Smart Grid Risk Management by Abad Lopez, Carlos Adrian
Smart Grid Risk Management
Carlos Adrián Abad López
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ABSTRACT
Smart Grid Risk Management
Carlos Adrián Abad López
Current electricity infrastructure is being stressed from several directions – high demand,
unreliable supply, extreme weather conditions, accidents, among others. Infrastructure
planners have, traditionally, focused on only the cost of the system; today, resilience and
sustainability are increasingly becoming more important. In this dissertation, we develop
computational tools for efficiently managing electricity resources to help create a more re-
liable and sustainable electrical grid. The tools we present in this work will help electric
utilities coordinate demand to allow the smooth and large scale integration of renewable
sources of energy into traditional grids, as well as provide infrastructure planners and opera-
tors in developing countries a framework for making informed planning and control decisions
in the presence of uncertainty.
Demand-side management is considered as the most viable solution for maintaining grid
stability as generation from intermittent renewable sources increases. Demand-side man-
agement, particularly demand response (DR) programs that attempt to alter the energy
consumption of customers either by using price-based incentives or up-front power inter-
ruption contracts, is more cost-effective and sustainable in addressing short-term supply-
demand imbalances when compared with the alternative that involves increasing fossil fuel-
based fast spinning reserves. An essential step in compensating participating customers and
benchmarking the effectiveness of DR programs is to be able to independently detect the
load reduction from observed meter data. Electric utilities implementing automated DR
programs through direct load control switches are also interested in detecting the reduc-
tion in demand to efficiently pinpoint non-functioning devices to reduce maintenance costs.
We develop sparse optimization methods for detecting a small change in the demand for
electricity of a customer in response to a price change or signal from the utility, dynamic
learning methods for scheduling the maintenance of direct load control switches whose op-
erating state is not directly observable and can only be inferred from the metered electricity
consumption, and machine learning methods for accurately forecasting the load of hundreds
of thousands of residential, commercial and industrial customers. These algorithms have
been implemented in the software system provided by AutoGrid, Inc., and this system has
helped several utilities in the Pacific Northwest, Oklahoma, California and Texas, provide
more reliable power to their customers at significantly reduced prices.
Providing power to widely spread out communities in developing countries using the
conventional power grid is not economically feasible. The most attractive alternative source
of affordable energy for these communities is solar micro-grids. We discuss risk-aware robust
methods to optimally size and operate solar micro-grids in the presence of uncertain demand
and uncertain renewable generation. These algorithms help system operators to increase
their revenue while making their systems more resilient to inclement weather conditions.
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Chapter 1
Introduction
Traditional electrical grids all around the world are being stressed by increased demand,
and also by a push to increase the generation from intermittent renewable sources. It is
expected that the share of the world’s generation from renewable sources such as wind, solar
and biomass, will increase from approximately 5% today to 17% by 2040 [IEA, 2014], i.e.
renewable generation is expected to grow at a 6.7% rate compounded annually. Achieving
the ambitious renewable energy policy targets set by 144 countries in the world [REN21,
2014] will critically depend on the ability of electric utilities to coordinate demand to ensure
grid stability and reliability in the presence of highly unpredictable generation. On the
other end of the spectrum, insufficient, unreliable or inaccessible grid supply in sub-Saharan
Africa and parts of Asia has led to an increasing interest in developing micro-grid power
systems. It is estimated that in sub-Saharan Africa alone, which has 13% of the world’s
population but only consumes 4% of the global energy production [IEA, 2014], off-grid
power solutions will generate 42TWh yearly by 2040 [IEA, 2014]. Planners and operators
of solar micro-grids need robust algorithms for capacity planning and control that are able
manage uncertainty in demand and supply, and leverage the elasticity of customers’ demand
to construct smaller, smarter and more reliable systems. In this dissertation, we develop and
implement fast and scalable computational tools for tackling a number of challenges that
arise in the management of both traditional and non-traditional electrical grids. Specifically,
we design algorithms that help electric utilities coordinate demand to allow the large scale
integration of renewable generation via demand-side management, and help infrastructure
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planners make risk-aware decisions to size and control power systems in the presence of
uncertainty.
In the US, large scale deployment of demand-side management is regarded as critical for
maintaining grid stability. The primary mechanism for demand management in the US is
Demand Response (DR), which refers to a set of activities where end-use customers change
or shift their normal electricity consumption patterns in response to changes in the price
of electricity or other incentive payments [FERC, 2013]. DR has been extensively deployed
over the past several years to improve electric grid reliability and market efficiency [Wells
and Haas, 2004], and is expected to play an even more prominent role with the planned
integration of intermittent renewable generation. DR has been shown [Kiliccote et al.,
2010] to be more cost-effective than increasing spinning reserves –extra power capacity
of generators already connected to the grid– in addressing the supply-demand imbalances
produced by the large scale penetration of renewable sources of power. DR programs,
initially designed to lower or shift consumption during periods of high electricity use, are
now increasingly employed to provide ancillary services, i.e. support services that address
short-term (in the order of seconds) supply-demand imbalances. DR for ancillary services
differ from traditional DR products in that they are dispatchable: events occur with little
or no advance notice and last for shorter durations. In the first two chapters, we address
two technological challenges faced by utilities offering DR programs that are critical to the
success of large scale DR.
A post-processing step essential for benchmarking the effectiveness of DR programs is
the independent verification of load-shed from observed meter data. Given that meter data
is inherently noisy, detecting a small load-shed within the statistical noise of baseline power
consumption is, in general, a difficult task. In Chapter 2, we compare four signal processing
algorithms for detecting load-sheds. The first method is an adaptation of the well-known
Lasso method [Tibshirani, 1996] that exploits the fact that the load-shed signal is sparse,
i.e. the number of observations where a load-shed occurred is small compared to the total
number of observations. The other three methods, namely the edge-detection, dictionary-
based and Bayesian inference algorithms, exploit other structural properties of the load-shed
in addition to sparsity, such as the fact that once on, the load-shed signal remains on for
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a certain period, and the fact that the number of possible load-shed periods is small and
known. These algorithms outperform the Lasso and are able to very accurately recover
load-sheds in the presence of significant noise. In fact, they are so accurate that they have
been integrated into AutoGrid’s Demand Response Optimization and Management System.
AutoGrid is one of the leading companies in big data analytics and solutions for the Smart
Grid, and its systems have been deployed at several large utility companies across the world,
including Oklahoma Gas & Electricity, Austin Energy, City of Palo Alto Utilities, Florida
Power & Light, among others. For a successful separation of a small load-shed from observed
meter data it is critical that a good baseline electricity consumption forecast is available at
the individual level. In order to be of practical use at the scale of a large utility company,
these forecasting algorithms must not only be accurate, but also efficient in runtime and in
the amount of user-intervention needed for good calibration. In Appendix A we compare
four methods for forecasting the baseline load of commercial and industrial customers. The
first method is a state-space version of the ARMAX (autoregressive moving average with
exogenous variables) model, which is known to require some user intervention to achieve a
proper fit. The next two methods are the machine learning-based algorithms K-nearest-
neighbors (KNN) and support vector regression (SVR). Both methods outperform ARMAX
in accuracy, runtime and amount of user-interaction. The last method is a functional
principal component (FPC) algorithm, in which the hourly loads are not treated as single
time series, but as a time series of 24-hour vectors.
Utilities offering DR for ancillary services programs ensure a timely load-shed by au-
tomating the customers’ response to DR signals using direct load control switches, also
called automated DR devices (ADRs). ADRs are faulty; however, since the majority of
deployed ADRs is only capable of one-way communication, the state of the ADRs is not
directly observable and can only be inferred from the metered electricity consumption. Util-
ities lose revenue when a malfunctioning ADR does not respond to a DR signal, but sending
a maintenance crew to check and reset the ADR also incurs costs. In Chapter 3, we show
that the problem of maintaining a pool of ADRs using a limited number of maintenance
crews can be formulated as a restless bandit problem, and that one can compute a near-
optimal policy for this problem using Whittle indices. We show that the Whittle indices can
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be efficiently computed using a variational Bayes procedure even when the load-shed mag-
nitude is noisy and when there is a random mismatch between the clocks at the utility and
at the meter. The results of our numerical experiments suggest that, for all reasonably high
noise values in the meter readings, the Whittle index-based approximate policy is within
4% of the optimal policy that has full information of the ADRs’ state. More importantly,
the Whittle index-based policy clearly outperforms the current state-of-the-art policy of
periodically reviewing the ADRs by at least 25%.
While policy makers in the US are pushing for a greener energy future, renewable gen-
eration might be the only way to provide firm and cheap power to the poorest people in the
world. It is estimated that around 1.3 billion people, most of them living in isolated rural
communities in sub-Saharan Africa and South Asia, have no access to grid-based electric-
ity [IEA, 2014]. This is because providing power to widely spread out communities via the
conventional power grid is not economically feasible. People in these communities are then
forced to rely on very erratic, unreliable and expensive energy sources. Recently, local solar
micro-grids have emerged as a viable option for providing reliable power at an affordable
price. Local micro-grids serve 10-20 customers using solar generation, a battery bank for
energy storage, smart metering, and a very simple control. Based on the appliances in their
household, customers are assigned individual power limits. In order to protect the DC/AC
power inverter, whenever a household power consumption exceeds the assigned power limit,
its electricity supply is interrupted. Since weather conditions can lead to lower electricity
generation and overall usage can, at times, surpass the inverter capacity leading to a shut-
down of the entire system, the operator faces an intrinsic trade-off between revenue and
reliability. In Chapter 4, we propose a two-tier approach to the problem of dynamically
allocating power to the customers of a micro-grid in order to maximize the system opera-
tor’s profit, i.e. the difference between the electricity sales revenue and the goodwill cost
associated with system shutdowns. Every hour, we solve a two-stage robust problem to
compute the individual power limits that will determine the system operator’s commitment
to customers. The system operator commits himself to satisfy all demand up to the power
limit, and incurs a goodwill cost for each unit of committed power he is unable to satisfy.
Once the power limits have been computed, power can be allocated in near real-time in sev-
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eral different ways: using the current all-or-nothing policy, providing the minimum between
demand and power limit, by solving a new two-stage robust problem, or using a myopic
approach, i.e. computing the allocation rule that maximizes the real-time profit without
considering the uncertain future demand and generation. We use the myopic approach to
test our two-tier method on real demand and generation data from local micro-grids in
Uganda. Our experiments suggest that using the robust control policy can lead to as much
as a 100% increase in profit with little or no reduction in system reliability for customers.
There is a growing interest among energy infrastructure planners on developing efficient
and robust algorithms to compute approximately optimal decisions using samples or simu-
lations, e.g. when deciding the size of solar panels and hydroelectric reservoirs for a hybrid
system in which water is pumped-up to a reservoir at times of excess and released-down
to generate electricity at times of scarce solar generation [Kocaman, 2014]. In particular,
infrastructure planners often want to make decisions that minimize the total cost of the
project, i.e. the sum of present and future expected cost, while controlling a risk function
of the uncertain future demand and generation. In Chapter 4, we propose a scenario-based
cutting-plane algorithm to efficiently compute individual power limits that approximately
maximize the left conditional-value-at-risk (CVaR) of the system operator’s future profit.
In each iteration of the algorithm, we find a new candidate solution by solving a linear
program (LP), compute the corresponding CVaR subgradient, and add a cut given by the
linear approximation to CVaR at the candidate point. We stop this procedure whenever the
change in the LP solution is small. Our numerical experiments suggest that this method is
promising, especially when the decision variables do not lie in a simple feasible set. When
the feasible set is simple, we can use smoothing and duality-based techniques to develop a
more efficient algorithm. In Chapter 5, we show how to use these techniques to efficiently
compute a portfolio of investment opportunities that maximizes the expected return sub-
ject to multiple spectral risk constraints. In each step, the portfolio selection algorithm
solves a sequence of very simple separable convex quadratic programs; hence, we show that
the spectral risk constrained portfolio selection problem can be solved using the technology
developed for solving mean-variance problems. We report numerical results that show that
our proposed algorithm is very efficient; it is at least one order of magnitude faster than
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the current state-of-the-art LP approach for all practical instances. In addition, we show
that the proposed method removes the ill-conditioning associated with the equivalent LP
formulation. One can leverage these characteristics to impose robustness against model risk
by including constraints with respect to several different risk models.
7
Part I
Smart Grid Risk Management
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Chapter 2
Load-shed detection in Demand
Response programs
2.1 Introduction
Customers participating in Demand Response (DR) programs are typically monetarily com-
pensated for decreasing their consumption at the time indicated by the utility company.
Detection of the magnitude and duration of the reduction of demand or load-shed during a
DR event is critical for settling DR payments. However, given that baseline usage can be
inherently noisy, it can be hard to separate a small load-shed within the statistical noise
of metered energy consumption. Moreover, noise might be auto-correlated across time, or
cross-correlated across meters or locations, which make the problem even harder. In this
chapter we propose statistically rigorous techniques to separate the load-shed signal from
the random baseline noise. In addition to settlement, the techniques proposed in this chap-
ter can be used by utilities in a number of applications, e.g. to measure the effectiveness
of DR programs by determining if, as an aggregate, a target class of customers decreased
their load by the requested amount, and factor this in its event planning and scheduling
strategy.
In Section 2.2 we present a collection of load-shed detection methods that exploit in-
creasingly refined structural information about the load-shed. The first three methods use
the proximal gradient algorithm FISTA [Beck and Teboulle, 2009] to solve the following
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sparse optimization problems. The first problem is a variant of Lasso [Tibshirani, 1996]
that exploits the fact that the load-shed signal is sparse, i.e. the number of instants where
a load-shed occurs is small compared to the total number of observations. The second
problem, edge-detection, exploits the fact that the temporal derivative of the load-shed has
a well known structure; specifically, the temporal derivative of a single customer load-shed
consists of a positive and a negative edge only, corresponding to the load-shed initial and
final instants, respectively. The third, dictionary-based, problem refines the set of possible
load-shed locations by pairing positive and negative pairs of edges and only allowing a cer-
tain temporal separation between them. Next, we present a hierarchical Bayesian model
for the dictionary-based problem and use a variational inference method to compute the
posterior probabilities of the load-shed location and magnitude. We use the fact that the
signal-to-noise ratio (SNR) of the load-shed can be enhanced by aggregating the power
consumption across customers, and show how we can modify the load-shed detection algo-
rithms to recover their aggregate load-shed. In Section 2.3 we compare the performance of
the four load-shed detection algorithms with respect to the best possible algorithm, i.e. the
algorithm that knows the exact location of the load reduction. Our results show that, on
synthetically generated data, the edge-detection, the dictionary-based and the Bayesian in-
ference methods outperform the Lasso, achieving a mean absolute percentage error (MAPE)
in the recovered load-shed within 10% of the best possible error. Next, we show how we
can use the load-shed detection algorithms to infer the price elasticity of demand of real
commercial customers participating in critical peak pricing (CPP) programs. CPP differs
from DR in that customers are not subject to a contract for reducing a specified amount
during a specified time. Instead, they respond to a price signal by reducing their consump-
tion at will. In some DR programs, the utility is not interested in recovering the exact
location and magnitude of the load-shed, but only in determining if a customer reacted to
the DR signal sent by the utility. In Section 2.4, we use the Bayesian inference method to
determine whether a customer reacted to a DR signal, and compare its performance with
respect to the best possible algorithm, i.e. the algorithm that knows the exact location of
the load reduction. Both on synthetic and real residential load data, the Bayesian inference
misclassification error is within 4% of the best possible error. Finally, in Section 2.5 we pro-
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pose a heuristic for recovering the individual load-shed of multiple customers by exploiting
the accuracy of the proposed algorithms for detecting aggregate load-sheds. For very noisy
customers, our preliminary results show that the proposed heuristic can reduce the MAPE
in the recovered load-sheds by up to 74%.
2.2 Load-shed detection algorithms
Verifying whether a customer has met his DR contractual obligations within the background
of large baseline power consumption is equivalent to the problem of detecting small signals in
the background of very large signals. Mathematically, the problem can be posed as follows.
Let x = (x1, . . . , xn) denote the sampled power consumption over n periods. The signal xi
can be partitioned as xi = yi − ri + ε̃i, where yi is the predicted power consumption, ε̃i is
the prediction residual or noise, and ri is the load-shed as a result of a DR event. We will
assume that the prediction residuals ε̃i are independent and identically distributed (IID)
normal random variables with mean 0 and variance σ2. We will also assume that the change
ri from the noisy nominal value yi + ε̃i is entirely due to a DR event. The magnitude of
the signal r = (r1, . . . , rn) is typically small, i.e. |ri|  |yi| for all i, and the support of the
signal is typically sparse, i.e. ‖r‖0 =
∑n
i=1 1(|ri| 6= 0)  n. Therefore, the signal r can be
recovered approximately by solving the optimization problem
minr λ ‖r‖0 +
1
2σ2
||x− y + r||22, (2.1)
where y = (y1, . . . , yn), and λ is an appropriately chosen parameter that controls the trade-
off between sparsity and mean square error.
Unfortunately, (2.1) is an NP-hard problem, and therefore, cannot be solved for large
instances in a tractable manner. Problems of this form arise in a number of control and
signal processing applications where the disturbance is assumed to be sparse. A particularly
useful heuristic that has been developed in this context is to replace the `0-norm ‖r‖0 with
the `1-norm ‖r‖1 =
∑n
i=1 |ri|, and solve, instead, the optimization problem
minr λ ‖r‖1 +
1
2σ2
||x− y + r||22. (2.2)
Recently, [Candès et al., 2006] and [Donoho, 2006] have shown that under fairly broad
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regularity conditions the optimal solution of the NP-hard problem (2.1) is equal to the
optimal solution of the convex problem (2.2) with high probability. While (2.2) is a convex
optimization problem, it is typically very large. Therefore, although in theory (2.2) can be
solved efficiently, in practice this problem is hard. We use a first-order algorithm, based on
the proximal gradient algorithm FISTA [Beck and Teboulle, 2009], that can solve problems
of the form (2.2) in a highly scalable and parallelizable manner. Note that problem (2.2) is
closely related to the Lasso [Tibshirani, 1996; Efron et al., 2004] method for estimation in
linear models:
minr ||x− y + r||22
s.t ‖r‖1 ≤ β.
In (2.2) we only use the fact that the load-shed r is sparse. Next, we describe methods
that exploit the following structural properties of the load-shed: once on the load-shed
signals tend to remain on for a certain period; the set of possible load-shed periods is known;
and the magnitude and duration of load-shed can be assigned prior distributions. In a sense,
all these algorithms are strategies for enhancing the load-shed signal-to-noise ratio (SNR),
defined as SNR = 20 log10
µ0
σ and expressed in decibels (dB), where µ0 is the mean load-
shed during a DR event, and σ is the standard deviation of the prediction residuals yi−xi.
The current state-of-the-art sparse algorithms [Aybat et al., 2011; Candès et al., 2006;
Donoho, 2006] can recover a sparse signal at an SNR of approximately 0dB, i.e. when the
shed signal is equal to the noise standard deviation. This SNR limit highlights the link
between load forecasting and load-shed detection algorithms. In order to effectively detect
DR signals we have to ensure forecast residuals with a high enough SNR. In Appendix A
we analyze the performance of several techniques for forecasting small loads, and propose a
modification of these methods to improve the ex-post baseline estimation, i.e. the estimation
of baseline consumption done once the DR event has happened.
2.2.1 Edge-detection algorithm
Suppose the load-shed r is known to be of the form
ri =
 r i0 ≤ i ≤ i10 otherwise; (2.3)
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where the magnitude r ≥ 0, starting time i0, and ending time i1 are unknown. Let zi =
ri−ri−1 denote the 1-step temporal difference of the load-shed; see Figure 2.1. Equivalently,
let z = Dr, where D is the first-order difference matrix whose entries are of the form:
Dij =

1 if i = j
−1 if i = j + 1
0 otherwise.
Then, we expect z = (z1, . . . , zn) to be sparse. In the ideal case, we expect only two
components of the vector z to be non-zero, and equal to r and −r, respectively. We can
recover signal r by solving the following convex sparse optimization problem:
minr,z λ ‖z‖1 +
1
2σ2
‖x− y + r‖22
s.t. z = Dr, r ≥ 0.
(2.4)
2.2.2 Dictionary-based algorithm
In the edge-detection algorithm, we only used the fact that Dr is sparse. Next, we use the
fact that Dr consists of exactly one component equal to +r, one component equal to −r,
and the rest equal to zero. More specifically, suppose the customer reduced consumption by
a quantity of r over the interval {i0, . . . , i1}. Then, Dr = r(ei0 − ei1+1), where ei denotes
a vector with the i-th component equal to 1, and the rest equal to zero. Thus, the set
of all possible first-order difference vectors Dr is a scalar multiple of the elements of the
set A = {ei0 − ei1+1 : {i0, . . . , i1} ∈ W}, where W ⊂ {1, . . . , n} denotes a time window
containing the contractual DR event. Let A ∈ Rn×|A| denote the matrix whose columns
are all the elements of the set A. We can recover signal r by solving the convex sparse
optimization problem
minr,z λ ‖z‖1 +
1
2σ2
‖x− y + r‖22
s.t. Az = Dr, r ≥ 0.
(2.5)
As before, we expect z to be sparse. In fact, out of the |A| components of z, we expect only
one to be non-zero and equal to r in the ideal case.


























Figure 2.1: Load-shed and its 1-step temporal difference
2.2.3 Bayesian inference method
Let B = D−1A denote the dictionary of vectors in the load-shed space, i.e. the columns of
B are all vectors in the set B =
{∑i1
i=i0
ei : {i0, . . . , i1} ∈ W
}
. Then, the difference of the
predicted and the sampled power consumption can be written as y− x = r + ε̃ = rBq + ε̃,
where q indicates which of the |B| columns of B is used for the representation of the load-
shed r, and r is its magnitude. Recall that the prediction residuals ε̃i are IID normal
random variables with mean 0 and variance σ2. Imposing a categorical prior distribution
on the columns of B, and a normal prior distribution on the load-shed magnitude r, we
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obtain the following hierarchical Bayesian model:
x = y− rBm + ε, r ∼ N (µo, 1/η0),
q ∼ categorical(π0), ε ∼ N (0, σ2I),
We can further impose prior distributions on the hyper-parameters H = {π0, µ0, η0, σ};
e.g. a Dirichlet distribution for π0, a gamma distribution for 1/σ
2 and a Normal-gamma
distribution for (µ0, η0). For simplicity, we assume that the q-th component of π0, π0q ∝
exp{ ‖Bq −Bq̄‖1/|W|}, where q̄ is the column of B associated with the contractual DR time,
that µ0 is the contractual load-shed magnitude, that the load-shed standard deviation
η0 = 1, and that σ is an estimate on the residual noise given from baseline estimations on
non-DR days.
The posterior distribution P(q, r|y− x,H) is proportional to
P(y− x|q, r, σ)P(q|π0)P(r|µ0, η0),
where P(y − x|q, r, σ) = N (rBq, σ2I). Since this posterior distribution is neither in closed
form, nor is it easy to sample from, we used the variational inference method [Bishop, 2006]
and approximate it by the product distribution f(q)g(r). It is easy to establish that the
product distribution that minimizes the Kullback-Leibler distance from the joint posterior











g(r) = N (µ, 1/η),
where
















Note the circular dependence of the parameters in the posterior distributions. We use an
iterative procedure that alternates between f(q), and the precision η and mean ν of the
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normal distribution for r, and terminate it whenever the relative change in the parameters












where r` is ` standard deviations η
−1/2 above the mean µ.
2.2.4 SNR enhancement





i for i = 1, . . . , n, where x
(k)
i is the (unobservable) power consumption of
the k-th customer at time i. Furthermore, suppose that the N customers belong to a class
determined by the contractual load-shed µ0 and the prediction noise σ
2, i.e. expected load-
shed and noise are shared by customers within but not across customer classes. Let SNRN
be the load-shed signal-to-noise ratio of a class with N customers. Then,








N = SNR + 10 log10N. (2.6)
Thus, aggregating customers has the effect of increasing the individual SNR by 10 log10N ,
effectively making the aggregate load-shed detection and easier problem to solve than the
single customer load-shed detection problem. Nevertheless, each customer load-shed could
potentially exhibit a different starting time and duration within the DR window W. This
implies that the class load-shed r will not have the rectangular form depicted in Figure 2.1
but rather the triangular one shown in Figure 2.2. Let zi = ri − 2ri−1 + ri−2 denote the
2-steps temporal difference of the class load-shed. Equivalently, let z = Dr, where D is the
second order difference matrix whose entries are of the form:
Dij =

1 if i = j or i = j + 2
−2 if i = j + 1
0 otherwise.
Then, using the second order difference matrix D we can recover the aggregate load-shed
r by solving the edge-detection problem (2.4). In the ideal case, only three components of
the optimal vector z are non-zero and equal to R, −2R, and R, respectively, where R is the
maximal aggregate load-shed observed during the DR window W.
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Suppose the aggregate load-shed r has the triangular form depicted in Figure 2.2, and
that the triangle is supported over the interval {i0, . . . , i1, . . . , i2} with maximum value R

















Let A denote the set of all possible triangular patterns in the DR window W normalized to















ei2+1 : {i0, . . . , i1, . . . , i2} ∈ W
}
.
Let A ∈ RT×M denote the matrix whose columns are all the elements of set A. Then,
problem (2.5) recovers the aggregate load-shed r via the sparse vector z. In the ideal case,
only one component of z is non-zero and equal to R.
Finally, setting B = D−1A, we can use the Bayesian inference method to recover the
aggregate load shed r as before.
2.3 Numerical implementation
In this section we compute theoretical error bounds of the best possible load-shed detection
algorithm, i.e. the algorithm that knows the exact location of the load reduction. We
compare the performance of the sparse optimization methods proposed in Section 2.2 to
these bounds on synthetically generated data. Finally, we use the load-shed detection
methods to compute the price elasticity of demand of several real commercial customers.
2.3.1 Expected error bound
Suppose a customer’s load-shed is of the form (2.3), where the starting and ending times,






























































Figure 2.2: Individual load-sheds, aggregate load-shed, and its 2-steps temporal difference.
where m = i1− i0 + 1. Then, the mean absolute percentage error (MAPE) in the load-shed
























∣∣∣∣∣ = 10−SNR/20m |Z| ,
where zi are IID N (0, 1) random variables, and Z ∼ N (0,m). Hence, the expected least-









Next, consider the case where the load is aggregated over N customers, all reducing their
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consumption by the same quantity over the same period of time. Suppose the prediction
residuals ε̃
(k)
i are IID across time (indexed by i) and customers (indexed by k). Then, the














where the second equality follows from (2.6).
Note that the number of observations m is determined by the duration of the load-shed
as well as by the sampling frequency. Table 2.1a shows the expected least-squares MAPE for
SNR ∈ {10, 8, 5, 2, 0}dB, load-shed duration {1, 6, 15, 60, 120, 180} minutes, and sampling
frequency {1, 6, 15, 60} minutes. Table 2.1b shows the expected least-squares MAPE in the
N -customers load-shed for SNR ∈ {5, 2, 0,−2,−7}dB, N ∈ {10, 100, 1000} customers, and
load-shed duration {6, 18, 60, 120, 180} minutes, when the sampling frequency is 6 minutes.
Since the least-square estimation assumes complete knowledge of the load-shed starting and
ending times, i0 and i1, we expect the load-shed detection methods proposed in Section 2.2
to have a MAPE in the recovered load-shed bounded below by the least-squares MAPE
values in Table 2.1.
2.3.2 Performance on synthetic data
We generated synthetic data with a sampling frequency of 6 minutes. The duration of the
contractual DR event was 3 hours, although the customer might have actually reduced con-
sumption up to 1 hour before and after the event. The actual load-shed duration was set
to {6, 18, 60, 120, 180} minutes. The load-shed SNR was set to {10, 8, 5, 2, 0}dB. Tables 2.2
and 2.3 show the performance of the four sparse optimization methods presented in Sec-
tion 2.2, averaged over 300 DR events. The columns in Tables 2.2 and 2.3 have the following
meaning: FNeg denotes the percentage of false negatives, i.e. instants in which there was a
reduction in consumption but the algorithm failed to detect it; FPos denotes the percentage
of false positives, i.e. instants in which there was no reduction but the algorithm detected
one; MAPE is the mean absolute percentage error in the recovered reduction; and Diff is
the difference between the algorithm’s average MAPE and the least-squares E[MAPELS].
When the load-shed duration was at least 60 minutes, at least one of the four algorithms
had a percentage of false positives and false negatives below 15%, and a MAPE within 10%
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of MAPELS, for all but one SNR value (0dB). When the load-shed duration was only 6
(resp. 18) minutes, i.e. there was only 1 (resp. 3) load-shed observations per DR event,
the SNR had to be at least 8dB (resp. 5dB) for an algorithm to produce a quality recovery.
Overall, the dictionary-based algorithm had the best performance, followed by the edge-
detection and Bayesian inference methods. As expected, the Lasso method had the poorest
performance of all. It is clear that the quality of load-shed recovery is a function of the
SNR, the sampling frequency, and the load-shed duration. Therefore, for a given SNR
and load-shed duration, higher sampling frequency results in improved performance. This
suggests that the utilities should report the data at the highest frequency possible in order
to extract the best performance. Figure 2.3 shows a typical recovery situation using the
edge-detection method. When SNR is high (5dB), the algorithm recovers the real load-
shed almost perfectly. In constrast, when SNR is low (0dB), the algorithm has trouble
finding both the exact location and magnitude of the load-shed; however, it does detect
that consumption was reduced around the actual location.
In the aggregate case, the SNR was set to {5, 2, 0,−2,−7}dB. Due to space constraints,
we report the results obtained using the edge-detection algorithm only. The dictionary-
based and the Bayesian inference methods have similar performance, but a running time
significantly larger due to the size of the dictionaries. Table 2.4 shows the edge-detection
average –over 300 DR events– MAPE and its difference with respect to the least-squares
E[MAPELS]. When N = 10 (resp. N = 100 and N = 1000) and the load-shed duration
is at least 120 (resp. 60 and 18) minutes, the edge-detection MAPE is within 10% of
the least-squares MAPE for all but one SNR value (−5dB). Note that, since starting and
final load-shedding times are different for each customer, the aggregation effect may not
be observed when the number of customers and the duration are small. This is the reason
behind the high MAPE for N = 10 and durations 6 and 18 minutes. Figure 2.4 shows
a typical recovery situation using the edge-detection method. Thanks to the aggregation
effect, even when SNR is low (−7dB), the algorithm recovers the aggregate load-shed fairly
accurately. As the number N of customers in the class increases, the aggregate load-shed
becomes smoother, and the algorithms perform better.
CHAPTER 2. LOAD-SHED DETECTION IN DR PROGRAMS 20
2.3.3 Performance on real data
We tested the four load-shed detection algorithms proposed in Section 2.2 on the power
time series of 91 commercial customers that were part of different critical-peak pricing
(CPP) programs. CPP differs from DR in that the customers are not subject to a contract
for reducing a specified amount during a specified time. Instead, they respond to a price
signal by reducing their consumption at will. However, the load-shed detection algorithms
designed for DR programs can give a valuable insight. By assuming that whenever the
customers reduced their consumption, they reduced it by a constant amount r ≥ 0 for a
given period, we can filter out the baseline estimation noise and compute the price elasticity




where P is the price of power, ∆P is the change in price, y is the baseline power demand,
and ∆y = r is the change in demand as a result of the change in price, i.e., the load-shed.
As a first step towards computing the price elasticity of demand, we estimated the
baseline consumption of each of the 91 customers using a forecasting method based on the
machine learning algorithm K-nearest-neighbors. Details on this and three other methods
for forecasting baseline load, as well as a comparison of their accuracy, are given in Ap-
pendix A. Table 2.5 shows the distribution of baseline SNR, BSNR = 20 log10
ȳ
σ , across
customers, where ȳ is the average estimated consumption during the peak period (between
noon and 6pm). 75% (resp. 10%) of customers have a BSNR of at most 20dB (resp. 12dB).
If customers that reduced their consumption in the peak period reduced it by 0.1ȳ, then
the load-shed SNR of 75% (resp. 10%) of the customers is at most 0dB (resp. −8dB).
Next, we used the load-shed detection algorithms to recover the customers’ load reduc-
tion during CPP events. There are two types of CPP events, determined by the price levels
observed by customers: moderate and high. We also computed the load-shed recovered
by the näıve approach ri = max{yi − xi, 0}, i.e. where we assume that the load-shed is
given by the non-negative difference of predicted and observed load. It is worth noting
that the näıve approach is the current regulatory settlement method in DR programs. In
moderate price periods, the Lasso, edge-detection, dictionary-based, and Bayesian infer-
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ence algorithms detected on average {37, 26, 27, 20}% less demand reduction than the näıve
computation, respectively. Similarly, in high price periods, the sparse optimization meth-
ods detected on average {34, 18, 19, 15}% less demand reduction than the näıve approach,
respectively. Table 2.6 shows the distribution of load-shed r over the 91 customers, for the
näıve method and the four load-shed detection algorithms.
2.4 Customer response classification
In some DR programs, the utility is interested in determining if a customer responded
to the DR signal sent by the utility only, and not in recovering the exact location and
magnitude of the load-shed. In this section, we compute theoretical bounds on the response
misclassification error of the best possible algorithm, i.e. one that knows the exact location
of the load-shed. Next, we compare the performance of a ratio test that uses the posterior
distribution computed by the Bayesian inference method (see Section 2.2) on both synthetic
and residential load data.
2.4.1 Error bound estimation
Given the load-shed model (2.3), consider the following hypothesis testing problem:
H0 : r ≡ 0 vs H1 : r ≡ µ0. (2.7)
We want to minimize the total probability of error
(1− p)P(reject H0|H0) + pP(accept H0|H1).
where p denotes the prior probability of customer participation. It is well known (see
e.g. [Lehmann and Romano, 2006]) that the optimal test for hypothesis testing problem (2.7)
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where T is the test threshold. Let f(x) = ln P(x|H0)P(x|H1) . Then,


































































= N (−ν, γ2).
Then,












where θ = lnT , and Φ is the cumulative distribution function of a standard normal random
variable. Hence, in order to minimize the total probability of error we want to find the














Table 2.7 shows the optimal probability of error of hypothesis testing (2.7) when the prior
probability of customer participation p = 0.9, as a function of the SNR, the load-shed
duration, and the sampling frequency.
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Next, consider the following hypothesis testing problem
Ĥ0 : ri ≡ 0, ∀ 1 ≤ i ≤ n
Ĥ1 : ri ≡ µ0, ∀ i0 ≤ i ≤ i1, for some 1 ≤ i0 ≤ n−m and i1 = i0 +m− 1,
(2.9)
where the alternative hypothesis is that the customer reacted to the DR signal by reducing
his load for m periods, but the starting instant i0 is unknown. In this case, we can use
the posterior location and magnitude distributions, f and g, computed by the Bayesian
inference method to approximate the probability



















where I0 = {i0, i0 + 1 . . . , i0 + m − 1}, and ϕ is the density function of a standard normal
random variable. Since the optimal hypothesis testing error assumes complete knowledge of
the load-shed starting and ending times, i0 and i1, we expect the Bayesian inference-based
classification to have an error bounded below by the probability values in Table 2.7.
2.4.2 Performance on synthetic data
We generated synthetic data with a sampling frequency of 6 minutes. The duration of the
contractual DR event was {6, 18, 60, 120, 180} minutes, We allowed the customer’s response
to have a delay of up to 1 observations with respect to the contractual DR event, i.e. the
customer could have reduced consumption 6 minutes before, exactly on, or 6 minutes after
the DR event. The prior probability of participation was p = 0.9. The load-shed SNR
was set to {10, 8, 5, 2, 0}dB. Table 2.8 shows the customer response misclassification error
of the Bayesian inference method, averaged over 300 DR events. Table 2.8 also includes
the misclassification error of the compound ratio test [Lehmann and Romano, 2006] that
approximates:
















The columns in Table 2.8 have the following meaning: FNeg denotes the percentage of false
negatives, i.e. instances in which the customer reacted to the DR signal but the algorithm
failed to detect it; FPos denotes the percentage of false positives, i.e. instances in which the
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customers did not react to the DR signal but the algorithm detected a load reduction; Err is
the total probability of misclassification; and Diff is the difference between the algorithm’s
error and the lower bound predicted by optimal ratio test (2.8).
For all SNR values, the ratio test that uses the Bayesian inference posterior distributions
outperforms the ratio test that uses approximation (2.10), achieving an error within 4% of
the one predicted by optimal hypothesis testing (2.8), i.e. the by an algorithm that knows
the exact load-shed location. The reason that the percentage of false positives is higher
than the percentage of false negatives in Table 2.8, is that the number of DR events in
which the customer did not react to the DR signal is smaller (only 10% of the events). As
with the load-shed detection case in Section 2.2, it is clear that, for given SNR and event
duration, higher sampling frequency results in improved performance. This suggest that
utilities should report data at the highest frequency possible.
2.4.3 Real data results
We tested the performance of the Bayesian inference and compound ratio tests on load
data of 96 residential customers participating in 3 DR events each. In 214 out of the
total 288 DR events, customers reacted to the DR signal by reducing their consumption.
Both the observed and predicted consumption were available at the hourly level and all
the events lasted 1 hour. Table 2.9 shows the distribution of the baseline SNR (BSNR)
across all customers, as well as that of the load-shed SNR, where we assumed the load-
shed magnitude is approximately 5.6% of the baseline during the event. Note that, if this
assumption were correct, in 75% (resp. 10%) of the DR events the SNR would be at most
−11dB (resp.−21dB), while the mean SNR across customers would be −17dB. The prior
customer participation was p = 0.95. The probability of error predicted by optimal ratio
test 2.8 for an event of duration 60 minutes, a sampling frequency of 60 minutes, a prior
customer participation of 95%, and SNR= −17dB is 5%. Table 2.10 shows the performance
of the compound test and the Bayesian inference methods. The Bayesian inference method
was able to replicate on real data the excellent performance achieved on synthetic data.
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2.5 Conclusions and future work
In this chapter, we proposed four sparse optimization methods for detecting small load-
sheds in the background of noisy load data: the Lasso, edge-detection, dictionary-based,
and Bayesian inference algorithms. The methods exploit increasingly refined structural
information about the load-shed. Our numerical experiments on synthetic data suggest
that the dictionary-based algorithm has the best performance, followed closely by the edge-
detection and the Bayesian inference methods. The relative poor performance of Lasso
is explained by the fact that it only exploits the sparsity of the load-shed, but does not
take into account any additional structural information. When the number of observations
during the DR event –which depends on its duration and the sampling frequency of data–
and the load-shed SNR are large enough, the sparse optimization algorithms can detect
a load reduction to within 10% of the error achieved by the best possible algorithm, i.e.
one that knows the exact time location of the load-shed. In real data, we showed how
these algorithms can be used to estimate the price elasticity of demand. We used the
Bayesian inference method to determine whether a customer reacted to the DR signal sent
by the utility, and showed that it has an excellent performance both in synthetic and real
DR events. Its misclassification probability is within 4% of the error achived by the best
possible algorithm, i.e. one that knows the exact location of the load-shed.
Next, we briefly discuss a heuristic for recovering the individual load-sheds of N cus-
tomers with low SNR. Consider the following algorithm:
1. Create J random, possibly overlapping, clusters of customers.
2. Solve the aggregate load-shed detection problem for each cluster using one of the
sparse optimization algorithms proposed in Section 2.2.4.
3. Solve a constrained least-squares problem to recover the individual load-sheds from
the J aggregate load-sheds.
For simplicity of exposure, suppose the duration of the DR event is 1 observation, and
that customers reduced consumption, if at all, at the exact time of the event. The proposed
heuristic can easily be extended to consider more general settings. Let C ∈ RJ×N denote
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the cluster-membership matrix, i.e.
Cjk =
 1 if customer k is in cluster j0 otherwise.
Let ρ ∈ RJ denote be the vector of the J cluster load-sheds, each recovered using one of the
load-shed detection methods discussed in Section 2.2.4. Denote by x̂, ŷ ∈ RN the observed
and predicted power consumption of the N customers during the DR event, respectively.
The vector of individual load-sheds r̂ ∈ RN can then be recovered by solving the following
constrained least-squares problem:
minr̂ ‖Cr̂− ρ‖22 + ‖x̂− ŷ + r̂‖
2
Σ




z>Σ−1z, Σ is the covariance matrix of the prediction residuals across
customers, and Ar̂ = b are linear constraints on the individual load-sheds.
We tested the clustering heuristic on synthetically generated power data of 100 cus-
tomers, each participating in 3 DR events, sampled every hour. The duration of the
DR event was 1 or 3 hours. We assumed that the exact location of the load-shed was
known, and that each customer participated in a DR event with probability 0.95. SNR was
{0,−2,−5,−7}dB. We generated 1000 random clusters, each with at least 33 customers.
Table 2.11 shows the performance of the Bayesian inference method, by itself and coupled
with the clustering heuristic, averaged over 20 runs. Both the clustering heuristic and the
Bayesian inference method show a high percentage of false positives: close to 100% and
80%, respectively. The percentage of false negatives and, crucially, the MAPE in the indi-
vidual recovered load-shed, significantly improved using the clustering heuristic. When the
duration of the load-shed was 3 hours and SNR= 0dB, the Bayesian inference method has a
46% MAPE, while the clustering heuristic achieved a surprising 12% MAPE. These results
suggest that the clustering method could be used for recovering individual load-sheds of
very noisy customers more accurately.
CHAPTER 2. LOAD-SHED DETECTION IN DR PROGRAMS 27
SNR
duration frequency (min)
(min) 1 6 15 60
10 1 25 – – –
10 6 10 25 – –
10 15 7 16 25 –
10 60 3 8 13 25
10 120 2 6 9 18
10 180 2 5 7 15
8 1 32 – – –
8 6 13 32 – –
8 15 8 20 32 –
8 60 4 10 16 32
8 120 3 7 11 22
8 180 2 6 9 18
5 1 45 – – –
5 6 18 45 – –
5 15 12 28 45 –
5 60 6 14 22 45
5 120 4 10 16 32
5 180 3 8 13 26
2 1 63 – – –
2 6 26 63 – –
2 15 16 40 63 –
2 60 8 20 32 63
2 120 6 14 22 45
2 180 5 12 18 37
0 1 80 – – –
0 6 33 80 – –
0 15 21 50 80 –
0 60 10 25 40 80
0 120 7 18 28 56




(min) 10 100 1,000
5 6 14 4 1
5 18 8 3 1
5 60 4 1 0
5 120 3 1 0
5 180 3 1 0
2 6 20 6 2
2 18 12 4 1
2 60 6 2 1
2 120 4 1 0
2 180 4 1 0
0 6 25 8 3
0 18 15 5 1
0 60 8 3 1
0 120 6 2 1
0 180 5 1 0
-2 6 32 10 3
-2 18 18 6 2
-2 60 10 3 1
-2 120 7 2 1
-2 180 6 2 1
-5 6 45 14 4
-5 18 26 8 3
-5 60 14 4 1
-5 120 10 3 1
-5 180 8 3 1
-7 6 56 18 6
-7 18 33 10 3
-7 60 18 6 2
-7 120 13 4 1
-7 180 10 3 1
(b) E[MAPENLS] (%); frequency is 6 min.
Table 2.1: E[MAPELS] and E[MAPENLS] for different SNR values, load-shed durations and
sampling frequencies.
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SNR
duration Lasso (%) edge-detection (%)
(min) FNeg FPos MAPE Diff FNeg FPos MAPE Diff
10 6 10 6 25 0 13 11 35 10
10 18 13 3 19 3 2 3 18 2
10 60 23 1 18 10 3 1 9 1
10 120 28 1 21 15 2 1 6 0
10 180 30 1 22 17 2 1 5 0
8 6 16 8 30 -2 27 16 48 16
8 18 24 5 24 4 7 7 26 6
8 60 32 2 31 21 5 2 12 2
8 120 40 2 33 26 4 2 8 1
8 180 41 1 32 26 3 2 6 0
5 6 29 9 34 -11 37 26 56 11
5 18 37 7 37 9 13 17 36 8
5 60 48 4 54 40 7 6 17 3
5 120 51 3 54 44 5 3 11 1
5 180 56 3 58 50 5 6 10 2
2 6 51 11 52 -11 52 29 56 -7
2 18 51 9 62 22 22 27 44 4
2 60 59 6 85 65 8 15 26 6
2 120 64 5 96 82 7 12 19 5
2 180 68 4 106 94 7 13 14 2
0 6 55 10 88 8 56 34 57 -23
0 18 62 9 90 40 35 32 45 -5
0 60 67 7 124 99 11 24 32 7
0 120 70 6 123 105 7 18 20 2
0 180 74 5 145 130 8 20 19 4
Table 2.2: Average load-shed detection performance of the Lasso and edge-detection algo-
rithms on synthetic data sampled every 6 minutes.
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SNR
duration Dictionary-based (%) Bayesian inference (%)
(min) FNeg FPos MAPE Diff FNeg FPos MAPE Diff
10 6 13 10 34 9 29 10 33 8
10 18 2 3 18 2 6 2 18 2
10 60 3 1 9 1 3 1 10 2
10 120 2 1 6 0 2 1 7 1
10 180 2 0 5 0 1 0 6 1
8 6 26 15 47 15 42 14 49 17
8 18 8 6 25 5 15 6 29 9
8 60 5 1 11 1 6 2 13 3
8 120 4 2 8 1 3 2 8 1
8 180 3 1 6 0 2 0 7 1
5 6 38 22 56 11 60 18 65 20
5 18 14 14 33 5 27 11 37 9
5 60 7 5 16 2 12 4 20 6
5 120 6 3 11 1 5 3 12 2
5 180 6 2 10 2 5 2 11 3
2 6 56 25 54 -9 64 22 74 11
2 18 26 21 40 0 37 15 44 4
2 60 10 10 24 4 13 8 30 10
2 120 9 6 18 4 9 5 19 5
2 180 10 3 14 2 10 3 16 4
0 6 65 25 52 -28 69 22 63 -17
0 18 41 22 40 -10 50 20 55 5
0 60 15 16 28 3 22 13 36 11
0 120 10 10 19 1 13 7 23 5
0 180 15 5 19 4 14 5 21 6
Table 2.3: Average load-shed detection performance of the dictionary-based and Bayesian
inference algorithms on synthetic data sampled every 6 minutes.













yi − xi real ri recovered ri
Figure 2.3: Real and edge-detection recovered load-shed, where SNR= 5dB and SNR= 0dB.
The difference between predicted and observed power consumption is represented by the
dashed lines.
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SNR
duration MAPE (%) Diff
(min) N = 10 100 1000 N = 10 100 1000
5 6 71 28 12 57 24 11
5 18 31 13 6 23 10 5
5 60 12 4 3 8 3 3
5 120 6 3 2 3 2 2
5 180 4 2 2 1 1 2
2 6 89 41 18 69 35 16
2 18 41 16 7 29 12 6
2 60 16 5 3 10 3 2
2 120 8 3 2 4 2 2
2 180 6 2 2 2 1 2
0 6 108 44 21 83 36 18
0 18 52 20 9 37 15 8
0 60 19 7 3 11 4 2
0 120 9 4 2 3 2 1
0 180 7 2 2 2 1 2
-2 6 119 56 23 87 46 20
-2 18 59 23 9 41 17 7
-2 60 22 9 4 12 6 3
-2 120 12 4 2 5 2 1
-2 180 10 3 2 4 1 1
-5 6 161 69 29 116 55 25
-5 18 72 32 13 46 24 10
-5 60 35 12 5 21 8 4
-5 120 21 6 3 11 3 2
-5 180 14 4 2 6 1 1
-7 6 186 82 34 130 64 28
-7 18 89 41 16 56 31 13
-7 60 40 14 6 22 8 4
-7 120 22 9 3 9 5 2
-7 180 20 6 2 10 3 1
Table 2.4: Average load-shed detection performance of the edge-detection algorithm on
aggregate synthetic data sampled every 6 minutes.
Percentile 90th 75th 50th 25th 10th
BSNR (dB) 23 20 16 15 12
SNR (dB) 3 0 -4 -5 -8
Table 2.5: Distribution of baseline signal-to-noise-ratio (BSNR) and load-shed signal-to-
noise-ratio (SNR) across 91 commercial customers. SNR values assume that load-shed is
10% of mean baseline.














yi − xi real ri recovered ri
Figure 2.4: Real and edge-detection recovered aggregate load-shed of N = 100 customers,
where SNR= 0dB and SNR= −7dB. The difference between predicted and observed power
consumption is represented by the dashed lines.
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Näıve 19.65 10.77 5.6 2.33 1.08
Lasso 13.29 6.93 3.61 1.06 0.45
edge-detection 17.67 9.38 4.84 1.21 0.47
Dictionary-based 17.14 8.93 4.59 1.18 0.57







Näıve 28.76 13.27 7 2.92 1.4
Lasso 24.92 10.7 4.49 1.47 0.4
edge-detection 25.93 12.38 6.05 2.37 0.86
Dictionary-based 26.19 11.61 6.15 2.24 0.88
Bayesian inference 26.97 10.47 5.7 2.64 1.13
Table 2.6: Distribution of the price elasticity of demand across 91 commercial customers
participating in critical peak pricing programs (CPP). CPP events are either moderate or
high price events.
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SNR
duration frequency (min)
(min) 1 6 15 60
10 1 3 – – –
10 6 0 3 – –
10 15 0 0 3 –
10 60 0 0 0 3
10 120 0 0 0 1
10 180 0 0 0 0
8 1 5 – – –
8 6 0 5 – –
8 15 0 1 5 –
8 60 0 0 0 5
8 120 0 0 0 2
8 180 0 0 0 1
5 1 8 – – –
5 6 1 8 – –
5 15 0 4 8 –
5 60 0 0 2 8
5 120 0 0 0 5
5 180 0 0 0 3
2 1 9 – – –
2 6 3 9 – –
2 15 0 7 9 –
2 60 0 1 5 9
2 120 0 0 2 8
2 180 0 0 1 6
0 1 10 – – –
0 6 5 10 – –
0 15 1 9 10 –
0 60 0 3 7 10
0 120 0 1 4 9
0 180 0 0 2 8
Table 2.7: Customer response classification error (%) of the best possible algorithm for
different SNR values, load-shed durations, and sampling frequencies. The prior probability
of customer participation p = 0.9.
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SNR
duration Compound test Bayesian inference
(min) FNeg FPos Err Diff FNeg FPos Err Diff
10 6 38 16 36 33 1 35 5 2
10 18 8 4 7 7 0 4 1 1
10 60 0 0 0 0 0 0 0 0
10 120 0 0 0 0 0 0 0 0
10 180 0 0 0 0 0 0 0 0
8 6 34 21 33 28 5 46 9 4
8 18 6 15 7 6 0 20 2 1
8 60 0 0 0 0 0 0 0 0
8 120 0 0 0 0 0 0 0 0
8 180 0 0 0 0 0 0 0 0
5 6 20 54 23 15 0 75 8 0
5 18 11 12 11 7 2 12 3 -1
5 60 1 3 2 2 1 3 1 1
5 120 1 8 2 2 0 8 1 1
5 180 0 0 0 0 0 0 0 0
2 6 8 77 16 7 0 97 11 2
2 18 7 48 11 4 3 56 8 1
2 60 1 38 3 2 1 38 3 2
2 120 0 11 1 1 0 11 1 1
2 180 0 0 0 0 0 0 0 0
0 6 4 86 11 1 1 100 9 -1
0 18 4 75 12 3 0 75 8 -1
0 60 1 39 5 2 1 57 6 3
0 120 0 4 1 0 0 9 1 0
0 180 1 7 2 2 1 4 2 2
Table 2.8: Average customer response classification error (%) of the Bayesian inference and
compound ratio tests on synthetic data sampled every 6 minutes.
Percentile 90th 75th 50th 25th 10th
BSNR (dB) 14 12 8 5 4
SNR (dB) -11 -13 -17 -20 -21
Table 2.9: Distribution of baseline signal-to-noise-ratio (BSNR) and load-shed signal-to-
noise-ratio (SNR) across 96 residential customers. SNR values assume that load-shed ≈
5.6% of the baseline.
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FNeg FPos Err Diff
Compound test 2.34 87.84 24.31 19.31
Bayesian inference 1.87 12.16 4.51 -0.49
Table 2.10: Average customer response classification error (%) of the Bayesian inference
and compound ratio tests on real data of 96 residential customers sampled every hour.
SNR
duration Bayesian inference Bayesian clusters
(hr) FNeg FPos Err FNeg FPos Err
0 60 11 70 67 0 100 32
0 180 4 88 46 1 97 12
-2 60 11 74 67 1 100 35
-2 180 5 70 57 5 93 39
-5 60 11 79 70 0 100 31
-5 180 4 87 51 5 87 36
-7 60 10 82 60 0 99 29
-7 180 4 89 53 8 81 41
Table 2.11: Average individual load-shed detection performance of the Bayesian inference
method and the Bayesian clustering heuristic on synthetic data sampled every hour.
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Chapter 3
A near-optimal maintenance policy
for automated Demand Response
devices
3.1 Introduction
There are three levels of DR automation: manual DR —where each equipment controller is
manually turned off; semi-automated DR —where an individual triggers a preprogrammed
DR strategy via a centralized control system; and fully automated DR —where the DR
strategy is initiated by an automated DR device (ADR) on receipt of an external commu-
nications signal [Piette et al., 2009]. The utilities offering DR programs prefer to install
ADRs since the fully automated system reduces the operating costs of DR programs by
increasing DR resource reliability and reducing the amount of effort required from end-use
customers [OpenADR, 2014].
ADRs are faulty [DOE, 2012],[SilverSpring, 2013a]. According to some estimates, failure
to identify non-functioning ADRs can reduce the effectiveness of DR programs by approxi-
mately 20-30% and lead to lost revenues of the order of $1.7M for a utility with 1M customers
and 10% participation rate [SilverSpring, 2013b]. Consequently, identifying malfunctioning
ADRs is of immense economic value for the utilities. In Figure 3.1, we schematically display
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a utility and three ADRs installed at customer locations, where the lightly shaded location
denotes a malfunctioning ADR. The current practice is to periodically inspect all ADRs
and, if needed, repair them. This is represented in Figure 3.1a by edges going into all three
locations, regardless of the ADR state. Note that two out of three visits could have been
avoided if the ADR states were known at the utility. Although newer ADRs are equipped
with a two-way communication that allows the utility to remotely observe the ADR state,
the vast majority of the deployed ADRs use one-way communication technology and, there-
fore, the ADR state is not directly observable. In this chapter, we propose a method that
is able to infer the ADR state from meter readings, and use the estimates to optimally
schedule the ADR maintenance. We illustrate this in Figure 3.1b by adding feedback edges
to the utility. In the ideal situation, the proposed method would be able to accurately
infer the ADR states and only schedule visits to malfunctioning ADRs, as represented in
Figure 3.1b by a single edge going to the location with the malfunctioning ADR. We show
that our proposed method clearly outperforms any regular maintenance schedule, without
the need for any new investment in additional hardware. The method we propose can also
be used by utilities that have invested in two-way communication ADRs to verify whether
the reported ADR state was accurate.
As a first step towards solving the ADR repair scheduling problem, we formulate the
maintenance problem for a single ADR using only noisy meter readings. We assume that
an ADR can be in either in a functional or a non-functional state. We assume that, over
a given period, the ADR state transitions from a functional to a non-functional state with
a known probability. Thus, state transitions form a stationary Markov chain. The utility
decides whether to send a crew to reset the device or do nothing. This decision would be
simple if the true ADR state was directly observable without any errors. In most currently
deployed ADRs, the state is not observable; it can only be inferred from the customer’s
noisy electricity consumption. Thus, the ADR maintenance problem can be modeled as a
Markov decision process (MDP) with partially observable states (POMDP). The POMDP
framework incorporates the uncertainty associated with any estimation process into a be-
lief probability that the ADR is functioning, and provides a methodology for updating
this belief as more information becomes available, i.e. more meter readings are recorded
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during new DR events. POMDPs are, in general, very hard optimization problems [Pa-
padimitriou and Tsitsiklis, 1987], [Madani et al., 1999]. However, it is often possible to
compute the optimal policy for POMDPs with small state, action and observation spaces,
or additional structure. We show that the optimal policy in our problem is a single thresh-
old policy where it is optimal to send a maintenance crew whenever the belief probability
drops below the threshold value. We show that the optimal threshold can be approxi-
mated to any degree of accuracy by solving a single linear program (LP). Our model for
a single ADR maintenance problem falls in the class of random failure models. Currently
existing alternatives to our approach are empirical predictive maintenance routines such
as the Reliability-Centered Maintenance, and deterioration failure models; see [Endrenyi
et al., 2001] for details. These methodologies are typically used for managing traditional
electric assets such as generators and transformers. To the best of our knowledge, there is
no previous work on probabilistic models for the maintenance of a single ADR, let alone
the maintenance scheduling of multiple ADRs being overseen by a small number of repair
teams. The ADR maintenance problem is related to the machine maintenance problem with
two states –“good” and “bad”; three actions –“do nothing”, “inspect production”, and “re-
vise machine”, and observation space with two states –“good” and “bad” [Monahan, 1982;
Ross, 1971]; however, in the ADR maintenance problem the observation space is the set
of all possible meter reading vectors during a DR event, and due to the remoteness of the
ADRs, the action space is restricted to: “do nothing” and “inspect and repair”. The ADR
maintenance problem is also related to the sequential hypothesis testing problem [Bert-
sekas, 1995], where the goal is to minimize the total cost of classifying the distribution of
an unknown source as one of two known distributions, and the total cost is the sum of the
cost of misclassifying the source and that of generating samples. The ADR maintenance
problem reduces to the sequential hypothesis testing problem when the ADR is not working.
However, when the ADR is operational, the system dynamics are more complex than in the
sequential hypothesis testing setting.
We formulate the problem of maintaining a pool of ADRs using a limited number of
maintenance crews as a restless bandit (RB) problem [Whittle, 1988]. The RB problem
is a generalization of the multiarmed bandit (MAB) problem [Gittins, 1979]. In the MAB
CHAPTER 3. MAINTENANCE OF AUTOMATED DR DEVICES 40
problem, the decision maker chooses a set of “bandits” to activate based on the current
state information, and the state of the chosen bandits evolves according to a known dis-
tribution; however, the states of all the inactive bandits remain fixed. Gittins [Gittins,
1979] constructed a set of index functions that map the state of a bandit to a real number,
and showed that the optimal solution for the MAB problem is to select the bandits in the
order determined by the index function. In the RB setting, the states of the inactive ban-
dits also evolve. In the ADR maintenance setting, an active “bandit” corresponds to an
ADR that is being inspected and possibly repaired, and an inactive “bandit” corresponds
to an ADR that is not being inspected; clearly, the state of inactive ADRs continue to
evolve according to its failure distribution. Computing optimal policies for the RB problem
is hard [Papadimitriou and Tsitsiklis, 1999], but a generalization of Gittins’ indices can
be used for constructing approximately optimal and very efficiently implementable policies
for a number of applications. Whittle [Whittle, 1988] established conditions under which
one can define generalized Gittins’ indices for the RB problem. We will refer to such RB
problems as Whittle-indexable. Glazebrook et al. [Glazebrook et al., 2006] have established
that machine maintenance models that are either monotone or are breakdown/deterioration
models, are Whittle-indexable. The ADR repair scheduling problem is neither monotone
nor a breakdown/deterioration model; therefore, the results in [Glazebrook et al., 2006] do
not extend to this model. We establish that the ADR repair scheduling problem is Whittle
indexable, and show that the Whittle indices can be computed by solving a sequence of
single ADR maintenance problems.
Finally, we conduct an extensive numerical study where we explore several additional
practical issues such as the impact on performance when the utility and meter clock are not
synchronous, and the impact of uncertain DR load shed. Our proposed variational Bayes
procedure to handle these issues is of independent interest. The results of our numerical
experiments suggest that, for reasonable values of the signal-to-noise ratio in the meter
readings, the Whittle-index policy is within 4% of the optimal policy.
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(a) Current maintenance policy: in-
spects all ADRs.
(b) Proposed state-dependent maintenance
policy: identifies malfunctioning ADRs using
meter data.
Figure 3.1: Current and proposed maintenance policies. The ADR at the shaded location
is malfunctioning.
3.2 ADR maintenance problem
In this section we investigate the maintenance problem for a single ADR. The solution
to this problem will be used to solve a relaxation of the multiple ADRs repair scheduling
problem in Section 3.3.
Let s ∈ S = {γ0, γ1} denote the state of an ADR, where s = γ1 (resp. γ0) denotes that
the device is (resp. is not) operational. The utility pays the customer a fixed amount θ ≥ 0
for participating in a DR event. Let λ denote the expected DR savings when the ADR is
operational. Let c denote the cost of sending a maintenance crew to inspect and possibly
repair the ADR. Before a DR event, the set of actions A = {α0, α1} available to the utility
are defined as follows: α0 ≡ do nothing, and α1 ≡ send a maintenance crew to inspect and
reset the ADR.
For t ≥ 1, let st ∈ S denote the ADR state just prior to the t-th DR event, let at ∈ A
denote the action taken just prior to the t-th DR event, and let xt denote the vector of
meter readings recorded during the t-th DR event. During DR event t, the utility receives
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a profit Ratst . The profit matrix R is given by
R = [Ras]a∈A,s∈S =

γ0 γ1
α0 −θ λ− θ
α1 λ− θ − c λ− θ − c

For ease of notation, and w.l.o.g., we will assume that θ = 0. We assume that an ADR that
was functioning during the t-th event, i.e. st = γ1, fails before the (t+ 1)-th DR event, i.e.
st+1 = γ0, with probability p. Thus, under the do-nothing action α0, the state transition
matrix




γ1 p 1− p
.
Since the action α1 resets the ADR state to γ1 just prior to the t-th DR event, it follows
that the state transition matrix
P(α1) = [Pss′(α1)]ss′∈S =

γ0 γ1
γ0 p 1− p
γ1 p 1− p
.
We assume that the true ADR state can only be determined by sending a maintenance crew
to inspect it. However, the utility can use the vector x of metered power consumption to
infer the state of the ADR. Let X ⊂ Rm denote the set of possible meter readings during a
DR event, and
Qsa(x) = P(xt = x | at = a, st = s)
denote the conditional probability of observing the vector of meter readings xt = x dur-
ing the t-th DR event when action at = a, and the ADR state st = s. The tuple
(S,A,X ,P,R,Q) is a partially observable Markov decision process (POMDP) that com-
pletely describes the ADR maintenance problem. Note that we deviate from the standard
definition of POMDP (see, e.g. [Braziunas, 2003]) wherein the observation xt is a function
of the current state st and the previous action at−1. We do so in order to keep the dynamics
in the problem more transparent. Figure 3.2 describes the causal relationships between
states, actions, rewards, and observations in the ADR maintenance problem.










(b) Belief state MDP
Figure 3.2: ADR maintenance problem causal relationships
It is well-known [Åström, 1965] that a POMDP is equivalent to a belief state MDP. Let
ht = {a1,x1, a2,x2, . . . , at−1,xt−1} denote the observed history before the t-th DR event.
Then,
bt = P(st = γ1 | ht) ∈ B = [0, 1]
denotes the belief probability that the ADR is operational during the t-th DR event. The
expected profit r(b) in belief state b ∈ B is given by
r(b) = [rα0(b), rα1(b)]
> = R [1− b, b]> = [λb, λ− c]>.
Note that the updated belief state bt+1 after observing the meter readings xt is bt+1 =
P(st+1 = γ1 | ht, at = a,xt = x). Using Bayes’ rule and the causality structure in Figure 3.2,








Wab(x) = P(xt = x | ht, at = a) = Qγ1a(x)b+Qγ0a(x)(1− b).
The belief transition (3.1) is standard for POMDPs; see, e.g. [Monahan, 1982] for de-
tails. The tuple (B,A,Γ, r) is the belief-state MDP that represents the ADR maintenance
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problem.
3.2.1 Optimal policy






where β ∈ (0, 1) is a discount factor and aπt denotes the action taken by policy π in belief
state bt prior to the t-th DR event. It is well known [Sondik, 1978] that there exists a
stationary optimal policy π∗ ∈ argmaxπ V π(b1), and that the associated optimal value
function V π
∗
(b), satisfies the Bellman equation:













denotes the expected future profit. From (3.2) it follows that action α1 is optimal for belief
state b if the function
f(b) := rα0(b)− rα1(b) + βEx [V (Γα0x(b))]− βEx [V (Γα1x(b))] ≤ 0. (3.3)
We use the following result to show that the optimal policy is a single threshold policy.
Lemma 1. The function f , defined in (3.3), is convex on [0, 1].
Proof. Note that rα0(b) = λb is an affine function of b and rα1(b) = λ − c is independent
of b. It follows that rα0(b) − rα1(b) is an affine and, therefore, convex function of b. Since
Γα1x(b) = 1− p, the last term Ex [V (Γα1x(b))] in (3.3) is, in fact, independent of b.
The value function V of an infinite horizon MDP is convex on [0, 1] [Sondik, 1978]. Then,
the perspective function g(v, u) = uV (v/u) is convex on {(v, u) : v/u ∈ [0, 1], v ∈ R+} [Boyd
and Vandenberghe, 2009]. Since
Wα0b(x) = Qγ1α0(x)b+Qγ0α0(x)(1− b)







gx(b) := V (Γα0x(b))Wα0x(b)
= g ((1− p)Qγ1α0(x)b, Qγ1α0(x)b+Qγ0α0(x)(1− b))
is a convex function of b for each x ∈ X . Hence,




is a convex function of b. 
Theorem 1. The optimal policy π∗ for the ADR maintenance problem is a threshold policy,




 α1 if bt ≤ b∗α0 if bt > b∗. (3.4)
Proof. From Lemma 1, we have that f(b) is convex. Consequently, the set I = {b : f(b) ≤
0} of belief states for which action α1 is optimal is a closed, possibly empty, interval.
Suppose I is empty. Then the optimal policy is of the form (3.4) with b∗ < 0.
Next, suppose I is non-empty. To establish the result, it suffices to show that 0 ∈ I.
Suppose not, i.e. α0 is strictly optimal for b = 0. Then,
V (0) = rα0(0) + βEx[V (Γα0x(0))] = 0 + βV (0),
where we use fact that Γα0x(0) = 0. It follows that V (0) = 0. Moreover,
0 = V (0) > rα1(0) + βE[V (Γα1x(0))] = λ− c+ βV (1− p).
Then, for any belief state b,
rα1(b) + βE[V (Γα1x(b))] = λ− c+ βV (1− p) < 0.
Since the payoff from action α0 is non-negative in any belief state, we have that V (b) ≥ 0
for all b ∈ B. It follows that V (b) = rα0(b) + βEx[V (Γα0x(b))], i.e. α0 is the unique
optimal action for all belief states. Thus, we have established that the interval I is empty; a
contradiction. Hence, 0 ∈ I and the optimal policy is of the form (3.4) with b∗ ∈ [0, 1]. 
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We conclude this section with the following corollary.
Corollary 1. The level sets {b : f(b) ≤ −µ} of the function f are all of the form [0, ξ],
where we use the convention that [0, ξ] = ∅ if ξ < 0.
Proof. Consider an ADR maintenance problem where the reward associated with the do-
nothing action α0 is increased by an amount µ. Then, the interval over which it is optimal
to take action α1 is given by {b : f(b) + µ ≤ 0}. The result follows from Theorem 1. 
We use Corollary 1 in Section 3.3 to establish that the ADR repair scheduling problem
is Whittle-indexable [Glazebrook et al., 2006] and, therefore, that there exists a well-defined
heuristic policy for approximately solving it.
3.2.2 Approximating the optimal threshold
In this section, we describe a numerical scheme to approximate the threshold b∗ of optimal
policy (3.4). We discretize the space B = [0, 1] into n + 1 equally spaced points k/n,
k ∈ B̂ := {0, . . . , n}, and round up belief state b ∈
(
(k − 1)/n, k/n
]
to k/n. Formally, we
consider the MDP with state space B̂, action space A, reward function r̂(k) = r(k/n) and
state transition Γ̂ax(k) := dnΓax(k/n)e. Let V̂ = (V̂ (0), . . . , V̂ (k), . . . , V̂ (n))> denote the
value function vector, where
V̂ (k) = max
{
r̂α0(k) + βEx[V̂ (Γ̂α0x(k)],
r̂α1(k) + βEx[V̂ (Γ̂α1x(k)]
}
.







s.t V (k) ≥ r̂α0(k) + βEx[V (Γ̂α0x(k))], ∀k ∈ B̂,
V (k) ≥ r̂α1(k) + βV (dn(1− p)e), ∀k ∈ B̂,
(3.5)
where we use the fact that Γ̂α1x(k) = dn(1 − p)e. LP (3.5) consists of n variables and
2n constraints and, therefore, can be solved very fast, provided the conditional expecta-
tions Ex[V (Γ̂α0x(k))] can be computed efficiently. In Section 3.4, we show how to effi-
ciently approximate the conditional expectations in (3.5) using quasi-Monte-Carlo meth-
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ods [Sobol, 1998]. Given the approximate value function V̂, we approximate the threshold
b∗ ≈ 1n max{k : V̂ (k) = r̂α1(k) + βV̂ (d(1− p)ne)}.
3.3 ADR repair scheduling problem
Suppose there are M maintenance crews available to maintain D M ADRs. Before each
DR event t, the utility must decide which (if any) ADRs to inspect and reset. We formulate
the ADR repair scheduling problem as a restless bandit (RB) problem [Whittle, 1988] where
each of the ADR devices is a bandit. Following the notation of bandit problems, we will
call an ADR active if it is being inspected, and inactive otherwise.
For RB problems, Whittle [Whittle, 1988] proposed a possibly suboptimal policy based
on the Lagrangian relaxation for the dynamic program. The Lagrangian relaxation decou-
ples the RB problem into a collection of so called subsidy-µ problems. For each bandit,
the subsidy-µ problem is an ADR maintenance problem in which the reward under the
do-nothing action α0 is increased by an amount µ ≥ 0.
Let B0(µ) denote the set of states for which the do-nothing action α0 is optimal for
a subsidy level µ. An RB problem is said to be indexable if B0(µ) ⊆ B0(ζ) whenever
µ ≤ ζ. For indexable RB problems, the Whittle index µκ of bandit κ in state bκ is defined
as the minimum subsidy µ ≥ 0 which makes the passive action α0 optimal at bκ. Let
K = {κ(`) : ` = 1, . . . ,K} denote the indices of bandits with strictly positive Whittle
index arranged in decreasing order of the index, i.e. µκ(`) ≥ µκ(ι) whenever ` ≤ ι. The
Whittle-index policy specifies that the set of bandits that are activated at time t is given by
K1 = {κ(`) : 1 ≤ ` ≤ min{K,M}}, i.e. at most M bandits with the largest strictly positive
Whittle index are activated. The next theorem ensures that the Whittle indices are well
defined for our problem.
Theorem 2. The ADR repair scheduling problem is indexable.
Proof. The Bellman equation for the subsidy-µ problem corresponding to the ADR schedul-
ing problem is given by
Vµ(b) = max
a∈A
{ra(b, µ) + βEx[Vµ(Γax(b))]} , (3.6)
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where r(b, µ) = r(b) + (µ, 0)>. The set of states for which α0 is optimal is of the form
B0(µ) = {b ∈ [0, 1] : b > b∗(µ)} where b∗(µ) denotes the optimal threshold corresponding to
the subsidy-µ problem (3.6). Hence, in order to establish that the ADR repair scheduling
problem is indexable, we need to show that the threshold b∗(µ) is non-increasing in µ. From
Corollary 1, it follows that [0, b∗(µ)] = {b : f(b) ≤ −µ}. Thus, b∗(µ) is non-increasing in
µ. 
Since the Whittle index µ∗(b) = inf{µ ≥ 0 : b ∈ B0(µ)} = inf{µ ≥ 0 : b > b∗(µ)}, it is
clear that µ̄ = inf{µ ≥ 0 : b∗(µ) < 0} is an upper bound for µ∗(b). Therefore, the Whittle
index for any b ∈ B can be computed to within an accuracy ε using a binary search by
solving at most O(log2(
µ̄
ε )) LPs of the form (3.5). Thus, in practice, one needs to solve at
most O(n log2(
µ̄
ε )) LPs. On the other hand, we can also compute Whittle indices to within ε
accuracy by finding the optimal threshold b∗(µ) for all µ ∈M = {kε : 0 ≤ k ≤ d µ̄ε e}. Thus,





In our numerical experiments, we calculated a bound on µ̄ using a doubling strategy, and
used the binary search approach to compute the Whittle indices.
3.4 Numerical implementation
Recall that as long as we can compute the conditional expectation Ex[V (Γ̂α0x(k))] efficiently,
we can solve LP (3.5) and, consequently, implement the Whittle-index policy. In this section,
we discuss how to efficiently compute the required conditional expectation in two situations
that arise in the DR context: when the DR load-shed is random, and when the clocks at
the utility and at the meter are not synchronized. We show that these issues can have a
significant impact on the performance of the Whittle-index policy, and propose a variational
Bayes procedure to address them. Finally, we evaluate the performance of our proposed
policies with respect to periodic review policies, and policies that have full information of
the state of the ADRs.
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3.4.1 Deterministic load-shed and synchronized clocks
Let x = (x1, . . . , xm) denote the sampled power consumption over a DR event of length m
periods. For i = 1, . . . ,m, we assume that the power consumption xi is given by
xi =
 yi − r + ε̃i if the ADR is operationalyi + ε̃i otherwise,
where yi denotes the estimated power consumption on a non-DR day, r denotes the load-shed
mandated by the utility, and the estimation residual ε̃i is assumed to be independent and
identically distributed (IID) according to a normal distribution with mean 0 and variance
σ2. As will become clear below, we can work with any specification for the residuals εi as
long as one is able to simulate samples from the distribution.







V (Γ̂α0xj (k)), (3.7)
where the samples {xj : j = 1, . . . , N} are generated IID from the distribution Wα0,b(x),
b = k/n, i.e.
xj ∼
 N (y, σ2I) w.p. 1− b,N (y− r1, σ2I) w.p. b.
To efficiently sample from the multivariate Normal distributions, we use low-discrepancy
sequences in the unit m-dimensional hypercube [Sobol, 1998]. Let ω1, . . . ,ωN ∈ [0, 1]m
be the first N elements of a low-discrepancy sequence. We define zj ∈ Rm by setting
zji = Φ
−1(wji ). Then {zj : j = 1, . . . , N} are IID samples from an m-dimensional standard
Normal random variable [Devroye, 1986]. We generate meter readings sample xj as follows:
xj =
 y + σzj w.p. 1− b,y− r1 + σzj w.p. b.
Let Q0(x) (resp. Q1(x)) denote the probability of observing a vector of meter readings x
under a functional (resp. non-functional) ADR. Then, Qγ0α0(x) = Q0(x), and Qγ0α1(x) =
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j), we compute Γ̂α0,xj (k) = dΓα0,xj (b)e using (3.1).
3.4.2 Random load-shed and unsynchonized clocks
Here, we assume that the distribution of the load-shed is known —however, the exact mag-
nitude is unknown— and that the clock at the utility and in the meter can be mismatched
up to d time units. We use the utility’s clock time as the reference time for all computa-
tions, and assume that meter readings are assigned to time instants using the meter clock;
therefore, an observation assigned to the time instant i could, in fact, correspond to an
actual instant in the set {i − d, . . . , i + d}. Suppose a DR event takes place during the
period {d+ 1, . . . , d+m}. Then,
x ∼
 N (y− r1δ, σ2I) for some r, δ ∈ {−d, . . . , d}, when the ADR operational,N (y, σ2I) when the ADR is not operational,
where 1δ ∈ Rm+2d denotes a vector with the components i ∈ Iδ = {1 +d+ δ, . . . ,m+d+ δ}
equal to 1, and all other components equal to zero.
Let ω1, . . . ,ωN be the first N elements of a low-discrepancy sequence in the unit (m+
2d)-dimensional hypercube and zji = Φ
−1(wji ). Then, the j-th sample from the distribution
Wα0,b(x
j) is given by
xj =
 y + σzj w.p. 1− b,y− r1δ + σzj w.p. bρ(r, δ),
where ρ denotes the joint probability distribution function of the load-shed and the clock
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where the expectation is with respect to the posterior distribution of the mismatch δ and
the load-shed r. In the next section, we show how to use the variational Bayes proce-
dure to approximate the posterior expectation. Given Q1(x
j) and Q0(x
j), we approximate
Ex[V (Γ̂α0x(k))] using (3.7) and (3.1).
3.4.3 Belief state update using variational Bayes
Consider the following hierarchical Bayesian model
x = y− r1δ + ε, r ∼ N (νo, 1/η0),
δ ∼ unif{−d, . . . , d}, ε ∼ N (0, σ2I),
where ν0 is the expected load-shed during the DR event, and η
−1/2
0 is its standard deviation.
The posterior distribution ρ(r, δ|x,H) is proportional to P(x|r, δ, σ)P(r|ν0, η0)P(δ), where















Since this posterior distribution is neither in closed form, nor is it easy to sample from, we use
the variational inference method [Bishop, 2006] and approximate the posterior distribution
by the product distribution ∆(δ)g(r). It is easy to establish that the product distribution












g(r) = N (ν, 1/η),
where
















Note the circular dependence of the parameters in the posterior distributions. We use an
iterative procedure that alternates between ∆(δ), and the precision η and mean ν of the
normal distribution for r. We terminate the procedure whenever the relative change in the
CHAPTER 3. MAINTENANCE OF AUTOMATED DR DEVICES 52
parameters is small. We approximate the probability Q1(x) using the posterior distributions




















where r` is ` standard deviations η
−1/2 above the mean ν. The posterior distribution in the
case where either the meter readings are perfectly synchronized or the load-shed magnitude
is deterministic can be computed as a special case of this procedure.
3.4.4 Problem parameters and available information
We consider the ADR maintenance problem in the following four settings:
Case (a) Clocks synchronized and load-shed deterministic.
Case (b) Clocks possibly mismatched with d = 2, but load-shed deterministic.
Case (c) Clocks synchronized, but load-shed distributed N (ν0, 1η0 )
Case (d) Clocks possibly mismatched with d = 2, and load-shed distributed N (ν0, 1η0 ).
The parameter values for the numerical experiments were set as follows:
(i) Observations in an hour-long DR event m = 10
(ii) Probability of ADR failure p = 0.05
(iii) Expected DR savings for utility λ = 1
(iv) Cost of repair c = 3λ = 3
(v) Discount factor β = 0.9
(vi) Load-shed signal-to-noise ratio SNR = 20 log10(ν0/σ) = {−5, 0, 5}dB, i.e. standard
deviation σ of the meter noise ≈ {1.78, 1, 0.56} times the mean load-shed ν0
(vii) Load-shed standard deviation η
−1/2
0 = 0.1σ
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3.4.5 Discretization and sample size
In Table 3.1, we report the optimal threshold b∗, the approximate optimal value function
V (b) at belief state b = 1, and the elapsed time in seconds to approximate the expectation
Ex[V (Γ̂α0x(k))] and solve LP (3.5), as a function of the number of points n used to discretize
the interval [0, 1] and the number of samples N . From the results, it is clear that the number
of samples N does not have a significant impact on the value function V (1). We interrupted
the computation of the optimal threshold and the optimal value for Case (d) for the largest-
sized approximations, i.e. N = 500, 000; the solution time was too large to be of practical
use. In Table 3.1, we report this situation with an horizontal line. For the rest of the
experiments in this section, we used n = 100 and N = 5, 000.
3.4.6 Comparison with periodic review policies
In this section we report the performance of the proposed threshold policy with respect
to the current practice of periodically inspecting the ADRs. Suppose the periodic review
interval is q DR events. Then, the associated value function U(q) satisfies the recursion
U(q) = −c+ λ
q−1∑
j=0











In Figure 3.3 we plot U(q) as a function of the review period q. The value function U(q)
is maximized at q∗ = 18, where U(q∗) = 4.10. In contrast, the POMDP value function is
at least V (0) = {5.14, 5.37, 5.51} for SNR = {−5, 0, 5}dB, i.e. a relative improvement
over U(q∗) of at least {25, 31, 34}%, respectively. These results clearly show that the
POMDP-based method significantly outperforms any regular maintenance schedule.
3.4.7 Simulated performance of threshold policies
Next, we test the extent to which the threshold policy is able to detect the correct state of
the ADR. Figure 3.4 displays the simulated dynamics for a single ADR in Case (a). The
x-axis on the plots is time, the y-axis is the belief state that takes values between [0, 1], and
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n N Case (a) Case (b) Case (c) Case (d)
100 5K 0.160 0.150 0.170 0.150
b∗
100 50K 0.160 0.150 0.160 0.150
100 500K 0.160 0.150 0.160 —–
1K 5K 0.168 0.154 0.171 0.159
1K 50K 0.164 0.154 0.167 0.158
1K 500K 0.163 0.154 0.166 —–
100 5K 8.374 8.558 8.498 8.713
V (1)
100 50K 8.330 8.551 8.463 8.701
100 500K 8.309 8.550 8.448 —–
1K 5K 8.292 8.477 8.423 8.648
1K 50K 8.281 8.504 8.421 8.655
1K 500K 8.275 8.515 8.412 —–
100 5K 1 2 8 125
time(s)
100 50K 3 16 74 1560
100 500K 25 132 763 —–
1K 5K 86 102 159 1291
1K 50K 126 226 759 11375
1K 500K 334 1373 8205 —–
Table 3.1: Optimal threshold b∗, optimal value function V (b) at belief state b = 1, and time
in seconds to approximate Ex[V (Γ̂α0x(k))] and solve LP (3.5), as a function of n and N .
See Section 3.4.4 for the details on Cases (a)-(d).
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Figure 3.3: Value function U(q) of the periodic review policy as a function of q
the straight line across the plot is the threshold below which it is optimal for the utility to
send a maintenance crew. The diamonds on the plots indicate instances where the ADR is
not functioning. There are two kinds of error with state estimation. A false positive error
occurs when the ADR is functioning, but the algorithm declares that the ADR should be
reset. A false negative error occurs when the ADR is not functioning but the algorithm
declares that the ADR should not be reset. Since the repair cost c = 3λ, in our setting false
positive errors are more expensive as compared to false negative errors. When SNR = 0dB,
i.e. the mean load-shed is equal to the noise in the baseline, the threshold policy never
incurs a false positive error, and detects every malfunctioning ADR (i.e. the belief state
falls below the threshold) within 2 DR events; see Figure 3.4a. When SNR = −5dB, i.e.
the mean load-shed is ≈ 56% of the noise in the baseline, the false positive errors are larger
but still very minimal, and every malfunctioning ADR is detected within 3 DR events; see
Figure 3.4b.
3.4.8 ADR repair scheduling problem
In this section we report the numerical results for an ADR repair scheduling problem with
D = 100 ADRs The number of repair crews was set to M = 5. We considered two variants
of the ADR repair scheduling problem: one where the repair costs for all the ADRs were
identical and equal to 3λ, and another where repair cost for each ADR were sampled
uniformly from the interval (0, 6.5]λ. For c > 6.5λ, the utility is better off not repairing the
ADR at all.
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(a) SNR = 0dB









(b) SNR = -5dB
Figure 3.4: Belief state bt as a function of time t under the optimal policy. The opti-
mal threshold b∗ is represented by the horizontal line. Instances where the ADR is not
functioning are indicated by diamonds.
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When the states of the ADRs are fully observable and the repair costs are identical,
the associated multi-dimensional DP can be reduced to a one-dimensional DP with state
given by the number of non-working devices. Thus, one can easily compute the optimal
policy using the value iteration algorithm. In this case, we compare the performance of the
Whittle-index policy for the POMDP with this optimal policy. When the states of the ADRs
are fully observable but the repair costs are not identical, it is not possible to compute the
optimal policy. In this setting, we compare the Whittle-index policy for the POMDP with
the Whittle-index policy for the full information MDP. Given that the partially observable
Whittle-index policy can infer the state of an ADR only after observing the meter readings
during a DR event, a fairer comparison would be against the optimal policy of the MDP
where the state of the ADR is observable only after a DR event. We call this problem, the
slow information MDP.
We computed the value function of the Whittle-index policies using simulation. We
simulated the performance of the policies over a time horizon of T = 44 DR events with
a discount factor β = 0.9. This implies that the simulated T -horizon value function is
within 1% of the infinite horizon value function. The results are averaged over 100 runs.
The column marked “Whittle” in Table 3.2 reports the relative error of the full information
Whittle-index policy with respect to the optimal full and slow information policy when all
the repair costs are identical. The next four columns report the performance of the partial
information Whittle-index policy for the four different cases listed in Section 3.4.4. Since
the partial information policy does not have access to the state, its performance depends on
the load-shed SNR. The row marked by SNR [−5, 5] reports the performance of the policy
when the SNR of each ADR is sampled uniformly from the interval [−5, 5]; all other rows
report the performance when the SNR for all ADRs was set equal to the value corresponding
to that row.
The full information Whittle-index policy is close to the optimal policy both in the
full information and the slow information case. For very low noise levels, i.e. SNR=5dB,
the performance of partial information Whittle-index policy is no more than 4.63% (resp.
1.57%) worse than that of the full (resp. slow) information optimal policy. On the other
hand, for very high noise levels, i.e. SNR=−5dB, the partial information Whittle-index
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SNR
err (%)
Whittle Case (a) Case (b) Case (c) Case (d)
5 1.28 4.63 4.62 4.6 4.61
Full
0 1.28 5.38 5.92 5.77 6.56
-5 1.28 8.48 9.63 9.23 10.75
[-5,5] 1.28 5.76 6.3 6.14 6.94
5 1.66 1.57 1.56 1.54 1.55
Slow
0 1.66 2.35 2.9 2.75 3.57
-5 1.66 5.55 6.73 6.32 7.89
[-5,5] 1.66 2.74 3.3 3.13 3.95
Table 3.2: Identical repair costs. Average error of the full, slow, and partial information
Whittle-index policies w.r.t. the optimal full and slow information policies. See Section 3.4.4
for the details on partial information Cases (a)-(d).
policy could be as bad as 10.75% (resp. 7.89%) suboptimal with respect to the full (resp.
slow) information optimal policy. For reasonable noise levels, i.e. SNR=0dB for all ADRs,
or randomly drawn from [−5, 5]dB, the performance of the partial information Whittle index
policy is within 6.94% (resp. 3.95%) of the full (resp. slow) information optimal policy. The
results in Table 3.2 suggest that the four cases in decreasing order of the sub-optimality of
the Whittle policy are: (d), (b), (c), (a). Thus, it appears that the uncertainty in clock
mismatch leads to an increased loss in performance as compared to the uncertainty in the
load-shed.
Table 3.3 shows the relative error of the partial information Whittle-index policy with
respect to the full and slow information Whittle-index policy when the repair costs are not
identical. Assuming that the full information Whittle-index policy is close to the optimal
policy also in this case, the results in this table are similar to those observed in the case of
identical repair costs.
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SNR
err (%)
Case (a) Case (b) Case (c) Case (d)
5 3.28 3.32 3.32 3.39
Full
0 4.26 4.87 4.7 5.45
-5 7.15 8.04 7.73 8.93
[-5,5] 4.61 5.15 4.96 5.66
5 -0.15 -0.11 -0.1 -0.03
Slow
0 0.87 1.5 1.32 2.1
-5 3.86 4.78 4.46 5.7
[-5,5] 1.23 1.78 1.59 2.32
Table 3.3: Non-identical repair costs. Average error of the partial information Whittle-index
policy with respect to the full and slow information Whittle-index policies. See Section 3.4.4
for the details on partial information Cases (a)-(d).
3.5 Conclusions
In this chapter, we formulated and solved the ADR repair scheduling problem where the goal
is to maintain D ADRs using at most M( D) maintenance crews and the ADR state is
only partially observable via noisy meter readings. We formulated this problem as a restless
bandit problem. We showed that the ADR repair is Whittle-indexable, and therefore, one
can very efficiently compute a good heuristic policy by suitably decomposing the D-ADR
repair scheduling problem into D single-ADR maintenance problems. We showed that the
optimal solution of the single-ADR maintenance problem is a threshold policy, where it is
optimal to send the maintenance crew as soon as the belief state drops below a threshold.
Using the structure of the single-ADR optimal policy we showed that the Whittle index
as a function of the belief state of an ADR can be computed via a single binary search.
We explored the performance of the Whittle-index policies when the meter and utility
clocks are (resp. not) synchronized and the load-shed is random (resp. deterministic) (see
Section 3.4.4 for the details of the four cases). We also developed a hierarchical Bayesian
method for computing the joint posterior distribution of the load-shed and clock mismatch.
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Our numerical experiments suggest that, when the level of noise in the meter readings
is on average of the same size of the load shed, the Whittle-index policy is at most 4%
suboptimal.
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Chapter 4
Power control of solar micro-grids
4.1 Introduction
It is estimated that around 20% of the world’s population, i.e. more than 1.3 billion people,
have no access to grid-based electricity. Approximately 50% (resp. 40%) of the people
lacking basic access to electricity live in isolated rural communities in developing Asian
(resp. sub-Saharan African) countries Thus, the poorest people in the world spend most of
their income on erratic, unreliable and very expensive energy sources, such as biomass for
heat and cooking, kerosene wick lamps, candles and batteries for lightning, and mechanical
power for agro-processing and transport [Modi et al., 2005]. Availability of affordable and
reliable energy could significantly improve the quality of life in these communities: basic
social services such as health and education directly depend on the access to electricity.
Solar micro-grids are fast becoming a viable option for providing power to isolated
communities. A micro-grid typically serves 10-20 households using solar generation and a
battery bank for night-time use of electricity (see Figure 4.1). Innovative payment systems
have been adopted to overcome financial barriers to the adoption of these systems, such
as higher initial tariffs instead of a one time connection charge, and pay-as-you-go credit
activated via SMS messages [SharedSolar, 2013]. Smart metering also plays a prominent
role in the operation of these micro-grids: constant communication between the meters and
the central communications server not only provides the customers with transparent infor-
mation regarding the evolution of their consumption and credit, but protects the system’s
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integrity [Soto et al., 2012]. In order to avoid exceeding the DC/AC inverter capacity and,
thus, causing an entire system shutdown, each household is assigned a power limit based on
the number and type of appliances they own. Whenever the electricity consumption of a
household exceeds these limits, the micro-grid controller automatically shuts the household
off. Since weather conditions can lead to lower electricity generation and overall usage can
exceed the capacity of the power inverter, the grid operator will at times have to shut down
or curtail the power supplied to some or all customers even when they are not violating their
limits. Thus, the system operator faces a trade-off between revenue and reliability: limits
should be high enough so as to allow customers to consume electricity and pay accordingly,
but large limits might cause expensive shutdowns of the entire system that bring not only
a loss in revenue, but also a goodwill cost associated with it.
In this chapter, we propose a two-tier robust optimization approach to the problem of
allocating power limits to the customers of a solar micro-grid in order to maximize the
system operator’s profit, where we define profit as the difference between revenue associated
with electricity sales and the goodwill cost associated with the power curtailment of cus-
tomers. Every hour, we solve a two-stage robust problem to compute the individual power
limits that will determine the system operator’s commitment to customers. The objective
function in the second stage problem is given by the sum of the sub-hourly profit for the first
hour and the hourly profit for the next 23 hours. We show that, when the goodwill cost is
zero and the second stage decision variables, i.e. the future power allocations, are affine in
the uncertain future demand and solar generation, the revenue maximizing robust problem
can be reformulated as a linear program (LP). However, in practice, this LP is very large
and difficult to solve. Moreover, if the goodwill cost is nonzero, this approach results in a
very large and difficult mixed-integer linear program (MILP). We found that for practical
instances it is often more efficient to use a non-convex cut-generation approach, where each
cut is an extreme point of the uncertainty set for demand and solar generation. New cuts
are produced by solving a non-convex min-max problem. We discuss two exact solution
methods that involve solving an MILP. We also discuss an approximate method for solving
the bi-linear problem that results from dualizing the second stage maximization problem
via a sequence of LPs. Once the power limits have been computed, power can be allocated
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Figure 4.1: Generation and distribution diagram of a solar micro-grid [Soto et al., 2012].
to customers in real-time in several different ways: using the current all-or-nothing policy,
providing the minimum between demand and power limit, solving a new two-stage robust
problem, or using a myopic approach, i.e. computing the allocation rule that maximizes the
real time profit without considering the future profit. We used the myopic approach to test
our robust method on demand and generation data from real micro-grids in Uganda. Our
experiments suggest that using this robust control policy can lead to as much as a 100%
increase in revenue with little or no reduction in reliability for customers.
4.2 Revenue maximizing two-stage problem
In this section, we model the revenue maximizing problem of allocating power to n customers
(indexed by i) in period t as a two-stage robust optimization problem. Let p̄ denote the
DC/AC power inverter capacity. We denote the battery charge and discharge limits by b̄
and b, respectively. Let gt and dit denote the solar generation and i-th power demand in
period t, respectively. We assume that generation gt and demand dit are revealed at the
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beginning of period t. For t+1 ≤ τ ≤ t+T , let gτ and diτ denote the uncertain solar power
generation and the uncertain power demand of customer i during period τ , respectively. For
τ ≥ t, the system operator selects how much power siτ to effectively allocate to customer i,
and how much power qτ to put into the battery in period τ . Note that qτ > 0 (resp. qτ < 0)
represents power being injected into (resp. drawn from) the battery in period τ . If bt−1 is
the state of the battery at the beginning of period t, then the state of the battery at the
beginning of period τ is given by bτ = bt−1 +
∑τ
r=1 qr. Let uτ and vτ denote the amount by
which the system operator’s power allocation exceeds the battery discharge limit b and the
inverter capacity p̄ in period τ , respectively. Then, uτ = (b−bt)+ and vτ = (
∑n
i=1 siτ − p̄)+,
where z+ = max{z, 0}. Suppose the system operator is penalized λτ for every unit of power
it attempts to draw from the battery beyond the discharge limit b. Similarly, let µt denote
the per unit penalty for exceeding the inverter capacity p̄. Suppose the price of power is
the same for each customer and equal to πτ . Then, we can express the revenue maximizing
two-stage robust problem as
c(Ω) := max
x∈X





Ax + By + Fω ≤ h,
(4.1)
where the first stage decision
x = ((sit)i, qt) (4.2)
has an associated revenue




the feasible set X is defined by the linear constraints
n∑
i=1
sit + qt ≤ gt (4.4)
b ≤ bt−1 + qt ≤ b̄ (4.5)
n∑
i=1
sit ≤ p̄ (4.6)
0 ≤ sit ≤ dit, (4.7)
the worst-case uncertain vector
ω = {((diτ )i, gτ ) : t+ 1 ≤ τ ≤ t+ T} (4.8)
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is selected from the uncertainty set Ω, the second stage decision
y = {((siτ )i, qτ , uτ , vτ ) : t+ 1 ≤ τ ≤ t+ T} (4.9)








siτ − λτuτ − µτvτ
}
, (4.10)
and the second stage linear constraints Ax + By + Fω ≤ h are given by
n∑
i=1
siτ + qτ ≤ gτ (4.11)
bt−1 + qt +
τ∑
r=t+1
qr ≤ b̄ (4.12)
b− bt−1 − qt −
τ∑
r=t+1
qr ≤ uτ (4.13)
n∑
i=1
siτ − p̄ ≤ vτ , (4.14)
0 ≤ siτ ≤ diτ , (4.15)
uτ , vτ ≥ 0. (4.16)
Constraints (4.4) and (4.5) (resp. (4.11) and (4.12)) ensure that the total power allocated
and injected does not exceed the solar power generated in period t (resp. periods t + 1 ≤
τ ≤ t+T ). Constraints (4.7) and (4.15) ensure that the power allocated is non-negative and
does not exceed the individual demands. Note that in period t, we enforce the inverter and
battery discharge limits with constraints (4.5) and (4.6), respectively. In contrast, we allow
the system operator to violate these limits in the second stage and penalize the overshoot
in the objective using constraints (4.13), (4.14), and (4.16). Throughout this chapter, we
assume that the uncertainty set is of the form
Ω = {ω = ω̄ + Ŵz : ∆ |z| ≤ Γ1, − 1 ≤ z ≤ 1}, (4.17)
where ω̄ ∈ RT (n+1) is the vector of nominal demand and generation for periods t + 1 ≤
τ ≤ t+T , Ŵ ∈ RT (n+1)×T (n+1) is a diagonal matrix whose elements represent the maximal
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demand and generation absolute deviations from their nominal values, element ∆k` of matrix
∆ ∈ RT×T (n+1) is given by
∆k` =
 1 (k − 1)(n+ 1) < ` ≤ k(n+ 1)0 otherwise, (4.18)
and Γ ∈ Z+ is the budget of uncertainty.
4.2.1 Solution methods
Next, we present two methods for solving problem (4.1). The next theorem [Ben-Tal et
al., 2004], ensures that there exists a polynomial-time algorithm to find an approximate
solution to (4.1).
Theorem 3. Suppose the second stage solution y is restricted to lie in the space of affine
functions of the uncertain vector ω, i.e. it must be of the form y = Θω + θ. Then,








c>1 x + ζ
ζ + Γ1>α+ 1>β + ω̄>γ ≤ c>2 θ
∆>α+ β ≥ δ
−δ ≤ Ŵ>γ + Θ>c2 ≤ δ
α, β, γ, δ ≥ 0
a>j x + b
>
j θ + Γ1
>αj + 1
>βj + ω̄
>γj ≤ gj − f>j ω̄

∀j
∆>αj + βj ≥ δj
−δj ≤ Ŵ
>
(fj + γj) + Θ
>bj ≤ δj
αj , βj , γj , δj ≥ 0,
(4.19)
where aj, bj, and fj denote the j-th row of matrices A, B, and F, respectively, and hj is
the j-th element of vector h.
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c>1 x + ζ
ζ ≤ (Θ>c2)>ω + c>2 θ ∀ω ∈ Ω





c>1 x + ζ
maxω∈Ω(−Θ>c2)>ω ≤ c>2 θ − ζ
maxω∈Ω(Θ
>bj + fj)















z− ξ ≤ 0





Γ1>α+ 1>β + ω̄>γ
∆>α+ β ≥ δ+ + δ−
δ+ − δ− = Ŵ>γ + ρ
α, β, γ ≥ 0
δ+, δ− ≥ 0,
= min
α,β,γ,δ
Γ1>α+ 1>β + ω̄>γ
∆>α+ β ≥ δ
−δ ≤ Ŵ>γ + ρ ≤ δ
α, β, γ, δ ≥ 0
where the first equality is obtained from the definition of Ω in (4.17), the second equality
is justified by the strong duality theorem of linear programming (see e.g. [Bertsimas and
Tsitsiklis, 1997]), and the last equality is evident once one realizes that, if δ+−δ− = φ and
δ+, δ− ≥ 0, then δ+ + δ− = |φ|. Replacing the maximization expressions in the left-hand
side of the constraints in (4.20) with the equivalent minimization expressions derived above,
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and realizing that, for the minimum of a set to be smaller than a given quantity, it is enough
that one element in the set is smaller than that value, we obtain the desired result. 
LP (4.19) has O(n2T 2) variables and constraints and, in theory, can be solved efficiently.
Moreover, by suitably restricting matrix Θ, we can model problem (4.1) as a multi-stage
robust optimization problem, i.e. where power allocation in period τ depends on demand
and generation up to period τ only. The affine policy, however, can be largely suboptimal.
[Bertsimas and Goyal, 2012] showed that, for any δ > 0, there exist a class of two-stage
robust m-dimensional packing problems such that the affine policy is Ω(m1/2−δ) suboptimal.
Next, we present a column-and-constraint-generation (CC&G) algorithm that itera-
tively updates the first-stage solution x by solving an LP with an increasing number of
constraints and variables associated with extreme points of the uncertainty set Ω. Let
Ωκ = {ω1, . . . ,ωκ} denote the subset of extreme points of Ω in the κ-th iteration of the
algorithm. Let `κ (resp. υκ) denote the lower (resp. upper) bound on c(Ω) at the beginning
of the κ-th iteration. The first-stage solution xκ at iteration κ is the optimal solution to




c>1 x + ζ
ζ ≤ c>2 yk k = 1, . . . , κ
Ax + Byk + Fωk ≤ h k = 1, . . . , κ.
We update the subset of extreme points Ωκ+1 = Ωκ ∪ {ωκ+1}, where ωκ+1 is the solution






Ax + By + Fω ≤ h.
(4.21)
The lower and upper bounds on c(Ω) are updated as follows: `κ+1 = max{`k, c>1 xκ+d(xκ)}
and υκ+1 = c(Ωκ). We terminate the CC&G algorithm as soon as these bounds are close
enough.
It is possible to solve the non-convex min-max problem (4.21) or the equivalent (via
linear programming duality; see e.g. [Bertsimas and Tsitsiklis, 1997]) bi-linear optimization








to optimality using integer programming. [Zeng and Zhao, 2013] propose listing the (nec-
essary and sufficient) Karush-Kuhn-Tucker (KKT) conditions of the inner maximization
problem in (4.21), and linearizing the resulting complementary slackness conditions to ob-







Ax + By + Fω ≤ h
hj − a>j x− b
>
j y− f>j ω ≤M(1− zj)
∀j,γj ≤Mzjzj ∈ {0, 1}
(4.23)
where M is a large enough constant. [Thiele et al., 2010] note that the bi-linear prob-








where Z = {z : ∆ |z| ≤ Γ1, − 1 ≤ z ≤ 1}. Thus, by recognizing that the optimal solution
of the inner maximization problem in (4.24) will be at one of the extreme points of Z, we
















∆z+ + z− ≤ Γ1
z+ + z− ≤ 1
z+k , z
−
k ∈ {0, 1} ∀k
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[Lorca and Sun, 2014] propose approximately solving (4.22) using an alternating minimiza-
tion (AM) method that, iteratively minimizes (4.22) first with respect to the dual variable
γ, and then with respect to the uncertainty vector ω, until the difference in the objective
value is negligible. The AM method is only guaranteed to converge to a local minimum
of (4.21), but it may be more efficient than solving (4.22) to optimality when the number
n of customers is large. In Section (4.4) we compare the runtime and performance of the
KKT formulation (4.23), the MILP (4.24), and the AM method to generate the extreme
points of the uncertainty set for solving the profit maximizing two-stage problem we present
next.
4.3 Profit maximizing two-stage problem
In this section, we modify the solution methods discussed in Section 4.2 to solve the two-
stage robust problem of dynamically allocating power limits to customers in order to max-
imize the system operator’s profit, i.e. the difference of revenue and goodwill cost. Let pit
denote the power limit assigned to customer i just before period t. We assume that pit will
remain constant in periods t ≤ τ ≤ t + T , and that the system operator is committed to
satisfy all demand diτ up to pit, i.e. min{pit, diτ} represents the system operator’s commit-
ment to customer i. For each unit of unsatisfied committed power (min{pit, diτ} − siτ )+,
the system operator incurs a goodwill cost of ηiτ . The profit maximizing two-stage robust
optimization problem is given by
c(Ω) := max
x∈X




c>2 y + ϕ(x,ω)
Ax + By + Fω ≤ h,
(4.26)
where the first stage decision
x = (pit)i (4.27)
has an associated profit c>1 x = 0, the feasible set X = Rn+, the worst-case uncertain vector
ω = {((diτ )i, gτ ) : t ≤ τ ≤ t+ T}, (4.28)
the second-stage decision
y = {((siτ )i, qτ , uτ , vτ ) : τ = t, . . . , t+ T} (4.29)
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ηiτ min{pit, diτ}, (4.31)
and the second stage linear constraints Ax + By + Fω ≤ h are given by (4.11)-(4.16)
together with
siτ ≤ pit ∀τ. (4.32)
Note that the system operator’s profit c>2 y + ϕ(x,ω) is the difference of revenue (4.2) and




i=1 ηiτ (min{pit, diτ} − siτ )
+.
4.3.1 Solution methods
Suppose that the second-stage decision y is restricted to lie in the space of affine func-
tions of the uncertain vector ω, i.e. y = Θω + θ. Recall that, under this assumption,
Theorem 3 ensures that there exists a polynomial-time algorithm to approximately solve
the revenue maximizing problem (4.1). Unfortunately, this is no longer the case for profit
maximizing problem (4.26). Note that, as ϕ(x,ω) is a convex function of ω and Ω is a
convex set, minω∈Ω ϕ(x,ω) is a convex function of x. Thus, problem (4.26) is a non-convex
optimization problem. Next, we propose a cut-generation algorithm to approximately solve




c>1 x + ζ
ζ ≤ (Θ>c2)>ω + c>2 θ + ϕ(x, ω) ∀ω ∈ Ω




c>1 x + ζ
maxω∈Ω(−Θ>c2)>ω − ϕ(x, ω) ≤ c>2 θ − ζ
maxω∈Ω(Θ
>bj + fj)
>ω ≤ gj − a>j x− b
>
j θ ∀j,
where aj , bj and fj are the j-th row of matrices A, B, and F, respectively, and hj is
the j-th element of vector h. Let zκ = (xκ,Θκ,θκ) denote the solution of ĉ(Ωκ), where
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Ωκ = {ω1, . . . ,ωκ} is the subset of extreme points of Ω in iteration κ. We generate a new




ρκ>0 ω − ϕ(xκ,ω)− ακ0 , (4.33)




ρκ>j ω − ακj ,













ξ ≥ Ξ1ω −Mχ
ξ ≥ Ξ2xκ −M(1− χ)
χj ∈ {0, 1},
where Ξ1ω = d, i.e. element (Ξ1)jk of Ξ1 ∈ RTn×T (n+1) is defined as
(Ξ1)jk =




and element (Ξ2)jk of Ξ2 ∈ RTn×n is given by
(Ξ2)jk =




The cut-generation algorithm is guaranteed to have found a feasible (and optimal) solution
zκ if dj(z
κ) ≤ 0 for all j ≥ 0; however, this condition is typically hard to satisfy. Bert-
simas and Georghiou [Bertsimas and Georghiou, 2013] propose an alternative termination
condition, based on the sample probability that the solution zκ is infeasible (or subopti-
mal). Let PN denote the probability mass function of N samples drawn uniformly from
the uncertainty set Ω. Using Hoeffding’s inequality [Hoeffding, 1963], one can show that,
if the number of samples N ≥ log(2/β)/2ε2, then the sample probability of infeasibility
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PN (∃j ≥ 0 : dj(zκ) > 0) is within ε of the true infeasibility probability with a confidence
of at least 1− β. Thus, the cut-generation algorithm can be stopped whenever the sample
probability of infeasibility is below a tolerance δ, i.e.
PN (∃j ≥ 0 : dj(zκ) > 0) ≤ δ. (4.34)
In practice, we found that using the following termination condition
EN [dj(zκ)+] ≤ δ ∀j ≥ 0 (4.35)
significantly improved the running time of the cut-generation algorithm without deterio-
rating performance. Despite this fact, our experiments suggest that the cut-generation
algorithm is not as efficient as the CC&G method we present next. Moreover, the following
CC&G algorithm does not restrict the set of feasible second stage decisions as does the
cut-generation method and, thus, is able to solve (4.26) exactly.
Next we modify the CC&G algorithm presented in Section 4.2.1 to solve profit maximiz-
ing two-stage robust problem (4.26) to optimality. We generate candidate extreme points










γ>(h−Ax− Fω) + ϕ(x,ω)
B>γ = c2.
(4.36)
Since ϕ(x,ω) is a piece-wise linear convex function of the uncertain vector ω, both KKT-
based formulation (4.23) and MILP (4.24) can be modified to solve d(x) exactly by adding
term η>ξ in the objective and constraints ξ ≤ Ξ1ω and ξ ≤ Ξ2xκ. Moreover, since ϕ(x,ω)
is independent of the dual variable γ, we can compute an approximate solution to bi-linear
problem (4.36) via the AM algorithm discussed in Section 4.2.1 by solving a sequence of
LPs. Finally, the first stage solution xκ in iteration κ is given by the solution to the master





c>1 x + ζ
ζ ≤ c>2 yk + η>ξk

k = 1, . . . , κ.
Ax + Byk + Fωk ≤ h
ξk ≤ Ξ1ωk
ξk ≤ Ξ2x
ξk ≥ Ξ1ω −Mχk
ξk ≥ Ξ2x−M(1− χ)k
χkj ∈ {0, 1}
(4.37)
In Section (4.4) we compare the performance and running time of the three approaches
discussed above using data from micro-grids currently in operation in Uganda.
4.3.2 Real-time power control
Suppose the system operator recomputes the individual power limits by solving (4.26) every
hour. Then, within the hour, the system operator has to decide exactly how much power
to allocate to each customer in order to, possibly partially, satisfy their demand. Next, we
briefly describe four real-time power allocation methods available to the system operator.
Let pit denote the power limit assigned to customer i during hour t. Let ditr and sitr denote,
respectively, the power demand of and the power allocated to customer i during subinterval
r of hour t. Similarly, let gtr and btr denote, respectively, the generation during and the
battery state at the beginning of subinterval r of hour t. We assume that demand ditr and
generation gtr are realized at the beginning of subinterval r.









if btr + gtr − ŝtr < b
ŝitr otherwise.
(4.38)
ii. Dimming control: Let ŝitr = min{pit, ditr}, and ŝtr =
∑n
i=1 sitr. Define sitr as in (4.38).
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iii. Two-stage control: Consider a two-stage robust optimization problem of the form (4.26)
where x, X , ω, y, and the second stage feasible set are defined as in Section 4.2, the
first stage revenue c>1 x =
∑n














Define sitr as the optimal solution to this robust problem.






0 ≤ s ≤ υ,
(4.39)
where ci = πtr+ηitr, C = min{p̄, btr+gtr−b}, and υi = min{pit, ditr}. Note that (4.39)
is a separable LP and, thus, its solution can be computed very efficiently. In fact, the
computational complexity of solving (4.39) is dominated by the computational cost of
sorting the elements of c1. Let c[i] denote the i-th smallest element of c1. Then,
sitr =





i=1 υ[i] i = i
∗
0 i > i∗,
where i∗ = max{ι :
∑ι−1
i=1 υ[i] ≤ C}.
In our numerical experiments, we found that the myopic real-time control offers the best
compromise between runtime efficiency and performance.
4.3.3 MaxPower heuristic
A common concern with robust optimization is that it can produce very conservative solu-
tions. A robust solution x to (4.26) is guaranteed to be the best possible decision if the
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worst-case uncertainty vector ω is actually realized in the future. This, however, is unlikely,
and the concern is that the practical performance of x for non worst-case realizations of ω
might be largely suboptimal. Next, we propose a heuristic, MaxPower, to assign as large
individual robust power limits as possible. In particular, MaxPower computes a first stage
robust solution x with the property that there is no other robust solution x̄ that performs
–in profit– at least as well across all uncertainty scenarios and such that η>t x < η
>
t x̄, where
ηt = (η1t, . . . , ηnt)
> is the vector of goodwill costs at time t.
Let X̄ denote the set of robust solutions to (4.26). It is well known (see e.g. [Iancu and
Trichakis, 2013]) that X̄ has the following polyhedral description:
X̄ = {x ∈ X : ∃y s.t. c>1 x + c>2 y + ϕ(x,ω) ≥ c(Ω), Ax + By + Fω ≤ h, ∀ω ∈ Ω}.
MaxPower computes the robust power limits that maximize the goodwill-cost-weighted
sum by approximately solving the semi-infinite LP maxx∈X̄ η
>
t x. The heuristic approxi-
mates the uncertainty set Ω with the set of extreme points Ωκ∗ = {ω1, . . . ,ωκ
∗} obtained
at termination of the CC&G algorithm outlined in Section 4.3.1, and finds the robust power





c>1 x + c
>
2 y
k + ϕ(x,ωk) ≥ c(Ωκ∗)
Ax + Byk + Fωk ≤ h.
In our experiments, we found that using this post-processing step significantly improved the
performance of the robust control for non-worst-case realizations of the uncertain demand
and generation.
4.4 Numerical implementation
In this section, we compare the performance of our proposed robust control with a bench-
mark control that approximates the current practice on a real micro-grid in Uganda. Since
the actual system was large enough to satisfy all demand, we slightly modified the data to
be able to appreciate the power of our proposed method in a stressed system. We scaled
down the generation data so that the total generation over the 3-month period of avail-
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able information equals the total demand in the same period. In addition, we used smaller
artificial inverter and battery capacities. The parameters of the final system were:
1. Number of customers n = 9
2. Mean generation 48 W ≈ 1.1 kWh/day
3. Inverter capacity p̄ = {100, 200, 300} W
4. Battery limits b = 0 and b̄ = 1 kWh
5. Price of electricity πt =
 $1/kWh t ∈ [6am, 7pm)$2/kWh otherwise.
4.4.1 Benchmark power control
Currently, the system operator assigns constant power limits to customers based on the
appliances in their household, and uses an all-or-nothing real-time control to allocate power.
In order to approximate this situation, we set the individual power limits using the first 2
months of data. In contrast with the real micro-grid control, the benchmark power limits
have two levels: one for the day hours and one for the night hours. Each power limit
level was set equal to the quantile of demand that maximizes the in-sample profit for the
system operator, where the quantiles were constant across customers. We used the all-or-
nothing real-time control (i) as the real-time benchmark control. However, to make a fair
comparison of the methods, we defined the commitment of the system operator under this
control as ditr1{ditr ≤ pit} —in contrast with the commitment defined in Section 4.3.1,
min{pit, ditr}— and quantified the power curtailment of customers with respect to this
commitment.
4.4.2 Robust power control
Our proposed method sets individual power limits by solving robust problem (4.26) each
hour, and uses a myopic control to allocate power to customers in real-time. The parameters
in problem (4.26) were set as follows:
6. Time horizon T = 27 = 4( 15-min steps) + 23( 1-hour steps)








Figure 4.2: Decomposition of demand in three categories: uncommitted, curtailed, and
satisfied demand.
7. Per-unit penalty for exceeding the battery discharge limit λt = $10/kWh
8. Per-unit penalty for exceeding the inverter capacity µt = $10/kWh
9. Per-unit goodwill penalties ηit = 1/νit, where νit is the coefficient of variation of de-
mand i in time-of-day t, across the first 2 months of data
4.4.3 Performance of robust control
Recall that power limits are used to define the commitment of the utility to customers,
and to quantify, once demand is realized and power is allocated, the curtailment of power
with respect to that commitment. Figure 4.2 illustrates how power limits and allocation
decompose demand in three categories: uncommitted demand (dit−pit)+, curtailed demand
min{pit, ditr} − sitr, and satisfied demand sitr.
Figure 4.3 shows the decomposition of the mean total demand in the categories listed
above, for the benchmark and robust controls, and the different inverter capacities. The
mean total demand was 51W. Using the benchmark control under a 100W inverter, the
system operator did not commit and curtailed on average 31W and 4W, respectively. In
contrast, using the robust control, the system operator did not commit and curtailed on
average 16W and 6W, respectively. Consequently, the mean daily revenue of the operator
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Figure 4.3: Decomposition of the mean total demand in uncommitted, curtailed, and sat-
isfied demand for the benchmark (left bars) and robust (right bars) controls, and inverter
capacities 100, 200, and 300 W.
was increased by the robust control from $0.57 to $1.14; a 100% increase. Note that,
although curtailment of customers increased 2W when using the robust control, their overall
utility was increased by allowing consumption to grow from 16W to 29W. The performance
of the benchmark control under a 200W inverter was similar to the performance of the robust
control under a 100W inverter. Thus, the system operator can avoid investing in 100W of
additional capacity by switching from the benchmark to the robust control. Although the
revenue advantage of the robust over the benchmark control was not as large when the
system capacity was large enough, i.e. under a 300W inverter, the curtailment was reduced
66% (9W to 3W), while the goodwill cost was reduced 81% ($0.21 to $0.04). In addition,
using the robust control has the advantage of signaling capacity expansion opportunities to
the micro-utility, as will become clear below.
Next, we performed the following ex-post analysis of the uncommitted portion of de-
mand. Once demand was realized, we classified the decision of not committing demand, by
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having set a low power limit, as successful or unsuccessful based on whether the system had
enough inverter capacity and battery charge to satisfy that portion of demand. Figure 4.4
shows the total number of hours where a decision of not committing demand was taken,
broken down in three categories: hours when there was not enough inverter capacity to sat-
isfy the uncommitted portion of demand, hours when there was not enough battery charge
to satisfy the uncommitted demand, and hours when system capacity was enough and the
uncommitted portion of demand was lost. Under a 100W inverter, more than 31% (resp.
7%) of the uncommitted demand was lost using the benchmark (resp. robust) control.
The rest of the uncommitted portion of demand was “correctly” cut-off, avoiding a system
shutdown caused by exceeding the inverter capacity. With larger inverters, the benchmark
control lost demand roughly 60% of the time, and was stuck avoiding system shutdowns
the rest of the time. In contrast, the robust control was able to dynamically allocate power
in a better way, increasing system utilization and forcing the system to avoid committing
demand that cannot be met due to insufficient storage capacity. Under a 200W (resp.
300W) inverter, the number of hours when demand was uncommitted due to insufficient
battery capacity was 45 (resp. 64). This results suggests that the system operator can use
this metric to identify capacity expansion opportunities. Under low capacity inverters, the
number of hours when the capacity is insufficient to satisfy all the demand is large. If the
system operator increases the inverter capacity, the system may then face insufficient stor-
age capacity. Figure 4.5 shows the classification of the number of hours with uncommitted
demand, when the storage capacity was 1.5 kWh. The numbers of hours when demand
was uncommitted due to insufficient storage capacity was reduced to 10 (resp. 38) under a
200W (resp. 300w) inverter, i.e. a reduction of 78% (resp. 41%).
Figure 4.6 show the demand density of 4 customers for both the day-time and the
night-time hours. It also contains the demand-supply scatter plots under the benchmark
and the robust control. Black circles have been drawn around points in which the customer
received no power under the benchmark control, but positive power under the robust control.
Table 4.1 shows, for each customer and time of day, the number of points in which demand
was positive but the benchmark control assigned zero power, and the percentage of these
points in which the robust control assigned positive power, and completely satisfied the
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uncommited demand lost demand insufficient battery insufficient inverter
Figure 4.4: Decomposition of mean total demand in uncommitted, curtailed, and satisfied
demand for the benchmark (left bars) and robust (right bars) controls, inverter capacities
100, 200, and 300 W, and battery charge limit 1kWh.
customer’s demand. As reference, Table 4.1 also shows the mean goodwill penalty for each
customer and time of day. Out of the 239 day instants in which the benchmark control
could not supply any power, the robust control was able to completely (resp. partially)
satisfy the customers’ demand in 59% (resp. 23%). Similarly for the night-time, out of
the 1948 instants in which the benchmark control could not supply any power, the robust
control was able to completely (resp. partially) satisfy the customers’ demand in 38% (resp.
42%).
4.4.4 Comparison of solution methods and problem scaling results
In this section, we compare the running time performance of the robust control in two
systems: the Uganda micro-grid described above, servicing n = 9 customers with a 100W
inverter and a 1kWh battery, and a fictitious mini-grid, consisting of the load data of the
n = 64 customers of 8 real Uganda micro-grids, using a 2.5kW inverter and a 100kWh
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uncommited demand lost demand insufficient battery insufficient inverter
Figure 4.5: Decomposition of mean total demand in uncommitted, curtailed, and satisfied
demand for the benchmark (left bars) and robust (right bars) controls, inverter capacities
100, 200, and 300 W, and battery charge limit 1.5kWh.
battery. In Table 4.2 we report the mean and standard deviation of the total demand, the
daily generation, the number of iterations of the CC&G algorithm described in Section 4.3.1,
the time to compute a solution to the master problem (4.37), the time to exactly solve bi-
linear problem (4.36) via MILP (4.24), the time to solve (4.36) using KKT formulation (4.23)
(imposing a time limit of 60 seconds), the suboptimality of the KKT formulation, the time
to approximately solve (4.36) using the AM method, the suboptimality of the AM method,
the total time for solving 4.26 using the C&CG algorithm, and the time to compute the
final power limits using the MaxPower heuristic. We solved all LPs and MILPs using
Gurobi [Gurobi Optimization, Inc., 2014]. We called Gurobi from Python on a 6-core,
3.07GHz Intel Xeon processor with 66GB of RAM running the Ubuntu OS.
With an average runtime of 1.35 (resp. 27.16) seconds for the micro-grid (resp mini-
grid), it is clear that the best solution method for solving bi-linear problem (4.36) is given
by MILP (4.24). The approximate solution method AM has roughly the same running time,
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but approximately double standard deviation and mean suboptimality of 40% (resp. 1.5%).
The KKT-based method (4.23) is nearly optimal but slow for practical use, reaching the
solution time limit of 60 seconds virtually in every case. Table 4.2 also shows that it is
practical to use C&CG with MaxPower post-processing for dynamically assigning robust
power limits to the customers of a medium-size mini-grid. The total runtime of the power
limits computation is 257 seconds on average.
4.5 Conclusions and future work
In this chapter, we proposed an efficient and scalable two-tier method for dynamically al-
locating power to the customers of solar micro-grids, in order to maximize the operator’s
profit, i.e. the difference of the operator’s revenue and the customers’ goodwill cost associ-
ated with system shutdowns. Every hour, we solve a two-stage robust problem to compute
individual power limits that determine the operator’s commitment to the customers us-
ing a CC&G algorithm. We proposed three methods for solving the min-max non-convex
problem involved in the generation step of the algorithm. Two methods, one based on the
KKT conditions of the inner maximization problem, and one on the characterization of the
extreme points of the uncertainty set using binary variables, are exact; however, the latter
is an order of magnitude more efficient than the former. The third method is an alternating
minimization method for solving the equivalent bi-linear problem and, although as efficient
as the fastest exact algorithm, it can exhibit a large optimality gap. We also showed that, as
a post-processing step, we can compute as large robust power limits as possible by solving
a single MILP using the MaxPower heuristic. Finally, we proposed four methods for al-
locating power to customers in near real-time: the all-or-nothing, dimming, two-stage, and
myopic controls. The myopic control, which computes the power allocation that maximizes
present but not the worst-case future profit, has the best balance of runtime efficiency and
performance. Our experiments using data from operating micro-grids in Uganda, suggest
that using the two-tier robust control can duplicate the system operator’s profit without
deteriorating system reliability. Moreover, the system operator can use the robust control
metrics to identify opportunities for expanding the system.
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Next, we briefly discuss a scenario-base cutting-plane algorithm for solving a generaliza-
tion of the two-stage robust problem (4.1) involving the conditional-value-at-risk (CVaR)
of the second stage problem
Qx(ω) = ϕ(x,ω) + max
y
c>2 y
Ax + By + Fω ≤ h.
Suppose ω is uniformly distributed in Ω, and let Qβ denote the β-quantile of Qx(ω). Then,
the left CVaR of Qx(ω) at the level β is defined as
CVaRβ(Qx(ω)) := E [Qx(ω) | Qx(ω) ≤ Qβ] . (4.40)




c>1 x + CVaRβ(Qx(ω)). (4.41)
First, note that if β = 0 (resp. β = 1), thenQβ = minω∈ΩQx(ω) (resp. Qβ = maxω∈ΩQx(ω));
hence, problem (4.41) is equivalent to the two-stage robust problem (4.26) (resp. to the
two-stage stochastic optimization problem maxx∈X c
>
1 x + E [Qx(ω)]). Thus, the two-stage
CVaR problem (4.41) can be thought as lying in between the robust and the (uniformly)
stochastic counterparts.






0 ≤ f(ω) ≤ 1β ∀ω ∈ Ω,
(4.42)










Consequently, (4.41) is equivalent to the following convex optimization problem
max
x∈X ,v
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Problem (4.43) can be approximated, using N IID uniform samples from Ω, ω`, ` =




c>1 x + v − 1βN
∑N
`=1 z`








` ≥ v − z` ∀`
Ax + By` + Fω` ≤ h ∀`.
(4.44)
However, as the number of scenarios N increases, LP (4.44) quickly becomes very difficult to
solve. Instead, we use the following a cutting-plane algorithm to approximately solve (4.41).
Consider the N -samples approximation to CVaRβ(Qx(ω))




`=1 f` = 1
0 ≤ f` ≤ 1βN ,
(4.45)











>γ∗` is a subgradient
of CVaRNβ (x), where (f
∗
1 , . . . , f
∗
N ) is the optimal solution to (4.45) and γ
∗
` is the optimal
solution to Qx(ω
`) in (4.46). Then,, subgradient g(x) can be computed by solving N LPs
in O(nT ) variables and one LP in O(N) variables. In the κ-th iteration of the cutting-
plane algorithm, we find candidate solution xκ by solving the following linear optimization




c>1 x + ζ
ζ ≤ CVaRNβ (xk) + g(xk)>(x− xk) k = 0, . . . , κ− 1.
We stop the algorithm, whenever the relative change in the candidate solution is small.
Table 4.3 shows the mean relative error in CVaRN0.1(x) of the cutting-plane (CP) algo-
rithm with respect to the LP approach, using the micro-grid data described in Section 4.4.
Table 4.3 also shows the average time to compute a solution using both methods. For
N = 1, 000 samples, the CP algorithm exactly computes CVaRN0.1(x) in roughly the same
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time as the LP. For N = 10, 000, the CP algorithm takes approximately 10 as much time for
N = 1, 000 to compute a solution. In contrast, the LP approach is unable to terminate due
to memory issues. These results suggest that the CP algorithm can be used to efficiently
solve two-stage CVaR problems of the form (4.41).















































































































































































































































Figure 4.6: Demand density of 4 customers in a Uganda micro-grid, and their respective
demand-supply scatter plots under the benchmark and the robust controls. Black circles
surround zero-supply points under the benchmark that became non-zero-supply points un-
der the robust control.
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customer
mean zero positive complete
penalty bench robust (%) robust (%)
d
ay
1 0.53 44 100 100
2 0.46 23 91 91
3 0.40 0 – –
4 0.47 13 62 62
5 0.43 23 96 35
6 0.27 45 89 20
7 0.38 42 38 17
8 0.50 17 94 94
9 0.50 32 91 88





1 0.31 147 49 45
2 0.85 224 83 49
3 1.39 158 78 73
4 1.78 236 54 41
5 0.61 215 80 27
6 0.63 304 98 8
7 0.52 204 31 11
8 0.34 208 55 38
9 0.76 252 87 68
all 0.80 1948 70 38
Table 4.1: Total number of instants in which the benchmark control was unable to supply
power to a customer, and the percentage of these instants in which the robust control sup-
plied positive power, and completely satisfied the customer’s demand. The mean goodwill
penalty for each customer and time of day has been included as reference.
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micro-grid mini-grid
mean st. dev. mean st. dev.
total demand (W) 50.53 169.40 1364.98 21904.01
daily generation (kWh) 1.11 4.36 107.27 722.71
C&CG iterations 2.59 1.73 2.00 0.00
Master time (s) 1.50 0.25 36.08 4.51
MILP time (s) 1.35 0.20 27.16 3.38
KKT time (s) 60.45 0.43 – –
KKT suboptimality (%) 0.10 2.12 – –
AM time (s) 1.56 0.48 28.77 6.75
AM suboptimality (%) 39.55 37.07 1.46 2.48
C&CG time (s) 11.55 8.05 184.12 19.25
MaxPower time (s) 3.58 2.39 72.53 9.04
Table 4.2: Mean and standard deviation of total demand and daily generation in a 9
customers micro-grid and a 64 customers mini-grid, of runtime of the CC&G algorithm
and the MaxPower heuristic for solving problem (4.26), and of runtime and performance




1,000 0% 29.85 33.31
10,000 xx xx.xx 339.87
Table 4.3
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Chapter 5
Portfolio optimization with
multiple spectral risk constraints
5.1 Introduction
Portfolio selection is concerned with distributing a given capital over a finite number of
investment opportunities in order to maximize “return” while managing “risk”. Although,
the benefits of diversification to manage “risk” had been long known, [Markowitz, 1952]
was the first to propose a mathematical model for the portfolio optimization problem,
representing “return” by the expected return of the portfolio, and “risk” by the variance
in the return of the portfolio. It has been observed that variance is a good measure of risk
only if the returns are elliptically distributed. Moreover, since variance is not sensitive to
the tails of the distribution, it is not a good measure of variability when the returns are
heavy tailed.
A number of risk measures have been proposed in the literature to accommodate asym-
metry and also capture the effects of heavier tails. The Value-at-Risk VaRβ(L̃) at the
probability level β for a random loss L̃ is defined as the β quantile of the loss distribution,
i.e. the probability of observing losses larger than VaRβ(L̃) is atmost 1− β [Jorion, 2006].
VaR is extensively used in risk management applications, and it is the mandated risk mea-
sure in the Basel-II accords. However, it has a number of shortcomings. First, VaR only
depends on the probability of tail losses and not their location in the tail. Second, VaR
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is not a convex risk measure; consequently, portfolio selection with VaR constraints often
results in integer programs that are hard to solve.
Conditional Value-at-Risk CVaRβ(L̃) = E[L̃ | L̃ ≥ VaRβ] [Rockafellar and Uryasev,




β VaRp(L̃)dp [Acerbi and Tasche, 2002] are closely
related risk functions that address the two shortcomings of VaR listed above. CVaR and
ES are both coherent risk measures [Artzner et al., 1999], i.e. they are convex and pos-
itively homogeneous. [Acerbi and Tasche, 2002] showed that the ES of a portfolio can
be estimated from samples of the losses on the underlying assets by solving a linear pro-
gram (LP), and that the estimate converges to the ES of the portfolio with probability 1.
[Rockafellar and Uryasev, 2000] showed a similar result for CVaR assuming that the loss
distribution of the portfolio is continuous at the β quantile. [Acerbi, 2002] extended ES
to the spectral risk measure Mφ(L̃) =
∫ 1
0 VaRp(L̃)φ(p)dp, where φ(p) is a non-increasing
probability distribution function. The spectral risk measure Mφ(L̃) is coherent and, in fact,
ESβ(L̃) = Mφ̂(L̃) with φ̂(p) =
1
1−β1β≤p≤1. [Acerbi, 2002] also showed that the finite sam-




N )L(N−k), where L(k) denotes the k-th order statistic of N
independent and identically distributed (IID) samples of the random loss L̃, converges to
Mφ(L̃) with probability 1.
From [Acerbi, 2002], it follows that the portfolio selection problem where the “return”
is given by the expected return of the portfolio and the “risk” is given by a spectral risk
measure of the portfolio can be approximated by an LP. [Rockafellar and Uryasev, 2000]
established such an LP-based approximation result for the mean-CVaR portfolio selection
problem. [Agarwal and Naik, 2004] showed that the mean-CVaR portfolio selection results
in superior portfolios as compared to the mean-variance approach when the risk of the assets
is nonlinear in the underlying risk factors, e.g. when the asset is a derivative written on
a primary asset. However, the resulting LP is very ill-conditioned, and solving such LP,
particularly when the scenario size is large, is very difficult in practice (see, e.g. [Alexander et
al., 2006]). [Lim et al., 2011] showed that the solution of the mean-CVaR portfolio problem
is often very sensitive to estimation errors, i.e. small errors in the estimation of the mean
and the return in the scenarios can get amplified in the choice of the optimal portfolio.
This sensitivity can be addressed by imposing spectral risk constraints with respect to
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several different parameter values and also different risk models. Constraints with respect
to multiple risk models have become especially important after the 2008 financial crisis (see,
e.g. [Ceria et al., 2009]). However, imposing multiple spectral risk constraints increases the
size of the LP by such an extent that state-of-the-art solvers are unable to solve most
practical instances of the portfolio selection problem.
Our contributions in this paper are as follows:
(a) We propose a new first-order gradient based algorithm SpecRiskAllocate to solve
portfolio selection problems with multiple spectral risk constraints that is significantly
faster than the naive LP-based approach. We exploit two key features of the portfolio
selection problem to construct this algorithm. The first is that the constraints in the
LP formulation (5.3) are very loosely coupled in that the samples from a particular risk
model only play a role in the corresponding constraint. Thus, one can improve the run
time of the algorithm by dualizing these constraints, provided feasibility is maintained.
We show in Theorem (7) that we are able to recover feasible portfolios for finite values
of the dual variables. The second feature we exploit is that, since the LP is in fact a
finite sample approximation to the stochastic optimization problem, in practice one is
not attempting to solve it to very high accuracy (e.g. 10−12 relative error) but rather
one is satisfied with moderate accuracy (e.g. 10−3 relative error). This allows us to
smooth the LP into a smooth convex optimization problem, resulting in significantly
faster convergence.
(b) SpecRiskAllocate computes the optimal portfolio by solving a sequence of small
separable convex quadratic programs (QPs). Thus, portfolio managers would be able
to solve spectral risk constrained portfolio selection problems using existing tools for
solving mean-variance problems. The number of variables in each of the convex QPs
is equal to the number of assets and, therefore, these problems can be solved very
efficiently. In some cases, the optimal solution of the mean-variance subproblem can be
written in closed form or computed by a one dimensional search. SpecRiskAllocate
is also able to solve portfolio selection problems where the objective is to maximize a
weighted sum of the expected return and either a weighted combination or the maximum
of a set of spectral risk measures.
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(c) The experimental results in Section 5.4 clearly show that SpecRiskAllocate is able
to efficiently solve very large spectral risk constrained portfolio selection problems. For
most practical instances, SpecRiskAllocate is at least one order of magnitude faster
than the state-of-the-art LP solvers. Moreover, we show that, in contrast to the LP-
based method, SpecRiskAllocate is not ill-conditioned. This is a side-benefit of
smoothing the problem. “Smoothing” approximates the LP polytope by a convex set
without corners; thus, ensuring that the optimal solution is a continuous function of
the problem and, therefore, not ill-conditioned.
(d) A popular method for introducing robustness against model uncertainty is to impose
spectral risk constraints with respect to several risk models (see e.g. [Brown and Canova,
2011] and [Renshaw, 2012]). In Section 5.4, we show that SpecRiskAllocate is able to
solve a hedging portfolio selection problem with spectral risk constraints corresponding
to multiple risk models in a computationally tractable manner.
SpecRiskAllocate is based on the proximal gradient algorithm FISTA proposed by
[Beck and Teboulle, 2009] (see also [Nesterov, 2005]). The algorithm we propose is similar
to the one proposed by [Iyengar and Ma, 2013] in that both these algorithms use Nesterov
smoothing techniques [Nesterov, 2005]. However, there are a number of key differences
between the two methods. The algorithm in [Iyengar and Ma, 2013] is only able to solve a
mean-CVaR problem and can be extended to solve a mean-weighted CVaR problem; how-
ever, it is not able to compute solutions for portfolio selection problems with CVaR (or,
more generally, spectral risk) constraints. SpecRickAllocate uses a different smoothing
technique that allows us to scale the algorithm to solve very large portfolio selection prob-
lems without encountering any numerical difficulty. [Iyengar and Ma, 2013] were unable
to solve large problem instances because the algorithm proposed therein quickly becomes
numerically unstable.
The rest of this paper is organized as follows. In Section 5.2 we introduce the generalized
spectral risk measures and define the generalized spectral risk constrained portfolio selection
problem. In Section 5.3 we construct the SpecRiskAllocate algorithm. In Section 5.4
we discuss the results of our numerical experiments. Finally, in Section 5.5 we conclude
with some final remarks.
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5.2 Single period portfolio selection problem
Suppose there are n assets in the market. Let L̃ =
(
L̃1, . . . , L̃n
)>
∈ Rn denote the random
rate of loss on the assets. Let x ∈ Rn denote the portfolio of the investor, i.e., 1>x =∑n
i=1 xi = 1. The rate of loss L̃x of portfolio x is given by L̃x = L̃
>
x. In this paper,
we want to identify portfolios that lie on the Pareto optimal frontier with respect to the
expected return −E[L̃x] and a set of generalized spectral risk measures [Acerbi, 2002].
Except for some special cases –e.g. when the random loss vector L̃ is a linear function
of the distribution of elliptically distributed risk factors Z̃– the distribution of the random
portfolio loss L̃x is hard to characterize explicitly. This is definitely the case if the portfolio x
contains derivative securities whose distribution is nonlinear in the underlying risk factors.
In practice, L̃ is approximated by N samples {`1, . . . , `N} generated by some scenario
generator (see, e.g. [Koskosidis and Duarte, 1997]). Let L = (`1, . . . , `N )
> ∈ RN×n denote
the empirical loss matrix, where the j-th column represents the vector of N loss realizations
of asset j. Thus, the random loss L̃x on the portfolio x can be approximated by the set of
samples {`>1 x, . . . , `>Nx} or, equivalently, by the vector Lx. In the rest of this section, we
define the generalized spectral loss function for the vector Lx and relate it to the Expected
Shortfall measure. This relation will be important for designing our solution algorithm in
Section 5.3.
5.2.1 Generalized spectral risk measures
Let y = (y1, . . . , yN )
> denote N samples of a random variable Ỹ . Let {y(`) : ` = 1, . . . , N}
denote the order statistics of vector y.
Definition 4 (Expected shortfall (ES) [Acerbi and Tasche, 2002]). The expected shortfall







It is easy to check that ESβ(y) has the following variational characterization (see, e.g.
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such that 1>q = 1,
0 ≤ q ≤ 1κ · 1.













where v+ = max{v, 0}. [Acerbi and Tasche, 2002] established that ESβ(·) is a coherent risk
measure [Artzner et al., 1999] and converges to CVaR [Rockafellar et al., 2002; Lüthi and
Doege, 2005] when the cumulative distribution function FY (·) of the random variable Ỹ is
continuous at y = inf{x : FY (x) ≥ β}.
Definition 5 (Spectral risk measure [Acerbi, 2002]). Let ω = (ω1, . . . , ωN )
> denote a non-
decreasing probability mass function, i.e. ω ≥ 0, 1>ω = 1, and ωk ≥ ω` whenever k ≥ `.



















where γ` = (N − ` + 1)(ω` − ω`−1) ≥ 0 and β` = `−1N . Hence, it follows that Mω(y) is




`=1 ω` = 1, i.e. γ is a
probability mass function. This motivates the following definition.
Definition 6 (Generalized spectral risk measures). Let γ ∈ Rd denote a probability mass
function, i.e. γ ≥ 0 and 1>γ = 1. Let β ∈ [0, 1)d. The generalized spectral risk measure
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5.2.2 Portfolio selection problem
We measure the risk of portfolio x using m different risk models. Let Lk ∈ RNk×n denote the
empirical loss matrix corresponding to the k-th risk model, where Nk denotes the number
of samples drawn according to the k-th model. The risk of portfolio x according to the k-th
model is captured by a generalized spectral risk measure ργk,βk(Lkx), k = 1, . . . ,m. In the
remainder of this paper, we will abbreviate ργk,βk simply as ρk.
The goal of the spectral risk constrained portfolio selection problem is to find the port-
folio x that maximizes the expected return. Let µ ∈ Rn be the mean return vector. µ is





(L>k 1), where q is a probabil-
ity mass function that assigns weights to the m risk models. Hence, the expected return of
portfolio x is µ>x. Given that cardinality constraints are important in practice to control
the transaction costs [Chang et al., 2000], we are interested in selecting sparse portfolios,
i.e. portfolios whose `0-norm
∑n
i=1 1(|xi| > 0) is small. Unfortunately, the associated car-
dinality constrained portfolio selection problem is typically NP-hard. Nonetheless, a good
approximation is to replace the `0-norm with the `1-norm
∑n
i=1 |xi| [Candès et al., 2008].
Thus, the spectral risk constrained sparse portfolio selection problem we want to solve is of
the form:
max µ>x− λ ‖x‖1




where λ ≥ 0 is the parameter controlling the sparsity of the portfolio, αk is the risk
budget in the k-th risk model, the `∞-norm is defined as ‖x‖∞ = max1≤i≤n |xi|, and
the bound B > 0 controls the leverage of the portfolio. There are two additional inter-
pretations for the `1-norm regularization in (5.2). Since 1





xi = 1 − 2
∑
i:xi<0
xi, and therefore, penalizing the `1-norm is equiv-
alent to penalizing short positions [DeMiguel et al., 2009]. Penalizing the `1-norm of the
portfolio also helps improve the out-of-sample performance of the portfolio in the presence
of parameter estimation errors [DeMiguel et al., 2009]. In practice, the parameter λ is
chosen by cross-validation [DeMiguel et al., 2009] on the particular desired performance.
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In this paper, we are agnostic to the portfolio manager’s reasons for penalizing the `1
norm of the portfolio –controlling transaction costs, constraining short sales, or improv-
ing out-of-sample performance of the portfolio. Therefore, we set λ = 2 |µ>x∗|/‖x∗‖ where
x∗ ∈ argmax{µ>x : 1>x = 1, ‖x‖∞ ≤ B} to ensure that the two terms in the objective
are always comparable. The numerical results reported in Section 5.4 clearly show that the
running time of SpecRiskAllocate is not dependent on the value of λ.
The solution method that we develop in Section 5.3 is also able to solve the following
portfolio selection problems:
(a) Sparse weighted mean-spectral risk portfolio selection problem




s.t. 1>x = 1,
‖x‖∞ ≤ B,
where θ ∈ Rm+ is a vector of weights.
(b) Sparse mean-max spectral risk portfolio selection problem






s.t. 1>x = 1,
‖x‖∞ ≤ B,
where θ ≥ 0 is a penalty on the maximum spectral risk measure.
From the dual representation (5.1) of ES, it follows that the portfolio selection prob-
lem (5.2) can be reformulated as













≤ αk, k = 1, · · · ,m,
1>x = 1,
‖x‖∞ ≤ B,
where (Lkx)j denotes the j-th component of the vector Lkx ∈ RNk . By introducing new
variables yjk` = ((Lkx)j − zk`)+, and ξi = |xi|, the above optimization problem can be
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≤ αk, k = 1, · · · ,m,
yjk` ≥ (Lkx)j − zk`, j = 1, . . . , Nk, ` = 1, . . . , dk, k = 1, . . . ,m,
ξ ≥ x, ξ ≥ −x,
1>x = 1, ‖x‖∞ ≤ B,
y ≥ 0.
(5.3)
Unfortunately, this LP is typically very large. For example, when each generalized risk
measure ρk has d ES components, and the number of samples Nk is equal to N for each
k, the LP (5.3) has O(mdN + n) variables and constraints. Thus, with n = 100 assets,
m = 5 risk constraints, each with d = 3 ES components, and N = 10, 000 samples, the LP
has 150, 100 variables even though the original portfolio selection problem has only n = 100
variables! In addition, at any optimal solution a very large fraction of the yjkl variables are
zero; consequently, the LP is very ill-conditioned. Large, ill-conditioned LPs are extremely
hard to solve in practice. In Section 5.4 we give empirical evidence supporting this claim.
5.3 Spectral risk constrained portfolio selection algorithm
In this section, we propose a fast iterative algorithm SpecRiskAllocate for computing
a solution to (5.2) without introducing any new variables. Our goal is to be able to scale
SpecRiskAllocate to solve very large scale portfolio selection problems; therefore, we
restrict ourselves to gradient descent algorithms. SpecRiskAllocate is an application
of the proximal gradient algorithm FISTA [Beck and Teboulle, 2009] to a suitably defined
“smoothed” penalty reformulation of (5.2). In Theorem 7 we establish an explicit value for
the penalty parameter that guarantees that an ε-optimal solution to (5.2) can be recon-
structed from the solution to the penalty formulation. The numerical results in Section 5.4
clearly show that our algorithm, which solves several small convex QPs, is significantly
faster than the LP formulation that solves one very large LP. SpecRiskAllocate can be
viewed as a decomposition algorithm that decomposes the large LP into a number of small
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QPs by exploiting the fact that its constraints are very loosely coupled, and then smooths
the smaller QPs to improve convergence.
5.3.1 Smoothed penalty formulation
The portfolio selection problem (5.2) is clearly equivalent to the problem
max µ>x− λ ‖x‖1
s.t. max1≤k≤m {ρk(Lkx)− αk} ≤ 0, k = 1, · · · ,m,
1>x = 1,
‖x‖∞ ≤ B.
An exact penalty formulation of this optimization problem is given by
min η
(
λ ‖x‖1 − µ>x
)
+ (max1≤k≤m {ρk(Lkx)− αk})+
s.t. 1>x = 1,
‖x‖∞ ≤ B,
where η denotes the penalty parameter. We will find it convenient to scale the objective
by η instead of scaling the penalty term. Let us express the maximum of m + 1 val-
ues, t1, . . . , tm+1, as Ψ(t1, · · · , tm+1) = maxu
{
t>u : 1>u = 1,u ≥ 0
}
, and define g(x) =
Ψ(ρ1(L1x)− α1, . . . , ρm(Lmx)− αm, 0). Then, the above exact penalty formulation can be
written as
G(η) = min η
(
λ ‖x‖1 − µ>x
)
+ g(x)
s.t. 1>x = 1,
‖x‖∞ ≤ B.
(5.4)
We expect that the solution to (5.4) will converge to a solution to (5.2) as η → 0.
The next result establishes this claim and shows that there exists a lower bound η∗ for the
penalty parameter that guarantees that one can construct an ε-optimal solution for (5.2)
from an ε-optimal solution to an appropriately smoothed version of G(η∗).
Theorem 7 (Penalty Representation). Suppose there exists a portfolio z, 1>z = 1, ‖z‖∞ ≤
B, such that z strictly satisfies all the generalized spectral risk constraints, i.e. ρk(Lkz) <
αk, for k = 1, . . . ,m. Define gmax(x) = max1≤k≤m{ρk(Lkx) − αk}. Let Pu denote any
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upper bound on the optimal value P ∗ of the spectral risk portfolio selection problem (5.2).
Suppose x is an ε-optimal solution to the penalized problem (5.4) with
η∗ =
|gmax(z)|






· x + θ
1 + θ
· z
is an ε-optimal solution to the spectral risk portfolio selection problem (5.2), where θ =
max {gmax(x)/|gmax(z)|, 0}.
Proof. The proof is identical to that of Theorem 2 in [Iyengar et al., 2011]. 
We would like to use a gradient-based algorithm to solve problem (5.4). However, both
Ψ and the spectral risk measure ρ are non-smooth functions of their argument; consequently,
g(x) = Ψ(ρ1(L1x) − α1, . . . , ρm(Lmx) − αm, 0) is a non-smooth function of the portfolio
x. We use a smooth approximation gνδ(x) to the function g(x) such that g(x) − ν − δ ≤
gνδ(x) ≤ g(x). The details of the construction of gνδ are given in Appendix B.1. By
replacing g(x) in (5.4) with gνδ(x), we obtain the following smooth optimization problem:
Gνδ(η) = min η
(
λ ‖x‖1 − µ>x
)
+ gνδ(x)
s.t. 1>x = 1,
‖x‖∞ ≤ B.
Since the scenario-based spectral risk portfolio selection problem is itself an approximation
to the stochastic optimization problem where the distribution of the loss L̃ is known, one
does not expect to solve these problems to very high accuracy, i.e. a solution error of the
order of 10−12. In practice, error of the order of 10−3 is sufficient. Therefore, solving the
smoothed problem for appropriately chosen values of ν and δ is sufficient for most practical
instances. Moreover, in Section 5.4 we show that the smoothing significantly improves the
computational tractability of this problem.
5.3.2 First-order proximal gradient algorithm
SpecRiskAllocate is displayed in Algorithm 1. SpecRiskAllocate computes an ε-
optimal solution for the spectral risk constrained portfolio selection problem (5.2) by approx-
imately solving a sequence of smoothed penalty problems Gνδ(η) for a decreasing sequence
CHAPTER 5. OPTIMIZATION WITH RISK CONSTRAINTS 101
Algorithm 1 Algorithm SpecRiskAllocate(η0, cη, τ0, cτ , ν, δ, ς)
1: η ← η0
2: τ ← τ0




7: (x, C)← FISTA(x̂, C, η, τ, ν, δ)
8: η ← cηη
9: τ ← cττ
10: until (‖x− x̂‖2 / ‖x̂‖2 < ς) and max1≤k≤m{ρk(Lkx)− αk} < ς
11: return x
of η. We begin with η ← η0 and then progressively reduce η ← cηη, where cη < 1. This
continuation scheme ensures that SpecRiskAllocate is able to take large steps when the
iterates are far from optimality. In Theorem 7 we showed that there exists η∗ > 0 such that
we can recover an ε-optimal solution for (5.2) by solving Gνδ(η
∗), i.e. we do not have to
drive η all the way to zero. This feature adds stability to SpecRiskAllocate since the nu-
merical accuracy required to solve Gνδ(η) increases as η ↘ 0 (see e.g. [Nocedal and Wright,
1999]). In practice, we stop whenever the relative change in iterate x(j) is smaller than the
tolerance ς, and the iterate x(j) is ς-feasible, i.e. gmax(x
(j)) ≤ ς. SpecRiskAllocate calls
FISTA to approximately solve Gνδ(η) for a fixed value of η. FISTA is a proximal gradient
method, i.e. a gradient descent algorithm with an additional proximal term to control the
step length. The parameter τ controls the accuracy demanded by FISTA. We need τ ↘ 0
to ensure that the accuracy is increased as η ↘ 0.
Next we describe some of the essential features of FISTA. We refer the reader to [Beck
and Teboulle, 2009] for the details of the algorithm. The particular implementation of
FISTA that we employ is displayed in Algorithm 2. FISTA computes an approximate
solution to Gνδ(η) by iteratively solving a sequence of quadratic optimization problems of
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Algorithm 2 Function FISTA(x, C, η, τ , ν, δ)










ηλ ‖z‖1 + ξ
>(z− y) + C2 ‖z− y‖
2
2 : 1
>z = 1, ‖z‖∞ ≤ B
}
10: F ← −ηµ>x + ηλ ‖x‖1 + gνδ(x)
11: Q← ηλ ‖x‖1 − ηµ>y + gνδ(y) + ξ
>(x− y) + C2 ‖x− y‖
2
2
12: C ← Cζ
13: until F < Q





16: y← x + t̂−1t (x− x̂)
17: until
(
‖x− x̂‖2 / ‖x̂‖2
)
≤ τ
18: return (x, C)
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the form
min ηλ ‖x‖1 + ξ
>(x− y) + C2 ‖x− y‖
2
2 ,
s.t. 1>x = 1,
‖x‖∞ ≤ B,
(5.5)




= −ηµ + ∇gνδ(y), and C is the Lipschitz constant of
the gradient ξ. Although one can explicitly compute its value, it is often the case that
the Lipschitz constant C is too large. In practice, it is more efficient to use a backtracking
method to compute C. The function FISTA does backtracking in lines 8–13 of Algorithm 2.
FISTA is guaranteed to converge to an ε-optimal solution in O(1/ε) iterations. However, the
worst-case bound is often too conservative in practice. We terminate the FISTA iterations
whenever the relative change in the iterates is below a threshold τ . We make τ progressively
tighter as η is decreased.
Let y(k) denote the current FISTA iterate. Since −ηµ>x + gνδ(x) is a convex function
with a Lipschitz continuous derivative, it follows that the quadratic function ξ>(x − y) +
C
2 ‖x − y‖
2
2 is an upper bound for −ηµ>x + gνδ(x). This ensures that the improvement
in the true objective at the new iterate y(k+1) is at least as large as that predicted by the
quadratic approximation (5.5). The quadratic approximation (5.5) only uses the first-order
gradient information. Therefore, the algorithm used to solve Gνδ(η) can be scaled to much
larger problem sizes, and is also considerably more stable as the problem size increases, as
compared to a full-fledged quadratic approximation that uses all the Hessian information;
however, at the cost of a larger iteration count. Finally, note that (5.5) is equivalent to




s.t. 1>x = 1,
‖x‖∞ ≤ B,
i.e. the FISTA iterates are computed by solving an `1-penalized separable convex QP with
the number of decision variables equal to the number of assets. Thus, this problem can be
solved very efficiently if one has access to a mean-variance solver. In Appendix B.2 we show
how to solve this problem using a single one-dimensional search. In practical instances,
where it is likely that the portfolio selection problem has additional linear constraints, the
portfolio manager can use the mean-variance or quadratic solver to compute the FISTA it-
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erates. In Appendix B.2, we also show how to compute the gradient ξ using
∑m
k=1 dk + 1
one-dimensional searches.
5.4 Numerical implementation
In this section we present numerical experiments that show the advantage of SpecRisk-
Allocate over the LP formulation when dealing with large instances of the spectral risk
constrained portfolio selection problem. Next, we illustrate the convenience of considering
several risk models to overcome the uncertainty in risk parameters when selecting a portfolio
to hedge the risk of an existing one.
5.4.1 Ill-Conditioning and Problem Scaling Results
We tested our algorithm on random instances of the spectral risk constrained portfolio
selection problem (5.2). We generated instances with different values for the number of
assets n. The number of spectral risk constraints was m = 5 for all instances. For each
spectral risk measure, we fixed the number of ES components to d = 3. The number of loss
scenarios N was set equal for all risk models. We randomly generated the expected return
percentage vector µ, the scenario-based loss matrices Lk, the ES weight vectors γk, and
the ES levels βk ∈ [0.9, 1)d. The spectral risk budgets αk were set to α̂k − 0.1 |α̂k|, where
α̂k is the value of the k-th spectral risk measure ρk(Lkx̂) at portfolio x̂ = 1/n1. We set the
leverage bound to B = 1, and the parameter controlling the sparsity of the portfolio either
to λ = 0 or λ = λ∗, where λ∗ = 2 |µ>x∗|/‖x∗‖
1
, and x∗ = argmax{µ>x : 1>x = 1, ‖x‖∞ ≤
B}. For all the instances generated, the value of λ∗ was in the interval [0.01, 0.03]. The
SpecRiskAllocate parameters were set as follows
η0 = 10, cη = 0.99, τ0 = 10
−4, cτ = 0.95, ν = 0.01 min |αk|, δ = 0.01, ς = 10−2.
We solved each instance of the spectral risk constrained sparse portfolio selection prob-
lem using a MATLAB implementation of SpecRiskAllocate. For each instance, we also
solved the LP formulation (5.3) using the state-of-the-art LP solver Gurobi [Gurobi Opti-
mization, Inc., 2014] with an optimality tolerance of ς = 10−2. We solved the instances
using Gurobi version 5.0.2 and Gurobi version 5.6.0. Our results indicate that, although
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perturbation t solver µS σS σS/µS
0.05 Gurobi 5.0.2 132.53 202.75 1.5298
0.05 Gurobi 5.6.0 111.77 4.30 0.0385
0.05 SpecRiskAllocate 82.12 0.41 0.0050
0.10 Gurobi 5.0.2 107.14 169.25 1.5797
0.10 Gurobi 5.6.0 118.65 13.59 0.1145
0.10 SpecRiskAllocate 81.96 0.75 0.0092
Table 5.1: Mean, standard deviation, and coefficient of variation of the number of iterations
needed to solve 100 perturbed problems. Variance is much higher in the Gurobi case than
in the SpecRiskAllocate case due to ill-conditioning of the LP formulation.
the performance of Gurobi has improved significantly from one version to the other, our
algorithm still offers a significant advantage over this state-of-the-art LP solver. We called
Gurobi from MATLAB using Gurobi’s MATLAB interface. MATLAB was run on a 6-core,
3.07GHz Intel Xeon processor with 66GB of RAM running the Ubuntu OS.
As mentioned in Section 5.3, the LP formulation (5.3) is very ill-conditioned. This is
manifested in a high variance in the number of iterations required to solve similar problems,
i.e. with very small perturbations in the parameter values. We now show empirically
that one does not face this issue when (5.2) is solved using SpecRiskAllocate. We
generated a base instance with (n,N) = (100, 1000). Next, we created S = 100 perturbed
instances by setting each entry `sijk of the loss matrix L
s
k, corresponding the to the s-
th perturbed problem, to `sijk = `ijk + t |`ijk| εsijk, where t ∈ {0.05, 0.1} and εsijk are I.I.D.
standard Normal random variables. Table 5.1 shows the mean µS and the standard deviation
σS of the number of iterations required by Gurobi and by SpecRiskAllocate (total
FISTA iterations, in this case) to solve the S = 100 perturbed instances. Table 5.1 also
shows the coefficient of variation σS/µS of the number of iterations needed to solve the
perturbed instances. The number of iterations required by SpecRiskAllocate has a
coefficient of variation of less than 1%, where the same number for Gurobi 5.0.2 (resp.
Gurobi 5.6.0) is approximately 158% (resp. 11%). It is clear that the ill-conditioning is
completely resolved by SpecRiskAllocate.
In Section 5.3, we argued that the number of constraints and variables in LP (5.3) is very
CHAPTER 5. OPTIMIZATION WITH RISK CONSTRAINTS 106
large. Consequently, we expect the time to solve large instances using the LP formulation
to be high. In contrast, we expect SpecRiskAllocate to be able to solve large instances
in a very reasonable amount of time. To support these claims, we generated 10 random
instances for each pair of parameters (n,N) and solved them with the sparsity parameter
λ set equal to λ∗ or 0. Table 5.2 reports the results for this problem scaling study. The
column labeled “err” lists the mean relative error of the optimal value found by Spec-
RiskAllocate with respect to the one found by Gurobi. For all but the smallest-sized
problem, i.e. (n,N) = (10, 100), SpecRiskAllocate found a solution with an objec-
tive value within 0.5% of the optimal value, and an optimal solution for 7 out of the 11
problems parameterized by (n,N). For each instance, we set a maximum solution time
limit of 1 hour. The columns labeled “limit” list the number of instances that could not
be solved within the time limit. The columns labeled “time(s)” list the average run time
in seconds, where we have included a run time of 3600 seconds for those instances that
reached the solution time limit. Note that for three of the largest-sized problems, namely
(n,N) ∈ {(100, 15000), (1000, 10000), (1000, 15000)}, Gurobi was unable to solve at least 1
instance and up to 9 out of 10 instances within the time limit. Although the running time
of Gurobi 5.6.0 shows a remarkable improvement for smaller problems, it still has trou-
ble solving the instances corresponding to the two largest parameter values. In contrast,
SpecRiskAllocate is able to solve all the problem instances at least an order of magni-
tude faster than Gurobi. Note that the run time reported for Gurobi does not include the
time required to set up the LP. Note also that, when the sparsity parameter λ = 0, Spec-
RiskAllocate is slower than Gurobi on the smaller instances, but faster on the largest
instances; moreover, in contrast with Gurobi, SpecRiskAllocate is able to solve all the
instances in less than an hour. SpecRiskAllocate is slower in this case because the
stopping criterion in subroutine FISTA (see Algorithm 2) is harder to achieve when we do
not regularize the portfolio by penalizing its `1-norm. We believe that changing the FISTA
stopping criterion to one better suited for the non-regularized problem, will significantly
improve the running time.
The run times reported in Table 5.2 are for the version of SpecRiskAllocate that
solves the constrained QP subproblems using an iterative line search. In typical applications,
CHAPTER 5. OPTIMIZATION WITH RISK CONSTRAINTS 107
the portfolio selection problem is likely to have other side constraints, and it is unlikely that
one would be able to solve the QP subproblems in this manner. In order to ensure that the
run times are not an artifact of the simple feasible set, we also tested an implementation
of SpecRiskAllocate where the QP step (and also the gradient computation step) were
solved using the quadratic programming solver in Gurobi. The run times for this alternative
implementation were similar to those reported in Table 5.2.
5.4.2 Parameter Uncertainty
Next, we illustrate how the stability and scalability of SpecRiskAllocate can be used to
overcome parameter uncertainty when hedging the risk of a portfolio of derivatives.
Suppose a portfolio manager wants to hedge the risk of an existing portfolio x0 of
derivative instruments using a set of n liquid derivative positions. Let Ṽ0(S̃t) and Ṽi(S̃t)
denote, respectively, the value of the initial portfolio x0 and the value of derivative instru-
ment i ∈ {1, . . . , n} at time t, as functions of the vector of underlying asset prices S̃t ∈ Rs.
Let ˜̀0(t) = Ṽ0(S̃0) − Ṽ0(S̃t) (resp. ˜̀i(t) = Ṽi(S̃0) − Ṽi(S̃t)) denote the loss of the initial
portfolio (resp. derivative instrument i) at time t. Then, the loss at time t of a hedging




i(t)xi, and the total loss at time t for the portfolio




i(t)xi. Note that, in contrast with our previous notation, xi now
denotes the total number of units of derivative i purchased. Therefore, in what follows we
drop the portfolio constraint 1>x = 1.
Suppose the underlying asset prices S̃t are log-normally distributed with mean vector π
and unknown covariance matrix Σ̃t = D̃tRD̃t, where R is a constant correlation matrix and
D̃t = diag(σ̃t) is a diagonal matrix of unknown volatilities at time t. Suppose the portfolio
manager knows the current volatility σ0, and believes that the volatility at the time horizon
T is of the form σT = σ0 +
∑q
p=1 ωpρp, where ρp ∈ Rs are known factors and ωp ∈ [−1, 1]
are the corresponding unknown weights. For ω ∈ Ω := {−1, 1}q ∪{0}, let `0(ω) ∈ RN (resp
`i(ω) ∈ RN ) denote the vector of N samples of the loss ˜̀0(T ) on the initial portfolio (resp.
the loss ˜̀i(T ) on derivative instrument i) when the volatility vector σT = σ0 +
∑q
p=1 ωpρp.
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λ n N
err Gurobi 5.0.2 Gurobi 5.6.0 SpecRiskAllocate
(%) limit time(s) limit time(s) limit time(s)
λ∗
10 100 3.1 – 0.01 – 0.02 – 0.12
10 500 – – 0.51 – 0.12 – 0.24
10 1000 0.1 – 1.54 – 0.24 – 0.29
10 1500 – – 0.5 – 0.48 – 0.6
100 1000 – – 4.61 – 2.93 – 3.21
100 5000 0.1 – 230.37 – 18.96 – 14.19
100 10000 – – 497.36 – 54.33 – 15.73
100 15000 – – 98.38 – 98.58 – 67.7
1000 5000 0.1 1 943.61 – 232.74 – 63.6
1000 10000 – 1 1050.15 1 1199.99 – 247.44
1000 15000 – 6 2538.93 5 2238.47 – 440.07
0
10 100 0.2 – 0.01 – 0.01 – 0.25
10 500 0.5 – 0.27 – 0.07 – 0.28
10 1000 – – 0.13 – 0.13 – 0.39
10 1500 0.2 – 0.27 – 0.22 – 0.57
100 1000 – – 1.61 – 1.55 – 13.76
100 5000 – – 133.78 – 10.61 – 42.77
100 10000 – – 26.02 – 25.56 – 94.97
100 15000 – – 41.8 – 40.88 – 68.79
1000 5000 – – 210.29 – 93.45 – 142.00
1000 10000 – 9 3274.86 – 286.17 – 408.13
1000 15000 – 9 3268.33 5 1960.7 – 420.17
Table 5.2: Average error (err)of SpecRiskAllocate with respect to Gurobi, number of
problems (out of 10) that reached a runtime limit of 1 hour before finding a solution and
average run times of Gurobi and SpecRiskAllocate when solving random instances of
the spectral risk constrained portfolio optimization problem.
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For a subset W of Ω, consider the following hedging portfolio selection problem:













s.t. µ ≤ µ0 + µ(ω)>x, ω ∈W
ESβ(`0(ω) + L(ω)x) ≤ αESβ(`0(ω)), ω ∈W
‖x‖∞ ≤ B,
where L(ω) = [`1(ω) . . . `n(ω)], µ(ω) = − 1NL(ω)
>1, and µ0 = − 1N `0(ω)
>1. By solving
problem (5.6), the portfolio manager is looking to compute an `1-regularized hedging port-
folio x that maximizes the worst-case (w.r.t. W ) expected return of the total portfolio
[x>0 ,x
>]>, while ensuring that the worst case expected shortfall drops by factor of α < 1.
We define Π({0}) (resp. Π({−1, 1}q)) as the nominal (resp. robust) portfolio selection
problem. Since we allow the hedging portfolio x to have both long and short positions,
in order to be robust against uncertainty in the parameters ωp we must consider all the




s.t. ES0(`0(ω) + L̂(ω)x̄) ≤ 0, ω ∈W
ESβ(`0(ω) + L̄(ω)x̄) ≤ αESβ(`0(ω)), ω ∈W
l ≤ x̄ ≤ u,
(5.7)
where x̄ = [x>, µ+, µ−]>, µ̄ = [0>, λ+1, λ−1]>, L̂(ω) = [L(ω),1,−1], L̄(ω) = [L(ω),0,0],
l = [−B1>, 0, 0]>, and u = [B1>,∞,∞]>. Thus, by slightly modifying SpecRisk-
Allocate to deal with box constraints of the form l ≤ x ≤ u instead of the portfolio
and leverage constraints 1>x = 1 and ‖x‖∞ ≤ B, we are able to exploit its stability and
scalability to construct hedging portfolios that are robust against parameter uncertainty.
In what follows, we show that, using SpecRiskAllocate, one can construct a portfo-
lio that reduces the risk of the initial portfolio while removing the impact of the uncertain
parameters on the expected return. Following [Alexander et al., 2003], we assumed that
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the initial portfolio consisted of four short positions of European at-the-money binary call
options, each on one of four correlated assets, with maturity in 4, 6, 8, and 10 months, respec-
tively. The hedging universe was composed of 20 vanilla European calls on each asset, given
by the combination of strike prices [0.9, 0.95, 1, 1.05, 1.1]S0 and maturities [2, 3, 4, 6] months,
and the assets themselves. The time horizon was T = 1 month. We used N = 25, 000 Monte
Carlo samples to simulate the underlying asset prices. The derivatives were priced using
Black-Scholes formulae. The rest of the problem parameters were set as follows: the q = 2
factors affecting the volatility, ρ1 = 0.02[1, 1, 1, 1]
> and ρ2 = 0.02[1,−1, 1,−1]>; the ex-
pected shortfall level β = 0.95; the risk reduction factor α = 0.5, i.e. the portfolio manager
is looking reduce his exposure by half; the leverage bound B = 1; and the parameter con-
trolling the sparsity of the portfolio λ = θ 2µ(0)
>x∗
‖x∗‖1
, where θ ∈ {0, 0.5, 1}, and x∗ is the
optimal solution to Π({0}) with λ = 0.
Figures 5.1 and 5.2 show the out-of-sample expected shortfall and mean return of the
initial, nominal and robust portfolios, as functions of the uncertain parameters (ω1, ω2) ∈
[−1, 1]×{−1, 0, 1}, when the sparsity parameter θ = 0 and θ = 1, respectively. Note that, in
all cases, the risk constraint ESβ(`0(ω)+ L̄(ω)x̄) ≤ αESβ(`0(ω)) is violated by the nominal
portfolio for ω1 > 0. On the other hand, the risk of the final robust portfolio is always
less than half of that of the initial portfolio, regardless of the uncertain parameter values.
In addition, the expected rate of return of the robust portfolio is virtually independent of
the uncertain parameters (ω1, ω2). In contrast, the expected rate of return of the nominal
portfolio varies significantly as the uncertain parameters ω1 and ω2 change. Note that we are
able to solve for the robust portfolio only because SpecRiskAllocate is computationally
much more efficient as compared to the naive LP approach. In fact, SpecRiskAllocate is
so efficient that one can solve portfolio selection problems with more complicated uncertainty
in the covariance matrix Σ, or uncertainty in the mean return vector π, by including more
risk constraints in (5.6). Finally, Figure 5.3 shows the positions xi of the optimal nominal
and robust portfolios, for θ = 0.5 and θ = 1. Note that the robust porfolio holds position in
almost all the instruments that the nominal porftolio does. However, the robust portfolio
holds positions in other additional assets. These positions have the desired effect of reducing
the out-of-sample risk and reducing the expected return variance. It is also worth noting
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Figure 5.1: Out-of-sample expected shortfall and mean return of the initial, nominal and
robust portfolios, as a function of the uncertain parameters (ω1, ω2) ∈ [−1, 1] × {−1, 0, 1}.
The sparsity parameter θ = 0.
that the sparsity parameter θ seems to have a larger impact on the robust portfolio holdings
than on the nominal portfolio ones.
5.5 Conclusion
In this paper, we propose a simple gradient-based algorithm SpecRiskAllocate for solv-
ing the portfolio selection problem with multiple spectral risk constraints. This algorithm
computes the optimal portfolio by solving a sequence of separable convex QPs over the
initial feasible set, i.e. the formulation does not increase the dimension of the problem to
represent the risk measures. SpecRiskAllocate is very efficient both in theory and in
practice. Our numerical experiments show that SpecRiskAllocate is at least one order
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Figure 5.2: Out-of-sample expected shortfall and mean return of the initial, nominal and
robust portfolios, as a function of the uncertain parameters (ω1, ω2) ∈ [−1, 1] × {−1, 0, 1}.
The sparsity parameter θ = 1.
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Figure 5.3: Holdings of the nominal and robust portfolios. The sparsity parameter θ = 0.5
(top) and θ = 1 (bottom).
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of magnitude faster than the state-of-the-art general purpose solver on most instances of the
spectral risk constrained portfolio selection problem that are of practical interest. More-
over, our numerical experiments show that SpecRiskAllocate allows portfolio managers
to impose constraints with respect to multiple risk models as a means of inducing robustness
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Appendix A
Load forecasting in DR programs
Adoption of DR critically depends on the ability from utilities to produce short-term fore-
casts for individual customers [Chan et al., 2012]. To be practical and scale to millions of
end-points, the forecasting techniques must be both efficient in run time, and efficient in the
amount of user-interaction required for fine-tuning. The load time series display seasonality
on at least three different time scales: time of day, day of week and day of year. There are
also temperature effects, which are, to a certain extent, related to the day of year seasonal-
ity. Beyond the complexities of multi-seasonality and multiple regressors, it is well known
that aggregated load data are non-linear [Hong, 2010] and contain underlying states that
are not correlated to seasons. The noise in aggregated load data is also non-Gaussian, in
part due to the aforementioned multiple underlying generating processes [Hong, 2010]. Any
forecasting technique applied to individual load time series should be able to deal with these
statistical difficulties.
In this appendix we compare four different techniques for forecasting the load time series
of commercial and industrial customers. The first method is a simple space-state version
of the ARMAX (autoregressive moving average with exogenous variables) model [Gilbert,
1993]. This method is not likely to scale well, as it requires some intervention from the user
to achieve a proper fit. It is also known to perform poorly on highly nonlinear time-series
that contain non-Gaussian noise. We use the state-space ARMAX model for benchmark-
ing the performance of the other three techniques. K-nearest-neighbors (KNN) and other
memory-based machine learning techniques have a long history of being used to forecast
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difficult time series, e.g. financial time series [Pagan and Ullah, 1999; Alexander and Giblin,
1997], chaotic trajectories [Casdagli, 1989], and aggregated load time series [Martinez Al-
varez et al., 2011; Kramer et al., 2010]. Memory-based techniques are relatively immune to
noise, as they have inherent filtering properties. They can also capture complex nonlinear
effects without knowledge of the underlying generating process. Moreover, these techniques
are almost completely defined by the input variables themselves [Atkeson et al., 1997]; thus,
they have excellent runtime performance. While pure memory-based methods are expected
to achieve good performance, we also implement more sophisticated learning algorithms.
Support vector regression (SVR) has shown promise on clustered load data [Fan et al., 2008;
Nagi et al., 2008]. SVR, in contrast with other machine learning algorithms such as arti-
ficial neural networks, offers decent runtime performance, requiring only the solution to a
quadratic program. In addition, SVR can capture nonlinear effects provided the input data
have appropriate statistical properties. It is anticipated that, runtime aside, this learning al-
gorithm have better forecast performance, particularly in cases where there is limited input
data such as peak management DR programs with very few events. Finally, we implement a
functional principal component (FPC) model. Recent studies [Huisman and Mahieu, 2003]
have suggested that day-ahead hourly loads should not be treated as a single time series,
but as a time series of one-day long vectors. FPC expresses the i-th day load as a linear
combination of the first k principal components, where the corresponding coefficients are
traditionally estimated via linear regression on the day of the week indicator [Taylor et
al., 2006]. Instead, we use estimate the principal component coefficients using SVR as we
believe it is more suited for capturing the intra-day variability in the daily vectors.
A.1 Load forecasting methods
Let (x1, y1), . . . , (xT , yt) denote the observed data, where xt ∈ Rm is the t-th input vector
and yt is the associated output value. Suppose we want to forecast the output value yT+1
using the observed data and the input value xT+1. Throughout this appendix, the vector xt
of input values is given by a subset of the following variables: lagged load time series (lags 1
through 8), lagged temperature time series (lags 0 through 8), moving average lagged time
APPENDIX A. LOAD FORECASTING IN DR PROGRAMS 128
series (lags 0 through 8), hour of day indicator, and day of week indicator.
A.1.1 ARMAX
A linear time-invariant ARMAX model is given by
α(B)yt = β(B)εt + Γ(B)xt (A.1)
where yt is the observed output value, xt is an m-dimensional vector of input variables, εt is
an unobserved disturbance process, and α(B), β(B) and Γ(B) are matrices of appropriate
dimensions in the back-shift operator B. It is possible [Gilbert, 1993] to summarize the
dynamics captured by α(B), β(B) and Γ(B) in (A.1) in a state vector zt. The state vector
zt follows a Markov process, i.e. the distribution of next period’s state zt+1 depends only
on zt and input values xt+1, and not on any of the previous state values z0, . . . , zt−1. The
output value yt can be obtained from the state space by means of a “measurement” equation.
Specifically, the state-space ARMAX model is given by
zt = Fzt−1 + Gxt +Kεt−1
yt = Hz + εt,
where F is the state transition matrix, G is the input matrix, K is the Kalman gain, and
H is the output matrix. Both parameters and underlying state can be estimated via a
sequence of Kalman filters.
In our numerical experiments, we used the temperature at time t as the only exogenous
variable xt.
A.1.2 KNN
Let dt = d(xt,xT+1) denote the distance from input vector xt to input vector xT+1, with
respect to distance metric d. Reorder the observed data in increasing order of their distance,
i.e. x(t) is the t-th closest input vector to xT+1, with corresponding output value y(t). For
t = 1, . . . ,K, input vectors x(t) are called the K nearest neighbors of xT+1. Let wt denote
the weight of the t-th neighbor, where
∑K
t=1wt = 1. The KNN forecast at time T + 1 is






In our numerical experiments, the vector xt of input values was preselected via a least
angle regression (LARS) procedure [Efron et al., 2004], we used the Euclidean distance
metric, and the weight wt was set proportional to the Gaussian radial basis function, i.e.
wt ∝ exp(−λd2t ).
A.1.3 SVR
The goal of SVR is to find a function f such that f(xt) is at most ε away from the observed
output value yt, and f is as flat as possible. Restrict the feasible function space to functions
of the form f(x) = φ(x)>w + b, where φ : Rm → F maps the observed input values into
















s.t. yt − φ(x)>w− b ≤ ε+ ξ+t





where C > 0 is a parameter that trades off flatness of f(x) and tolerance of deviations
from the ε-tube. It can be shown [Smola and Schölkopf, 2004] that, by solving the dual
problem of (A.2), the SVR algorithm can be described in terms of dot products between the
transformed data φ(xt)
>φ(xs). Hence, it suffices to know κ(xt,xs) = φ(xt)
>φ(xs) rather
than φ(x) explicitly. The functions κ that correspond to a dot product in the feature space
F are called SV kernels.
In our experiments, we used the Gaussian radial basis kernel κ(xt,xs) = exp(−λ ‖xt − xs‖22),
and set parameters C and λ via a grid search. Note that the most significant regressors are
picked by the SVR algorithm through the term ‖w‖22 in the objective function.
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A.1.4 FPC
Let yt = (yt1, . . . , ytn) denote the load vector on day t, where n is the number of instants




i=1 yti denote the mean daily load for
day t. Then, zti = yti − µt is the mean centered demand on day t at instant i. Define
Z ∈ RT×n as the matrix whose rows are the vectors zt = (zt1, . . . , ztn), and suppose the
covariance matrix of the intra-day periods has a eigendecomposition 1√
n−1Z
>Z = VΣ2V>,
where Σ is a diagonal matrix with values σ1 > · · · > σn, and V is an orthonormal matrix.
The columns of V, vi, are the orthogonal basis functions, each of which contributes σ
2
i to
the total variance. Let k denote the number of significant eigenvectors, i.e. the number
of eigenvectors that is enough to explain a given proportion of the total variance. Then,
yt − µt1 can be approximated by the weighted sum of the first k eigenvectors:




where βti = z
>
t vi is the coefficient corresponding to the i-th eigenvector.
In our experiments, we used an ARMAX model to estimate the mean daily load µt,
where the mean daily temperature is the only exogenous variable, and set the number of
significant eigenvectors to explain 95% of the variance. We also fitted an SVR model to
estimate the eigenvector coefficients βti, where the input values were dummy variables for
the day of the week of day t.
A.2 Numerical Results
We used the four forecasting methods introduced in Section A.1, to forecast one-day ahead
the power time series of 91 commercial and industrial customers participating in criti-
cal peak pricing (CPP) programs. Data were available every 15 minutes for a subset of
May-September, 2003-2009; however, the day-ahead forecast was performed on the hourly
aggregate time series. Table A.1 shows the distribution of the number of days available for
forecasting, the average load, and the load coefficient of variation (CV) across customers.
Customers with high CV are likely to be difficult to forecast. Figure A.1 shows the load
and temperature time series for 6 customers during a fortnight in August, 2007. It is clear
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Percentile 90th 75th 50th 25th 10th
Available days 404 383 308 107 38
Mean load (kWh) 4260 1856 1358 772 559
Load CV 0.88 0.57 0.4 0.28 0.19
Table A.1: Distribution of the number of days available for forecasting, the average load,
and the load coefficient of variation (CV) across customers.
that the load of commercial and industrial customers is not always positively correlated
with the ambient temperature, as is usually the case with residential customers. Next, we
forecast the 15-minute time series during the 12pm-6pm peak period; all CPP events took
place in this time window. Finally, we also used the following ex-post procedure to produce
a better estimate of the peak period. Let ŷt (resp. y̌t) denote the load forecast (resp. back-
cast) for day t, computed using days 1, . . . , t − 1 (resp. days t + 1, . . . , T ). Let wt = t−1T−1
(resp. 1 − wt = T−tT−1) denote the proportion of information used to produce forecast ŷt
(resp.backcast y̌t). The ex-post baseline estimate for day t is given by
ȳt = wtŷt + (1− wt)y̌t.
The baseline estimation used in Section ?? for computing the price elasticity of demand of
the 91 customers was the one produced by this ex-post procedure.
We used the weighted mean absolute percentage error (WMAPE) metric to test the
performance of the forecasting methods. The WMAPE is given by the mean average daily

















where yti is the observed load on instant i of day t, and ȳti is the corresponding predicted
load. Table A.2 shows, for the four foreasting methods, the WMAPE in the one-day-ahead
hourly forecast, the peak period forecast (data frequency 15 minutes), and the peak-period
ex-post baseline estimation. The CPP days, as well as the weekends and holidays, were
excluded for the purposes of this analysis. SVR consistently outperformed the rest of
the methods in the one-day-ahead hourly forecast case. KNN have ARMAX have similar
performance, while FPC’s was not consistent. We believe that the reason for this is that
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ARIMAX 18 14 10 6 4
KNN 18 14 10 6 5
SVR 15 12 10 6 4




ARMAX 27 15 11 7 4
KNN 25 15 11 7 5




KNN 20 15 11 7 5
Table A.2: Distribution of WMAPE (%) across 91 commercial and industrial customers for
the day-ahead forecast (DAF), the peak period forecast (PPF), and the peak period ex-post
estimation (PPE).
FPC assumes that the mean adjusted consumption is IID across days; however, the observed
data for some of the customers shows very high daily variation. Figure A.2 shows the
scatter plots of the observed and the predicted load for the hourly forecast of 30 out of
the 91 customers. SVR scatter plots accumulate more points around the 45-degrees line
than the plots of the rest of the methods, indicating a better forecast. Unfortunately, when
forecasting at a 15-minutes frequency, the run time of both ARMAX and SVR deteriorated
significantly. We restricted the input data for these methods to the previous 100 days only;
however, this had an big impact in their performance. For the peak period forecast, KNN is
the method with the best performance and runtime. The performance of KNN significantly
improved when using the ex-post baseline estimation process.
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Figure A.1: Load (solid line) and temperature (dashed line) time series during a fortnight
in August, 2007 for 6 commercial and industrial customers.
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Figure A.2: Scatter plots of the observed and the predicted load for the hourly forecast of
30 out of 91 commercial and industrial customers. Each block consists of 15 customers (1
per row) and the 4 forecasting methods (1 per column) in the following order: ARMAX,
KNN, SVR, and FPC.








β (ζ) = max ζ
>q− ν2 ‖q‖2
s.t. 0 ≤ q ≤ 1(1−β)N 1,
1>q = 1.
(B.1)
[Nesterov, 2005] establishes that f
(ν)
β (ζ) is a differentiable strongly convex function with
gradient ∇f (ν)β (ζ) = q
∗, where q∗ is the unique solution to (B.1). The gradient ∇f (ν)β is
Lipschitz continuous with Lipschitz constant 1/ν. Moreover, f
(ν)
β satisfies ESβ(ζ) − ν ≤
f
(ν)
β (ζ) ≤ ESβ(ζ), i.e. f
(ν)
β (ζ) is a ν-approximation to ESβ(ζ).
Let ρ(ζ) =
∑d
`=1 γ`ESβ`(ζ) denote any generalized spectral risk function. We define the










`=1 γ` = 1 for all generalized spectral risk functions, it follows that ρ(ζ) − ν ≤




` , where q
∗
` is the
unique optimal solution to (B.1) with β = β`.
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Finally, define
Ψ(δ)(t) = max t>u− δ2 ‖u‖2
s.t. 1>u = 1
u ≥ 0.
(B.2)
Ψ(δ) is a differentiable convex function with Lipschitz continuous gradient ∇Ψ(δ)(t) = u∗,
where u∗ is the unique solution to (B.2), and Lipschitz constant 1/δ [Nesterov, 2005]. In
addition, we have that Ψ(t)− δ ≤ Ψ(δ)(t) ≤ Ψ(t).






1 (L1x)− α1, . . . , ρ
(ν)
m (Lmx)− αm, 0
)
.
Theorem [7] in [Iyengar et al., 2011] (see, also [Hoda et al., 2010]) guarantees that gνδ(x) is



















s.t. 1>u = 1
u ≥ 0.
Moreover, gνδ(x) is a (ν + δ)-approximation to g(x), i.e. g(x)− ν − δ ≤ gνδ(x) ≤ g(x).
B.2 Solving the quadratic programs
Recall that the FISTA iterates are computed by solving an `1-penalized QP of the form
(5.3.2). Next, we show how to solve this problem using a one-dimensional search. Dualizing
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where we have ignored the cross terms w>v because they are zero in any optimal solution.
The optimal solution to L(γ) is given by x∗i (γ) = min {(c̄i − γ)/C,B}
+−min {(ci + γ)/C,B}
+,
where c̄i = −ηλ − ξi + Cyi, and ci = −ηλ + ξi − Cyi, i = 1, . . . , n. The optimal solution
to (5.3.2) can be recovered by finding the dual variable γ∗ such that 1>x∗(γ∗) = 1. Since
limγ→∞ x
∗(γ) = −B1 and limγ→−∞ x∗(γ) = B1, it follows that there exists γ∗ ∈ (−∞,∞)
such that 1>x∗(γ∗) = 1. The computational complexity of finding γ∗ is dominated by the
computational cost of sorting the set ∪1≤i≤n{c̄i, ci}.
FISTA (see Algorithm 2) calls subroutine ComputeGradient, displayed in Algorithm 3,
to compute the gradient ξ. Computing gradient ξ requires computing the gradient ∇gνδ(x)
(cf. (B.3)), which requires solving one QP of the form (B.2) and
∑m
k=1 dk QPs of the
form (B.1). Each of these QPs is of the form
max c>x− 12 ‖x‖
2
2 ,
s.t. 1>x = 1,
0 ≤ x ≤ b,
(B.4)
where the bound b ≥ 0 satisfies 1>b ≥ 1, and is possibly infinite. Dualizing the constraint












The optimal solution to L(γ) is given by x∗i (γ) = min{ci−γ, bi}+, i = 1, . . . , n. The optimal
solution to (B.4) can be recovered by finding the dual variable γ∗ such that 1>x∗(γ∗) = 1.
Since limγ→∞ x
∗(γ) = 0 and limγ→−∞ x
∗(γ) = b, it follows that there exists γ∗ ∈ (−∞,∞)
such that 1>x∗(γ∗) = 1. The computational complexity of computing γ∗ is dominated by
the computational cost of sorting the set ∪1≤i≤n{ci, ci − bi}.
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Algorithm 3 Function ComputeGradient(y, ν, δ)
1: for k = 1 to m do
2: for ` = 1 to dk do



















k=1 vk = 1,v ≥ 0
}
7: ξ ← −ηµ+
∑m
k=1 uk
(∑dk
`=1 γk`L
>
k qk`
)
8: return ξ
