Multiplicativity of superoperator norms for some entanglement breaking
  channels by King, Christopher
ar
X
iv
:1
31
0.
59
90
v1
  [
qu
an
t-p
h]
  2
2 O
ct 
20
13
Multiplicativity of superoperator norms for some
entanglement breaking channels
Christopher King
Departments of Mathematics and Physics
Northeastern University
Boston MA 02115
December 28, 2017
Abstract
It is known that the minimal output entropy is additive for any prod-
uct of entanglement breaking (EB) channels. The same is true for the
Renyi entropy, where additivity is equivalent to multiplicativity of the
1→ q norm for all q ≥ 1. In this paper we consider the related question
of multiplicativity of the 2→q norm for entanglement breaking channels.
We prove that multiplicativity holds in this case for certain classes of EB
channels, including both the CQ and QC channels.
1 Introduction
The mathematical problem of multiplicativity for completely positive maps on
matrix algebras (aka superoperators) has arisen in several different contexts in
quantum information theory. The original motivation arose from the question
of whether the capacity of a quantum channel to transmit classical information
is additive [3]. This question led to the additivity conjecture for minimal output
entropy [8], and the multiplicativity conjectures for output purity [1] (all now
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known to be false in general). A more recent application of multiplicativity
appeared in the proof of the strong converse of the channel coding theorem [13],
where multiplicativity of the 1→ q norm with q > 1 was the key ingredient in
proving the result for entanglement-breaking channels. Another recent example
was the resurgence of interest in hypercontractive bounds and the logarithmic
Sobolev inequality for quantum channel semigroups [5, 11]. Here the key quan-
tity of interest is the 2→ q norm with q > 2, and its behavior in the limit
where q ↓ 2. Multiplicativity of this quantity is related to explicit formulas for
the logarithmic Sobolev constant of product semigroups. Less is known about
multiplicativity for the 2→q norm than for the more widely studied 1→q norm.
In this paper we present some new results on 2→ q multiplicativity for several
special classes of entanglement-breaking maps.
First we review some notation and basic definitions. The norm of a matrix
A ∈Md =M(C
d×d) is defined for p ≥ 1 by
‖A‖p = (Tr|A|
p)1/p (1)
The p→q norm of an operator L :Md →Md′ is defined by
‖L‖p→q = sup
A∈Md
‖L(A)‖q
‖A‖p
(2)
For completely positive (CP) maps it has been shown that the norm is achieved
on positive semidefinite matrices [2, 12]. We will denote by M+d the positive
semidefinite matrices in Md, so we have
Φ is CP ⇒ ‖Φ‖p→q = sup
A∈M+
d
‖Φ(A)‖q
‖A‖p
(3)
Our objective in this paper is to analyze conditions for multiplicativity of the
p→q norm for products of certain CP maps, and for certain values of p and q. In
all cases our results will apply to a product of the form Φ⊗Ω, where Φ is the map
of interest and Ω is any other CP map. Note that ‖Φ⊗Ω‖p→q ≥ ‖Φ‖p→q ‖Ω‖p→q
is always true. So we make the following definition.
Definition 1 We will say that the CP map Φ is fully (p→ q)-multiplicative
(abbreviated as FM(p, q)) if for every CP map Ω we have
‖Φ⊗ Ω‖p→q = ‖Φ‖p→q ‖Ω‖p→q (4)
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It follows that if Φ is FM(p, q) then for any integer n
‖Φ⊗n‖p→q = ‖Φ‖
n
p→q (5)
It is known that every CP map is FM(p, q) for all p ≥ q ≥ 1 [4]. For
p < q multiplicativity does not hold in general, though it is known for some
special cases. In particular the identity map is known to be FM(p, q) for every
1 ≤ p ≤ 2 ≤ q [12], and the same is true for every unital qubit channel [7]. Also
any channel whose Choi-Jamiolkowski matrix is entrywise positive is known to
be FM(2, 2n) for all integers n [9].
Recall that an entanglement-breaking (EB) map Φ : Md → Md′ can be
written in the form
Φ(A) =
N∑
k=1
Tr(AXk)Rk (6)
where {Xk ∈M
+
d } play the role of a generalized measurement on the input, and
{Rk ∈M
+
d′} are the output states. In general we do not require that {Xk} form
a POVM or that {Rk} have unit trace. However two special cases where these
conditions do hold are of particular interest: when {Xk = |ψk〉〈ψk|} and {|ψk〉}
form an orthonormal basis of Cd, the map is called CQ. When {Rk = |φk〉〈φk|}
and {|φk〉} form an orthonormal basis of C
d′ , the map is called QC.
All EB maps are FM(1, q) for all q ≥ 1 [6]. Less is known about whether
EB maps are FM(p, q) for 1 < p < q, and that will be the focus of our results
here. To this end we will consider two special classes of EB maps for which we
can prove new results.
Theorem 1 Suppose that the EB map Φ as defined in (6) either has entrywise
positive input measurements
〈i|Xk|j〉 ≥ 0 for all i, j ∈ {1, . . . , d}, all k = 1, . . . , N (7)
or has diagonal output states
〈i|Rk|j〉 = 0 for all i 6= j ∈ {1, . . . , d
′}, all k = 1, . . . , N . (8)
Then Φ is FM(2, q) for all q > 2.
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Remark 1: It is reasonable to conjecture that all EB maps are FM(2, q) for all
q > 2.
Remark 2: For any map L on matrix algebras the adjoint is written L̂ and is
defined by
TrB∗ L(A) = Tr
(
L̂(B)
)∗
A (9)
It follows that for all p, q we have
‖L‖p→q = ‖L̂‖q′→p′ (10)
where q′, p′ are the conjugate values for q, p. Thus a CP map Φ is FM(p, q) if
and only if Φ̂ is FM(q′, p′). For an EB map Φ(A) =
∑N
k=1Tr(AXk)Rk we find
Φ̂(B) =
N∑
k=1
Tr(BRk)Xk (11)
Thus Theorem 1 also implies that if Φ is an EB map of the form (6) satisfying
(7) and (8) with the roles of Xk and Rk switched, then Φ is FM(p, 2) for all
1 ≤ p < 2.
Remark 3: One major motivation for considering the class FM(2, q) is its rela-
tion to hypercontractivity, which we explain now. It is convenient to introduce
a new norm on matrices
|||A|||p =
||A||p
||Id||p
(12)
and use it to define norms for maps:
|||L|||p→q = sup
A
|||L(A)|||q
|||A|||p
(13)
If |||L|||p→q ≤ 1 we say that L is a contraction from L
p to Lq. To see the
motivation for this definition, note that the classical discrete case is recov-
ered by the restriction to diagonal matrices, and in this case (12) is computed
using the uniform probability measure on {1, . . . , d}: for a diagonal matrix
A = diag(a1, . . . , ad) we have
|||A|||p =
(
1
d
d∑
i=1
|ai|
p
)1/p
(14)
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Then if the operator L maps diagonal matrices to diagonal matrices and satisfies
|||L|||p→q ≤ 1, it is a contraction with respect to the uniform probability measure
on its domain and range.
Now suppose that Φt is a one-parameter semigroup of CP maps, with Φ0 = I
the identity map, and satisfying
Φt(Id) = Id, lim
t→∞
Φt(A) =
1
d
Tr(A)Id all A ∈Md (15)
We always have
|||Φt|||p→q ≥
|||Φt(Id)|||q
|||Id|||p
=
|||Id|||q
|||Id|||p
= 1 (16)
We say the semigroup Φt satisfies a hypercontractivity bound for (p, q) if there is
t(p, q) ≥ 0 such that
|||Φt|||p→q = 1 if and only if t ≥ t(p, q) (17)
If the equation t = t(2, q) can be solved for q = q(t) in some interval 0 ≤ t ≤ T
with q(0) = 2 then we have
|||Φt|||2→q(t) = 1, 0 ≤ t ≤ T (18)
Taking the derivative at t = 0 leads to the logarithmic Sobolev inequality.
Various cases of this have been proven for different classes of semigroups. One
important example is the depolarizing channel ∆λ(ρ) = λρ+(1−λ)/d Tr(ρ) Id,
where λ = e−t. For the depolarizing channel the value of t(p, q) is known
explicitly, and also the log Sobolev constant [5].
The relation to multiplicativity arises when considering a product of semi-
groups. If multiplicativity holds then
||Φt ⊗ Φt||p→q = ||Φt||
2
p→q (19)
The normalization factors are the same on both sides so this also implies
|||Φt ⊗ Φt|||p→q = |||Φt|||
2
p→q (20)
Thus multiplicativity implies that the time to contractivity t(p, q) is the same
for Φt and for the product Φt ⊗ Φt. This allows explicit computation of the
logarithmic Sobolev constant for the product map.
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2 Proof of Theorem 1
We will first prove the case where the matrices Xk are entrywise positive. Let
Φ be an EB map satisfying (7), and let Ω be any CP map. We will be con-
cerned with the output matrix (Φ⊗Ω)(ρ) where ρ is any bipartite input matrix
satisfying ‖ρ‖2 = 1:
ρ =
∑
i,j
|i〉〈j| ⊗ ρij ,
∑
i,j
‖ρij‖
2
2 = 1 (21)
The output can be written
(Φ⊗ Ω)(ρ) =
∑
i,j
N∑
k=1
Tr(|i〉〈j|Xk)Rk ⊗ Ω(ρij) =
∑
k
Rk ⊗ Ω(Ak) (22)
where we have defined
Ak =
∑
i,j
〈j|Xk|i〉 ρij = Tr1 (Xk ⊗ I) ρ (23)
Since Xk ≥ 0 and ρ ≥ 0, it follows that Ak ≥ 0 for all k. We define for all
i, j = 1, . . . , d
τij = ‖ρij‖2 (24)
and let τ ∈Md denote the corresponding matrix. It is easy to check that
‖τ‖22 =
∑
ij
τ 2ij =
∑
ij
Tr|ρij |
2 = ‖ρ‖22 = 1 (25)
Furthermore
‖Ak‖
2
2 =
∣∣∣∣ ∑
i,j,m,n
〈j|Xk|i〉 〈n|Xk|m〉Tr(ρ
∗
ijρmn)
∣∣∣∣
≤
∑
i,j,m,n
|〈j|Xk|i〉| |〈n|Xk|m〉| τij τmn
=
∑
i,j,m,n
〈j|Xk|i〉 〈n|Xk|m〉 τij τmn
= (Tr(Xkτ))
2 (26)
6
where we used the entrywise positivity of Xk, and also the Cauchy-Schwarz
inequality to deduce that
|Tr(ρ∗ijρmn)| ≤ τij τmn (27)
We also define for each k = 1, . . . , N
θk = (Tr(Xkτ))
−1Ak (28)
so that (22) becomes
(Φ⊗ Ω)(ρ) =
∑
k
Tr(Xkτ)Rk ⊗ Ω(θk) (29)
Since both Xk and τ are entrywise positive, we have Tr(Xkτ) ≥ 0, and from
(23) we have Ak ≥ 0. Therefore θk ≥ 0, and from the bound (26) we get
‖θk‖2 ≤ 1 (30)
We are now ready to prove the multiplicativity bound. The proof will use
the Lieb-Thirring matrix inequality [10]: for all positive matrices C, all matrices
B and all q ≥ 1,
Tr(B∗CB)q ≤ Tr(BB∗)qCq (31)
To apply this bound we first define
zk = (Tr(Xkτ)Rk)
1/2, k = 1, . . . , N (32)
Note that ∑
k
z2k =
∑
k
Tr(Xkτ)Rk = Φ(τ) (33)
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We can rewrite the output matrix (29) as follows:
(Φ⊗ Ω)(ρ) =
∑
k
Tr(Xkτ)Rk ⊗ Ω(θk)
=
∑
k
z2k ⊗ Ω(θk)
=
∑
k
(zk ⊗ I) (I ⊗ Ω(θk)) (zk ⊗ I)
=
∑
k
(〈k| ⊗ zk ⊗ I) (|k〉〈k| ⊗ I ⊗ Ω(θk)) (|k〉 ⊗ zk ⊗ I)
=
∑
i,j,k
(〈i| ⊗ zi ⊗ I) (|j〉〈j| ⊗ I ⊗ Ω(θj)) (|k〉 ⊗ zk ⊗ I)
= B∗CB (34)
We have introduced a third space in the tensor product above without changing
the value of the output. We have also introduced the matrices
B =
∑
k
|k〉 ⊗ zk ⊗ I, (35)
C =
∑
j
|j〉〈j| ⊗ I ⊗ Ω(θj) (36)
Since each matrix θj is positive and Ω is CP, it follows that C is positive, and
hence we can apply the Lieb-Thirring inequality (31). We will write Tr12 to
denote trace over the first two factors etc. The right side of (31) is
Tr(BB∗)qCq = Tr123
(∑
i,k
|k〉〈i| ⊗ zkzi ⊗ I
)q (∑
j
|j〉〈j| ⊗ I ⊗ Ω(θj)
)q
= Tr123
(∑
i,k
|k〉〈i| ⊗ zkzi ⊗ I
)q (∑
j
|j〉〈j| ⊗ I ⊗ Ω(θj)
q
)
=
∑
j
Tr123
[(∑
i,k
|k〉〈i| ⊗ zkzi
)q
⊗ I
] [
|j〉〈j| ⊗ I ⊗ Ω(θj)
q
]
=
∑
j
Tr12
[(∑
i,k
|k〉〈i| ⊗ zkzi
)q (
|j〉〈j| ⊗ I
)]
Tr3
[
Ω(θj)
q
]
By definition of the 2→q norm and using (30) we have
Tr3
[
Ω(θj)
q
]
≤ ‖Ω‖q2→q ‖θj‖
q
2 = ‖Ω‖
q
2→q (37)
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Thus we get the bound
Tr(BB∗)qCq ≤ ‖Ω‖q2→q
∑
j
Tr12
[(∑
i,k
|k〉〈i| ⊗ zkzi
)q (
|j〉〈j| ⊗ I
)]
= ‖Ω‖q2→q Tr12
(∑
i,k
|k〉〈i| ⊗ zkzi
)q
= ‖Ω‖q2→q Tr12
([∑
k
|k〉 ⊗ zk
] [∑
i
〈i| ⊗ zi
])q
= ‖Ω‖q2→q Tr12
([∑
i
〈i| ⊗ zi
] [∑
k
|k〉 ⊗ zk
])q
= ‖Ω‖q2→q Tr2
(∑
k
z2k
)q
= ‖Ω‖q2→q Tr2 (Φ(τ))
q
≤ ‖Ω‖q2→q ‖Φ‖
q
2→q ‖τ‖
q
2
= ‖Ω‖q2→q ‖Φ‖
q
2→q (38)
where we used (25) in the last step.
Combining (34) and (38) we deduce that Φ is FM(2, q): for all q ≥ 2
‖Φ⊗ Ω‖2→q ≤ ‖Φ‖2→q ‖Ω‖2→q (39)
For the proof of the second part of Theorem 1 we assume that the output
matrices Rk are diagonal (with non-negative entries). We first rewrite (21) as
follows:
ρ =
∑
i,j
ρ˜ij ⊗ |i〉〈j|,
∑
i,j
‖ρ˜ij‖
2
2 = 1 (40)
This leads to the relations
(Φ⊗ Ω)(ρ) =
∑
k
Rk ⊗ Ω(Bk) (41)
where we have defined
Bk =
∑
i,j
Tr (ρ˜ijXk) |i〉〈j| (42)
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Since Rk is diagonal we can write
Rk =
∑
m
rkm |m〉〈m|, rkm ≥ 0 (43)
and then
(Φ⊗ Ω)(ρ) =
∑
m
|m〉〈m| ⊗ Ω(Cm), Cm =
∑
k
rkmBk (44)
This leads immediately to
Tr(Φ⊗ Ω)(ρ)q =
∑
m
TrΩ(Cm)
q ≤ ‖Ω‖q2→q
∑
m
‖Cm‖
q
2 (45)
Now we define the normalized states
σij =
1
‖ρ˜ij‖2
ρ˜ij , ‖σij‖2 = 1 (46)
and also
Ym =
∑
k
rkmXk (47)
Inserting into (42) we find
Cm =
∑
i,j
Tr (ρ˜ijYm) |i〉〈j| (48)
It follows that
‖Cm‖
2
2 =
∑
ij
∣∣∣∣Tr(Ymρ˜ij)∣∣∣∣2 =∑
ij
‖ρ˜ij‖
2
2
∣∣∣∣Tr(Ymσij)∣∣∣∣2 (49)
Since q ≥ 2, the map x→ xq/2 is convex, and hence using (40) we get
‖Cm‖
q
2 =
(∑
ij
‖ρ˜ij‖
2
2
∣∣∣∣Tr(Ymσij)∣∣∣∣2
)q/2
≤
∑
ij
‖ρ˜ij‖
2
2
∣∣∣∣Tr(Ymσij)∣∣∣∣q (50)
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Combining with (45) this gives
Tr(Φ⊗ Ω)(ρ)q ≤ ‖Ω‖q2→q
∑
m
∑
ij
‖ρ˜ij‖
2
2
∣∣∣∣Tr(Ymσij)∣∣∣∣q
= ‖Ω‖q2→q
∑
ij
‖ρ˜ij‖
2
2
∑
m
∣∣∣∣Tr(Ymσij)∣∣∣∣q (51)
Finally we notice that
Φ(σij) =
∑
k
Rk Tr (Xkσij)
=
∑
m
|m〉〈m|Tr (Ymσij) (52)
and therefore
Tr|Φ(σij)|
q =
∑
m
∣∣∣∣Tr(Ymσij)∣∣∣∣q (53)
So finally from (51) we get
Tr(Φ⊗ Ω)(ρ)q ≤ ‖Ω‖q2→q
∑
ij
‖ρ˜ij‖
2
2Tr|Φ(σij)|
q
≤ ‖Ω‖q2→q ‖Φ‖
q
2→q
∑
ij
‖ρ˜ij‖
2
2 ‖σij‖
q
2
= ‖Ω‖q2→q ‖Φ‖
q
2→q
∑
ij
‖ρ˜ij‖
2
2
= ‖Ω‖q2→q ‖Φ‖
q
2→q (54)
which completes the proof.
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