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Abstract We use numerical modeling to investigate the proposed stress-based origin for changing
anisotropy at Mount Asama Volcano, Japan. Stress-induced anisotropy occurs when deviatoric stress
conditions are applied to rocks which are permeated by microcracks and compliant pore space, leading
to an anisotropic distribution of open crack features. Changes to the local stress field around volcanoes
can thus affect the anisotropy of the region. The 2004 eruption of Mount Asama Volcano coincided with
time-varying shear wave splitting measurements, revealing changes in anisotropy that were attributed to
stress changes associated with the eruption. To test this assertion, we create a model that incorporates
knowledge of the volcanic stress, ray tracing, and estimation of the anisotropy to produce synthetic shear
wave splitting results using a dyke stress model. Anisotropy is calculated in two ways, by considering a
basic case of having uniform crack density and a case where the strength of anisotropy is related to dry
crack closure from deviatoric stress. Our results show that this approach is sensitive to crack density, crack
compliance, and the regional stress field, all of which are poorly constrained parameters. In the case of dry
crack closure, results show that modeled stress conditions produce a much smaller degree of anisotropy
than indicated by measurements. We propose that the source of anisotropy changes at Asama is tied to
more complex processes that may precipitate from stress changes or other volcanic processes, such as the
movement of pore fluid.
1. Introduction
Seismic anisotropy is increasingly being used as a geophysical tool to investigate the Earth’s interior. Differ-
ential stress in the upper crust can create anisotropy through the closure of aligned cracks and mechanical
discontinuities present in the rock mass [Nur and Simmons, 1969; Crampin, 1994]. This relationship provides
a convenient way to monitor stress orientations in the crust, especially when there is a lack of geodetic
observations (GPS, interferometric synthetic aperture radar, etc.) and studies of earthquake focal mech-
anisms are untenable. Possible changes in seismic anisotropy linked to volcanic activity associated with
relatively short-term (days to years) magmatic processes [e.g., Jónsson, 2009] have been investigated as
more complete data sets are collected [Savage et al., 1990; Munson et al., 1995; Bianco et al., 1998; Gerst and
Savage, 2004; Savage et al., 2010; Johnson et al., 2010]. However, there have been few quantitative studies
on the effect of stress on in situ anisotropy measurements. Understanding of how anisotropy around volca-
noes changes over time provides a potential tool for forecasting volcanic activity and in addition will provide
insight into the role of stress-induced anisotropy in the upper crust.
We use computer modeling to investigate how changing stress conditions may affect crack-induced
anisotropy. To do this, we model shear wave splitting in earthquakes using the interaction between
crack-induced anisotropy and stress conditions during the 2004 eruptive episode at Mount Asama Vol-
cano, Japan, and compare the results with shear wave splitting measurements made by Savage et al. [2010].
We also demonstrate the application of the analytical relationship between stress and elastic anisotropy
proposed by Gurevich et al. [2011] to the three-dimensional stress and ray path model. Future models can
potentially incorporate other analytical or empirical stress-anisotropy relationships. Forward modeling of
the effect of anisotropy on shear waves is carried out using a method adapted from that used by Abt and
Fischer [2008], described later.
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Figure 1. The red dashed line is the earthquake to station distance. Three
rays are traced with successively increasing incident angles with respect
to the event. R1 is projected, and the ray destination is closer to the event
than the station. The incidence angle is increased, the result being R2,
whose destination is further away than the station. At this point incidence
angles in between R1 and R2 are projected until ray R3 is found, whose
destination is suitably close to the destination station.
Seismic anisotropy arises from
the presence of discontinuities,
crystal-preferred orientations, and
material heterogeneities in rocks.
These types of features are all present
in the brittle upper crust [e.g., Godfrey
et al., 2000]; however, over the rela-
tively short time periods over which
volcanic activity occurs we do not
expect any significant reorientation
of crystal lattices or redistribution
of rock material. The mechanical
nature of discontinuities, however,
has been shown to respond rapidly
to the application of a nonuniform
stress [Zatsepin and Crampin, 1997].
Small-scale discontinuities, such as
cracks and grain contacts (microc-
racks), preferentially close relative to
their alignment normal to the maxi-
mum compressive stress direction, so
that the distribution of microcracks
in terms of their effect on the over-
all elastic properties of the rock mass becomes anisotropic. This means that, as long as there is a degree of
differential stress, particle motion parallel to the direction of maximum compressive stress is mechanically
less impaired than orthogonal particle motion, resulting in higher velocities [Babuška and Cara, 1991]. In the
case of shear waves, velocities in an anisotropic medium vary depending on their polarization. Measuring
the direction of the fast polarization and the delay time from earthquake S waves provides information on
the orientation and strength of anisotropy present in the rock medium that the ray passed through. Micro-
cracks are generally assumed to be randomly oriented and thus isotropically distributed over macroscopic
scales, as opposed to large-scale discontinuities (fractures) that tend to be in aligned sets. This is due to the
nature of the microcracks being created during deposition (in the case of grain contacts in sedimentary
rocks) or postrock formation after initial high temperature and pressure conditions are lifted [Walsh, 1965],
rather than large-scale fractures which occur due to more consistent tectonic forces.
There is an inherent ambiguity when analyzing changes in anisotropy measurements from
earthquake-generated waves, as it is hard to determine whether changes can be attributed to temporally
evolving conditions or to effects dependent on path or source conditions [e.g., Zinke and Zoback, 2000;
Johnson et al., 2011]. There may only be a relatively short period of time during which magma body infla-
tion or deflation is occurring, limiting the number of available seismic events that sample these transient
stress states. This makes distinguishing between temporal and spatial changes in anisotropy vital to attain
a robust interpretation of data. In order to predict the spatial component of anisotropy expected to coin-
cide with volcanic activity, Coulomb stress modeling has been used as an aid for comparative interpretation
between measurements and the assumed stress field [Savage et al., 2010; Johnson et al., 2011; Roman et al.,
2011]. Two-dimensional tomography [Johnson et al., 2011] has also been implemented; however, there is a
comparative lack of three-dimensional models looking at stress-induced anisotropy in the crust and around
volcanoes. A three-dimensional model will provide the potential to take into account not only the state
of stress as it changes vertically and laterally but also the propagation direction of the ray and the stress
contribution from loading. By modeling shear wave splitting caused by stress in three dimensions, the con-
tribution made by stress-induced anisotropy can be further constrained in order to aid future interpretation
of splitting measurements.
2. Method
The method we use is a combination of finite element method stress modeling and numerical evaluation
of ray paths, anisotropy, and shear wave splitting. First, we create a number of stress models using a priori
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Table 1. The One-Dimensional S
Wave Velocity Structure (in ms−1)
That Was Used in the Modela
Z (km) Vp Z (km) Vp
3 2471 −14 3558
2 2509 −15 3577
1 2661 −16 3588
0 2656 −17 3596
−1 2982 −18 3606
−2 3288 −19 3616
−3 3440 −20 3625
−4 3483 −21 3634
−5 3474 −22 3643
−6 3480 −23 3652
−7 3490 −24 3661
−8 3492 −25 3670
−9 3473 −26 3679
−10 3449 −27 3688
−11 3444 −28 3697
−12 3477 −29 3706
−13 3524 −30 3715
aZ denotes height above sea
level. Density followed a simple
linear relationship with depth from
2500 to 3000 kg m−3 from the top
to the bottom of the model space.
knowledge about the region and the volcanic source, in this case
an inflating dyke. Ray paths are then traced through the model
space at which point various models and comparisons are per-
formed. We look at stress-raypath interaction and calculate shear
wave splitting along raypaths. The anisotropic elastic properties
used to calculate shear wave splitting parameters are set along ray-
paths using the stress data and two different models from Hudson
[1981] and Gurevich et al. [2011].
2.1. Stress Modeling
Stress changes are computed using the PyLith finite element code
[Aagaard et al., 2007, 2013], which was specifically designed for
modeling crustal deformation. An important feature for our work
is the ability to model faults and/or dykes. We do not include the
effect of topography on gravitational stresses because we are
only interested in relative changes in the stress state. The seismic
velocities and densities used to calculate the elastic properties of
the model are the same as in the one-dimensional model used
to trace the seismic ray paths through the model, which will be
detailed in the later section on ray tracing. PyLith allows for the
modeling of the crustal volume using an elastic rheology, Dirich-
let (displacement or velocity) boundary conditions, and kinematic
fault interfaces that are applied to model various volcanic features.
The dyke opening is modeled using kinematic fault conditions, in
which along-strike displacement is set to zero and deformation is
controlled using a plane-normal opening parameter. We model a
background regional stress in all cases apart from those in which only the dyke stress, rather than the over-
all stress conditions, is needed. The parameters used for the dyke and for background stresses are outlined
in sections 2.5 and 2.6, respectively. We apply fixed boundary conditions on all model faces other than the
topographic surface.
The output is then regridded from a tetrahedral mesh to a regular cubic one at the desired resolution for
input into the ray tracer and synthetic shear wave splitting code. We use both 1000 m and 500 m grid sizes
for this resampling. The higher resolution 500 m grid size is used for all model results shown here. The stress
data are averaged over each new grid element and the principal stress magnitudes (𝜎1, 𝜎2, and 𝜎3), and
corresponding direction cosines (three for each principal stress) are also calculated.
2.2. Seismic Ray Tracing
The model space for the ray tracing and subsequent anisotropy calculation consists of a three-dimensional
ordered array of cubes, to which each are assigned uniform material properties. The resolution of the blocks
governs the minimum resolvable features in the model. Model coordinates are normalized around the
center of the dyke feature being modeled, with depths being measured relative to sea level.
A one-dimensional subsurface seismic velocity model is used to trace ray paths through the model space.
P wave velocities around Asama inferred from an active source seismic experiment [Aoki et al., 2009] are
averaged over each depth and then interpolated to the specified model depth increments (see Table 1). S
wave velocities are found assuming a Vp/Vs of 1.7, after Savage et al. [2010]). This velocity model is also used
to constrain elastic data in the stress model. A further constraint about near-surface density at Asama is
provided by cosmic ray muon radiography [Tanaka et al., 2007]. For simplicity, we employ a one-dimensional
density model that increases linearly with depth from 2500 kg m−3 at the surface to 3000 kg m−3 at 30 km
below sea level.
Each ray path is traced through the model by finding incidence angles at set depth levels using the 1-D
velocity model. This is achieved by iteratively evaluating successively finely spaced ray path angles until the
path that has the station as the destination is found (see Figure 1). A common ray approximation, where
each polarized shear wave follows the same ray path, is assumed throughout the model.
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Figure 2. The Asama region in central Japan, showing SHmax directions
determined from earthquake focal mechanisms by Townend and Zoback
[2006]. Strike-slip and reverse stress states are shown in green and blue,
respectively. Large symbols are measurements made from restricting the
focal mechanism data to those with strike, dip, and rake uncertainties of
≤10◦ , whereas small symbols represent measurements whose rake uncer-
tainties are > 10◦ . Also shown is the regional seismic network situated
around Asama, with station AVO indicated.
Regional events occurring beneath
30 km, outside the model space, are
traced using the same technique at a
lower resolution using the 1-D veloc-
ity/density model, AK135 [Kennett et
al., 1995], in order to find the loca-
tion at which the ray path pierces the
stress model boundary.
2.3. Stress and Anisotropy
Calculations
We approach the subsequent model-
ing in three successive ways in order
to investigate the influence of the
magnitude and orientation of vol-
canic stress on anisotropy. First, we
consider stress magnitudes in isola-
tion in order to establish a measure
of raypath-stress interaction. Second,
we consider stress orientation in con-
junction with an anisotropic model
based on assumed crack densities as
a basic approach to investigate the
link between modeled stress orienta-
tions and measured fast directions, as well as crack density and measured delay times. Last, we look at the
effect of both stress orientation and magnitude on modeled shear wave splitting.
Combining stress models and the traced ray paths allows us to quantify, for each ray, the range of stress
magnitudes in the raypath vicinity due to dyke inflation. Under the assumption that stress is the source of
anisotropy changes in the crust, it is useful to know to what degree the stress field is perturbed by volcanic
sources for each raypath. Hypothetically, greater stress magnitudes from the dyke source would result in a
more pronounced effect on shear wave splitting. In the simplest case of stress-induced anisotropy arising
from crack closure (all else being equal), the magnitude of a stress perturbation in a volume should correlate
well with the magnitude of anisotropy change. This analysis gives insight into stress interaction with ray-
paths which can then be compared with the shear wave splitting measurements to assess the relationship
between the two.
To be able to model anisotropic effects on a shear wave, its medium’s elastic properties must be calculated.
Hudson [1981] provides first-order relationships between crack density (𝜖) and the stiffness tensor (Cijkl) for
a rock with an aligned set of circular cracks. These are valid at dilute crack concentrations (𝜖 ≪ 1). They
are characterized by the isotropic stiffness tensor, Ciso, defined by the rock’s Lamé parameters, modified by
some constant, Can, such that
Cijkl = Ciso + Can (1)
Due to its symmetry, the fourth-order elastic tensor can be defined as a second-order tensor (see
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where 𝜆 and 𝜇 are the Lamé parameters of the medium, and 𝜖 is crack density, or Na3, with N being the
number density of cracks and a being the mean crack radius. For fluid-filled cracks a different formulation
for the Can matrix is derived based on a model in which shear traction on the crack is zero and there is only






(𝜖)𝜇 𝜆 + 2𝜇
3𝜆 + 4𝜇
Cijkl can then be calculated for a given 𝜖 using Lameé parameters derived from seismic velocity and density
data. A number of models are created in which different values of 𝜖, which are constant throughout the
model space, are used.
Finally, we incorporate stress magnitude and orientation into the determination of the medium’s elastic
properties using the analytical relationship developed by Gurevich et al. [2011]. This differs from Hudson’s
method by calculating the perturbation from the isotropic rock state using stress magnitude as a scaling
factor. It is assumed that all cracks are identical and can be described by their area and the ratio between
their normal and tangential excess crack compliance. In this case, the underlying framework of determining
crack-induced elastic anisotropy is the noninteractive approximation made by Sayers and Kachang [1995],
which is based on the assumption that there are no stress interactions between cracks. The accuracy of this
approximation holds only if the positions of the cracks are random, as the presence of cracks in some pattern
of alignment will have an overall effect on the average stress field. The change in compliance due to the
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where BrN is the normal and B
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T the shear crack compliance term for the rth crack in volume V, n
r
i is the ith
component of the rth crack normal, and Sr is the crack area.
Gurevich et al. [2011] express the dependence of tensors 𝛼ij and 𝛽ijkl as a function of stress using the
following relationship between stress and specific crack area, s = ΣAr∕V , at a given orientation:
s = s0 exp(𝜎n∕Pc) (3)
where s0 is the specific area of all cracks before any stress is applied, 𝜎n is the normal stress traction acting on
the crack surface, and Pc is some characteristic pressure at which cracks will close. Substituting this relation-
ship into formulation for tensors 𝛼ij and 𝛽ijkl gives solutions that provide the stress-dependent compliance
tensor, Sijkl . This tensor, containing five independent coefficients and thus having hexagonal symmetry,
can be calculated using the isotropic rock compliance, the stress state, and the crack compliances. The
corresponding stiffness tensor is the inverse of the compliance tensor.
There are several assumptions that have been made e motions by Gurevich et al. [2011]:
1. The rock is assumed be rheologically elastic, an assumption also used by the stress model. This assump-
tion is more problematic when considering volcanic processes, as rocks surrounding magma chambers
will undergo a degree of thermomechanical weakening, and studies have found that taking a viscoelastic
approach to modeling rheology can significantly reduce the magma chamber pressures needed to match
ground deformation when compared to elastic models [e.g., Newman et al., 2006; Del Negro et al., 2009].
Stress may also cause failure in rocks, and even in low stress conditions heterogeneities may serve to con-
centrate stress and produce local cracking. However, since the volcanic source mechanics are previously
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determined inputs in this model, viscoelastic effects on the rock anisotropy due to thermomechanical
weakening will be confined to raypaths that pass nearby the magma source. Otherwise, assuming an
elastic rheology is considered applicable to well-consolidated rocks when applied stresses, particularly
deviatoric stresses, are small (below 10 to 30 MPa) [Gurevich et al., 2011].
2. The sole cause of anisotropy in the rock is assumed to be stress-aligned microcracks, meaning an
unstressed rock would be isotropic. This neglects other forms of anisotropy, such as bedding planes, frac-
tures, and mineral fabric. However, the aim of this model is to investigate how volcanic stresses would
affect shear wave splitting, so model-observation variations consistent with structural effects will still
provide useful data.
3. Due to the use of the noninteractive approximation of Sayers and Kachang [1995], the cracks are assumed
to be sufficiently sparse so that the overall rock compliance is simply a sum of the effects of individual
cracks, disregarding any stress interaction between cracks. The analysis done by Grechka and Kachang
[2006] shows that this is satisfactory for a range of irregular and intersecting approximately flat cracks up
to substantial crack densities of at least 𝜖 = 0.15.
4. The cracks are assumed to be dry, in the sense that there is no hydraulic interconnectivity between them.
Changing the compliance ratio of the cracks would effectively simulate having water, oil, or any fluid other
than air as crack fillers, but any interaction between the cracks must be excluded. This is a strong assump-
tion to make in volcanic regions such as Asama, due to a prevalence of hydrothermal systems at volcanoes
[Aizawa et al., 2008] and a high water table in the Asama region [Kazama and Okubo, 2009]. This is perhaps
the most significant of the assumptions, as microscale fluid flow between cracks is expected to modify the
effect of small differential stress on overall anisotropy [Zatsepin and Crampin, 1997].
5. The exponential expression for specific crack area (s, see equation (5)) is simplified to a linear relation-
ship [see Gurevich et al., 2011]. This assumption has the effect of limiting the model accuracy to stresses
that are small compared to the crack closing pressure. In our models, we approached this by setting max-
imum compressive stress to the crack closing pressure in the equations for calculating rock anisotropy
for model blocks where the stress exceeds the closing pressure, in order to avoid a breakdown in the
linear approximation.
2.4. Determining Shear Wave Splitting Parameters
In order to find the shear wave splitting parameters of a ray path, the incremental anisotropic effects on
the seismogram for paths through each block that the ray travels through was calculated. Then the method
of Silver and Chan [1991] was applied to calculate the splitting parameters from the predicted seismogram
at the receiver. We adopted the method of calculating shear phase particle motions used by Fischer et al.
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Christoffel matrix are related to the anisotropic velocity and polarization properties of the wave. Given that
𝜆1 > 𝜆2 > 𝜆3, the fast shear wave component velocity, Vf = (𝜆2)
1
2 , and the slow component velocity,
Vs = (𝜆3)
1
2 , with the corresponding eigenvectors giving the respective polarization directions. The time
shift accrued for each ray segment, 𝛿tn, is equal to L(V−1s − V
−1
f
), where L is the segment length, and the fast
direction, 𝜙n, is the fast polarization direction eigenvector orthogonal to the raypath. The resulting particle



















SHELLEY ET AL. ©2014. American Geophysical Union. All Rights Reserved. 4274
Journal of Geophysical Research: Solid Earth 10.1002/2013JB010817
The splitting parameters that best fit the ray path are those that, when applied to the split wave,
return the most linear motion. This is achieved by finding the 𝜙 and 𝛿t values that produce the most
singular covariance matrix (which is attained when the matrix has only one nonzero eigenvalue) [Silver and
Chan, 1991].
The initial particle motion that propagated through the model, u0, is a simple sine wavelet. The most com-
mon frequency window used for the crustal splitting analysis done at Asama by Savage et al. [2010] had
a high pass of 3 Hz for local events (depth < 2.2 km below sea level) and around 1 Hz for regional events
(depths between 40 and 156 km). We chose a wavelet with a frequency of 1 Hz to use in the model in
order to represent a frequency found in the majority of frequency windows, while giving the wavelet an
acceptable sample width (1000) for analysis.
Abt and Fischer [2008] performed a comparison between this particle perturbation method of calculating
splitting parameters with calculations made using full synthetic waveforms generated using a pseu-
dospectral approach. They considered a vertical boundary between two volumes with different anisotropic
properties, finding that in the full-waveform case, interaction of the wave front with the boundary results
in an observed difference in splitting measurements from the simple perturbation method, arising from
waveform distortion and possible ray bending. These effects are most pronounced with large contrasts in
effective velocity. This may present a problem for stress model examples where the size of a stress perturba-
tion is comparable to the grid size, as large changes in stress orientation and, to a lesser degree, magnitude
may be expected; however, since the modeled stress field expresses incremental spatial variations, these
effects will diminish with higher block resolutions.
2.5. Volcanic Stress at Mount Asama
Mount Asama is an active andesitic volcano situated in central Japan at which numerous vulcanian erup-
tions occurred at the summit crater during the first half of the twentieth century (1910–1960), the frequency
of which decreased after 1940. In the second half of the last century eruptions were more infrequent, cul-
minating in a moderately large (volcanic explosivity index of 2) eruption in 2004 and minor eruptions in
August 2008 and February 2009 [Takeo et al., 2006; Savage et al., 2010; Murase et al., 2007; Nagaoka et
al., 2010]. The 2004 and subsequent eruptions have been well monitored and documented with both
seismic and geodetic data, allowing the various magmatic sources to be determined [Takagi et al., 2005;
Takeo et al., 2006]. This forms the basis for a first-order constraint on the volcanic stress to be used in the
forward model.
In order to model the contribution to the stress field from processes associated with volcanism for input
into the forward model, a priori knowledge of the magma plumbing system is required. The 2004 erup-
tion at Mount Asama was accompanied by surface deformation and seismicity that has been used to infer
a likely magma supply path beneath Asama [Takagi et al., 2005; Takeo et al., 2006]. Using geodetic and seis-
mic data, Takeo et al. [2006] proposed that between June 2004 and March 2005, 6.8 × 106 m3 of magma was
intruded into a near-vertical dyke system trending broadly E-W and extending from 3 km to 5.1 km below
sea level. This dyke model has subsequently been imaged as part of a zone of high seismic velocity that sig-
nifies repeated past dyke intrusion and cooling [Aoki et al., 2009]. In the final models used in the anisotropy
modeling we use the dyke inflation parameters found by Takeo et al. [2006] and later corroborated by Aoki
et al. [2013]. It is worth noting that Takagi et al. [2005] and Takeo et al. [2006] both include two small magma
reservoirs along the magma ascent path; however, we found that their stress contribution had little effect
on the regional stress conditions with respect to the dyke stress contribution. Noninclusion of these reser-
voirs, located at 1.5 and 2.2 km below sea level [Takagi et al., 2005], means that raypaths traveling close to
the caldera of Asama may be poorly modeled.
2.6. Regional Stress
Any consideration of stress-induced anisotropy would be incomplete without the inclusion of the effects of
the regional stress field. In this paper, the regional stress field will refer to the combined effects of confin-
ing pressure and tectonic forces. We assume the regional stress to be constant through time, in contrast to
the stress field exerted by the volcano. Interaction between regional stress and local stresses from magma
emplacement is a central theme in interpreting seismic anisotropy changes during volcanic eruptions [e.g.,
Gerst and Savage, 2004; Johnson et al., 2011]. Roman and Heron [2007] studied the link between the distri-
bution of volcano-tectonic earthquakes (VT) and Coulomb stress modeling of dyke inflation, finding that VT
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Table 2. Elastic Properties for Rocks With Dry and
Wet-Filled Cracks Given by Crampin [1985]a
Dry Cracks
c1111 = 51.546 c2222 = 83.477 c3333 = 83.477
c1122 = 17.175 c2233 = 25.155 c3311 = 17.175
c1212 = 23.240 c2323 = 29.161 c3131 = 23.240
Saturated Cracks
c1111 = 87.464 c2222 = 87.464 c3333 = 87.464
c1122 = 29.142 c2233 = 29.142 c3311 = 29.142
c1212 = 23.240 c2323 = 29.161 c3131 = 23.240
aValues are shown in GPa.
seismicity patterns are controlled by the regional
stress regime and strength. They show that VT seis-
micity models for a dyke being emplaced in weakly
and strongly deviatoric regional stress conditions fit
well with VT data for eruptions at Mount Usu and
Miyake-jima volcanoes (both situated in Japan),
respectively, as suited by their tectonic setting.
Confining pressures increase with depth due to
lithostatic overburden [Turcotte and Schubert, 2002].
Increasing isotropic pressure will influence microc-
racks equally regardless of the orientation and thus
would not be expected to affect the overall rock
anisotropy. This notion is consistent with the analyt-
ical stress-anisotropy relationship used in this paper. However, increased crack closure at higher lithostatic
pressures means that intrinsic lattice preferred orientations (LPO) will begin to dominate the elastic prop-
erties of the rock mass [Ji et al., 2013]. At the point at which microcracks and other discontinuities have
been closed, seismic anisotropy must be assumed to arise from a rock’s LPO. In essence, due to the rela-
tionship between depth and lithostatic pressure mentioned above, this means that a maximum depth,
below which anisotropy cannot be attributed to the current state of stress, can be estimated. Assuming a
crustal density of 2900 kg m−3 gives a depth of 1.75 km for crack closing pressures of 50 MPa [Gurevich et
al., 2011] and 3.5–7.0 km for crack closing pressures of 100–200 MPa [Christensen, 1996]. Pressure gradients
can be up to 2 times steeper in regions influenced by horizontal tectonic stresses in the upper lithosphere,
or by flexurally induced vertical loading in the lower lithosphere, resulting in a smaller maximum depth at
which these pressures are reached [Petrini and Podladchikov, 2000]. The presence of an incompressible or
near-incompressible fluid (such as water) that is confined to the microcracks would significantly increase the
pressures at which the cracks would stay open [Zatsepin and Crampin, 1997].
In addition to confining pressure from rock overburden, there will be a component of differential stress
exerted by tectonic forces. Folding and thrust belts demonstrate the historic presence of a differential stress
field, and the occurrence of earthquakes is evidence of the ongoing existence of differential stresses, the
configuration of which determines the mode of failure and faulting in geologic materials [Anderson, 1951].
Following the “Wallace-Bolt” hypothesis (i.e., fault slip occurs in the direction of maximum resolved shear
traction, [McKenzie, 1969]), the orientation of the principal stress axes can be retrieved from the earth-
quake fault plane solutions. Townend and Zoback [2006] calculated principal stress orientations and a
measure of their relative magnitudes in central Japan by inverting focal mechanisms for earthquake clusters
(see Figure 2).





where 𝜎1, 𝜎2, and 𝜎3 are the three principal stresses. Values of 𝜙 approaching zero are indicative of stress
conditions, where 𝜎2 = 𝜎3 and 𝜎1 ≫ 𝜎2, 𝜎3. As stress becomes isotropic, 𝜙 will reach unity.
The nearest maximum horizontal stress directions (𝜎Hmax) calculated near Asama lie to the west of the
caldera. Directions lie roughly parallel to the strike of the dyke (N64◦W) between N58◦W and N84◦W. Val-
ues for 𝜎Hmax calculated from deeper clusters of earthquakes (8 km), which are all situated northwest of the
caldera, trend slightly more east-west than the 𝜎Hmax value calculated from shallower earthquakes, which
trends more northwest-southeast. The stress regime in the area is mainly strike-slip, with one measure-
ment exhibiting a reverse stress regime. According to the Andersonian theory of faulting, having strike-slip
and reverse stress regimes in proximity could be an indication of 𝜎2 and 𝜎3 being roughly equivalent, since
the transition between the regimes represents an inversion between the two. The closest measurement to
Asama has a 𝜙 of 0.0779 [Townend and Zoback, 2006], which reinforces this hypothesis. The mean value of 𝜙
for measurements by Townend and Zoback in the region shown in Figure 2 is ∼0.25.
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Figure 3. Ray path configuration used in the test cases. All ray paths have a
length of 20 km and are positioned to have straight-line surface incidence
angles at 15◦ intervals from 0◦ to 75◦ at back azimuths in 30◦ intervals. The
surface of the model is at 4 km.
3. Results
3.1. Anisotropy Model Testing
We tested the forward model by using
effective elastic constants for both dry
and fluid-filled cracked media given
by Crampin [1985] (shown in Table 2)
as a benchmark. To do this, an arbi-
trary ray path configuration with a
range of event-station azimuths and
incidence angles was created (see
Figure 3).
In each case, there is a set of cracks
dipping vertically, striking east-west.
The forward model was configured to
assign the same elastic constants to
every model block. As can be seen in
Figure 4, the forward model was able
to faithfully recreate the results that
Crampin made in 1985. Similar tests
were done with the stiffness matrix rotated in order to represent cracks with planes parallel to the horizontal.
They display a tangential arrangement of polarizations with delay times increasing with larger incidence
angles for dry cracks and a more complex pattern for saturated cracks showing a polarization flip between
radial directions at low incidence angles and tangential directions for rays that are more steeply inclined to
the plane of the cracks.
In order to produce a comparable forward model using the stress-induced anisotropy calculations, a 50 km
by 50 km by 34 km model space was created with a uniaxial stress of 12.5 MPa oriented east-west. As before,
a range of equidistant event/station pairs were used in order to observe the splitting effects in a range of
azimuths and incidence angles. As can be seen in Figure 5, the results are the same morphologically as the
dry cracks shown in Figure 4, except that fast directions are rotated toward the tangential near the North
and South Poles. As the derivation of the stiffness matrix for Figure 5 is based on the assumption that the
Figure 4. Equal-area stereographs showing shear wave polarizations and delay times for dry cracks and cracks saturated
with a liquid. (a) Original results from Crampin [1985], with (left) delay time contours with a north-south section plotted
and (right) horizontal polarizations plotted as solid lines. (b) Results from the model using the same elastic configuration.
Fast shear wave polarizations are plotted, with the size of each line representing the relative delay time.
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Figure 5. Equal-area stereograph show-
ing model results for a model that has
had 1 cm of shortening applied in the
east-west direction. The parameters used
in calculating the elastic properties of the
subsurface were Zto = 0.024 GPa−1, B =
1.76, crack closing pressure Pc = 19.2 MPa,
𝜇 = 20 GPa, and K = 50 GPa.
cracks are dry and noninteractive, we expect the observed similar-
ities in comparative delay times and fast directions for this raypath
configuration.
3.2. Stress Model Analysis
In order to investigate any relationship between ray path, dyke
stress, and shear wave splitting, we calculated stress models
derived from the known dyke and material properties at Mount
Asama and compared the dyke stress along various event ray-
paths to the respective shear wave splitting measurements. Dyke
stresses were considered independently of gravitational and tec-
tonic forces, since in this case we are exclusively assessing the
relative change of stress rather than the absolute degree of shear
wave splitting along a ray path. This type of analysis can be done
on events occurring deeper than the base of the model without
the need for assumptions to be made about shear wave split-
ting accrued before the ray’s entrance into the model space. Data
from Savage et al. [2010] were analyzed in this way. Here we show
results from 32 regional events measured at station AVO between
January 2004 and December 2005 and 35 local events that
occurred between June 2004 and February 2005. In particular, we discuss results from AVO due to the orig-
inal study observing a high degree of correlation between splitting measurements made there over time
and ground deformation over the period spanning the eruption.
Stresses for a dyke opening model alone were unrealistically large, as high as 100 MPa at the dyke edges.
Such high stresses are an artifact of the application of a uniform opening on the dyke plane in the model.
Figure 6 shows the extent of the stress magnitudes, which decrease quickly with distance from the dyke face
to roughly 10 MPa at less than 1 km from the dyke. Elastic parameters for the model were determined from
the seismic velocity model of Aoki et al. [2009]. Results for regional events recorded at AVO and local events
show no correlation between the dyke stress felt along the raypath and delay time. At station AVO, the
strongest dyke stress conditions for the majority of the raypaths were felt at the depth of the dyke, between
3 and 5 km deep. Results for regional events arriving at AVO (see Figure 6) experience maximum compres-
sive dyke stresses of 1.0–1.1 MPa, and local raypaths (see Figure 7) experience similar maximum compressive
dyke stresses of 0.9–1.1 MPa.
Dyke stresses were added to regional stress backgrounds during the stress model regridding process. In
each case, the regional stress followed a one-dimensional relationship with depth. Isotropic stress increases
with depth (where we assumed a constant density of 3000 kg m−3 in the relationship), as does deviatoric
stresses with 𝜎1 and 𝜎3 being 2.5%, 5%, and 10% higher and lower, respectively, than 𝜎2. In each case, 𝜎2 was
Figure 6. Stress model results showing maximum stress magnitudes created by the dyke associated with the 2004 erup-
tion of Mount Asama, Japan, in a horizontal cross section 1 km below sea level. Also shown are incoming rays at station
AVO for events occurring in 2004. Earthquake depths range from 61 to 366 km.
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Figure 7. Local data set for shallow earthquakes at Mount Asama. All earthquakes occurred between 1 May 2004 and 1
February 2005.
set by the same 𝜌gh relationship as in the isotropic case. Figure 8 shows results indicating the ratio between
magnitude of the deviatoric stress and the overall stress (Δ𝜎∕P). Generally, this was small at all depths apart
from cells in close proximity to the dyke edges. For larger deviatoric stresses (20%), Δ𝜎∕P near the dyke face
is actually lower than in the surrounding region, as the outward pressure directly counteracts the regional
stress (see Figure 8c).
Figure 8. Stress model results showing the ratio between deviatoric stress magnitude (Δ𝜎) and pressure (P) 1 km below
sea level. The deviatoric stress magnitude is calculated as the difference between the maximum compressive stress
magnitude and the average principal stress magnitude. (a) Effect of dyke expansion in a lithostatic stress regime, (b) a
strike-slip stress regime where 𝜎1 is 5% greater than 𝜎3, and (c) a strike-slip regime where 𝜎1 is 10% greater than 𝜎3.
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Figure 9. Chart showing root mean square errors between modeled and real shear wave splitting measurements from
local events at Mount Asama, comparing solutions at different crack densities (𝜖) for Hudson’s fluid-filled and dry crack
calculations. The stress models used have increasing pressure with depth, according to 𝜌gz, with a regional stress with a
differential value of 5% of the background pressure.
3.3. Elastic Tensor
The elastic tensor of each block is the governing parameter for seismic velocity and therefore central to the
results taken from this modeling. Taking the calculations from Hudson [1981] for both dry and fluid-filled
cracks, synthetic splitting measurements were calculated for a range of crack densities and stress mod-
els. For the stress model, dyke stresses were added to regional stress backgrounds during the stress model
regridding process, as discussed in section 3.2.
We tested the effects of using various forward models incorporating Hudson’s elastic parameters on the
data set of 35 local events, comprising 86 individual station-event pairs (see Figure 7). Results for both dry
and fluid-filled crack models show that synthetic fast directions were poorly aligned with measurements
regardless of 𝜖, with a mean model-measurement misfit of 45–55◦ (see Figure 9). Increasing crack density
made little impact on fast direction, as the orientation of anisotropy is consistent while using the same stress
model. Savage et al. [2010] found misfits of 38–52◦ in a simple comparison between the measurements
and stress directions found from Coulomb stress modeling of the dyke, as well as the two inflating magma
chambers of Takagi et al. [2005]. Here delay times were best modeled with 𝜖 values of 0.04–0.08, depending
on the stress model used and whether dry or fluid-filled crack equations were employed. For the best fit-
ting models the root mean square error of delay times was around 0.1 s, similar to the mean measured delay
time for the events (see Figure 9). As this approach assumes a constant crack density throughout the model,
we found that there was a broad correlation between length of raypath and modeled delay times. Such a
correlation, however, is not present in the measured data.





|x1i − x2i |
N
(7)
where i is each individual measurement. Mean angular differences in fast direction between models having
a regional stress where 𝜎1 was 5% larger than 𝜎3 (the smallest modeled) with and without the dyke added
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Figure 10. A comparison of mean differences between modeled results. Red squares represent two models with a 5%
differential regional stress with and without an inflating dyke, and blue circles represent two models with an inflating
dyke with and without the background stress. Results show that the presence of the differential regional stress is much
more influential on fast directions than the dyke.
were between 5 and 10◦, depending on the crack density used. In comparison, mean differences between
two models both containing a dyke, with one having the differential regional stress as before and one with-
out were 58–70◦ (see Figure 10). This indicates that for these events, the inclusion of the differential regional
stresses used is more significant than the dyke itself. For the larger differential regional stress used, at 20%,
mean differences between models with and without a dyke were <5◦.
We also tested models using the analytical relationship between stress and anisotropy discussed in
section 2.5, taking into account stress orientation and magnitude. Modeled delay times were invariably sig-
nificantly smaller than those measured (see Figure 11). This was due to a combination of short path lengths
through a weakly anisotropic medium as well as stresses exceeding the theoretical crack closure pressure
at relatively shallow depths. In the case of a nonisotropic background stress, modeled fast directions were
dominated by the regional stress direction. Figures 12a and 12b show comparisons between models with
and without dykes. Generally, differences between models were negligible for all regional stress consid-
erations that were modeled. Results are quantized to intervals of 0.001 s due to that being the sampling
Figure 11. Measured and modeled results from local earthquakes at Mount Asama that occurred around the 2004 erup-
tion. Synthetic results, taken from a model with a tangential crack compliance value of 0.024 GPa−1 and a ZT0/ZN0 ratio
of 1.76 in a model with a dyke situated within a regional stress field where 𝜎1 is 5% greater than 𝜎3, were distributed
near the regional stress direction (W70N) and had significantly smaller delay times than those measured.
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Figure 12. Model result comparisons. (a and b) Comparisons of synthetic measurements between models with and with-
out a dyke for regional stress fields where 𝜎1 is 5% and 20% greater than 𝜎3, respectively. Tangential crack compliance in
both plots is 0.024 GPa−1. (c) Effect of increasing tangential crack compliance from 0.024 GPa−1 to 0.4 GPa−1. Results are
slightly offset for visual clarity. In each plot, data sets are offset by 0.1 ms for clarity.
frequency of the synthetic wave. The measured average of the data set was 0.10 s, and we consider delays
to be significant only if they exceed 0.01 s, which is 1 order of magnitude greater than the model sampling
frequency of 0.001 s, as well as being double the average standard error for the original. Figure 12c shows
the model sensitivity to crack compliance; in all results shown in Figure 12, a normal-to-tangential crack
compliance ratio of 1.76 was used and increasing tangential crack compliance results in greater modeled
delay times.
The model was unable to account for the degree of anisotropy measured by stations at Asama. Local ray-
paths are of lengths between 0.6 and 5.2 km, with measured anisotropy values up to 0.4 s, averaging 0.11 s.
The same raypaths gave an average of 0.0012 s in models with a tangential crack compliance of 0.024 GPa−1
(Figure 11). The average strength of anisotropy given by Savage et al. [2010], calculated as the fractional
velocity ratio ((v1 − v2)∕v1, v1, and v2 being the fast and slow shear wave velocities, respectively), is 6%.
Making the cracks significantly less stiff than those modeled by Gurevich et al. [2011] in order to test model
sensitivity (using a tangential compliance value of 0.4 GPa−1) results in an increase in delay times; however,
no delays exceeded 0.015 s. With the analytic solution for anisotropy used here, we find that highly devia-
toric stress conditions are needed to produce such significant anisotropy. Using the test model parameters
used to find the results of Figure 5 (tangential crack compliance of 0.024 GPa−1 and a compliance ratio of
1.76), the maximum velocity ratio for a uniaxial stress of 12.5 MPa was 3.1%, with nonuniaxial stresses being
significantly lower.
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4. Discussion
Using Hudson’s calculations to derive elastic tensors gave the best fitting results at crack densities very sim-
ilar to that found by Savage et al. [2010] from local earthquakes (4.4 × 10−2). Errors between the model and
measurements were relatively large; however, the mean delay times were similar for models at the above
crack density. We observe that the modeled fast direction RMS misfits are in the region of 10◦ larger than
misfits found by the original study using comparisons between Coulomb modeling and fast directions.
The same forward models also displayed more sensitivity to regional stresses than to inclusion of the dyke
itself. This suggests that accurately defining the background stress conditions is an important step to a more
comprehensive understanding of the interaction between volcanic stresses and anisotropy.
In models using the full analytic solution for dry crack anisotropy, modeled delay times were extremely low
in comparison to measurements. Using a dry crack model such as this will necessarily underestimate the
degree of anisotropy because lower stress conditions are needed to close an air-filled void than to close
voids saturated with fluids which are near incompressible (i.e., water). This is due to Sayers and Kachang’s
[1995] original formulae for brittle rock anisotropy making an approximation that assumes a high normal
crack compliance. If the cracks are filled with a fluid and there is microscale fluid flow between them, this
could have strong implications for modeling stress-induced anisotropy. Wave-induced flow between cracks
will affect dispersion and attenuation [Chapman et al., 2002; Gurevich et al., 2010], as well as anisotropy
[Collet and Gurevich, 2013]. On a longer time scale, this fluid flow may create conditions in which relatively
small levels of differential stress can produce significant changes in anisotropy. This was concluded by
Zatsepin and Crampin [1997], who posit that hydraulically isolated sets of fluid-filled cracks may exist to
depths of many kilometers. Our models show that variations in anisotropy around volcanoes as dyke
stresses quickly become small compared to expected lithostatic pressure, with or without a regional stress
(see Figure 7). Thus, if stress-induced anisotropy caused the measured changes at Asama [Savage et al.,
2010], then hydraulic interaction between cracks is likely to have occurred. A small differential stress, when
applied to such a system, will produce a pressure gradient along which fluid migration can occur from cracks
oriented perpendicularly to maximum compressive stress to those aligned otherwise. This results in excess
pore fluid pressure within the crack that is dependent on differential stress and the relative orientation of the
crack [Zatsepin and Crampin, 1997]. If the fluid is near incompressible, the total crack volume in the medium
will not be significantly changed. Fluid under pressure entrained in cracks at depth will also prevent their
closure despite increasing lithostatic pressure, provided no upward macroscale fluid diffusion can occur.
The above consideration is approximated by the approach using Hudson’s formulations for fluid-filled
cracks, as strength of anisotropy does not depend on differential stress magnitudes. However, it is unlikely
that the strength of anisotropy is constant and, as evidenced by the unsatisfactory model fit, that it is
entirely controlled by principal stress orientation. Strength of anisotropy may be strongly affected by the
lithology and formation and deformation history of the rock, as well as other features such as other stress
sources, fractures, mineral fabrics, and rock unit interfaces.
4.1. Considerations for Future Work
A logical development to this method is to use measurements made outside a volcano’s active period to
invert for anisotropic structure (using methods such as that of Abt and Fischer [2008] or Wookey [2012] and
then applying a model such as Hudson’s [1981) or the APE model of Zatsepin and Crampin [1997] to find
properties of the rock mass (e.g., crack density) from that. Providing a “background” model of anisotropy in
this way could be key to setting a benchmark from which subsequent measurements can be compared. This
would potentially not only provide more robustness in using shear wave splitting as an eruption-forecasting
tool but also help to elucidate the source of temporally changing anisotropy as changes would be relative
to what we already believe to be present. This is most important when attempting to interpret changes in
measured anisotropy, especially when trying to forecast volcanic activity as data may be sparse.
As volcanic eruptions are often accompanied by changes to the spatial distribution and intensity of the vol-
canic hydrothermal system, changing fluid properties (both physical and chemical) could be a mechanism
for dynamic anisotropy conditions associated with volcanic activity. Fluid flow and gas emission are very
much affected by thermal conditions and subsurface permeability, in addition to changing stress proper-
ties. Studies on the stress-dependent compliance properties of volcanic rocks would be useful to investigate
these effects. Detecting such changes can feasibly be done with seismic methods; Vp∕Vs can be a proxy
for fluid or gas saturation [Wang et al., 2012]. Johnson and Poland [2013] identified changes in shear wave
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splitting measurements and Vp∕Vs at Mount Kı̄lauea associated with degassing of SO2 rather than changes
in stress. Angerer et al. [2002], using the anisotropic poro-elastic (APE) model of Zatsepin and Crampin [1997],
studied the effect of changing fluid pressure on crack content, seismic velocity, and anisotropy of a dolomite
reservoir, finding S wave anisotropy changes of 5.8% after injection of high-pressure CO2, as well as a 90
◦ flip
in fast polarization to become stress-perpendicular.
Changes in anisotropy not due to stress changes should also be addressed. Dynamic changes of mate-
rial filling cracks, and therefore their elastic properties, were not modeled here, although they may have a
substantial effect on resultant anisotropy through the influences explained above. The aforementioned ana-
lytical solution only considers the bulk and shear moduli of the intact, isotropic rock. Naturally, the effective
bulk and shear moduli of the resulting anisotropic material are changed depending on the distribution of
open cracks. The solution for the anisotropic term in the stiffness tensor is factored by radial and tangential
crack compliances; however, the ratio between these compliances is poorly defined. Gurevich et al. [2011]
give the ratio BN∕BT = 1.76 as found from fitting the rock physics model outlined in Angus et al. [2009] to
results from tests made on a sample of Barre Granite. The same study by Angus et al. [2009] applied their fit-
ting method to data on sedimentary rocks, finding that compliance ratios range between 0.0 and 2.0 and
cluster around 0.6. In addition to microscale fluid flow, the contents of the microcracks are expected to alter
BN∕BT , as the change in compressibility of the fluid or gas in the crack will have a disproportionate effect of
the normal compliance over the tangential compliance. Sayers and Han [2002] and especially Angus et al.
[2012], while studying sedimentary rocks, find that ratios in dry samples and saturated samples are indeed
different. Angus et al. [2012] showed that crack saturation had the effect of tightly clustering ratios around
0.5, in comparison to dry samples that showed ratios distributed between 0.4 and 2.0. There is also the
issue of the crack compliance value itself, which can significantly affect model results (see Figure 12). These
complications present a challenge when attempting to model complex anisotropic systems.
Finally, we have modeled the dyke emplacement using an elastic finite element method, which offers bet-
ter control over the model space (i.e., the geometry of the dyke interface and surface topography) than
Coulomb stress modeling. As already mentioned, viscoelastic deformation near the magma pathway would
likely increase the needed pressure to produce the observed surface deformation. The converse of this is
that viscoelastic deformation in an aureole around the dyke will act to reduce the magnitude of the static
stress field. Currently it is difficult to quantify the combined effect on anisotropy of both stress and viscoelas-
tic deformation. Furthermore, during the dyke emplacement process the stress state will evolve in a different
way to modeling whole-dyke inflation, as has been done in our method. As a dyke is emplaced, magma
overpressure is greatest at the edge that is propagating through country rock, producing large, localized
stress magnitudes [Taisne et al., 2011], which may significantly alter the stress profile of the region.
5. Conclusion
We have developed a method for three-dimensional modeling of shear wave splitting in the crust and
applied this model to the 2004 eruption at Mount Asama, Japan, in order to investigate the link between
the crack closure model of stress-induced anisotropy and observed measurements. Results showed that
dyke stresses are small relative to overall stress conditions expected from the rock overburden at depth.
We found that applying both a simplistic measure of crack anisotropy and an analytic dry crack anisotropy
relationship that takes into account the stress state produced variations in both strength and orientation
of anisotropy smaller than those observed during the eruption. We also observe that for the dyke to have
a significant effect on the anisotropy, the deviatoric regional stress must be small with the magnitude of
𝜎1 being less than 5% greater than 𝜎3. However, the dynamic rupture process of the dyke during its ascent
will concentrate stress at the edge of propagation due to magma accumulation, meaning that we may be
underestimating dyke stresses during emplacement. From these findings we conclude that dry crack clo-
sure due to dyke-induced stress changes is not a candidate for changing anisotropy conditions. This would
suggest a number of possible alternatives, given that the possibility that changes in splitting measurements
represent spatial heterogeneity in anisotropy was addressed by Savage et al. [2010]. The process for creat-
ing anisotropy may be different from the one used in the model; for example, the APE model of Zatsepin
and Crampin [1997], where very small changes in the deviatoric stress component can produce relatively
large changes in crack anisotropy, could be applicable. Alternatively, there may be a process associated with
the volcanism that changes the crack properties themselves, in terms of either their distribution or overall
contribution to anisotropy such as changing properties in fluid or gas pressure and saturation.
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How stress-induced anisotropy is determined for in situ rocks is important considering that the response of
anisotropy to stress is dependent on lithology, crack density, and fluid saturation. As the crust is heteroge-
neous at scales down to a meter or less, building a complete model of how anisotropy is sampled by shear
waves is a difficult task. In modeling a dynamic system, however, we can investigate singular processes that
changing anisotropic conditions may be attributed to. We suggest this approach should be developed to
produce an anisotropic benchmark, with the use of a data inversion technique, on top of which measured
changes can be compared and their source better constrained.
Appendix A: Writing the Cijkl Tensor in the Second Order
The Cijkl , or elastic, tensor defines the general form of Hooke’s law relating stress to strain, i.e.,
𝜎ij = Cijkl𝜖kl
The symmetries of both the stress and strain tensor allow the i and j, and the k and l indices to be freely
swapped. Furthermore, the two index pairs (i, j) and (k, l) can be swapped due to the existence of a quadratic
strain energy density function [Babuška and Cara, 1991]. Thus, the number of independent elastic coeffi-
cients for an anisotropic medium can be reduced to 21 and denoted with the use of a 6 × 6 matrix, Cij . The
relation between Cij and cijkl is as follows:
Cij =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
c1111 c1122 c1133 c1123 c1113 c1112
c2211 c2222 c2233 c2223 c2213 c2212
c3311 c3322 c3333 c3323 c3313 c3312
c2311 c2322 c2333 c2323 c2313 c2312
c1311 c1322 c1333 c1323 c1313 c1312
c1211 c1222 c1233 c1223 c1213 c1212
⎤⎥⎥⎥⎥⎥⎥⎥⎦
For a more in depth discussion, see Babuška and Cara [1991].
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