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Abstract
Rank correlations have found many innovative applications in the last decade. In particu-
lar, suitable versions of rank correlations have been used for consistent tests of independence
between pairs of random variables. The use of ranks is especially appealing for continuous data
as tests become distribution-free. However, the traditional concept of ranks relies on ordering
data and is, thus, tied to univariate observations. As a result it has long remained unclear how
one may construct distribution-free yet consistent tests of independence between multivariate
random vectors. This is the problem we address in this paper, in which we lay out a general
framework for designing dependence measures that give tests of multivariate independence that
are not only consistent and distribution-free but which we also prove to be statistically efficient.
Our framework leverages the recently introduced concept of center-outward ranks and signs, a
multivariate generalization of traditional ranks, and adopts a common standard form for de-
pendence measures that encompasses many popular measures from the literature. In a unified
study, we derive a general asymptotic representation of center-outward test statistics under in-
dependence, extending to the multivariate setting the classical Hájek asymptotic representation
results. This representation permits a direct calculation of limiting null distributions for the
proposed test statistics. Moreover, it facilitates a local power analysis that provides strong sup-
port for the center-outward approach to multivariate ranks by establishing, for the first time,
the rate-optimality of center-outward tests within families of Konijn alternatives.
Keywords: Multivariate ranks and signs, center-outward ranks and signs, multivariate depen-
dence measure, independence test, Hájek representation, Le Cam’s third lemma.
1 Introduction
Quantifying the dependence between two variables and testing for their independence are among
the oldest and most fundamental problems of statistical inference. The (marginal) distributions of
the two variables under study, in that context, typically play the role of nuisances, and the need for
a nonparametric approach naturally leads, when they are univariate, to distribution-free methods
based on their ranks. This paper is dealing with the multivariate extension of that approach.
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1.1 Measuring and testing for dependence
Consider two absolutely continuous random vectors X1 and X2, with values in Rd1 and Rd2 ,
respectively. The problems of measuring the dependence between X1 and X2 and testing their
independence when d1 = d2 = 1 (call this the univariate case) have a long history that goes back
more than a century ago (Pearson, 1895; Spearman, 1904). The same problem when d1 and d2
are possibly unequal and larger than one (the multivariate case) is of equal practical interest but
also more challenging. Following early attempts (Wilks, 1935), a large literature has emerged, with
renewed interest in recent years.
When the marginal distributions of X1 and X2 are unspecified and d1 = d2 = 1, rank-based
correlations provide a natural and appealing nonparametric approach to testing for independence
(the best known examples are due to Spearman (1904) and Kendall (1938); see Chapter III.6 in Hájek
and Šidák (1967)). On one hand, they yield distribution-free tests because, under the null hypothesis
of independence, their distributions do not depend on the unspecified marginal distributions. On
the other hand, they can be designed (Hoeffding, 1948; Blum et al., 1961; Bergsma and Dassios,
2014; Yanagimoto, 1970) to consistently estimate dependence measures that vanish if and only if
independence holds, and so detect any type of dependence—something Spearman and Kendall’s
rank-based correlations cannot.
New subtleties arise, however, when attempting to extend this rank-based approach in the mul-
tivariate case. For example, while dk ranks can be constructed componentwise for eachXk, k = 1, 2
their joint distribution depends on the distribution of the underlying Xk, preventing distribution-
freeness of the (d1 + d2)-tuple of ranks. As a consequence, the existing tests of multivariate in-
dependence based on componentwise ranks (see, e.g., Puri et al. (1970)) are only conditionally
distribution-free, which has both computational implications (e.g., through a need for permutation
analysis) and statistical implications (as we shall detail soon).
1.2 Desirable properties
In this paper, we develop a general framework for multivariate analogues of popular rank-based
measures of dependence for the univariate case. Our objective is to propose a class of statistics and
testing procedures achieving the following list of five desirable properties.
(1) Exact distribution-freeness. Many statistical tests exploit asymptotic distribution-freeness
for computationally efficient distributional approximations yielding pointwise asymptotic control
of their size (this is the case, for instance, with Hallin and Paindaveine (2002c,b,a, 2008) due
to the estimation of a scatter matrix, or with Taskinen et al. (2003, 2004, 2005)). To be more
precise, for any given significance level α ∈ (0, 1), one obtains a sequence of tests φ(n)α indexed by
the sample size n such that limn→∞ EP[φ
(n)
α ] = α for every distribution P from a class P of null
distributions. Generally, however, the size is not asymptotically controlled in a uniform sense, as it
should be, that is, one does not have that limn→∞ supP∈P EP[φ
(n)
α ] ≤ α, which may explain poor
finite-sample properties (see, e.g., Le Cam and Yang, 2000; Leeb and Pötscher, 2008; Belloni et al.,
2014). While uniform inferential validity is impossible to achieve for some problems, e.g., when
testing for conditional independence (Shah and Peters, 2020; Azadkia and Chatterjee, 2019), we
shall see that it is achievable for testing (unconditional) multivariate independence. Indeed, for
strictly distribution-free tests, as developed in this paper, pointwise validity automatically implies
uniform validity.
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(2) Transformation invariance. A dependence measure µ is said to be invariant under orthogonal
transformations, shifts, and global scales if µ(X1,X2) = µ(v1 + a1O1X1,v2 + a2O1X2) for any
scalars ak > 0, vectors vk ∈ Rdk , and orthogonal dk×dk matrices Ok, k = 1, 2. This invariance, here
simply termed “transformation invariance”, is a natural requirement in cases where the components
of X1,X2 do not have specific meanings and the observation could, thus, have been recorded in
another coordinate system. Such invariance properties are of considerable interest in multivariate
statistics (see, e.g., Gieser and Randles, 1997; Taskinen et al., 2003, 2005; Oja et al., 2016).
(3) Consistency. Following terminology from Weihs et al. (2018), a dependence measure µ is
called I-consistent within a family P of distributions if, denoting byX1 andX2 two random vectors
with joint distribution P ∈ P, independence between X1 and X2 implies µ(X1,X2) = 0; µ is
called D-consistent within P if µ(X1,X2) = 0 implies that X1 and X2 are independent (equiv-
alently, if the non-independence of X1 and X2 implies µ(X1,X2) 6= 0). While any reasonable
dependence measure should be I-consistent, some of the best-known ones (Pearson’s correlation,
Spearman’s ρ, and Kendall’s τ) fail to be D-consistent. If a dependence measure µ is both I-
and D-consistent, then the consistency of tests based on an estimator µ(n) of µ is guaranteed by
the (strong or weak) consistency of that estimator. Dependence measures that are both I- and
D-consistent (within a large nonparametric family) serve an important purpose as they are able
to capture nonlinear dependences and yield consistent tests of independence. Well-known I- and
D-consistent dependence measures for the univariate case include Hoeffding’s D (Hoeffding, 1948),
Blum–Kiefer–Rosenblatt’s R (Blum et al., 1961), and Bergsma–Dassios–Yanagimoto’s τ∗ (Bergsma
and Dassios, 2014; Yanagimoto, 1970; Drton et al., 2020). Extensions to the multivariate case have
been proposed in Gretton et al. (2005), Székely et al. (2007), Heller et al. (2012), Heller et al. (2013),
Heller and Heller (2016), Zhu et al. (2017), Weihs et al. (2018), Kim et al. (2019), Deb and Sen
(2019), Shi et al. (2020), Berrett et al. (2020), among many others.
(4) Statistical efficiency. Once its size is controlled, the performance of a test may be evaluated
by considering its power against local alternatives. For independence tests, the so-called Konijn
alternatives (Konijn, 1956) constitute a popular choice for conducting local power analyses (see,
among others, Gieser (1993); Gieser and Randles (1997); Taskinen et al. (2003, 2004, 2005); Hallin
and Paindaveine (2008)) that we also take up here. Specifically, we will call an independence test
rate-optimal against a family of Konijn local alternatives if, within this family, it achieves the
detection boundary in the minimax sense.
(5) Computational efficiency. On top of the aforementioned statistical properties, computing a
dependence measure and performing the corresponding test should remain as feasible as possible.
We thus give preference to dependence measures and tests with low computational complexity.
The main challenge, with this list of five desirable properties, is the combination of exact
distribution-freeness (property (1)) and properties (2)–(5). The solution, as we shall see, involves
an adequate multivariate extension of the univariate concepts of ranks and signs.
1.3 Contribution of this paper
This paper proposes a class of dependence measures and tests achieving the five properties listed in
Section 1.2. Those measures (and the corresponding test statistics) are based on the multivariate
notion of center-outward ranks and signs recently introduced in Chernozhukov et al. (2017) and
Hallin (2017): see Hallin et al. (2020a) for a complete account. In contrast to earlier related concepts
including marginal ranks (Puri and Sen, 1971), spatial ranks (Oja, 2010; Han and Liu, 2018), depth-
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based ranks (Liu and Singh, 1993; Zuo and He, 2006), and pseudo-Mahalanobis ranks and signs
(Hallin and Paindaveine, 2002c), the new concept yields statistics that enjoy exact distribution-
freeness (property (1) above) as soon as the underlying probability measure is Lebesgue-absolutely
continuous. This allows for a general multivariate strategy, in which the original observations are
replaced by functions of their center-outward ranks and signs when forming a dependence measure
and the corresponding test statistic. This is also the idea put forward in Shi et al. (2020) and, in
a slightly different way, in Deb and Sen (2019), where the focus is on distance covariance between
center-outward ranks and signs.
We are generalizing this approach in two important ways. First, we introduce a class of general-
ized symmetric covariances (GSCs) along with their center-outward rank–based versions, of which
the distance covariance concepts from Deb and Sen (2019) and Shi et al. (2020) are but particular
cases. Second, we show how considerable additional flexibility and power results from incorporat-
ing score functions in the definition. Our simulations in Section 5.3 exemplify the benefits of this
“score-based” approach.
From a theoretical point of view, the present paper also offers a new approach to the asymptotic
theory of the proposed rank-based statistics. Indeed, handling the asymptotics of this new class
of statistics with the same methods as Shi et al. (2020) and Deb and Sen (2019) would be highly
nontrivial and, moreover, would not provide any insights into local powers—an issue (property (4))
receiving much attention also in other contexts (Hallin et al., 2019; Beirlant et al., 2019; Hallin et al.,
2020c). Therefore, we are developing a completely different method, based on a general asymptotic
representation result applicable to all center-outward rank-based GSCs under the null hypothesis
of independence and contiguous dependence alternatives. That result (Theorem 5.1) extends to the
multivariate setting Hájek’s classical asymptotic representation result for univariate ranks (Hájek
and Šidák, 1967) and considerably simplifies the derivation of limiting null distribution. Combined
with a nontrivial use of Le Cam’s third lemma (the limiting distributions here are not Gaussian),
our approach moreover allows for the first rate-optimality result in the area; the rate-optimality of
the tests proposed in Deb and Sen (2019) and Shi et al. (2020) follows as a particular case.
Outline of the paper The rest of the paper is organized as follows. Section 2 reviews several
important dependence measures from the literature. Generalizing the idea of symmetric rank co-
variances put forward in Weihs et al. (2018), we show that a single formula unifies them all; we refer
to the concept as generalized symmetric covariance (GSC). As further background, Section 3 briefly
reviews the notion of center-outward ranks and signs. In Section 4 we then present our streamlined
approach of defining multivariate dependence measures, along with their sample counterparts, and
highlight some of their basic properties. Section 5 treats the problem of independence testing and
develops (Section 5.1) a theory of asymptotic representation for center-outward rank-based GSCs
as well as the local power analysis of the corresponding tests (Section 5.2). A numerical study
illustrating the potential benefits of a choice of srandard score functions (sign test scores, Wilcoxon,
and normal scores) is given in Section 5.3. All proofs are deferred to Section 7.
Notation. A permutation of a finite set S is a bijection σ from S to itself; the notation(
1 2 · · · m
σ(1) σ(2) · · · σ(m)
)
,
for instance, is used for the permutation i 7→ σ(i) of S = {1, 2, . . . ,m}. Let sgn(σ) := +1 if σ
is an even permutation and sgn(σ) := −1 if σ is an odd permutation. For all integer n ≥ 1,
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put JnK := {1, 2, . . . , n} and denote by Sn the symmetric group, i.e., the group of all permutations
of JnK. That group, in general, admits many subgroups: for example, when n = 5, the subgroups
H5τ :=
{(
1 2 3 4 5
1 2 3 4 5
)
,
(
1 2 3 4 5
2 1 3 4 5
)}
,
and
H5∗ :=
{(
1 2 3 4 5
1 2 3 4 5
)
,
(
1 2 3 4 5
4 2 3 1 5
)
,
(
1 2 3 4 5
1 3 2 4 5
)
,
(
1 2 3 4 5
4 3 2 1 5
)}
of S5 will play an important role in the sequel.
A set consisting of distinct elements x1, . . . , xn is written either as {x1, . . . , xn} or {xi}ni=1.
The corresponding sequence is denoted by [x1, . . . , xn] or [xi]ni=1. An arrangement of a finite
set S = {x1, . . . , xn} is a sequence [xσ(i)]ni=1, where σ ∈ Sn. An r-arrangement of S is then
a sequence [xσ(i)]ri=1 for r ∈ JnK; write Inr for the family of all (n)r := n!/(n − r)! possible r-
arrangements of JnK.
We write 0d for the zero vector in Rd and ‖ · ‖ for the Euclidean norm. For two vectors u and v
in Rd, we write u  v if u` ≤ v` for all ` ∈ JdK. Let Arc(u,v) := (2pi)−1 arccos{u>v/(‖u‖‖v‖)}
if u,v 6= 0d, Arc(u,v) := 0 otherwise. For a sequence of vectors v1, . . . ,vk, we use (v1, . . . ,vk) as a
shorthand for (v>1 , . . . ,v>k )
>. We write Id for the d× d identity matrix. For a function f : X → R,
we define ‖f‖∞ := maxx∈X |f(x)|. The symbol b·c stands for the floor function, 1(·) for the indicator
function.
The cumulative distribution function and the probability distribution of a real-valued random
variable/vector Z are denoted as FZ(·) and PZ , respectively. The class of probability measures
on Rd that are absolutely continuous (with respect to Lebesgue measure) is denoted as Pacd . We
use  and a.s.−→ to denote convergence in distribution and almost sure convergence, respectively.
For any symmetric kernel h(·) on (Rd)m, any integer ` ∈ JmK, and any probability measure PZ , we
write h`(z1 . . . , z`; PZ) for Eh(z1 . . . , z`,Z`+1, . . . ,Zm) where Z1, . . . ,Zm arem independent copies
of Z ∼ PZ , and Eh := Eh(Z1, . . . ,Zm). The product measure of two distributions P1 and P2 is
denoted P1 ⊗ P2.
2 Generalized symmetric covariances
Let X1 and X2 be two random vectors with values in Rd1 and Rd2 , and assume throughout this
paper that they are both absolutely continuous with respect to the Lebesgue measure. Weihs et al.
(2018, Definition 3) introduced a general approach to defining rank-based measures of dependence
between X1 and X2, which is based on signed sums over indicator functions that are acted upon by
subgroups of the symmetric group. This creates a family of dependence measures they call symmetric
rank covariances. In this section, we highlight that their approach can be extended to cover a much
wider range of dependence measures including, in particular, the celebrated distance covariance
(Székely et al., 2007). This observation is important, as it enables us to study a broad class of
dependence measures under a common standard form. Specifically, we introduce the following
family of generalized symmetric covariances (GSC).
Definition 2.1 (Generalized symmetric covariance). A measure of dependence µ is said to be an
m-th order generalized symmetric covariance if there exist two kernel functions f1 : (Rd1)m → R≥0
and f2 : (Rd2)m → R≥0, and a subgroup H ⊆ Sm containing an equal number of even and odd
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permutations such that
µ(X1,X2) = µf1,f2,H(X1,X2) := E[kf1,f2,H((X11,X21), . . . , (X1m,X2m))].
Here (X11,X21), . . . , (X1m,X2m) arem independent copies of (X1,X2), and the dependence kernel
function kf1,f2,H(·) is defined as
kf1,f2,H
(
(x11,x21), . . . , (x1m,x2m)
)
:=
{∑
σ∈H
sgn(σ)f1(x1σ(1), . . . ,x1σ(m))
}{∑
σ∈H
sgn(σ)f2(x2σ(1), . . . ,x2σ(m))
}
. (2.1)
The order m of a GSC, by the requirement that H is a subgroup with equal numbers of even
and odd permutations, satisfies m ≥ 2. The same requirement implies the following property—the
proof of which follows along the same lines as for Proposition 2 in Weihs et al. (2018)—that justifies
the terminology generalized covariance.
Proposition 2.1. All GSCs are I-consistent. More precisely, the GSC µf1,f2,H(X1,X2)
is I-consistent in the family of distributions such that, denoting by Xk1, . . . ,Xkm m independent
copies of Xk, E[fk] := E[fk(Xk1, . . . ,Xkm)] <∞, k = 1, 2. .
The concept of GSC unifies a surprisingly large number of well-known dependence measures.
Moreover, only two types of subgroups are needed, namely, Hmτ := 〈(1 2)〉 = {(1), (1 2)} ⊆ Sm
for m = 2 and Hm∗ := 〈(1 4), (2 3)〉 = {(1), (1 4), (2 3), (1 4)(2 3)} ⊆ Sm for m ≥ 4. The
following result illustrates this fact with four classical examples of univariate dependence measures,
namely, the tau of Kendall (1938), the D of Hoeffding (1948), the R of Blum et al. (1961), and
the τ∗ of Bergsma and Dassios (2014) which, as shown by Drton et al. (2020), is connected to the
work of Yanagimoto (1970). Below, we write w = (w1, . . . , wm) 7→ fk(w), k = 1, 2 for the kernel
functions of an mth order univariate GSC; note that not all components of w need have an impact
on fk(w): see, for instance the kernel f1 of the 6th order Blum–Kiefer–Rosenblatt GSC, which is
mapping w = (w1, . . . , w6) to R≥0 but does not depend on w6 (f2 does).
Proposition 2.2 (Examples of univariate GSCs).
(a) Kendall’s tau is a 2nd order GSC with H = H2τ and
f1(w) = f2(w) = 1(w1 < w2) on R2;
(b) Hoeffding’s D is a 5th order GSC with H = H5∗ and
f1(w) = f2(w) =
1
2
1(max{w1, w2} ≤ w5) on R5;
(c) Blum–Kiefer–Rosenblatt’s R is a 6th order GSC with H = H6∗ and
f1(w) =
1
2
1(max{w1, w2} ≤ w5), f2(w) = 1
2
1(max{w1, w2} ≤ w6) on R6;
(d) Bergsma–Dassios–Yanagimoto’s τ∗ is a 4th order GSC with H = H4∗ and
f1(w) = f2(w) = 1(max{w1, w2} < min{w3, w4}) on R4.
Remark 2.1. Distinct choices of the kernels f1 and f2 do not necessarily imply distinct GSCs. For
example, Weihs et al. (2018, Proposition 1(ii)) showed that Hoeffding’s D in Proposition 2.2(b) is
6
a 5th order GSC with H = H5∗ also for
f1(w) = f2(w) =
1
2
1(max{w1, w2} ≤ w5 < max{w3, w4}) on R5;
similarly, for Blum–Kiefer–Rosenblatt’s R, the kernels in Proposition 2.2(c) can be replaced with
f1(w) =
1
2
1(max{w1, w2} ≤ w5 < max{w3, w4}) on R6,
f2(w) =
1
2
1(max{w1, w2} ≤ w6 < max{w3, w4}) on R6.
GSCs similarly unify several noteworthy multivariate dependence measures. We consider here
the distance covariance of Székely et al. (2007) and Székely and Rizzo (2013), the multivariate
version of Hoeffding’s D based on marginal ordering (Weihs et al., 2018, Sec. 2.2, p. 549), and the
projection-averaging approach to defining a multivariate extension of Hoeffding’s D (Zhu et al.,
2017), of Blum–Kiefer–Rosenblatt’s R (Kim et al., 2019, Theorem 7.2), and of Bergsma–Dassios–
Yanagimoto’s τ∗ (Kim et al., 2019, Theorem 7.3). Here, we writew = (w1, . . . ,wm) 7→ fk(w) for the
kernel functions of anmth order multivariate GSC for which the dimension of w`, ` = 1, . . . ,m is dk,
hence may differ for k = 1 and 2. Again, not all components ofw need have an impact on fk(w): see,
for instance, the kernels of the 4th order distance covariance GSC, which maps w = (w1, . . . ,w4)
to R≥0 but does not depend on w3 nor w4.
Proposition 2.3 (Examples of multivariate GSCs).
(a) Distance covariance is a 4th order GSC with H = H4∗ and
fk(w) =
1
2
‖w1 −w2‖ on (Rdk)4, k = 1, 2;
(b) Hoeffding’s multivariate marginal ordering D is a 5th order GSC with H = H5∗ and
fk(w) =
1
2
1(w1,w2  w5) on (Rdk)5, k = 1, 2;
(c) Hoeffding’s multivariate projection-averaging D is a 5th order GSC with H = H5∗ and
fk(w) =
1
2
Arc(w1 −w5,w2 −w5) on (Rdk)5, k = 1, 2;
(d) Blum–Kiefer–Rosenblatt’s multivariate projection-averaging R is a 6th order GSC with H = H6∗
and
f1(w) =
1
2
Arc(w1 −w5,w2 −w5) on (Rd1)6,
f2(w) =
1
2
Arc(w1 −w6,w2 −w6) on (Rd2)6;
(e) Bergsma–Dassios–Yanagimoto’s multivariate projection-averaging τ∗ is a 4th order GSC
with H = H4∗ and
fk(w) = Arc(w1 −w2,w2 −w3) + Arc(w2 −w1,w1 −w4) on (Rdk)4, k = 1, 2.
Similarly, as noted in Remark 2.1, some kernels f1 and f2 presented in Proposition 2.3 are not
in the same forms as the ones in those original papers, while the equivalence can be proved easily.
It is well known that Kendall’s tau is not D-consistent. For example, tau is zero for X2 = X21
and X1 symmetric about 0. All other dependence measures we have introduced are D-consistent,
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albeit with some variations in the families of distributions for which this holds; see, e.g., the dis-
cussions in Examples 2.1–2.3 of Drton et al. (2020). As these dependence measures all involve the
group Hm∗ , we highlight the following fact.
Lemma 2.1. A GSC µ = µf1,f2,Hm∗ with m ≥ 4 is D-consistent in a family P if and only if the
pair (f1, f2) is D-consistent in P—namely, if and only if
E
[ 2∏
k=1
{
fk(Xk1,Xk2,Xk3,Xk4,Xk5, . . . ,Xkm)− fk(Xk1,Xk3,Xk2,Xk4,Xk5, . . . ,Xkm)
−fk(Xk4,Xk2,Xk3,Xk1,Xk5, . . . ,Xkm) + fk(Xk4,Xk3,Xk2,Xk1,Xk5, . . . ,Xkm)
}]
is finite, nonnegative, and equal to 0 only if X1 and X2 are independent.
The following theorem summarizes the D-consistency properties of the GSCs considered in
Propositions 2.2 and 2.3.
Theorem 2.1. The univariate GSCs (b)–(d) in Proposition 2.2 and all multivariate GSCs in Propo-
sition 2.3 are D-consistent in the family
{
P ∈ Pacd1+d2
∣∣EP[fk(Xk1, . . . ,Xkm)] < ∞, k = 1, 2}
(with fk, k = 1, 2 denoting their respective kernels).
The invariance/equivariance properties of GSCs depend on those of their kernels. We say that
a kernel function f : (Rd)m → R is orthogonally invariant if, for any orthogonal matrix O ∈ Rd×d
and any w1, . . . ,wm ∈ (Rd)m,
f(w1, . . . ,wm) = f(Ow1, . . . ,Owm). (2.2)
Lemma 2.2. If f1 and f2 both are orthogonally invariant, then any GSC of the form µ = µf1,f2,H
is orthogonally invariant in the sense that µ(X1,X2) = µ(O1X1,O2X2) for any pair of random
vectors (X1,X2) and any pair of orthogonal matrices O1 ∈ Rd1×d1 and O2 ∈ Rd2×d2.
The following invariance properties hold for the multivariate GSCs listed in Proposition 2.3.
Proposition 2.4. The kernels (a),(c)–(e) in Proposition 2.3, hence the corresponding GSCs, are
orthogonally invariant.
Turning from theoretical dependence measures to their empirical counterparts, it is clear that
any GSC admits a natural unbiased estimator in the form of a U-statistic, which we call the sample
generalized symmetric covariance (SGSC).
Definition 2.2 (Sample generalized symmetric covariance). The sample generalized symmetric
covariance corresponding to µ = µf1,f2,H is
µ̂(n) = µ̂(n)
(
[(x1i,x2i)]
n
i=1; f1, f2, H
)
:=
(
n
m
)−1 ∑
i1<i2<···<im
kf1,f2,H
(
(x1i1 ,x2i1), . . . , (x1im ,x2im)
)
,
where kf2,f2,H is the “symmetrized” version of kf2,f2,H :
kf1,f2,H
(
(x11,x21), . . . , (x1m,x2m)
)
:=
1
m!
∑
σ∈Sm
kf1,f2,H
(
(x1σ(1),x2σ(1)), . . . , (x1σ(m),x2σ(m))
)
.
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If the kernel functions f1 and f2 are orthogonally invariant, then it also holds that all SGSCs of
the form µ̂(n)( · ; f1, f2, H) are orthogonally invariant, in the sense of remaining unaffected when the
input [(x1i,x2i)]ni=1 is transformed into [(O1x1i,O2x2i)]
n
i=1 where O1 ∈ Rd1×d1 and O2 ∈ Rd2×d2
are arbitrary orthogonal matrices. Proposition 2.4 thus also yields the orthogonal invariance of the
SGSCs associated with kernels (a) and (c)–(e) in Proposition 2.3.
The SGSCs associated with the examples listed in Proposition 2.3, unfortunately, all fail to
satisfy the crucial property of distribution-freeness. However, as we show in Section 4, distribution-
freeness, along with transformation invariance, can be obtained by computing SGSCs from (func-
tions of) the center-outward ranks and signs of the observations.
3 Center-outward ranks and signs
This section briefly introduces the concepts of center-outward ranks and signs to be used in the
sequel. The main purpose is to fix notation and terminology; for a comprehensive coverage, we refer
to Hallin et al. (2020a).
We are concerned with defining multivariate ranks for a sample of d-dimensional observations
drawn from a distribution in the class Pacd of absolutely continuous probability measures on Rd
with d ≥ 2. Let Sd and Sd−1 denote the open unit ball and the unit sphere, respectively, in Rd.
Denote by Ud the spherical uniform measure on Sd, that is, the product of the uniform measure
on [0, 1) (for the distance to the origin) and the uniform on Sd−1 (for the direction). The push-
forward of a measure Q by a measurable transformation T is denoted as T]Q.
Definition 3.1 (Center-outward distribution function). The center-outward distribution function
of a probability measure P ∈ Pacd is the P-almost surely unique function F± that
(i) is the gradient of a convex function on Rd,
(ii) maps Rd to the open unit ball Sd,
(iii) pushes P forward to Ud (i.e., such that F±]P = Ud).
The sample counterpart F(n)± of F± is based on an n-tuple of data points z1, . . . ,zn ∈ Rd. The
key idea is to construct n grid points in the unit ball Sd such that the corresponding discrete uniform
distribution converges weakly, as n → ∞, to Ud. For d ≥ 2, the construction proposed in Hallin
(2017, Sec. 4.2) starts by factorizing n into
n = nRnS + n0, nR, nS ∈ Z>0, 0 ≤ n0 < min{nR, nS},
where in asymptotic scenarios nR and nS → ∞, hence n0/n → 0, as n → ∞. Next consider the
intersection points between
– the nR hyperspheres centered at 0d, with radii rnR+1 , r ∈ JnRK, and
– nS distinct unit vectors {s(nS)s }s∈JnSK dividing the unit circle into nS arcs of equal length 2pi/nS
for d = 2, that are distributed as regularly as possible on the unit hypersphere for d ≥ 3;
the only requirement for asymptotic statements is that the uniform discrete distribution
over {s(nS)s }nSs=1 converges weakly to the uniform distribution over the sphere Sd−1 as nS →∞.
Letting n := (nR, nS , n0), the grid Gdn is defined as the set of nRnS points
{
r
nR+1
s
(nS)
s
}
r∈JnRK,s∈JnSK
as described above and, whenever n0 > 1, the n0 points
{
1
2(nR+1)
s
(nS)
s
}
s∈S where S is chosen as a
random sample without replacement from JnSK.
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For d = 1, letting nS = 2, nR = bn/nSc, n0 = n − nRnS = 0 or 1, the grid Gdn reduces to the
the points {±r/(nR + 1) : r ∈ JnRK}, along with the origin 0 in case n0 = 1.
The empirical version F(n)± of F± then is defined as the optimal coupling between the observed
data points and the grid Gdn.
Definition 3.2 (Center-outward ranks and signs). Let z1, . . . ,zn be distinct data points in Rd.
Let T be the collection of all bijective mappings between the set {zi}ni=1 and the grid Gdn. The
sample center-outward distribution function is defined as
F
(n)
± := argmin
T∈T
n∑
i=1
∥∥∥zi − T (zi)∥∥∥2, (3.1)
and (nR + 1)‖F(n)± (zi)‖ and F(n)± (zi)/‖F(n)± (zi)‖ are called the center-outward rank and center-
outward sign of zi, respectively.
The next proposition collects some properties of center-outward distribution functions.
Proposition 3.1. Let F± be the center-outward distribution function of P ∈ Pacd . Then,
(i) (Hallin, 2017, Proposition 4.2(i), Hallin et al., 2020a, Proposition 2.1(i),(iii)) F± is a proba-
bility integral transformation of Rd, namely, Z ∼ P if and only if F±(Z) ∼ Ud;
(ii) (Hallin et al., 2020a, Proposition 2.1(ii)) if Z ∼ P, ‖F±(Z)‖ is uniform over [0, 1), F±(Z)/‖F±(Z)‖
is uniform over the sphere Sd−1, and they are mutually independent.
Writing FZ± for the center-outward distribution function of Z ∼ P ∈ Pacd ,
(iii) (Hallin et al., 2020b, Proposition 2.2) for any v ∈ Rd, a ∈ R>0, and orthogonal d×d matrix O,
Fv+aOZ± (v + aOz) = OF
Z
± (z) for all z ∈ Rd.
Letting Z1, . . . ,Zn be independent copies of Z ∼ P ∈ Pacd with center-outward distribution func-
tion F±,
(iv) (Hallin, 2017, Proposition 6.1(ii), Hallin et al., 2020a, Proposition 2.5(ii)) for any decom-
position n0, nR, nS of n, the random vector [F
(n)
± (Z1), . . . ,F
(n)
± (Zn)] is uniformly distributed
over all distinct arrangements of the grid Gdn;
(v) (del Barrio et al., 2018, Proof of Theorem 3.1, Hallin et al., 2020a, Proof of Proposition 3.3)
as nR and nS →∞, for every i ∈ JnK,∥∥∥F(n)± (Zi)− F±(Zi)∥∥∥ a.s.−→ 0.
In the sequel, it will be convenient to consider the following classes of distributions:
• the class P+d of distributions P ∈ Pacd with nonvanishing probability density, namely, with
Lebesgue density f such that, for all D > 0 there exist constants λD;f < ΛD;f ∈ (0,∞) such
that λD;f ≤ f(z) ≤ ΛD;f for all ‖z‖ ≤ D;
• the class Pconvd of distributions P ∈ Pacd with convex support supp(P) and a density that
is nonvanishing over this support, namely, with density f such that, for all D > 0 there
exist constants λD;f < ΛD;f ∈ (0,∞) such that λD;f ≤ f(z) ≤ ΛD;f for all z ∈ supp(P)
with ‖z‖ ≤ D;
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• the class P±d of distributions P ∈ Pacd that are push-forwards of Ud of the form P = ∇Υ]Ud
(∇Υ the gradient of a convex function) and a homeomorphism from the punctured ball Sd\{0d}
to ∇Υ(Sd\{0d}) such that ∇Υ({0d}) is compact, convex, and has Lebesgue measure zero;
• the class P#d of all distributions P ∈ Pacd such that, denoting by F(n)± the sample distribution
function computed from an n-tuple Z1, . . . ,Zn of independent copies of Z ∼ P,
max
1≤i≤n
∥∥∥F(n)± (Zi)− F±(Zi)∥∥∥ a.s.−→ 0
as nR and nS →∞ (a Glivenko-Cantelli property).
By Hallin (2017, Proposition 5.1), del Barrio et al. (2018, Theorem 3.1), del Barrio et al. (2019,
Theorem 2.5), and Hallin et al. (2020a, Proposition 2.3), the following inclusions hold among these
four classes of distributions.
Proposition 3.2. It holds that P+d ( Pconvd ( P±d ⊆ P#d ( Pacd .
4 Center-outward dependence measures
We are now ready to present our proposed family of center-outward dependence measures based on
the notions of GSCs and center-outward ranks and signs. Throughout, we denote by (X1,X2) a pair
of random vectors with PX1 ∈ Pacd1 and PX2 ∈ Pacd2 and by (X11,X21), (X12,X22), . . . , (X1n,X2n)
an n-tuple of independent copies of (X1,X2). Let Fk,± denote the center-outward distribution
function ofXk, and write F
(n)
k,±(·) for the sample center-outward distribution function corresponding
to {Xki}ni=1, k = 1, 2.
Our ideas build on Shi et al. (2020) and, in slightly different form, also on Deb and Sen (2019),
where the authors introduce multivariate-rank-based dependence measures of the form
µdCov(X1,X2) :=µfdCov1 ,fdCov2 ,H4∗
(F1,±(X1),F2,±(X2))
with sample counterparts
µ
∼
(n)
dCov
= µ̂(n)
([(
F
(n)
1,±(X1i),F
(n)
2,±(X2i)
)]n
i=1
; fdCov1 , f
dCov
2 , H
4
∗
)
,
for which fdCovk (wk1, . . . ,wk4) :=
1
2‖wk1 −wk2‖, wk1, . . . ,wk4 ∈ Rdk , k = 1, 2 corresponds to the
distance covariance kernel; see Proposition 2.3(a). Our generalization of this particular dependence
measure involves score functions and requires some further notation. The score functions are con-
tinuous functions Jk, k = 1, 2 from the interval [0, 1) to the set R≥0 of nonnegative real numbers.
Classical examples include the normal or van der Waerden score function JvdW(u) :=
(
F−1
χ2d
(u)
)1/2
(with Fχ2d the χ
2
d distribution function), the Wilcoxon score function JW(u) := u, and the sign test
score function Jsign(u) := 1. For k = 1, 2, let
Jk(u) :=
{
Jk(‖u‖) u‖u‖ , if u ∈ Sdk\{0dk},
0dk , if u = 0dk ,
Define the population and sample scored center-outward distribution functions as
Gk,±(·) := Jk(Fk,±(·)), and G(n)k,±(·) := Jk(F(n)k,±(·)),
respectively.
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Definition 4.1 (Center-outward GSCs). For any GSC µ = µf1,f2,H and score functions J1 and J2,
define the population and sample center-outward dependence measures as
µ±(X1,X2) = µ±;J1,J2,f1,f2,H(X1,X2) := µf1,f2,H(G1,±(X1),G2,±(X2)) (4.1)
and
W∼
(n)
µ
= W∼
(n)
J1,J2,µf1,f2,H
:= µ̂(n)
([(
G
(n)
1,±(X1i),G
(n)
2,±(X2i)
)]n
i=1
; f1, f2, H
)
, (4.2)
respectively.
Remark 4.1. Plugging the center-outward ranks and signs into the multivariate dependence mea-
sures listed in Section 2 in combination with various score functions, one immediately obtains
a large variety of center-outward rank-based GSCs. For instance, f1 = fdCov1 , f2 = fdCov2 ,
J1(u) = J2(u) = u, and H = H4∗ yield the rank-based distance covariance. As a side note, Bergsma
(2006, 2011) studied distance covariance when d1 = d2 = 1 (equivalent to 4κ in his notation) as
an extension of the traditional Pearson covariance. There, Bergsma (2006, Lemma 10) implies that
when d1 = d2 = 1 and J1(u) = J2(u) = u,
1
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µfdCov1 ,fdCov2 ,H4∗
(GX1,±(X1),GX2,±(X2)) =
∫
(F(X1,X2) − FX1FX2)2dFX1dFX2 ,
where the right-hand side is precisely Blum–Kiefer–Rosenblatt’s R as proposed in Blum et al.
(1961) (see, also, Proposition 2.2(c) for its definition as a GSC). Therefore, for d1 = d2 = 1
and J1(u) = J2(u) = u, the rank-based distance covariance coincides with the Blum–Kiefer–
Rosenblatt R dependence measure.
Below is a list of center-outward rank-based versions of the widely used dependence measures
from Proposition 2.3; each case can be combined with arbitrary scores J1 and J2.
Example 4.1. A list of center-outward rank-based SGSCs.
(i) Rank-based distance covariance
W∼
(n)
dCov :=
(
n
4
)−1 ∑
i1<···<i4
hdCov
((
G
(n)
1,±(X1i1),G
(n)
2,±(X2i1)
)
, . . . ,
(
G
(n)
1,±(X1i4),G
(n)
2,±(X2i4)
))
with hdCov := kfdCov1 ,fdCov2 ,H4∗ as given in Proposition 2.3(a).
(ii) Hoeffding’s rank-based multivariate marginal ordering D
W∼
(n)
M :=
(
n
5
)−1 ∑
i1<···<i5
hM
((
G
(n)
1,±(X1i1),G
(n)
2,±(X2i1)
)
, . . . ,
(
G
(n)
1,±(X1i5),G
(n)
2,±(X2i5)
))
,
where hM := kfM1 ,fM2 ,H5∗ as given in Proposition 2.3(b).
(iii) Hoeffding’s rank-based multivariate projection-averaging Hoeffding’s D
W∼
(n)
D :=
(
n
5
)−1 ∑
i1<···<i5
hD
((
G
(n)
1,±(X1i1),G
(n)
2,±(X2i1)
)
, . . . ,
(
G
(n)
1,±(X1i5),G
(n)
2,±(X2i5)
))
with hD := kfD1 ,fD2 ,H5∗ as given in Proposition 2.3(c).
(iv) Blum–Kiefer–Rosenblatt’s rank-based multivariate projection-averaging R
W∼
(n)
R :=
(
n
6
)−1 ∑
i1<···<i6
hR
((
G
(n)
1,±(X1i1),G
(n)
2,±(X2i1)
)
, . . . ,
(
G
(n)
1,±(X1i6),G
(n)
2,±(X2i6)
))
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with hR := kfR1 ,fR2 ,H6∗ as given in Proposition 2.3(d).
(v) Bergsma–Dassios–Yanagimoto’s rank-based multivariate projection-averaging τ∗
W∼
(n)
τ∗ :=
(
n
4
)−1 ∑
i1<···<i4
hτ∗
((
G
(n)
1,±(X1i1),G
(n)
2,±(X2i1)
)
, . . . ,
(
G
(n)
1,±(X1i4),G
(n)
2,±(X2i4)
))
with hτ∗ := kfτ∗1 ,fτ
∗
2 ,H
4∗
as given in Proposition 2.3(e).
Having proposed a rather general class of dependence measures, we now examine, for each
center-outward GSC, the five desirable properties listed in Section 1. To this end, we first introduce
two useful regularity conditions on the score functions.
Definition 4.2. A score function J : [0, 1) → R≥0 is called weakly regular if it is continuous
over [0, 1) and satisfies
∫ 1
0 J
2(u)du > 0. If moreover J is Lipschitz-continuous, strictly monotone,
and satisfies J(0) = 0, it is called strongly regular.
The regularity properties of the standard van der Waerden, Wilcoxon and sign test score func-
tions are as follows.
Proposition 4.1. It holds that
(i) the normal (van der Waerden) and the sign test score functions are weakly but not strongly
regular;
(ii) the Wilcoxon score function is strongly regular.
The following proposition then summarizes the main properties of center-outward GSCs and
their rank-based sample counterparts.
Proposition 4.2. Let (X11,X21), . . . , (X1n,X2n) denote an n-tuple of independent copies
of (X1,X2) ∼ P(X1,X2) with marginals PX1 ∈ Pacd1 and PX2 ∈ Pacd2 . Consider µ± := µ±;J1,J2,f1,f2,H
and W∼
(n)
µ
:= W∼
(n)
J1,J2,µf1,f2,H
as defined in (4.1) and (4.2); let µ∗± := µ±;J1,J2,f1,f2,Hm∗ . Then,
(i) (Exact distribution-freeness) under independence between X1 and X2, the distribution of W∼
(n)
µ
does not depend on PX1 nor PX2;
(ii) (Transformation invariance) the dependence measure µ± satisfies
µ±(X1,X2) = µ±
(
v1 + a1O1X1,v2 + a2O2X2
)
(4.3)
for any orthogonal matrix Ok ∈ Rdk×dk , vector vk ∈ Rdk , and scalar ak ∈ R>0 provided that
the kernels f1 and f2 are orthogonally invariant;
(iii) (I- and D-Consistency)
(a) µ± is I-consistent in the family{
P(X1,X2)
∣∣PXk ∈ Pacdk and E[fk([Gk,±(Xki)]mi=1)] <∞ for k = 1, 2};
(b) if the pair of kernels is D-consistent in the class{
P(X1,X2) ∈ Pacd1+d2
∣∣E[fk(Xk1, . . . ,Xkm)] <∞ for k = 1, 2}
(cf. Lemma 2.1), then µ∗± is D-consistent in the family
Pacd1,d2,∞ :=
{
P(X1,X2) ∈ Pacd1+d2
∣∣E[fk(Gk,±(Xk1), . . . ,Gk,±(Xkm))] <∞ for k = 1, 2}
(4.4)
provided that the score functions J1 and J2 are strictly monotone;
13
(iv) (Strong consistency) if fk
(
[G
(n)
k,±(Xki`)]
m
`=1
)
and fk
(
[Gk,±(Xki`)]
m
`=1
)
are almost surely bounded,
that is, if there exists a constant C (depending on fk, Jk, and PXk) such that for any n,
P
[ ∣∣∣fk([G(n)k,±(Xki`)]m`=1)∣∣∣ ≤ C] = 1 = P[ ∣∣∣fk([Gk,±(Xki`)]m`=1)∣∣∣ ≤ C], k = 1, 2
and
(n)−1m
∑
[i1,...,im]∈Inm
∣∣∣fk([G(n)k,±(Xki`)]m`=1)− fk([Gk,±(Xki`)]m`=1)∣∣∣ a.s.−→ 0, k = 1, 2, (4.5)
then
W∼
(n)
µ
= W∼
(n)
J1,J2,µf1,f2,H
a.s.−→ µ±(X1,X2). (4.6)
Theorem 4.1 (Examples). As long as PX1 ∈ P#d1, PX2 ∈ P
#
d2
, and J1, J2 are strongly regular, all
the kernel functions in Proposition 2.3(a)–(e) satisfy Condition (4.5).
Remark 4.2. Notice that (4.3) may not hold for the center-outward version of Hoeffding’s multivari-
ate marginal orderingD (cf. Proposition 2.3(b)): consider, for instance,X1 = (Z1, Z2) andX2 = Z1,
where Z1 and Z2 are independent standard normal,
a1 = a2 = 1, v1 = 02, v2 = 0, O1 =
(√
2/2 −
√
2/2√
2/2
√
2/2
)
, O2 = 1, and J1(u) = J2(u) = u.
Remark 4.3. Examining Theorem 4.1, it is evident that the sample center-outward dependence
measures with normal score functions, unfortunately, do not necessarily satisfy (4.6) although, in
view of Proposition 4.2(iii), its population counterpart is both I- and D-consistent within a suffi-
ciently large nonparametric family of distributions. We believe that this lack of strong consistency
is not essential, though, and conjecture that (4.6) will still hold for normal scores. Establishing this
property, however, is likely to involve nontrivial modifications of the proof of Proposition 3.2.
We conclude this section with some computational issues. Two parts are potentially compu-
tationally costly: (i) calculating the center-outward ranks and signs in (3.1), and (ii) computing
a GSC µ̂(n)(·) with n inputs. Problem (3.1) is a linear sum assignment problem (LSAP): given 2n
points zi and uj in Rd (here, uj ∈ Sd) and n2 nonnegative costs cij := ‖zi − uj‖2, i, j ∈ JnK, it
consists of finding an optimal matching, i.e., a bijection σ from JnK to itself such that ∑ni=1 ciσ(i) is
minimized. The time complexity of computing the optimal matching and nearly optimal matchings
is summarized in the following proposition.
Proposition 4.3. The optimal matching problem (3.1) yielding [G(n)1,±(X1i)]
n
i=1 and [G
(n)
2,±(X2i)]
n
i=1
can be solved in O(n3) time via the refined Hungarian algorithm (Dinic and Kronrod, 1969; Tomizawa,
1971; Edmonds and Karp, 1970, 1972). Moreover,
(i) if we assume that cij , i, j ∈ JnK all are integers and bounded by some (positive) integer N ,
which can be achieved by scaling and rounding, then there exists an optimal matching algorithm
solving the problem in O(n5/2 log(nN)) time (Gabow and Tarjan, 1989);
(ii) if d = 2 and cij , i, j ∈ JnK all are integers and bounded by some (positive) integer N , there
exists an exact an optimal matching algorithm solving the problem in O(n3/2+δ log(N)) time
for any arbitrarily small constant δ > 0 (Sharathkumar and Agarwal, 2012);
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(iii) if d ≥ 3, there is an algorithm computing a (1 + )-approximate perfect matching in
O
(
n3/2−1τ(n, ) log4(n/) log (max cij/min cij)
)
time,
where a (1 + )-approximate perfect matching for  > 0 is a bijection σ from JnK to itself such
that
∑n
i=1 ciσ(i) is no larger than (1 + ) times the cost of the optimal matching and τ(n, )
is the query and update time of an /c-approximate nearest neighbor data structure for some
constant c > 1 (Agarwal and Sharathkumar, 2014).
Once [G(n)1,±(X1i)]
n
i=1 and [G
(n)
2,±(X2i)]
n
i=1 are obtained, a naive approach to the computation
ofW∼
(n), on the other hand, requires at most a O(nm) time complexity. Great speedups are possible,
however, in particular cases and the next proposition summarizes the results for the various center-
outward rank-based statistics listed in Example 4.1.
Proposition 4.4. Assuming that [G(n)1,±(X1i)]
n
i=1 and [G
(n)
2,±(X2i)]
n
i=1 have been previously obtained,
one can compute
(i) W∼
(n)
dCov in O(n
2) time (Székely and Rizzo, 2013, Definition 1, Székely and Rizzo, 2014, Defi-
nition 2, Proposition 1, Huo and Székely, 2016, Lemma 3.1)
(ii) W∼
(n)
M in O(n(log n)
d1+d2−1) time (Weihs et al., 2018, p. 557, end of Sec. 5.2),
(iii) W∼
(n)
D in O(n
3) time (Zhu et al., 2017, Theorem 1),
(iv) W∼
(n)
R in O(n
4) time as proved in Section 7.3.4,
(v) W∼
(n)
τ∗ in O(n
4) time by definition.
If, moreover, approximate values are allowed, one can compute
(i) approximate W∼
(n)
dCov in O(nK log n) time (Huo and Székely, 2016, Theorem 4.1, Chaudhuri
and Hu, 2019, Theorem 3.1),
(ii) approximate W∼
(n)
D in O(nK log n) time (Weihs et al., 2018, p. 557),
(iii) approximate W∼
(n)
R in O(nK log n) time (Drton et al., 2020, Equation (6.1), Weihs et al., 2018,
p. 557, Even-Zohar and Leng, 2019, Corollary 4),
(iv) approximate W∼
(n)
τ∗ in O(nK log n) time (Even-Zohar and Leng, 2019, Corollary 4).
These approximations consider random projections to speed up computation; K stands for the num-
ber of random projections. See also Huang and Huo (2017, Sec. 3.1).
5 Rate-optimal distribution-free tests of independence
Besides quantifying the dependence between two groups of random variables, the center-outward
GSCs introduced in Section 4 allow for constructing tests of the null hypothesis
H0 : X1 and X2 are mutually independent,
based on a sample (X11,X21), . . . , (X1n,X2n) of n independent copies of (X1,X2). Shi et al.
(2020), and, in a slightly different manner, Deb and Sen (2019), studied the particular case of a
test based on the Wilcoxon version of the center-outward distance covariance W∼
(n)
dCov. Their work,
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among other results, provides the limiting null distribution of the test statistic, with proofs involving
combinatorial limit theorems and “brute-force” calculation of permutation statistics. Although this
led to a fairly general combinatorial non-central limit theorem (Shi et al., 2020, Theorems 4.1
and 4.2), the derivation is not intuitive and difficult to generalize.
In this paper, we take a different and more powerful approach to the asymptotic analysis of
rank-based center-outward GSCs. Compared with Shi et al. (2020) and Deb and Sen (2019), that
new approach resolves three main issues:
(i) Intuitively, the asymptotic behavior of sample center-outward dependence measures should
be predicted by that of oracle versions in which the observations are transformed using the
unknown actual center-outward distribution function F± rather than its sample version F
(n)
± .
Here, we prove that this intuition is indeed correct by showing that sample center-outward
dependence measures and their oracle versions are asymptotically equivalent.
(ii) Prior work does not perform any power analysis for the new center-outward tests. Here, we
fill this gap by proving that these center-outward tests in fact are rate-optimal in the context
of the classical Konijn alternatives.
(iii) Finally, our center-outward rank-based tests allow for the incorporation of score functions,
which potentially considerably reinforce their performance.
This novel approach rests on a general asymptotic representation result that extends to center-
outward ranks and the multivariate setting the classical Hájek representation method (Hájek and
Šidák, 1967), thereby simplifying the derivation of asymptotic null distributions and, via a nontrivial
use of Le Cam’s third lemma for non-normal limits, enabling local power analysis.
5.1 Asymptotic representation
In order to develop our multivariate asymptotic representation result, we first introduce formally
the oracle counterpart to the sample center-outward GSC W∼
(n)
µ
.
Definition 5.1 (Oracle sample center-outward GSCs). The oracle version of the center-outward
rank-based GSC W∼
(n)
J1,J2,µf1,f2,H
associated with the GSC µ = µf1,f2,H is
W (n)µ = W
(n)
J1,J2,µf1,f2,H
:= µ̂(n)
([(
G1,±(X1i),G2,±(X2i)
)]n
i=1
; f1, f2, H
)
.
In contrast to the rank-based W∼
(n)
µ
= W∼
(n)
J1,J2,µf1,f2,H
, the oracle W (n)µ = W
(n)
J1,J2,µf1,f2,H
in-
volves G1,± and G2,±, which are the population scored center-outward distribution functions, hence
cannot be computed from the observations. However, the limiting null distribution of W (n), unlike
that of W∼
(n), follows from standard theory for degenerate U-statistics (Serfling, 1980, Chap. 5.5.2).
This point can be summarized as follows.
Proposition 5.1. Let µ = µf1,f2,Hm∗ be a GSC with m ≥ 4. Let the kernels f1, f2 and the score
functions J1, J2 satisfy
0 < Var(gk(Wk1,Wk2)) <∞, k = 1, 2, (5.1)
where Wki := Jk(Uki) with (U1i,U2i), i ∈ JmK independent with distribution Ud1 ⊗Ud2,
gk(wk1,wk2) := E
[
2fk,Hm∗
(
wk1,wk2,Wk3,Wk4, . . . ,Wkm
)]
, (5.2)
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and
fk,Hm∗ :=
∑
σ∈Hm∗
sgn(σ)fk(xkσ(1), . . . ,xkσ(m)), k = 1, 2.
Then, under the hypothesis H0 that X1 ∼ PX1 ∈ Pacd1 and X2 ∼ PX2 ∈ Pacd2 are independent,
nW (n)µ = nW
(n)
J1,J2,µf1,f2,Hm∗
 
∞∑
v=1
λµ,v(ξ
2
v − 1),
where [ξv]∞v=1 are independent standard Gaussian random variables and [λµ,v]∞v=1 are the non-zero
eigenvalues of the integral equation
E
[
g1(w11,W12)g2(w21,W22)ψ
(
(W12,W22)
)]
= λψ
(
(w11,w21)
)
. (5.3)
The examples of tests we consider reject for large values of a test statistic that unbiasedly
estimates a nonnegative (I- and D-)consistent dependence measure. In these examples, and in
particular the one from Shi et al. (2020), it holds that
all eigenvalues of the integral equation (5.3) are non-negative. (5.4)
However, it should be noted that, in view of the following multivariate representation result, a test
of H0 can be implemented also when (5.4) does not hold.
The following asymptotic representation is the main result of this section.
Theorem 5.1 (Multivariate asymptotic representation). Let f1, f2 be kernel functions of orderm ≥ 4,
and let J1, J2 be weakly regular score functions. Denoting by U
(n)
dk
the uniform discrete distribu-
tion over the grid Gdkn , let W
(n)
ki := Jk(U
(n)
ki ) where (U
(n)
1i ,U
(n)
2i ), i ∈ JmK are independent with
distribution U(n)d1 ⊗U
(n)
d2
. Define gk, k = 1, 2, as in (5.2), and
g
(n)
k (wk1,wk2) := E
[
2fk,Hm∗
(
wk1,wk2,W
(n)
k3 ,W
(n)
k4 , . . . ,W
(n)
km
)]
, k = 1, 2. (5.5)
Assume that
fk and gk are Lipschitz-continuous, g
(n)
k converges uniformly to gk,
sup
i1,...,im∈JmK E[fk([Wki` ]
m
`=1)
2] <∞, and
∫ 1
0
J2k (u)du <∞, k = 1, 2. (5.6)
Then, under the hypothesis H0 that X1 ∼ PX1 ∈ Pacd1 and X2 ∼ PX2 ∈ Pacd2 are independent, the
sample center-outward dependence measure W∼
(n)
µ
based on the GSC µ = µf1,f2,Hm∗ and its oracle
version W (n)µ are asymptotically equivalent in the sense that W∼
(n)
µ
−W (n)µ = oP(n−1)as nR, nS →∞.
Theorem 5.2. The conclusion of Theorem 5.1 still holds if condition (5.6) is replaced by
fk is uniformly bounded, and almost everywhere continuous, k = 1, 2. (5.7)
Proposition 5.2 (Examples). For the kernel functions considered in Proposition 2.3(b)–(e), condi-
tions (5.1), (5.4), and (5.7) are satisfied as soon asX1∼PX1 ∈Pacd1 is independent ofX2∼PX2 ∈ Pacd2
and the scores J1, J2 are weakly regular. If, in addition, J1 and J2 also are square-integrable
(viz.,
∫ 1
0 J
2
k (u)du < ∞, k = 1, 2), then Conditions (5.1), (5.4), and (5.6) are satisfied for the
kernel in Proposition 2.3(a).
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Combining Proposition 5.1 and Theorem 5.1, one immediately obtains the limiting null distri-
bution of the rank-based statistic W∼
(n)
µ
.
Proposition 5.3 (Limiting null distribution). Suppose the conditions in Proposition 5.1 and The-
orem 5.1 hold. Then, for µ = µf1,f2,Hm∗ with m ≥ 4, under the hypothesis H0 that X1 ∼ PX1 ∈ Pacd1
and X2 ∼ PX2 ∈ Pacd2 are independent,
nW∼
(n)
µ
= nW∼
(n)
J1,J2,µf1,f2,Hm∗
 
∞∑
v=1
λµ,v(ξ
2
v − 1) (5.8)
with [λµ,v]∞v=1 and [ξv]∞v=1 as defined in Proposition 5.1.
Let α ∈ (0, 1) be any pre-specified significance level, and let W∼ (n)µ be as in Theorem 5.1. It
follows from (5.8), recalling also the discussions right after Proposition 5.1, that the sequence of
tests T(n)µ,α := 1
(
nW∼
(n)
µ
> qµ,1−α
)
rejecting the null hypothesis H0 of independence whenever nW∼
(n)
µ
exceeds
qµ,1−α := inf
{
x ∈ R : P
( ∞∑
v=1
λµ,v(ξ
2
v − 1) ≤ x
)
≥ 1− α
}
, (5.9)
where [λµ,v]∞v=1 and [ξv]∞v=1 are as in Proposition 5.1, has asymptotic level α irrespective of PX1 ∈ Pacd1
and PX2 ∈ Pacd2 . The following proposition summarizes the properties of T
(n)
µ,α.
Proposition 5.4 (Uniform validity and consistency). Let the score functions J1 and J2 be weakly
regular and let µ = µf1,f2,Hm∗ denote a GSC with m ≥ 4 such that Conditions (5.1) and one of (5.6)
and (5.7) hold. Then,
lim
n→∞P(T
(n)
µ,α = 1) = α
for any P ∈ Pacd1⊗Pacd2 , i.e., any P such thatX1 ∼ PX1 ∈ Pacd1 andX2 ∼ PX2 ∈ Pacd2 are independent.
Furthermore, by exact distribution-freeness (Proposition 4.2(i)),
lim
n→∞ sup
P∈P#d1⊗P
#
d2
P(T(n)µ,α = 1) = α.
If, in addition, the pair of kernels (f1, f2) is D-consistent, the score functions J1, J2 are strictly
monotone, and (4.6) holds, then, for any fixed alternative P(X1,X2) ∈ Pacd1,d2,∞ defined in (4.4),
lim
n→∞P(T
(n)
µ,α = 1) = 1.
5.2 Local power analysis and rate-optimality
In this section, we investigate the power of the proposed tests from an asymptotic minimax per-
spective. To this end, we consider parametrized families of alternatives extending the so-called
bivariate Konijn alternatives (Konijn, 1956). These alternatives are classical in the context of test-
ing for multivariate independence, where they also have been considered by Gieser (1993), Gieser
and Randles (1997), Taskinen et al. (2003, 2004, 2005), and Hallin and Paindaveine (2008). Within
these families, we establish the rate-optimality (the rate here is the usual root-n rate) of our tests.
Other families of bivariate alternatives also have been considered (see Kössler and Rödel (2007) for
a survey and Dhar et al. (2016) for a more recent result) and similarly could be extended to the
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multivariate case; as far as rate-optimality is concerned, the results and the proofs would be quite
similar, though.
Konijn families are constructed as follows. Let X∗1 ∼ PX∗1 ∈ Pacd1 and X∗2 ∼ PX∗2 ∈ Pacd2 be two
(without loss of generality) mean zero (unobserved) independent random vectors with densities q1
and q2, respectively; let G∗1,± and G∗2,± denote their respective population scored center-outward dis-
tribution functions, PX∗ ∈ Pacd1+d2 their joint distribution, qX∗(x) = qX∗((x1,x2)) = q1(x1)q2(x2)
their joint density. Define, for δ ∈ R,
X =
(
X1
X2
)
:=
(
Id1 δM1
δM2 Id2
)(
X∗1
X∗2
)
= Aδ
(
X∗1
X∗2
)
= AδX
∗, (5.10)
where M1 ∈ Rd1×d2 and M2 ∈ Rd2×d1 are two deterministic matrices. For δ = 0, the matrix Aδ
is the identity and, thus, is invertible. It follows by continuity that Aδ is also invertible for δ in a
sufficiently small neighborhood Θ of 0. For δ ∈ Θ, the density of X can be expressed as
qX(x; δ) =
∣∣det(Aδ)∣∣−1qX∗(A−1δ x),
which is differentiable with respect to δ. Let
L(x; δ) :=
qX(x; δ)
qX(x; 0)
and L′(x; δ) :=
∂
∂δ
L(x; δ).
The following additional assumptions will be made on the generating scheme (5.10).
Assumption 5.1. It is assumed that
(i) the distributions of X have a common support for all δ ∈ Θ so that, without loss of generality,
we can assume that X := {x : qX(x; δ) > 0} does not depend on δ;
(ii) the gradient ∇qX∗ of x 7→ qX∗(x) exists almost everywhere over X with E[∇qX∗(X∗)/qX∗(X∗)] =
0;
(iii) the Fisher information IX(0) := E[L′(X; 0)2] =
∫
(L′(x; 0))2qX(x, 0)dx of X relative to δ
at δ = 0 is finite and stricly positive.
Proposition 5.5 (Examples). If one of the following two conditions
(i) X∗1 and X∗2 are elliptical with centers 0d1 and 0d2 and covariances Σ1 and Σ2, respectively,
that is, if
qk(xk) ∝ φk
(
x>k Σ
−1
k xk
)
, k = 1, 2.
where φk is chosen such that Var(X∗k) = Σk and
E
[‖Z∗k‖2ρk(‖Z∗k‖2)2] <∞, k = 1, 2, (5.11)
where ρk(t) := φ′k(t)/φk(t) and Z
∗
k has density function proportional to φk(‖zk‖2)
(ii) X∗1 and X∗2 are centered multivariate normal or follow centered multivariate t-distributions
with degrees of freedom (not necessarily integer-valued) strictly greater than two, respectively
holds, then Assumption 5.1 is satisfied for any M1,M2 such that Σ1M>2 + M1Σ2 6= 0.
For a local power analysis, we consider a sequence of local alternativesH(n)1 indexed by parameter
values δ(n) := n−1/2δ0 with δ0 6= 0. In this local model, testing the null hypothesis of independence
reduces to testing H0 : δ0 = 0 versus H1 : δ0 6= 0. For given PX∗1 , PX∗2 , M1, and M2, we obtain the
following results on the power of the tests T(n)µ,α.
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Theorem 5.3 (Power analysis). Consider a GSC µ = µf1,f2,Hm∗ with m ≥ 4 and weakly regular
score functions J1, J2. Assume that the kernel functions f1, f2 are picked from Proposition 2.3 and
the score functions J1, J2 satisfy conditions in Proposition 5.2. Then if Assumption 5.1 holds, for
any β > 0, there exists some sufficiently large constant Cβ > 0 only depending on β such that for
all n large enough,
inf
|δ0|≥Cβ
PA
δ(n)
(T(n)µ,α = 1) ≥ 1− β,
where the infimum is taken over all distributions PA
δ(n)
such that |δ0| ≥ Cβ.
Combined with the following result, the theorem yields minimax rate-optimality of the proposed
tests against local alternative.
Theorem 5.4 (Rate-optimality). For any number β > 0 satisfying α + β < 1, there exists an
absolute constant cβ > 0 such that, for all sufficiently large n,
inf
T
(n)
α ∈T (n)α
sup
|δ0|≥cβ
PA
δ(n)
(T
(n)
α = 0) ≥ 1− α− β.
Here the infimum is taken over all size-α tests, and the supremum over all distributions PA
δ(n)
considered in Theorem 5.3 with |δ0| ≥ cβ.
We emphasize that, although Theorem 5.3 only considers those specific examples considered
in Example 4.1, the proof technique can generalize to more cases. A general version of the theo-
rem, however, is expected to include unfortunately many highly technical conditions, and is hence
preferred to be omitted for reading easiness.
We conclude this section by summarizing our results for the (sample) center-outward GSCs in
Example 4.1. Table 1 gives, for each of them, an overview of the five desirable properties listed in
the Introduction. It also indicates consistency of the tests. In all cases, it is assumed that the score
functions involved are weakly regular.
5.3 Numerical experiments
This section is focused on illustrating the potential benefits of a non-trivial choice of score functions.
The tests used in Shi et al. (2020) correspond to using Wilcoxon scores with distance covariance.
Instead, we explore here the use of normal scores. The specific example we consider is a Gaussian
experiment borrowed from Example 6.1 in Shi et al. (2020).
Example 5.1. The data are a sample of n independent copies of the multivariate normal vec-
tor (X1,X2) in Rd1+d2 , mean zero, and covariance matrix Στ,ρ ∈ R(d1+d2)×(d1+d2) with
Σij = Σji =

1, i = j,
τ, i = 1, j = 2,
ρ, i = 1, j = d1 + 1,
0, otherwise.
For τ , which is a within-group correlation, we consider three values: (a) τ = 0, (b) τ = 0.5, and
(c) τ = 0.9. Independence holds if and only if ρ, a between-group correlation, is zero.
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Our focus is on comparing the empirical performance of the following four tests:
(i) the original distance covariance-based test from Székely and Rizzo (2013) (permutational
critical value);
(ii) the test from Lin (2017), based on distance covariance computed from the marginal ranks
(permutational critical value);
(iii) the center-outward rank-based distance covariance test with Wilcoxon scores from Shi et al.
(2020) (critical values from the asymptotic distribution);
(iv) the new center-outward rank-based distance covariance test with normal scores (critical values
from the asymptotic distribution).
Figures 1–3 show the empirical powers (rejection frequencies) of these four tests, based on 1, 000
simulations. The underlying nominal significance level is 0.05, and the sample size is chosen as
n ∈ {216, 432, 864, 1728}. The dimensions are d1 = d2 ∈ {2, 3, 5, 7}, and the parameter ρ in the
true covariance matrix takes values ρ ∈ {0, 0.005, . . . , 0.15}. The permutational critical values for
tests (i) and (ii) were computed on the basis of n permutations.
It is evident from the figures that, in this Gaussian experiment, the performance of the nor-
mal score–based test (iv) is uniformly better than that of the Wilcoxon score–based one (iii); that
superiority increases with the dimension and decreases with the within-group dependence τ . The
superiority of both center-outward rank-based tests (iii) and (iv) over the traditional distance co-
variance test and its marginal rank version is quite significant for high values of the within-group
correlation τ .
6 Conclusion
In this paper we have given a general framework to develop dependence measures and associated
independence tests that leverage the new concept of center-outward ranks and signs. The resulting
tests are strictly distribution-free, hence can be implemented in relatively small samples. Via the
use of a flexible class of generalized symmetric covariances and the incorporation of score functions,
our framework allows for a variety of consistent dependence measures. This, as our numerical
experiments demonstrate, can lead to significant gains in power.
The theory we develop facilitates the derivation of asymptotic distributions yielding easily com-
putable approximate critical values. The key result is an asymptotic representation that also allows
us to establish, for the first time, a rate-optimality property for tests based on center-outward ranks
and signs.
While our theory covers a wide range of settings, there remain important issues to be resolved
in future work. In particular, the current theory (cf. Theorem 4.1) has not yet confirmed the con-
sistency of the normal-scores based test (against all types of dependence) although such consistency
is to be expected.
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Figure 1: Empirical powers of the four competing tests in Example 5.1(a) (τ = 0, no within-
group correlation). The y-axis represents rejection frequencies based on 1,000 replicates, the x-axis
represents ρ (the between-group correlation), and the blue, green, red, and gold lines represent
the performance of (i) Szekely and Rizzo’s original distance covariance test, (ii) Lin’s marginal rank
version of the distance covariance test, (iii) Shi–Drton–Han’s center-outward Wilcoxon version of the
distance covariance test, and (iv) the center-outward normal-score version of the distance covariance
test, respectively.
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Figure 2: Empirical powers of the four competing tests in Example 5.1(b) (τ = 0.5, moderate within-
group correlation). The y-axis represents rejection frequencies based on 1,000 replicates, the x-axis
represents ρ (the between-group correlation), and the blue, green, red, and gold lines represent
the performance of (i) Szekely and Rizzo’s original distance covariance test, (ii) Lin’s marginal rank
version of the distance covariance test, (iii) Shi–Drton–Han’s center-outward Wilcoxon version of the
distance covariance test, and (iv) the center-outward normal-score version of the distance covariance
test, respectively.
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Figure 3: Empirical powers of the for competing tests in Example 5.1(c) (τ = 0.9, high within-
group correlation). The y-axis represents rejection frequencies based on 1,000 replicates, the x-axis
represents ρ (the between-group correlation), and the blue, green, red, and gold lines represent
the performance of (i) Szekely and Rizzo’s original distance covariance test, (ii) Lin’s marginal rank
version of the distance covariance test, (iii) Shi–Drton–Han’s center-outward Wilcoxon version of the
distance covariance test, and (iv) the center-outward normal-score version of the distance covariance
test, respectively.
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7 Proofs
Some further concepts and notation concerning U-statistics are needed in this section. For any
symmetric kernel h, any integer ` ∈ JmK, and any probability measure PZ , recall the definition
h`(z1 . . . , z`; PZ) := Eh(z1 . . . , z`,Z`+1, . . . ,Zm),
of the kernel and define
h˜`(z1, . . . ,z`; PZ) := h`(z1, . . . ,z`; PZ)− Eh−
`−1∑
k=1
∑
1≤i1<···<ik≤`
h˜k(zi1 , . . . ,zik ; PZ),
where Z1, . . . ,Zm are m independent copies of Z ∼ PZ and Eh := Eh(Z1, . . . ,Zm). The kernel as
well as the corresponding U-statistic are said to be degenerate under PZ if h1(·) has variance zero
and completely degenerate if the variances of h1(Z1), . . . , hm−1(Z1, . . . ,Zm) all are zero. We also
have, for any (possibly dependent) random vectors Z ′1, . . . ,Z ′n(
n
m
)−1 ∑
1≤i1<···<im≤n
h
(
Z ′i1 , . . . ,Z
′
im
)
= Eh+
m∑
`=1
(
n
`
)−1 ∑
1≤i1<···<i`≤n
(
m
`
)
· h˜`
(
Z ′i1 , . . . ,Z
′
i`
; PZ
)
,
(the so-called Hoeffding decomposition with respect to PZ).
Notation. The cardinality of a set S is denoted as card(S) and its complement as S{. We use⇒ to
denote uniform convergence of functions The cumulative distribution function and probability den-
sity function of the univariate standard normal distribution are denoted by Φ and ϕ, respectively.
Let ‖X‖Lr := (E|X|r)1/r stand for the Lr-norm of a random variableX. We use L
r−→ to denote conver-
gence of random variables in the r-th mean. For random vectors Xn,X ∈ Rd, we write Xn L
r−→X
if ‖Xn −X‖ L
r−→ 0. Let (X ,A) be a measurable space, and let P and Q be two probability mea-
sures on (X ,A): we write P  µ and Q  µ if P and Q are absolutely continuous with respect
to a σ-finite measure µ on (X ,A). The total variation and Hellinger distances between Q and P
are denoted as TV(Q,P) := supA∈A |Q(A) − P(A)| and HL(Q,P) := {
∫
2(1 −√dQ/dP)dP}1/2,
respectively. We write Q(n) / P(n) for “Q(n) is contiguous to P(n)”.
7.1 Proofs for Section 2
7.1.1 Proof of Propostion 2.1
Proof of Propostion 2.1. The proof is entirely similar to the proof of Proposition 2 in Weihs et al.
(2018) and hence omitted.
7.1.2 Proof of Proposition 2.2
Proof of Proposition 2.2. Items (a)–(d) are borrowed from Weihs et al. (2018, Proposition 1).
7.1.3 Proof of Proposition 2.3
Proof of Proposition 2.3. Item (a) is stated in Bergsma and Dassios (2014, Sec. 3.4). Item (b) is
given in Weihs et al. (2018, Proposition 1). Item (c) can be proved using Equation (3) in Zhu
et al. (2017). Items (d) and (e) can be proved using Theorems 7.2 and 7.3 in Kim et al. (2019),
respectively.
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7.1.4 Proof of Lemma 2.1
Proof of Lemma 2.1. Provided that E[f1] and E[f2] exist and are finite, we have
E
[
kf1,f2,Hm∗
(
(X11,X21), . . . , (X1m,X2m)
)]
= E
{∑
σ∈H
sgn(σ)f1(X1σ(1), . . . ,X1σ(m))
}{∑
σ∈H
sgn(σ)f2(X2σ(1), . . . ,X2σ(m))
}
= E
{
f1(X11,X12,X13,X14,X15, . . . ,X1m)− f1(X11,X13,X12,X14,X15, . . . ,X1m)
− f1(X14,X12,X13,X11,X15, . . . ,X1m) + f1(X14,X13,X12,X11,X15, . . . ,X1m)
}
×
{
f2(X21,X22,X23,X24,X25, . . . ,X2m)− f2(X21,X23,X22,X24,X25, . . . ,X2m)
− f2(X24,X22,X23,X21,X25, . . . ,X2m) + f2(X24,X23,X22,X21,X25, . . . ,X2m)
}
.
The result follows.
7.1.5 Proof of Theorem 2.1
Proof of Theorem 2.1. Hoeffding (1948, Theorem 3.1) and Yanagimoto (1970, Proposition 3) prove
the D-consistency of the pairs of kernels used in Proposition 2.2(b) within the class Pacd1+d2 . The
corresponding result for the kernels in Proposition 2.2(c) is proved on page 490 of Blum et al. (1961),
and that for 2.2(d) is given in Bergsma and Dassios (2014, Theorem 1).
The D-consistency, again in the class Pacd1+d2 , of the pairs of kernels used in Proposition 2.3(a)
has been shown in Székely et al. (2007, Theorem 3(i)), Lyons (2013, Theorem 3.11) and Lyons
(2018, Item (iv)). The result for 2.3(b) is given in Weihs et al. (2018, Theorem 1), that for 2.3(c) in
Zhu et al. (2017, Proposition 1(i)), and that for 2.3(d) and 2.3(e) in Kim et al. (2019, p. 24–25).
7.1.6 Proof of Lemma 2.2
Proof of Lemma 2.2. The lemma directly follows from the definition of µf1,f2,H (cf. Definition 2.1)
and the fact that f1 and f2 are both orthogonally invariant (cf. Condition (2.2)).
7.1.7 Proof of Proposition 2.4
Proof of Proposition 2.4. To verify that the kernels used in Proposition 2.3(a),(c)–(e) are orthogo-
nally invariant, it suffices to notice that Ow−Ov = O(w− v), (Ow)>(Ov) = w>O>Ov = w>v,
and ‖Ow‖ =
√
w>w = ‖w‖ for any orthogonal matrix O ∈ Rd×d and w,v ∈ Rd.
7.2 Proofs for Section 3
7.2.1 Proof of Proposition 3.1
Proof of Proposition 3.1. We give an independent proof of part (iii). In view of Definition 3.1, there
exists a convex function Ψ such that FZ± = ∇Ψ. It is obvious that Fv+aOZ± defined implicitly by
Fv+aOZ± (v + aOz) = OF
Z
± (z),
satisfies (ii) and (iii) in Definition 3.1. It only remains, thus, to construct a convex function Ψ∗
such that Fv+aOZ± = ∇Ψ∗. Noting that Fv+aOZ± (z) = OFZ± (a−1O−1(z − v)), it is easy to check
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that z 7→ Ψ∗(z) := aΨ (a−1O−1(z − v)) is convex, and thus continuous and almost everywhere
differentiable, with ∇Ψ∗(v + aOZ) = O∇Ψ(z).
7.3 Proofs for Section 4
7.3.1 Proof of Proposition 4.1
Proof of Proposition 4.1. Part (ii) is trivial. We next prove part (i). The function u 7→ (F−1
χ2d
(u)
)1/2
is continuous over [0, 1), and∫ 1
0
((
F−1
χ2d
(u)
)1/2)2
du =
∫ 1
0
F−1
χ2d
(u)du = E[F−1
χ2d
(U)] = d,
where U is uniformly distributed over [0, 1], and thus F−1
χ2d
(U) is chi-square distributed with d degrees
of freedom and expectation d. Hence, JvdW(u) is weakly regular; it is not strongly regular, however,
since it is unbounded.
7.3.2 Proof of Proposition 4.2
7.3.2.1 Proof of Proposition 4.2(i)
Proof of Proposition 4.2(i). This follows immediately from Proposition 3.1(iv) and the indepen-
dence between [G(n)1,±(X1i)]
n
i=1 and [G
(n)
2,±(X2i)]
n
i=1 under the null hypothesis.
7.3.2.2 Proof of Proposition 4.2(ii)
Proof of Proposition 4.2(ii). The desired result follows from combining Lemma 2.2 and Proposi-
tion 3.1(iii).
7.3.2.3 Proof of Proposition 4.2(iii)
Proof of Proposition 4.2(iii). We only prove the D-consistency part. Using Lemma 2.1, it remains
to prove that the independence of G1,±(X1) and G2,±(X2) implies the independence ofX1 andX2.
Notice that F± is P-almost surely invertible for any P ∈ Pacd (Ambrosio et al., 2008, Section 6.2.3
and Remark 6.2.11), and so is G±. The independence claim follows.
7.3.2.4 Proof of Proposition 4.2(iv)
Proof of Proposition 4.2(iv). The main idea of the proof consists in bounding |W∼ (n)µ −Wµ|. Let Y
(n)
ki
and Yki stand for G
(n)
k,±(Xki) and Gk,±(Xki), respectively. Notice that
W∼
(n)
J1,J2,µf1,f2,H
= (n)−1m
∑
[i1,...,im]∈Inm
kf1,f2,H
(
(Y
(n)
1i1
,Y
(n)
2i1
), . . . , (Y
(n)
1im
,Y
(n)
2im
)
)
,
WJ1,J2,µf1,f2,H = (n)
−1
m
∑
[i1,...,im]∈Inm
kf1,f2,H
(
(Y1i1 ,Y2i1), . . . , (Y1im ,Y2im)
)
,
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where
kf1,f2,H
(
(x11,x21), . . . , (x1m,x2m)
)
:=
{∑
σ∈H
sgn(σ)f1(x1σ(1), . . . ,x1σ(m))
}{∑
σ∈H
sgn(σ)f2(x2σ(1), . . . ,x2σ(m))
}
.
Since fk([Y
(n)
ki`
]m`=1) and fk([Yki` ]
m
`=1) are almost surely bounded by some constant CJk,fk , we deduce∣∣∣kf1,f2,H([(Y (n)1i` ,Y (n)2i` )]m`=1)− kf1,f2,H([(Y1i` ,Y2i`)]m`=1)∣∣∣
≤ card(H) · CJ1,f1 ·
∑
σ∈H
∣∣∣f2([Y (n)2σ(i`)]m`=1)− f2([Y2σ(i`)]m`=1)∣∣∣
+ card(H) · CJ2,f2 ·
∑
σ∈H
∣∣∣f2([Y (n)1σ(i`)]m`=1)− f2([Y1σ(i`)]m`=1)∣∣∣,
recalling that card(H) denotes the number of permutations in the subgroup H. Moreover,∣∣∣W∼ (n)J1,J2,µf1,f2,H −WJ1,J2,µf1,f2,H ∣∣∣
≤ card(H)2 · CJ1,f1 ·
[
(n)−1m
∑
[i1,...,im]∈Inm
∣∣∣f2([Y (n)2i` ]m`=1)− f2([Y2i` ]m`=1)∣∣∣]
+ card(H)2 · CJ2,f2 ·
[
(n)−1m
∑
[i1,...,im]∈Inm
∣∣∣f1([Y (n)1i` ]m`=1)− f1([Y1i` ]m`=1)∣∣∣] a.s.−→ 0.
This, together with the fact that WJ1,J2,µf1,f2,H
a.s.−→ µ±(X1,X2) and the strong consistency of
U-statistics, yields W∼
(n)
J1,J2,µf1,f2,H
a.s.−→ µ±(X1,X2).
7.3.3 Proof of Theorem 4.1
We first fix some notation and prove a property that will hold for all GSCs µ and associated kernel
functions considered in Proposition 2.3(a)–(e). For k = 1, 2, let y(n)ki = J(u
∗(n)
ki ), where u
∗(n)
ki ,
i ∈ JnK are the deterministic points forming the grid Gdkn . Writing Y (n)ki and Yki for G(n)k,±(Xki)
and Gk,±(Xki), respectively, let us show that
Ξ
(n)
k := sup
1≤i≤n
‖Y (n)ki − Yki‖
a.s.−→ 0, k = 1, 2. (7.1)
Recall that, by definition of strong regularity, Jk is Lipschitz-continuous with some constant Lk,
strictly monotone, and satisfies Jk(0) = 0. Then we immediately have |Jk(u)| ≤ Lk for all u ∈ [0, 1),
and thus Y (n)ki and Yki are almost surely bounded by Lk. As long as PXk ∈ P#dk , in order to prove
that Ξ(n)k
a.s.−→ 0, it suffices to show that ‖Jk(uk1)−Jk(uk2)‖ ≤ 2Lk‖uk1−uk2‖ for any uk1,uk2 ∈ Rdk
with ‖uk1‖, ‖uk2‖ < 1. Without loss of generality, assume that ‖uk2‖ ≤ ‖uk1‖. If ‖uk2‖ = 0, the
claim is obvious by noticing |Jk(u)| ≤ Lku for u ∈ [0, 1) and then ‖Jk(uk1)‖ ≤ Lk‖uk1‖; otherwise
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we have
‖Jk(uk1)− Jk(uk2)‖ ≤
∥∥∥Jk(uk1)− Jk(‖uk2‖‖uk1‖uk1
)∥∥∥+ ∥∥∥Jk(‖uk2‖‖uk1‖uk1
)
− Jk(uk2)
∥∥∥
=
∣∣∣Jk(‖uk1‖)− Jk(‖uk2‖)∣∣∣+ Jk(‖uk2‖)‖uk2‖ ·
∥∥∥‖uk2‖‖uk1‖uk1 − uk2
∥∥∥
≤ Lk
∣∣∣‖uk1‖ − ‖uk2‖∣∣∣+ Lk∥∥∥‖uk2‖‖uk1‖uk1 − uk2
∥∥∥ ≤ 2Lk‖uk1 − uk2‖.
This completes the proof of (7.1).
7.3.3.1 Proof of Theorem 4.1 (h = hdCov2)
Proof of Theorem 4.1 (h = hdCov2). Recall that
fdCov1 ([wi]
4
i=1) =
1
2
‖w1 −w2‖ and fdCov2 ([wi]4i=1) =
1
2
‖w1 −w2‖,
with possibly different dimension for the inputs. Now, 12‖Y
(n)
ki1
− Y (n)ki2 ‖ and 12‖Yki1 − Yki2‖ are
almost surely bounded by Lk, since Y
(n)
ki and Yki are. Next,∣∣∣1
2
‖Y (n)ki1 − Y
(n)
ki2
‖ − 1
2
‖Yki1 − Yki2‖
∣∣∣ ≤ 1
2
‖Y (n)ki1 − Yki1‖+
1
2
‖Y (n)ki2 − Yki2‖ ≤ sup
1≤i≤n
‖Y (n)ki − Yki‖,
and we deduce that
(n)−14
∑
[i1,...,i4]∈In4
∣∣∣1
2
‖Y (n)ki1 − Y
(n)
ki2
‖ − 1
2
‖Yki1 − Yki2‖
∣∣∣ ≤ sup
1≤i≤n
‖Y (n)ki − Yki‖
a.s.−→ 0.
Both conditions in (4.5) are satisfied, and the proof is thus completed.
7.3.3.2 Proof of Theorem 4.1 (h = hM)
Proof of Theorem 4.1 (h = hM ). Recall that fM1 ([wi]5i=1) = f
M
2 ([wi]
5
i=1) =
1
21(w1,w2  w5), up
to a change in input dimension for the two functions. It is obvious that fk({Y (n)ki` }m`=1) and fk({Yki`}m`=1)
are almost surely bounded. Next we verify the second condition in (4.5).
We have for k = 1, 2,∣∣∣1(Y (n)ki1 ,Y (n)ki2  Y (n)ki5 )− 1(Yki1 ,Yki2  Yki5)∣∣∣ ≤ 1(B{k;i1,i2,i3,i4,i5),
where
Bk;i1,i2,i3,i4,i5 :=
{
‖Y (n)ki1 − Y
(n)
ki5
‖ ≥ 2 Ξ(n)k , ‖Y (n)ki2 − Y
(n)
ki5
‖ ≥ 2 Ξ(n)k
}
.
Accordingly,
(n)−15
∑
[i1,...,i5]∈In5
∣∣∣1(Y (n)ki1 ,Y (n)ki2  Y (n)ki5 )− 1(Yki1 ,Yki2  Yki5)∣∣∣
≤ (n)−13 card
{
[i1, i2, i5] ∈ In3 : ‖Y (n)ki1 − Y
(n)
ki5
‖<2 Ξ(n)k or ‖Y (n)ki2 − Y
(n)
ki5
‖<2 Ξ(n)k
}
= (n)−13 card
{
[i1, i2, i5] ∈ In3 : ‖y(n)ki1 − y
(n)
ki5
‖ < 2 Ξ(n)k or ‖y(n)ki2 − y
(n)
ki5
‖ < 2 Ξ(n)k
}
a.s.−→ 0, (7.2)
which completes the proof.
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7.3.3.3 Proof of Theorem 4.1 (h = hD)
Proof of Theorem 4.1 (h = hD). Recall that fD1 ([wi]5i=1)=f
D
2 ([wi]
5
i=1)=
1
2Arc(w1 −w5,w2 −w5),
up to a change in input dimension for the two functions. Obviously, fk([Y
(n)
ki`
]m`=1) and fk([Yki` ]
m
`=1)
are almost surely bounded. To verify the second condition in (4.5), we start by bounding the
difference between Arc(Y (n)ki1 − Y
(n)
ki5
,Y
(n)
ki2
− Y (n)ki5 ) and Arc(Yki1 − Yki5 ,Yki2 − Yki5).
For k = 1, 2, consider (yk1,yk2,yk5) ∈ (Rdk)3 such that
min{‖yk1 − yk5‖, ‖yk2 − yk5‖} ≥ η and ζ ≤ Arc(yk1 − yk5,yk2 − yk5) ≤ 1
2
− ζ,
where η and ζ will be specified later on. For (y′k1,y
′
k2,y
′
k5) ∈ (Rdk)3 satisfying ‖yki − y′ki‖ ≤ δ
for i = 1, 2, 5,
Arc(yk1 − yk5,yk1 − y′k5) ≤
1
2pi
arcsin
‖yk5 − y′k5‖
‖yk1 − yk5‖ ≤
1
2pi
arcsin
δ
η
,
Arc(yk1 − y′k5,y′k1 − y′k5) ≤
1
2pi
arcsin
‖yk1 − y′k1‖
‖yk1 − y′k5‖
≤ 1
2pi
arcsin
δ
η − δ ,
Arc(yk2 − yk5,yk2 − y′k5) ≤
1
2pi
arcsin
‖yk5 − y′k5‖
‖yk2 − yk5‖ ≤
1
2pi
arcsin
δ
η
,
and Arc(yk2 − y′k5,y′k2 − y′k5) ≤
1
2pi
arcsin
‖yk2 − y′k2‖
‖yk2 − y′k5‖
≤ 1
2pi
arcsin
δ
η − δ .
Assuming that
1
2pi
(
2 arcsin
δ
η
+ 2 arcsin
δ
η − δ
)
≤ ζ, (7.3)
we obtain
|Arc(yk1 − yk5,yk2 − yk5)− Arc(y′k1 − y′k5,y′k2 − y′k5)| ≤
1
2pi
(
2 arcsin
δ
η
+ 2 arcsin
δ
η − δ
)
.
For δ ≤ 1/4, take η = √δ and ζ = 3√δ/2 such that (7.3) holds,
1
2pi
(
2 arcsin
δ
η
+ 2 arcsin
δ
η − δ
)
=
1
2pi
(
2 arcsin
√
δ + 2 arcsin
√
δ
1−√δ
)
≤ 1
2pi
(
2 arcsin
√
δ + 2 arcsin 2
√
δ
)
≤ 1
2pi
(
2
pi
2
√
δ + 2
pi
2
(2
√
δ)
)
=
3
2
√
δ = ζ.
It follows that for δ ≤ 1/4 and (yk1,yk2,yk5), (y′k1,y′k2,y′k5) ∈ (Rdk)3 such that
min{‖yk1 − yk5‖, ‖yk2 − yk5‖} ≥
√
δ,
3
2
√
δ ≤ Arc(yk1 − yk5,yk2 − yk5) ≤ 1
2
− 3
2
√
δ,
and ‖yki − y′ki‖ ≤ δ for i = 1, 2, 5,
we have
|Arc(yk1 − yk5,yk2 − yk5)− Arc(y′k1 − y′k5,y′k2 − y′k5)| ≤
3
2
√
δ.
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Then, for k = 1, 2,∣∣∣Arc(Y (n)ki1 − Y (n)ki5 ,Y (n)ki2 − Y (n)ki5 )− Arc(Yki1 − Yki5 ,Yki2 − Yki5)∣∣∣
≤ 3
2
√
Ξ
(n)
k · 1(Ak;i1,i2,i3,i4,i5) +
(1
2
+
1
2
)
· 1(A{k;i1,i2,i3,i4,i5) ≤
3
2
√
Ξ
(n)
k + 1(A{k;i1,i2,i3,i4,i5),
where
Ak;i1,i2,i3,i4,i5 :=
{
Ξ
(n)
k ≤
1
4
, ‖Y (n)ki1 − Y
(n)
ki5
‖ ≥
√
Ξ
(n)
k , ‖Y (n)ki2 − Y
(n)
ki5
‖ ≥
√
Ξ
(n)
k ,
and
3
2
√
Ξ
(n)
k ≤ Arc(Y (n)ki1 − Y
(n)
ki5
,Y
(n)
ki2
− Y (n)ki5 ) ≤
1
2
− 3
2
√
Ξ
(n)
k
}
,
and, accordingly,
(n)−15
∑
[i1,...,i5]∈In5
∣∣∣1
2
Arc(Y
(n)
ki1
− Y (n)ki5 ,Y
(n)
ki2
− Y (n)ki5 )−
1
2
Arc(Yki1 − Yki5 ,Yki2 − Yki5)
∣∣∣
≤ 1
2
(3
2
√
Ξ
(n)
k + 1
{
Ξ
(n)
k >
1
4
}
+ (n)−13 card
{
[i1, i2, i5] ∈ In3 : ‖Y (n)ki1 − Y
(n)
ki5
‖ <
√
Ξ
(n)
k , or ‖Y (n)ki2 − Y
(n)
ki5
‖ <
√
Ξ
(n)
k ,
or Arc(Y (n)ki1 − Y
(n)
ki5
,Y
(n)
i2
− Y (n)ki5 ) ∈
[
0,
3
2
√
Ξ
(n)
k
)
∪
(1
2
− 3
2
√
Ξ
(n)
k ,
1
2
]})
=
1
2
(3
2
√
Ξ
(n)
k + 1
{
Ξ
(n)
k >
1
4
}
+ (n)−13 card
{
[i1, i2, i5] ∈ In3 : ‖y(n)ki1 − y
(n)
ki5
‖ <
√
Ξ
(n)
k , or ‖y(n)ki2 − y
(n)
ki5
‖ <
√
Ξ
(n)
k ,
or Arc(y(n)ki1 − y
(n)
ki5
,y
(n)
ki2
− y(n)ki5 ) ∈
[
0,
3
2
√
Ξ
(n)
k
)
∪
(1
2
− 3
2
√
Ξ
(n)
k ,
1
2
]})
.
(7.4)
Since, for any sequence [δ(n)]∞n=1 tending to 0, it holds that
(n)−13 card
{
[i1, i2, i5] ∈ In3 : ‖y(n)ki1 − y
(n)
ki5
‖ <
√
δ(n), or ‖y(n)ki2 − y
(n)
ki5
‖ <
√
δ(n),
or Arc(y(n)ki1 − y
(n)
ki5
,y
(n)
ki2
− y(n)ki5 ) ∈
[
0,
3
2
√
δ(n)
)
∪
(1
2
− 3
2
√
δ(n),
1
2
]}
→ 0,
we have shown that (7.4) converges to 0 almost surely. This completes the proof.
7.3.3.4 Proof of Theorem 4.1 (h = hR, hτ∗)
Proof of Theorem 4.1 (h = hR, hτ∗). The proof is similar to the proof of Theorem 4.1 (h = hD)
and hence omitted.
7.3.4 Proof of Proposition 4.4
Proof of Proposition 4.4. We only illustrate how to efficiently compute U-statistic estimates of Ho-
effding’s multivariate projection-averagingD and Blum–Kiefer–Rosenblatt’s multivariate projection-
averaging R. The other claims straightforwardly follow from the sources provided in the proposition.
Zhu et al. (2017) showed how to efficiently compute a V-statistic estimate of Hoeffding’s multi-
variate projection-averaging D. Let us show how to efficiently compute the corresponding
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U-statistic. We define arrays (ak`rs)`,r,s∈JnK for k = 1, 2 as{
ak`rs := Arc(yk` − yks,ykr − yks) if [`, r, s] ∈ In3 ,
ak`rs := 0 otherwise.
Their U-centered versions (Ak`rs)`,r,s∈JnK for k = 1, 2 are
Ak`rs :=
ak`rs −
1
n− 3
n∑
i=1
akirs − 1
n− 3
n∑
j=1
ak`js +
1
(n− 2)(n− 3)
n∑
i,j=1
akijs if [`, r, s] ∈ In3 ,
0 otherwise.
Then, (
n
5
)−1 ∑
i1<···<i5
hD
(
(y1i1 ,y2i1), . . . , (y1i5 ,y2i5)
)
=
1
n(n− 1)(n− 4)
∑
[`,r,s]∈In3
A1`rsA2`rs,
which clearly has O(n3) complexity.
Turning to Blum–Kiefer–Rosenblatt’s multivariate projection-averaging R, define, for k = 1, 2,
the arrays (bk`rst)`,r,s,t∈JnK as{
b1`rst := Arc(y1` − y1s,y1r − y1s) and b2`rst := Arc(y2` − y2t,y2r − y2t) if [`, r, s, t] ∈ In4 ,
b1`rst := 0 and b2`rst := 0 otherwise.
Their U-centered versions (Bk`rs)k,`,r,s∈JnK for k = 1, 2 are
Bk`rst :=
bk`rst −
1
n− 4
n∑
i=1
bkirst − 1
n− 4
n∑
j=1
bk`jst +
1
(n− 3)(n− 4)
n∑
i,j=1
bkijst if [`, r, s, t] ∈ In4 ,
0 otherwise.
Then,(
n
6
)−1 ∑
i1<···<i6
hR
(
(y1i1 ,y2i1), . . . , (y1i6 ,y2i6)
)
=
1
n(n− 1)(n− 2)(n− 5)
∑
[`,r,s,t]∈In4
B1`rstB2`rst,
which clearly has O(n4) complexity. This completes the proof.
7.4 Proofs for Section 5
7.4.1 Proof of Proposition 5.1
Proof of Proposition 5.1. In view of Lemma 3 in Weihs et al. (2018), the claim readily follows from
the theory of degenerate U-statistics (Serfling, 1980, Chap. 5.5.2).
7.4.2 Proof of Theorem 5.1
Proof of Theorem 5.1. For k = 1, 2, let P(n)Jk,dk and PJk,dk denote the distributions ofW
(n)
k1 andWk1,
respectively, and let again Y (n)ki and Yki stand for G
(n)
k,±(Xki) and Gk,±(Xki), respectively. Consider
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the Hoeffding decomposition
W∼
(n)
µ
=
m∑
`=1
(
m
`
)(
n
`
)−1 ∑
1≤i1<···<i`≤n
h˜µ,`
(
(Y
(n)
1i1
,Y
(n)
2i1
), . . . , (Y
(n)
1i`
,Y
(n)
2i`
); P
(n)
J1,d1
⊗ P(n)J2,d2
)
︸ ︷︷ ︸
H∼ n,`
, (7.5)
of W∼
(n)
µ
with respect to the product measure P(n)J1,d1 ⊗ P
(n)
J2,d2
and the Hoeffding decomposition
Wµ =
m∑
`=1
(
m
`
)(
n
`
)−1 ∑
1≤i1<···<i`≤n
h˜µ,`
(
(Y1i1 ,Y2i1), . . . , (Y1i` ,Y2i`); PJ1,d1 ⊗ PJ2,d2
)
︸ ︷︷ ︸
Hn,`
. (7.6)
of Wµ with respect to product measure PJ1,d1 ⊗ PJ2,d2 .
The proof is divided into three steps. The first step shows that nH∼ n,1 = nHn,1 = 0, the second
step that nH∼ n,2 − nHn,2 = oP(1). The third step verifies that nH∼ n,` and nHn,`, ` = 3, 4, . . . ,m all
are oP(1) terms.
Step I. Lemma 3 in Weihs et al. (2018) confirms that
h˜µ,1(·; P(n)J1,d1 ⊗ P
(n)
J2,d2
) = 0 = h˜µ,1(·; PJ1,d1 ⊗ PJ2,d2),
and thus nH∼ n,1 = nHn,1 = 0.
Step II. Lemma 3 in Weihs et al. (2018) shows that,(
m
2
)
· h˜µ,2
(
(y11,y21), (y12,y22); P
(n)
J1,d1
⊗ P(n)J2,d2
)
= g
(n)
1 (y11,y12)g
(n)
2 (y21,y22),
and
(
m
2
)
· h˜µ,2
(
(y11,y21), (y12,y22); PJ1,d1 ⊗ PJ2,d2
)
= g1(y11,y12)g2(y21,y22),
where g(n)k and gk are defined in (5.5) and (5.2). To prove that nH∼ n,2 − nHn,2 = oP(1), it suffices
to show that
E
[
(nH∼ n,2− nHn,2)2
]
= E
[( 1
n− 1
∑
(i,j)∈In2
g
(n)
1 (Y
(n)
1i ,Y
(n)
1j )g
(n)
2 (Y
(n)
2i ,Y
(n)
2j )−
1
n− 1
∑
(i,j)∈In2
g1(Y1i,Y1j)g2(Y2i,Y2j)
)2]
= o(1). (7.7)
We proceed in three sub-steps.
Step II-1. The theory of degenerate U-statistics (cf. Equation (7) of Section 1.6 in Lee (1990))
yields that
E
[
(nHn,2)
2
]
=
2n
n− 1E
[
g1(Y11,Y12)
2
]
E
[
g2(Y21,Y22)
2
]
. (7.8)
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Step II-2. We next deduce that
E
[
(nH∼ n,2)(nHn,2)
]
= E
[( 1
n− 1
∑
(i,j)∈In2
g
(n)
1 (Y
(n)
1i ,Y
(n)
1j )g
(n)
2 (Y
(n)
2i ,Y
(n)
2j )
)( 1
n− 1
∑
(i,j)∈In2
g1(Y1i,Y1j)g2(Y2i,Y2j)
)]
→ 2E[g1(Y11,Y12)2]E[g2(Y21,Y22)2]. (7.9)
By symmetry, we have
E
[
g
(n)
k (Y
(n)
ki ,Y
(n)
kj )gk(Yki,Ykj)
]
= E
[
g
(n)
k (Y
(n)
k1 ,Y
(n)
k2 )gk(Yk1,Yk2)
]
=: A
(n)
k ,
E
[
g
(n)
k (Y
(n)
k` ,Y
(n)
kj )gk(Yki,Ykj)
]
= E
[
g
(n)
k (Y
(n)
ki ,Y
(n)
kr )gk(Yki,Ykj)
]
= E
[
g
(n)
k (Y
(n)
k1 ,Y
(n)
k3 )gk(Yk1,Yk2)
]
=: B
(n)
k ,
E
[
g
(n)
k (Y
(n)
k` ,Y
(n)
kr )gk(Yki,Ykj)
]
= E
[
g
(n)
k (Y
(n)
k3 ,Y
(n)
k4 )gk(Yk1,Yk2)
]
=: C
(n)
k
for all distinct i, j, `, r, and also
A
(n)
k = E
[
g
(n)
k (Y
(n)
k1 ,Y
(n)
k2 )gk(Yk1,Yk2)
]
, (7.10)
A
(n)
k + (n− 2)B(n)k = E
[
g
(n)
k (Y
(n)
k1 ,Y
(n)
k2 )gk(Yk1,Yk2)
]
+
∑
`:`6=1,2
E
[
g
(n)
k (Y
(n)
k` ,Y
(n)
k2 )gk(Yk2,Yk2)
]
= − E[g(n)k (Y (n)k2 ,Y (n)k2 )gk(Yk1,Yk2)], (7.11)
2B
(n)
k + (n− 3)C(n)k = E
[
g
(n)
k (Y
(n)
k3 ,Y
(n)
k1 )gk(Yk1,Yk2)
]
+ E
[
g
(n)
k (Y
(n)
k3 ,Y
(n)
k2 )gk(Yk1,Yk2)
]
+
∑
`: 6`=1,2,3
E
[
g
(n)
k (Y
(n)
k3 ,Y
(n)
k` )gk(Yk1,Yk2)
]
= − E[g(n)k (Y (n)k3 ,Y (n)k3 )gk(Yk1,Yk2)]. (7.12)
We claim that
A
(n)
k → E
[
gk(Yk1,Yk2)
2
]
, (7.13)
A
(n)
k + (n− 2)B(n)k → − E
[
gk(Yk2,Yk2)gk(Yk1,Yk2)
]
= 0, (7.14)
2B
(n)
k + (n− 3)C(n)k → − E
[
gk(Yk3,Yk3)gk(Yk1,Yk2)
]
= 0. (7.15)
We only prove (7.13), as (7.14) and (7.15) are quite similar.
If Condition (5.6) holds, we obtain, since E
[
fk([Wki` ]
m
`=1)
2
]
<∞, that
‖gk(Yk1,Yk2)‖L1 ≤ ‖gk(Yk1,Yk2)‖L2 <∞.
To prove (7.13), we still need to show that Y (n)ki
L2−→ Yki for k = 1, 2. Since the scores Jk, k = 1, 2
are weakly regular (cf. Definition 4.2) and square-integrable, we obtain
lim
n→∞n
−1
n∑
r=1
J2
( r
n+ 1
)
=
∫ 1
0
J2(u)du,
and thus E‖Y (n)ki ‖2 → E‖Yki‖2. Notice also that Y (n)ki
a.s.−→ Yki. Using Vitali’s theorem (Shorack,
2017, Theorem 5.5) yields E‖Y (n)ki − Yki‖2 → 0.
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Because g(n)k (yk1,yk2)⇒ gk(yk1,yk2), we have
E
[|g(n)k (Y (n)k1 ,Y (n)k2 )− gk(Y (n)k1 ,Y (n)k2 )| · |gk(Yk1,Yk2)|]
≤ ‖g(n)k (Y (n)k1 ,Y (n)k2 )− gk(Y (n)k1 ,Y (n)k2 )‖L∞ · ‖gk(Yk1,Yk2)‖L1 → 0. (7.16)
Next, since gk is Lipschitz-continuous, by the fact that Y
(n)
ki
L2−→ Yki,
E
[|gk(Y (n)k1 ,Y (n)k2 )− gk(Yk1,Yk2)| · |gk(Yk1,Yk2)|]
≤ ‖gk(Y (n)k1 ,Y (n)k2 )− gk(Yk1,Yk2)‖L2 · ‖gk(Yk1,Yk2)‖L2 → 0; (7.17)
Combining (7.16) and (7.17) yields (7.13).
Having established (7.13)–(7.15), we obtain that
A
(n)
k → E
[
gk(Yk1,Yk2)
2
]
, B
(n)
k = O(n
−1) and C(n)k = o(n
−1). (7.18)
Plugging (7.18) into the left-hand side of (7.9) gives
E
[( 1
n− 1
∑
(i,j)∈In2
g
(n)
1 (Y
(n)
1i ,Y
(n)
1j )g
(n)
2 (Y
(n)
2i ,Y
(n)
2j )
)( 1
n− 1
∑
(i,j)∈In2
g1(Y1i,Y1j)g2(Y2i,Y2j)
)]
=
n(n− 1)
(n− 1)2
{
2A
(n)
1 A
(n)
2 + 4(n− 2)B(n)1 B(n)2 + (n− 2)(n− 3)C(n)1 C(n)2
}
→ 2E[g1(Y11,Y12)2]E[g2(Y21,Y22)2].
This completes the proof of (7.9).
Step II-3. In order to prove (7.7), it remains to show that
E
[
(nH∼ n,2)
2
]→ 2E[g1(Y11,Y12)2]E[g2(Y21,Y22)2]. (7.19)
Notice that nH∼ n,2 is a double-indexed permutation statistic. Applying Equations (2.2)–(2.3) in
Barbour and Eagleson (1986) yields E
[
nH∼ n,2
]
= nµ
(n)
1 µ
(n)
2 , and
Var(nH∼ n,2) =
4n2
(n− 1)3(n− 2)2
(∑n
i=1{ζ(n)1i }2
n
)(∑n
i=1{ζ(n)2i }2
n
)
+
2n
n− 3
(∑
i 6=j{η(n)1ij }2
n(n− 1)
)(∑
i 6=j{η(n)2ij }2
n(n− 1)
)
,
where for k = 1, 2,
µ
(n)
k :=
1
n(n− 1)
∑
i 6=j
g
(n)
k (y
(n)
ki ,y
(n)
kj ),
ζ
(n)
ki :=
∑
j:j 6=i
{
g
(n)
k (y
(n)
ki ,y
(n)
kj )− µ(n)k
}
,
η
(n)
kij := g
(n)
k (y
(n)
i ,y
(n)
j )−
ζ
(n)
ki
n− 2 −
ζ
(n)
kj
n− 2 − µ
(n)
k .
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Direct computation gives
µ
(n)
k = −
1
n(n− 1)
n∑
i=1
g
(n)
k (y
(n)
ki ,y
(n)
ki ),
ζ
(n)
ki = − g(n)k (y(n)ki ,y(n)ki ) +
1
n
n∑
j=1
g
(n)
k (y
(n)
kj ,y
(n)
kj ),
η
(n)
kij = g
(n)
k (y
(n)
i ,y
(n)
j ) +
g
(n)
k (y
(n)
ki ,y
(n)
ki )
n− 2 +
g
(n)
k (y
(n)
kj ,y
(n)
kj )
n− 2 −
1
(n− 1)(n− 2)
n∑
i=1
g
(n)
k (y
(n)
ki ,y
(n)
ki ).
Moreover, we can write E
[
nH∼ n,2
]
and Var(nH∼ n,2) in terms of Y
(n)
k1 and Y
(n)
k2 :
E
[
nH∼ n,2
]
=
n
(n− 1)2E
[
g
(n)
1 (Y
(n)
11 ,Y
(n)
11 )
]
E
[
g
(n)
2 (Y
(n)
21 ,Y
(n)
21 )
]
,
Var(nH∼ n,2) =
4n2
(n− 1)3(n− 2)2 Var
[
g
(n)
1 (Y
(n)
11 ,Y
(n)
11 )
]
Var
[
g
(n)
2 (Y
(n)
21 ,Y
(n)
21 )
]
+
2n
n− 3 Var
[
g
(n)
1 (Y
(n)
11 ,Y
(n)
12 ) +
g
(n)
1 (Y
(n)
11 ,Y
(n)
11 )
n− 2 +
g
(n)
1 (Y
(n)
12 ,Y
(n)
12 )
n− 2
]
×Var
[
g
(n)
2 (Y
(n)
21 ,Y
(n)
22 ) +
g
(n)
2 (Y
(n)
21 ,Y
(n)
21 )
n− 2 +
g
(n)
2 (Y
(n)
22 ,Y
(n)
22 )
n− 2
]
.
Using once again Condition (5.6), and by a similar argument as in the proof of (7.13), we obtain
E
[
nH∼ n,2
]→ n
(n− 1)2E
[
g1(Y11,Y11)
]
E
[
g2(Y21,Y21)
]→ 0, (7.20)
Var(nH∼ n,2)→
4n2
(n− 1)3(n− 2)2 Var
[
g1(Y11,Y11)
]
Var
[
g2(Y21,Y21)
]
+
2n
n− 3 Var
[
g1(Y11,Y12) +
g1(Y11,Y11)
n− 2 +
g1(Y12,Y12)
n− 2
]
×Var
[
g2(Y21,Y22) +
g2(Y21,Y21)
n− 2 +
g2(Y22,Y22)
n− 2
]
→ 2E[g1(Y11,Y12)2]E[g2(Y21,Y22)2]. (7.21)
Combining (7.20) and (7.21), we deduce that (7.19) holds.
Finally, Step II is completed by combining (7.8), (7.9), and (7.19) to deduce (7.7).
Step III. Notice that supi1,...,im∈JmK E[fk([Wki` ]m`=1)2] < ∞. Proving that E[(nH∼ n,`)2] = o(1)
for ` = 3, 4, . . . ,m goes along the same steps as the proof of Theorem 4.2 in the supplement of Shi
et al. (2020); it is omitted here. The fact that E
[
(nHn,`)
2
]
= o(1), ` = 3, 4, . . . ,m follows directly
from the theory of degenerate U-statistics (cf. Equation (7) of Section 1.6 in Lee (1990)). The proof
is thus complete.
7.4.3 Proof of Theorem 5.2
Proof of Theorem 5.2. The proof is similar to that of Theorem 5.1. The only difference lies in
proving (7.13)–(7.15) and (7.20)–(7.21). By the continuous mapping theorem (van der Vaart, 1998,
Theorem 2.3) and the Skorokhod construction (Shorack, 2017, Chap. 3, Theorem 5.7(viii)), we
can assume, without loss of generality, that W (n)ki
a.s.−→ Wki. If Condition (5.7) holds, then (7.13)
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immediately follows from the dominated convergence theorem and the definitions of g(n)k and gk
in (5.5) and (5.2). The proofs for (7.14), (7.15), (7.20), and (7.21) are similar.
7.4.4 Proof of Proposition 5.2
7.4.4.1 Proof of Proposition 5.2 (h = hdCov2)
Proof of Proposition 5.2 (h = hdCov2). Condition (5.1) is obvious. Condition (5.4) is satisfied in
view of Theorem 5 in Székely et al. (2007). We next verify that condition (5.6) is satisfied. To do
so, let us first show that g(n)k (yk1,yk2)⇒ gk(yk1,yk2) for k = 1, 2. By definitions (5.2) and (5.5),
g
(n)
k (yk1,yk2) := ‖yk1 − yk2‖ − E‖yk1 −W (n)k3 ‖ − E‖W (n)k4 − yk2‖+ E‖W (n)k4 −W (n)k3 ‖,
and gk(yk1,yk2) := ‖yk1 − yk2‖ − E‖yk1 −Wk3‖ − E‖Wk4 − yk2‖+ E‖Wk4 −Wk3‖.
Noting that Jk, k = 1, 2 are continuous, we can assume, as in the proof of Theorem 5.2, that
W
(n)
ki
a.s.−→ Wki. Since the scores Jk are square-integrable, we obtain that E‖W (n)ki ‖2 → E‖Wki‖2.
Using Vitali’s theorem (Shorack, 2017, Chap. 3, Theorem 5.5) yields W (n)ki
L2−→Wki. Therefore, we
obtain ∣∣∣E‖yk1 −W (n)k3 ‖ − E‖yk1 −Wk3‖∣∣∣ ≤ E‖W (n)k3 −Wk3‖,∣∣∣E‖W (n)k4 − yk2‖ − E‖Wk4 − yk2‖∣∣∣ ≤ E‖W (n)k4 −Wk4‖,∣∣∣E‖W (n)k4 −W (n)k3 ‖ − E‖Wk4 −Wk3∣∣∣ ≤ E‖W (n)k3 −Wk3‖+ E‖W (n)k4 −Wk4‖,
and, furthermore,∣∣∣g(n)k (yk1,yk2)− gk(yk1,yk2)∣∣∣ ≤ 2(E‖W (n)k3 −Wk3‖+ E‖W (n)k4 −Wk4‖).
The uniform convergence g(n)k (yk1,yk2) ⇒ gk(yk1,yk2) follows. It is obvious that gk(yk1,yk2) is
Lipschitz-continuous, and E
[
fk(Wki1 , . . . ,Wki4)
2
]
< ∞ for all i1, . . . , i4 ∈ J4K as long as J1, J2 are
weakly regular.
7.4.4.2 Proof of Proposition 5.2 (h = hM , hD, hR, hτ∗)
Proof of Proposition 5.2 (h = hM , hD, hR, hτ∗). Condition (5.1) is obvious. Condition (5.4) is sat-
isfied for hD by Theorem 3(i) in Zhu et al. (2017). For h = hM , hR, hτ∗ , we can prove condition
(5.4) holds as well in a similar way. It is clear that condition (5.7) is satisfied for all these four
kernel functions.
7.4.5 Proof of Proposition 5.4
Proof of Proposition 5.4. Validity is a direct corollary of Proposition 5.3. Uniform validity then
follows from validity and exact distribution-freeness. For any fixed alternative in Pacd1,d2,∞, it holds
that W∼
(n)
µ
a.s.−→ µ±(X1,X2) > 0 as n→∞. Thus, nW∼ (n)µ
a.s.−→∞ and the result follows.
7.4.6 Proof of Proposition 5.5
7.4.6.1 Proof of Proposition 5.5(i)
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Proof of Proposition 5.5(i). We need to verify Assumption 5.1. Items (i) and (ii) are obvious.
For (iii), following the proof of Lemma 3.2.1 in Gieser (1993), when X∗1 and X∗2 are elliptically
symmetric with parameters 0d1 , Σ1 and 0d2 , Σ2, respectively, we obtain
L′(x; 0) = −2(M1x2)>Σ−11 x1 · ρ1
(
x>1 Σ
−1
1 x1
)
− 2(M2x1)>Σ−12 x2 · ρ2
(
x>2 Σ
−1
2 x2
)
.
Consequently, (5.11) is sufficient for IX(0) = E
[
L′(X; 0)2
]
<∞. If IX(0) = 0, then we must have
ρ1
(
x>1 Σ
−1
1 x1
)
= ρ2
(
x>2 Σ
−1
2 x2
)
= Cρ
for some constant Cρ 6= 0 and
(M1x2)
>Σ−11 x1 + (M2x1)
>Σ−12 x2 = x
>
1 Σ
−1
1 (M1Σ2 + Σ1M
>
2 )Σ
−1
2 x2 = 0
for all x1,x2. This contradicts the assumption that Σ1M>2 +M1Σ2 6= 0 and completes the proof.
7.4.6.2 Proof of Proposition 5.5(ii)
Proof of Proposition 5.5(ii). For the multivariate normal, φk(t) = exp(−t/2) and ρk(t) = −1/2, so
that (5.11) is satisfied. For a multivariate t-distribution with νk degrees of freedom,
φk(t) = (1 + t/νk)
−(νk+dk)/2 and ρk(t) = −2−1(1 + dk/νk)(1 + t/νk)−1.
It is easily checked that (5.11) is satisfied when νk > 2; see Gieser (1993, p. 44–46).
7.4.7 Proof of Theorem 5.3
Proof of Theorem 5.3. LetX∗ni andXni, i ∈ JnK be independent copies ofX∗ andX with δ = δ(n),
respectively. Let P(n) := ⊗ni=1P(n)i , Q(n) := ⊗ni=1Q(n)i , where P(n)i and Q(n)i are the distributions
of X∗ni and Xni, respectively. Define
Λ(n) := log
dQ(n)
dP(n)
=
n∑
i=1
logL(X∗ni; δ) and T
(n) := δ(n)
n∑
i=1
L′(X∗ni; 0).
Following the proof of Lemma 3.2.1 in Gieser (1993), we get
L′(x; 0) = −2(M1x2)>
(
∇q1(x1)
/
q1(x1)
)
− 2(M2x1)>
(
∇q2(x2)
/
q2(x2)
)
. (7.22)
We proceed in three steps. First, we clarify that Q(n) is contiguous to P(n) in order for Le Cam’s
third lemma (van der Vaart, 1998, Theorem 6.6) to be applicable. Next, we derive the joint lim-
iting null distribution of (nW∼
(n)
µ
,Λ(n))>. Lastly, we employ Le Cam’s third lemma to obtain the
asymptotic distribution of (nW∼
(n)
µ
,Λ(n))> under contiguous alternatives.
Step I. In view of Gieser (1993, Sec. 3.2.1), Assumption 5.1 entails the contiguity Q(n) / P(n).
Step II. Next, we derive the limiting joint distribution of (nW∼
(n)
µ
,Λ(n))> under the null hy-
pothesis. To this end, we first obtain the limiting null distribution of (nHn,2, T (n))>, where Hn,2 is
defined in (7.6). By condition (5.1), we write
Hn,2 =
1
n(n− 1)
∑
i 6=j
∞∑
v=1
λvψv(Y1i,Y2i)ψv(Y1j ,Y2j),
where ψv is the normalized eigenfunction associated with λv and Yki = G∗k,±(X
∗
ki) for k = 1, 2. For
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each positive integer K, consider the “truncated” U-statistic
Hn,2,K :=
1
n(n− 1)
∑
i 6=j
K∑
v=1
λvψv(Y1i,Y2i)ψv(Y1j ,Y2j).
Note that nHn,2 and nHn,2,K can be written as
nHn,2 =
n
n− 1
{ ∞∑
v=1
λv
( n∑
i=1
ψv(Y1i,Y2i)√
n
)2 − ∞∑
v=1
λv
(∑n
i=1{ψv(Y1i,Y2i)}2
n
)}
,
nHn,2,K =
n
n− 1
{ K∑
v=1
λv
( n∑
i=1
ψv(Y1i,Y2i)√
n
)2 − K∑
v=1
λv
(∑n
i=1{ψv(Y1i,Y2i)}2
n
)}
.
To obtain the limiting null distribution of (nHn,2, T (n))>, first consider the limiting null distri-
bution, for fixed K, of (nHn,2,K , T (n))>. Let Sn,v be a shorthand for n−1/2
∑n
i=1 ψv(Y1i,Y2i) and
observe that
E[Sn,v] = 0, Var[Sn,v] = 1, Cov[Sn,v, T (n)]→ γvδ0, E[T (n)] = 0, and Var[T (n)] = IX(0),
where γv := Cov
[
ψv(Y1,Y2), L
′((G−11,±(Y1),G
−1
2,±(Y2)); 0)
]
. There exists at least one v ≥ 1 such
that γv 6= 0. Indeed, since EX∗k = E
[∇qk(X∗k)/qk(X∗k)] = 0, [ψv(x)]∞v=1 forms a complete orthogo-
nal basis for the family of functions of the form (7.22): γv = 0 for all v thus entails
E
[
L′(X; 0)2
]
= E
[( ∞∑
v=1
γvψv(Y1,Y2)
)2]
=
∞∑
v=1
γ2v = 0,
which contradicts Assumption 5.1(iii). Therefore, γv∗ 6= 0 for some v∗. Applying the multivariate
central limit theorem (Bhattacharya and Ranga Rao, 1986, Equation (18.24)), we deduce
(Sn,1, . . . , Sn,K , T
(n))> P
(n)
 (ξ1, . . . , ξK , VK)> ∼ NK+1
((
0K
0
)
,
(
Ip δ0v
δ0v
> δ20I
))
,
where I := IX(0) and v = (γ1, . . . , γK)>. Thus, VK can be expressed as(
δ20I
)1/2{ K∑
v=1
cvξv +
(
1−
K∑
v=1
c2v
)1/2
ξ0
}
where cv := I−1/2γv, and ξ0 is standard Gaussian, independent of ξ1, . . . , ξK . Then, by the contin-
uous mapping theorem (van der Vaart, 1998, Theorem 2.3) and Slutsky’s theorem (van der Vaart,
1998, Theorem 2.8),
(nHn,2,K , T
(n))> P
(n)
 
( K∑
v=1
λv(ξ
2
v − 1),
(
δ20I
)1/2{ K∑
v=1
cvξv +
(
1−
K∑
v=1
c2v
)1/2
ξ0
})>
(7.23)
for any K. This entails
(nHn,2, T
(n))> P
(n)
 
( ∞∑
v=1
λv(ξ
2
v − 1),
(
δ20I
)1/2{ ∞∑
v=1
cvξv +
(
1−
∞∑
v=1
c2v
)1/2
ξ0
})>
. (7.24)
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Indeed, putting
MK :=
K∑
v=1
λv(ξ
2
v − 1), VK :=
(
δ20I
)1/2{ K∑
v=1
cvξv +
(
1−
K∑
v=1
c2v
)1/2
ξ0
}
,
M :=
∞∑
v=1
λv(ξ
2
v − 1), and V :=
(
δ20I
)1/2{ ∞∑
v=1
cvξv +
(
1−
∞∑
v=1
c2v
)1/2
ξ0
}
,
it suffices, in order to to prove (7.24), to show that, for any a, b ∈ R,∣∣∣E[ exp{ianHn,2 + ibT (n)}]− E[ exp{iaM + ibV }]∣∣∣→ 0 as n→∞. (7.25)
We have ∣∣∣E[ exp{ianHn,2 + ibT (n)}]− E[ exp{iaM + ibV }]∣∣∣
≤
∣∣∣E[ exp{ianHn,2 + ibT (n)}]− E[ exp{ianHn,2,K + ibT (n)}]∣∣∣
+
∣∣∣E[ exp{ianHn,2,K + ibT (n)}]− E[ exp{iaMK + ibVK}]∣∣∣
+
∣∣∣E[ exp{iaMK + ibVK}]− E[ exp{iaM + ibV }]∣∣∣ =: I + II + III, say,
where it follows from page 82 of Lee (1990) and Equation (4.3.10) in Koroljuk and Borovskich (1994)
that
I ≤ E
∣∣∣ exp{ian(Hn,2 −Hn,2,K)}− 1∣∣∣ ≤ {E∣∣∣an(Hn,2 −Hn,2,K)∣∣∣2}1/2 = { 2na2
n− 1
∞∑
v=K+1
λ2v
}1/2
and
III ≤ E
∣∣∣ exp{ia(MK −M) + ib(VK − V )}− 1∣∣∣ ≤ {E∣∣∣a(MK −M) + b(VK − V )∣∣∣2}1/2
≤
{
2
(
2a2
∞∑
v=K+1
λ2v + 2b
2δ20I
∞∑
v=K+1
c2v
)}1/2
.
Since by condition (5.1)
∞∑
v=1
λ2v = Var(g1(W11,W12)) ·Var(g2(W21,W22)) ∈ (0,∞) and
∞∑
v=1
c2v = I−1
∞∑
v=1
γ2v ≤ 1,
we conclude that, for any  > 0, there exists K0 such that I < /3 and III < /3 for all n and
all K ≥ K0. For this K0, we also have, by (7.23), that II < /3 for all n sufficiently large; (7.25),
hence (7.24), follow.
Now, as in Hájek and Šidák (1967, p. 210–214),
Λ(n) − T (n) + δ20I/2 P
(n)−→ 0 (7.26)
(see also Gieser, 1993, Appx. B). Combining (7.24) and (7.26) yields
(nHn,2,Λ
(n))> P
(n)
 
( ∞∑
v=1
λv(ξ
2
v − 1),
(
δ20I
)1/2{ ∞∑
v=1
cvξv +
(
1−
∞∑
v=1
c2v
)1/2
ξ0
}
− δ
2
0I
2
)>
. (7.27)
Equation (1.6.7) in Lee (1990, p. 30), along with the fact that Hn,1 = 0, implies that (nW∼
(n)
µ
,Λ(n))>
has the same limiting distribution as (7.27) under P(n).
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Step III. Finally we employ the general form (van der Vaart, 1998, Theorem 6.6) of Le Cam’s
third lemma, which by condition (5.4) entails
Q(n)(nW∼
(n)
µ
≤ q1−α)
→ E
[
1
( ∞∑
v=1
λv(ξ
2
v − 1) ≤ q1−α
)
· exp
{(
δ20I
)1/2( ∞∑
v=1
cvξv +
(
1−
∞∑
v=1
c2v
)1/2
ξ0
)
− δ
2
0I
2
}]
≤ E
[
1
{∣∣∣ξv∗∣∣∣ ≤ (q1−α +∑∞v=1 λv
λv∗
)1/2} · exp{(δ20I)1/2( ∞∑
v=1
cvξv +
(
1−
∞∑
v=1
c2v
)1/2
ξ0
)
− δ
2
0I
2
}]
= E
[
1
{∣∣∣ξv∗∣∣∣ ≤ (q1−α +∑∞v=1 λv
λv∗
)1/2} · exp{(δ20I)1/2(cv∗ξv∗ + (1− c2v∗)1/2ξ0)− δ20I2 }]
= Φ
((q1−α +∑∞v=1 λv
λv∗
)1/2 − cv∗(δ20I)1/2)− Φ(− (q1−α +∑∞v=1 λvλv∗
)1/2 − cv∗(δ20I)1/2)
≤ 2
(q1−α +∑∞v=1 λv
λv∗
)1/2
ϕ
({
|cv∗ | ·
(
δ20I
)1/2 − (q1−α +∑∞v=1 λv
λv∗
)1/2}
+
)
,
a quantity which is arbitrarily small for large enough δ0, irrespective of the sign of cv∗ .
7.4.8 Proof of Theorem 5.4
Proof of Theorem 5.4. This result is a standard result connecting the Fisher information to minimax
lower bound (Groeneboom and Jongbloed, 2014, Chap. 6). Recall that X∗ni and Xni, i ∈ JnK are
independent copies of X∗ and X, respectively, with δ = δ(n) = n−1/2δ0. Recall P(n) := ⊗ni=1P(n)i ,
Q(n) := ⊗ni=1Q(n)i , where P(n)i and Q(n)i are the distributions ofX∗ni andXni, respectively. It suffices
to prove that for any small 0 < β < 1 − α, there exists |δ0| = cβ such that TV(Q(n),P(n)) < β,
which is implied by HL(Q(n),P(n)) < β using the fact that total variation and Hellinger distances
satisfy
TV(Q(n),P(n)) ≤ HL(Q(n),P(n))
(Tsybakov, 2009, Equation (2.20)). It is also known (Tsybakov, 2009, p. 83) that
1− HL
2(Q(n),P(n))
2
=
n∏
i=1
(
1− HL
2(Q
(n)
i ,P
(n)
i )
2
)
.
Hence, let us evaluate HL2(Q(n),P(n)) in terms of IX(0) and δ0. By definition,
HL2(Q
(n)
i ,P
(n)
i ) = E
[
2(1− L(X∗ni; δ(n))1/2)
]
.
Gieser (1993, Appendix B, p. 105–107) shows that
n · E
[
2(1− L(X∗ni; δ(n))1/2)
]
= E
[ n∑
i=1
2(1− L(X∗ni; δ(n))1/2)
]
→ δ
2
0IX(0)
4
.
Therefore,
1− HL
2(Q(n),P(n))
2
−→ exp
{
− δ20IX(0)/8
}
,
and the result follows.
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