Q-learning, a most widely used reinforcement learning method, normally needs well-defined quantized state and action spaces to obtain an optimal policy for accomplishing a given task. This makes it difficult to be applied to real robot tasks because of poor performance of learned behavior due to the failure of quantization of continuous state and action spaces. To deal with this problem, we proposed a continuous valued Q-learning (Takahashi et al., 1999) (hereafter, called CVQ-learning) for real robot applications. This method utilized a function approximation method for representing a action value function. In this paper, we point out that this type of learning method potentially has a discontinuity problem of optimal actions given a state. To resolve this problem, this paper proposes a method for estimating where discontinuity of optimal action takes place and for refining a state space for CVQ-learning. To show the validity of our method, we apply the method to a vision-guided mobile robot of which task is to chase the ball. Although the task is simple, the performance is quite impressive.
Introduction
Reinforcement learning has been receiving increased attention as a method with little or no a priori knowledge and higher capability of reactive and adaptive behaviors through interactions between the physical agent and its environment (Connel and Mahadevan, 1993) . One step Q-learning (Watkins and Dayan, 1992) has attracted much attention as an implementation of reinforcement learning because it is derived from dynamic programming (Bellman, 1957) and it provides guaranteed convergence to optimal solutions when the state transitions of the environment can be modeled as a Markovian process.
The common reinforcement learning method like a Q-learning, normally needs well-defined quantized state and action spaces to converge. This makes it difficult to be applied to real robot tasks because of poor quantization of state and action spaces. Even if it can be applied to real robot tasks, performance of robot behavior is not smooth, but jerky due to quantized action commands such as forward, left turn and so on. It can be easily imagined that such behaviors would not be optimal one for accomplishing a given task. In this way, the conventional reinforcement learning method has trouble in applying to real robot tasks, because such method must be able to represent the values in terms of infinitely many state and action pairs. That is, in order to employ the reinforcement learning method to real robot applications, such method must deal with continuous state and action spaces.
One approach that have been used to represent the value function is to quantize the state and action spaces into a finite number of cells and collect rewards and punishments in terms of all states and actions. This is one of the simplest forms of generalization in which all the states and actions within a cell have the same value. In this way, the value function is approximated as a table in which each cell has a specific value (e.g., (Connel and Mahadevan, 1993) ). However, there is a compromise between the efficiency and accuracy of this table. In order to achieve accuracy, the cell size should be small to provide enough resolution to approximate the value function. But as the cell size gets smaller, the number of cells required to cover the entire state and action spaces grows exponentially, which causes the efficiency of the learning algorithm to become worse because more data is required to estimate the value for all cells.
Another approach for representing the value function is to use other types of function approximators, such as neural networks (e.g., (Lin, 1992) ), statistical methods (clustering or nearest-neighbor method) (Ishiguro et al., 1996; Ueno et al., 1996; Asada et al., 1996; Takahashi et al., 1996) , CMAC (Albus, 1975; Saito and Fukuda, 1994; Sutton 1996) and so on. A CMAC uses multiple overlapping tilings of the state spaces to produce the quantized state space with the fine resolution. However, neural network type function approximators including CMAC has its own problem of quantization and generally need a lot of learning data. This means their methods take long learning time.
An approach integrating these two approaches has been proposed by (Boyan and Moore, 1995; Atkeson et al., 1997; Sato and Ishii, 1999) . In such approach, an action value in terms of a continuous state and action pair is approximated by weighted summation of action values Q that are calculated in terms of roughly quantized state and action pairs. In this paper, we call this approach "weighted combination approach." There are methods to use a Gaussian function (Atkeson et al., 1997) (Sato and Ishii, 1999) as such a weighting function. However, their methods take long time to calculate a maximum Q value which is immediately required when selecting a action, because the shape of the approximated action value function is very complicated.
To deal with these issues, CVQ-learning was proposed (Takahashi et al., 1999) . In this method, an interpolated action value is computed by weighted linear combination of action values in terms of representative states and actions. This contributes to realize smooth motions of the real robot, much less computational resources and acceleration of the learning. First, this paper introduces a CVQ-learning and shows the validity of this method by applying it to real robot application where the robot is chasing a ball. Second, this paper makes a point that the weighted summation type approach potentially has a "discontinuity problem of optimal actions." To resolve this problem, this paper propose an enhanced version of CVQ-learning. Finally, in order to show the validity of this method, we apply this method to a mobile robot having an omnidirectional vision sensor of which task is to chase the ball in computer simulation. Although the task is simple, the performance is quite impressive.
An overview of Q-learning
Before getting into the details of our method, we will briefly review the basics of Q-learning, a most widely used reinforcement learning algorithm.
Q-learning is a form of model-free reinforcement learning method based on stochastic dynamic programming. It provides robots with the capability of learning to act optimally in a Markovian environment. We briefly explain one-step Q-learning algorithm. We assume that the robot can discriminate the set S of distinct world states, and can take the set A of actions on the world. The following is a procedure of the one step Q-learning algorithm. 
where α is a learning rate parameter and γ is a fixed discount factor between 0 and 1. 6. Return to 2.
Continuous valued Q-learning

Algorithm
A procedure of our CVQ-learning algorithm is same as that of the one-step Q-learning algorithm. The differences are representations of state and actions, the value function, the action value function, a definition of policy and how to update the action value function which are used in the learning algorithm.
State and action representation
Here, we assume that n-dimensional sensory information directly construct an n-dimensional state space. So, the robot perceives n-dimensional sensor information x = (x 1 , x 2 , · · · , x n ) as a state. In the same way, we assume that the robot has an m-dimensional action space. So, the robot executes an action command u = (u 1 , u 2 , · · · , u m ) based on a current state. Although the following explanation is for the state representation, it can be applied in the case of explanation for the action representation.
First, the continuous state space is tessellated into n-dimensional hyper cubes whose unit length is appropriately normalized based on the range of x k (k = 1 ∼ n). We define the vertices of all hyper cubes as the representative states
when the number of the vertices is N .
When the robot perceives current sensor information as a continuous state x, we define a weighting factor w x i in terms of a representative state x i . The weighting factor w x i is calculated as follows:
where
A weighting factor w x i represents how a current continuous state x is influenced by a representative state x i . When the robot perceives its environment as a continuous state x, this current state x is described by weighted linear combination of representative states x i as follows:
For the reader's understanding, Fig.1 shows the state representation of the two-dimensional state space. When the robot perceives a current state x in two-dimensional state space, a weighting factor in terms of a representative state x i is equal to the area which corresponds to the shaded portion in In the same way, an m-dimensional action command u is denoted by weighted linear combination of representative actions u j as follows:
Action value function
In this work, an action value in terms of a continuous state and action pair is linearly interpolated by action values in terms of representative state and action pairs. When executing a representative action u j at a representative state x i , a Q value is defined by Q i,j . Using the weighting factors w x i and w u j each of which is for the representative state x and action u respectively, the Q value in terms of any state and action pair (x, u) is defined as follows:
Policy
In the conventional Q-learning, an optimal action at a current state is defined as an action that maximizes a Q value at the state. Such mapping from S to A is called a policy. In the same way, an optimal action u * at a continuous state x is defined as follows:
where π is a policy for CVQ-learning. u * is obtained by the summation of the product of a weighting factor in terms of a representative state x i and a representative action u j that maximizes a Q value at x i .
Value function
Since a value function V π (x i ) in terms of a representative state x i based on a policy π can be considered to be an action value Q in terms of the representative state x i and an optimal action u * , V π (x i ) is defined as follows:
By linearly interpolating based on a weighting factor for a representative state x i and its value function
in terms of a continuous state x is described as follows:
which actually correspond to vertices of a hyper cube including u.
Updating representative Q values
When executing a continuous action u at a continuous state x, the world transits to the next state x from the current state-action pair (x, u), acquiring a reward r based on the next state, the action value is updated by the following equation:
where α is a leaning rate (between 0 and 1) and γ is the discounting factor which controls to what degree rewards in the distant future affect the total value of a policy (between 0 and 1). The updating ratio of the action value varies based on its weighting factors for both of continuous state and actions.
Experimental results
Task and specification of a real mobile robot
In order to show the validity of CVQ-learning, we apply the method to a mobile robot of which task is to chase the ball, one of the vision-guided behavior acquisition. Fig.2 shows a mobile robot and a ball to chase. This robot is equipped with a color CCD camera and a realtime image processing device (Hitachi IP5000) which can detect the ball area in the image every 33 msec. The driving mechanism is PWS (Power Wheeled Steering) system. That is, the robot is driven by two independent motors. 
State and action spaces
The image area which the robot can capture is 256 by 240 pixels and the state space is constructed in terms of the centroid of the ball image, that is, it becomes twodimensional space. Each dimension is quantized into 5 representative states. To deal with a situation that the robot lost a ball, we add two states each of which corresponds to a situation that the ball disappears on right side or left side of the image. In total, there are 27 states in the set S.
Since the driving mechanism is PWS system, the action space is constructed in terms of two torque values to be sent to two motors corresponding to two wheels. So, the action space is also two-dimensional. Each dimension Though in the previous work (Takahashi et al., 1999) , the action value is updated by
we modify this update equation to the eq. (2).
is quantized into 5 representative states. In total, there are 25 actions in the set A. The goal state is a situation that the robot captures the ball region at the center of the image and its size is greater than a pre-specified value so that the ball is located just in front of the robot (20cm apart).
Rewards and training
During training, the reward is given to the robot every 165 msec based on the weighting factor (see eq. (1)) in terms of the representative state which corresponds to a center of the image. Training consisted of a series of cycles: During 1 sec, action selection is based on a predefined controller. After this cycle, action selection is random during 2 secs. These two cycles repeats during the training.
In order to perform learning on the real robot, coordinates of the centroid of the ball area and two torque values to both of wheels are collected every 33 msec. Based on the such collected data, CVQ-learning is performed off-line. Note that during the learning process a Q value is updated every 165 msec. 
Results
To show the efficiency of CVQ-learning, we compare results of CVQ-learning with that of standard Q-learning based on the quantized state and action spaces. Fig.3 and 4 show the change of the centroid (x,ȳ) of the ball area in the image, which correspond to the step responses. Initially, the ball is positioned behind the robot and 3m far from the robot. Then, the robot starts to chase the ball based on the learned policy. As shown in these figures, the behavior based on our method is much smoother than the standard Q-learning. Also, the success rate based on our method is better than the standard one.
In this way, CVQ-learning makes motion of the learned behaviors smooth and quickly converges to an equilibrium state, Using CVQ-learning, we can handle real robot control problem with continuous state and action spaces.
Discontinuity problem of optimal actions
Generally, optimal actions are assumed to be smoothly continuous in any states, as for the weighted combination approach dealing with continuous state and actions. In order to produce continuous optimal actions, such methods just perform weighted linear combination of some optimal actions at the representative states. If summed optimal actions at the representative states have positive and negative values, the interpolated value for a continuous action is usually less than either value of the original actions (see Fig.5 ). If actual optimal actions are actions with large values at such interpolated area , a robot not only fails to accomplish a given task but also might make itself stop at the state. In this way, under such situation, it is not suitable to just sum up optimal actions at the representative states for approximating actual optimal actions. In fact, there are some states in the state space where optimal actions are discontinuous. In other words, the conventional weighted combination approach ignores the existence of discontinuous points in terms of optimal actions in the state space. We define this problem as a "discontinuity problem of optimal actions."
Example of the discontinuity problem of optimal actions
To help readers to understand the discontinuity problem of optimal actions, we give a simple task to a mobile robot with an omnidirectional vision sensor that can take only rotative actions. The task is to pursue a ball in a center field of the robot's view (see Fig.6 ).
We can easily estimate that an optimal action is rotating counterclockwise when a ball is observed left of center (−π < x ≤ 0) and rotating clockwise when a ball is observed right of center (0 ≤ x < π). Here, x shows an observed azimuth of a ball. If a ball is observed right behind (x = π and −π), either of actions rotating clockwise and counterclockwise can be taken as an optimal action at the state. Since such situation is the farthest from desired orientation (x = 0), in order to reach a desired orientation as soon as possible, a robot should take an action with the highest torque at the state (x = π and −π).
However, the weighted combination approach can't produce an optimal action at the state by summing up two actions which are rotating clockwise and counterclockwise, because both of the actions weaken each other. In this way, the discontinuity problem of optimal actions arises in the situation where a ball is observed right behind (x = π and −π in Fig. 6 ). Hereafter, we call such situation "discontinuous state."
Enhanced continuous valued Q-learning
Our approach to resolve the discontinuity problem
If it is possible to predict where discontinuous states are in the state space, the discontinuity problem can be resolved by regarding the estimated discontinuous state as one of the states in the state space, and learning again based on the updated set of the states. However, it is very difficult to find out exactly where discontinuous states are, because there is a limit to the amount of data for estimation.
In the weighted combination approach including the normal CVQ-learning, it is intractable such situation that a discontinuous state exists in the large area between representative states, because the action value function can't be interpolated correctly in such large area between them. Therefore, the weighted combination approach should be capable of handling an discontinuous action value function.
To resolve these issues, this paper proposes an enhanced CVQ-learning which is composed of three procedures by adding two procedures to the CVQ-learning:
1. Perform the normal CVQ-learning. 2. Estimate candidates of discontinuous states based on a criterion. 3. Add such candidates into the set S in order to start CVQ-learning again.
Through iteration of these procedures, the enhanced CVQ-learning tries to narrow the area between representative states including an actual discontinuous state. In the following part of this paper, as a starter towards a versatile version of our method, this paper represents concrete procedures of the enhanced CVQ-learning for applying it to the behavior acquisition problem where both the state and action spaces are one-dimensional ones.
Estimation of candidates of discontinuous states
As mentioned in section 4., the discontinuity problem of optimal actions arises in the area between two representative states where one optimal action is due to high torque with positive sign and the other is due to high torque with negative sign.
Under such situation, it is natural for the action value Qs in terms of the positive optimal action to interchange with the action value Qs in terms of the negative optimal action at the discontinuous state, according to the definition of the optimal action. In this paper, this phenomena is utilized to find out candidates of the discontinuous states.
According to the normal CVQ-learning, the action value function in terms of an representative action is linearly interpolated by a polygonal line. If there are two linearized action value functions each of which is in terms of the representative action due to high torque with the positive and negative value, such two polygonal lines should intersect in the neighborhood of a discontinuous state. Therefore, a candidates of discontinuous states can be estimated as an intersection of such two linearized action value functions.
That is, let a max and −a max be the action with the highest torque whose sign is positive and negative, respectively. When each of the action value Qs at adjacent representative states is maximum in terms of a max and −a max , a discontinuous state can be estimated as an intersectionx where Q(x, a max ) = Q(x, −a max ) (see Fig.7 ). This equation is a criterion for estimating a candidate of the discontinuous states. 
Updating the set of representative states
In each iteration of our method, candidates of the discontinuous states are estimated after the number of trials of the normal CVQ-learning reaches to a threshold or the average of Q values converges towards a certain extent. After candidates of the discontinuous states are obtained based on the criterion, they are added to the set S of representative states in order to start CVQ-learning again. Through several iterations of these procedures of the enhanced CVQ-learning, our method drastically narrows the error area including actual discontinuous states. For example, in Fig. 7 , the length of the error area l is shortened and changed to l * after one iteration. The iterative procedures of the enhanced CVQlearning automatically make non-uniform quantization of the state space in order to improve the precision of approximating the action value function. Therefore, the larger the number of the iteration is, the more precise our method can approximate the actual action value function.
Experimental result
If both of the state and action space are low dimensional ones as shown in an experiment in section 3.2 † and a fixation task in section 4.1, discontinuous states can be easily estimated in advance.
To show the validity of our method, we give a simple task to a mobile robot with an omnidirectional vision sensor that can take only rotative actions. The task is to pursue a ball in a center field of the robot's view (see Fig.6 ). The continuous state space is onedimensional one which corresponds to the range of the observed azimuth of a ball (−π ≤ x ≤ π). The continuous action space is also one-dimensional one which corresponds to the range of angular velocity of the robot (−a max ≤ ω ≤ a max ). The effectiveness of our method will be demonstrated through computer simulation.
Initial settings
At the beginning, the state space is quantized into four representative states as shown in Fig.6 . Furthermore, the action space is also quantized into four representative actions, that is, the robot has four representative actions (rotating counterclockwise at full speed, rotating counterclockwise at half speed, rotating clockwise at full speed and rotating clockwise at half speed).
The initial configuration between the robot and the ball changes randomly every trials. The length of one trial is up to 50 steps. The action value Q is updated every steps. According to the following equation, the reward is given to the robot every steps.
where (x = 0) corresponds to a situation that the robot captures the ball region at the center of its field of view. † In the experiment in section 3.2, in order to discriminate the situations that the ball disappears on right side and left side of the field of view, we added two states to the set of the representative states in advance. Due to this preparation, the normal CVQ-learning avoided the discontinuity problem of optimal actions and finally succeeded in acquiring the behavior by which the given task can be accomplished.
Results Fig.8 shows the change of the orientation x of the ball in the image during the task, which correspond to the step responses. Initially, the ball is positioned right behind the robot. Then, the robot starts to pursue the ball based on the learned policy. As shown in this figure, the behavior based on our method is much smoother than the standard Q-learning. Also, the performance of the robot is getting better as the representative states are added by means of our method. In this way, our enhanced CVQlearning makes motion of the learned behaviors smooth and quickly converges to an equilibrium state, even if the inital state space includes the discontinuous states. Each of Fig.9∼12 shows the linearized action value functions after the number of trials of the normal CVQlearning reached 200, 500, 800 and 1000 trials, respectively. Each of these figures shows four linearized action value functions each of which is a function in terms of the one-dimensional state space and a representative action. Fig.13 shows the change of the average of Q values which are leveled off in terms of the whole state space and four representative actions. In this paper, the average Q value is used to judge whether the learning converges or not, instead of the summation of Q values which is commonly used in the conventional Q-learning. It is because our method deals with continuous state and action space.
In this experiment, the candidates of the discontinuous states (which correspond to in Fig.9∼12 ) are estimated based on the linearized action value functions after 200, 500 and 800 trials. As the representative states, such candidates are added to the set of S for the CVQ-learning after 200, 500 and 800 trials. In each figure, the shaded portion shows the error area between two representative states including the actual discontinuous state. As shown in Fig.10 , the representative state which added to the set S after 500 trials failed to narrow the error area. However, as shown in Fig.11 , the representative state which added after 800 trials succeeded to narrow the error area. As shown in Fig.9∼12 , the error area including the actual discontinuous states is getting smaller as the number of iterations in our method increases. As a result, the precision of approximating the action value function also would be improved as the iteration of our method proceeds.
Tab.1 shows the mean of the steady-state error in the situations that the robot successfully reached the goal state based on the policy acquired by our method after 200, 500, 800 and 1000 trials. Each mean is calculated by averaging the steady-state errors during 100 trials based on each policy. In this experiment, the mean of the steady-state error corresponds to that of final orientation of the robot. Since the mean of final orientation is getting smaller, Tab.1 also shows that the performance of the robot is getting better in propotion to the number of the representative states by means of our method. 
Discussion
In this paper, we firstly introduced the normal continuous valued Q-learning which can obtain the much smoother behavior than the conventional Q-learning and showed the effectiveness of this method using the real robot experiment. Furthermore, we pointed out the discontinuity problem of optimal actions which is commonly lurking in the weighted combination approach including the normal CVQ-learning. To overcome this problem, we proposed the enhanced version of CVQ-learning which is mainly composed of three procedures: the first one is the procedure of the normal CVQ-learning, the second one is estimating candidates of discontinuous states. the third is adding such candidates into the set S in order to start the normal CVQ-learning again. Through iteration of these enhanced CVQ-learning procedures, the area between representative states including actual discontinuous states is getting smaller. Through the computer simulation, the validity of our method is demonstrated. Our method might fail to exclude the actual discontinuous states from an area between representative states in the state space, because our method only makes it smaller the area where the action value function fails to be correctly interpolated. However, our method improves the precision of approximating the action value function at the area in the state space where the actual discontinuous states don't exist, because our method considerably reduces approximation errors due to the discontinuous states in most area of the state space. Our method drastically narrows the area including the actual discontinuous states through several iterations of the enhanced CVQlearning. Therefore, such operation is almost equivalent to estimating where the actual discontinuous states are. As a result, our method is able to approximate the actual action value function precisely.
As future work, we will apply our method to more complicated tasks such as the multi-dimensional state and action spaces are required for accomplishing. We will investigate methods for estimating the candidates of the discontinuous state in such multi-dimensional state space, and for integrating a group of representative states into one state in the state space. Furthermore, we will also explore a method for adding representative actions to the current action set A in order to improve the precision of interpolating the action value function. Qval.
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