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Fostered by the recent progress of the fields of plasmonics and metamaterials, the seminal topic of light scattering by clusters
of nanoparticles is attracting enormous renewed interest gaining more attention than ever before. Related studies have not only
found various new applications in different branches of physics and chemistry, but also spread rapidly into other fields such as
biology and medicine. Despite the significant achievements, there still exists unsolved but vitally important challenges of how to
obtain robust polarisation-invariant responses of different types of scattering systems. In this paper, we demonstrate polarisation-
independent responses of any scattering system with a rotational symmetry with respect to an axis parallel to the propagation
direction of the incident wave. We demonstrate that the optical responses such as extinction, scattering, and absorption, can
be made independent of the polarisation of the incident wave for all wavelengths. Such polarisation-independent responses are
proven to be a robust and generic feature that is purely due to the rotational symmetry of the whole structure. We anticipate
our finding will play a significant role in various applications involving light scattering such as sensing, nanoantennas, optical
switches, and photovoltaic devices.
1 Introduction
The current surging interest in various applications of
nanoscale light-matter interactions, including biosensing1–3,
nanoantennas4,5, photovoltaic devices6 and many others, has
triggered enormous effort into the old and fundamental prob-
lem of the manipulation of a particle’s scattering and ab-
sorption characteristics7,8. In the recently emerging fields of
nanophotonics, various novel phenomena have been demon-
strated involving interaction of nanoparticles with light, such
as super-scattering9,10, control of the direction of the scattered
light by metasurfaces11,12, coherent perfect absorption of light
by surface plasmons13, Fano resonances in nanoscale struc-
tures14,15 and plasmonic oligomers16–22. At the same time,
the interest in artificial magnetic responses that was fostered
by the field of metamaterials has lead to the observation of ar-
tificial magnetic modes in nanoparticles and, since then, many
related novel scattering features based on the interplay of both
electric and magnetic responses have been demonstrated23–29.
To make further breakthroughs in different applications
based on particle scattering, there is a fundamental challenge
to overcome: polarisation dependence. The dependence of
an optical response on polarisation comes from the fact that
most structures have dominantly electric responses, which are
highly dependent on the polarisation of the incident field. The
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simplest structure that does not exhibit polarisation-dependent
scattering properties is a single spherical particle. According
to the Mie theory the total extinction, scattering and absorption
cross-sections do not depend on the incident polarisation an-
gle, although the scattering diagram will exhibit some angle-
dependent properties7. It is possible to achieve a polarisation-
independent scattering diagram by overlapping the electric
and magnetic dipole responses of a single spherical nanopar-
ticle28,29, but such effects can only be achieved by rigorous
engineering of the structure and can only happen in specific
spectral regimes. However, it has also been experimentally
observed that some plasmonic oligomer structures with dis-
crete symmetries exhibit completely polarisation-independent
extinction cross-section spectrums.19,30,31. This all leads to the
question of what the necessary conditions are for an arbitrary
system to have polarisation-independent scattering properties.
Inspired by the concepts of symmetry-induced degener-
ate states in quantum mechanics32 and mode degeneracy
in uniform waveguides33–35, there have been some studies
about symmetry-induced polarisation-independent scattering
by clusters of particles16,36–39. However, as far as we know,
there are no rigorous and systematic investigations of this
topic. Additionally, in previous studies, usually only the de-
pendence of extinction or scattering spectra on polarisation is
investigated and the intrinsic loss spectra is neglected, which
can be quite important in its own right, particularly for photo-
voltaic devices and biological applications.
In this paper we show that established group theory con-
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cepts40,41 can be used to deduce the effect of symmetry on
discrete dipole scattering systems. We then perform a system-
atic investigation on the optical responses of structures with
an n-fold (n ≥ 3) rotational symmetry, where the n-fold sym-
metry axis is parallel to the direction of propagation of the in-
cident plane wave [see Fig. 1]. Such n-fold symmetry implies
that the optical properties of the system will be identical when
rotating the whole structure by 2pin radians. But, as we ana-
lytically prove, the extinction, scattering and even absorption
cross-sections are all identical for rotations of any angle. Such
structures can therefore be considered as being polarisation-
independent.
An interesting corollary to this result is that, while the ex-
tinction and scattering cross-sections are defined only in the
far-field, the absorption can be calculated by two independent
ways - as an energy balance between the far-field scattered and
incident fields, and as integration of losses in the near-field.
Both approaches produce the same result. In the near-field,
the full profile of the electromagnetic field should be taken
into account, while in the far-field only the leading order will
survive. The polarisation-independent absorption is then quite
counter-intuitive because the near-field profile of the electro-
magnetic field does depend on the incident polarisation yet the
overall absorption cross-section does not. It implies that the
variation of the near-field with incident polarisation does not
affect the overall integral absorption cross-section. Thus, the
near-field distribution still contains some symmetry properties
of the entire structure.
In this paper we study optical properties of symmetric sys-
tems consisting of small (R  λ) spherical particles, which
can be approximated as electric and magnetic dipoles using
the coupled dipole approximation42. Given that any structure
can ultimately be decomposed into such particles and sub-
sequently a composite of electric and magnetic dipoles; the
derived polarisation-independent response should be a typical
feature of any system exhibiting n-fold rotational symmetry.
As this is a purely geometric feature and shows no depen-
dence on either the wavelength, the optical properties of the
constituent materials or the resonances excited, we expect that
it could be applied in various applications including sensing,
imaging, photovoltaic devices and other biological and medi-
cal research.
2 Theoretical model
The scattering and absorption of light by a small spherical par-
ticle (R  λ) can be approximated by that of an electric and
magnetic dipole with electric and magnetic dipole moments,
p, m, given by
p = αE0E (1a)
m = αHH (1b)
where E, H are the electric and magnetic fields acting on the
particle and αE , αH are the scalar effective polarisabilities as
defined below in terms of Mie Theory dipole scattering coef-
ficients a1, b1.
αE = 6ipia1/k
3 (2a)
αH = 6ipib1/k
3 (2b)
In this approximation the scattered fields from a single par-
ticle in free space are then described using dyadic Green’s
functions
Es(r) = k2
[
1
0
Gˆ0(r, r0)p−
√
µ0
0
(
∇× Gˆ0(r, r0)
)
m
]
(3a)
Hs(r) = k2
[
Gˆ0(r, r0)m+
1√
0µ0
(
∇× Gˆ0(r, r0)
)
p
]
(3b)
where free space dyadic Green’s functions are defined as
Gˆ0(ri, rj) = Gˆ
(3)
ij = aij Iˆ
(3) + bijnji ⊗ nji (4a)
∇× Gˆ0(ri, rj) = gˆ(3)ij = dij
(
nji ⊗ nji − Iˆ(3)
) 1
2 (4b)
In these the nji × Iˆ(3) operator is expressed explicitly as(
nji ⊗ nji − Iˆ(3)
) 1
2
and we have defined scalars
aij =
eikrji
4pirji
(
1 +
i
krji
− 1
k2r2ji
)
(5a)
bij =
eikrji
4pirji
(
−1− 3i
krji
+
3
k2r2ji
)
(5b)
dij =
eikrji
4pirji
(
1 +
i
krji
)
(5c)
where rji = |ri − rj | and nji = 1rji (ri − rj).
In an arbitrary system constructed from N particles the
fields acting on the ith particle will be the sum of both the
externally-applied incident fields and the scattered fields from
all the other particles. Therefore the expressions for the dipole
moments of the ith particle are
pi = αE,i0E
0
i + αE,i0k
2
 N∑
i6=j
1
0
Gˆ
(3)
ij pj −
√
µ0
0
gˆ
(3)
ij mj

(6a)
mi = αH,iH
0
i + αH,ik
2
 N∑
i 6=j
Gˆ
(3)
ij mj +
1√
0µ0
gˆ
(3)
ij pj
 (6b)
where E0i = E0(ri), H0i = H0(ri) are the externally-
applied electric and magnetic fields at ri.
The dipole equations in Eq. 6 show that each incident field
vector can be equated to some linear combination of the dipole
moments and, as such, there will exist some 6N × 6N inter-
action matrix, Mˆ (6N), to relate all the dipole moments to the
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incident field vectors. To write this relation in the form of a
matrix equation we define a state consisting of all dipole mo-
ments, |p〉, and a state consisting the incident fields acting on
each dipole, |e〉.
|p〉 = ( p1 · · ·pN √0µ0m1 · · · √0µ0mN ) (7a)
|e〉 =
(
E01 · · ·E0N
√
µ0
0
H01 · · ·
√
µ0
0
H0N
)
. (7b)
The matrix equation that relates the dipole moments to the
incident field is then written as
0αˆ
(6N) |e〉 = Mˆ (6N) |p〉 (8)
where αˆ(6N) is a diagonal matrix containing the electric and
magnetic scalar polarisabilities, αE and αH , of each particle.
To generate a general expression for the interaction matrix,
we define four smaller matrices; two that couple electric or
magnetic dipoles together, Mˆ (3N)ee and Mˆ
(3N)
hh , and two that
couple electric to magnetic dipoles and vice versa, Mˆ (3N)eh
and Mˆ (3N)he . These matrices are constructed from the dyadic
Green’s functions as to match the concatenation of vectors in
|p〉 and |e〉 [see Eq. 7]
Mˆ (3N)ee = k
2αˆEMˆ
(3N)
G (9a)
Mˆ
(3N)
eh = −k2αˆEMˆ (3N)g (9b)
Mˆ
(3N)
he = k
2αˆHMˆ
(3N)
G (9c)
Mˆ
(3N)
hh = k
2αˆHMˆ
(3N)
g (9d)
where αˆE,H is a diagonal matrix containing the elec-
tric or magnetic scalar polarisability of each particle and
Mˆ
(3N)
G , Mˆ
(3N)
g are defined as
Mˆ
(3N)
G =

0ˆ(3) −Gˆ(3)12 · · · −Gˆ(3)1N
−Gˆ(3)12 0ˆ(3)
...
...
. . .
−Gˆ(3)1N · · · 0ˆ(3)
 (10a)
Mˆ (3N)g =

0ˆ(3) −gˆ(3)12 · · · −gˆ(3)1N
gˆ
(3)
12 0ˆ
(3)
...
...
. . .
gˆ
(3)
1N · · · 0ˆ(3)
 . (10b)
The complete interaction matrix as defined in Eq. 8 to relate
incident field to dipole moments is then constructed as
Mˆ (6N) = Iˆ(6N) +
(
Mˆ
(3N)
ee Mˆ
(3N)
eh
Mˆ
(3N)
he Mˆ
(3N)
hh
)
. (11)
As such all further analysis will use the matrix equation, Eq. 8,
to study the optical responses of particle systems.
3 Polarisation invariance and symmetry
In this section we derive an expression for the commutation re-
lation between the interaction matrix (see Eq. 8) and a generic
symmetry operation in order to implement group theory prin-
ciples and restrict the shape of the interaction matrix based on
the symmetry of a given system. We then consider the case of
general particle systems that have a rotational symmetry de-
scribed by an n-fold axis; an axis about which any number of
2pi
n rotations will leave the system unchanged. This symmetry
is also referred to as cyclic symmetry and the corresponding
group of operations that represent this symmetry are denoted
Cn (the cyclic group). In doing this, we will show that the
extinction, scattering and absorption cross-sections are all in-
dependent of the incident field polarisation in any system with
cyclic symmetry.
In the coupled dipole equations (Eq. 6), the only terms that
contain information on the geometrical structure of a system
are the dyadic Green’s functions, Gˆ(3)ij and gˆ
(3)
ij . Moreover, it
follows from the definitions in Eq. 4 that both Gˆ(3)ij and gˆ
(3)
ij
will transform as a change of basis when any unitary opera-
tion, Uˆ (3), is applied uniformly to a system’s position vectors
Gˆ
(3)
ij → Uˆ (3)Gˆ(3)ij
(
Uˆ (3)
)†
(12a)
gˆ
(3)
ij → Uˆ (3)gˆ(3)ij
(
Uˆ (3)
)†
. (12b)
For gˆ(3)ij to transform in this way, we must also acknowl-
edge that it can always be expanded as a Taylor series.
This is true because the magnitude of every component in(
nji ⊗ nji − Iˆ
)
will be less than or equal to one and there-
fore a Taylor series for
(
nji ⊗ nji − Iˆ
) 1
2
, and hence gˆ(3)ij , will
always converge. So the overall interaction matrix must also
transform in an analogous manner given its construction in
terms of dyadic Green’s functions (shown in Eq. 9-11) and be-
cause every Gˆ(3)ij and gˆ
(3)
ij will transform uniformly according
to Eq. 12
Mˆ (6N) → Uˆ (6N)Mˆ (6N)
(
Uˆ (6N)
)†
(13)
where Uˆ (6N) is defined such that it applies Uˆ (3) to the position
vector of every particle in Mˆ (6N)
Uˆ (6N) = Uˆ (3)Iˆ(6N). (14)
However, for the case of a unitary symmetry operation, Rˆ(3),
it also follows that each transformed position vector must be
one of the existing position vectors. That is to say
Rˆ(3)ri = rj , for each i, j ∈ {1, ...N}. (15)
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Therefore we can express Eq. 12 in the following manner
Rˆ(3)Gˆ
(3)
ij
(
Rˆ(3)
)†
= Gˆ
(3)
kl (16a)
Rˆ(3)gˆ
(3)
ij
(
Rˆ(3)
)†
= gˆ
(3)
kl . (16b)
Noticeably this means that Rˆ(3) will not necessarily act as a
symmetry operation on these dyadic Green’s functions despite
being a symmetry operation on the structure. It does, however,
show that there must exist a single permutation matrix, Πˆ(3N),
for each Rˆ(3) such that
Rˆ(3N)Mˆ
(3N)
G
(
Rˆ(3N)
)†
=
(
Πˆ(3N)
)T
Mˆ
(3N)
G Πˆ
(3N) (17a)
Rˆ(3N)Mˆ (3N)g
(
Rˆ(3N)
)†
=
(
Πˆ(3N)
)T
Mˆ (3N)g Πˆ
(3N) (17b)
where Mˆ (3N)G and Mˆ
(3N)
g are the quadrants of Mˆ (6N) as de-
fined in Eq. 10 and Rˆ(3N) is defined in a manner analogous
to Eq. 14. It then follows that there will also exist a permu-
tation matrix, Πˆ(6N), which is constructed from four identical
Πˆ(3N) quadrants and satisfies
Rˆ(6N)n Mˆ
(6N)
(
Rˆ(6N)n
)†
=
(
Πˆ(6N)n
)T
Mˆ (6N)Πˆ(6N)n . (18)
We can consider all non-zero components in these permuta-
tion matrices as Iˆ(3) matrices and therefore they will always
commute with the Rˆ matrices and also the αˆ(6N) matrices de-
fined for Eq. 8. It is then straightforward to rearrange Eq. 17
and Eq. 18 to show that the general, symmetric commutation
relation of the interaction matrix is
Rˆ(6N)Πˆ(6N)Mˆ (6N) = Mˆ (6N)Rˆ(6N)Πˆ(6N). (19)
In order to now consider the aggregate optical response of
a symmetric system we refer to the general expressions for
the extinction, absorption and scattering cross-sections of any
arbitrary system with dipole moments |p〉 and incident field
|e〉 (defined in Eq. 7)
σe =
k
0 |E0|2
Im {〈e|p〉} (20a)
σa = − k
0 2 |E0|2
(
k3
6pi
〈p|p〉+ Im{〈p| αˆ−1 |p〉}) (20b)
σs = σe − σa. (20c)
It is then desirable to re-express all three cross-sections in
terms of the incident field state and three distinct matrices us-
ing Eq. 8
σe = Im
{
〈e| Mˆ ′(6N)1 |e〉
}
(21a)
σa = 〈e| Mˆ ′(6N)2 |e〉+ Im
{
〈e| Mˆ ′(6N)3 |e〉
}
(21b)
σs = σe − σa (21c)
where we have defined the Mˆ ′(6N) matrices as
Mˆ
′(6N)
1 =
k
|E0|2 (Mˆ
(6N))−1αˆ(6N) (22a)
Mˆ
′(6N)
2 = −
k40
6pi |E0|2
(
(Mˆ (6N))−1αˆ(6N)
)†
(Mˆ (6N))−1αˆ(6N)
(22b)
Mˆ
′(6N)
3 = −
k0
|E0|2
(
(Mˆ (6N))−1αˆ(6N)
)† (
Mˆ (6N)αˆ(6N)
)−1
αˆ(6N).
(22c)
Given that Rˆ(6N)Πˆ(6N) will commute with both the Mˆ (6N)
and αˆ(6N) matrices, it therefore follows that Rˆ(6N)Πˆ(6N)
must also commute with any of the Mˆ ′(6N) matrices we have
just defined. That is to say all three inner products seen in
Eq. 21 can ultimately be written in the one form
〈e| Mˆ ′(6N) |e〉 (23)
where Rˆ(6N)Πˆ(6N) commutes with Mˆ ′(6N).
For this reason we can analyse the effect of the symmetric
commutation relation (Eq. 19) on all cross-sections at once by
considering an arbitrary Mˆ ′(6N) and evaluating Eq. 23. More-
over, to begin this analysis we separate the Mˆ ′(6N) matrix into
the quadrants that act between the electric and/or magnetic
fields
Mˆ ′(6N) =
(
Mˆ ′Q11
(3N) Mˆ ′Q12
(3N)
Mˆ ′Q21
(3N) Mˆ ′Q22
(3N)
)
. (24)
By doing this we can write the general inner product of Eq. 23
in terms of the individual electric and magnetic field states
〈e| Mˆ ′(6N) |e〉 = 〈e′∣∣ Mˆ ′Q11(3N) ∣∣e′〉+ 〈e′∣∣ Mˆ ′Q12(3N) ∣∣h′〉
+
〈
h′
∣∣ Mˆ ′Q21(3N) ∣∣e′〉+ 〈h′∣∣ Mˆ ′Q22(3N) ∣∣h′〉 (25)
where
∣∣e′〉 ≡
 E
0
1
...
E0N
 and ∣∣h′〉 ≡√µ00
 H
0
1
...
H0N
.
This can be simplified further if we only consider incident
fields that are plane waves. Moreover, we can define a new
matrix, Aˆ(3N), that will introduce the appropriate phase dif-
ferences to relate the field at each particle to a single field vec-
tor of the incident plane wave for the electric and magnetic
components. That is to say we define Aˆ(3N) as
Aˆ(3N) =

a11Iˆ
(3)
a22Iˆ
(3)
. . .
aNN Iˆ
(3)
 (26)
such that
∣∣e′〉 = Aˆ(3N) |e0〉 and ∣∣h′〉 = Aˆ(3N) |h0〉
where |e0〉 ≡

E0
...
E0
 and |h0〉 ≡
√
µ0
0

H0
...
H0
.
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We are then able to rewrite Eq. 25 in terms of a single incident
field vector for both electric and magnetic fields
〈e| Mˆ ′(6N) |e〉 = 〈e0|
(
Aˆ(3N)
)†
Mˆ ′Q11
(3N)Aˆ(3N)︸ ︷︷ ︸
≡EˆE(3N)
|e0〉
+ 〈e0|
(
Aˆ(3N)
)†
Mˆ ′Q12
(3N)Aˆ(3N)︸ ︷︷ ︸
≡EˆH(3N)
|h0〉
+ 〈h0|
(
Aˆ(3N)
)†
Mˆ ′Q21
(3N)Aˆ(3N)︸ ︷︷ ︸
≡HˆE(3N)
|e0〉
+ 〈e0|
(
Aˆ(3N)
)†
Mˆ ′Q22
(3N)Aˆ(3N)︸ ︷︷ ︸
≡HˆH(3N)
|h0〉 . (27)
However, if we now express the four inner products in Eq. 27
as sums, it becomes apparent that we can express the whole
equation in terms of four 3× 3 matrices
〈e|Mˆ ′(6N) |e〉 = E0†
∑
ij
EˆE
(3)
ij︸ ︷︷ ︸
≡Mˆ′ee(3)
E0 +H0
†
√
µ0
0
∑
ij
HˆE
(3)
ij︸ ︷︷ ︸
≡Mˆ′
he
(3)
E0
+E0
†
√
µ0
0
∑
ij
EˆH
(3)
ij︸ ︷︷ ︸
≡Mˆ′
eh
(3)
H0 +H0
† µ0
0
∑
ij
HˆH
(3)
ij︸ ︷︷ ︸
≡Mˆ′
hh
(3)
H0 (28)
where we have denoted the 3 × 3 matrices that make up
EˆE
(3N)
, HˆE
(3N)
, EˆH
(3N)
and HˆH
(3N)
according to row
and column indices
EˆE(3N) =

EˆE
(3)
11 EˆE
(3)
12 · · ·
EˆE
(3)
21 EˆE
(3)
22
...
. . .
EˆE
(3)
NN
 .
In summary, we have shown that any of the inner products
from Eq. 21 can be written in the form
〈e| Mˆ ′i (6N) |e〉 =E0†Mˆ ′ee,i(3)E0 +H0†Mˆ ′he,i(3)E0
+E0
†Mˆ ′eh,i
(3)H0 +H0
†Mˆ ′hh,i
(3)H0. (29)
It is relatively straightforward to show that each Mˆ ′ee
(3),
Mˆ ′he
(3), Mˆ ′eh
(3) and Mˆ ′hh
(3) will commute with the symme-
try operators Rˆ(3) given that each Mˆ ′(6N) commuted with
Rˆ(6N)Πˆ(6N). Specifically, because Πˆ(6N) is constructed from
four identical quadrants (see Eq. 17), it follows that each
of the quadrants of Mˆ ′(6N) must necessarily commute with
Rˆ(3N)Πˆ(3N). In other words
Rˆ(3N)Πˆ(3N)Mˆ ′Qij
(3N) = Mˆ ′Qij
(3N)Rˆ(3N)Πˆ(3N). (30)
The transformation of each Mˆ ′Qij
(3N) with the Aˆ(3N) matrix
in Eq. 27 does not effect the existing commutation relation
given Aˆ(3N) is diagonal and constructed of multiples of the
3 × 3 identity matrix and therefore commutes directly with
both Rˆ(3N) and Πˆ(3N). The following sum over all 3× 3 ma-
trix components of EˆE
(3N)
, HˆE
(3N)
, EˆH
(3N)
and HˆH
(3N)
in Eq. 28 will then absorb and ignore the permutation matrix
leaving the commutation relation solely in terms of Rˆ(3)
Rˆ(3N)Πˆ(3N)EˆE
(3N)
= EˆE
(3N)
Rˆ(3N)Πˆ(3N)
sum
=⇒ Rˆ(3)
(∑
ij
EˆEij
)
=
(∑
ij
EˆEij
)
Rˆ(3).
As such the Mˆ ′ee
(3), Mˆ ′he
(3), Mˆ ′eh
(3) and Mˆ ′hh
(3) matrices
will all commute with the symmetry operators Rˆ(3). From
this point onward we will only be dealing with these 3 × 3
matrices, so can neglect the indices and other notation to write
this commutation relation as simply
RˆMˆ = MˆRˆ. (31)
The commutation relation in Eq. 31 can be used to deduce
constraints on the given matrix, Mˆ , depending on which sym-
metry group Rˆ corresponds to. In the following argument we
will consider only the constraints arising from the Cn group,
however there will be analogous procedures for the other sym-
metry groups. In any case, the elements of the Cn group can
be expressed as{
Iˆ , Cˆn, Cˆ
2
n, · · · Cˆn−1n
}
(32)
where Cˆn is a rotation about the symmetry axis of 2pin .
For practicality this group can also be represented in a ma-
trix form with a Cartesian basis in which the z-basis vector is
parallel to the symmetry axis. The general form of a matrix
element in such a representation is expressed in terms of the
irreducible representations of the Cn group as
Rˆ =
 Uˆ†
(
R11 0
0 R22
)
Uˆ
R33
 . (33)
where R11 and R22 are the first conjugate pair of one-
dimensional (degenerate) irreducible representations (E1),
R33 is the symmetric 1-dimensional irreducible representation
(A1) and Uˆ is a unitary matrix used to describe the appropriate
similarity transform for a Cartesian basis.40,41
R11 =
{
1, ω, ω2, · · · ωn−1 } , ω = ei 2pin (34a)
R22 = R
∗
11 (34b)
R33 =
{
1, 1, 1, · · · 1 } (34c)
Uˆ =
1√
2
(
1 i
1 −i
)
(34d)
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It is important to acknowledge that this decomposition of Rˆ
in terms of distinct irreducible representations requires that
n ≥ 3 because there are precisely n, 1-dimensional irreducible
representations in the Cn group. That is to say the C2 symme-
try group only has two such irreducible representations and
subsequently a matrix representation of its operators can’t be
expressed in the manner of Eq. 33. To continue with the Cn,
n ≥ 3 case; we now divide the Mˆ matrix in a manner corre-
sponding to that done for Rˆ in Eq. 33
Mˆ =
 Mˆ11 Mˆ12
Mˆ21 M22
 . (35)
As such we can then write the commutation relation in Eq. 31
as the following four equations
R33M22 = M22R33 (36a)(
R11 0
0 R22
)(
UˆMˆ12
)
=
(
UˆMˆ12
)
R33 (36b)
R33
(
Mˆ21Uˆ
†
)
=
(
Mˆ21Uˆ
†
)( R11 0
0 R22
)
(36c)
Uˆ†
(
R11 0
0 R22
)
UˆMˆ11 = Mˆ11Uˆ
†
(
R11 0
0 R22
)
Uˆ .
(36d)
Eq. 36a is trivial as M22 and R33 are both scalars, hence there
are no restrictions on M22 and we can just consider it as some
scalar B ∈ C. Eq. 36b and Eq. 36c are not so trivial and
describe four scalar relationships between irreducible repre-
sentations of the form
Riia = aRjj , where i 6= j, a ∈ C. (37)
Noticeably, the only way non-trivial solutions to this sort of
equation could exist is if the distinct irreducible representa-
tions were equal to each other. However it is obvious that dis-
tinct irreducible representations cannot be equal to each other
by their definition (e.g. see Eq. 34) and hence the only valid
solution is that both sides of Eq. 36b and Eq.36c are equal to
zero. Then, given Uˆ is invertible, we can conclude that both
Mˆ21 and Mˆ12 must therefore consist of only zeros. The fi-
nal equation from the commutation relation is then Eq. 36d,
which we can similarly rearrange to relate the R11 and R22
irreducible representations to each other(
R11 0
0 R22
)
UˆMˆ11Uˆ
†︸ ︷︷ ︸
≡Mˆ′
= UˆMˆ11Uˆ
†︸ ︷︷ ︸
≡Mˆ′
(
R11 0
0 R22
)
. (38)
We can see that the off-diagonal terms of Mˆ ′ must be zero as
they produce a scalar relationship in the form of Eq. 37 be-
tween R11 and R22. As it happens, this is the only constraint
we can apply and subsequently Mˆ ′ will be of the form
Mˆ ′ =
(
a 0
0 b
)
where a, b ∈ C. (39)
We can then get the corresponding Mˆ11 directly from the def-
inition of Mˆ ′ in Eq. 38
Mˆ11 = Uˆ
†Mˆ ′Uˆ =
1
2
(
a+ b (a− b)i
(b− a)i a+ b
)
≡
(
A C
−C A
)
where A, C ∈ C. (40)
In conclusion each matrix from Eq. 29 in a system with Cn
symmetry will be of the form
Mˆ =
 A C 0−C A 0
0 0 B
 where A, B, C ∈ C. (41)
However, if the incident field is propagating in the direction
of the symmetry axis (E0z , H
0
z = 0) then we can relate H0 to
E0 as
H0 =
√
0
µ0
 0 −1 01 0 0
0 0 0
E0. (42)
The combination of electric and magnetic inner products in
Eq. 29 can then be reduced to just a single, purely-electric,
inner product
〈e| Mˆ ′(6N) |e〉
= E0
†Mˆ ′eeE0 +H0
†Mˆ ′heE0 +E0
†Mˆ ′ehH0 +H0
†Mˆ ′hhH0
= E0
†
(
Mˆ ′ee +
√
0
µ0
(
Mˆ ′′eh + Mˆ
′′
he
)
+
0
µ0
Mˆ ′hh
)
︸ ︷︷ ︸
new 3×3 matrix
E0. (43)
Here the double-prime indicates that the matrix has been mul-
tiplied by the matrix seen in Eq. 42, which noticeably com-
mutes with- and does not change the general form of any ma-
trix defined as per Eq. 41. Therefore, with no z-component
of the incident field and a single matrix in the form of Eq. 41,
any of the inner products used to define the cross-sections in
Eq. 21 can be written as
〈e| Mˆ ′i (6N) |e〉
=
(
Ex
∗ Ey∗
)( Ai Ci
−Ci Ai
)(
Ex
Ey
)
= Ai
(|Ex|2 + |Ey|2)+ Ci (Ex∗Ey − ExEy∗) (44)
where Ai, Ci ∈ C.
In this paper we consider only linearly-polarised light and so
the Ex and Ey components are in phase. As such, the term
proportional to Ci in Eq. 44 can be removed and we are left
with
〈e| Mˆ ′i (6N) |e〉 = Ai
(|Ex|2 + |Ey|2) . (45)
The cases of other polarisations will be addressed in another
paper. However, for linearly-polarised light, the expressions
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for the cross-sections in Eq. 21 can be simplified using Eq. 45
to become
σe = Im {A1}
(|Ex|2 + |Ey|2) (46a)
σa = (A2 + Im {A3})
(|Ex|2 + |Ey|2) (46b)
σs = σe − σa = (Im {A1 −A3} −A2)
(|Ex|2 + |Ey|2) . (46c)
Noticeably this shows that all the cross-sections are indepen-
dent of polarisation. Specifically, we have shown that any
system with at least 3-fold cyclic symmetry (C3) will have
polarisation-independent extinction, scattering and absorp-
tion cross-sections for linearly-polarised plane waves travel-
ing parallel to the symmetry axis.
While this is the main result of the paper, it is also worth
noting that the derivations of Eq. 29 and Eq. 31 are for arbi-
trary symmetry operations and therefore provide a foundation
on which to evaluate cross-sections for operations (Rˆ) cor-
responding to different symmetries. In this way it is possi-
ble to, for instance, consider the tetrahedral (T ) or pyramidal
(Cnv) symmetry groups, both of which can be handled by di-
rectly applying Schur’s Lemma40 to show isotropic and axial
polarisation-independent cross-sections.
4 Examples of light scattering
To demonstrate the validity of our approach we employed
two methods to study the light scattering by some oligomer
structures with n-fold symmetries [see Figs. 2-4]. Firstly we
used CST Microwave Studio to calculate the exact total ex-
tinction, scattering and absorption cross-sections as well as
the near-field profiles of the corresponding structures at res-
onance. And, secondly, we employed the dipole approxima-
tion and dyadic Green’s function method to obtain the cross-
sections and the distribution of optically-induced electric and
magnetic dipoles in the individual nanoparticles42. Figure 2
shows the extinction, scattering and absorption cross-sections
of a trimer consisting of three silicon nanospheres with 3-
fold symmetry. Figure 3 shows the extinction, scattering and
absorption cross-sections for a heptamer consisting of seven
gold nanospheres with 6-fold symmetry. All particles of these
oligomer-like structures are in the same transverse plane, so
the excitation field is identical for all particles. We can also
lower the symmetry of a structure by shifting some particles
along the propagation axis. For example, in Fig. 4 we present
a structure with 3-fold symmetry which was derived from a
gold heptamer structure shown in Fig. 3. To construct the new
structure we shifted two equilateral trimers of the outer ring
in opposite directions from the central particle evenly spaced
along the propagation axis, and then twisted each with respect
to the other. The final structure is then chiral with 3-fold sym-
metry. Thus, according to our theoretical prediction, we ex-
pect that it should be polarisation-invariant. We used Palik’s
data for permittivity of the various materials43. All the pre-
sented results support our derivation that these structures will
exhibit polarisation-independent optical properties for any in-
cident polarisation angle, which does not necessarily coincide
with the rotational symmetry of the structures. These figures
also show that the total absorption is polarisation-independent
even though the near-field distribution varies with the incident
polarisation. It allows us to conclude that, although all struc-
tures exhibit some degree of geometrical anisotropy, their op-
tical response is isotropic. And the only requirement that we
impose is that the structure supports n-fold symmetry with
n ≥ 3. For completeness we also acknowledge that struc-
tures with only C2 symmetry are known to be polarisation-
dependent31 and therefore can conclude that n ≥ 3 is a re-
quirement for the n-fold symmetry.
Finally, based on the coupled dipole approximation
method,44 the optical response of structures with arbitrary ge-
ometries and complex refractive index can be approximated by
an ensemble of discrete dipoles. Thus, our results can be eas-
ily generalised to any structure with n-fold symmetry. Figure 5
shows the results of direct numerical simulations of a contin-
uous structure with 3-fold symmetry, which, for simplicity,
is modeled as ρ(θ) = R[1 + cos(1.5θ)] with R = 200 nm
(on the transverse plane) and h = 100 nm (along longitudinal
direction) and is made of gold. It still exhibits polarisation-
independent optical response, in full agreement with our ap-
proach above. This proves that our statement is quite universal
and can be applied to any system.
5 Conclusions
We have studied the optical response of nanoparticle struc-
tures with an n-fold (n ≥ 3) rotational symmetry excited by
an incident plane wave propagating parallel to the symmetry
axis. We have demonstrated that polarisation-independent re-
sponses (in terms of the cross-section of scattering, absorp-
tion and extinction) can come solely from the overall rota-
tional symmetry of a structure without any condition placed
on other elements of a given system. We have presented spe-
cific examples which support our general theory. Such robust
polarisation-independent features are expected to play an im-
portant role in various applications including nanoantennas,
sensing, imaging, solar cells, and other applications in chem-
istry, biology, and medicine.
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Fig. 2 Extinction, scattering and absorption cross-sections for three
different polarisations of a trimer structure made of touching silicon
nanopartices of radii R = 75nm calculated by using (a) the discrete
dipole approximation (DDA) method and (b) direct numerical
simulations with CST Microwave Studio. Bottom panels show
magnetic field distribution at the, λ = 612nm, Fano resonance 45 for
all three polarisations together with the induced magnetic dipole
moments.
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Fig. 3 Extinction, scattering and absorption cross-sections for two
orthogonal polarisations of a heptamer structure made of gold
nanopartices of central Rc = 65nm and outer Ro = 75nm radii
separated by d = 10nm calculated by using (a) the discrete dipole
approximation (DDA) method and (b) direct numerical simulations
with CST Microwave Studio. Bottom panels show electric field
distribution at the, λ = 600nm, Fano resonance 18 for two
polarisations together with induced electric dipole moments.
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Fig. 4 Extinction, scattering and absorption cross-sections for a
structure with 3-fold symmetry consisting of two equilateral trimers
(marked by different colors) that are separated by a central particle
and evenly spaced along the propagation axis, calculated by using
the discrete dipole approximation (DDA). The trimers are
additionally twisted with respect to each other in order to make the
structure chiral and therefore satisfy only the minimum derived
symmetry requirement needed to make the structure
polarisation-independent.
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Fig. 5 Extinction, scattering and absorption cross-sections for two
orthogonal polarisations of a continuous structure with 3-fold
symmetry, calculated by using direct numerical simulations with
CST Microwave Studio.
10 | 1–10
