Rational design of enzymes is a stringent test of our understanding of protein chemistry and has numerous potential applications. Here, we present and experimentally validate the computational design of enzyme activity in proteins of known structure. We have predicted mutations that introduce triose phosphate isomerase activity into ribosebinding protein, a receptor that normally lacks enzyme activity. The resulting designs contain 18 to 22 mutations, exhibit 10 5 -to 10 6 -fold rate enhancements over the uncatalyzed reaction, and are biologically active, in that they support the growth of Escherichia coli under gluconeogenic conditions. The inherent generality of the design method suggests that many enzymes can be designed by this approach.
Rational design of enzymes is a stringent test of our understanding of protein chemistry and has numerous potential applications. Here, we present and experimentally validate the computational design of enzyme activity in proteins of known structure. We have predicted mutations that introduce triose phosphate isomerase activity into ribosebinding protein, a receptor that normally lacks enzyme activity. The resulting designs contain 18 to 22 mutations, exhibit 10 5 -to 10 6 -fold rate enhancements over the uncatalyzed reaction, and are biologically active, in that they support the growth of Escherichia coli under gluconeogenic conditions. The inherent generality of the design method suggests that many enzymes can be designed by this approach.
Enzymes are among the most proficient catalysts known (1) , and they catalyze a wide variety of reactions in aqueous solutions under ambient conditions with exquisite selectivity and stereospecificity (2, 3) . The rational design of enzymes has tremendous practical potential for developing novel synthetic biochemical pathways (4, 5) , but presents a formidable challenge and is one of the most stringent tests for understanding protein chemistry. Here, we present structure-based computational design techniques (6, 7) that predict mutations for the construction of catalytically active sites in proteins of known structure. Using these methods, we converted ribose-binding protein (8) into analogs (NovoTims) of the glycolytic enzyme triose phosphate isomerase (9) . Several NovoTims exhibit rate enhancements of about 10 5 to 10 6 and are biologically active, as seen in their support of the growth of Escherichia coli under gluconeogenic conditions. Triose phosphate isomerase (TIM) is an essential component of the Embden-Meyerhof pathway (10) , interconverting dihydroxyacetone phosphate (DHAP) and glyceraldehyde 3-phosphate (GAP) (Fig. 1A) . In glycolysis, TIM channels these two triose phosphate products of aldolase into pyruvate; in gluconeogenesis, TIM ensures that both substrates are supplied to aldolase. The isomerization reaction involves two successive proton exchanges (9) (Fig. 1B) and is considered an archetype for proton transfer chemistry, which is central to many enzyme mechanisms (11) . Extensive studies support a mechanism (9) whereby a carboxylate abstracts the DHAP pro-R proton at C1 to form a cisenediol(ate) intermediate, followed by imidazole-mediated proton transfer between the C1 and C2 oxygens, yielding GAP. The C1 proton equilibrium constant (pK a ) of ϳ18 imposes a large barrier to proton abstraction (12) , which is overcome by a low-barrier hydrogen bond (13) that requires precise functional group alignment (14 -16) . Transition states are further stabilized electrostatically by lysine (15, 16) . TIM also selects a substrate conformation that minimizes alignment of the enediolate double bond and phosphate systems, thereby stereoelectronically disfavoring an undesirable ␤-elimination of the phosphate (17) that produces methylglyoxal, which is cytotoxic in excess (18) . A mobile loop permits substrate access and sequesters the reaction from solvent (19) (Fig.  1C) . The TIM reaction therefore presents a complex design target demanding simultaneous capture of many mechanistic principles: acid-base catalysis, transition state stabilization, reactive group alignment, low-barrier hydrogen bonds, stereoelectronic control by ground state selection, electrostatic effects, and protein dynamics (2, 3) .
Here, we demonstrate how structure-based computational design techniques can be used to introduce isomerase activity into the bacterial ribose-binding protein (RBP), a periplasmic receptor that has no known catalytic activity.
RBP is a monomer and consists of two domains linked by a hinge region (8) (Fig. 1C) . The protein adopts two conformations, a ligand-free open form, and a ligand-bound closed form, which interconvert via hinge-bending motions. Analogous to TIM, the ribose ligand is sequestered from solvent in the closed form. TIM is a homodimer of ␣/␤ barrel monomers (15, 16) (Fig. 1C) . RBP and TIM structures fall into different topological classes; introduction of TIM activity into RBP is therefore equivalent to convergent evolution by computational design.
As a first step, we tested whether RBP can be redesigned to bind GAP and DHAP, regardless of catalysis. We used a recently developed algorithm (7) to predict mutations that convert RBP into a receptor for DHAP by changing the layer of residues directly contacting ribose in the wild-type protein structure. Sequences that form stereochemically complementary ligandbinding surfaces were identified using a combinatorial optimization algorithm (7) that integrates ligand docking and placement of amino side-chain rotamer libraries to locate energetic minima in a potential function incorporating van der Waals, hydrogen bonding, solvation, and electrostatic interactions (20) between the amino acids and ligand. Four designs ( Fig. 2A ) bind DHAP and GAP with micromolar affinities, as determined by titration of these substrates into fluorescent protein conjugates (21) , but exhibit no TIM reactivity in colorimetric coupled enzyme assays (22) . This experiment shows that RBP can be mutated to bind both substrates, which is a necessary preliminary finding before the introduction of catalysis.
To design catalytic activity, we developed a procedure that introduces catalytically active residues into the receptor design process. This approach is based on the premise that placement of a subset of reactive amino acid side chains within an active site in geometries compatible with bond formation to a substrate, transition state, or reaction intermediate captures major contributions to reaction rate enhancement; the remainder of the binding surface is formed by residues selected on the basis of stereochemical complementarity between the protein and ligand, rather than explicit contributions to catalysis. The design process is divided into three parts (Fig. 3A) . First, a geometrical definition of key interactions contributing to catalysis is generated (Fig. 3B ). Second, a combinatorial search algorithm (6) identifies positions where placement of catalytic residues and substrate simultaneously satisfies these geometrical constraints. Third, the remainder complementary surface is generated around the placed substrate with the use of the receptor design algorithm (7). Designs were generated using geometrical relations between the enediolate reaction intermediate and the three catalytic residues (glutamate, histidine, lysine) as a minimalist model of interactions that are critical to catalysis. These definitions attempt to capture the dominant contributions to the reaction stereochemistry, without conserving nonessential features, such as the chirality of the proton abstraction from DHAP (pro-R or pro-S attack is allowed). As a consequence of the additional constraints imposed by explicitly specifying placement of the catalytic residues, the calculated sequences are distinct from those generated in the DHAP receptor designs (see above). We tested 14 designs subdivided into three families that differ in placement of the catalytic residues (Table 1) ; family 1 has the proton abstraction chirality that is the opposite of that from wild type, whereas families 2 and 3 retain the wild-type chirality. Seven designs show increases in GAP production over background. One design, NovoTim1.0, is significantly more active. It exhibits saturation kinetics [ NovoTim1.0 is less thermostable than the parent protein (Fig. 4A) . We postulated that steric imperfections in the interactions between the designed binding-surface residues and the surrounding protein matrix cause this decreased stability. Previously, we established that, in RBP-based metalloprotein designs, stability is restored by designing mutations in residue layers surrounding designed binding surfaces (23) . We redesigned NovoTim1.0 in a similar manner ( Fig. 2C ; Table  1 ). In NovoTim1.1, the 13 original mutations were retained and 9 additional ones were introduced by computational design, which increased the stability by 5°C. In NovoTim1.2, only the three catalytic residues were retained, and the sequences of the nine binding and nine interfacial residues were designed together. NovoTim1.2 stability is increased by 15°C, approaching that of the parent protein. NovoTim1.1 has kinetic properties similar to those of NovoTim1.0, whereas in NovoTim1.2 the catalyzed reaction rate (k cat ) and the Michaelis constant (K M ) are each improved about twofold (Table 2 ; Fig. 4B ).
At least 95% of DHAP (GAP) is converted into GAP (DHAP) in the reaction catalyzed by the NovoTims, as judged by NADH (NAD ϩ ) production (22) . The loss of enzyme activity observed in single-, double-, and triple-alanine mutants of NovoTim1.2 indicates that all three designed catalytic residues make critical contributions to catalysis (Fig.  4C) . The pH dependencies of the forward and reverse reactions catalyzed by NovoTim1.2 are similar to those of wild-type TIM (Fig.  4D) . These results show that the desired reaction is predominant, the designed catalytic groups are key to the enzyme mechanism, and the active site microenvironment approximates the naturally evolved enzyme.
In E. coli, gluconeogenic growth on lactate or glycerol requires TIM activity (Fig. 1A) . Glycerol feeds into DHAP and places more stringent demands than lactate on TIM activity, because elevated DHAP levels increase cytotoxic methylglyoxal production, which is mitigated through TIM-mediated conversion of DHAP into GAP (18) . Complementation of a TIM-deficient strain (10), DF502, by overexpressed NovoTims was tested on both gluconeogenic substrates (24) in the presence and absence of the inducer isopropyl-␤-Dthiogalactopyranoside (IPTG). NovoTims1.0 and 1.2 (1.1 not tested) support IPTGdependent growth on lactate, but not glycerol. NovoTim1.2 was further mutagenized by an error-prone polymerase chain reaction (25) , and mutants were selected on glycerol. Four isolates were obtained from about 10 5 transformants. The different mutations in NovoTims1.2.1 to 1.2.4 are localized on the protein surface (Fig. 2C) and improve k cat and K M values, with the largest changes corresponding to twofold and threefold increases in k cat and k cat /K M values, respectively.
We have successfully converted a protein devoid of catalytic activity into a triose phos- (B) Geometric definition used to generate placement of the active site residues. Positioning of the catalytic residues (glutamate, histidine, lysine) is shown relative to the plane of the enediolate. The enediolate conformation is designed to minimize phosphate elimination and is derived from the structure of a phosphoglycolate complex (16) . To define the constraints for histidine, a pseudoatom, , was placed midway (circle) between C 1 and C 2 . Geometrical constraints are formulated (6) in terms of intervals allowed for bond lengths (l), angles (), and torsions () for each residue relative to the enediolate: glutamate, l(C 1 , C ␦ : 2 to 5 Å); 1 (C ␦ , C 1 , C 2 : 107°Ϯ 30°); 2 phate isomerase, using computational design techniques to predict 13 to 21 mutations that introduce three catalytically active residues together with a stereochemically complementary substrate-binding surface. This minimalist design is based on key short-range interactions observed in naturally evolved TIMs and is sufficient to increase the NovoTim-catalyzed reaction 10 5 -to 10 6 -fold over background. This rate enhancement is the largest so far as we know reported for rationally designed enzymes (4, 5) . NovoTim1.2 is sufficiently active to support growth under permissive gluconeogenic conditions and requires only small improvements to support full biological activity. Nevertheless, the k cat and k cat /K M values of NovoTim1.2.1 are less than wild-type TIM, by factors of 2700 and 220, respectively; the apparent second-order rate constant of wild-type TIM approaches the diffusion-limited encounter of enzyme with substrate (9). Alanine-scanning mutagenesis indicates that all residues designed to be catalytically active contribute substantially to rate enhancement. Furthermore, the electrostatic microenvironment as probed by pH dependence of k cat is similar to that of the wild-type enzyme. However, it is likely that NovoTims have a suboptimal hydrogen bond between the catalytic glutamate and substrate C1 proton, which is a critical feature of the TIM reaction mechanism (14-16).
[We note that shortening of glutamate to aspartate in the wild-type enzyme (26), presumably destroying the low-barrier hydrogen bonds, results in a mutant with activity similar to that of NovoTims.] Elaboration of the minimalist mechanism in future designs will allow testing of other contributions to rate enhancement, such as protein dynamics and long-range electrostatics.
The combined placement of mechanistically critical residues with construction of a surface that is stereochemically complementary to the entire substrate (and product) is a critical aspect of the design method presented here. This capability was absent in previously reported attempts at enzyme design (4) and is likely to be the main reason for the much higher rate enhancements and apparent second-order rate constants observed in this study. With the prediction accuracies now within reach of computational protein design (7, 27) and with the introduction of increasing levels of mechanistic detail and sophistication in future designs, we (Fig.1C) ; lowercase, wild-type residue retained by the calculation; boldface, catalytic residues; underline, side chains make hydrogen bonds with substrate. Protein (column 1), DHAP-and GAP-binding receptors, D.1 to D.4; first-round designed enzymes (NovoTims) are divided into three families, Ntim1(b to e), 2(a to e), and 3(a to d). NovoTim1.0 is the most active first-round design. The distances of the modeled catalytic residues approximate the wild-type values (atom names as in Fig. 3 ). C1 to nearest carboxylate oxygen: wild type, 2.5 Å; family 1, 2.9 Å; family 2, 3.0 Å; family 3, 3.1 Å. C1 to imidazole N : wild type, 3.3 Å; family 1, 3.6 Å; family 2, 3.6 Å; family 3, 3.6 Å. Lysine N to O2: wild type, 3.2 Å; family 1, 4.5 Å; family 2, 3.1 Å; family 3, 3.0 Å. Activity (last column) from a semiquantitative assessment of activity based on end-point analysis of the forward (DHAP to GAP) reaction: -, background (uncatalyzed); ϩ, Ͼ5-fold increase after 6 hours; ϩϩϩ, Ͼ10-fold after 5 min; ϩϩϩϩ, Ͼ20-fold increase after 5 min.
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RNAi-Independent Heterochromatin Nucleation by the Stress-Activated ATF/CREB Family Proteins
Songtao Jia, Ken-ichi Noma, Shiv I. S. Grewal* At the silent mating-type interval of fission yeast, the RNA interference (RNAi) machinery cooperates with cenH, a DNA element homologous to centromeric repeats, to initiate heterochromatin formation. However, in RNAi mutants, heterochromatin assembly can still occur at low efficiency. Here, we report that Atf1 and Pcr1, two ATF/CREB family proteins, act in a parallel mechanism to the RNAi pathway for heterochromatin nucleation. Deletion of atf1 or pcr1 alone has little effect on silencing at the mating-type region, but when combined with RNAi mutants, double mutants fail to nucleate heterochromatin assembly. Moreover, deletion of atf1 or pcr1 in combination with cenH deletion causes loss of silencing and heterochromatin formation. Furthermore, Atf1 and Pcr1 bind to the mating-type region and target histone H3 lysine-9 methylation and the Swi6 protein essential for heterochromatin assembly. These analyses link ATF/CREB family proteins, involved in cellular response to environmental stresses, to nucleation of constitutive heterochromatin.
Heterochromatin governs diverse processes ranging from gene regulation and chromosome segregation to suppression of deleterious recombination in repetitive sequences. In the fission yeast Schizosaccharomyces pombe, heterochromatin is present mainly at the centromeres, telomeres, and a 20-kb silent domain at the mating-type region, the loci that are preferentially enriched in histone H3 lysine-9 (H3-K9) methylation and the Swi6 protein (a homolog of mammalian HP1 proteins) (1) . The mechanisms that define these chromosomal regions as preferred sites of heterochromatin formation are not fully understood. Recent studies have implicated RNAi pathway in targeting of heterochromatin to repetitive DNA sequences in S. pombe and in other organisms including Tetrahymena, Arabidopsis, and Drosophila (2-7). It has been demonstrated that deletions of factors involved in the RNAi pathway such as Dicer (dcr1), RNA-dependent RNA polymerase (rdp1), and Argonaute (ago1) disrupt heterochromatin assembly at centromeres (4). Moreover, cenH sequence [96% similar to dg and dh centromeric repeats (8) ] that is present at the silent mating-type (mat2/3) region (see Fig. 1A ) serves as an RNAidependent heterochromatin nucleation center at the endogenous locus and at an ectopic location (2). Although RNAi Table 2 . Kinetic parameters for forward and reverse isomerization reactions. k uncat, uncatalyzed reaction rate from (32); app K eq (last column) is the apparent equilibrium constant [Haldane constant (30) ] calculated from the ratio k cat /K M values of the forward and reverse reactions measured at 25°C, 100 mM triethanolamine, pH 7.8 (9, 22) . nd, not determined. wtTIM, wild-type parameters from (9 
