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ABSTRACT
Recent versions of the observed cosmic star-formation history (SFH) have resolved an inconsistency
with the stellar mass density history. We show that the revised SFH also scales up the delay-time
distribution (DTD) of Type Ia supernovae (SNe Ia), as determined from the observed volumetric SN
Ia rate history, aligning it with other field-galaxy SN Ia DTD measurements. The revised-SFH-based
DTD has a t−1.1±0.1 form and a Hubble-time-integrated production efficiency of N/M? = 1.3 ± 0.1
SNe Ia per 1000 M of formed stellar mass. Using these revised histories and updated empirical iron
yields of the various SN types, we re-derive the cosmic iron accumulation history. Core-collapse SNe
and SNe Ia have contributed about equally to the total mass of iron in the Universe today. We find
the track of the average cosmic gas element in the [α/Fe] vs. [Fe/H] abundance-ratio plane. The track
is broadly similar to the observed main locus of Galactic stars in this plane, indicating a Milky Way
(MW) SFH similar in form to the cosmic one. We easily find a simple MW SFH that makes the track
closely match this stellar locus. Galaxy clusters appear to have a higher-normalization DTD. This
cluster DTD, combined with a short-burst MW SFH peaked at z = 3, produces a track that matches
remarkably well the observed “high-α” locus of MW stars, suggesting the halo/thick-disk population
has had a galaxy-cluster-like formation mode. Thus, a simple two-component SFH, combined with
empirical DTDs and SN iron yields, suffices to closely reproduce the MW’s stellar abundance patterns.
Keywords: abundances — nucleosynthesis — supernovae: general
1. INTRODUCTION
A powerful approach to observational cosmology has
been the direct quantitative inventory of star formation
rates, accumulated stellar mass, and the rates of su-
pernovae (SNe), all as a function of cosmic time (see
Madau & Dickinson 2014, hereafter MD14, for a re-
cent review). Increasingly sophisticated observations
and analyses over the past decades have brought into im-
proved focus the star-formation-rate density as a func-
tion of redshift, referred to as the cosmic star formation
history (SFH), and the stellar mass density evolution,
both to redshifts of z ∼ 8. Integration over time of the
SFH, however, had overpredicted the accumulated stel-
lar density by factor of a few (e.g., Hopkins & Beacom
2006). This led to suggestions (e.g., Wilkins et al. 2008)
that early star formation proceeded with a “top heavy”
initial mass function (IMF), so that relatively few low-
mass stars remained after the massive stars, whose mea-
surements drive the star formation rate (SFR) estimates,
completed their stellar evolution.
A possibly related problem emerged from the mea-
surement of core-collapse (CC) SN rates versus red-
shift, out to z ∼ 1. Since all stars with initial masses
& 8 M are thought to explode within tens of Myr after
star formation, i.e., essentially instantaneously on cos-
mic timescales, the volumetric CC SN rate (i.e., num-
ber of SNe per unit time per unit cosmological volume)
is expected to follow the SFH almost exactly, with a
scaling determined by the number of high-mass stars
formed per unit total stellar mass formed. For exam-
ple, for a Kroupa (2001) IMF (which we will assume
consistently throughout this paper; a broken power-law
distribution in mass, with exponents of −1.3 between
0.1 and 0.5 M, and −2.3 above 0.5 M), the scaling
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is 0.010 ± 0.002 M−1, i.e., about one CC SN for ev-
ery 100 M of stars formed (with the error coming from
the uncertainty in the minimal progenitor mass of a CC
SN, between 7.5 M and 10 M; Smartt 2009). How-
ever, this scaling of the SFH overpredicted the observed
CC SN rates, and led to suggestions (e.g., Horiuchi et al.
2011) that perhaps a significant fraction of massive stars
do not explode as SNe, but rather collapse and become
black holes without explosions. A more plausible solu-
tion that has emerged is that SN surveys systematically
miss CC SNe in star-forming, dusty galaxies. CC SN
surveys that attempt to correct for the fraction of miss-
ing CC SNe generally find good agreement between the
corrected rates and the SFH (see MD14 and, most re-
cently, Graur et al. 2015 and Strolger et al. 2015). An
infrared survey attempting to measure the fraction of
missing CC SNe directly is ongoing (e.g., Kankare et al.
2008, 2012).
As summarised in MD14, a more mundane solution
also to the problem of the predicted stellar density ex-
cess comes from the realization that most works ear-
lier than about 2007 overestimated the SFR over the
redshift range z ∼ 2–7. The main causes of the SFR
overestimates were over-corrections of ultraviolet-based
SFRs for dust absorption (e.g., a factor–4.5 correction
at z = 2 in Erb et al. 2006, which went down to a fac-
tor ∼ 2 in Reddy & Steidel 2009), and over-corrections
for the unseen faint end of the galaxy luminosity func-
tion. These corrections are now superfluous or less im-
portant, with the availability of far-infrared-based SFR
estimates that circumvent the need for dust corrections,
and deeper observations that probe directly more of the
faint end. With the more recent SFHs, the predicted
stellar mass density history is in much better agreement
with the observations.
In this paper, we show that two additional paradoxes
are resolved when a modern SFH is adopted. The delay-
time distribution (DTD) of Type Ia SNe (SNe Ia), ob-
tained by comparing the volumetric SN Ia rate history
to the SFH, becomes consistent with other DTD mea-
surements (which are not cosmic-SFH-based); and the
contribution of SNe Ia to the recent and present-day
cosmic budget of iron becomes equal to that of CC SNe
(as opposed to a sub-dominant SN Ia role when assum-
ing older versions of the SFH), as deduced also for the
SN Ia contributions to the Sun’s iron content, based on
the abundance ratios of α elements and iron in Galactic
stars. Furthermore, the SN Ia DTD, now reliably deter-
mined, when combined with empirical SN iron yields,
permits a derivation of the effective SFH of the Milky
Way’s (MW) various components that reproduces re-
markably well the latest precision data on the distribu-
tion of stellar abundances.
2. THE SN IA DELAY TIME DISTRIBUTION
The DTD of SNe Ia is the hypothetical distribution
of delay times between the formation of a single stellar
population of unit total mass and the explosion of some
members of the population, or their descendants, as SNe
Ia. The DTD is of fundamental importance. It dictates
the rate at which SNe Ia contribute their nucleosynthetic
and energy output to individual galaxies and to the Uni-
verse as a whole. The form of the DTD, in turn, is set by
the progenitor population of SNe Ia, and by the stellar
and binary evolution of that population. Different SN
Ia progenitor models therefore make different DTD pre-
dictions (e.g., Hillebrandt et al. 2013; Claeys et al. 2014;
Toonen et al. 2014), and the measurement of an obser-
vational DTD is a useful tool for discriminating among
progenitor models and their physics.
Maoz et al. (2014, hereafter M14) have reviewed a
number of recent observational determinations of the
SN Ia DTD, which we briefly recap here. Totani et al.
(2008) compared SN Ia rates in z = 0.4–1.2 early-type
galaxies of various deduced ages. Due to the problem-
atics of using a galaxy’s luminosity-weighted age as a
proxy for the SN Ia progenitor age (see Maoz & Man-
nucci 2012 for details), we do not use these measure-
ments here. Maoz et al. (2010) found the DTD by com-
bining previous measurements of SN Ia rates in samples
of massive galaxy clusters at redshifts 0 < z < 1, and
deriving the SN Ia rate per formed unit stellar mass as a
function of time since the main epoch of star formation
in the clusters. Maoz et al. (2011) derived the DTD by
using the individual galactic SFHs, determined via mod-
eling of the galaxy spectra by Tojeiro et al. (2007), of
the nearby galaxies in the Lick Observatory Supernova
Survey (LOSS; Leaman et al. 2011) which were also ob-
served as part of the Sloan Digital Sky Survey (SDSS;
York et al. 2000), and comparing them to the number
of SNe Ia discovered in each galaxy in the course of the
LOSS survey. Maoz et al. (2012) recovered the DTD
by applying the same technique to a sample of galaxies
in the SDSS and to the SNe Ia that they hosted in the
SDSS II SN survey (Frieman et al. 2008). Graur & Maoz
(2013) did likewise, but for the full SDSS spectroscopic
sample of ∼ 700, 000 galaxies in Data Release 7 (Abaza-
jian et al. 2009), comparing their individual SFHs to the
SNe Ia that some of them happened to host just when
their spectra were being obtained, and hence the SN Ia
spectrum was included in the fiber aperture, on top of
the galaxy spectrum. Finally, Graur et al. (2011) and
Graur et al. (2014) derived the DTD by finding the func-
tion that, when convolved with the cosmic SFH, best fits
the volumetric SN Ia rate measurements from an assort-
ment of untargeted field SN surveys at 0 < z < 2.
As summarized by M14, all of these diverse DTD mea-
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surements, based on observations of diverse stellar pop-
ulations at diverse redshifts, and using different method-
ologies to recover the DTD, have found a consistent
DTD that depends on delay time roughly as ∼ t−1.
Such a time dependence is expected generically in mod-
els where the main parameter setting the time until ex-
plosion is the separation of the SN Ia progenitor binary
system, and where there is a steep dependence of this
time-to-explosion on the said separation. In particu-
lar, the traditional “double-degenerate” SN Ia progen-
itor model (Iben & Tutukov 1984; Webbink 1984), in
which a close double-white-dwarf binary loses energy to
gravitational waves until it merges and explodes, pre-
dicts such a ∼ t−1 form for the DTD.
Apart from their ∼ t−1 form, most of the
observationally-derived DTDs also agree in their nor-
malization, which can be expressed in terms of the
Hubble-time-integrated number of SNe Ia that will even-
tually explode from a formed unit mass of new stars.
Maoz et al. (2011) and Maoz et al. (2012) found broadly
consistent values of N/M? = (2.3 ± 0.6) × 10−3 and
(1.30± 0.15)× 10−3 M−1 , respectively. (Graur & Maoz
(2013) recovered only the late-time component of the
DTD, which can also be used to constrain the DTD nor-
malization.1 In galaxy clusters, Maoz et al. (2010) found
a DTD normalization higher by a factor of ∼ 2–4. This
was evidenced by the high levels of the DTD at long de-
lays, based directly on observed cluster SN Ia rates, but
also by the high observed iron-to-stellar mass ratio in
clusters, which indicates N/M? ≈ (3.3–8.1)×10−3 M−1 .
The cause of this is still unclear (see M14 for a discus-
sion), and we return to this issue in the context of the
observed stellar abundances in our Galaxy in Section 3.
Perhaps more puzzling, however, the DTD normaliza-
tion found by Graur et al. (2011) and Graur et al. (2014)
was a factor of ∼ 2 lower than the field-galaxy-based
measurements. This was hard to understand given that
the monitored and host galaxies in the targeted surveys
were not very different from those in the untargeted sur-
veys, particularly the z . 0.7 hosts and their SNe that
mostly drive the DTD results from the volumetric SN
rates. We now show that the more recently measured
cosmic SFHs resolve this discrepancy.
We represent the SFH with the best-fitting func-
1 A conversion error in Graur & Maoz (2013) in the DTD scaling
between the Kroupa (2001) IMF assumed by Tojeiro et al. (2007)
and the Bell et al. (2003) “diet” Salpeter IMF used by Maoz et al.
(2010) has been corrected here. For an old stellar population with
luminosity dominated by solar-mass stars, the diet-Salpeter IMF
has (by definition) 0.7 the mass of the Salpeter IMF. The Kroupa
(2001) IMF, when matched to the Salpeter IMF at 1 M, has 0.76
the mass of the Salpeter IMF. An old stellar population with a
given luminosity thus has a 9% higher initial mass when assuming
a Kroupa (2001) IMF compared to a Bell et al. (2003) “diet”
Salpeter IMF.
tional representation by Madau & Fragos (2017, here-
after MF17), which updates the SFH of MD14 for recent
measurements at z > 4, and assumes the same Kroupa
(2001) IMF that we consistently use:
ψ(z) = 0.01× (1 + z)
2.6
1 + [(1 + z)/3.2]6.2
M yr−1 Mpc−3. (1)
Figure 1 shows the compilation of volumetric field SN Ia
rates as a function of redshift, as already shown in Graur
et al. (2014). The solid curve gives the best-fit model
SN Ia rate evolution obtained by convolving the MF17
SFH with a range of trial DTDs. The trial DTDs have
zero rates from time t = 0 to t = 40 Myr (correspond-
ing to the time of formation of the first white dwarfs
in a stellar population). They then rise instantaneously
to a maximum level that is a free parameter, and then
decline according to a power law in time, with a power-
law index, α, that is a free parameter. When fitting only
the more precise among the measurements in Figure 1
(shown with filled symbols and summarized in Table 1),
the best fit is α = −1.07+0.09−0.08 (χ2 = 7 for 19 degrees of
freedom). Fitting all the measurements shown in Fig-
ure 1 gives a similar result: α = −1.10+0.08−0.07 (χ2 = 36
for 52 degrees of freedom). The Hubble-time-integrated
SN Ia production efficiency is N/M? = 1.3±0.1 SNe per
1000 M of stellar mass formed.
Figure 2 shows this best-fitting DTD, along with DTD
measurements from other samples and methods, as de-
cribed above and listed in Table 2. Also shown is the
best-fitting DTD previously obtained by Graur et al.
(2014) based on the same SN Ia volumetric rates, but
using the factor ∼ 2 higher SFH of Yu¨ksel et al. (2008).
The lower SFH of MF17 naturally requires convolu-
tion with a higher-normalized DTD in order to match
the same observed evolution of the SN Ia rate (Fig.1).
As seen in Figure 2, all of the field-galaxy-based DTD
determinations are now consistent in both shape and
normalization. Considering both the individual uncer-
tainties from each determination and the spread among
the different methods, we estimate a power-law index
α = −1.13 ± 0.06 and a Hubble-time-integrated SN Ia
production efficiency of N/M? = 1.6 ± 0.3 SNe per
1000 M of stellar mass formed (χ2 = 10 for 5 degrees
of freedom). This value is consistent with that from
the best-fit DTD to the volumetric SN Ia rates in Fig-
ure 1: N/M? = 1.3 ± 0.1 SNe per 1000 M of stellar
mass formed. The volumetric-rate-based DTD normal-
ization is actually almost identical to the one from Maoz
et al. (2012), N/M? = (1.30± 0.15)× 10−3 M−1 , which
is the most reliable among the DTDs based on individ-
ual galaxy SFHs. As already noted, the galaxy-cluster
DTD has a higher normalization, of N/M? = (3.3–
8.1) × 10−3 M−1 (see Maoz et al. 2010). Using the
observed SN-rate-based points in clusters and the nor-
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Figure 1. Volumetric field SN Ia rates as a function of red-
shift. The solid curve gives the best-fit model SN Ia rate
evolution obtained by convolving the SFH of MF17 with a
DTD that is a tα power law with α = −1.1 ± 0.1, shown in
Fig. 2. To illustrate the relation between the SFH and the
SN Ia rate, we plot (dashed curve) the MF17 SFH, scaled
to have its maximum at the same level as that of the best-
fitting SN rate evolution. All measurements at z < 1 are de-
noted with circles, while measurements at z ≥ 1 are denoted
with various symbols, as marked. The most precise measure-
ments at each redshift are highlighted with filled symbols; at
z > 1.5, all measurements are shown (Table 1). Measure-
ments with lower precision at z < 1 are listed as “various”
and were taken from Cappellaro et al. (1999); Hardin et al.
(2000); Pain et al. (2002); Tonry et al. (2003); Blanc et al.
(2004); Botticella et al. (2008); Horesh et al. (2008); Rodney
& Tonry (2010); Li et al. (2011a); and Melinder et al. (2012).
malization constraint, the cluster DTD’s power-law in-
dex is α = −1.39+0.32−0.05. The derived DTD parameters
are summarized in Table 3.
Cappellaro et al. (2015) have recently studied the ob-
servational constraints on the SN Ia DTD by comparing
largely the same set of volumetric SN Ia rates that we
use, and the similar SFH of MD14. However, Cappellaro
et al. (2015) fit the rates data with only three particu-
lar semi-analytic DTD models of Greggio (2005), rather
than to a parametrized power-law model, as we do here.
Furthermore, they do not present uncertainties on their
best-fit DTD normalizations, nor do they compare their
results to any previous DTD determinations.
3. IRON AND α-ELEMENT BUILDUP HISTORY
Iron is produced and dispersed solely by SNe Ia and
CC SNe. The predominant stable isotope of iron, 56Fe,
is a beta-decay product of the 56Ni synthesized in SNe,
through its daughter nucleus 56Co. The energy release
from this decay chain is the main driver of SN Ia light
curve luminosity (see Graur et al. 2016 regarding the
dominance of the 57Co decay chain at late times), but
Figure 2. Best-fitting field DTD (solid curve with blue un-
certainty bowtie) that, when convolved with the MF17 SFH,
matches the SN Ia rate evolution, as shown in Fig. 1. The
DTD previously obtained by Graur et al. (2014) based on
the same SN Ia volumetric rates (Fig. 1), but using the fac-
tor ∼ 2 higher SFH of Yu¨ksel et al. (2008), is shown with a
dotted curve. Previous DTDs based on field-galaxy SN sur-
veys are also shown, as well the higher-normalization DTD
(blue points) obtained from SN Ia rates in galaxy clusters
(Maoz et al. 2010). Vertical error bars denote 1σ errors,
and horizontal error bars show the time bin of each mea-
surement. The best-fitting galaxy-cluster DTD, fitted to
the higher-normalization DTD measurements, is shown as
a dashed curve with a red uncertainty bowtie.
plays a significant energetic role in many CC SN light
curves as well. The final 56Fe yield can therefore be
estimated for both types of SN light curves. The yield
in other iron isotopes can be estimated from detailed
spectroscopic modeling of SN events. There is thus a
good semi-empirical handle on the total iron yield of
different SN types.
The CC SN rate versus redshift, as already noted, is
just the SFH multiplied by the number of stars which
explode as CC SNe, per formed unit of stellar mass. The
integrated CC SN rate history times the mean CC SN
iron yield per explosion gives the CC SN contribution
to the cosmic iron budget. If the SN Ia DTD is known,
it can be convolved with the cosmic SFH to give the
volumetric SN Ia rate at all redshifts (including redshifts
beyond those where the SN Ia rate has been measured
directly). As with the CC SNe, the SN Ia rate times the
mean iron yield of SNe Ia, integrated over cosmic time,
gives the accumulation history of volumetric iron mass
density from SNe Ia.
Graur et al. (2011) performed the above estimate of
the iron accumulation history, using previous SFH es-
timates, a SN Ia DTD obtained from the old (factor-
about-2 high) SFH, and some rough mean iron yields
for SNe Ia and CC SNe. We now repeat this exercise
with the revised SFH of MF17, the resulting revised
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Table 1. Volumetric SN Ia rates used in this work.
Redshift Rate Source
(10−4 yr−1 Mpc−3)
0 0.265+0.034,+0.043−0.033,−0.043 Li et al. (2011a)
0.0375 0.278+0.112,+0.015−0.083,−0.000 Dilday et al. (2010)
0.1 0.259+0.052,+0.018−0.044,−0.001 Dilday et al. (2010)
0.11 0.247+0.029,+0.016−0.026,−0.031 Graur & Maoz (2013)
0.15 0.307+0.038,+0.035−0.034,−0.005 Dilday et al. (2010)
0.2 0.348+0.032,+0.082−0.030,−0.007 Dilday et al. (2010)
0.26 0.32+0.08,+0.07−0.08,−0.08 Perrett et al. (2012)
0.35 0.41+0.07,+0.07−0.07,−0.07 Perrett et al. (2012)
0.45 0.41+0.07,+0.05−0.07,−0.06 Perrett et al. (2012)
0.55 0.55+0.07,+0.05−0.07,−0.06 Perrett et al. (2012)
0.65 0.55+0.06,+0.05−0.06,−0.07 Perrett et al. (2012)
0.75 0.67+0.07,+0.06−0.07,−0.08 Perrett et al. (2012)
0.85 0.66+0.06,+0.07−0.06,−0.08 Perrett et al. (2012)
0.95 0.89+0.09,+0.12−0.09,−0.14 Perrett et al. (2012)
1.05 0.85+0.14,+0.12−0.14,−0.15 Perrett et al. (2012)
1.23 0.84+0.25−0.28 Graur et al. (2011)
1.59 0.45+0.34,+0.05−0.22,−0.09 Graur et al. (2014)
1.61 0.42+0.39,+0.19−0.23,−0.14 Dahlen et al. (2008)
1.69 1.02+0.54−0.37 Graur et al. (2011)
1.75 0.71+0.45,+0.50−0.29,−0.30 Rodney et al. (2014)
2.25 0.55+0.97,+0.53−0.41,−0.29 Rodney et al. (2014)
Note. Statistical uncertainties are followed by systematic
uncertainties, separated by commas.
SN Ia DTD, and using improved empirical estimates of
CC SN iron yields.
The mean iron yield of a SN Ia (the mean yield is
all that is required in this kind of estimate, under the
assumption that the yield distribution of SNe Ia does not
evolve, e.g., due to dependence of yield on progenitor
metallicity) is (e.g., Mazzali et al. 2007; Howell et al.
2009)
y¯Fe,Ia = 0.7 M, (2)
as already assumed in Graur et al. (2011). For CC SN
iron yields, we use the compilation of Kushnir (2015),
from which we find that Type IIP SNe have a median
iron yield of 0.03 M (consistent with Mu¨ller et al.
2017), while Type Ib and Ic SNe have a median iron
yield of 0.2 M. SNe IIb and SN 1987A-like SNe have
median yields of 0.12 and 0.08 M, respectively. From
the local volume-limited LOSS sample of SNe (Li et al.
2011b; Graur et al. 2017a,b; Shivvers et al. 2017), ∼ 70%
of CC SNe are Type II and ∼ 30% are stripped-envelope
SNe, of which ∼ 36% are SNe IIb and the rest are SNe
Ib, Ic, and their peculiar variants. Among the Type II
SNe, ∼ 90% are Type IIP or IIL, ∼ 4% are SN 1987A-
like SNe, and the rest are SNe IIn (for simplicity, we will
Table 2. SN Ia DTD measurements used in this work.
Delay DTD Source
(Gyr) (10−14 yr−1 M−1 )
Field galaxies
0.21+0.21−0.17 136
+110
−56 Maoz et al. (2011)
0.21+0.21−0.17 140
+30
−30 Maoz et al. (2012)
1.4+1.0−1.0 55
+40
−28 Maoz et al. (2011)
1.4+1.0−1.0 25
+6
−6 Maoz et al. (2012)
8.1+5.7−5.7 3
+1.5
−0.6 Maoz et al. (2011)
8.1+5.7−5.7 1.8
+0.4
−0.4 Maoz et al. (2012)
8.1+5.7−5.7 4.5
+0.6,+0.3
−0.6,−0.5 Graur & Maoz (2013)
a
Galaxy clusters
3.1+0.9−1.0 20
+18
−15 Maoz et al. (2010)
4.1+0.3−1.4 12
+13
−6 Maoz et al. (2010)
5.7+0.7−1.5 8.0
+7.2
−6.1 Maoz et al. (2010)
6.6+2.3−1.0 9.3
+7.2
−6.1 Maoz et al. (2010)
8.4+0.7−1.1 5.7
+8.3
−3.7 Maoz et al. (2010)
8.7+1.3−0.7 4.5
+1.3
−1.0 Maoz et al. (2010)
9.5+1.0−0.4 5.0
+3.4
−2.5 Maoz et al. (2010)
10.3+0.6−1.0 3.0
+1.5
−1.1 Maoz et al. (2010)
11.1+0.2−0.3 3.3
+1.4
−1.0 Maoz et al. (2010)
Note. DTD values in galaxy clusters from Maoz et al. (2010)
have been reduced by 9% to convert from the Bell et al. (2003)
“diet” Salpeter IMF used by Maoz et al. (2010) to
the Kroupa (2001) IMF consistently used here.
aSystematic uncertainties separated by comma from statistical
uncertainties.
Table 3. SN Ia DTD parameters.
Type tα N/M? χ
2/DOF
(×10−3 M)
Field galaxies −1.13+0.06−0.06 1.6+0.3−0.3 10/5
Volumetric rates −1.07+0.09−0.08 1.3+0.1−0.1 7/19
Galaxy clusters −1.39+0.32−0.05 5.4+2.3−2.3 0.6/7
Note. All N/M? values consistently assume the
Kroupa (2001) IMF.
assume that the latter have similar iron yields as SNe
IIP). Assuming also that the mix of CC SN types (and
their iron yields) in LOSS is representative of the gen-
eral field population, and that this mix does not evolve,
the mean CC SN iron yield is
y¯Fe,cc = (0.7× 0.96)× 0.03 M + (0.7× 0.04)× 0.08 M
+ (0.3× 0.36)× 0.12 M + (0.3× 0.64)× 0.2 M
= 0.074 M.
(3)
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By comparison, Graur et al. (2011) used values of either
y¯Fe,CC = 0.066 M (following Blanc & Greggio (2008)),
or 1% of the CC SN progenitor mass (following Maoz
et al. (2010)). Our adopted yield in intermediate to
these two.
Figure 3 shows the volumetric iron accumulation his-
tory versus redshift, from SNe Ia, from CC SNe, and
from their sum. As in Graur et al. (2011), the volu-
metric iron-mass density, ρtot,Fe(z), can be divided by
the comoving baryon density (ρbaryon, with values from
Komatsu et al. 2011) times the Solar iron mass abun-
dance (ZFe, = 0.00174; Asplund et al. 2009), to express
the iron accumulation history in terms of the mean Fe
abundance, relative to Solar,[
Fe
H
]
(z) = log
ρtot,Fe(z)
ρbaryonZFe,
. (4)
This is shown on the left-hand axis of Fig. 3. As opposed
to the result in Graur et al. (2011), which indicated
dominance of CC SN contributions to the present-day
iron abundance, our new estimate, based on the scaled-
down SFH of MF17, shows a similar contribution to iron
production by SNe Ia and by CC SNe, with a slight
dominance by SNe Ia (55 ± 6% of the total, with the
SNe Ia having become dominant since z ≈ 0.7). From
the summed SN contribution, the present-day mean log-
arithmic cosmic iron abundance, relative to Solar, is
[Fe/H] = −1.09+0.07−0.04 (i.e., ∼ 8% of Solar). Figure 4
shows (on its left-hand axis) fCC,Fe, the accumulated
fractional mass contribution by CC SNe to the total iron
mass budget.
These empirically derived relative contributions of
SNe Ia and CC SNe to the iron budget can also be
used to illuminate the cosmic history of α-element abun-
dance. α elements are produced predominantly by
CC SNe (see, e.g., Weinberg et al. 2017). For exam-
ple, a typical SN Ia makes about 0.01 M of calcium
(Seitenzahl et al. 2013), while a CC SN makes of order
0.05–0.1 M of calcium (Nomoto et al. 2013), and, inte-
grated over time, there are about about seven or eight
CC SNe for every SN Ia (compare N/M? of 0.01 M
−1

for CC SNe, as already noted, to N/M? ≈ 0.0013 M−1
for SNe Ia, as we have found). Thus, no more than a
few per cent of all calcium has been produced in SNe Ia.
We will therefore neglect the SN Ia contribution to α-
element production. In contrast, iron, as noted, is made
by both CC SNe and SNe Ia. Consider the volume of
gas from which the Sun was formed, containing at the
time of Solar formation a mass Mα, of α elements. Let
us denote with Mα(z) the α-element mass in this same
gas volume at the time corresponding to a pre-Solar-
formation redshift of z. Further denoting as NCC, and
NCC(z) the number of CC SNe that had enriched the
gas volume by the time of the Sun’s formation and by
Figure 3. Cosmic mean iron volume density (right-hand
axis), and iron abundance, relative to Solar, [Fe/H] (left-
hand axis), versus redshift, contributed by CC SNe (based
on the SFH of MF17), by SNe Ia (based on the best-fitting
DTD from Figure 1 convolved with the SFH), and by their
sum. The bands around the SN Ia, CC SN, and summed
curves represent, respectively, the 68% uncertainty region of
the SN Ia fit, the uncertainty on the minimal mass of CC
SN progenitors, 8.5+1.5−1.0 M (Smartt 2009), and the combi-
nation of these uncertainties, squared. At the present epoch,
SNe Ia and and CC SNe have made similar contributions
to iron production, with a slight dominance of SNe Ia since
z ≈ 0.7.
Figure 4. Relative CC SN contribution (left-hand axis) to
the total iron budget (from both CC SNe and SNe Ia) as a
function of redshift. Right-hand axis translates the depen-
dent variable to the [α/Fe] ratio of a mean cosmic volume
element, by means of Eq. 8.
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redshift z, respectively, then
Mα(z)
Mα,
=
NCC(z)
NCC,
. (5)
Multiplying the right-hand-side numerator and denom-
inator by the mean iron yield of CC SNe, y¯Fe,CC, we see
that
Mα(z)
Mα,
=
MCC,Fe(z)
MCC,Fe,
. (6)
In other words, the α abundance of the cloud at a red-
shift z, relative to Solar, equals the CC SN-contributed
iron abundance, relative to Solar. Dividing the numer-
ators on both sides of the equation by the iron mass in
the cloud (from both CC SNe and SNe Ia) at redshift z,
and both denominators by the iron mass in the Sun, and
taking the logarithm, we get the α to iron abundance in
this pre-Solar cloud, relative to Solar, at redshift z:[ α
Fe
]
(z) = log
fCC,Fe(z)
fCC,Fe,
, (7)
where we recall that fCC,Fe is the fractional mass con-
tribution by CC SNe to the total iron budget. For
some star that formed from this gas at a very early
time, after some CC SN enrichment of the gas had taken
place but no SN Ia explosion had yet enriched the gas,
fCC,Fe(z) = 1, and [α/Fe](z) = − log fCC,Fe,. Thus,
the “plateau” value of [α/Fe] ≈ 0.3 to 0.5, observed
in the metal-poorest stars in the MW, indicates that
CC SNe have contributed no more than 50% of the Sun’s
iron.
As seen in Figure 4, at redshifts below z ≈ 1,
fCC,Fe(z) = 0.45 to 0.55, as expected from the [α/Fe]
ratio observed in metal poor stars. This kind of fCC,Fe
is deduced for the Sun (see above) and is expected in
any environment that has undergone enrichment for a
sufficient amount of time, and simply reflects the time-
integrated iron yields of SNe Ia and CC SNe per unit
formed stellar mass. At z = 0.43, corresponding to a
lookback time of 4.5 Gyr (the Sun’s age), fCC,Fe(z) =
0.48+0.07−0.02. The agreement between the low-z cosmic
value of the CC SN fractional contribution to the iron
budget, fCC,Fe, and the [α/Fe] ratio of metal-poor stars,
did not exist when using the previous iron enrichment
history of Graur et al. (2011), which was based on over-
all higher SFHs, and therefore led to a CC SN dom-
inance (higher fCC,Fe). This is another paradox that
is resolved by adopting the down-revised cosmic SFH.
Replacing, in Eq. 7, fCC,Fe, with fCC,Fe(z = 0.43), we
can directly translate the cosmic history of the fractional
CC-SN contribution to the iron budget, fCC,Fe(z), into
a cosmic history of the mean [α/Fe] ratio,[ α
Fe
]
(z) = log
fCC,Fe(z)
fCC,Fe(z = 0.43)
, (8)
which is indicated on the right-hand axis of Fig. 4.
Going one step further, in Figure 5 we combine Eqns. 4
and 8 in a parametric representation (with z as the pa-
rameter) to plot the evolution of the [α/Fe] ratio as a
function of [Fe/H] abundance for the mean cosmic gas
volume. Another interesting option is to replace the iron
abundance history of Eq. 4 with[
Fe
H
]
(z) = log
ρtot,Fe(z)
ρtot,Fe(z = 0.43)
, (9)
i.e., to examine the iron abundance not relative to its
present-day mean cosmic abundance, but rather rela-
tive to the abundance at the time of the Sun’s forma-
tion. This function, also shown in Figure 5, describes the
elemental evolution of a volume of gas that underwent
enrichment by a SFH with a redshift dependence like
the MF17 cosmic SFH, but scaled up such that the gas
achieved Solar metallicity by z = 0.43. Since these de-
scriptions of the relative cosmic iron abundance relate
abundance directly to redshift and hence to look-back
time, we can also translate [Fe/H] abundance to stellar
age. We note that, as a result of our valid approxima-
tion that α elements come solely from CC SNe, and the
fact that we express all abundances relative to Solar, we
can make this calculation using only iron yields, with-
out the need to know or assume any α-element SN yields
(see also Weinberg et al. (2017)). The plotted thickness
of the cosmic abundance track reflects the stellar mass
produced at each point along the track, according to
the SFR times the time-interval corresponding to each
abundance interval.
The cosmic [α/Fe] to [Fe/H] relations plotted in Fig-
ure 5 consist of a shalow decline in [α/Fe] when going
to higher [Fe/H], up to a “knee” at [Fe/H]∼ −0.5 (or at
[Fe/H]∼ −1.5 in the cosmic mean curve), beyond which
the fall steepens toward the Solar abundance point at
(0,0) (or toward the present-day cosmic abundance in
the cosmic mean curve). This behavior is broadly sim-
ilar in form to that of the two main loci of points that
emerge when MW stars are plotted in this abundance-
parameter space, as further discussed below. In the
MW context, it has often been stated (e.g., Matteucci
& Greggio 1986) that the knee is the result of the be-
ginning of iron input from SNe Ia that “kick in” after
a long delay relative to the SFR and to the CC SNe.
From Figs 1, 3, and 4, however, it is clear that this is
not the case, at least not for these cosmic abundance
tracks. The knee occurs roughly at z ≈ 1.5–2, i.e., 3–
4 Gyr after the Big Bang. This time is much longer than
the initial and brief, ∼ 40 Myr, delay of the SN Ia DTD,
afer which the DTD jumps to its maximum and begins
its power-law decline. During those first few Gyrs, the
SN Ia rate more-or-less tracks the CC SN rate, leading
to the shallow trajectory in the abundance-parameter
plane. At later times, however, the SFH and the CC
8 Maoz & Graur
SN rate decline steeply, while the SN Ia rate, which is
a convolution of the SFH with the ∼ t−1 DTD, declines
more gradually. The knee is thus actually the result of
the CC SNe dying out (or “kicking the bucket”) rather
than the SNe Ia kicking in.
In view of the similarity between the cosmic evolution
tracks that we have derived in the [α/Fe] versus [Fe/H]
plane and the observed stellar loci in that plane, we now
briefly investigate what insights we can gain regarding
the physical processes behind the latter. Figure 5 shows,
in this parameter plane, the observed MW stellar abun-
dances from the Kepler, APOGEE, and LAMOST sur-
veys (Ness et al. 2016; Ho et al. 2017) and from the com-
pilation of halo-star abundances presented by Venn et al.
(2004). For the [α/Fe] of each star, we plot the averages
of some or all of the α elements O, Mg, Si, Ca, S, and Ti,
as computed by the above authors. It has been noted
for some time that, for [Fe/H]& −1.0, stars are concen-
trated in this plane in two sequences, a “high-α” and
a “low-α” sequence (e.g., Fuhrmann 2004; Scho¨nrich &
Binney 2009; Bovy et al. 2012). The median [α/Fe] val-
ues of the halo stars of Venn et al. (2004) in bins of width
0.5 in [Fe/H], as plotted in Fig. 5, appear to extend, to-
ward lower metallicities, the high-α branch seen in the
data of Ness et al. (2016). The points based on Ho et al.
(2017), consisting of the medians and standard devia-
tions within the plotted bins of the stars with signal-to-
noise ratios > 20, [Fe/H]< −0.5, and [α/Fe]< 0.17 (the
rough borders of the low-α locus visible in these data),
roughly match onto the low-α branch of Ness et al.
(2016). These most recent precision-stellar-abundance
data shown bring these two loci into new focus.
There is yet no consensus in the literature on the ex-
act form, nature, or origin of the observed trends of
stars in the abundance-parameter plane. Traditionally,
the low-α sequence has been associated with the MW
thin disk, and the high-α track with the thick disk and
the halo (Reddy et al. 2006; Fuhrmann 2011; Navarro
et al. 2011). Bovy et al. (2012), however, claimed that
there is no distinct thick disk component but rather a
continuum of components with a range of scale heights
and scale radii, and that the apparent bimodality is an
artifact that disappears when sample selection is prop-
erly corrected for. Haywood et al. (2016) prefer to asso-
ciate the two α sequences with an “inner disk” and an
“outer disk,” rather than with thick- and thin-disk com-
ponents, and argue that stellar abundance tracks cross
the gap between the two sequences, with the gap result-
ing from a temporary shutoff in star formation 8 Gyr
ago. Walcher et al. (2016) have noted a strong similar-
ity between the abundance patterns in MW stars and in
the stellar populations of early-type galaxies, and con-
cluded that a power-law DTD, as we use here, is required
in order to reproduce those patterns. Ho et al. (2017)
reaffirm the reality of a low-α sequence concentrated in
the Galaxy’s midplane, and of an old, high-α, popula-
tion associated with the thick disk, the halo, and the
outer bulge of the Galaxy.
The resemblance between the abundance evolution
track that we have derived for a gas element enriched
by a cosmic-like SFH, but reaching Solar metallicity
4.5 Gyrs ago, and the observed low-α MW stellar lo-
cus, suggests that the cosmic SFH is not too different,
in its general form, from the MW disk’s “effective” SFH,
i.e., the SFH that would create the same metal enrich-
ment in a chemically evolving, closed-box, gas volume,
as would a SFH in a calculation that includes effects
such as dilution by inflow of pristine gas, loss to out-
flows of enriched gas, and recycling of unenriched gas
from stellar winds. Some past attempts at reconstruct-
ing the Galaxy’s SFH using stellar abundances (e.g.,
Haywood et al. 2016) indicate such a resemblance, in
the form of vigorous star formation for the first few Gyr,
but then a steep, order-of-magnitude decline in the MW
star-formation rate starting 10 Gyr ago, corresponding
to z ≈ 2, i.e., not very different from the general form
of the cosmic SFH.
Weinberg et al. (2017) and Andrews et al. (2017) (and
to some degree also Rybizki et al. 2017) have recently
used relatively simple chemical evolution models to ex-
plore how the various input parameters of their mod-
els affect the evolution tracks of gas in the abundance
parameter space. Following these leads, we have ex-
perimented with varying only the effective SFH in an
even-simpler model, to see if we can easily find a Galac-
tic SFH that matches well the MW-disk distribution of
stellar abundances in the [α/Fe]–[Fe/H] plane. For each
trial SFH, we use the SN Ia DTD and the SN iron yields
to find the SN Ia and CC SN iron enrichment histories,
and derive the [α/Fe] to [Fe/H] relation, as we did for
the cosmic SFH case. In the terminology of chemical
evolution models, we are calculating the simplest possi-
ble “one-zone, closed-box” model, with an effective SFH
scaled to produce the Solar [Fe/H] and [α/Fe] abun-
dances at cosmic time t = 9.2 Gyr (i.e., 4.5 Gyr ago).
We recall here that, apart from the field-galaxy-based
SN Ia DTD, there is evidence for a higher-normalized
DTD in galaxy clusters (see Section 2 and Fig. 2), whose
SFHs are likely to have been brief single bursts of star
formation at z ∼ 2–3 (e.g., Mancone et al. 2010). We
therefore further test if, by assuming such a SFH for the
thick-disk/halo component of the MW, and combining
it with the a cluster-like SN Ia DTD, we can reproduce
the high-α locus of MW halo stars.
Figure 5 shows that, indeed, we can reproduce well
both of the main stellar loci in the [α/Fe]–[Fe/H] dia-
gram. The low-α distribution of thin-disk abundances
is matched by assuming a MW SFH that, starting at
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Figure 5. Left: Cosmic [α/Fe] to [Fe/H] relation (green solid curve) for a mean volume element in the Universe, plotted through
Eqns. 4 and 8, and based solely on the observed SFH of MF17 (shown in inset), on the observationally derived field-galaxy SN Ia
DTD from Figure 2, and on the empirical iron yields of SNe. The green dashed curve shows the evolution of a hypothetical
volume element that was enriched by a scaled-up version of the MF17 SFH, such that the gas reaches Solar metallicity 4.5 Gyr
ago (Eqns. 8 and 9). Line thickness (semi-transparent) is proportional to the total stellar mass produced at each point along the
track. Tick marks denote the redshifts along the curve. Right: Observed abundance data for MW stars are shown as error bars
and a grey-scale map. Measurements for halo stars (from the compilation of Venn et al. 2004) and for thin-disk stars (Ho et al.
2017) are binned, and the bin medians are shown as filled magenta circles and cyan squares, respectively. Vertical error bars
give the standard deviation and horizontal error bars the bin width. Higher-metallicity stellar measurements from Ness et al.
(2016) are shown as a density map (darker pixels contain more stars). The curves are our calculated MW abundance tracks,
obtained by combining: (1; lower track) a simple MW-thin-disk SFH (shown in inset), scaled so as to reach Solar metallicity
4.5 Gyr ago, with the field galaxy SN Ia DTD and the empirical iron yields of SNe; and (2; upper track) same, but with a brief
z = 3 burst SFH (also shown in inset) with a galaxy-cluster-like SN Ia DTD (Figure 2). Tick marks along the curves denote
time since the Big Bang, in Gyr, as in the horizontal axes of the inset SFH plots. These two SFH+DTD combinations reproduce
well the two main observed stellar abundance loci.
t1 = 0.85 Gyr (i.e., z = 8), rises as exp[(t−t2)/0.35 Gyr]
until t2 = 3.7 Gyr (10 Gyr ago, or z = 1.85), and then
declines exponentially as exp[−(t − t2)/0.68 Gyr] for 2
Gyr (until z = 1.07). The SFR then levels off at a
constant level which is 5% of the peak level. The ra-
tio between the integral over this assumed SFH and the
late constant level, ∼ 30 Gyr, is consistent with the ra-
tio of the MW disk’s stellar mass ((7.4±1.6)×1010 M,
Licquia & Newman 2015), and the current MW star-
formation rate of 2.7± 0.3 Myr−1 (Chomiuk & Povich
2011, both corrected to the Kroupa (2001) IMF used
here).
To match the high-α locus of halo stars, we assume
a single-burst SFH that peaks at t3 = 2.3 Gyr, or
11.4 Gyr ago (corresponding to z = 3), of the form
exp[(t − t3)/0.29 Gyr)] before the peak, and exp[−(t −
t3)/0.29 Gyr)] after the peak. As noted, this SFH is
convolved with the best-fitting “galaxy-cluster” DTD
from Table 3, with its high normalization of N/M? =
5.4× 10−3 M−1 . As seen in Figure 5, this results in an
excellent match to the high-α track. Intriguingly, it is
difficult to find any plausible MW SFH that, when com-
bined with the field-galaxy DTD (rather than with the
galaxy-cluster DTD), reproduces the high-α sequence.
A SFH that does this roughly is an extremely early
(z ∼ 8) and brief (. 100 Myr) burst that makes all halo
and thick-disk stars within that time interval. However,
such a SFH would be in conflict with the actual ages
derived for such stars (Ness et al. 2016; Ho et al. 2017;
e.g., their figure 8).
The effective SFHs we use for the two MW compo-
nents are also shown in Figure 5. The widest parts of the
plotted calculated abundance tracks, which correspond
to the regions with the most stars formed, roughly line
up with the most densely populated parts of the dia-
gram, as would be expected. Our search for MW SFHs
that match the observed stellar abundance relations has
been by no means exhaustive, and hence we do not claim
that the above SFHs are either novel (similar histories
for the thin and thick disk components have often been
invoked) or that they are unique fits to the data. Rather,
our point is that, using the fixed, observationally deter-
mined, SN Ia DTDs and SN iron yields, it is easy to find
at least some simple SFHs that, when incorporated into
the simplest possible chemical evolution scheme, provide
surprisingly good matches to the stellar data. In future
work, we will pursue detailed modeling that explores
more fully the parameter space of the Galactic SFH,
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while considering additional observational constraints,
such as the measured ages of the individual stars and
their detailed densities in the parameter space.
4. CONCLUSIONS
Numerous SN Ia rate measurements in field galax-
ies have indicated a universal and consistent DTD—
a power law of the form t−1.13±0.06, with a Hubble-
time integrated SN production efficiency of N/M? =
(1.6 ± 0.3) × 10−3 M−1 (for an assumed Kroupa 2001
IMF). In this work, we have shown that a previously
discrepant value of N/M? of the DTD, obtained by com-
paring volumetric SN Ia rates to the cosmic SFH, falls
into line with other measurements once a modern SFH is
used in the derivation, particularly a SFH that does not
have over-estimated star formation at z > 2. The new
volumetric-rate-based DTD has the form t−1.07±0.09 and
N/M? = (1.3±0.1)×10−3 M−1 , fully consistent in both
slope and normalization with previous measurements.
Apart from this field-galaxy-based DTD, previous stud-
ies have suggested the existence of a distinct SN Ia DTD
in galaxy cluster environments, of the form t−1.39
+0.32
−0.05 ,
with a higher N/M? = (5.4 ± 2.3) × 10−3 M−1 . We
have explored the implications of these DTDs for metal
abundance evolution, both cosmic and stellar-Galactic.
Our main findings follow.
1. Using recent empirical estimates of the iron yields
of the various SN types and of the observed rel-
ative mix of different CC SN types, we find that
the average iron yield of a CC SN is 0.074 M,
and 0.7 M for a SN Ia. Using these yields, and
the SN rate evolution (based on the SFH and
on the SN Ia DTD) we have re-derived the cos-
mic iron abundance history. The cosmic mean
iron abundance today is 8.1+1.3−0.7% of Solar, i.e.,
[Fe/H]=−1.09+0.07−0.04.
2. 55 ± 6% of all iron has been made in SNe Ia,
and the rest in CC SNe. This fraction is consis-
tent with the fact that the lowest-metallicity stars,
made of material that underwent little enrichment
by SNe Ia, have [Fe/α] ∼ −0.4, i.e., 40% of So-
lar, meaning about 40% of the Sun’s iron is from
CC SNe.
3. Under the valid approximation that almost all
of the mass in α elements has been produced in
CC SNe, we have used the above, observation-
based, SN Ia and CC SN contributions to the iron
accumulation history to derive the cosmic history
of [α/Fe](z). We have plotted the track of the
mean cosmic volume element in the [α/Fe] versus
[Fe/H] plane. The track has a shallow descent up
to a “knee” at z ∼ 2. The knee is a result of the
steep decline in the SFH (and the CC SN rate)
at z < 2, combined with the shallower decline in
the SN Ia rate, because of the power-law tail of
the DTD (and not because of the SNe Ia “kick-
ing in” after their initial delay, as often claimed).
This leads to a sharp increase in the relative SN Ia
contribution to the iron budget, and hence to the
decrease in [α/Fe].
4. Using a very simplistic Galactic chemical evolu-
tion calculation, we have searched for effective
Milky Way SFHs that, when combined with the
above DTDs and iron yields, can reproduce the
observed loci of stellar abundances in the [α/Fe]–
[Fe/H] plane. A SFH that peaks 10 Gyr ago, and
declines by a factor 20 after 2 Gyr to a constant
SFR level, reproduces well the observed low-α lo-
cus of MW stars usually associated with the thin
disk. A single brief starburst 11.4 Gyr ago (simi-
lar to the z ∼ 3 star bursts that produced massive
galaxy clusters), combined with the high-N/M?
“galaxy-cluster” DTD, gives an excellent match to
the high-α locus of MW stars. This result points
to distinct formation times and histories for these
two MW components, as has been often noted be-
fore, but also to distinct SN Ia production efficien-
cies, which we believe is a new result. In partic-
ular, star formation in the MW’s halo and thick
disk may have occurred at the same time and in a
similar mode as star formation in massive galaxy
clusters.
Reconstructing the MW’s SFH from stellar archae-
ology has a long tradition (e.g., Tinsley 1979; Pagel
1997; Matteucci 2001). Modern chemo-dynamical mod-
els have become increasingly sophisticated, as they at-
tempt to implement numerous relevant physical pro-
cesses, such as gas accretion and outflows, gas recycling
by evolved stars, mixing of hot and cold gas, inter-zone
radial mixing, the feedback of SNe and active galactic
nuclei on the gas reservoir and on the star-formation
rate, detailed metallicity-dependent element yields from
SN models, and more. These efforts have been chal-
lenging, however. Many of the physical processes of-
ten included in such models cannot be guided by direct
observations, nor can they actually be tested and con-
strained by stellar abundance data, as it is the highly
degenerate product of many processes that, in the end,
result in an effective star formation rate, one whose el-
ement yields are input into consecutive generations of
stars. We have shown that the SN Ia DTD and the
iron yields of SNe are now consistently and sufficiently
well determined that it is mostly just the effective MW
SFH that needs to be invoked to match the observations
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in the [α/Fe] versus [Fe/H] plane. Two simple effec-
tive SFH components, each with its particular empiri-
cal SN Ia DTD normalization, succeed remarkably well
in reproducing the two main observed concentrations
of MW stars in this plane. This suggests that multi-
component models and complex scenarios may not ac-
tually be necessary to explain stellar data. Nonetheless,
the parameter space of the Galaxy’s SFH still needs to
be explored exhaustively, while fitting additional avail-
able stellar observables—ages, kinematics, space densi-
ties, and detailed abundance patterns—which we defer
to future work.
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