Abstract. This work aims to show that p-adic analysis is the natural tool to study, in a rigorous mathematical way, reaction-diffusion systems on networks and the corresponding Turing patterns. By embedding the graph attached to the system into the field of p-adic numbers, we construct a family of continuous p-adic versions of the original system. In this way, we are able to study the original system and to obtain a new p-adic continuous version of it, which corresponds to a 'mean-field approximation' of the original one. The existence and uniqueness of the Cauchy problems for all these system are established. We show that Turing criteria remains essentially the same as in the classical case. However, the properties of the emergent patterns are very different. The classical Turing patterns consisting of alternating domains do not occur in the network case, instead of this, several domains (clusters) occur. Multistability, that is, coexistence of a number of different patterns for the same parameters values occur.
Introduction
Pattern-forming, reaction-diffusion systems in continuous media, are typically described by a system of PDEs of the form ∂v(x,t) ∂t = g (u, v) + εd∆v(x, t), where x ∈ R n , t ≥ 0, and u(x, t), v(x, t) are local densities of two chemical species, the functions f and g specify the local dynamics of u and v, and ε, εd are the corresponding diffusion coefficients. Typically u corresponds to an activator, which autocatalytically enhances its own production, and v an inhibitor that suppresses u. The system is initially considered to be at a steady state (u 0 , v 0 ) where f (u 0 , v 0 ) = g (u 0 , v 0 ) = 0. The Turing instability occurs when the parameter d exceeds a threshold, [46] , [30, Chapter 2] . This event drives to a spontaneous development of a spatial pattern formed by alternating activator-rich and activator-poor patches. Turing instability in activator-inhibitor systems establishes a paradigm of non-equilibrium self-organization, which has been extensively studied for biological and chemical processes.
In the 70s, Othmer and Scriven pointed out that Turing instability can occur in networkorganized systems [35] - [36] . Since then, reaction-diffusion models on networks has been studied intensively, see e.g. [2] , [12] , [13] , [18] , [28] , [29] , [31] , [35] , [36] , [41] , [47] , [49] , [50] , and the references therein. In the discrete case, the continuous media is replaced by a network (an unoriented graph G, which plays the role of discrete media) composed by #V (G) independent nodes (vertices) that interact via diffusive transport on #E(G) links (edges). The analog of operator ∆ is the Laplacian of the graph G, which is defined as (1.2) [ The central goal of this work is to show that p-adic analysis is the natural tool to study, in a rigorous mathematical way, the system (1.3) and the corresponding Turing patterns. By embedding the graph G into Q p , the field of p-adic numbers, we construct a family of continuous p-adic versions of system (1.3), which can be studied rigorously by using the classical semigroup theory, see e.g. [27] , [37] , in this way, we are able to study the original system (1.3) and to obtain a new p-adic continuous version of it, which corresponds to a 'mean-field approximation' of the original system (1.3) . From now on p denotes a fixed prime number. A p-adic number is a series of the form (1.4) x = x −k p −k + x −k+1 p −k+1 + . . . + x 0 + x 1 p + . . . , with x −k = 0,
where the x j s are p-adic digits, i.e. numbers in the set {0, 1, . . . , p − 1}. The set of all the possible series of form (1.4) constitutes the field of p-adic numbers Q p . There are natural field operations, sum and multiplication, on series of form (1.4) , see e.g. [21] . There is also a natural norm in Q p defined as |x| p = p k , for a nonzero p-adic number x of the form (1.4). The field of p-adic numbers with the distance induced by |·| p is a complete ultrametric space. The ultrametric property refers to the fact that |x − y| p ≤ max |x − z| p , |z − y| p for any x, y, z in Q p . We denote by Z p the unit ball, which consists of the all the series with expansions of the form (1.4) with k ≥ 0.
We identify each vertex of G with a p-adic number of the form (1.5) I = I 0 + I 1 p + . . .
where the I j s are p-adic digits. We denote by G 0 N the set of all p-adic integers of the form (1.5) which correspond to the vertices of G. In this way, we construct an embedding of G into Q p . This embedding is not unique, the only condition on p and N is that #V (G) ≤ p N .
We denote by Ω p N |x − I| p the characteristic function of the ball centered at I with radius p −N , which corresponds to the set I + p N Z p . Now, we attach to G the open compact subset K N defined as the disjoint union of the balls I + p N Z p for I ∈ G 0 N , and a finite dimensional real vector space X N generated by the functions Ω p We endow X M with the supremum norm. Then X N is continuously embedded, as a Banach space, into X M . Furthermore, operator L N has a natural extension L M to X M given by the right-hand side of formula (1.6).
We set X ∞ for the vector space of real-valued, continuous functions on K N , endowed with the supremum norm. Then X M is continuously embedded, as a Banach space, into X ∞ , and ∪ M ≥N X M is dense in X ∞ . Furthermore, operator L M has an extension L to X ∞ given by the right-hand of formula (1.6), which is a linear bounded and compact operator. In this way on each X • , we have an operator L • , here the dot means N, M with M > N or ∞, and a continuous version of system (1.3):
We study the Cauchy problem attached to (1.7), when the initial datum belongs to a sufficiently small open set containing a steady state (u 0 , v 0 ) where f (u 0 , v 0 ) = g (u 0 , v 0 ) = 0, and assuming that ∇f (x) = 0 and ∇g (x) = 0 for x sufficiently closed to (u 0 , v 0 ) ∈ R 2 . Under these hypotheses we establish that (simultaneously) all the Cauchy problems attached to (1.7) have a unique solution, with the same maximal interval of existence, see Theorem 7.1 and Lemma 7.1. By using standard techniques based on semigroup theory, one shows the uniqueness of all the initial value problems (1.7), as well as the continuous dependence of the initial conditions. In Section 7.3, we study the Cauchy problems attached to the Brusselator and the CIMA reaction.
In the case X ∞ , we called system (1.7) the mean-field model (or approximation) of the original system (1.3). For M sufficiently large, the solution of the Cauchy problem attached to the mean-field model is arbitrarily closed to the solution of system (1.7) in X M , see Theorem 8.1.
The matrix A (M ) of the operator L M acting on X M (after renaming the elements of the basis of X M ) is a diagonal-type matrix of the form
, see corresponds to a network constructed by using p M −N replicas of the original network, each these replicas correspond to a network having a diffusion operator of type A N ;M and the corresponding p-adic diffusion equation is
where
The equations of type (1.8) form a parametric family indexed by (ε ′ , λ), which is invariant under a scale change of type (ε ′ , λ) → δε ′ , λδ −1 , for δ ∈ (0, 1), see Theorems 4.3, 6.2.
In conclusion, the mean-field approximation is the 'limit' of system (1.7) in X M when M tends to infinity. In turn, any solution of system (1.7) in X M (M > N) is made of p M −N solutions of p M −N systems of type (1.7) in X N , each of them is a scaled version (a scaled replica) of the original system (1.3).
In order to understand the 'physical contents' of the mean-field model, it is completely necessary to study its diffusion mechanism, which means to study the following Cauchy problem:
The semigroup attached to (1.9), e εtL t≥0
, is a Feller semigroup, and consequently, there is a Markov process attached to (1.9), see Theorem 4.2. This implies that in the mean-field model, the chemical species u, v interact via a random walk like in the classical case (1.1): the chemical reactions involving species u, v occur as a consequence of a random walk of the particles forming them, this random walk is produced by changes in the concentrations, which can be deterministically model by Fick's law of diffusion, the whole picture is coded into the classical heat equation. A similar result holds in X M for equation (1.9) 
The p-adic heat equations, which include equations of types (1.8) and (1.9), and their associated Markov processes has been studied intensively in the last thirty years due to physical motivations, see e.g. [4] , [5] , [7] , [8] , [20] , [22] , [24] , [44] , [45] , [48] , [51] and the references therein. A central paradigm in physics of complex systems (for instance proteins) asserts that the dynamics of such systems can be modeled as a random walk in the energy landscape of the system, see e.g. [16] , [24] , and the references therein. Typically the energy landscape is approximated by an ultrametric space (a tree called the disconnectivity graph of the energy landscape) and a function on this space describing the distribution of the activation barriers, see e.g. [6] . Then the dynamics is described by a discrete system of ODEs on a tree, see e.g. [6] , [20] , [24] , and the references therein.
Avetisov, Kozyrev et al. discovered that under suitable physical and mathematical hypotheses, the above-mentioned discrete system of ODEs on a tree have a 'continuous p-adic limit' (a mean-field model) as a p-adic diffusion equation, see [4] , [5] , [20] . From mathematical perspective, the original system of ODEs on a tree is a good discretization of the corresponding p-adic diffusion equation, see [53] . The mechanism of diffusion of systems of type (1.7) can be understood in the context of p-adic diffusion. Furthermore, our results on p-adic diffusion equations are new, indeed, they correspond to the so called 'degenerate energy landscapes' in the terminology of Avetisov, Kozyrev et al. In the case in which the kernel J N has the form J(|x − y| p ), the corresponding diffusion equations were studied in [44] . Operators similar to L have been also studied by Bendikov [8] , [9] and Kozyrev [23] .
Recently, p-adic nonlinear reaction-diffusion equations connected with physical models involving tree-like graphs have been studied intensively see [19] , [33] , [34] , [52] , [53] . From this perspective, it is completely natural to study, using p-adic methods, reaction-diffusion equations connected with arbitrary graphs, which is one of the goals of the present work.
Another goal of this work is to study the formation of Turing patterns in the reactiondiffusion systems of type (1.7). To achieve this goal, it is necessary to understand the spectra of operators [
is well-understood, see e.g. [47] . Since the adjacency matrix 
, thus, any spectral value different from zero belongs to the set
The space L 2 (K N , C) has an orthonormal basis formed by eigenfunctions of operator L, see Theorem 10.1. The difference set between the spectra of L and [
For each of these spectral values there exist p − 1 eigenfunctions of the form
where {·} p denotes the p-adic fractional part, see Theorem 10.1. In X • the Turing instability criteria can be established using the classical argument, see Theorem 11.1, Remark 12, and [30, Chapter 2] . In X ∞ , the Turing pattern has the form
for t → +∞, where κ runs through unstable modes. In the case X M , with M ≥ N, the Turing pattern does not contain the terms involving sine and cosine functions. On the other hand, in the results reported in the literature for the Turing patterns on networks the pattern is described as A I e λt ϕ I , where the ϕ I is the eigenfunction corresponding to µ I , see e.g. [31] .
In the last fifty years, Turing patterns produced by reaction-diffusion systems on networks have been studied intensively, mainly by physicists, biologists and engineers, see e.g. [12] , [18] , [28] , [31] , [35] , [36] , [50] and the references therein. Nowadays, there is a large amount of experimental results, about the behavior of these systems, obtained mainly via computer simulations using large random networks. We now summarize the main findings following closely [31] . The investigations of the Turing patterns for large random networks have revealed that, whereas the Turing criteria remains essentially the same, as in the classical case, the properties of the emergent patterns are very different. In [31] , by using a physical argument, Nakao and Mikhailov establish that Turing patterns with alternating domains cannot exist in the network case, and only several domains (clusters) occur. Multistability, that is, coexistence of a number of different patterns for the same parameters values, is typically found and hysteresis phenomena are observed. They used mean-field approximation to understand the Turing patterns when d > d c , and proposed that the mean-field approximation is the natural framework to understand the peculiar behavior of the Turing patterns on networks.
All the above mentioned findings can be explained using the results presented here, but the hysteresis phenomena. By identifying the ball I + p N Z p with a cluster, we have that Turing pattern (1.10) is organized in a finite number of disjoint clusters, each of them supporting a stationary pattern, all these patterns are controlled by the same kinetic parameters. Notice that the occurrence of clusters in the Turing patterns is a direct consequence of the hierarchical structure of Q p : every ball is a finite disjoint union of balls of smaller radii. More generally, clustering (as the method of hierarchical classification of objects using trees) is deeply connected with the geometric of ultrametric spaces, see e.g. [20, Chapter 2] and the references therein.
Our results, see Theorems 7.1 and 11.1, show that Turing criteria remains essentially the same as in the classical case. It is relevant to mention here, that from a mathematical perspective, it is necessary to show first, that the Cauchy problem attached to the reactiondiffusion system has a solution with initial data near to the steady state (u 0 , v 0 ). Then, one shows that the solution has an asymptotic profile of Turing type. The solutions of reactiondiffusion systems may not exist for all times or simply vanish, see e.g. [38, Chapters 6, 7] , [13] . We have not found in the current literature a rigorous study of the Cauchy problem associated with reaction-diffusion systems on networks. However, the study of differential equations on graphs is nowadays a relevant mathematical matter, see e.g. [10] [29] .
The p-adic analysis allows to study discrete problems by using techniques of 'continuous' analysis. This paradigm has been successfully used, for instance, by Anashin and Khrennikov in the study of dynamical systems and its applications to cryptography, see [3] , see also [33] , [34] and [20, Chapter 6] . Finally, ultrametricity [40] , which means the use of ultrametric spaces in modeling, is deeply connected with complex systems. In the middle of the 80s the idea of using ultrametric spaces to describe the states of complex biological systems, which naturally possess a hierarchical structure, emerged in the works of Frauenfelder, Parisi, Stein, among others, see e.g. [14] , [16] , [26] .
Basic facts on p-adic analysis
In this section we collect some basic results about p-adic analysis that will be used in the article. For an in-depth review of the p-adic analysis the reader may consult [1] , [42] , [48] .
2.1. The field of p-adic numbers. Along this article p will denote a prime number. The field of p−adic numbers Q p is defined as the completion of the field of rational numbers Q with respect to the p−adic norm | · | p , which is defined as
, where a and b are integers coprime with p. The integer γ := ord(x), with ord(0) := +∞, is called the p−adic order of x. Any p−adic number x = 0 has a unique expansion of the form
where x j ∈ {0, . . . , p − 1} and x 0 = 0. By using this expansion, we define the fractional part of x ∈ Q p , denoted as {x} p , to be the rational number
In addition, any non-zero p−adic number can be represented uniquely as
For r ∈ Z, denote by B r (a) = {x ∈ Q p ; |x − a| p ≤ p r } the ball of radius p r with center at a ∈ Q p , and take B r (0) := B r . The ball B 0 equals Z p , the ring of p−adic integers of Q p . We also denote by S r (a) = {x ∈ Q p ; |x − a| p = p r } the sphere of radius p r with center at a ∈ Q p , and take S r (0) := S r . We notice that S 0 = Z × p (the group of units of Z p ). The balls and spheres are both open and closed subsets in Q p . In addition, two balls in Q p are either disjoint or one is contained in the other.
The metric space Q p , |·| p is a complete ultrametric space. As a topological space (Q p , | · | p ) is totally disconnected, i.e. the only connected subsets of Q p are the empty set and the points. In addition, Q p is homeomorphic to a Cantor-like subset of the real line, see e.g. [1] , [48] . A subset of Q p is compact if and only if it is closed and bounded in Q p , see e.g. 
Some function spaces.
A complex-valued function ϕ defined on Q p is called locally constant if for any x ∈ Q p there exist an integer l(x) ∈ Z such that
A function ϕ : Q p → C is called a Bruhat-Schwartz function (or a test function) if it is locally constant with compact support. In this case, we can take l = l(ϕ) in (2.1) independent of x, the largest of such integers is called the parameter of local constancy of ϕ. The C-vector space of Bruhat-Schwartz functions is denoted by D(Q p , C). We will denote by D(Q p , R), the R-vector space of test functions. Since (Q p , +) is a locally compact topological group, there exists a Borel measure dx, called the Haar measure of (Q p , +), unique up to multiplication by a positive constant, such that U dx > 0 for every non-empty Borel open set U ⊂ Q p , and satisfying E+z dx = E dx for every Borel set E ⊂ Q p , see e.g. [17, Chapter XI]. If we normalize this measure by the condition Zp dx = 1, then dx is unique. From now on we denote by dx the normalized Haar measure of (Q p , +).
and = L ∞ (U, C) denotes the C−vector space of all the complex valued functions g defined in U such that the essential supremum of |g| is bounded. The corresponding R-vector spaces are denoted as
2.3. Fourier transform. Set χ p (y) = exp(2πi{y} p ) for y ∈ Q p . The map χ p is an additive character on Q p , i.e. a continuous map from (Q p , +) into S (the unit circle considered as multiplicative group) satisfying
The additive characters of Q p form an Abelian group which is isomorphic to (Q p , +), the isomorphism is given by ξ → χ p (ξx), see e.g.
We will also use the notation F x→ξ f and f for the Fourier transform of f . The Fourier transform is a linear isomorphism (algebraic and topological) from
where the limit is taken in L 2 (Q p , C). We recall that the Fourier transform is unitary on
p-Adic analogues of Reaction-diffusion systems on networks
We consider an arbitrary graph G with vertices I ∈ G 0 N , where G 0 N is a finite set. Later on we will consider G 0 N as a subset of Q p , in this way we will obtain an embedding of G in this space. When there is no connection between the vertices, the dynamics on each vertex is controlled by a local interactions described as
) represents some quantities in the vertex J, such as population densities of biological species or concentrations of chemical substances. When connection between vertices is taken into account, we assume the existence of a flux of quantities between these vertices. If two vertices are not connected, there is no flux between them. The flux is assumed to be given by Fick's law of diffusion, which means that the flux is proportional to the difference of quantities on the two vertices. Therefore the dynamics of u J and v J on vertex J is described as However, in Sections 10 and 11, we will require that G be an undirected graph with a symmetric adjacency matrix.
The positive constants ε and εd denote the diffusivities of u and v. The number of edges connecting to vertex I is
We set
For each J ∈ G 0 N , we can rewrite the flux term as
N is called the Laplacian matrix of the graph G. Then, system (3.2) can be rewritten as (3.4) . We now construct a p-adic analogue of system (3.4). We set
We identify G N with the set of representatives of the form (3.5)
where the I j s are p-adic digits. We assume that G 0 N ⊂ G N . This implies that the number of vertices #G
From now on, we fix and N and p such that this inequality holds. There is no a canonical way of choosing N and p. On the other hand, since the elements of the form (3.5) belong to
We denote by C (K N , R) the vector space of all the continuous real-valued functions on K N endowed with supremum norm, denoted as · ∞ . Notice that C (K N , R) is a Banach space. We denote by X N , the R-vector space consisting of all the test functions supported in K N having the form
where ϕ (J) ∈ R. We endow X N with the · ∞ -norm. Then X N is a closed subspace of
We now define the operator
Notice that L N : X N → X N is a linear bounded operator satisfying
Consequently, operator L N : X N → X N is represented by the matrix
Consider the following system:
Now by using that
, and (3.7), and the fact that for any h :
we obtain that system (3.8) can be rewritten as
for I ∈ G 0 N , which is exactly system (3.4).
In order to obtain a p-adic continuous version of system (3.8), we first notice that for ϕ ∈ C(K N , R), the function
, and that operator L is a linear continuous operator satisfying
By using the fact that operator L as an extension of L N , result natural to postulate that the system (3.11)
is a 'p-adic analog' of system (3.8). In the following sections, we will establish in a mathematical rigorous way this assertion.
p-Adic diffusion and self-similarity
In this section we study the following Cauchy problem:
where L : A semigroup {Q(t)} t≥0 on C (K N , R) is said to be positive if Q(t) is a positive operator for each t ≥ 0, i.e. it maps non-negative functions to non-negative functions. An operator (A, Dom(A)) on C (K N , R) is said to satisfy the positive maximum principle if whenever h ∈ Dom(A) ⊆ C (K N , R), x 0 ∈ Q p , and sup x∈Qp h(x) = h(x 0 ) ≥ 0 we have Ah(x 0 ) ≤ 0.
We recall that every linear operator on C (K N , R) satisfying the positive maximum principle is dissipative, see e.g. [15, Chapter 4, Lemma 2.1].
is single-valued and generates a strongly continuous, positive, contraction semigroup {Q t } t≥0 on C (K N , R) if and only if: on C (K N , R).
Proof. We first verify the conditions given in Theorem 4.1. The verification of conditions (i)-(ii) is straightforward. The third condition in Theorem 4.1 is equivalent to the existence of a η > 0 such that for any h ∈ C (K N , R) the equation
. We now rewrite (4.2) as follows:
, 
In addition, p t (x, ·) is the transition function of a Markov process X whose paths are right continuous and have no discontinuities other than jumps.
Proof. By Lemma 4.1, e tεL t≥0
is a Feller semigroup on C (K N , R), by using the correspondence between Feller semigroups and transition functions, there exists a uniformly stochastically continuous C 0 -transition function p t (x, dy) satisfying condition (L), see [43, Theorem 2.10] , such that 
, J(x, y) ≥ 0 and λ ≥ 1, and set
Notice that condition λ ≥ 1 is essential to assure that operator εL λ satisfies the positive maximum principle. Theorem 4.2 holds for the following Cauchy problem:
is a family of p-adic diffusion equations parametrized by the set
We identify family (4.4) with the set P. Now, for σ ∈ (0, 1], we define the mapping:
The set of all S σ for σ ∈ (0, 1] form naturally a monoid, under the composition of functions, denoted as S P . Therefore, we have established the following result:
Theorem 4.3. The family P is invariant under the action of the monoid S P .
Discretizations

5.1.
Some additional function spaces and operators. Let M be a positive integer satisfying M ≥ N. We fix a system of representatives I j s for the quotient
This means that B −N (I) =
where Since K N is the disjoint union of the
We set X M , M ≥ N, to be the R-vector space of all the test functions supported in K N of the form
endowed with the · ∞ -norm. This is a real Banach space. For our convenience, from now on, we set X ∞ := C (K N , R) endowed with the · ∞ -norm. This is also a real Banach space.
For M ≥ N, we define P M ∈ B(X ∞ , X M ), the bounded linear operators from X ∞ into X M , as
We denote by E M : X M ֒→ X ∞ , M ≥ N, the natural continuous embedding, notice that E M ≤ 1, and that
Notation 3. Whenever be possible, we will omit in our formulas operator E M , instead we will use the fact that X M ֒→ X ∞ , M ≥ N.
Lemma 5.1. With the above notation, the following assertions hold:
Proof. The first part is straightforward. The second part is a consequence of the following two facts: first, D(K N , R) is dense in X ∞ in the · ∞ -norm; second, given a function ϕ ∈ D(K N , R), there exists an M sufficiently large such that ϕ ∈ X M . Alternatively, the reader may see [53, Lemma 1] .
We now consider the real Banach spaces
5.2.
Conditions on the nonlinearity. With respect to the nonlinearity we assume the following. We fix a, b ∈ R, with a < b, and assume that (Hypothesis 1)
(iii) ∇f (x, y) = 0 and ∇g (x, y) = 0 for any (x, y) ∈ (a, b) × (a, b) . Now we define
Notice that U is an open set in X ∞ . Indeed, take δ > 0 sufficiently small and v ∈ U, if
, with u ⊕ v ∈ U ⊕ U, we mean the mapping In the next sections, we will study the following Cauchy problem, for some τ > 0 fixed:
Also, we will study the Cauchy problem for the following discretization of (5.4), with
Remark 2. Notice that
6. p-Adic diffusion in X M and self-similarity
We first notice that any function h : G M N → R, I j → h (I j ) can be uniquely identified with an element of X M :
In this way, X M is naturally the space of continuous real-valued functions on G on X M . Theorem 6.1. There exists a probability measure p (M ) t (x, ·), t ≥ 0, x ∈ K N , on the Borel σ-algebra of K N , such that the Cauchy problem:
Now, by Theorem 4.2, L :
0 (x) ∈ X M has a unique solution of the form
In addition, p 6.1. Self-similarity. We take J(x, y) = J N (x, y) and consider operator L λ , λ ≥ 1, introduced in Section 4.2, see (4.3). We define, for M ≥ N,
This definition makes sense since X M ֒→ X ∞ . Furthermore, L M,λ : X M → X M is a bounded linear operator. Theorem 6.1 holds for the following Cauchy problem:
0 (x) ∈ X M . Thus, (6.3) is a family of p-adic diffusion equations on X M parametrized by the set
We identify family (6.3) with the set P M . By defining S P M in an analogous way to S P , we obtain the following result: Theorem 6.2. The family P M is invariant under the action of the monoid S P M . Remark 4. Assume that (ε, 1) ∈ P N , i.e. the equation
is a p-adic diffusion equation, then for any 0 < σ ≤ 1, (εσ, σ −1 ) ∈ P N , i.e. the equation
is a p-adic diffusion equation.
The Cauchy problem in X •
In this section we study in unified form the Cauchy problems (5.4)-(5.5). We use the following notation:
By using this notation and (5.6), the Cauchy problems (5.4)-(5.5), with initial data in U ∩ X N ⊕ U ∩ X N , can be written as
Mild solutions.
We review the notion of mild solutions for Cauchy problem (7.1). We will follow [27, Chapter 5] . We use the following conditions: Condition AS3. Let U ⊂ X ∞ be the open set defined in (5.2), and let
be the continuous mapping defined in (5.3). Then for each u 0 ⊕ v 0 ∈ U ⊕ U, there exist δ > 0 and L < ∞ such that
. This result follows from the Taylor formula applied to f and g and Hypothesis 1. Indeed, take δ > 0 such that
and by using the definition of U, a < u i < b and a < v i < b, i = 1, 2.
Now by using the Taylor formula, for
where E is a continuous function near to (u 1 , v 1 ), we obtain
Notice that our nonlinearity does not depend on the temporal variable, for this reason, we are using a simpler condition that the one used in [27, Section 5.2].
Remark 5. Take
since X M ֒→ X ∞ , condition (7.2) holds for map (7.3).
for t ∈ [0, τ 0 ). The elements of S Mild (τ 0 , X • ⊕ X • ) are the called mild solutions of (7.1).
By using well-known results from semigroup theory, see e.g. [27, Theorem 4.7.3], we have
The following result shows that Hypothesis 1, which also implies Condition AS3, implies that any mild solution is a classical solution.
for t ∈ [0, τ 0 ). Then by (7.4)-(7.5), it is sufficient to show that
We show that
for t ∈ [0, τ 0 ). A similar formula holds for the derivative of s (•) (t). Take t ∈ [0, τ 0 ) and
and Hypothesis 1:
And by using that
and Conditions AS2-AS3, we have
7.2. Existence for the initial value problems.
∈ (0, τ ) and
and k ∈ N \ {0}.
Proof. 
there exist τ max depending on the initial datum, and u
By taking the same initial datum for all the initial value problems (7.1), we have the same maximal interval existence for all them.
7.3. Some examples of reaction-diffusion networks on X • . When studying Turing instability, one is interested in the study of a system of type (7.1) around a state u 0 ⊕ v 0 satisfying
In order to achieve this goal, we pick an open neighborhood (a, b) × (a, b) ⊂ R 2 containing (u 0 , v 0 ), but no other solution of (7.6). Then, by Theorem 7.1, if the initial datum is closed to (u 0 , v 0 ), then all the initial value problems (7.1) have a mild solutions, and the same maximal interval of existence.
7.3.1. The Brusselator. Take A > 0 and B > 0, the Brusselator on X • is the following reaction-diffusion system:
This system has only a homogeneous steady state:
Then, there exist a, b ∈ R such that ∇f | (a,b)×(a,b) = (0, 0) and ∇g | (a,b)×(a,b) = (0, 0), and consequently Hypothesis 1 holds. Now, we take the subset
Then for any initial datum in U∩X • ⊕ X • , system (7.7) has a unique solution, cf. Theorem 7.1 and Lemma 7.1. In the case X ∞ , system (7.7) is a p-adic version of the Brusselator. This system was first considered by Prigogine and Lefever [39] and Nicolis and Prigogine [32] , see also [38, Section 7.5.4]. 7.3.2. The CIMA reaction. The CIMA reaction (chlorite-iodide-malonic acid) provided experimental evidence of Turing instability. It was modeled by Lengyel and Epstein [25] . The following is a version of this system on X • :
Here u (the activator) denotes the iodide (I − ) concentration and v (the inhibitor) the chlorite (ClO − 2 ) concentration. We follow the presentation in Perthame's book [38, Section 7.5.2], then, we consider this system with A > 0, B > 0, C > 0. There is a single homogeneous steady state
Then for any initial datum in U∩X • ⊕ X • , system (7.8) has a unique solution, cf. Theorem 7.1 and Lemma 7.1. In the case X ∞ , system (7.8) is a p-adic version of the CIMA reactiondiffusion system.
Approximations
In this section we show that discretization (5.5) provides a good approximation of (5.4). We use standard techniques for approximating nonlinear evolution equations, see e.g. [27] . The following conditions will be needed in order to use the results in [27] :
This condition follows from Lemma 4.1 and Remark 3. Notice that Condition B, implies 8.3. Condition C'. εL⊕εdL is densely defined linear operator in
Since εL ⊕ εdL is bounded linear operator Dom (εL ⊕ εdL) = X ∞ ⊕ X ∞ satisfying e εtL ⊕ e εdtL ≤ 1 for t ≥ 0, the existence of λ 0 is immediate. Condition (8.2) was already established in Lemma 5.1. Condition (8.1) is equivalent to
, it is sufficient to show:
Proof. By using the fact that all the operators involved are linear, it is sufficient to establish the lemma for the following class of operators:
for u ∈ X ∞ . We define
We show that lim
The identity
can be rewritten as
and by using again (8.5) and (8.6) , and the definition of P M u(x),
To compute L JK (P M u(x)), we use first (8.4) to get
Now from (8.7) and (8.8), we have
On the other hand,
cf. Lemma 5.1.
Existence of good approximations.
Theorem 8.1. Take u 0 ⊕ v 0 ∈ U ⊕ U. Let u ⊕ v be the mild solution of (5.4), and let u (M ) ⊕ v (M ) be the mild solution of (5.5) with initial datum
where τ < τ max , and τ max is the maximal interval of existence for the solution u (t) ⊕ v (t) with initial datum u 0 ⊕ v 0 .
Proof. The result follows from Conditions A, B, C', by using the argument given in [27] for Theorem 5.4.7. For this reason, we just provide some details of the proof. Notice that for
The estimations for sup 0≤t≤τ
, which is a consequence of Conditions A, B, C', by using the reasoning given in the proof Theorem 5.4.7 in [27] .
Replicas of reaction-diffusion systems on networks
In the above section we established that p-adic continuous model (5.4), that we call the mean-field approximation of the original system (3.9), can be very well approximated by discretization (5.5) for M sufficiently large. The purpose of this section is to study the relations between the solutions of systems (3.9) and (5.5).
We recall that the matrix of operator
after renaming the elements of the basis of X M .
Proof. We first note that kernel J N (x, y), see (3.6), can be rewritten as
for (x, y) ∈ Q p . In order to compute the matrix A (M ) , it is necessary to compute
We first compute
We now compute
Consequently, the matrix of L M is The matrix A (M ) , see (9.1), corresponds to a network constructed by using p M −N replicas of the original network, each these replicas correspond to a network having a diffusion operator of type
and the corresponding reaction-diffusion equation is
. By using results of Section 6.1 and Remark 4, we say that system (9.5) is a scaled replica of the original system (3.9).
In conclusion, system (5.4) is the 'limit' of system (5.5) when M tends to infinity, these means that both systems have solutions in the time interval [0, τ 0 ), and these two solutions are numerically very close for M sufficiently large (Theorem 8. 
Lemma 10.1. The operator L has a unique extension to L 2 (K N , C) as a bounded linear operator.
Proof. We first establish the following assertion:
we get
We consider first the term I 1 . By using Cauchy-Schwarz inequality,
We now consider I 2 :
The announced result follows from Claim 1, by using the fact that
Notice that
We recall that the natural embedding
On the other hand, by using that L :
is a bounded operator, the fact that the Fourier transform is an isomorphism on D(Q p , C) and an L 2 -isometry, and the Cauchy-Schwarz inequality, we obtain that 
Since L is a compact operator on L 2 (K N , C), every spectral value κ = 0 of L (if it exists) is an eigenvalue. For κ = 0 the dimension of any eigenspace of L is finite. 
and since
The ϕ I s form a C-vector space of dimension mult(λ I ).
Remark 9. We now recall that the set of functions {Ψ rnj } defined as
where r ∈ Z, j ∈ {1, · · · , p − 1}, and n runs through a fixed set of representatives of Remark 10. The functions of the form
Furthermore, a direct calculation using (10.4) shows that
The elements of the set:
, are the non-zero eigenvalues of L. The corresponding eigenfunctions are
where the functions ϕ I , Ψ −N (p −N I)j are defined in Remarks 8, 10, respectively. Furthermore, the set (10.7) is an orthonormal basis of L 2 (K N , C), and
Proof. By Lemma 10.2, Remarks (8), (10) , it is sufficient to show that (10.7) is an orthonormal basis for L 2 (K N , C) and (10.8). By Kozyrev's theorem, see Remark 9, the Ψ rnj s supported in K N generate a closed subspace of
Notice that in the calculation of the Fourier coefficient c I,j , we have used (10.4). The constant functions from K N to C belong to X N ⊗ C, and this space is orthogonal to L 
Turing Instability
11.1. Turing Criteria. We now consider a homogeneous steady state (u 0 , v 0 ) of (5.4), which is a nonnegative solution of
Since u, v are real-valued functions, to study the linear stability of (u 0 , v 0 ), we can use the classical results. Following Turing, in the absence of any spatial variation, the homogeneous state must be linearly stable. With no spatial variation u, v satisfy
Notice that (11.2) is an ordinary system of differential equations in R 2 . Now, for δ > 0 sufficiently small and (u 0 , v 0 ) as in (11.1), we define
Then, the Cauchy problem:
has a classical solution, cf. Theorem 7.1 and Lemma 7.1. Our goal is to give an asymptotic profile as t tends infinity of this mild solution (the Turing instability criteria). We linearize system (11.3) about the steady state (u 0 , v 0 ), by setting
By using the fact that f and g are differentiable, and assuming that w = w 1 ⊕ w 2 is sufficiently small, then (11.2) can be approximated as
We now look for solutions of (11.5) of the form (11.6) w (t; λ) = e λt w 0 .
By substituting (11.6) in (11.5), the eigenvalues λ are the solutions of
The steady state w = 0 is linearly stable if Re λ < 0, this last condition is guaranteed if (11.9) Tr J < 0 and det J > 0.
We now consider the full reaction-ultradiffusion system (11.3). We linearize it about the steady state, which with (11.4) is w = 0 := 0 0 , to get (11.10)
where J + εLD is a strongly continuous semigroup on (11.10) , has also a unique solution, when L is considered as an operator on L 2 (K N , C), cf. Lemma 10.1, for this reason, we can use the orthonormal basis given in Theorem 10.1 to solve (11.10) C) , by using the separation of variables method, then, the solution of the original problem is exactly the real part of the solution of (11.10) in L 2 (K N , C). To solve the system (11.10) in L 2 (K N , C), we first consider the following eigenvalue problem:
which has a solution w κ = w κ,1 ⊕ w κ,2 due to Theorem 10.1, where w κ,1 , w κ,2 ∈ ϕ I ϕ I 2 ; I ∈ G where the vectors a Ij , b I are determined by the Fourier expansion of the initial conditions. Substituting (11.12) with (11.11) in (11.10), we obtain that the existence of a non-trivial solution w(x, t) requires that the λs satisfy Notice that condition (11.13) becomes condition (11.7) when κ = 0. The steady state (u 0 , v 0 ) is linearly stable if both solutions of (11.14) have Re (λ) < 0. Conditions (11.9) guarantee that the steady state is stable in absence of spatial effects, i.e. Re (λ | κ=0 ) < 0. For the steady state to be unstable to spatial disturbances we require Re (λ (κ)) > 0 for some κ = 0. This can happen if either the coefficient of λ in (11.14) is negative, or if h (κ) < 0 for some κ = 0 in (11.15). Since (1 + d) εκ + TrJ < 0, cf. (11.9) and Theorem 10.1, the coefficient of λ in (11.15) is positive. Then, the only way Re (λ (κ)) can be positive is if h (κ) < 0 for some κ = 0. Since det J > 0 from (11.9) , in order h (κ) to be negative, it is necessary that (df u 0 + g v 0 ) > 0. Now, since f u 0 + g v 0 = TrJ < 0, necessarily d = 1 and f u 0 and g v 0 must have opposite signs. So an additional requirement to those of (11. f (u (t) , v (t)) ∞ dt < ∞ and τ 0 g (u (t) , v (t)) ∞ dt < ∞, for any τ < ∞. Which implies that τ max = +∞, for any initial data in U δ,u 0 ⊕ U δ,v 0 . Notice that in (11.24), we can replace · ∞ by · 2 . We now formulate the Turing instability criteria for our p-adic continuous model.
Remark 11.
In the case of reaction-diffusion systems on X M , M ≥ N, the Turing pattern (11.23) does not contain the sine and cosine functions. To verify condition (T5), we compute κ 1 , κ 2 as
. We pick This last condition is satisfied if 1 < nε < 2, since we have not imposed conditions on ε, we can pick ε satisfying 1 n < ε < 2 n . In conclusion, Turing patterns on networks whose topology is a complete graph K n , for arbitrary n.
Cycles.
A cycle graph C n is a connected graph on n vertices where all vertices are of degree 2. Alternatively, we can say that C n is a ring topology where each node on a circle is connected to its previous and subsequent neighbor on the ring. . By taking B = 5 and ε sufficiently small (11.31) is satisfied. In conclusion, Turing patterns on networks whose topology is a cycle C n , for arbitrary n.
Remark 13. The results of Sections 11.2.1-11.2.2 are also valid for reaction-diffusion systems on X M , M ≥ N.
