Abstract: Upper bounds on the Kolmogorov distance (and, equivalently in this case, on the total variation distance) between the Student distribution with p degrees of freedom ( SDp) and the standard normal distribution are obtained. These bounds are in a certain sense best possible, and the corresponding relative errors are small even for moderate values of p. The same bounds hold on the closeness between SDp and SDq with q > p.
for all real p > 0, and, as we shall see, it may be advantageous, at least as far as proofs are concerned, to let p take on all positive real values. Let us also extend definitions (1.1) and (1.2) by continuity to p = ∞, so that f ∞ =: ϕ and F ∞ =: Φ are the density and distribution functions of the standard normal distribution (SND).
The standard normal and Student distributions are clearly among the most common distributions in statistics. It is a textbook fact that the SD p is close to the SND when p is large, say in the sense that f p (x) −→ p→∞ f ∞ (x) for each real x. By Scheffé's theorem [8] , this implies the convergence of the total variation distance
to 0 as p → ∞. In fact, the convergence of the SD p to the SND is presented in [8] as the motivating case. Consider also the Kolmogorov distance
between the SD p and SND. It is clear that, for any two probability distributions, the Kolmogorov distance between them is no greater than twice the total variation distance, and hence the convergence of the latter distance to 0 implies that of the former. However, in the present case one can say more. For any p and q in the interval (0, ∞], let d Ko (p, q) and d TV (p, q) denote, respectively, the Kolmogorov distance and the total variation distance between SD p and SD q , so that d Ko (i) For all p and q such that 0 < p < q ∞ 
(1.4)
(ii) Moreover, for each p ∈ (0, ∞) the distance d Ko (p, q) is strictly increasing in q ∈ [p, ∞], and for each q ∈ (0, ∞] the distance d Ko (p, q) is strictly decreasing in p ∈ (0, q]. In particular,
for all p and q such that 0 < p q < ∞, and d Ko (p) is strictly decreasing in p ∈ (0, ∞].
Statement (ii) holds as well with d TV in place of d Ko .
This proposition and the other results stated in this section will be proved in Section 2.
The Kolmogorov distance and the total variation one are apparently the two most commonly used distances between probability distributions. Therefore, it seems natural to consider the rate of convergence of d Ko (p) and, equivalently, d TV (p) to 0 as p → ∞, which is part of what is done in this paper. Actually, the motivation for this study comes from the discussion in [4] . In turn, the paper [4] was motivated by developments of [6] . 6) where
Moreover, lim 8) so that the constant C is the best possible one in (1.6).
In what follows, it is assumed by default that 
andx a is, for any a ∈ (0, 1), the unique real root x > 0 of the polynomial equation
In fact, it will be shown (Lemma 2.6) that
for all p 4. Note that, since the polynomial equation (1.10) is of degree 4 in x 2 , the root x a can be expressed in radicals of polynomials in a.
By the triangle inequality, (1.6) implies that
for any real p and q that are no less than 4. Taking (1.4) and (1.5) into account, one sees that (1.9) and (1.11) immediately yield better bounds:
(1.12)
Graphs of the bounds B(a,x a ) and C/p are shown in Figure 1 , along with the corresponding graph of d Ko (p). This is done for the values of p ∈ [ It appears that the bound C/p would be more accurate than B(a,x a ) for p ∈ [1, 3.98]; remember, however, that the bound B(a,x a ) was established only for p 50 29 , from which the bound C/p was deduced only for p 4. Anyway, the smaller values of p > 0 may be of lesser interest, since for such p the Student distribution is not very close to the standard normal one. On the other hand, for large p the bound B(a,x a ) appears significantly more accurate (in terms of the relative errors) -but much more complicated -than the bound C/p. Yet, even for p as small as 4, the relative errors of the bounds C/p and B(a,x a ) are both only about 5%, with the corresponding absolute errors less than 2 × 10 −3 . For p = 12, the relative and absolute errors of the bound C/p are less than 1.5% and 2 × 10 −4 , respectively, and the corresponding figures for the bound B(a,x a ) are about 0.5% and 6 × 10 −5 . Also, by (1.8), the relative error
− 1 of the upper bound C/p goes to 0 as p → ∞; in view of (1.11), the same holds for the upper bound B(a,x a ). One may as well note that, if the distance d Ko (p) is considered as a kind of "initial" error -of the approximation of the Student distribution by the SND, then the relative error
− 1 is a relative error "of the second order", in the sense that it is the relative error of the estimate C/p of the initial error d Ko (p); the same statement holds with B(a,x a ) in place of C/p. Figure 2 also suggests that the threshold value 4 in the condition p 4 in Theorem 1.2 is very close to the best possible one for which the comparison (1.11) between the bounds in (1.6) and (1.9) is still valid.
In [7] , an asymptotic expansion for the tail 1−F p (x) of the SD p was obtained, which provides successive approximations (say A p,j (x)) that are good for very large values of x, as illustrated in − 1| (j = 1, . . . , 6).
of Figure 3 suggests that each approximation A p,j (x) has its own "maximum competency" zone of values of x, for which it is the best, over all j's; it appears that this zone is a neighborhood of ∞, which gets narrower as j increases. Clearly, the bounds given in the present paper differ quite significantly in kind and purpose from those given in [7] .
Proofs
The main idea of the proof of the inequality in (1.6) is to reduce it, through a number of steps, to systems of algebraic inequalities. Such systems, by a wellknown result of Tarski [9, 1] (rooted in Sturm's theorem), can be solved in a completely algorithmic manner. Similar results hold for certain other systems which may also involve the logarithmic function (whose derivative is algebraic), the SND density function ϕ (whose logarithm is algebraic), and the SND distribution function Φ (whose derivative is ϕ). The bound B(a,x a ) in Theorem 1.3 is such an expression. The Tarski algorithm is implemented in latter versions of Mathematica via Reduce and other related commands. For instance, a command of the form
returns a simplified equivalent of the given system (of equations and/or inequalities) cond1, cond2, . . . over real variables var1, var2, . . . . However, the execution of such a command may take a very long time (and/or require too much computer memory) if the given system is more than a little complicated, as is e.g. the case with the system B(a,x a ) < C/p & a = 1/p & p 4, which provides the way to deduce the bound in (1.6) from that in (1.9). Therefore, Mathematica will need some human guidance here. It appears that all such calculations done with the help of a computer are, at least, as reliable and rigorous as the same calculations done only by hand.
The main difficulty to overcome in this paper was to construct the upper bound B(a,x a ) on d Ko (p), which would be, on the one hand, accurate enough and, on the other hand, provide a traversable bridge from d Ko (p) to the simple upper bound C/p, as indicated above. In turn, the bound B(a,x a ) was obtained in several steps, described in detail in the statements of Lemmas 2.1-2.5, presented in Subsection 2.1.
The first step is to note that the difference f ∞ (x)−f p (x) between the densities of the SND and SD p changes its sign exactly once, from + to −, as x increases from 0 to ∞ (Lemma 2.1). A key observation here (essentially borrowed from [5] ) is that, luckily, for the defined in (2.1) ratio r p (x) of the densities, the logarithmic partial derivarive ∂ ∂p ln r p (x) increases in x ∈ [0, 1] and decreases in x ∈ [1, ∞) -with the same switch-point 1 for all p > 0. This implies that r p (x) decreases in x ∈ [0, 1] from r p (0) < 1 and then increases in x ∈ [1, ∞) to ∞, so that the difference F ∞ − F p between the SND and SD p distribution functions switches its monotonicity pattern just once -from increase to decreaseon the interval [0, ∞), which provides a more manageable expression for the Kolmogorov distance d Ko (p).
The next step concerns the difficulty that the expression (1.1) for f p (x) contains the so-called Wallis ratio Γ( paper, the first upper bound and the second lower bound in the corresponding series in [3] already suffice (Lemma 2.2). A recent paper [2] provided other new upper and lower bounds on the Wallis ratio, improving on a number of preceding results. The series of bounds given in [3] (except a few first members of those series) are tighter than all the bounds in [2] . By using the mentioned results of [3] , we obtain an upper bound, written as H(a, x)/ √ 2π, on the difference f ∞ (x) − f p (x) between the densities of the SND and SD p , which has an algebraic expression in place of the Wallis ratio (Lemma 2.3).
According to (2.3), d Ko (p) equals a definite integral (in x) of the difference f ∞ (x)−f p (x); so, this integral can be bounded from above by the corresponding integral of the just mentioned upper bound H(a, x)/ √ 2π. However, the latter integral is still problematic to estimate accurately enough. Toward that end, by some tweaking of the third-order Taylor polynomial in a for H(a, x) near a = 0, we construct an upper boundH 2 (a, x) on H(a, x), which is just the product of ϕ(x) and a polynomial in a, x (Lemma 2.4). Thus, the boundH 2 (a, x) has certain nice properties (Lemma 2.5). Also, the relevant definite integral of H 2 (a, x) (corresponding to the mentioned one of H(a, x)) can be easily expressed in terms of the functions ϕ and Φ, thus finally resulting in the bound B(a,x a ) in (1.9).
Inequality (1.11) (which, together with (1.9), yields the inequality in (1.6)) is provided by Lemma 2.6, whose proof is rather technical and relies on the Mathematica command Reduce, as described above. As for Proposition 1.1, it follows easily from Lemma 2.1 and the result of [5] .
It appears that essentially the same method can be used to obtain even tighter upper (as well as lower) bounds on the distances d Ko (p) and d TV (p); toward such an end, one could use bounds in [3] on the Wallis ratio of higher orders of accuracy, as well as tweaked-Taylor polynomials for H(a, x) of higher orders. The limitations on the attainable accuracy of such bounds on d Ko (p) appear to be mainly set by the existing computational power; also, the proofs of the yet tighter bounds can be expected to be even more complicated.
In accordance with the above description of the scheme of proof, the current section is organized as follows. In Subsection 2.1, the mentioned lemmas are stated, thus presenting most of the main steps of proof. Next, in the same subsection, Proposition 1.1 and Theorems 1.3 and 1.2 are proved based on these lemmas. Finally, in Subsection 2.2 the lemmas stated in Subsection 2.1 (and requiring proof) are proved.
Statements of lemmas, and proofs of the main results

Introduce
Lemma 2.1. For each pair (p, q) such that 0 < p < q ∞ (i) the ratio r p,q (x) decreases in x ∈ [0, 1] from r p,q (0) < 1, and then increases in x ∈ [1, ∞) to ∞; therefore,
(ii) there is a unique point x p,q ∈ (0, ∞) (which is in fact greater than 1) such that
2)
and hence
For brevity, let
where
This follows by the main result in [3] ; the notations r p (0), L k (a), and U k (a) in the above Lemma 2.2 correspond to r(p), L k (p), and U k (p) in [3] .
The first inequality in (2.5), together with the definition (1.1), immediately yields Lemma 2.3. For all real p > 0 and all
. By some tweaking of the third-order Taylor polynomial in a for H(a, x) near a = 0, one obtainsH 6) where P (a, x) is as in (1.10), so thatH 2 (a, x) be an upper bound on H(a, x):
Lemma 2.5. For each a ∈ (0, 1), there is a unique real root x > 0 of the polynomial equation (1.10), so thatx a is correctly defined in the statement of Theorem 1.3. Moreover,H 2 (a, x) > 0 for all x ∈ (0,x a ), H 2 (a,x a ) = 0,
Furthermore,x a is strictly and continuously increasing in a ∈ (0, 1). Now one is ready to prove Proposition 1.1 and Theorems 1.3 and 1.2, which will be done in this order.
Proof of Proposition 1.1. Take indeed any p and q such that 0 < p < q ∞. By Lemma 2.1 and the symmetry of the SD p ,
which proves part (i) of Proposition 1.1. Part (ii) of the proposition now follows by the second equality in (1.4) and the stochastic monotonicity result of [5] , which implies that F p (x) is strictly increasing in p ∈ (0, ∞] for each x ∈ (0, ∞).
Proof of Theorem 1.3. The equality in (1.9) immediately follows from Proposition 1.1. Take any a ∈ (0, 
for all x ∈ (0,x a ] -still assuming that a ∈ (0, f ∞ (x) − f p (x) for all x ∈ (0, x p ] and hence, by the assumption, for all x ∈ (0,x a ]. Now (2.7) implies 0 <H 2 (a,x a ), which contradicts Lemma 2.5. Thus, indeed x p <x a . Recalling now (2.3) and using (2.7) and (again) Lemma 2.5, and also recalling (2.6), one has
It remains to verify that
du = B(a, x), which can be done either by hand or using Mathematica. The proof of Theorem 1.3 is now complete, modulo the lemmas.
Proof of Theorem 1.2. The relations in (1.6) immediately follow by Theorem 1.3 and Lemma 2.6. It remains to verify (1.8). First here, use l'Hospital's rule to find that for all real
the second equality in (2.8) can be obtained either using the Mathematica commands D (for differentiation), Simplify, and Limit or otherwise. Next, introduce
for all real a 0, assuming the convention 1/0 := ∞, so that f 1/a (x) = c a g a (x). Then for all real a 0 and all real x
1 and c 0 = 1/ √ 2π < 1. By (2.8) and (2.9), the ratio |ca−c0| a is continuous in a > 0 and converges to a finite limit (ϕ(0)/4) as a ↓ 0, and hence is bounded in a ∈ (0, 1]. Now note that
Using the Taylor expansion ln(1 + u) = u − θu 2 /2 for u > 0 and some θ = θ(u) ∈ (0, 1), one sees that (Dg)(a, x) is a polynomial in a, x, θ and hence bounded in 
Proofs of the lemmas
Proof of Lemma 2.1. Take indeed any p and q such that 0 < p < q ∞. A key observation here (borrowed from [5] ) is that r p,q (x) decreases in x ∈ [0, 1] and increases in x ∈ [1, ∞). Moreover, by the lemma in [5] , f p (0) increases in p > 0 and hence r p,q (0) < 1. On the other hand, it is easy to see that r p,q (x) → ∞ as x → ∞. This completes the proof of part (i) of Lemma 2.1, which in turn implies that there is a unique x p,q ∈ (0, ∞) such that r p,q (x) < 1 for x ∈ [0, x p,q ), r p,q (x p,q ) = 1, and r p,q (x) > 1 for x ∈ (x p,q , ∞) (at that necessarily x p,q > 1). In other words, one has the relations (2.2). Since (F q − F p ) ′ = f q − f p , one now sees that F q (x) − F p (x) increases in x ∈ [0, x p,q ] from 0 to F q (x p,q ) − F p (x p,q ) > 0, and then decreases in x ∈ [x p,q , ∞) to 0. So, (2.3) follows by the symmetry of the Student and standard normal distributions. Thus, the lemma is completely proved.
Proof of Lemma 2.4. Indeed assume that a ∈ (0, 
