INTRODUCTION
In this paper we wish to study two mixed finite élément methods for the approximation of a boundary value problem modeling a simply supported plate, i.e. we ctmsider the biharmonic équation where fi is a bounded domain in 1R 2 with smooth boundary r, ƒ is a given fonction, K is the curvature of fi, 1 -x is Poisson's ratio, and iï s and iï n dénote the tangential and exterior normal derivatives of ü respectively along F.
In the standard variational formulation of (1.1)-(1.3), (1.2) is a natural boundary condition and so the solution ü may be characterized by 
(Q) n HQ(Q).
This requires the use of C l finite éléments which must vanish on 3Q.
By using the mixed method technique of introducing new independent variables (e.g. w = -Aü\ we are able to reformulate this problem as a lower order System of équations. This will allow us to define a conforming finite element method using only C° finite éléments.
The first approximation scheme we will discuss will be based on the following variational formulation of (1.1)-(1.3). Let <., .> dénote the L 2 
(Y) inner product and also the pairing between H S (T) and H~S(T) and let «(w, v) = (grad u, grad v) -f a < u, v > ,
where a is chosen sufficiently large so that 2 a -f K > 0. We will consider : Problem ÇP) : Find (2, M>, k, a) e H\Q) x H\a) x H 3/2 (T) x /f" 1/2 (r) such that «(»,v)=a») + <a,i;>-T.<A. I ,i; ï > for all veH\Q), (1.5) AJfi,z) =(w,z) + <^;2> for all ze/f^O), (1.6) T<X[X-âiil,^>-T<e,,^> + <)v 9 |i>=0 forall ^ei/ 3/2 (r), (1.7) and <w 5 p>=0 forall pe^" 1/2 (r)- (1.8) To understand the relation between Problem (P) and the biharmonic problem Then from (1.1), -Avv = ƒ and by (1.9)-(l .11)
CT === â^v îy + ai^~ xXss which implies that (2, w, X, a) satisfies (1.5). Now from (1.9) and (1.10), it easily follows that (iï, w 9 X, a) satisfies (1.6). Using (1.2), (1.9), and (1.10) we get that w + x[iï ss + K(X -au)] = 0 on F and so (1.7) is satisfied. Finally, (1.3) implies (1.8) so that (ü, w, À, , a), with w 9 X, a defined by (1.9)-(1.11) is a solution of Problem (P).
When the curvature K of Q is strictly positive we are able to give a much sïmpler variational formulation of (1. i)-(l .3). on xK Equation (1.14) gives the boundary condition ü = 0 on F. Suppose now that for ü a smooth solution of (1. It is the purpose of this paper to analyze finite element methods for the approximation of the biharmonic problem (1.1)-(1.3) based on the two variational formulations (P) and (P*). Once these approximation schemes are developed and error estimâtes derived, we shall then show how the resulting approximations can be obtained as the limit of a rapidly converging séquence of fonctions requiring only the numerical solution of second order problems with natural boundary conditions. The techniques used to obtain these results are based on those in Bramble [7] , where analogous results are obtained for the second order Dirichlet problem.
We also note that many of the ideas used in this paper appear previously in several sources. The use of Lagrange multipliers was first analyzed by Babuska [3] for the second order Dirichlet problem. An analysis of a mixed finite element method for the biharmonic model of the clamped plate problem is given by R.A.LR.O. Analyse numérique/Numerical Analysis Ciarlet and Raviart in [8] and the idea of the solution of this problem using an itération scheme requiring the solution of second order Dirichlet problems at each itération is discussed in Ciarlet and Glowinski [9] . Further ideas in this direction can be found in Glowinski and Pironneau [11] . In Falk [10] a mixed finite element method is presented for the biharmonic problem with Dirichlet type boundary conditions whose solution involves an itération scheme requiring the solution of two Neumann problems at each itération.
An outline of the paper is as follows. In Section 2 we introducé the notation to be used and then state and prove some a priori estimâtes that will be needed in the subséquent analysis. Section 3 defïnes the approximating subspaces to be used in the finite element method and collects some results on the approximation properties of these subspaces. In Section 4, we define the approximation scheme for Problem (P) and prove some additional a priori estimâtes analogous to those in Section 2. Section 5 then contains the dérivation of error estimâtes for Problem (P).
In Sections 6, 7 , and 8 we analyze a finite element method based on the variational formulation (P*) for the case where Q has strictly positive curvature. Section 6 has some preliminary results for this case, Section 7 discusses the finite element approximation scheme, and Section 8 contains the error estimâtes. Finally in Section 9 we discuss efficient computational procedures to solve our approximate problems.
NOTATION AND PRELIMINARY RESULTS
For s ^ 0 let H%Q) and H S (T) dénote the Sobolev spaces of order s of functions on Q atid F respectively, with associated norms ||. || s and |.| s respectively (cf. [12] Using these définitions we see from (1.5) that
and from (1.6) that
Let us now defme so that Problem (P) can be restated in the form :
and CT)= -T 2 /. (2.8)
It will be from this point of view that we will approximate ü> i.e. we will approximate G f T 9 o, and X to obtain an approximation to ü
The analysis of the fmite element method for the approximation of the mixed formulation of the biharmonic problem given in Problem (P) will depend heavily on the study of the function u(X t a) = TG[a + xXJ + GX.
vol. 17, n° 4, 1983 From the définitions of T and G it easily follows that u(k, a) is the solution of the biharmonic problem : We then have the following Green's formula (see e.g, [14] ). In the course of our analysis we shall also need to make use of an additional Green's identity, which we now dérive. 
We shall also require the foUowing a priori estimâtes satisfied by solutions of the biharmonic équation (cf. [13] ). To estimate | V(ü) |-5/ 2 -s we again use the Green's formula (2.16) and define v to be the solution of the biharmonic problem
From (2.16) we have that
Estimating terms as before and again applying ( Estimating terms as before and again applying (2.21) we get
Using these results we can now prove the following. Proof : To simpiify notation we will simply dénote u(X, o) by u for the remainder of this proof.
To dérive the lower inequality, we use (2.10) and Lemma 2.4 to obtain
Now from (2.11), (2.14), and (2.15) 
To complete the proof of the Lemma we observe from (2.10) and (2.14) that
The upper inequality now follows directly from (2.22).
APPROXIMATING SPACES ON il AND T
For 0 < h < 1, let { S h } be a family of finite dimensional subspaces of H l (Q). Let r ^ 2 be an integer. We shall assume Ihatlor "$ e // r (Q) with 1 < / < r there is a constant C such that inf ||4>-xll,-< Ch l~j llc))^, 7^1. These are just the Standard Ritz-Galerkin approximations to G and X. It follows from the approximations assumptions and Standard duality arguments that we have the following well known results (cf [2] 5 [4] ). LEMMA 3.1: There exists a constant C independent of a.fandh such that
and
(T) and f e H l -2 (Q).
Note that the restriction to O of continuous piecewise polynomials of degree r -1 on a quasi-uniform triangulation of R 2 or a rectangular mesh of " width " h are examples of spaces S h satisfying Lemma 3.1.
In the analysis in the subséquent sections we shall require additional estimâtes for the approximation of the operators T and G by T h and G h . These are contained in the following two theorems. By the triangle inequality we have We now apply these results in two cases. When 0 < s ^ r -3, we get choosing t -m and t = l that for -l<m^r -4 = max (5 -1, r -4) and for -1/2 < / ^ r -7/2 = max (5 -1/2, r -7/2) 
[T" -T] [G -GJ P |||
III \T T 1 m . III <T i^Ls + l + 5/2 1 o 1 <-^U+3+min{s-l/2,r-l/2) i o j III
Hl [T -T h ] |||
The theorem follows by combining these results. There are two special cases in which we shall use this theorem. Returning to the proof of Theorem 3.1 we note that for 0 ^ s < r -2, min (s -1, r -4) ^ j -2 and min (.y -1/2, r -7/2) ^ s -3/2. Hence for 0 ^ 5 < r -2, -1 ^ m ^ r -2, and -1/2 ^ / < r -3/2 we get :
We also note that for 0 ^ s ^ r -1 
[T -T hi
The result follows by the triangle inequality. Using(2.1), (2.2), and Lemma 3.1 wegetforO < s < r -2, -1 ^ m < r-3, and -1/2 < / < r -5/2 that The theorem foilows by oembining these results. For 0 < k < 1, let { S k } be a family of finite dimensional subspaces of H n ÇT), n ^ 0. Let r ^ 1 be an integer. We shall suppose that for c| > e H l (T)
with j ^ n and 7 < / < r, there is a constant C such that
We further assume that for 7 ^ i ^ n there is a constant C such that for all 4> e 5 k . The condition (3.2) and (3. uniformly in j and / for j ^ n and j ö < j < / ^ f. This result can be found in [6] . Finally we dénote by P o the L 2 (T) orthogonal projection onto S k , i.e.
< p o 4), 0 > = < (f), 0 > for all 0 e S k .
We now note for future référence the following property satisfied by the projection operator P ö . Using (3.3) for7 ^ 0 and a standard duality argument for j < 0 we obtain : LEMMA 3.2: For -r ^j < n andmax(~ nj) ^ / ^ r there is a constant C such that 
(T) that

THE FÏNITE ELEMENT APPROXIMATION SCHEME FOR PROBLEM (P)
We now turn out attention to the study of a finite element method for the approximation of the simply supported plate problem, based on the mixed formulation given in Problem (P). We shall consider the following scheme under the assumptions that S k cz H n (T), n ^ 3/2 and that S h and S k satisfy (3.1) and (3.2)-(3.3) respectively for some r ^ 3 and f ^ 3. so that Problem (Pjj;) can be restated in the form :
Our aim now is to study the fonction u h (X k , o k ) and prove a resuit analogous to that of Theorem 2.1. We first note that from the définitions of T h and G h it easily follows that { u h (X k , a k ), w h (X k , a fc )} is the solution of : From (2.6) and (4.1) we get In order to state the analogue of Theorem 2.1 that we wish to prove we first define for each (X, o) e S k x S k a finite dimensional version of the operator M(k, a) = Mu(X, a) defined by (2.14). We first note that by (2.9), (2.10), and vol 17, n° 4, 1983 With this notation we now prove : To simplify the proof of this theorem, we first prove the following preliminary result : To simplify notation we will again simply dénote u(X, o) by u for the remainder of this proof.
Using Theorem 2.1 and the triangle inequality we have 1- Hence to prove Theorem 4.1, we need only show that for 0 ^ s ^ min (r -3, r -3/2)
where Ô is a constant which is small with s = /Î//C. Applying the triangle inequality, Lemma 3.2, (4.13), and (4.14) we have for 0 ^ s < 'r -3/2 that The result now follows provided h ^ e/c and 8 is sufficiently small.
ERROR ESTIMATES FOR THE APPROXIMATION OF PROBLEM P
We begin this section by proving a preliminary lemma. 
are the respective solutions of Problems (P) and (/>*). Thenjor h ^ sk with e sufficiently small, there exists a constant C independent
/ora// -l/2</^ r-7/2, -l/2^/<f-2, -2 < J < min(>-3,r-3/2), -1 ^ m ^ r-4, wAere i = max(-n, -3/2-5).
Proof : Let n k X and n k a e S k be approximations to X and a respectively which satisfy (3.4) . Using the linearity ofu h (X, o) and M h (X, o) and Theorem 4.1 we get for 0 ^ s ^ min (r -3, r -3/2)
Using (2.7), (2.8), (4.9), (4.10), (4.13), and (4.14) we obtain
]f) ss -[T-T h ]J}
Combining thesp results and using Lemma 3.3 and the triangle inequality we obtain for S k a H n (T\ 0 ^ s ^ min (r -3, f -3/2) and
From (4.13) and (4.14) we observe that
vol. 17, n°4, 1983 Inserting this result in the previous inequality we obtain :
To estimate the above we first observe that by (since /* ^ ek, s < 1).
The theorem now follows easily for 0 ^ s ^ min(r -3, r-3/2) by combining these results and using (3.4) and the triangle inequality, and then for -2 ^ s ^ 0 using (3.3).
Using Lemma 5.1, Corollary 3.1, and Theorem 5.1, we now prove our main result. The theorem now follows directly from Theorem 5.1.
vol. 17, n° 4, 1983 We now consider some applications of the error estimâtes in Theorem 5. To balance these terms we could choose h = /c 11/8 so that for k sufficiently small the condition h ^ skis automatically satisfied.
In the next three sections of this paper we shall consider the case where Q has strictly positive curvature K and analyze a fïnite element method based on the variational formulation Problem (P*) given in Section 1,
SOME FURTHER PRELIMINARIES
Using the définitions of T and G given in Section 2, we see from (1.12) that w = Tf+Go To prove the first inequality we use the fact (cf [7] ) that To establish our next resuit, we will need the following lemma. 
+ efli(r) IV 11
Combining results we get lal 2 .! ^ C|<a,tt(a)>|.
THE FINITE ELEMENT APPROXIMATION SCHEME FOR THE CASE K > 0
Based on the variational formulation of the simply supported plate problem given in Problem (P*) we now consider the following finite element approximation scheme. The approximating subspaces are those described in Section 3, except now we oniy assume that S k <= H n (T\ n ^ 1/2, r ^ 2, and r ^ 2. Using the operators T h and G ^ we can also rewrite Problem (P* *) in a form analogous to Problem (P*). From (7.1) we have that -7",/+G,a k (7.4) and from ( To simplify the proof of the main resuit of this section and also the dérivation of the error estimâtes in Section 8, it will be convenient to have the following result Proof : From (6.4) and (7.7) we have
vol. 17, n° 4, 1983 Hence the result follows directly from Corollary 3.2, Theorem 3.2, and the triangle inequality.
We are now ready to state the main result of this section. 
To simplify the proof of this theorem we first prove the following lemma which is a restatement of the theorem with u h (o) replaced by u(a). he result now follows for h ^ ek with e sufficientïy small. In the discussion of the solution of the linear system of équations arising from Problem (P% *), we shall need to make use of the following result, which is a discrete version of Lemma 6. 2. The resuit follows for h ^ ek and e sufficiently small.
ERROR ESTIMATES FOR THE APPROXIMATION OF PROBLEM (P*)
We begin this section by proving a preliminary lemma. The lemma follows by combining these results. >r Ö// -ï/2 ^ / < r -5/2, -1/2 < / < f, -1 < 5 *£ min (r-2, f +1/2), and -1 ^ m ^ r -3, wAere / = max (-«, 1/2 -s).
: Let n k a e S k be an approximation to a satisfying (3.4) . By the linearity of w(a) and Theorem 7.1 we get for 0 ^ s ^ min (r -2, f + 1/2) I <** -n k a U 3 /2-s Using (6.5) and (7.8) we have 
