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Die vorliegende Arbeit befasst sich mit Innovationsdiffusionsmodellen und deren 
Anwendung in der Marketingpraxis. Sie hat zwei Ziele: Einen Überblick über exis-
tierende Innovationsmodelle zu schaffen und ein neues besseres Modell zu 
entwickeln. 
Es wird ein neuer Klassifizierungsansatz  vorgeschlagen, mit dessen Hilfe ein struk-
turierter Überblick über die vorhandenen zahlreichen Innovationsdiffusionsmodelle 
möglich wird. Die Klassifizierung beruht auf den Annahmen in den Innovationsdif-
fusionsmodellen. Dies erlaubt im Gegensatz zu den bekannten Klassifizierungen 
(z.B. von Roberts/Lattin (2000)) die Bildung von disjunkten Modellklassen. Anhand 
der neuen Klassifizierung werden die prominenten Modelle, wie z.B. Bass-Modell 
(1969) bzw. Kalish-Modell (1985) eingeordnet und ihre Vor- und Nachteile auf-
gezeigt. Dieser Ansatz erleichtert eine Entscheidung für das beste zu verwendende 
Modell, wenn bekannt ist, welche Daten (Absatzdaten, Daten über Konsumenten 
etc.) zur Verfügung stehen und/oder welches Ziel (Absatzprognose, 
Preisbestimmung) verfolgt wird. 
Im zweiten Teil der Arbeit wird ein neues hybrides Innovationsdiffusionsmodell –  
das Information-Disicion-Evaluation-Modell (IED-Modell) – vorgestellt. Das IED-
Modell besitzt zahlreiche Vorteile gegenüber existierenden 
Innovationsdiffusionsmodellen. Die Struktur des IED-Modells ist sehr allgemein so, 
dass das IED-Modell als eine Modellklasse bezeichnet werden könnte. Werden die 
Annahmen des IED-Modells genau definiert (z.B. über die Anzahl der 
Wettbewerbsprodukte usw.), erhält es eine explizite Form, die prominenten Innova-
tionsdiffusionsmodellen ähnlich oder vollkommen identisch sein kann (für die 
Erstellung einer expliziten Form des IED-Modells siehe www.ied-modell.de). Ein 
solcher allgemeiner Modellierungsansatz des IED-Modells ist neu für die 
Innovationsdiffusionsforschung. 
Das IED-Modell und dessen Annahmen werden mittels Monte-Carlo-Simulationen 
analysiert. Beim empirischen Test an realen Daten wird das IED-Modell mit vier 




das Anpassungsvermögen des IED-Modells  im Durchschnitt besser als das der vier 
Vergleichsmodelle. Bei drei- und zehnmonatlichen Prognosen zeigte das IED-Modell 





This work assesses innovation diffusion models and their application in marketing 
management. Its two principal aims are: (1) to give an overview of existing 
innovation diffusion models and (2) to develop a new and improved model.  
A new classification approach is proposed. The classification methodology bases on 
typical assumptions made in innovation diffusion models. Unlike prior 
classifications, e.g. Roberts/Lattin (2000), this approach allows for disjunctive 
classes. By means of this classification renowned models like Bass Model (1969) or 
Kalish Model (1985) are categorized, and their advantages and disadvantages are 
analyzed. This helps decide which model should be used depending on data 
availability (sales data, consumer data etc.) and the overall goal of a model 
investigation (sales forecast, pricing etc.). 
In the second part of this work the new hybrid innovation diffusion model – 
Innovation-Decision-Evaluation model (IED model) – is described. The model has 
several advantages compared with existing models. The structure of the IED Model 
is non-specific so that the IED model can be described as a distinct model class. 
When assumptions of the IED model are specified (e.g. number of competitive 
products) the model gets an explicit form which can be similar or even identical to 
other innovation diffusion models (for the design of an explicit model form see also 
www.ied-modell.de). Such a generalized modeling approach in IED modelling is 
new in innovation diffusion research. 
The IED model and its assumptions are analysed with Monte Carlo simulations. Its 
results are also empirically tested and compared with four renowned innovation 
diffusion models. The comparison reveals that the IED model has the best average fit 
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I. Zielsetzung der Arbeit 
Unsere derzeitige Lebenssituation zeichnet sich durch ständige Veränderung und 
Entwicklung aus. Ein Unternehmen, welches seine eigene Markposition halten und 
verbessern will, muss daher ständig sein Angebot weiterentwickeln und neue innova-
tive Produkte auf den Markt bringen. So stellten Wind et al. (1990) fest, dass 25% 
der aktuellen Absätze von Produkten stammen, die in den letzten drei Jahren einge-
führt wurden. Innovationsfähigkeit ist somit zu einem Schlüsselkriterium für die 
Wettbewerbsfähigkeit eines Unternehmens geworden (Harhoff/Licht 1996). Viele 
Beispiele wie Ford Automobile, DEC Minicomputer oder GE Tomographie, zeigen, 
dass Neuprodukte ein entscheidender Faktor für das Unternehmens- und Gewinn-
wachstum sind (vgl. Urban/Hauser 1993). Der Lebenszyklus eines Produktes verkür-
zte sich in den letzten Jahren in vielen Bereichen (Bayus 1998, van den Bulte 2000). 
Gleichzeitig werden Neuprodukte immer komplexer und aufwändiger. Darüber hin-
aus wurde in zahlreichen Marktstudien nachgewiesen, dass ca. ein Drittel aller neu 
eingeführten Produkte nicht erfolgreich ist (Crawford 1979, Booz et al. 1982). Diese 
Tendenzen werden von steigenden Entwicklungs- und Markteinführungskosten be-
gleitet. Die Innovationstätigkeit eines Unternehmens ist also mit einem großen Risi-
ko verbunden. 
Welche Faktoren beeinflussen jedoch den Erfolg einer Innovation und welcher zeitli-
chen Entwicklung unterliegt die Innovationsverbreitung auf dem Markt? Mit diesen 
Fragen haben sich zahlreiche Sozial- und Marketingwissenschaftler beschäftigt (z.B. 
Rogers 1995, Wind at al. 2000, Köllinger/Schade 2004). So bieten die Innovations- 
und Adoptionstheorie zahlreiche Beschreibungen für die Akzeptanz, Adoption und 
Diffusion von Neuprodukten. Es werden verschiedene Einflüsse wie Marketing-Mix-
Variablen, das soziale System und interpersonelle Kommunikation betrachtet. Die 
Stärke dieser Einflussgrößen hängt von der Art des Produktes, der Marktsituation, 
sozialen und anderen Faktoren ab. Bis heute existiert allerdings keine einheitliche 
allgemein gültige Theorie der Innovationsdiffusion, welche die Abhängigkeiten zwi-
schen diesen Faktoren und dem Innovationsdiffusionsprozess mathematisch be-




Neben diesen theoretischen, deskriptiven Betrachtungen finden sich in der Soziolo-
gie-, Mathematik- oder Marketingliteratur vielfältige Modellierungsansätze für die 
Innovationsverbreitung (für eine Übersicht siehe Martino 2003 und Kapitel B und 
Tabelle B-7 in dieser Arbeit). Ziel dieser Modellierungsansätze ist es meist, konkrete 
Absatzprognosen für Neuprodukte zu liefern. Dabei unterscheiden sich die Innova-
tionsdiffusionsmodelle in ihren Annahmen, ihrer Verlaufsform sowie möglichen An-
wendungszwecken und Einsatzzeitpunkte (vor, während oder nach der Markteinfüh-
rung einer Innovation). 
Aufgrund der großen Anzahl an verschiedenen Modellen, ist die Wahl eines passen-
den Modells für eine bestimmte Fragestellung zunehmend komplex geworden. Zwar 
existieren heutzutage verschiedene Klassifizierungsmethoden, die Innovationsdiffu-
sionsmodelle nach unterschiedlichen Kriterien eingruppieren (z.B. Mahajan/Wind 
1986, Mahajan et al. 1995, Meade/Islam 1998), sie liefern jedoch keinen umfassen-
den Überblick über die bestehenden Innovationsdiffusionsmodelle. Meade/Islam 
(1998) klassifizieren z.B. die Innovationsdiffusionsmodelle nach der Form ihrer Dif-
fusionskurve. Roberts/Lattin (2000) schlagen vier andere Klassen vor: (1) Innova-
tionsmodelle auf aggregierter Ebene, (2) Diffusionsmodelle auf individueller Ebene, 
(3) Diffusionsmodelle auf individueller Ebene mit begrenzter Parameteranzahl und 
(4) Mehrstufige Innovationsmodelle. Diese vier Klassen stellen jedoch keine disjunk-
ten, sondern sich überschneidenen Gruppen dar, d.h. ein Innovationsdiffusionsmodell 
kann gleichzeitig zu zwei Klassen gehören, wie z.B. das Weerahandi/Dalal-Modell 
(1992). 
In dieser Arbeit wird eine neue Klassifizierungsmethode vorgeschlagen, die diesen 
Mangel beseitigt und eine bessere Orientierung im Dschungel der Innovationsdiffu-
sionsmodelle ermöglicht. Jedem Modell liegen bestimmte Annahmen über die zu un-
tersuchende Marktsituation und die berücksichtigten Einflüsse zu Grunde. Diese 
Grundannahmen der jeweiligen Modelle werden in der hier vorgestellten Klassifizie-
rungsmethode verwendet, um Modellklassen zu bilden. Dabei gibt es für jede Grund-
annahme nur zwei mögliche Ausprägungen: So können die Modelle mit oder ohne 
Marketingvariablen ausgestattet sein, Wettbewerbsprodukte können berücksichtigt 




Die Grundidee der neuen Klassifizierung beruht auf allgemein akzeptierten Ansät-
zen, z.B. der Einteilung in aggregierte und individuelle Modelle (Mahajan et al. 
2000, Roberts/Lattin 2000), geht jedoch noch einen Schritt weiter, indem sie die 
Klasseneinteilung präzisiert und mehr Klassifizierungskriterien einführt. Durch die 
explizite Betrachtung der Grundannahmen der Modelle entstehen disjunkte Klassen, 
in welche die Modelle einsortiert werden können. Auf einen Blick (siehe Tabelle B-4 
und Tabelle B-5) ist somit erkennbar, welche Einflüsse in dem jeweiligen Modell be-
rücksichtigt wurden oder nicht. Dadurch ist ein Vergleich zwischen verschiedenen 
Modellen einfacher und die Vor- und Nachteile sind leichter feststellbar. Ebenso 
wird deutlich, welche Daten für die Verwendung von Modellen einer Klasse benötigt 
werden. Eine derartig ausführliche Klassifizierung ist erstmalig in der Innovations-
diffusionsforschung und vereinfacht die Auswahl eines geeigneten Innovationsdiffu-
sionsmodells für die gewünschte Anwendung. 
Die neue Klassifizierung legt die Schlussfolgerung nahe, dass ein Modell umso bes-
ser ist, je mehr Einflüsse es berücksichtigt. Dies ist jedoch nicht immer der Fall. 
Vielmehr muss unterschieden werden, für welche Anwendungszwecke und mit wel-
chen Daten das Modell benutzt werden soll.  
Kompliziertere Modelle auf individueller Ebene berücksichtigen vielfältige Faktoren 
wie z.B. Konsumentenheterogenität, Risikoeinstellung und Konsumentenentschei-
dungsprozesse (z.B. Chatterjee/Eliashberg 1990). Die Struktur dieser Modelle ist je-
doch sehr komplex. Für ihre Modellierung werden deswegen oft detaillierte Daten 
über Konsumenten benötigt, deren Erfassung mit hohem Aufwand und Kosten ver-
bunden ist. Dies macht diese Modelle oft ungeeignet für die schnelle praktische An-
wendung bei der Innovationsplanung durch Marketingmanager. 
Wird ein Innovationsdiffusionsprozess hingegen sehr vereinfacht betrachtet, wie z.B. 
im Bass-Modell (1969), so hat das Innovationsdiffusionsmodell zwar eine übersicht-
liche Struktur und zeichnet sich durch seine unkomplizierte Anwendung sowie eine 
meist gute Anpassungsfähigkeit aus, es arbeitet jedoch häufig auf der aggregierten 
(Markt-)Ebene und kann nicht alle Erkenntnisse aus der Innovations- und Adoptions-




sen durch aggregierte Modelle oft nicht ausreichend realitätsnah und nur durch eine 
begrenzte Vorhersagefähigkeit gekennzeichnet. 
Eine erfolgreiche Modellierung sollte daher die Eigenschaften von Modellen auf 
aggregierter sowie individueller Ebene in sich vereinen: Zum einen müssen die Er-
kenntnisse der Adoptions- und Innovationsdiffusionstheorie berücksichtigt werden, 
zum anderen sollte eine geeignete Modellierung eine einfache mathematische Form 
haben, die sogar bei groben aggregierten Daten wie Absatzdaten, Marktpreisen etc., 
eine praktische Anwendung des Modells ermöglicht. Diese zwei Aspekte stehen 
scheinbar im Widerspruch zueinander. 
Im Rahmen dieser Arbeit wird eine Modellklasse hybrider Innovationsdiffusionsmo-
delle vorgestellt, die diesen Widerspruch lösen soll. Der Aufbau dieser Modelle wird 
hybrid genannt, da er einerseits die Konsumentenebene berücksichtigt und anderer-
seits die Innovationsdiffusion auf der Marktebene abbildet. Dabei werden keine Da-
ten über individuelles Konsumentenverhalten benötigt. Diese Modellklasse, im wei-
teren Information-Evaluation-Decision-Modell (IED-Modell) genannt, besitzt eine 
allgemeine Struktur, welche je nach Situation (Monopol- vs. Mehrproduktmarkt, Gü-
ter mit oder ohne Wiederholungskäufe, etc.) eine explizite Form annimmt. Das IED-
Modell passt somit seine explizite Form der gewünschten Anwendung an (z.B. Ab-
satzprognose eines Neuprodukts mit Wiederholungskäufen für den Monopolmarkt) 
und ermöglicht es folglich, das theoretische Wissen über Innovationsdiffusionspro-
zesse mit einer leicht handhabbaren mathematischen Modellierung zu verbinden. 
Dieser Modellierungsansatz des IED-Modells ist vollkommen neu in der Innova-
tionsdiffusionsforschung, stützt sich jedoch auf die Innovationsdiffusionstheorie und 
verwendet verbreitete Annahmen der Innovationsdiffusionsmodellierung, wie z.B. 
die individuelle Nutzenmaximierung (Feder/O’Mara 1982). Eine Grundannahme des 
IED-Modells ist, dass jeder Konsument allen bekannten Produkten einen Nutzen zu-
weist. Dies wird im IED-Modell über eine Verteilungsform dargestellt.  
Die Grundstruktur des IED-Modells stellt einen allgemeinen Ansatz dar, der mit ver-
schiedenen Annahmen gefüllt werden kann. Mithin kann man den Einfluss bestimm-
ter Faktoren, wie z.B. das Vorhandensein von Wettbewerbsprodukten, ein- und aus-




wählen, inwieweit er ein komplexes, theoretisch fundiertes oder ein leicht anwendba-
res Modell benutzt. Im IED-Modell hat er damit verschiedene Zwischenstufen zur 
Verfügung. Die allgemeine Form des IED-Modells erlaubt somit im Gegensatz zu 
den meisten Innovationsdiffusionsmodellen eine bewusste Entscheidung zwischen 
der einen oder anderen Vorgehensweise. Dieser Aspekt gehört gemeinsam mit der 
theoretisch fundierten Grundstruktur des IED-Modells zu den Hauptvorteilen dieses 
Modells. Dass das IED-Modell zu anderen renommierten Innovationsdiffusionsmo-
dellen kompatibel ist, zeigt die Tatsache, dass es unter bestimmten Annahmen deren 
Form wie z.B. die des Bass-Modells (1969) oder des Kalish-Modells (1985) an-
nimmt. 
Empirische Tests des IED-Modells bestätigen, dass das IED-Modell für die Beschrei-
bung und Prognose von Innovationsdiffusionsprozessen sehr gut geeignet ist. Dafür 
werden im Rahmen dieser Arbeit zunächst detaillierte Monte-Carlo-Simulationen 
verwendet. Damit gehört diese Arbeit zu einer der ersten, die Monte-Carlo-Simula-
tionen im Kontext der Innovationsdiffusionsforschung intensiv verwendet. Im zwei-
ten Schritt werden reale Absatzdaten mit dem IED-Modell geschätzt. Dabei zeigt 
sich, dass das IED-Modell vielen Innovationsdiffusionsmodellen bzgl. der Anpas-
sungsgüte und Prognosekraft deutlich überlegen ist. 
Mit dem hier vorgestellten neuen IED-Modell steht der Innovationsforschung somit 
ein Modell zur Verfügung, das theoretisch fundiert ist, dennoch aufgrund seines 
allgemeinen Modellierungsansatzes eine leichte Anwendung sicherstellt sowie eine 
sehr gute Vorhersagefähigkeit besitzt. 
II. Vorgehensweise 
Diese Arbeit ist wie folgt gegliedert: 
Kapitel B gibt einen Überblick über den aktuellen Stand der Forschung. Im ersten 
Teil des Kapitels werden die Grundlagen der Innovationsdiffusionstheorie und –mo-
dellierung vorgestellt: Es wird mit der Positionierung von Innovationsdiffusionsmo-
dellen unter verschiedenen Prognoseansätzen begonnen. Anschließend werden die 
Grundaspekte der Innovationsdiffusionstheorie und deren Zusammenhang mit Inno-




diffusionsmodellen und ihre Grundstruktur werden am Ende des ersten Teils darge-
stellt. Der zweite Teil des Kapitels ist der Klassifizierung von Innovationsdiffusions-
modellen gewidmet. Die Modelle werden nach ihren Annahmen mit Hilfe eines neu-
en Klassifizierungssystems in verschiedene Klassen eingeteilt. Dabei wird beabsich-
tigt, dass jede einzelne Klasse möglichst homogen bzgl. ihrer Annahmen ist. An-
schließend werden die acht Klassen ausführlich dargestellt und miteinander ver-
glichen. Im letzten Abschnitt werden die wichtigsten Ergebnisse zusammengefasst 
und Wege für die weitere Forschung vorgeschlagen. Ziel dieses Kapitels ist es, einer-
seits ein Bild über den aktuellen Stand der Innovationsdiffusionsmodellierung zu ge-
ben und andererseits durch den neuen Klassifizierungsansatz und die Diskussion 
einiger Klassen dem Marketingforscher zu helfen, aus der Vielzahl an Modellen das 
für die jeweilige Situation passende Modell herauszufinden. 
Im Kapitel C wird das IED-Modell beschrieben. Im ersten Teil des Kapitels C wird 
die Grundstruktur des Modells erklärt. Dabei werden folgende Fragen beantwortet:  
− Wie trifft ein Konsument gemäß dem IED-Modell eine Kaufentscheidung? 
− Wie beeinflussen die Produktinformationen und der Preis eine Kaufentschei-
dung? 
− Wie ändert sich die Innovationsdiffusion über die Zeit? 
Im nächsten Abschnitt des Kapitels C wird auf explizite Annahmen zu den einzelnen 
Variablen im IED-Modell eingegangen und die Gültigkeit einiger Annahmen anhand 
von zwei Sensibilitätsanalysen überprüft. Abschließend folgt ein theoretischer Ver-
gleich des IED-Modells mit anderen prominenten Innovationsdiffusionsmodellen. 
Im Kapitel D wird eine beispielhafte praktische Anwendung des IED-Modells für 
den Monopolmarkt mit Erstkäufen gezeigt. Zuerst wird eine Monte-Carlo-Simulation 
vorgestellt. Sie erreicht zwei Ziele: Zum einen erlaubt sie darzustellen, wie der Dif-
fusionsablauf gemäß des IED-Modells verläuft. Zum anderen können zwei verschie-
dene Schätzmethoden untersucht werden. Der nächste Schritt in diesem Kapitel ist 
eine empirische Studie anhand von realen Absatzzahlen eines sehr speziellen Pro-
duktes (Software), das nur einmal gekauft wird. In diesem Rahmen werden vier ver-
schiedene Formulierungen des IED-Modells in Bezug auf Anpassungsvermögen und 




weit verbreiteten Innovationsdiffusionsmodellen verglichen. Diese Analyse ermög-
licht eine Aussage darüber, welches der Modelle am besten in der Praxis für die Be-
schreibung und Vorhersage von Innovationsdiffusionsprozessen geeignet ist.  
Im Kapitel E werden die wichtigsten Ergebnisse dieser Arbeit zusammengefasst und 
neue Ziele für die weitere Forschung vorgeschlagen. 
 
 
B. Innovationsdiffusionsforschung und –modelle 
 
 
I. Verbale Innovationstheorie und ihre Modellierung 
I.1. Prognoseansätze und Innovationsdiffusionsmodelle 
Um Risiken bei der Produktionsplanung, Personal- oder Materialanschaffung einzu-
grenzen, erstellen Firmen Absatzprognosen für die nächsten Zeitperioden. Dafür ste-
hen dem Marketingmanager unterschiedliche Prognoseansätze zur Verfügung, die 
hier übersichtsartig vorgestellt werden. 
Armstrong/Grohman (1972) führen eine Vergleichsanalyse von Methoden für lang-
fristige Marktprognosen durch. Die Prognosemodelle werden dabei nach zwei Krite-
rien klassifiziert: Zum einen unterscheiden sie zwischen objektiven und subjektiven 
Ansätzen. Subjektiven Einschätzungen zeichnen sich durch intuitive Beurteilungen 
und Prognosen aus. Im Gegensatz dazu beruhen die objektiven Ansätze auf etablier-
ten Theorien und sind gut spezifiziert. Als zweites Kriterium teilen Armstrong/Groh-
man (1972) die Prognosemodelle in naive und kausale Ansätze ein. Die naiven An-
sätze berücksichtigen nur abhängige Variablen, z.B. die Absatzmenge. Die kausalen 
Prognosemodelle beinhalten neben der abhängigen Variablen auch unabhängigen 
Variablen, die in einem Zusammenhang mit der abhängigen Variablen stehen, z.B. 
Absatzmenge als abhängige und Preis als unabhängige Variable. Aus diesen zwei 
Kriterien mit jeweils zwei Variationen ergeben sich vier Modellklassen. In Tabelle 
B-1 wird diese Klassifikation wiedergegeben. 
Chambers et al. (1971) nehmen eine ähnliche Klassifizierung vor. Sie unterscheiden 
zwischen (1) qualitativen Methoden, wie z.B. der Delphi-Methode; (2) der Zeitrei-
henanalyse und der Projektionsmethode, wie z.B. Box-Jenkins Methode; (3) kausa-
len Methoden, wie z.B. ökonometrischen Modellen. Diese Klassifizierung lässt sich 
in das oben beschriebene Schema von Armstrong/Grohman (1972) eingliedern (siehe 
Tabelle B-1). 
Martino (2003) unterscheidet auch mehrere Ansätze für Technologieprognosen: Ab-
fragen von Umweltbedingungen, kausale Modelle, Szenarien, Delphi Methode, Ext-
rapolation, stochastische Ansätze, Technologiemessungen und Chaostheorieansätze. 
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Diese Ansätze können ebenfalls nach ihrer Objektivität und Kausalität eingeordnet 
werden (siehe Tabelle B-1). 
In den letzten 30 Jahren wurden besonders die kausal-objektiven Methoden stark er-
weitert. Zu den ökonometrischen Modellen kamen stochastische Ansätze (z.B. Simu-
lationen mit stochastischen, zellulären Automaten bzw. stochastische Modelle), 
Technologiemessungen und Chaostheorieansätze hinzu. 
 
 Naiv Kausal 
Objektiv Armstrong/Grohman (1972) 
Extrapolation 







Chambers et al. (1971) 
Kausale Modelle 
Martino (2003) 
Kausale Modelle, Stochastische Ansätze, 
Technologiemessungen, Chaostheoriean-
sätze 
Subjektiv Beurteilung von Nicht-Experten Armstrong/Grohman (1972) 
Expertenbeurteilung 
Chambers et al. (1971) 
Qualitative Methoden 
Martino (2003) 
Abfrage von Umweltbedingungen, Szena-
rien, Delphi Methode 
Tabelle B-1 Klassifizierung von Prognosemodellen und Einteilung der drei Autoren. 
 
In den meisten Innovationsdiffusionsmodellen werden ökonometrische und/oder sto-
chastische Ansätze verwendet. Diese Modelle beruhen auf der Innovationsdiffusions-
theorie und stellen die Zusammenhänge zwischen den Variablen des Innovationsdif-
fusionsprozesses dar. Sie bilden mathematisch ab, wie sich Neuprodukte auf einem 
Markt verbreiten und gehören damit zu den kausal-objektiven Modellen. Arm-
strong/Grohman (1972) stellen in ihrer Analyse fest, dass die objektiven gegenüber 
den subjektiven Ansätzen und die kausalen gegenüber den naiven Ansätzen eine 
akkuratere Prognose erstellen. 
Bei einigen Innovationsdiffusionsmodellen wird dennoch eine Kombination aus ob-
jektiven und subjektiven kausalen Ansätzen angewendet. Es ist beispielsweise emp-
fehlenswert, das Marktpotential durch Expertenbeurteilungen abzuschätzen, um eine 
Verzerrung bei der statistischen Marktpotentialschätzung zu vermeiden (Hee-
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ler/Hustad 1980). Gemäß Marketingstudien haben solche gemischten Modelle eine 
gute Prognosegüte (Mahajan et al. 1990). 
I.2. Rogers Innovationsdiffusionstheorie 
Die Innovationsdiffusionstheorie von Rogers (1995) wird in der Soziologie- und 
Marketingforschung weitgehend akzeptiert und angewendet (z.B. Kaas 1973, Ett-
lie/Vellenga 1979, Swanson 1994, Abrahamson/Rosenkopf 1997, Litfin 2000, Gol-
denberg et al. 2001). Viele Innovationsdiffusionsmodelle beruhen auf den Ideen von 
Rogers’ Theorie (z.B. Bass 1969, Midgley 1976, Dodson/Muller 1978, van den 
Bulte/Lilien 2001). Die Innovationsdiffusionstheorie beschreibt folgende Fragen: 
- Was ist eine Innovation? 
- Wie verbreitet sich eine Innovation und warum? 
- Welche Faktoren beeinflussen die Innovationsdiffusion? 
- Wer adoptiert die Innovation? 
- Warum beginnen individuelle Adoptionsprozesse zu unterschiedlichen Zeitpunk-
ten? 
- Warum beansprucht der individuelle Adoptionsprozess unterschiedlich viel Zeit? 
- Wie treffen einzelne Individuen ihre Adoptionsentscheidungen? Von welchen 
Faktoren hängt diese Entscheidung ab? 
- Wie hoch ist das erreichbare Marktpotential und durch welche Faktoren wird es 
determiniert (Litfin 2000)? 
In diesem Abschnitt wird ein kurzer Überblick über die Grundideen und -begriffe 
von Rogers’ Innovationsdiffusionstheorie (1995) gegeben. 
Gemäß Rogers (1995) ist die Innovationsdiffusion ein Prozess, durch welchen eine 
Innovation über bestimmte Kanäle zwischen Mitgliedern eines sozialen Systems über 
die Zeit kommuniziert wird. Eine Innovation kann eine Idee, ein Gebrauch oder ein 
Gegenstand sein, die von Individuen und anderen Adoptionseinheiten als neu wahr-
genommen werden (Rogers 1995). Dabei bedeutet Adoption eine erstmalige Über-
nahme einer Innovation durch ein Individuum (Weiber, 1992). Diese Individuen wer-
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den Adoptoren genannt. Im Falle der Adoption spricht man von einer individuellen 
bzw. disaggregierten Ebene. Aus einzelnen Adoptionsentscheidungen ergibt sich die 
Innovationsdiffusion. Hier spricht man von der Markt- bzw. aggregierten Ebene. 
Aus der Definition der Innovationsdiffusion folgt gemäß Rogers (1995), dass die in-
dividuellen Adoptionsentscheidungen und dementsprechend der Innovationsdiffusi-
onsprozess durch 
− die Innovation selbst und dementsprechend durch ihre Eigenschaften, 
− das soziale System, ihre einzelnen Mitglieder, Struktur (Aufbau) und 
− Kommunikationskanäle 
beeinflusst werden (Rogers, 1995). Gatignon/Robertson (1985) fügen zu diesen Fak-
toren noch Marketingaktivitäten hinzu. Auf diese Faktoren soll im Folgenden näher 
eingegangen werden. 
Rogers (1995) definiert fünf Innovationseigenschaften, die den Adoptionsprozess be-
schleunigen und den Diffusionsprozess beeinflussen. In der Marketingliteratur wurde 
zu diesen Eigenschaften noch das Risiko einer Innovation als eigenständige Eigen-
schaft hinzugefügt (Ostlund 1974, Litfin 2000): 
− relativer Vorteil: Ein großer relativer Vorteil bewegt Individuen zur 
Adoptionsentscheidung (Hofbauer 2004).  
− Kompatibilität: Eine hohe Kompatibilität der Innovation mit Werten, Erfahrun-
gen und Bedürfnissen reduziert den möglichen Widerstand bei der Übernahme-
entscheidung, der durch Werte und Normen eines Systems bedingt ist.  
− Komplexität: Eine weniger komplexe Innovation erleichtert das Verstehen des 
Neuen und beschleunigt damit die Adoptionsentscheidung. 
− Erprobbarkeit: Eine erprobbare Innovation reduziert das soziale und finanzielle 
Risiko sowie Unsicherheit bei der Adoptionsentscheidung. Die Erprobbarkeit der 
Innovationen bezieht sich auf deren Such- bzw. Inspektionseigenschaften (vgl. 
Nelson 1970, Kaas 1990, Schade/Schott 1993). 
− Beobachtbarkeit: Eine hohe Beobachtbarkeit der Innovation stimuliert die Kom-
munikation über diese Innovation. Diese hat zwei Effekte: Erstens reduziert die 
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Kommunikation das empfundene Risiko einer Adoptionsentscheidung und 
zweitens erhöht sie den sozialen Druck (Rogers 1995). 
− Risiko: Da jede Innovation viele Unsicherheiten im Hinblick auf Qualität bzw. 
soziale Akzeptanz beinhaltet, ist sie mit einem Risiko verbunden. Die Größe des 
wahrgenommenen Risikos in der Bevölkerung korreliert negativ mit der Ge-
schwindigkeit eines Innovationsdiffusionsprozesses (Ostlund 1974, Rogers 1995, 
Litfin 2000). 
Innovationseigenschaften spielen eine entscheidende Rolle bei der Innovationsdiffu-
sion. So finden Labay/Kinnear (1981), dass die individuelle Wahrnehmung von In-
novationseigenschaften den Zeitpunkt der Adoption besser vorhersagt als demogra-
phische Konsumentencharakteristika. 
Der Adoptionsprozess und die Innovationsverbreitung finden in einem sozialen Sys-
tem statt. Rogers (1995) definiert das soziale System als eine Menge von zusammen-
hängenden Einheiten, die in den gemeinsamen Problemlösungsprozess involviert 
sind, um ein gemeinsames Ziel zu erfüllen. Dabei können die Einheiten bzw. Mit-
glieder eines sozialen Systems Individuen, informale Gruppen, Organisationen oder 
Untersysteme sein. Allgemein kann ein soziales System durch Systemnormen und 
Werte, Systemevolution und die Homogenität der Mitglieder beschrieben werden. 
Die Homogenität eines sozialen Systems charakterisiert, wie ähnlich Normen und 
Werte der einzelnen Systemmitglieder sind. Durch die Normen und Werte wird die 
Anzahl der potentiellen Adoptoren bestimmt (Gatignon/Robertson 1985). Da sich 
Systemnormen und Werte über die Zeit ändern können, kann sich auch die Anzahl 
potentieller Adoptoren ändern. Die zeitliche Änderung wird durch die Systemevolu-
tion beschrieben. 
Das soziale System beeinflusst gemäß Rogers (1995) einzelne Adoptions- oder Ab-
lehnungsentscheidungen und die Innovationsverbreitung in diesem System. Dies ge-
schieht z.B. dadurch, dass das soziale System eine Innovation auf Kompatibilität mit 
Systemnormen und Werten überprüft oder dass die Kommunikationskanäle des sozi-
alen Systems bestimmen, wie sich Informationen über eine Innovation verbreiten. 
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Abhängig davon, wie intensiv und wie viele Mitglieder eines sozialen Systems in die 
individuelle Entscheidung einbezogen werden, unterscheidet Rogers (1995) zwi-
schen nicht verbindlichen, kollektiven und autoritären Entscheidungen. 
Ein Individuum kann während des Adoptionsprozesses fünf Phasen durchlaufen: 
(1) die Awareness, (2) die Meinungsbildungsphase, (3) die Adoptionsentscheidung, 
(4) die Implementierung, (5) die Bestätigungsphase (Rogers 1995, Pohl 1996). Ob 
ein Konsument alle fünf Phasen durchläuft, hängt davon ab, welchen Grad der Invol-
vierung und welche kognitive Informationsverarbeitung eine Adoptionsentscheidung 
erfordert (Gatignon/Robertson 1985). So kann z.B. ein Konsument bei der Adoption 
einer preisgünstigen Innovation von der Awareness-Phase direkt zur Adoptionsent-
scheidungsphase übergehen. 
Während des Adoptionsprozesses werden die Individuen und ihre Entscheidungen 
durch zwei Informationsquellen beeinflusst: Massenmedien und interpersonelle 
Kommunikation. Die interpersonelle Kommunikation beinhaltet sowohl die verbale 
(sogenannte Mundpropaganda), als auch die visuelle Kommunikation (Gatig-
non/Robertson 1985). Massenmedien sind insbesondere in den frühen Phasen des 
Adoptionsprozesses von Bedeutung. Sie können aber bei Innovationen mit einer 
niedrigen Involvierung auch während des gesamten Adoptionsprozesses wirksam 
sein (Swinyard/Kenneth 1978). Die interpersonelle Kommunikation beeinflusst die 
Individuen besonders stark in den Endphasen des Adoptionsprozesses und ist bei In-
novationen mit einer hohen Involvierung von großer Bedeutung (Bettman 1979, Ga-
tignon/Robertson 1985, Rogers 1995). Gemäß Gatignon/Robertson (1985) bestimmt 
die interpersonelle Kommunikation die Geschwindigkeit und die Form des Innova-
tionsdiffusionsprozesses. 
Jeder individuelle Adoptionsprozess und jede Innovationsdiffusion benötigen Zeit. 
Rogers (1995) definiert die Zeit als ein weiteres Element des Innovationsdiffusions-
prozesses. In der Innovationsdiffusionstheorie wird die Zeit vorwiegend in folgenden 
Zusammenhängen erwähnt: 
− Individuen benötigen unterschiedlich lange Zeitspannen zwischen der ersten 
Information über eine Innovation und der tatsächlichen Adoptions- bzw. Ableh-
nungsentscheidung. 
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− Individuen übernehmen eine Innovation zu unterschiedlichen Zeitpunkten des In-
novationsdiffusionsprozesses. Nach diesem Kriterium können die Konsumenten 
in „waghalsige“ Innovatoren, „angesehene“ frühe Adoptoren, „bedachtsame“ frü-
he Mehrheit, „skeptische“ spätere Mehrheit und „traditionelle“ Nachzügler auf-
geteilt werden (Rogers 1995). Der Zeitpunkt der Übernahme wird durch den 
Zeitpunkt der ersten Information und die Länge des Adoptionsprozesses be-
stimmt. 
− Der Innovationsdiffusionsprozess kann mit einer Adoptionsrate beschrieben wer-
den, welche die relative Geschwindigkeit des Innovationsdiffusionsprozesses 
über die Zeit darstellt. Dabei folgt der Innovationsdiffusionsprozess oft einem S-
förmigen oder einem exponentiellen Verlauf. Für den S-förmigen Verlauf sind 
der starke Einfluss der interpersonellen Kommunikation, hohe Innovations- und 
Wechselkosten und hohe Unsicherheiten charakteristisch. Der exponentielle Ver-
lauf ist durch eine niedrige Involvierung in den Adoptionsprozess, relativ geringe 
Unsicherheiten und geringe Innovations- und Wechselkosten gekennzeichnet 
(Gatignon/Robertson 1985). 
Die Aufgabe von Innovationsdiffusionsmodellen ist es, die Adoptionsrate und ihre 
zeitliche Änderung mathematisch zu beschreiben und zu prognostizieren. 
 
 
Abbildung B-1 Innovationsdiffusionsprozess. 
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Abbildung B-1 stellt den Innovationsdiffusionsprozess gemäß Rogers Innovations-
diffusionstheorie (1995) dar. Bei der Modellierung von Innovationsdiffusionsprozes-
sen steht jeder Marktforscher vor der Frage, welche der erklärenden Variablen des 
Adoptionsprozesses in das Innovationsdiffusionsmodell einbezogen werden sollen. 
Ein Modell, welches alle möglichen Variablen und Phänomene des Adoptionsverhal-
tens berücksichtigte, wäre jedoch durch seine enorme Komplexität nicht mehr oder 
nur noch schwer zu handhaben (Roberts/Lattin 2000). Es wird daher nach einem 
Kompromiss zwischen Realitätsnähe und leichter Anwendbarkeit eines Modells ge-
sucht. Folglich werden oft nur einige erklärende Variablen in den Innovationsdiffu-
sionsmodellen betrachtet. In Tabelle B-2 sind einige typische Variablen aufgelistet. 
Zu jeder Variablen werden einige Modelle genannt, die sie berücksichtigen. 
Auf die verschiedenen Innovationsdiffusionsmodelle und ihre Anwendungen soll 
nun näher eingegengen werden. 
 
Erklärende Variable des Innovationsdiffusi-
onsprozesses 
Beispiele von Innovationsdiffusionsmodellen 
Wahrgenommene Eigenschaften einer Inno-
vation 
Hauser/Wisniewski (1982), Kalish (1985), 
Meyer/Sathi (1985), Chatterjee/Eliashberg 
(1990), Horsky (1990), 
Typ einer Adoptionsentscheidung und Dauer 
einer Innovationsentscheidung 
Dodson/Muller (1978), Kalish (1985) 
Kommunikationskanäle Bass (1969), Kalish (1985), Bass et al. (1994)  
Soziales System, Heterogenität und Innovati-
onsfreude seiner Mitglieder 
Feder/O’Mara (1982), Chatterjee/Eliashberg 
(1990) 
Marketing-Mix-Variablen Kalish (1985), Simon/Sebastian (1987) Bass et 
al. (1994)  
Tabelle B-2 Beispiele von Innovationsdiffusionsmodellen, die verschiedene Variab-
len des Innovationsdiffusionsprozesses berücksichtigen. 
 
I.3. Innovationsdiffusionsmodelle: Anwendungsmöglichkeiten 
Bei der Entwicklung von Innovationsdiffusionsmodellen war die Hauptmotivation, 
eine Absatzprognose zu erstellen (z.B. Bass 1969, Easingwood et al. 1983, Sriniva-
san/Mason 1986). Mittlerweile gibt es eine Vielzahl von Modellen, deren primäres 
Ziel es ist, den Einfluss bestimmter Faktoren auf die Innovationsdiffusion zu untersu-
chen. So können diese Modelle z.B. den Einfluss von Marketing-Mix-Variablen auf 
den Innovationsdiffusionsverlauf abbilden. 
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In der Marketingliteratur wird oft zwischen Modellanwendungen für die Vorhersage, 
normative und deskriptive Ziele unterschieden (Mahajan/Wind 1986, Mahajan et al. 
1990). Bei deskriptiven Anwendungen können bestimmte Innovationsdiffusionshy-
pothesen getestet werden (Mahajan/Wind 1986). Mahajan et al. (1984) studierten 
z.B. den Einfluss negativer Mundpropaganda auf die Innovationsdiffusion. Anhand 
von normativen Modellen wird untersucht, wie ein Neuprodukt vermarktet werden 
sollte, z.B. welche Werbepolitik oder welche Preisstrategie bei der Neuprodukt-
einführung einzusetzen sind. 
Eine weitere Klassifizierung wird von Mahajan et al. (2000) vorgenommen. Sie tei-
len die Anwendungsmöglichkeiten nach dem Einsatzzeitpunkt ein: vor und nach der 
Produkteinführung. In dieser Arbeit wird eine ähnliche Unterteilung der Anwen-
dungsmöglichkeiten vorgenommen. Da in der Literatur weitere Anwendungsbeispie-
le zu finden sind, wird als Einsatzzeitpunkt „während der Produkteinführung“ hinzu-
gefügt. In Tabelle B-3 sind mögliche Anwendungen von Diffusionsmodellen 
aufgezählt und nach ihrem Einsatzzeitpunkt gegliedert. 
 
Anwendung Einsatzzeitpunkt Beispielmodelle 
Vor der Produkteinführung Bass (1969), Kalish (1985), Chater-
jee/Eliashberg (1990), Kim et al. (2005) 
Absatzprognose 
Nach der Produkteinführung Bass (1969), Kalish (1985), Bass et al. 
(1994) 
Vor der Produkteinführung Chaterjee/Eliashberg (1990) Festlegung der optima-
len Werbepolitik Nach der Produkteinführung Simon/Sebastian (1987), Bass et al. 
(1994) 
Vor der Produkteinführung Lattin/Roberts (1988) Festlegung der optima-
len Preisstrategie Nach der Produkteinführung Kalish (1985) 
Optimaler Zeitpunkt der 
Produkteinführung 
Vor der Produkteinführung Norton/Bass (1987), Wilson/Norton 
(1989) 





Mahajan et al. (1993) 
Bewertung des Markt-
wertes eines Geschäfts 
Während der Produkteinfüh-
rung 
Kim et al. (1995) 
Tabelle B-3 Anwendungsmöglichkeiten von Innovationsdiffusionsmodellen (Maha-
jan/Wind 1986, Mahajan et al 1995. Mahajan et al. 2000). 
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I.4. Grundstruktur der Modellierung des Innovationsdiffusionsprozesses 
Unabhängig von den Anwendungszielen ist die Grundstruktur der meisten Innova-
tionsdiffusionsmodelle einander ähnlich. In der Regel lassen sie sich als sogenanntes 
Hazard-Rate-Modell formulieren. 
Hazard-Rate-Modelle wurden in der Statistik entwickelt, um Ausfallzeitpunkte zu 
untersuchen. Dabei beschreibt die Hazard-Rate eine bedingte Wahrscheinlichkeit 
dafür, dass ein Ereignis bis zum Zeitpunkt t noch nicht eingetreten ist und dass es im 
Zeitintervall [t, t+∆] eintritt. 
 
(B-1)   
( ) ( )










wobei h(t) die Hazard-Rate und F(t) eine Wahrscheinlichkeitsverteilungsfunktion 
über die Zeit t ist. 
Im Innovationsdiffusionskontext ist die Hazard-Rate eine bedingte Wahrscheinlich-
keit dafür, dass ein Konsument eine Innovation im Zeitintervall t+∆ übernimmt unter 
der Bedingung, dass er die Innovation bis zum Zeitpunkt t noch nicht übernommen 
hat. 
Bei der Formulierung der Hazard-Rate-Funktion können unterschiedliche Variablen, 
wie z.B. Marketing-Mix-Variablen (Produktqualität, Werbung, Preis, etc.), psycho-
graphische Konsumentenmerkmale (Risikoeinstellung, Präferenzen, etc.), sozioöko-
nomische und demographische Konsumentenmerkmale (Einkommen, Alter, Ge-
schlecht, etc.) berücksichtigt werden. Außerdem können die Konsumenten in Bezug 
auf die Hazard-Rate als homogen oder heterogen betrachtet werden. Beispielsweise 
modelliert Bass (1969) die Hazard-Rate als eine lineare Funktion der vorherigen ku-
mulierten Übernahmen Y(t). 
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wobei p Innovations-, q Imitationskoeffizient und m das Marktpotential ist. Im Bass-
Modell (1969) sind die Konsumenten in Bezug auf die Hazard-Rate-Funktion homo-
gen. Im Gegensatz zu Bass (1969) nehmen Lattin/Roberts (1988) an, dass die Konsu-
menten bzgl. der Produktwahrnehmung und dementsprechend bzgl. ihrer Hazard-Ra-
te-Funktion heterogen sind. Dabei hat die Hazard-Rate-Funktion für den Konsumen-
ten i folgende Form: 
 
(B-3) ( )
( )( ) ( )( )





















































































wobei µi der wahre Nutzen einer Innovation1, µei der erwartete Innovationsnutzen ei-
nes Konsumenten, αi die Risikoaversion, Y(t) die kumulierte Anzahl von Innova-
tionsadoptoren und τi Stärke des Anfangsglaubens2 sind. σi2 bildet die Konsumenten-
unsicherheit bzgl. der Innovation ab (Lattin/Roberts 2000). 
Eine weitere Modifikation sind die sogenannten proportionalen Hazard-Rate-Model-
le. Diese Form ist in der Diffusionsforschung sehr verbreitet (Levin et al. 1987, Ro-
se/Joskow 1990, Weerahandi/Dalal 1992, Litfin 2000). Proportionale Hazard-Rate-
Modelle bestehen aus zwei Teilen: einer Hazard-Rate-Basisfunktion h0(t) und einem 
Proportionalitätsfaktor φ(xt, b) mit einem Parametervektor b und den Kovariaten xt, 
welche das Adoptionsverhalten beeinflussen (Helsen/Schmittlein 1993): 
 
(B-4)   ( ) ( ) ( )0| ,t th t x h t x b= ϕ , 
 
Der Proportionalitätsfaktor φ(xt,b) kann als die zeitunabhängige Neigung eines Kon-
sumenten, eine Innovation zu übernehmen, interpretiert werden. Die zeitliche Ände-
rung der Hazard-Rate wird durch die Basisfunktion h0(t) abgebildet. 
                                                 
1 Der wahre Neuproduktnutzen ist die Nutzeneinschätzung eines Konsumenten, wenn er über alle Pro-
duktinformationen verfügt. 
2 Als Anfangsglauben wird die Nutzeneinschätzung eines bisher uninformierten Konsumenten be-
zeichnet (initial beliefs). 
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Es können verschiedene Annahmen bzgl. der Hazard-Rate-Basisfunktion und dem 
Proportionalitätsfaktor gemacht werden. So nehmen Bass et al. (1994) an, dass die 
Hazard-Rate-Basisfunktion eine lineare Funktion der vorherigen Adoptorenanzahl 
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In dem Modell von Bass et al. (1994) sind die Konsumenten bzgl. der beiden Funkti-
onen homogen. 
Die proportionalen Hazard-Rate-Modelle lassen jedoch auch Konsumentenheteroge-
nität zu. Ein Beispiel hierfür ist das Weerahandi/Dalal-Modell (1992). In diesem Mo-
dell sind die Konsumenten in Bezug auf die Hazard-Rate-Basisfunktion homogen 
und in Bezug auf den Proportionalitätsfaktor heterogen. Dabei ist die Basisfunktion 
h0(t) eine Funktion der Adoptorenanzahl Y(t) und der Werbung At. Der Proportionali-
tätsfaktor φ(xt, b) hängt von demographischen, individuellen Eigenschaften und von 
den Marketing-Mix-Variablen ab. 
Mathematisch hat das Weerahandi/Dalal-Modell (1992) folgende Form: 
 
(B-6)  ( ) ( ) ( )( ) 1
1 i i ii X
h t f A qY t
eλ µ π+
⎛ ⎞= + ⎜ ⎟+⎝ ⎠
, 
 
wobei f(A) die Werbewirkung abbildet, Xi und πi die Vektoren von demographischen 
Eigenschaften und der Wahrnehmung von Marketing-Mix-Variablen des Konsumen-
ten i sind. Ähnliche Modellstrukturen, die als Rang-Effekte-Modelle bezeichnet wer-
den, werden auch als Modelle für die Verbreitung von neuen Technologien verwen-
det (Stoneman 2002, Köllinger 2006). 
Die oben dargestellten Beispiele zeigen, dass Innovationsdiffusionsmodelle oft eine 
ähnliche Modellierungsstruktur haben. Da in der Marketingliteratur verschiedene 
Annahmen bzgl. der Erklärungsvariablen für den Innovationsdiffusionsprozess ver-
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wendet werden, existiert heutzutage eine Vielzahl von Modellen mit verschiedenen 
Vor- und Nachteilen. 
II. Innovationsdiffusionsmodelle: Klassifikation 
Es gibt verschiedene Klassifikationsansätze für Innovationsdiffusionsmodelle. So 
teilen Meade/Islam (1998) die Innovationsdiffusionsmodelle nach der Form ihrer 
Diffusionskurve in symmetrische, nicht-symmetrische und flexible Modelle ein. Die 
Klassifikation geht jedoch nicht auf solche Modelleigenschaften wie Grundannah-
men oder erforderliche Daten über Konsument, Marketing-Mix oder Absatz ein. Ro-
berts/Lattin (2000) unterscheiden hingegen die Innovationsdiffusionsmodelle nach 
ihrem Modellierungsansatz in vier Klassen: (1) Innovationsmodelle auf aggregierter 
Ebene, (2) Diffusionsmodelle auf einer individuellen Ebene, (3) Diffusionsmodelle 
auf individueller Ebene mit begrenzter Parameteranzahl und (4) Mehrstufige Innova-
tionsmodelle. Eine kritische Eigenschaft dieser Klassifikation ist, dass sie nicht zu 
disjunkten Klassen, sondern zu sich überschneidenen Klassen führt: So kann ein Mo-
dell zu zwei oder mehreren Klassen gehören (z.B. Weerahandi/Dalal-Modell (1992)). 
In dieser Arbeit wird ein neuer Klassifizierungsansatz vorgestellt, der zwar auf be-
kannten Klassifizierungsansätzen beruht, jedoch disjunkte, voneinander abgegrenzte 
Klassen bildet, die eine deutliche Einteilung von Innovationsdiffusionsmodellen er-
möglicht. Dieser Ansatz soll dem Anwender helfen, schnell zu erkennen, zur welcher 
Klasse ein Modell gehört und welche Eigenschaften es besitzt. Weiß der Anwender, 
über welches Datenmaterial er verfügt und für welche Produkt- und Markttyp er eine 
Prognose erstellen muss, erleichtert die neue Klassifizierung ihm erheblich die Aus-
wahlentscheidung aus der in der Forschung herrschenden Modellenvielfalt. 
Im neuen Klassifizierungsansatz werden die Innovationsdiffusionsmodelle nach 
ihren Annahmen gruppiert. In Tabelle B-4 werden die sieben wichtigsten Annahmen 
vorgestellt. Weitere Annahmen sind möglich, diese sollen im Rahmen dieser Arbeit 
jedoch nicht berücksichtigt werden. Aufgrund der sieben Annahmen mit ihren je-
weils zwei Ausprägungen können 27 = 128 Modellklassen gebildet werden. Für diese 
Arbeit werden die in der Literatur vorhandenen Modelle hinsichtlich der getroffenen 
Annahmen untersucht und zunächst einer der 128 Klassen zugeteilt. Da eine derartig 
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feine Einteilung jedoch wegen der begrenzten Anzahl von existierenden Modellen 
wenig hilfreich wäre, werden Klassen, die nicht oder nur sehr schwach belegt sind, 
zusammengefasst. Als Resultat werden acht Hauptklassen (siehe Tabelle B-5) er-
stellt. Nur diese acht Klassen werden in dieser Arbeit vorgestellt. 
 
Annahme in Bezug auf Mögliche Annahmen 
Monopol (1 Produkt vs. 1 Generation), Anzahl von Wettbewerbsprodukten 
bzw. Generationen auf dem Markt Mehrproduktmarkt (Mehrere Produkte vs. Generationen) 
Erstkäufe,  Typ von Käufen 
Erst- und Wiederholungskäufe 
berücksichtigt,  Konsumentenentscheidungsprozess 
vernachlässigt 
Einstufiger,  Adoptionsprozess 
Mehrstufiger Prozess 
berücksichtigt,  Konsumentenheterogenität 
vernachlässigt 
berücksichtigt,  Marketing-Mix-Variablen 
vernachlässigt 
deterministisch,  Typ der Modellierung 
stochastisch 
Tabelle B-4 Annahmen in Innovationsdiffusionsmodellen. 
 
Als „aggregiert“ werden normalerweise solche Innovationsdiffusionsmodelle be-
zeichnet, die den individuellen Entscheidungsprozess und die Konsumentenheteroge-
nität nicht berücksichtigen. Als „Modelle auf der individuellen Ebene“ werden sol-
che Innovationsdiffusionsmodelle bezeichnet, die den individuellen Entscheidungs-
prozess und die Konsumentenheterogenität berücksichtigen. 
In den folgenden Abschnitten werden die oben erwähnten acht Modellklassen detail-



































































































































































































































sionsmodelle für den Monopolmarkt 
- meistens 
- 
- - - - - Bass (1969), Easingwood et al. 
(1983) 
Stochastische, aggregierte Innovationsdiffusi-
onsmodelle für den Monopolmarkt 
- -/+ - - meistens- - + Giovanis/Skiadas (1999) 
Deterministische, aggregierte Innovationsdiffu-
sionsmodelle mit Wiederholungskäufen 
- + - meistens 
- 
- - - Kamakura/ 
Balasubramanian (1987) 
Deterministische, aggregierte Innovationsdiffu-
sionsmodelle für den Mehrproduktmarkt 
+ -/+ - - - - - Peterson/Mahajan (1978), Nor-
ton/Bass (1987) 
Deterministische, aggregierte Innovationsdiffu-
sionsmodelle für den Monopolmarkt mit 
Marketing-Mix-Variablen 
- - - - - + - Simon/Sebastian (1987), Horsky 
(1990), Bass et al. (1994) 
Innovationsdiffusionsmodelle auf individueller 
Ebene für den Monopolmarkt 
- - + - + + -/+ Lattin/Roberts (1988), 
Chatterjee/Eliashberg (1990),  
Mehrstufige Innovationsdiffusionsmodelle für 
den Monopolmarkt  
- - meistens 
- 
+ -/+ + -/+ Dodson/Muller (1978)3, Kalish 
(1985)4, Weerahandi/Dalal 
(1992)5 
Innovationsdiffusionsmodelle auf individueller 
Ebene für den Monopolmarkt 
+ - + - + + + Feder/O’Mara (1982), Hau-
ser/Wisniewski (1982), Kim et 
al. (2005) 
Tabelle B-5 Innovationsdiffusionsmodellklassen, die in der Arbeit vorgestellt werden. 
                                                 
3 Konsumentenentscheidungsprozess vernachlässigt; Konsumenten sind homogen. 
4 Konsumentenentscheidungsprozess berücksichtigt; Konsumenten sind heterogen. 
5 Konsumentenentscheidungsprozess vernachlässigt; Konsumenten sind heterogen. 
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II.1. Deterministische, aggregierte Innovationsdiffusionsmodelle 
für den Monopolmarkt 
Annahmen: 
- Monopolmarkt,  
- Konsumentenentscheidungsprozess vernachlässigt,  
- einstufiger Adoptionsprozess,  
- Konsumenten sind homogen,  
- Marketing-Mix-Variablen vernachlässigt, 







Abbildung B-2 Schematische Darstellung der Innovationsdiffusion in aggregierten, 
deterministischen und stochastischen Innovationsdiffusionsmodellen. 
 
Die deterministischen, aggregierten Innovationsdiffusionsmodelle beschreiben die 
Diffusion von einem Neuprodukt auf dem Monopolmarkt. Dabei werden sowohl 
Marketing-Mix-Variablen als auch der Konsumentenentscheidungsprozess außer 
Acht gelassen (z.B. Fourt/Woodlock 1960, Mansfield 1961, Bass 1969, Easingwood 
et al. 1983, Skiadas 1985, Moe/Fader 2002). Diese Modelle betrachten den Adop-
tionsprozess als einen binären Prozess (siehe Abbildung B-2) und sind determini-
stisch, d.h. sie beschreiben nur den mittleren Verlauf einer Innovationsdiffusion und 
gehen auf mögliche Schwankungen in diesem Prozess nicht ein. Diese Modelle wer-
den sowohl auf die Diffusionsanalyse von langlebigen Gütern (z.B. Bass 1969), als 
auch auf die Analyse von kurzlebigen Gütern (z.B. Hardie et al. 1998) angewendet. 
Die deterministischen, aggregierten Innovationsdiffusionsmodelle zeichnen sich 
durch ihre einfache Struktur und dementsprechend leichte Anwendbarkeit aus. 
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Fourt/Woodlock (1960) schlugen eines der ersten deterministischen, aggregierten In-
novationsdiffusionsmodelle vor. Nach Beobachtungen verschiedener kumulierter 
Absatzkurven von Lebensmitteln stellten sie fest, dass (1) die Zuwächse in den Ab-
satzkurven über die Zeit immer abnehmen und (2) die kumulierten Absatzkurven 
eine Obergrenze haben. Ein stetiges Modell, das nach dem oben beschriebenen Mus-
ter verläuft, hat die Form: 
 
(B-7)   ( ) ( )( )tYmptdY −⋅= , 
 
wobei m die Absatzobergrenze ist, die als Marktpotential interpretiert werden kann. 
Y(t) entspricht dem absoluten Durchdringungsgrad des Produktes, und p ist eine Pro-
portionalitätskonstante. Die Proportionalitätskonstante kann als Übernahmerate, 
Übernahmewahrscheinlichkeit oder Adoptionswahrscheinlichkeit bezeichnet werden. 
Sie beschreibt die Wahrscheinlichkeit dafür, dass ein zufällig ausgewählter Konsu-
ment das Neuprodukt, welches er bis zum Zeitpunkt t noch nicht übernommen hat, 
im Zeitpunkt t übernimmt. 
Wenn der kumulierte Absatz im Zeitpunkt Null gleich Null ist (Y(0)=0), dann ist die 
Lösung der Gleichung (B-7): 
 
(B-8)   ( ) ( )1 ptY t m e−= ⋅ − . 
 
Fourt/Woodlock (1960) testeten ihr Modell an den Absatzdaten von Lebensmitteln 
und erzielten gute Ergebnisse. Im Rahmen des Kapitels D wird das Fourt/Woodlock-
Modell (1960) wieder empirisch getestet. 
Ein weiteres deterministisches, aggregiertes Innovationsdiffusionsmodell wurde von 
Mansfield (1961) vorgeschlagen. In diesem Modell ist die Adoptionswahrscheinlich-
keit einer Innovation Pr(t) proportional zu der kumulierten Anzahl von Adoptoren 
Y(t): 
 
(B-9)   ( ) ( )Pr Y tt q
m
= ⋅ , 
 
wobei q ein Koeffizient und m das Marktpotential ist. 
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Die Zunahme der Adoptoren dY(t) in t ist gleich dem Produkt der Adoptionswahr-
scheinlichkeit und der Anzahl der Nicht-Adoptoren m-Y(t). Somit folgt aus Glei-
chung (B-9): 
 
(B-10)   ( ) ( ) ( )( )PrdY t t m Y t= − . 
 
Unter der Bedingung Y(0) = c ist die Lösung dieser Differenzialgleichung gleich 
dem Ausdruck: 
 











Mansfield (1961) testete sein Modell erfolgreich an Diffusionsdaten von Lokomoti-
ven und einigen anderen industriellen Innovationen. 
Eines der bekanntesten deterministischen, aggregierten Innovationsdiffusionsmodelle 
ist das Bass-Modell (1969). Die Form des Bass-Modells (1969) stammt ursprünglich 
von Ansteckungsmodellen der epidemiologschen Forschung und verbindet Ansätze 
von Fourt/Woodlock (1960) und Mansfield (1961). Dabei beruht das Bass-Modell 
(1969) auf Ideen der Innovationsdiffusionstheorie. Laut Bass (1969) können Konsu-
menten in zwei Gruppen eingeteilt werden: Innovatoren und Imitatoren. Die Innova-
toren treffen eine Adoptionsentscheidung unabhängig von anderen Mitgliedern des 
sozialen Systems, somit ist ihre Übernahmewahrscheinlichkeit konstant über die 
Zeit. Die Imitatoren lassen sich vom sozialen System bzw. durch Mundpropaganda 
beeinflussen. Deshalb erhöht sich ihre Übernahmerate mit steigender Verbreitung der 
Innovation. Die Wahrscheinlichkeit, dass ein zufällig ausgewählter Konsument, der 
vor dem Zeitpunkt t noch kein Neuprodukt gekauft hat, eine neue Innovation über-
nimmt, ist: 
 
(B-12)   ( ) ( )
m
tYqpt +=Pr , 
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wobei p der Innovationskoeffizient und q der Imitationskoeffizient ist. Die Innova-
tions- und Imitationskoeffizienten werden in der Marketingliteratur unterschiedlich 
interpretiert. So bezeichneten Lekvall/Wahlbin (1973) p und q als Koeffizienten des 
externen und internen Einflusses. Dabei spiegelt der Koeffizient des externen Ein-
flusses die Wirkung von Verkaufsförderungsmaßnahmen wider, wie z.B. Promotion 
oder Werbung (Lekvall/Wahlbin, 1973). Der interne Einfluss beschreibt die Wirkung 
interpersoneller Kommunikation. Die Zunahme der Adoptoren dY(t) im Zeitpunkt t 
ist ebenfalls gleich dem Ausdruck (B-10). 
Wenn der kumulierte Absatz im Zeitpunkt Null gleich Null ist (Y(0)=0), dann ist der 
kumulierte Absatz Y(t) gleich dem Ausdruck: 
 
















Das Bass-Modell (1969) wurde mehrmals erfolgreich empirisch getestet. Im Kapi-
tel D wird es wiederum mit anderen Innovationsdiffusionsmodellen anhand realer 
Daten verglichen. 
Im Bass-Modell ist der Imitationskoeffizient q über die Zeit konstant. Dies bedeutet, 
dass die Mundpropaganda eine konstante Wirkung auf Konsumenten hat. Laut 
Easingwood et al. (1983) gibt es keine theoretischen Gründe für eine solche An-
nahme. Daher unterstellen Easingwood et al. (1983), dass der Imitationskoeffizient q 
eine Funktion des kumulierten Absatzes Y(t) ist: 
 










wobei a und b zwei Konstanten sind. Aus dieser Annahme folgt, dass die Übernah-
mewahrscheinlichkeit keine lineare Funktion der Anzahl der Adoptoren ist (siehe 
Abbildung B-3):  
 
(B-15)   ( ) ( ) ( )Pr
a




= + ⋅⎜ ⎟
⎝ ⎠
. 
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Die Zunahme der Adoptoren lässt sich wiederum durch Gleichung (B-10) ausdrü-
cken. Dieses Modell wird als NUI-Modell (a NonUniform Influence Innovation Dif-
fusion Model) bezeichnet. 
In Abbildung B-3 wird die Übernahmewahrscheinlichkeit in Abhängigkeit von der 
Anzahl der Adoptoren für die oben beschriebenen Modelle gezeigt. Es ist erkennbar, 












Fourt/Woodlock Modell (1960): Pr 0.05,  
Bass Modell (1969): Pr 0.01 0.05  ,
100
NUI Modell (1983): Pr 0.01 0.05 , 
100
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Abbildung B-3 Übernahmewahrscheinlichkeiten in Fourt/Woodlock-Modell (1960), 
Bass-Modell (1969) und NUI-Modell (1983). 
 
Rao (1985) vergleicht das NUI-Modell mit fünf anderen aggregierten Innovationsdif-
fusionsmodellen, unter anderem mit dem Mansfield-Modell (1961) und dem Bass-
Modell (1969). Für die Analyse wurden vier reale Datensätze verwendet. Gemäß Rao 
(1985) weist das NUI-Modell im Durchschnitt den niedrigsten MAPE6 und somit die 
beste Vorhersagegüte auf. 
Wie bereits erwähnt, zeichnen sich die aggregierten Modelle durch eine sehr einfa-
che Struktur und dementsprechend eine leichte Anwendbarkeit aus. Da diese Model-
le keine Marketing-Mix-Variablen beinhalten und keine Einflüsse von Wettbewerbs-
verhalten berücksichtigen, können sie z.B. keine Entscheidungen über Preis- oder 
Werbepolitik unterstützen. Verschiedene Modellerweiterungen mit Marketing-Mix-
Variablen oder Produktinteraktionen werden in den Abschnitten B.II.3, B.II.4, B.II.5 
und B.II.7 behandelt. 
                                                 
6 Mean Absolute Percentage Error, ein Maß für die Prognosegüte eines Modells. 
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Ein weiteres Problem bei der Anwendung von aggregierten Modellen ist, dass die 
Parameterschätzungen für diese Modelle instabil sind, insbesondere, wenn Absatzda-
ten nur für den Zeitraum vor dem Zeitpunkt des höchsten Absatzes vorliegen (Hee-
ler/Hustad 1980, Tigert/Farivar 1981, Putsis 1996, van den Bulte/Lilien 1997, Fran-
ses 2003, Grishchenko/Schade 2005). Sie ermöglichen somit keine zuverlässige Ab-
satzprognose im frühen Stadium der Innovationsdiffusion. Diese Probleme der 
Schätzungsstabilität führen unter anderem dazu, dass die Erkennung von korrekten 
Modellstrukturen durch die Absatzdaten bedenklich ist (Meade/Islam 1998). Das be-
deutet, dass empirisch kaum festzustellen ist, ob die aggregierten Modelle das tat-
sächliche Konsumentenverhalten akkurat abbilden. Die Marketingliteratur bietet 
heutzutage zwei Möglichkeiten das Problem zu umgehen: Zum einen können die 
aggregierten Modelle stochastisch formuliert werden. Dabei wird entweder ange-
nommen, dass die Modellparameter stochastisch sind (z.B. Lenk/Rao 1990) oder 
dass der Diffusionsprozess selbst in Form von Ito-Gleichungen7 beschrieben werden 
kann (z.B. Skiadas/Giovanis 1997, Giovanis/Skiadas 1999). In diesem Fall wird bei-
spielsweise die Schätzung von Absatzdaten akkurater (z.B. Giovanis/Skiadas 1999) 
und eine frühere Prognose wird ermöglicht (Lenk/Rao 1990). Stochastische Modelle 
werden im Abschnitt B.II.2. betrachtet. Die zweite Lösung des Schätzproblems ist 
die Modellierung von Diffusionsprozessen auf der individuellen Ebene, weil einige 
Modellparameter in diesem Fall durch Konsumentenbefragungen ermittelt werden 
können. Diese Innovationsdiffusionsmodelle werden in den Abschnitten B.II.6. und 
B.II.8. dargestellt. 
                                                 
7 Die Variablen und der entsprechende Funktionswert der Ito-Gleichung sind zufällige Größen. 
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II.2. Stochastische, aggregierte Innovationsdiffusionsmodelle 
für den Monopolmarkt 
Annahmen: 
- Monopolmarkt, 
- Erst- oder Wiederholungskäufe, 
- Konsumentenentscheidungsprozess vernachlässigt,  
- einstufiger Adoptionsprozess,  
- Konsumenten sind homogen,  
- Marketing-Mix-Variablen vernachlässigt,  
- stochastische Modellierung. 
 
Ein zentrales Merkmal von stochastischen Modellen ist die Integration eines Risiko-
faktors und Unsicherheiten. Das Bedürfnis nach solchen Modellen wird durch die 
mit Marketingaktivitäten verbundenen Unsicherheiten, durch schnelle Änderungen 
von Konsumentenpräferenzen oder z.B. durch unvorhersagbares Wettbewerbsver-
halten begründet (Eliashberg/Chatterjee 1986). Die Notwendigkeit einer stochasti-
schen Formulierung von Innovationsdiffusionsmodellen wurde in der Marketinglite-
ratur weitgehend ignoriert. Bis heute kann von einer höchstens sporadischen Behand-
lung der Stochastizität gesprochen werden. 
Die in diesem Abschnitt behandelten stochastischen, aggregierten Innovationsdiffu-
sionsmodelle für den Monopolmarkt haben die gleichen Annahmen wie die im vor-
herigen Abschnitt behandelten deterministischen, aggregierten Modelle. Sie be-
schreiben die Diffusion auf einem Monopolmarkt. Dabei wird der Entscheidungspro-
zess von einzelnen Konsumenten sowie der Einfluss von Marketing-Mix-Variablen 
nicht betrachtet (Oliver 1987, Skiadas/Giovanis 1997, Giovanis/Skiadas 1999, Kar-
meshu/Goswami 2001, Niu 2002, Goswami/Karmeshu 2004). Im Gegensatz zu den 
deterministischen Modellen, bilden die stochastischen Modelle nicht nur den mittle-
ren Verlauf der Diffusionskurve ab, sondern auch die Streuung dieser Kurve (siehe 
z.B. Abbildung B-4 und Abbildung B-5). In diesem Fall erscheinen als Kenngrößen 
der Ausbreitung am Markt nicht mehr feste Werte (wie z.B. die Zeit, zu der ein be-
stimmter Marktanteil erreicht wird), sondern Zufallsgrößen und Konfidenzintervalle. 
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Eliashberg/Chatterjee (1986) unterscheiden zwischen strukturell- und parametrisch-
stochastischer Modellierung. Skiadas/Giovanis (1997) erweitern diese Klassifikation 
um Modelle, die mit Hilfe von Ito-Stochastischen Differentialgleichungen formuliert 
sind. 
In Modellen mit struktureller Stochastizität wird die Übernahmerate von Innovatio-
nen als Wahrscheinlichkeit interpretiert. Unter dieser Annahme modelliert Oliver 
(1987) einen Diffusionsprozess mit binomialverteilten Übernahmeraten. Niu (2002) 
formuliert das Bass-Modell (1969) als reinen Geburtsprozess. Nach Karme-
shu/Pathria (1980) besteht der Nachteil von strukturellen Ansätzen darin, dass bei der 
typischerweise großen Anzahl von Konsumenten der stochastische Effekt ver-
schwindet. 
So verhält sich z.B. die Varianz σ2  der Übernameraten für eine Binomialverteilung 
linear zur Anzahl der potenziellen Übernehmer. In Abbildung B-4 ist der Verlauf der 
Innovationsdiffusion für zwei verschiedene Angaben von m von potentiellen Konsu-
menten bei gleicher Binomialverteilung dargestellt. Es ist deutlich zu erkennen, dass 
für m =50 (Abbildung B-4a) die relative Streuung um den Mittelwert kleiner ist als 
für m = 500 (Abbildung B-4b). 
Parametrisch-stochastische Modelle und Modelle mit Ito-Gleichungen erfassen sto-
chastische Einflüsse außerhalb des eigentlichen Diffusionsprozesses. Deswegen kann 
die Varianz in diesen Modellen, im Gegensatz zu Modellen mit struktureller Stocha-
stizität, nicht-linear von der Anzahl der Konsumenten m abhängen. In Abbildung B-5 
ist der Verlauf der Innovationsdiffusion mittels Ito-Gleichungen für unterschiedliche 
m dargestellt. In diesem Fall bleibt die relative Streuung für m = 50 (Abbildung 
B-5a) und m = 500 (Abbildung B-5b) nahezu gleich. 
In Modellen mit parametrischer Stochastizität folgen die Modellparameter einer 
Wahrscheinlichkeitsverteilung (Lilien et al. 1981, Caudill et al 1995, Kar-
meshu/Goswami 2001). Karmeshu/Goswami (2001) untersuchen eine Innovations-
diffusion in einer heterogenen Population. Dabei beinhaltet ihr Modell stochastische 
Parameter. Karmeshu/Goswami (2001) zeigen, dass die so entstehenden Schwan-
kungen im Bereich des Wendepunktes der Diffusionskurve am größten sind. 
 




Abbildung B-4 Beispiel von einem Innovationsdiffusionsmodell mit struktureller Sto-
chastizität mit mittlerem Verlauf µ(t), Varianz σ² und a) m = 50 bzw. 
b) m=500 (siehe Gleichungen(B-16)). 
 



















Abbildung B-5 Beispiel eines Innovationsdiffusionsmodells mit Stochastizität im Sin-
ne einer Ito-Gleichung mit mittlerem Verlauf µ(t), Varianz σ² und a) 
m=50 bzw. b) m=500 (siehe Gleichungen (B-17)). 
 


















Der dritte Typ von stochastischen, aggregierten Innovationsdiffusionsmodellen wird 
mittels Ito-Differentialgleichungen formuliert (z.B. Schurz 1996, Skiadas/Giovanis 
1997). Ito-Differentialgleichungen bestehen aus zwei Teilen: dem Trend und dem 
Störterm. Giovanis/Skiadas (1999) stellen ein stochastisches, logistisches Innova-
tionsdiffusionsmodell vor, bei dem der Einfluss von zufälligen Ereignissen durch den 
Wienerschen Prozess8 W(t) dargestellt wird: 
                                                 
8 Ein Wiener-Prozess ist ein zeitstetiger stochastischer Prozess, der normalverteilte, unabhängige 
Zuwächse hat. Der Wiener-Prozess wird auch als Brownsche Bewegung bezeichnet. 
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m
⎛ ⎞




wobei c eine Konstante ist. Diese nicht-lineare, stochastische Differentialgleichung 
besitzt eine explizite Lösung. Nicht mit jedem beliebigen Störterm kann eine explizi-
te Lösung der Diffusionsgleichung gefunden werden. Dies beschränkt die Möglich-
keiten, stochastische Einflüsse abzubilden. 
Da die stochastische Modellierung in der Marketingforschung noch sehr neu ist, ist 
sie nicht weit entwickelt. Die Modellierung der Streuung wird oft unzureichend mo-
tiviert und bisher noch wenig empirisch belegt. Die in diesem Abschnitt dargestellten 
Modelle zeichnen sich aber positiv durch eine relativ einfache Struktur9 und wenig 
anspruchsvolle Datenanforderungen10 aus. Die stochastischen Modelle können trotz 
einiger Nachteile sehr hilfreich für Marketingmanager sein, weil sie verschiedenarti-
ge Unsicherheiten (Eliashberg/Chatterjee 1986) berücksichtigen. Darüber hinaus bie-
ten sie eine akkuratere Modellschätzung und Absatzprognose als die deterministi-
schen Modelle (Giovanis/Skiadas 1999). Außerdem ermöglichen sie z.B. das Einbe-
ziehen von Konsumentenheterogenität (Karmeshu/Goswami 2001, Goswa-
mi/Karmeshu 2004). 
                                                 
9 Die meisten Modelle beruhen auf dem Bass Modell (1969). 
10 Nur Absatzzahlen sind erforderlich. 
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- Erst- und Wiederholungskäufe, 
- Konsumentenentscheidungsprozess vernachlässigt, 
- einstufiger Adoptionsprozess, 
- Konsumenten sind homogen, 
- Marketing-Mix-Variablen vernachlässigt, 
- deterministische Modellierung. 
 
Die im Abschnitt B.II.1. behandelten, aggregierten Modelle beschreiben den Innova-
tionsdiffusionsprozess unter der Grundannahme, dass keine Wiederholungskäufe zu-
stande kommen. Wiederholungskäufe sind aber ein wesentlicher Teil des Absatzes. 
So belaufen sich z.B. die Wiederholungskäufe von langlebigen Gütern auf 75 Pro-
zent des Gesamtabsatzes (Islam/Meade 2000). Für Produkte, die oft wiedergekauft 
werden, können Innovationsdiffusionsmodelle, die bloß Erstkäufe berücksichtigen, 
nur stark verzerrte Vorhersagen machen. Demzufolge können diese Modelle für eine 
langfristige Absatzprognose kaum verwendet werden (Ratchford et al. 2000). 
Dies motivierte viele Forscher, Innovationsdiffusionsmodelle mit Wiederholungs-
käufen vorzustellen (z.B. Lilien et al. 1981, Kamakura/Balasubramanian 1987, Stef-
fens 2001). Dabei werden verschiedene Modellierungsarten vorgeschlagen. Die indi-
viduellen Modelle, die Wiederholungskäufe zulassen, werden in den Abschnitten 
B.II.6. und B.II.8. behandelt. Die aggregierten Innovationsmodelle mit Wiederho-
lungskäufen werden sowohl in diesem als auch im nächsten Abschnitt dargestellt. 
Der Unterschied zwischen den beiden Typen von aggregierten Innovationsdiffu-
sionsmodellen besteht hauptsächlich darin, dass die hier vorgestellten Modelle jegli-
che Interaktionen zwischen Innovationsgenerationen vernachlässigen. 
Unter Wiederholungskäufen werden sowohl Ersatzkäufe als auch Zusatzkäufe ver-
standen. Als Hauptgründe für den Ersatzkauf werden oft die Abnutzung des Produk-
tes, Defekte durch eine unangemessene Nutzung oder sozioökonomische Gründe wie 
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Einkommenssteigerung oder Verbesserung von Technologien genannt (Islam/Meade 
2000, Ratchford et al. 2000). Bei Zusatzkäufen kauft ein Konsument ein Produkt 
nicht, weil es abgenutzt ist, sondern weil er zwei gleiche Produkte besitzen will. Ein 
klassisches Beispielprodukt für diesen Fall ist der Fernseher; viele Haushalte verfü-
gen über mehr als einen Fernseher. 
Trotz der Tatsache, dass Zusatzkäufe für viele Güter üblich sind, ist die Berücksichti-
gung von solchen Käufen in Innovationsdiffusionsmodellen sehr selten zu finden 
(Ratchford et al. 2000). In der Regel werden in diesem Fall die Verkäufe einer Inno-
vation nur als Summe von Erst- und Ersatzkäufen betrachtet (z.B. Dodson/Muller 
1978, Olson/Choi 1985, Kamakura/Balasubramanian 1987). Somit lässt sich die 
Grundstruktur der Modelle mit Wiederholungskäufen für einen Monopolmarkt wie 
folgt formulieren: 
 
(B-19)   ( ) ( ) ( )Absatz t S t r t= + , 
 
wobei Absatz(t) die Absatzmenge in t ist, S(t) für die Erstkäufe und r(t) für die Er-
satzkäufe im Zeitpunkt t steht. 
Für die Modellierung der Erstkäufe S(t) kann dabei ein beliebiges Innovationsdiffu-
sionsmodell für Erstkäufe, z.B. das Bass-Modell (1969), genutzt werden (Islam/Mea-
de 2000). 
Bei der Modellierung der Ersatzkäufe r(t) muss die Lebensdauer des Produkts be-
rücksichtigt werden: 
 
(B-20)   ( ) ( ) ( )
0
t




= −∫ , 
 
wobei f(t) die Wahrscheinlichkeitsdichte über die Produktlebensdauer ist. Dabei kann 
die Wahrscheinlichkeitsdichte f(t) unterschiedlichen Annahmen folgen, z.B. der Pois-
son-Verteilung, der Reyleigh-Verteilung, der Gamma-Verteilung, der Weibull-Ver-
teilung oder man nimmt eine verteilungsfreie Lebensdauer an (Islam/Meade 2000). 
Wird die Gleichung (B-20) diskret formuliert, wird das Integral durch die Summe er-
setzt: 












= − − −∑ , 
 
wobei Q(t) die Überlebensfunktion ist, die wie folgt definiert ist: 
 
(B-22)   ( ) ( )
t
Q t f dτ τ
∞
= ∫ . 
 
Islam/Meade (2000) vergleichen einige Annahmen für die Produktlebensdauer. Nach 
der Analyse von 42 Datensätzen konnten Islam/Meade (2000) keine Annahme mit 
den besten Ergebnissen herauskristallisieren. Für die Absatzprognose wird aber die 
Annahme der Lebensdauer als verteilungsfrei empfohlen. 
In einigen wenigen Modellen werden auch die Zusatzkäufe berücksichtigt (Ratchford 
et al. 2000). Der Absatz von (B-19) wird bei diesen Modellen um einen Term für die 
Zusatzkäufe vi(t) erweitert. 
 
(B-23)   ( ) ( ) ( ) ( )i
I
Absatz t S t r t v t= + + ∑ , 
 
Die Zusatzkäufe können z.B. wie folgt abgebildet werden: 
 





v t h l Absatz t l f d dlτ τ
∞
= ⋅ − ⋅∫ ∫ , 
 
wobei hvi(l) die Wahrscheinlichkeit ist, dass die Zusatzeinheit i nach l Zeitperioden 
gekauft wird.  
Werden die Zusatzkäufe diskret modelliert, wird die Gleichung (B-24) wie folgt um-
gewandelt (Bayus et al. 1989): 
 





v t h l Q t Absatz t l
=
= ⋅ ⋅ −∑ . 
 
Steffens (2001) schlägt für die Zusatzkäufe ein anderes Modell vor, das mit dem 
Bass-Modell vergleichbar ist: 
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(B-26)   ( ) ( )( )( )i v tv t m V t p qV= − + , 
 
wobei mv die Anzahl der Konsumenten ist, die eventuell einen Zusatzkauf tätigen 
werden, p und q die Innovations- und Imitationskoeffizienten sind und V(t) die An-
zahl der Konsumenten ist, die bereits einen Zusatzkauf getätigt haben. 
Die hier vorgestellten Modelle erweitern die Klasse der aggregierten Innovationsdif-
fusionsmodelle für den Monopolmarkt dadurch, dass sie neben den Erstkäufen auch 
die Wiederholungskäufe berücksichtigen. Dies verbessert die Genauigkeit der Ab-
satzprognose. Da diese Modelle aggregiert sind, erfordern sie keine aufwändige Er-
hebung von Daten zum Konsumentenverhalten. Meistens werden nur die Absatzda-
ten und die Daten zur Produktlebensdauer benötigt. Letztere sind allerdings auch 
nicht immer leicht verfügbar. Dies erschwert die Anwendung von Modellen mit Wie-
derholungskäufen (Ratchford et al. 2000). Als Lösung für dieses Problem schlagen 
Kamakura/Balasubramanian (1987) vor, die Parameterwerte auf Basis von Erfah-
rungswerten mit ähnlichen Produkten zu schätzen. 
Ein weiterer Nachteil dieser Modellklasse ist, dass sie eine Verteilungsannahme bzgl. 
der Innovationslebensdauer erfordern. Darüber hinaus wird oft angenommen, dass 
die Lebensdauer einer zeitunabhängigen Verteilung unterliegt, was nicht immer der 
Realität entspricht (Kamakura/Balasubramanian 1987). Wie bereits erwähnt, berück-
sichtigen die Modelle nur selten Zusatzkäufe. Einer der möglichen Gründe hierfür 
ist, dass es keine einheitliche Theorie gibt, wie die Zusatzkäufe auf dem aggregierten 
Niveau abgebildet werden sollen. Eine Möglichkeit mit diesem Problem umzugehen, 
wäre, die Innovationsmodelle mit Wiederholungskäufen auf individueller Ebene zu 
verwenden (siehe Abschnitte B.II.6. und B.II.8.). Ein weiterer Nachteil der in diesem 
Abschnitt vorgestellten Modelle ist die Vernachlässigung der Interaktionen zwischen 
verschiedenen Innovationsgenerationen. Die Modelle mit Interaktionseffekten wer-
den im nächsten Abschnitt dargelegt. 
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II.4. Deterministische, aggregierte Innovationsdiffusionsmodelle 
für den Mehrproduktmarkt 
Annahmen: 
- Mehrere Produkte bzw. mehrere Generationen auf dem Markt, 
- Nur Erstkäufe von einzelnen Generationen oder Erst- und Wiederholungs-
käufe, 
- Konsumentenentscheidungsprozess vernachlässigt, 
- einstufiger Adoptionsprozess, 
- Konsumenten sind homogen,  
- Marketing-Mix-Variablen vernachlässigt,  
- deterministische Modellierung. 
 
Eine der Annahmen der zuvor vorgestellten aggregierten Modelle für den Monopol-
markt ist, dass sich nur ein Neuprodukt auf dem Markt verbreitet. Diese Annahme ist 
insbesondere unrealistisch, wenn es sich um neue, schnell wachsende Märkte han-
delt, bei denen der Wettbewerb zwischen Unternehmen sehr stark ist. Eine der Über-
lebungsstrategien auf solchen Märkten ist es, immer neuere und bessere Produkte auf 
den Markt zu bringen. Folglich ist es wichtig, die Diffusion eines Neuprodukts nicht 
einzeln, sondern unter Berücksichtigung von Produktinteraktionen zu betrachten. So 
unterscheiden Peterson/Mahajan (1978) vier verschiedene Arten von Produktinterak-
tionen: (1) für unabhängige Produkte, (2) für sich ergänzende Produkte, (3) für ab-
hängige Produkte und (4) für austauschbare Produkte11. Die Interaktionen zwischen 
austauschbaren Produkten entsprechen der hier verwendeten Definition vom Mehr-
produktmarkt. Daher werden in diesem Abschnitt nur Modelle für solche Produkte 
dargestellt. 
Die meisten Modelle dieser Klasse beruhen auf dem Bass-Modell. Es handelt sich 
um die Interaktionen zwischen Innovationsgenerationen. Dabei können sowohl nur 
Erstkäufe von einzelnen Innovationsgenerationen (Peterson/Mahajan 1978, Ueda 
1990, Yu et al. 2003), als auch Erst- und Wiederholungskäufe (Norton/Bass 1987) 
prognostiziert werden. 
                                                 
11 Austauschbare Produkte werden als Substitute bezeichent. 
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Peterson/Mahajan (1978) schlugen eines der ersten Modelle vor, welches Interaktio-
nen zwischen Substituten berücksichtigt. Das Peterson/Mahajan-Modell (1978) für 
zwei austauschbare Produkte hat folgende Form: 
 
(B-27)  
( ) ( ) ( )( ) ( )( )
( ) ( ) ( )( ) ( )( )
1
1 1 1 1 2 1 1
2
2 2 2 2 1 2 2
dY t
p q Y t rY t m Y t
dt
dY t
p q Y t r Y t m Y t
dt
⎧
= + − −⎪⎪
⎨
⎪ = + − −⎪⎩
, 
 
wobei pi und qi Innovations- und Imitationskoeffizienten sind. ri bildet den Substitu-
tionseffekt ab, mi ist das Marktpotential von Produkt i und Yi(t) ist der kumulierte 
und dYi(t) der nicht kumulierte Absatz. Nach diesem Gleichungssystem (B-27) hängt 
das Absatzniveau eines Produktes vom Absatzniveau eines anderen Produktes ab 
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wobei ri Parameter sind, die Substitutionseffekte abbilden. Dabei ist die Größe von ri 
nicht nur von den Neuprodukteigenschaften oder Konsumenteneinstellungen, son-
dern auch von den Eigenschaften und dem Einführungszeitpunkt des Wettbewerbs-
produktes abhängig. Der mathematische Zusammenhang zwischen diesen Einfluss-
faktoren und dem Parameter ri wurde von Peterson/Mahajan (1978) jedoch nicht aus-
führlich dargestellt. In Abbildung B-6 werden Diffusionskurven von zwei Substitu-
ten gezeigt. Bei der Simulation dieser Kurven wurde der Substitutionskoeffizient r1 
dem Einführungszeitpunkt des Produktes 2 nicht angepasst. Dementsprechend hängt 
die Form der Diffusionskurve des Produktes 1 (Abbildung B-6a) nicht davon ab, 
wann Produkt 2 am Markt eingeführt wird. Dies bedeutet, dass ein Marketingma-
nager, wenn er eine frühe Prognose bzgl. der Auswirkung einer Neuproduktein-
führung auf den Absatz des alten Produktes machen will, den Substitutionskoeffi-
zienten immer an den Einführungszeitpunkt anpassen muss. 
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Abbildung B-6 Kumulierte Absätze im Peterson/Mahajan-Modell (1978) von zwei 
Substituten, wobei Produkt 1 in allen Fällen im Zeitpunkt Null und 
Produkt 2 jeweils im Zeitpunkt 10, 30, 50 und 70 eingeführt wurde. 
 
Das Peterson/Mahajan-Modell (1978) wurde empirisch mit einem Einproduktmodell 
verglichen. Dieser Vergleich zeigt, dass die Berücksichtigung von Produktinteraktio-
nen zur Verbesserung der Anpassungsgüte führt. 
Das Norton/Bass-Modell (1987) hat die gleiche Zielsetzung wie das Peterson/Maha-
jan-Modell (1978): Es soll die Interaktionseffekte von Wettbewerbsprodukten abbil-
den. Im Gegensatz zum Peterson/Mahajan-Modell (1978) beeinflusst im Norton/ 
Bass-Modell (1987) der Markteinführungszeitpunkt τ2 der Nachgeneration eines Pro-
duktes die Absätze der Vorgeneration dieses Produktes (siehe Formel (B-29) und 
Abbildung B-7). 
Für drei Generationen hat das Norton/Bass-Modell (1987) folgende Form: 
 
(B-29)  
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, 
 
wobei mi die Obergrenze der Verkäufe des Produkts i pro Zeiteinheit, und τi der Zeit-
punkt der Markteinführung ist. F(t) ist hier gleich dem Bass-Modell (1969) für eine 
kumulierte Adoptionsrate: 
 
















Innovationsdiffusionsforschung und -modelle 
 
42
Um das Model zu vereinfachen, nehmen Norton/Bass (1987) an, dass die Koeffizien-
ten p und q für alle Generationen gleich sind. 
Norton/Bass (1987) gehen in ihrem Modell davon aus, dass sich der Absatz jeder 
neuen Generation aus den drei folgenden Bestandteilen zusammensetzt: (1) Den 
Käufen, die früher mit älteren Generationen getätigt würden, und teilweise aus 
(2) den Erstkäufen, die den Absatz bzw. den Markt durch Verbesserungen in der neu-
en Generation erweitert haben sowie (3) Wiederholungskäufen der neuen Produktge-
neration. Um Wieder- und Erstkäufe zu berücksichtigen, werden die nicht kumulier-
ten Absätze dYi durch die kumulierte Adoptionsrate F(t) gemäß dem Bass-Modell 
(1969) abgebildet. Dieser Modellierungsansatz ist für Produkte geeignet, die oft wie-
dergekauft werden, wie z.B. Halbleiterbauelemente oder Brötchen. 
 
 
Abbildung B-7 Nicht-Kumulierte Absätze im Norton/Bass-Modell (1987) von zwei 
sich ergänzenden Produkten, wobei Produkt 1 in allen Fällen im 
Zeitpunkt Null und Produkt 2 jeweils im Zeitpunkt 10, 30, 50 und 70 
eingeführt wurde. 
 
Mit dem Norton/Bass-Modell (1987) ist es leicht möglich, den Einfluss einer Neu-
produkteinführung auf den Absatz der älteren Produkte zu analysieren. In Abbildung 
B-7 sind die nicht kumulierten Absätze zweier Produkte in Abhängigkeit vom Markt-
einführungszeitpunkt des Produkts 2 dargestellt. Es ist deutlich zu erkennen, dass der 
Absatz des Produktes 1 zu einem früheren Einführungszeitpunkt abnimmt. Dabei 
treten neuartige Effekte auf: So ändert sich die Obergrenze des kumulierten 
Gesamtabsatzes aller Produktgenerationen, wenn sich der Markteinführungszeitpunkt 
von einem der Produkte ändert (siehe Abbildung B-8). Eine frühere Produkteinfüh-
rung führt zur Marktschrumpfung. Das Norton/Bass-Modell (1987) wurde er-
folgreich empirisch getestet (Norton/Bass 1987, Speece/MacLachlan 1995). 
 




Abbildung B-8 Kumulierte Absätze im Norton/Bass-Modell (1987) von zwei sich er-
gänzenden Produkten, wobei Produkt 1 in allen Fällen im Zeitpunkt 
Null und Produkt 2 jeweils im Zeitpunkt 10, 30, 50 und 70 eingeführt 
wurde. 
 
Speece/MacLachlan (1995) erweiterten das Norton/Bass-Modell (1987) um die 
Preisfunktionen f(Pi). Somit ergibt sich folgendes Modell: 
 
(B-31)  
( ) ( ) ( )
( ) ( ) ( )
1 1 1 1 1 1 2 1 2
2 2 2 2 1 1 2 1 2
t t t t
t t t t
S m F f P m F F f P f P





Die Preisfunktion f(Pi) hängt vom Preis Pi der Generation i und dem Durchnitts-
marktpreis P* ab und kann auf zwei Weisen formuliert werden: 
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Die Berücksichtigung des Preises verbesserte das Anpassungsvermögen und die 
Prognosegüte des Norton/Bass-Modells (1987). 
Ein weiteres Modell dieser Klasse wurde von Ueda (1990) und Yu et al. (2003) vor-
gestellt. Die beiden Modelle ähneln dem Peterson/Mahajan-Modell (1978). Dabei 
bildet Ueda (1990) die Situation für den Zweiproduktmarkt ab: 
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Yu et al. (2003) untersuchen den Dreiproduktmarkt: 
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Die beiden Modelle wurden noch nicht mit Modellen aus dieser Klasse verglichen 
oder empirisch getestet. 
Alle in diesem Abschnitt dargestellten Modelle erweitern die Klasse der aggregier-
ten, deterministischen Modelle. Dabei berücksichtigen sie Interaktionseffekte zwi-
schen Wettbewerbsprodukten. Das macht diese Modelle realitätsnäher als aggregier-
te, deterministische Modelle für den Monopolmarkt. Als Datenbasis erfordern diese 
Modelle nur die Absatzdaten von allen Wettbewerbsprodukten. Einer der Nachteile 
der meisten Modelle dieser Art besteht in der Vernachlässigung des Einflusses von 
Marketing-Mix-Variablen. Diese Modelle wurden noch nicht ausreichend empirisch 
getestet oder miteinander verglichen. Daher ist noch keine Aussage dazu möglich, ob 
die tatsächlichen Zusammenhänge zwischen den Produkten den Modellstrukturen 
entsprechen. Die Modellierung von Produktinteraktionen auf einer individuellen Ebe-
ne ermöglicht es, diesen Nachteil zu umgehen. Individuelle Innovationsdiffusions-
modelle für den Mehrproduktmarkt werden in Abschnitt B.II.8. dargestellt. Speece/ 
MacLachlan (1995) empfehlen, die hier vorgestellten aggregierten Innovationsdiffu-
sionsmodelle mit Markenwahlmodellen zu erweitern, die oft auf der individuellen 
Ebene modelliert werden. Ein Beispiel einer solchen Erweiterung ist das Jun/Park-
Modell (1999). Ein weiterer Nachteil der aggregierten Modelle für den Mehrprodukt-
markt ist die Annahme, dass die alte Generation durch die neue Generation vollkom-
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men ersetzt wird. Dies widerspricht in einigen Fällen der Realität (Speece/MacLach-
lan 1995). 
Wie aus Abschnitt B.II.1. bereits bekannt, liefern aggregierte Innovationsdiffusions-
modelle für den Monopolmarkt oft eine verzerrte Parameterschätzung. Es gab noch 
keine ähnliche Untersuchung in Bezug auf aggregierte Innovationsdiffusionsmodelle 
für den Mehrproduktmarkt. Diese beiden Modelltypen haben aber eine ähnliche 
Struktur und daher sind ähnliche Schätzprobleme zu erwarten. Damit wären keine 
frühen Prognosen mittels aggregierter Innovationsdiffusionsmodelle für Mehrpro-
duktmärkte möglich. 





- Konsumentenentscheidungsprozess vernachlässigt, 
- einstufiger Adoptionsprozess,  
- Konsumenten sind homogen,  
- Marketing-Mix-Variablen berücksichtigt,  
- deterministische Modellierung 
 
Um eine Entscheidung bzgl. Preis- oder Werbepolitik zu treffen, ist es für einen Mar-
ketingmanager wichtig zu wissen, wie die Konsumenten auf diese Entscheidung rea-
gieren und dementsprechend, wie sich die Absatzmengen infolge dieser Entschei-
dung ändern. Die bisher beschriebenen Modelle (z.B. Bass 1969, Peterson/Mahajan 
1978, Giovanis/Skiadas 1999) ermöglichen zwar eine Absatzprognose für neue Pro-
dukte, sie bilden jedoch nicht ab, wie die Änderungen von Marketing-Mix-Variablen 
den Absatz beeinflussen. Dieser Nachteil wurde von vielen Marketingforschern er-
kannt. So berücksichtigen z.B. Robinson/Lakhani (1975) in ihrem Diffusionsmodell 
den Preis; Simon/Sebastian (1987) untersuchen den Einfluss von Werbung auf die 
Innovationsverbreitung; Mesak (1996) behandelt neben Preis und Werbung den Ein-
fluss der Distributionspolitik auf die Innovationsdiffusion und Manceau et al. (2002) 
Innovationsdiffusionsforschung und -modelle 
 
46
untersuchen in ihrem Modell die Effekte einer Innovationsvorankündigung. Alle in 
diesem Abschnitt behandelten Modelle nehmen an, dass Marketing-Mix-Variablen 
einen Einfluss auf Nicht-Adoptoren bei ihren Adoptionsentscheidungen haben und 
damit die Innovationsdiffusion entscheidend beeinflussen (siehe Abbildung B-9). 
In der Regel stützen sich die aggregierten Innovationsdiffusionsmodelle mit Marke-
ting-Mix-Variablen auf das Bass-Modell (1969) (Gleichung (B-13)). Das Bass-Mo-












Abbildung B-9 Schematische Darstellung von aggregierten Innovationsdiffusionsmo-
dellen mit Marketing-Mix-Variablen. 
 
a) Preis und Innovationsdiffusion 
Der Einfluss des Preises wurde in mehreren Studien analysiert (Robinson/Lakhani 
1975, Bass et al. 1994, Mesak 1996). Nichtsdestotrotz gibt es keine einheitliche The-
orie, wie der Preis in ein aggregiertes Diffusionsmodell integriert werden soll (Ka-
makura/Balasubramanian 1988, Bottomley/Fildes 1998). Laut Bottomley/Fildes 
(1998) gibt es zwei Ansätze, wie der Preis in das Innovationsdiffusionsmodell ein-
fließen kann: Gemäß dem ersten Ansatz beeinflusst der Preis die Adoptionswahr-
scheinlichkeit (z.B. Robinson/Lakhani 1975). Laut dem zweiten Ansatz hängt die 
Marktgröße m vom Preis ab (z.B. Horsky 1990). 
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Robinson/Lakhani (1975) schlagen z.B. vor, dass der Preis P(t) die bedingte Adop-
tionswahrscheinlichkeit beeinflusst. Dies wird abgebildet, indem sie dem Bass-Mo-
dell (1969) einen Exponentialfaktor hinzufügen:  
 
(B-36)   ( ) ( )( ) ( )( ) ( )Pk tdY t m Y t p qY t e−= − + , 
 
wobei m die Marktgröße, Y(t) die kumulierte Anzahl der Adoptoren, p der Innovati-
onskoeffizient, q der Imitationskoeffizient, und k der Preiskoeffizient ist. Im Rahmen 
des Kapitels D wird das Robinson/Lakhani-Modell (1975) mit anderen Innovations-
diffusionsmodellen mit und ohne Marketing-Mix-Variablen verglichen. 
Im Horsky-Modell (1990) ist die Marktgröße eine Funktion des Preises: 
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wobei θ und A Koeffizienten sind, m(t) ist die Anzahl der Haushalte, Y(t) die kumu-
lierte Adoptorenanzahl, w(t) das Durchschnittseinkommen in der Population, P(t) der 
Durchschnittspreis einer Innovation und δ(t) die Streuung des Einkommens und der 
Zahlungsbereitschaften unter den Konsumenten. 
Beiden Ansätze zeigen gute empirische Ergebnisse (Robinson/Lakhani 1975, Kama-
kura/Balasubramanian 1988, Horsky 1990, Bass et al. 1994). Daher ist nicht eindeu-
tig, welcher der beiden Ansätze die Realität besser abbildet. Darüber hinaus gibt es 
bisher nicht genug empirische Evidenz, ob die Berücksichtigung des Preises in Inno-
vationsdiffusionsmodellen die Anpassung dieser Modelle und damit deren Vorhersa-
gekraft verbessert (Bottomley/Fildes 1998, Bass et al. 1994). In diesem Zusammen-
hang ist weitere Forschung erforderlich. 
b) Werbung und Innovationsdiffusion 
Der Einfluss von Werbung auf die Innovationsdiffusion wurde bereits in mehreren 
Studien untersucht (Simon/Sebastian 1987, Bass et al. 1994, Mesak 1996). Wie bei 
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Innovationsdiffusionsmodellen mit Preis gibt es hier keine einheitliche Theorie, wie 
die Werbung die Innovationsausbreitung beeinflusst. 
Simon/Sebastian (1987) untersuchten zwei Modelltypen, bei denen der Einfluss von 
Werbung berücksichtigt wurde. Gemäß dem ersten Modell beeinflusst die Werbung 
das Innovationsverhalten. Dies wird im Bass-Modell (1969) abgebildet, indem der 
Innovationskoeffizienten p um eine Werbefunktion f(At) erweitert wird: 
 
(B-38) ( )( )( )0 1 1t t t tdY p p f A qY m Y−= + + −  – Innovationsmodell, 
 
wobei p0, p1 Parameter sind. 
Im zweiten Modell wird das Imitationsverhalten der Konsumenten von der Werbung 
Ai bestimmt. In diesem Fall wird der Imitationskoeffizient durch eine Werbefunktion 
ergänzt: 
 
(B-39) ( )( )( )0 1 1 1t t t t tdY p q Y q f A Y m Y− −= + + −  – Imitationsmodell, 
 
wobei q0, q1 Parameter sind. 
Die Werbefunktion kann in beiden Modellen auf unterschiedliche Weise dargestellt 
werden: 
- als Funktion einer einzelnen Werbeperiode in der Vergangenheit 
 
(B-40) ( ), ln tf A t A τγ −=  – Werbefunktion einer einzelnen Periode, 
 










= ∑  – Werbefunktion von mehreren Perioden, 
 













∑  – Nerlove/Arrow-Werbefunktion.(1962), 
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wobei γ, γi, und bi Parameter sind. 
Simon/Sebastian (1987) zeigen in einer empirischen Studie, dass das Imitationsmo-
dell eine bessere Anpassung und Vorhersagekraft besitzt. Dabei bildet die Nerlove/ 
Arrow-Werbefunktion (1962) die Werbewirkung am besten ab. Simon/Sebastian 
(1987) testeten ihre Modelle empirisch jedoch nur an einem Datensatz. Daher wollen 
sie ihre Aussage nicht verallgemeinern und schlagen vor, dass der zu verwendende 
Modelltyp von der Phase des Lebenszykluses sowie dem Produkt- und Werbungstyp 
abhängt (siehe Tabelle B-6). 
 
Modeltyp Phase des Le-
benszykluses 
Produkteigenschaften Inhalt der Werbung 
Innovations-
modell 
Früh Echte Innovation, 







Mittel Hohe soziale Sichtbarkeit, 






Vorführung im sozialen 
und wettbewerblichen 
Kontext, sozialer Druck. 
Tabelle B-6 Hypothesen bzgl. des Einflusses von Situationsvariablen auf die Validität 
von alternativen Modellen (Simon/Sebastian 1987). 
 
c) Werbung, Preis und Innovationsdiffusion 
Die Innovationsdiffusion wird nicht nur vom Neuproduktpreis oder der Werbung, 
sondern von allen Marketing-Mix-Variablen gleichzeitig beeinflusst. So betrachtet 
Mesak (1996) in seinem Modell die Einflüsse von Preis, Werbung und Distributions-
kanälen. Bass et al. (1994) stellen ein Modell vor, welches gleichzeitig Werbungs- 
und Preiseinflüsse beinhaltet: 
 






dA t d t
dY t p qY t m Y t b b
A t t
⎛ ⎞
= + − + +⎜ ⎟⎜ ⎟
⎝ ⎠
*, 
* Allgemeines Bass-Modell 
 
wobei b1, b2 Werbe- und Preiskoeffizienten sind. Gemäß dem allgemeinen Bass-Mo-
dell (1994) beeinflusst der Preis die Übernahmewahrscheinlichkeit. Die Werbung be-
einflusst sowohl das Innovationsverhalten als auch die Imitation. In einer empiri-
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schen Studie zeigen Bass et al. (1994), dass das allgemeine Bass-Modell (1994) eine 
gute Anpassung an Daten aufweist. Das allgemeine Bass-Modell (1994) wird im Ka-
pitel D empirisch getestet. 
Die in diesem Abschnitt dargelegten Modelle bilden ab, wie die Marketing-Mix-Va-
riablen den Innovationsdiffusionsprozess beeinflussen. Dementsprechend erfordern 
die Modelle nicht nur Absatzdaten, sondern auch Daten zum Produktpreis und zu 
Werbungsausgaben. Normalerweise verfügen Marketingmanager über solche Daten. 
Alle in diesem Abschnitt dargestellten Modelle sind aggregierte Modelle und besit-
zen daher eine relativ einfache Form. Aufgrund dieser beiden Aspekte sind solche 
Modelle leicht handhabbar. Es gibt jedoch noch keine einheitliche Theorie darüber, 
wie Marketing-Mix-Variablen die Innovationsdiffusion beeinflussen und wie deren 
Einfluss mathematisch abgebildet werden soll. Auch auf diesem Gebiet ist weitere 
Forschung notwendig. 
II.6. Modelle auf individueller Ebene für den Monopolmarkt 
Annahmen: 
- Monopolmarkt, 
- Erst- und Wiederholungskäufe, 
- Konsumentenentscheidungsprozess berücksichtigt, 
- einstufiger Adoptionsprozess, 
- Konsumenten sind heterogen, 
- Marketing-Mix-Variablen berücksichtigt, 
- deterministische oder stochastische Modellierung. 
 
Diese Modellklasse ist eine Alternative zu den aggregierten Modellen für den Mono-
polmarkt aus Abschnitt B.II.1. In diesen Modellen werden nicht mehr alle Konsu-
menten als eine Einheit, sondern als einzelne Individuen behandelt. Die Modelle auf 
individueller Ebene gehen meist von der Annahme der individuellen Nutzenmaxi-
mierung und der Bayesianischen Nutzenaktualisierung aus. Dabei beeinflussen Mar-
keting-Mix-Variablen die Nutzenwahrnehmung der Konsumenten. In den Modellen 
dieser Klasse wird eine individuelle Adoptionsentscheidung bzw. ein individueller 
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Adoptionszeitpunkt prognostiziert und daraus eine Prognose für den Gesamtmarkt 
abgeleitet (siehe Abbildung B-10). 
 
 
Abbildung B-10 Schematische Darstellung der Innovationsdiffusion in Innovations-
diffusionsmodellen auf individueller Ebene für den Monopolmarkt. 
 
Durch die Berücksichtigung der individuellen Ebene in der Prognose sind diese Mo-
delle für Segmentierungs- und Positionierungszwecke gut geeignet (z.B Roberts/Ur-
ban 1988). Da die individuellen Parameter vor der Produkteinführung gemessen wer-
den können, ist auch eine frühe Prognose mittels dieser Modelle möglich (Lattin/Ro-
berts 1988, Roberts/Urban 1988, Chatterjee/Eliashberg 1990). 
Um eine Absatzprognose abzuleiten, werden die Konsumentenentscheidungen aggre-
giert. Die explizite Form des aggregierten Lattin/Roberts-Modells (1988) hängt von 
einigen Annahmen ab, z.B. ob die Entscheidungsregel stochastisch oder determini-
stisch ist, welcher Verteilungsform der Fehlerterm folgt oder bezüglich welcher Va-
riablen die Konsumenten heterogen sind. Wenn der Konsumentenentscheidungspro-
zess als stochastisch betrachtet wird, hat die Entscheidungsregel folgende Form: 
 
(B-44)  ( )
( )
2 / 2 init
t e tbY Y t








wobei µ der wahre Nutzen einer Innovation, σi2 die Konsumentenunsicherheit bzgl. 
dieser Innovation, µinit Anfangsglauben über den Innovationsnutzen, µe Nutzen einer 
Alternative, Yt die kumulierte Anzahl von Innovationsadoptoren, αi die Risikoaver-
sion, τ Stärke des Anfangsglaubens und εt ein Fehlerterm sind (Lattin/Roberts 2000). 
Innovationsdiffusionsforschung und -modelle 
 
52
Ist der Fehlerterm doppelt exponentiell verteilt und die Wahrnehmung des wahren 
Produktnutzens unter Konsumenten zwischen L und U gleichverteilt, so ist der 
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wobei a1, a2, a3, a4, a5 Parameter sind und m das Marktpotential (Lattin/Roberts 
2000).  
In ihrer ersten Studie vergleichen Lattin/Roberts (1988) ihr Modell mit aggregierten 
Innovationsdiffusionsmodellen. Diese empirische Analyse zeigt, dass das Lattin/Ro-
berts-Modell (1988) für die Beschreibung und Prognose von Innovationsdiffusions-
prozessen gut geeignet ist. In einer anderen empirischen Studie (2000) überprüfen 
Lattin/Roberts ihr Modell von 1988 mit den Annahmen (B-44) und (B-45) anhand 
von Daten aus einer Befragung. Sie konnten damit zeigen, dass ihr Modell gut 
zwischen Adoptoren und Nicht-Adoptoren unterscheiden kann. 
Wie bereits erwähnt, vergleicht ein Konsument gemäß dem Lattin/Roberts-Modell 
(1988) den Nutzen eines Neuproduktes mit dem Nutzen einer Alternative. Vergleicht 
ein Konsument den Neuproduktnutzen mit dem Nutzen des Nicht-Kaufes, sagt die 
Entscheidungsregel (B-44) aus, ob ein Konsument das Produkt kauft oder nicht. Dies 
gilt allerdings nur für den Monopolmarkt. Ist die Alternative jedoch ein Wettbe-
werbsprodukt, wird mittels der Entscheidungsregel (B-44) eine Präferenzreihenfolge 
gebildet. Diese Präferenzreihenfolge sagt aus, welches der Produkte ein Konsument 
vorziehen würde. Diese Präferenzreihenfolge beinhaltet jedoch nicht die Nicht-Kauf-
Alternative, daher kann keine Aussage getroffen werden, ob der Konsument das be-
vorzugte Produkt auch tatsächlich kauft. Dies bedeutet, dass das Lattin/Roberts-Mo-
dell (1988) nur für einen Monopolmarkt eine korrekte Prognose liefern kann. 
Chatterjee/Eliashberg (1990) nehmen in ihrem Modell an, dass ein Konsument eine 
Innovation im Zeitpunkt t übernimmt, wenn sein erwarteter Nutzen mt von der Inno-
vation in diesem Zeitpunkt die Summe aus der Preishürde (ln(1-kP)/α) und der Risi-
kohürde (ασt2/2) überschreitet: 













> − . 
 
Dabei wird der erwartete Nutzen µet und der Grad eines wahrgenommenen Übernah-
merisikos σt durch Informationen beeinflusst. Es wird angenommen, dass Konsu-
menten in Bezug auf ihre anfängliche Wahrnehmung der Innovation, ihre Präferen-
zen und ihre Empfänglichkeit von Informationen heterogen sind. Dementsprechend 
übernehmen sie eine Innovation zu unterschiedlichen Zeitpunkten. 
Durch den Einbezug von Marketing-Mix-Variablen und die Berücksichtigung der in-
dividuellen Ebene, stellt das Chatterjee/Eliashberg-Modell (1990) ein leistungsfä-
higes Instrument für Marketingmanager dar. Chatterjee/Eliashberg (1990) zeigen in 
ihrer Studie, dass ihr Modell sehr flexibel ist, so kann es z.B. unter bestimmten Be-
dingungen einige aggregierte Innovationsdiffusionsmodelle wie das Bass-Modell 
(1969) oder das Fourt/Woodlock-Modell (1960) wiedergeben. Die Flexibilität des 
Modells wird jedoch von einer hohen Komplexität begleitet (Roberts/Lattin 2000). 
Chatterjee/Eliashberg (1990) überprüften ihr Modell in einer Teststudie zur Karriere-
beratung und erzielten gute Ergebnisse. 
Die in diesem Abschnitt behandelten Innovationsdiffusionsmodelle haben viele Vor-
teile. Durch die Berücksichtigung der individuellen Ebene und der experimentellen 
Ermittlung von Parameterwerten ist eine frühe Prognose möglich (für eine Übersicht 
von Experimenten siehe Schade 2004, Schade 2005). Zusätzlich können diese Mo-
delle auch für Positionierungs- und Segmentierungszwecke verwendet werden. Den-
noch haben die Modelle auch einige Nachteile: Durch den Einbezug verschiedener 
individueller Parameter in das Modell haben die meisten individuellen Modelle eine 
sehr komplexe Form, was das Verstehen und die praktische Anwendung dieser Mo-
delle verkompliziert. Die Datenerhebung für diese Modelle erfordert Konsumenten-
befragungen und Experimente, wodurch die Anwendung individueller Modelle auf-
wändiger ist als die Anwendung aggregierter Modelle. Zudem werden die Interaktio-
nen zwischen Wettbewerbsprodukten in den hier behandelten Modellen nicht immer 
berücksichtigt. Individuelle Innovationsdiffusionsmodelle für Mehrproduktmärkte, in 
denen solche Interaktionen behandelt werden, werden im Abschnitt B.II.8. betrach-
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tet. Ein weiterer Nachteil der individuellen Modelle für den Monopolmarkt besteht 
darin, dass sich ein Konsument laut diesen Modellen immer in einer Entscheidungs-
phase befindet, obwohl z.B. nach Rogers (1995) der individuelle Adoptionsprozess 
aus fünf Phasen besteht. Modelle, die diesen Aspekt berücksichtigen, werden im 
folgenden Abschnitt B.II.7. vorgestellt. 
II.7. Mehrstufige Innovationsdiffusionsmodelle 
Annahmen: 
- Monopolmarkt, 
- Erst- oder Wiederholungskäufe, 
- Konsumentenentscheidungsprozess manchmal berücksichtigt, 
- mehrstufiger Adoptionsprozess, 
- Konsument sowohl homogen als auch heterogen, 
- Marketing-Mix-Variablen berücksichtigt, 
- deterministische oder stochastische Modellierung. 
 
Bevor ein Konsument eine Innovation übernimmt oder ablehnt, durchläuft er laut 
vielen Innovationsdiffusionsstudien eine Sequenz von Entscheidungsstufen (z.B. Ro-
gers 1995, Litfin 2000, Abschnitt B.I.2.). Bei einer Adoptionsentscheidung stützt 
sich ein Konsument auf Informationen, die er aus Massenmedien oder durch inter-
personelle Kommunikation gewinnt. Dabei sind während unterschiedlicher Entschei-
dungsphasen unterschiedliche Informationsquellen von Bedeutung: So haben einige 
Studien festgestellt, dass Massenmedien die Konsumenten vorwiegend in der Aware-
ness-Phase beeinflussen. Die interpersonelle Kommunikation dagegen beeinflusst 
Konsumenten hauptsächlich in der Bewertungsphase der Übernahmeentscheidung 
(Rogers 1995, van den Bulte/Lilien 2001). Eine mehrstufige Modellierung von Inno-
vationsdiffusionsprozessen ist daher realitätsnäher als eine einstufige Modellierung. 
Dies wurde von vielen Marketingforschern erkannt (z.B. Midgley 1976, Dod-
son/Muller 1978, Hauser/Wisniewski 1982, Mahajan et al. 1984, Kalish 1985, Urban 
et al. 1990, Weerahandi/Dalal 1992, van den Bulte/Lilien 2001).  
Bei der mathematischen Formulierung der Innovationsdiffusion hat sich vor allem 
das zweistufige Modell etabliert (z.B. Dodson/Muller 1978, Mahajan et al. 1984, Ka-
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lish 1985). Die erste Stufe ist die Awareness, in der ein Konsument über eine Innova-
tion und ihre Eigenschaften informiert wird, so dass er von einem nicht informierten 
Nicht-Adoptor zu einem informierten Nicht-Adoptor wird (siehe Abbildung B-11). 
Auf der zweiten Stufe bewertet der Konsument die Innovation und trifft eine Adop-
tions- bzw. Ablehnungsentscheidung. 
Im Gegensatz zu den bisher vorgestellten Modellen gibt es in zweistufigen Innovati-
onsdiffusionsmodellen nicht mehr nur zwei Konsumentengruppen (Adoptoren und 
Nicht-Adoptoren), sondern drei: nicht informierte Nicht-Adoptoren, informierte 
Nicht-Adoptoren und Adoptoren (siehe Abbildung B-11). 
 
 
Abbildung B-11 Schematische Darstellung der Innovationsdiffusion in mehrstufigen 
Innovationsdiffusionsmodellen, die das Vergessen von Informationen 
zulassen. 
 
Dodson/Muller (1978) formulieren ihr zweistufiges Modell auf einer aggregierten 
Ebene. In ihrem Modell wird ein nicht informierter Konsument durch interpersonelle 
Kommunikation oder durch verschiedene Marketingmaßnahmen informiert. Ein in-
formierter Konsument übernimmt eine Innovation mit der Wahrscheinlichkeit v. 
Auch kann er die Informationen über die Innovation mit der Wahrscheinlichkeit d 
vergessen (siehe Abbildung B-12). 
Außerdem berücksichtigen Dodson/Muller in ihrem Modell Wiederholungskäufe, v*, 
und die Möglichkeit w, dass sich ein Adoptor für ein Konkurrenzprodukt entscheidet. 
 




Abbildung B-12 Schematische Darstellung des Dodson/Muller-Modells (1978). 
 
Mathematisch hat das Dodson/Muller-Modell (1978) folgende Form: 
 
(B-47)  
( ) ( ) ( )( )( ) ( )( )
( ) ( ) ( )( )( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
dx t x t q m x t p d m x t
dy t x t q m x t p v d y t wz t
dz t vy t d w z t
= − − + + −




wobei m die Anzahl von Konsumenten auf dem Markt ist und p, q, d, v, v*, w Koeffi-
zienten sind. Der Gesamtabsatz pro Zeitperiode s(t) besteht aus Erstkäufen vy(t) und 
Wiederholungskäufen v* z(t): 
 
(B-48)   ( ) ( ) ( )*S t vy t v z t= + . 
 
Wie aus den Gleichungen (B-47) folgt, verbreiten sich die Informationen im Dodson/ 
Muller-Modell (1978) nach einem Muster, welches im Einklang mit dem Bass-Mo-
dell (1969) steht. 
Auf dem gleichen Prinzip basiert auch das Kalish-Modell (1985). Die Informations-
quellen in der Awareness-Phase sind hier Werbung, sowie potentielle und gegenwär-
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tige Neuproduktverbraucher. Die Zunahme der informierten Nicht-Adoptoren wird 
von Kalish anhand der folgenden Gleichung modelliert: 
 
(B-49)  ( ) ( ) ( ) ( ) ( )
0 0
1 '
Y t Y t
dI t I f A q I q
m m
⎛ ⎞⎛ ⎞
= − + − +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
, 
 
wobei m0 die relevante Bevölkerungsanzahl ist. I(t) ist der Anteil informierter Nicht-
Adoptoren im Zeitpunkt t und Y(t) die Anzahl der Adoptoren. Die Funktion f(A) bil-
det den Werbeeffekt ab. Der Effekt interpersoneller Kommunikation zwischen nicht 
informierten und informierten Nicht-Adoptoren ist q, q’ ist der Effekt von interperso-
neller Kommunikation zwischen nicht informierten Konsumenten und Adoptoren. 
In diesem Modell werden alle Konsumenten mit der gleichen Wahrscheinlichkeit in-
formiert. Sie werden in der ersten Stufe der Modellierung als homogen betrachtet. 
In der zweiten Stufe des Kalish-Modells (1985) werden die Konsumenten, im Ge-
gensatz zum Dodson/Muller-Modell (1978) als heterogen behandelt. Die Übernah-
mewahrscheinlichkeit hängt nun von der individuellen Einstellung jedes Adoptors 
gegenüber dem Neuprodukt ab. Diese individuellen Einstellungen werden durch 
Zahlungsbereitschaften im Modell abgebildet. Ist die Zahlungsbereitschaft eines 
Konsumenten größer als der Produktpreis, übernimmt der Konsument das Neupro-
dukt. Dabei ist die Größe des wahrgenommenen Preises u.a. durch Unsicherheiten 
bedingt, welche ein Konsument bzgl. einer Innovation empfindet. Kalish (1985) 
nimmt an, dass der Grad der Unsicherheit von der Anzahl der tatsächlichen Adopto-
ren abhängt: Je größer die Adoptorenanzahl ist, desto kleiner wird die Unsicherheit. 
Dies wird im Kalish-Modell (1985) durch eine geänderte Wahrnehmung des Preises 
P abgebildet: 
 
(B-50)   ( )( )0P P/ ,w w Y t m= . 
 
Der Unsicherheitsgrad w variiert zwischen 0 und 1. Dabei steht w=0 für Produkte, 
bei denen sich der Konsument absolut unsicher ist. Im Gegensatz dazu ist sich bei 
w=1 der Konsument absolut sicher. 
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Der Anteil der zahlungsbereiten Konsumenten m(P,Y(t)) ergibt sich aus dem Integral 
über alle Konsumenten, deren Zahlungsbereitschaft z über ihrer geänderten Preis-
wahrnehmung liegt: 
 





w w Y t m
m Y t m F z dz
∞
=
= ∫ , 
 
wobei F(z) die Wahrscheinlichkeitsdichte ist, welche die Heterogenität der Zahlungs-
bereitschaft in der Bevölkerung abbildet. 
 
 
Abbildung B-13 Beispiel: Anteil der zahlungsbereiten Konsumenten als eine Funk-
tion von der Adoptorenanzahl, die Zahlungsbereitschaften sind im 
Intervall [0, 20] gleichverteilt, der Produktpreis beträgt 5, der 
Unsicherheitsgrad w=(1+e-0.05Y(t))-1. 
 
Mit steigender Anzahl der Adoptoren reduziert sich im Kalish-Modell (1985) die Un-
sicherheit und dadurch steigt die Anzahl der zahlungsbereiten Konsumenten. Ein 
Beispiel für dieses Verhalten ist in Abbildung B-13 dargestellt. 
Das Gesamtmodell von Kalish (1985) hat folgende Form: 
 
(B-52)  
( ) ( )( ) ( ) ( )( )

























wobei k eine Verzögerungskonstante ist, die das Zeitintervall zwischen Kaufent-
scheidung und dem tatsächlichen Kauf abbildet. Das Kalish-Modell (1985) wurde 
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gegen andere Modelle empirisch getestet und zeigte gute Anpassungsfähigkeit. Das 
Modell wird im Kapitel D erneut empirisch überprüft und mit anderen Innovations-
diffusionsmodellen verglichen. 
Das Weerahandi/Dalal-Modell (1992) besitzt wie das Dodson/Muller-Modell (1978) 
und das Kalish-Modell (1985) eine zweistufige Struktur. Im Weerahandi/Dalal-Mo-
dell (1992) kann ein Konsument eine Innovation erst erwerben, wenn er eine Er-
werbsgelegenheit hat. Erst dann entscheidet er, ob er das Produkt erwirbt oder nicht. 
Die Wahrscheinlichkeit für die Erwerbsgelegenheit wird durch interpersonelle Kom-
munikation und durch Verkaufsförderungsmaßnahmen beeinflusst. Die Kaufwahr-
scheinlichkeit eines Konsumenten hängt laut Weerahandi/Dalal (1992) von indivi-




Abbildung B-14 Schematische Darstellung des Weerahandi/Dalal-Modells (1992). 
 
Mathematisch hat das Weerahandi/Dalal-Modell (1992) folgende Form: 
 
(B-53)   ( ) ( ) ( )( )1
1 i i iXi
dY t p A qY t
eλ µ π+
⎛ ⎞= +⎜ ⎟+⎝ ⎠
∑ , 
 
wobei dY(t) die Anzahl der Kaufentscheidungen in t ist. Xi und πi sind die Vektoren 
der demographischen Eigenschaften und der Wahrnehmung von Marketing-Mix-Va-
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riablen des Konsumenten i. Weerahandi/Dalal (1992) testeten ihr Modell erfolgreich 
mit Absatzdaten von Faxgeräten. 
Die in diesem Abschnitt dargelegten Modelle sind alle zweistufigen Diffusionsmo-
delle. Dabei ist die erste Stufe die Awareness und die zweite Stufe ist die Adoptions-
entscheidungsstufe. Dodson/Muller (1978) modellieren dabei den gesamten Prozess 
auf der aggregierten Ebene. In ihrem Modell berücksichtigen sie nur Werbung als 
Marketing-Mix-Variable. Im Gegensatz dazu berücksichtigen Kalish (1985) sowie 
Weerahandi/Dalal (1992) in ihren Modellen sowohl Preis und Werbung als auch die 
individuelle Ebene. Dabei begründet Kalish (1985) eine Kaufentscheidung mit der 
individuellen Zahlungsbereitschaft. Die Zahlungsbereitschaft kann jedoch nur auf-
wändig ermittelt werden, z.B. mit Experimenten. Weerahandi/Dalal (1992) modellie-
ren die Kaufwahrscheinlichkeit eines Konsumenten mit demographischen Variablen 
sowie Marketing-Mix-Variablen, die sich leichter erheben lassen. Oft ist jedoch der 
kausale Zusammenhang zwischen demographischen Variablen und der Kaufentschei-
dung nicht eindeutig. So kauft z.B. nicht jeder 25-jährige männliche Student mit der 
gleichen Wahrscheinlichkeit ein Faxgerät. 
Einer der gemeinsamen Nachteile dieser Modelle ist, dass sie die Innovationsdiffu-
sion eines Produkts abbilden, ohne dabei die Interaktionseffekte mit Wettbewerbs-
produkten zu berücksichtigen. Ein weiterer Nachteil mehrstufiger Innovationsdiffu-
sionsmodelle besteht darin, dass diese Modelle sehr detaillierte Daten über Konsu-
menten erfordern: So muss nach Möglichkeit exakt bekannt sein, welche Anteile der 
Bevölkerung zu den informierten Nicht-Adoptoren bzw. Adoptoren gehören. Es gibt 
nur wenige Untersuchungen, bei welchen diese Informationen vorhanden sind (z.B. 
Mahajan et al. 1984; Urban et al. 1990). Es ist äußert schwer, solche Daten außerhalb 




Innovationsdiffusionsforschung und -modelle 
 
61
II.8. Modelle auf individueller Ebene für den Mehrproduktmarkt 
Annahmen: 
- Mehrere Produkte bzw. Generationen auf dem Markt, 
- Erst- und Wiederholungskäufe, 
- Konsumentenentscheidungsprozess berücksichtigt, 
- einstufiger Adoptionsprozess, 
- Konsumenten sind heterogen,  
- Marketing-Mix-Variablen berücksichtigt, 
- stochastische Modellierung. 
 
Wenn mehrere Wettbewerbsprodukte auf einem Markt etabliert sind, steht jeder po-
tentielle Konsument vor einer Wahlentscheidung. Diese Entscheidung wird durch 
ihre Komplexität geprägt, die durch die Anzahl der Produktalternativen, Produktei-
genschaften, durch den Produktneuheitsgrad und damit verbundene Unsicherheiten 
sowie durch Konsumentenpräferenzen bedingt ist. Für welches Produkt sich die Kon-
sumenten entscheiden, kann auf aggregierter Ebene oder auf individueller Ebene ab-
gebildet werden. Die aggregierten Modelle für den Mehrproduktmarkt wurden be-
reits in Abschnitt B.II.4. dargestellt. 
 
 
Abbildung B-15 Einfluss einer Neuprodukteinführung auf die Marktanteilsverteilung. 
 
Eines der ersten Innovationsdiffusionsmodelle auf individueller Ebene für den Mehr-
produktmarkt wurde von Feder/O’Mara (1982) vorgeschlagen: Sie betrachten zuerst 
die individuelle Kaufentscheidung zwischen einer alten und einer neuen Technolo-
gie. Dabei übernimmt ein Konsument die Technologie, welche einen größeren Nut-
zen für ihn hat. Feder/O’Mara (1982) nehmen in ihrem Modell an, dass der Nutzen 
einer alten Technologie jedem Konsumenten bekannt ist. Über den Nutzen der neuen 
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Technologie hat jeder Konsument jedoch nur eine unsichere Erwartung. Diese muss 
aber nicht dem tatsächlichen Nutzen entsprechen. Nachdem einige Konsumenten die 
Innovation übernommen haben, informieren sie die restlichen Konsumenten über 
ihre Erfahrungen. Aufgrund dieser Erfahrungsberichte bewerten die Konsumenten 
erneut ihre Erwartung über die neue Technologie. Waren die Erfahrungen meistens 
positiv, so steigt der erwartete Nutzen der neuen Technologie. Bei meist negativen 
Erfahrungen dagegen sinkt der erwartete Nutzen. Aufgrund dieser Erwartungen wer-
den die individuellen Adoptionsentscheidungen getroffen. Im Feder/O’Mara-Modell 
(1982) sind nur die interpersonelle Kommunikation und der tatsächliche Nutzen 
einer Innovation die treibenden Kräften eines Innovationsdiffusionsprozesses. 
Das Feder/O’Mara-Modell ist sehr einfach und elegant. Dieser Aspekt gehört gleich-
zeitig zu den Vor- und Nachteilen des Modells. Durch die Einfachheit des Modells 
ist es leicht verständlich. Andererseits werden aber nicht alle für die Innovationsdif-
fusion relevanten Aspekte wie z.B. die Wirkung von Werbung oder Risikoaversion 
von Konsumenten berücksichtigt. Darüber hinaus wurde das Modell nach meinem 
Wissensstand noch nicht empirisch getestet. 
Hauser/Wisniewski (1982) modellieren die individuellen Wahlentscheidungen zwi-
schen neuen und alten Produkten in der Tradition des Luce-Modells und des Logit-
Modells von McFadden (1974, 1980). Das Konsumentenverhalten wird hier anhand 
der Semi-Markowschen Prozesse12 modelliert. Dabei werden u.a. Marketing-Mix-
Variablen berücksichtigt. Nach Hauser/Wisniewski (1982) kann sich ein Konsument 
in verschiedenen Zuständen befinden: Er kann nur über alte Produkte oder über alle 
Produkte auf dem Markt informiert sein (siehe Abbildung B-16). Die Wahrschein-
lichkeit dafür, dass ein Konsument in einem bestimmten Zustand ist, oder dass er von 
einem zu einem anderen Zustand wechselt, wird durch Konsumentenpräferenzen be-
dingt. Die Konsumentenpräferenzen werden durch Werbung, Preispolitik, Verkaufs-
förderungsmaßnahmen und Konsumenteneigenschaften beeinflusst. 
 
                                                 
12 Der Markow’sche Prozess ist durch die folgende Eigenschaft charakterisiert: Kennt man erst einmal 
die Gegenwart des Prozesses, dann lassen sich Prognosen über die Zukunft des Prozesses nicht durch 
zusätzliche Kenntnisse seiner Vergangenheit verbessern. Das nennt man auch Gedächtnislosigkeit des 
Prozesses. Die Zukunft eines semimarkowschen Prozesses hängt nur von seinem gegenwärtigen Zu-
stand und der Zeit, die seit der letzten Zustandsänderung vergangen ist, ab. 




Abbildung B-16 Beispiel eines Semimarkovschen Modells für einen vereinfachten 
Markt (Hauser/Wisniewski 1982). 
 
Durch die Berücksichtigung dieser Variablen kann das Modell von Hauser/Wisniew-
ski (1982) Marketingentscheidungen unterstützen. Da das Modell die Wahrschein-
lichkeit des Nichtkaufs vernachlässigt, zeigt es nur, wie sich die Marktanteile über 
die Zeit verhalten. Das absolute Marktwachstum, das z.B. durch die Innovationsein-
führung bzw. durch mögliche Änderungen der Präferenzen verursacht werden kann, 
wird nicht abgebildet. Dieser Aspekt ist ein wesentlicher Nachteil des Modells, denn 
die Einführung einer Innovation wird oft von einem Marktwachstum begleitet (Nor-
ton/Bass 1987). 
Das Roberts/Urban-Modell (1988) ist eines der bekanntesten Innovationsdiffusions-
modelle auf individueller Ebene. In diesem Modell werden etablierte Konstrukte aus 
der Nutzentheorie (z.B. Lancaster 1966, Fishbein 1967, Keeney/Raiffa 1976), Baye-
sianischer Entscheidungsanalyse (z.B. DeGroot 1970) und der Theorie der diskreten 
Wahl (z.B. Domencich/McFadden 1975) angewendet. 
Gemäß dem Roberts/Urban-Modell (1988) maximiert jeder Konsument seinen Pro-
duktnutzen. Daher kauft er das Produkt mit dem für ihn größten Nutzen uit. Dabei be-
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rücksichtigt er auch die Unsicherheiten σ²it, deren Wahrnehmung von der Risikoein-
stellung α des Konsumenten abhängt: 
 
(B-54)   2
2it it it
u αµ σ= − , 
 
wobei it ikt iktbµ π= ∑ . πikt ist die Eigenschaftsausprägung des Produkts und bikt ist die 
Wichtigkeit dieser Eigenschaft.  
Die Wahrscheinlichkeit Prit, dass ein Konsument Produkt i im Zeitpunkt t kauft, wird 
mit dem Logit-Modell abgebildet: 
 



















Weiter nehmen Roberts/Urban (1988) an, dass sich der Nutzen µit und die Wahrneh-
mung von Unsicherheiten eines Produktes σ²it mit der Zeit ändern. Diese Änderungen 
werden vorwiegend durch die interpersonelle Kommunikation bewirkt und werden 
im Roberts/Urban-Modell (1988) mit der Bayesianischen Aktualisierung abgebildet: 
 
(B-56)   
2 2 2 2
2
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wobei Yt die Anzahl von Produktkäufern, τ die Stärke des Anfangsglaubens über die 
Produkteigenschaften, µ’i der vermittelte Produktnutzen und σ’²i die Varianz des ver-
mittelten Produktnutzens ist. 
Da das Modell auf individuellen Daten basiert, ist es möglich, eine Prognose vor der 
Einführung eines Produkts abzugeben. Das Modell wurde an Diffusionsdaten der 
Automobilindustrie getestet und zeigte eine gute Anpassung. Da das Roberts/Urban-
Modell (1988) genauso wie das Hauser/Wisniewski-Modell (1982) nur die Kauf-
wahrscheinlichkeiten und somit nur die Marktanteile und keine absoluten Verkäufe 
prognostiziert, ist es nur für nicht wachsende Märkte geeignet. Ein weiterer Nachteil 
des Roberts/Urban-Modells (1988) ist seine komplexe Form, die die praktische An-
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wendung des Modells erschwert. Werden die Gleichungen (B-55) und (B-56) zusam-
mengeführt, ergibt sich ein sehr komplexes Innovationsdiffusionsmodell. 
Kim et al. (2005) gehen in ihrem Modell davon aus, dass neuere Produkte bessere 
Eigenschaften haben. Diese Produktverbesserungen beeinflussen gleichzeitig sowohl 
die Wahlwahrscheinlichkeiten von auf dem Markt vorhandenen Produkten als auch 
das Gesamtmarktpotential. Dadurch können Kim et al. (2005) nicht nur relative 
Marktanteile, sondern auch absolute Absatzmengen vorhersagen. Kim et al. (2005) 
passen ihr Modell vor allem an Absatzprognosen in der Halbleiterindustrie an. Des-
wegen basieren die Prognosen bzgl. Produkteigenschaftsausprägungen, Preis und 
Marktpotential auf dem Moorschen Gesetz, laut dem sich die Speicherdichte alle 18 
– 24 Monate verdoppelt. Empirische Tests dieses Modells wurden mit den Absatz-
daten von Computerarbeitsspeichern (DRAM) durchgeführt. Dabei wurden gute Er-
gebnisse erzielt. Obwohl das Modell von Kim et al. (2005) das Problem der Prognose 
von absoluten Verkaufzahlen beseitigt, ist es nur auf eine bestimmte Branche (Halb-
leiterindustrie) anwendbar, da nur auf diesem Markt das Moorsche Gesetz gilt. Für 
andere Branchen muss ein neues theoretisches Konstrukt ausgearbeitet werden. 
 
 
Abbildung B-17 Einfluss von Neuprodukteinführungen auf die Marktanteilsverteilung 
und die Größe des Marktpotentials. 
 
In diesem Abschnitt wurden individuelle Innovationsdiffusionsmodelle für Mehrpro-
duktmärkte dargestellt. Bei der Beschreibung von Neuproduktinnovationen berück-
sichtigen diese Modelle den Einfluss von verschiedenen Variablen wie Marketing-
Mix, interpersoneller Kommunikation, etc. auf die individuelle Entscheidung eines 
Konsumenten. Sie ermöglichen damit eine frühe Prognose von Absatzmengen (Ro-
berts/Lattin 2000). Einer der Nachteile dieser Modelle besteht in ihrer meist komple-
xen Modellform (z.B. Roberts/Urban 1988). Darüber hinaus erfordern diese Modelle 
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Konsumentendaten, die meistens nur durch aufwändige Befragungen und Experi-
mente erhoben werden können. Außerdem zeigen die Modelle oft nicht, wie sich die 
Marktgröße durch eine Neuprodukteinführung ändert. Eine Lösung für das Problem 
wäre, das Marktwachstum getrennt zu modellieren, wie es z.B. Kim et al. (2005) ge-
tan haben. Eine zweite Möglichkeit wäre, nicht nur Kaufwahrscheinlichkeiten (wie 
es die meisten Modelle durchführen), sondern auch die Nichtkaufwahrscheinlichkei-
ten zu modellieren. In diesem Fall können sich nicht nur die Marktanteile der Pro-
dukte, sondern auch die absoluten Absätze und damit das Marktvolumen, ändern 
(siehe Abbildung B-17). 
III. Zusammenfassung und weitere Forschung 
In diesem Kapitel wurden verschiedene Innovationsdiffusionsmodelle vorgestellt, die 
es ermöglichen, die Risiken der Markteinführung einer Innovation abzuschätzen und 
eine Hilfestellung bei weiterführenden Marketingentscheidungen zu geben. Ein sol-
ches Werkzeug wird von vielen Managern aus unterschiedlichen Branchen benötigt. 
Aus diesem Grund ist die Innovationsdiffusion ein Gebiet intensiver Forschung. 
In der Marketingliteratur sind zahlreiche Modellierungsansätze und -varianten für die 
Innovationsdiffusion zu finden. In Abschnitt B.II. wurde eine neue Klassifizierung 
erarbeitet, die es ermöglicht, die große Anzahl an Modellen einzuteilen und zu struk-
turieren. Die Klassifizierung erfolgte dabei vor allem aufgrund der Annahmen, die in 
diesen Modellen getroffen werden (siehe Tabelle B-4). In den Abschnitten B.II.1. – 
B.II.8. wurden die acht Modellklassen, die besonders stark in der Literatur vertreten 
sind (siehe Tabelle B-5), ausführlich beschrieben und diskutiert. Für jede Modell-
klasse wurden dabei ein oder mehrere Beispielmodelle aufgezeigt. In Tabelle B-7 
sind die in diesem Kapitel behandelten Modellklassen mit ihren Vor- und Nachteilen, 
sowie ihrem Anwendungszweck und ihren Anforderungen an Daten zusammenfas-
send dargestellt.  
Jede Modellklasse hat Vor- und Nachteile, so dass es keine ideale Klasse für alle An-
wendungen gibt. Vielmehr muss jeder Marketingforscher zuerst genau analysieren, 
welches Ziel die Modellierung hat und mit welchen Mitteln sie erfolgen soll. Dabei 
müssen folgende Fragen berücksichtigt werden: 
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- Welche Daten bzw. welches Budget zur Datenerhebung stehen zur Verfü-
gung? 
- Für welche Anwendungszwecke soll das Modell eingesetzt werden? 
Nach der Beantwortung dieser Fragen kann in Tabelle B-7 die geeignete Modell-
klasse ausgewählt und im entsprechenden Abschnitt dieses Kapitels das passende 
Modell gefunden werden. Durch die in diesem Kapitel erarbeitete Übersicht der ver-
schiedenen Innovationsdiffusionsmodelle ist es also leichter als bisher möglich, aus 
der großen Auswahl an Modellen ein geeignetes zu identifizieren. 
Bei der Diskussion der einzelnen Modelle der verschiedenen Klassen wird deutlich, 
dass es trotz der mittlerweile jahrzehntelangen Forschung auf dem Gebiet der Inno-
vationsdiffusion eine Reihe von offenen Fragen gibt, die noch nicht hinreichend ge-
klärt sind und weitere Forschung erfordern: 
- Der Zusammenhang zwischen Marketing-Mix-Variablen und der Adoptions-
rate ist noch nicht eindeutig geklärt (Bottomley/Fildes 1998). Der Einfluss 
der Preis- und Werbepolitik auf das Konsumentenverhalten und demzufolge 
auf aggregierte Absätze muss hierfür noch weiter untersucht werden (für eine 
detaillierte Übersicht siehe Abschnitt B.II.5.). Es gibt keine aggregierten An-
sätze, die den Einfluss einer Qualitätsänderung einer Innovation darstellen. 
- Aggregierte Innovationsdiffusionsmodelle für den Mehrproduktmarkt, die 
Marketing-Mix-Variablen berücksichtigen, sind noch sehr schwach vertreten. 
- Die Innovationsdiffusionsmodelle auf der individuellen Ebene haben noch 
eine sehr komplexe Struktur, die eine praktische Anwendung erschwert. Die-
se Modelle setzen Kenntnisse von individuellen Konsumentencharakteristika 
voraus. Dies stellt nach wie vor eine große Herausforderung für Marketing-
forscher dar (Roberts/Lattin 2000). 
- Bisherige Schätzmethoden für aggregierte Innovationsdiffusionsmodelle füh-
ren am Anfang der Innovationsdiffusion zu verzerrten Modellparametern. 
Eine frühe und zuverlässige Prognose ist somit nicht möglich (van den 
Bulte/Lilien 1997). Es müssen daher neue, verbesserte statistische Schätzme-
thoden verwendet oder entwickelt werden. 
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- Trotz der jahrzehntenlangen Forschung gibt es immer noch keine ausreichen-
de Anzahl von Meta-Studien über Innovationsdiffusionsmodelle. Dies er-
schwert einem Marketingmanager eine Entscheidung darüber, welches der 
Modelle anzuwenden ist. 
 
 







Einfache und überschaubare Form 
der Modelle; 
Unkomplizierte Schätzverfahren. 
Instabile Parameterschätzungen, wenn 
nicht genügend Absatzdaten vorhanden, 
somit keine frühere Prognose möglich; 
Vernachlässigung der Einflüsse von 
Marketing-Mix-Variablen und Wettbe-
werbsprodukten. 
Absatzdaten vom Neuprodukt. Absatzprognose nach der 
Neuprodukteinführung; 
Bewertung des Markt-










Die Modellierung von Schwankungen 
ist oft theoretisch nicht begründet; 
Vernachlässigung der Einflüsse von 
Marketing-Mix-Variablen und Wettbe-
werbsprodukten. 
Absatzdaten vom Neuprodukt. Absatzprognose nach der 
Neuprodukteinführung; 
Bewertung des Markt-










Relativ einfache Modellstruktur. 
Vernachlässigung von Marketing-Mix 
Variablen und Interaktionseffekten 
zwischen Wettbewerbsprodukten 
Daten zu einer Innovationslebensdauer 
nicht immer verfügbar; 
Verteilungsannahme bzgl. der 
Produktlebensdauer oft erforderlich. 




Absatzprognose nach der 
Neuprodukteinführung; 
Bewertung des Markt-










Oft nicht nachvollziehbare Effekte, die 
durch die Modellform verursacht 
werden; 
Vernachlässigung der Einflüsse von 
Marketing-Mix-Variablen; 
Nicht genügend empirische Evidenz. 
Absatzdaten vom Neuprodukt 
Absatzdaten von Produktalter-
nativen. 
Absatzprognose nach der 
Neuprodukteinführung; 
Bewertung des Markt-
wertes eines Businesses; 










Relativ einfache Modelle. 






Absatzdaten vom Neuprodukt; 
Daten zum Produktpreis und 
Werbeausgaben. 
Absatzprognose nach der 
Neuprodukteinführung; 
Festlegung der optimalen 
Werbepolitik; 
Festlegung der optimalen 
Preisstrategie; 
Bewertung des Markt-
wertes eines Businesses 
 
 
Modellklasse Vorteile Nachteile Anforderungen an Daten Anwendungszwecke 
Modelle auf indivi-
dueller Ebene für 
den Monopolmarkt 
(Abschnitt B.II.6.) 
Prognose vor der 
Innovationseinführung; 
Realitätsnähere Abbildung von 
Konsumentenverhalten 
Eine deutlichere Beziehung 
zwischen Marketing-Mix-Variablen 
und Adoptionswahrscheinlichkeit; 






Sehr komplizierte Modellformen;  
Teuere Experimente und Befragungen 
für Datenerhebung oft notwendig. 





Absatzdaten vom Neuprodukt, 
wenn die Prognose nach der 
Produkteinführung erfolgt. 
Absatzprognose nach der 
Neuprodukteinführung; 
Festlegung der optimalen 
Werbepolitik; 
Festlegung der optimalen 
Preisstrategie; 
Bewertung des Markt-





Realitätsnähere Abbildung von 
Konsumentenverhalten 
Oft Berücksichtigung von Werbung 
als erklärende Variable. 





Absatzdaten der Innovation; 
Daten über Informationsstand 
der Konsumenten 
Oft Daten zu individuellen 
Charakteristika der 
Konsumenten. 
Absatzprognose nach der 
Neuprodukteinführung 
Festlegung der optimlen 
Werbepolitik 
Bewertung des Markt-
wertes eines Businesses 
Innovationsdiffu-
sionsmodelle auf in-




Realitätsnähere Abbildung von 
Konsumentenverhalten 






Verwendung für Segmentierungs- 
und Positionierungszwecke. 
Sehr komplizierte Modellformen; 
Teuere Experimente und Befragungen 
für Datenerhebung oft notwendig; 
Oft für schnell wachsende Märkte nicht 
anwendbar. 
Daten zu individuellen 
Charakteristika und 
Einstellungen der 
Konsumenten zum Neuprodukt 
Daten zu individuellen Cha-
rakteristika und Einstellungen 
zu Wettbewerbprodukten 
Absatzdaten vom neuen Pro-
dukt, wenn die Prognose nach 
der Produkteinführung erfolgt. 
Absatzprognose nach der 
Neuprodukteinführung; 
Festlegung der optimalen 
Werbepolitik; 
Festlegung der optimalen 
Preisstrategie; 
Bewertung des Markt-
wertes eines Businesses; 
Bewertung von Schaden 
der Patentverletzung. 
Tabelle B-7 Modellklassen: Vor- und Nachteile, Datenanforderungen und Anwendungszwecke. 
 




In Kapitel B wurden acht Klassen von Innovationsdiffusionsmodellen vorgestellt. 
Ein entscheidender Unterschied zwischen diesen Klassen ist die Ebene, auf der die 
Innovationsdiffusion modelliert wird. Wenn die individuelle Ebene vernachlässigt 
wird, haben die Innovationsdiffusionsmodelle meist eine sehr einfache Form und 
sind dadurch leicht anwendbar. Die meisten dieser Modelle leiden aber unter einer 
fehlenden theoretischen Motivation für ihre mathematische Formulierung. Bei Mo-
dellen auf der individuellen Ebene kann dagegen die Heterogenität der Konsumenten 
und der individuelle Entscheidungsprozess berücksichtigt werden. Dadurch ist es 
möglich, den Einfluss von z.B. Marketing-Mix-Variablen theoretisch motiviert abzu-
bilden. Die Innovationsdiffusionsmodelle auf individueller Ebene besitzen aber oft 
eine sehr komplizierte mathematische Form. Darüber hinaus sind die Datenanforde-
rungen und deren Erhebung für diese Modelle vergleichsweise anspruchsvoll. Dies 
macht die Innovationsdiffusionsmodelle auf der individuellen Ebene in der prakti-
schen Verwendung nur schwer handhabbar. Der Innovationsdiffusionsforscher muss 
sich also oft zwischen einem aggregierten einfach zu handhabaren Modell, oder 
einem komplizierten Modell, das viele Faktoren berücksichtigt, entscheiden. 
Im Rahmen dieses Kapitels wird ein neues Innovationsdiffusionsmodell: das Infor-
mation-Evaluation-Decision-Modell (IED-Modell) vorgestellt, welches darauf zielt, 
den Widerspruch zwischen diesen beiden Ansätzen der Innovationsdiffusionsmodel-
lierung zu beseitigen. 
Das IED-Modell hat eine Hybridform, welche die Vorteile der beiden Ansätzen mit-
einander verknüpft: Einerseits wird die individuelle Ebene berücksichtigt, anderer-
seits hat das Modell eine aggregierte Form. Die Struktur des IED-Modells stützt sich 
auf Ideen anderer bekannter Innovationsdiffusionsansätze, wie z.B. von Bass (1969), 
Dodson/Muller (1978), Kalish (1985), Lattin/Roberts (1988) oder Junk/Park (1999). 
Gemäß der in Kapitel B erarbeiteten Systematik liegen dem IED-Modell folgende 
zentrale Annahmen zugrunde: 
- Das Neuprodukt verbreitet sich am Mehrproduktmarkt. 




- Der Konsumentenentscheidungsprozess beinhaltet zwei Stufen: Awareness und 
Bewertung. Somit ist das IED-Modell ein zweistufiges Innovationsdiffusionsmo-
dell. 
- Die Marketing-Mix-Variablen beeinflussen den Innovationsdiffusionsprozess. 
- Das IED-Modell ist deterministisch. Die prognostizierten Absätze sind feste Zah-
len. 
Die individuelle Ebene des IED-Modells stützt sich auf die zwei folgenden Annah-
men: 
- Die Konsumenten sind bezüglich ihrer Zahlungsbereitschaften für verschiedene 
Produkte heterogen. 
- Bei der Kaufentscheidung maximiert jeder Konsument seinen Nutzen. 
Obwohl die individuelle Ebene durch diese zwei Annahmen berücktsichtigt wird, ist 
das Ergebnis des IED-Modells eine aggregierte Kaufwahrscheinlichkeit für die Ge-
samtheit aller Konsumenten. Dies entspricht einer Kaufwahrscheinlichkeit, die einem 
zufälligen Konsumenten zugewiesen werden kann. Aus dieser aggregierten Kauf-
wahrscheinlichkeit kann dann eine Absatzprognose für den gesamten Markt erfolgen, 
wobei auch Konkurrenzprodukte berücksichtigt werden können. 
Durch die Betrachtung der individuellen Ebene hat das IED-Modell gegenüber den 
traditionellen aggregierten Modellen viele Vorteile. Es können Phänomene des Kon-
sumentenverhaltens wie Zahlungsbereitschaft, Nutzenmaximierung oder Änderung 
der individuellen Zahlungsbereitschaft durch neue Informationen berücksichtigt wer-
den. Dadurch ist z.B. der Einfluss des Produktpreises über die Theorie des Konsu-
mentenverhaltens abgesichert. Dies ist bei den meisten aggregierten Innovations-
diffusionsmodellen nicht der Fall. 
Da aus den Parametern der individuellen Ebene im IED-Modell eine aggregierte 
Kaufwahrscheinlichkeit modelliert wird, können diese Parameter sowohl experimen-
tell, als auch durch statistische Schätzverfahren ermittelt werden. Durch das Experi-
ment kann das IED-Modell z.B. bereits vor der Produkteinführung für eine Markt-
prognose eingesetzt werden. Durch die Anwendung von statistischen Schätzverfah-




diesem Fall ist es für eine Prognose mit dem IED-Modell ausreichend, Daten über 
den Absatz, die Werbung und den Preis zu erheben. Viele Innovationsdiffusionsmo-
delle auf der individuellen Ebene erfordern deutlich detailliertere Daten. 
Durch die Hybridstruktur des IED-Modells kann also erstmals der Marketingmana-
ger entscheiden, welche Art der Datenerhebung er durchführen will, ohne sich da-
durch bereits auf ein Modell festzulegen. 
Der wissenschaftliche Beitrag des IED-Modells besteht vor allem in seiner neuarti-
gen Modellstruktur. Dabei stützt sich der Ansatz des IED-Modells auf die in der In-
novationsdiffusionsmodellierung verbreiteten und akzeptieren Annahmen, wie z.B. 
Konsumentenheterogenität bzgl. der Zahlungsbereitschaften wie im Kalish-Modell 
(1985) oder zweistufiger Konsumentenentscheidungsprozess, wie im Dodson/Mul-
ler-Modell (1978). Die Grundstruktur des IED-Modells ist jedoch sehr allgemein und 
beinhaltet keine expliziten Annahmen über die Verteilungsform der Zahlungsbereit-
schaften der Konsumenten, Anzahl und Typ der Wettbewerbsprodukte sowie die 
analytische Funktion der Informationswirkung. Eine derartig verallgemeinerte Struk-
tur eines Innovationsdiffusionsmodells ist erstmalig in der Innovationsdiffusionsfor-
schung. Erst wenn genaue Angaben über diese Annahmen vorliegen, erhält das IED-
Modell seine explizite Form. Beim theoretischen Vergleich mit bestehenden Innova-
tionsdiffusionsmodellen (siehe Abschnitt B.V) zeigt sich die allgemeine Gültigkeit 
des IED-Modells: Unter den entsprechenden Annahmen nimmt das IED-Modell eine 
gleiche oder ähnliche Form wie bekannte Innovationsdiffusionsmodelle, wie z.B. das 
Bass-Modell (1969), das Robinson/Lakhani-Modell (1975), das Kalish-Modell 
(1985) oder das Jun/Park-Modell (1999) an. 
Das IED-Modell ist somit das erste verallgemeinerte Innovationsdiffusionsmodell, 
welches sich an verschiedene Marktsituationen (Ein- und Mehrproduktmarkt) bzw. 
an verschiedene Produkttypen (nur mit Erstkäufen bzw. mit Wiederholungskäufen) 
anpassen lässt. Daraus folgt eine sehr große Flexibilität des Modells in Bezug auf die 
Rahmenbedingungen, unter denen die Innovationsdiffusion modelliert wird. Der 
Marktforscher kann die Modellkomplexität selbst beeinflussen, indem er bestimmte 
Annahmen, z.B. über das Vorhandensein von Wettbewerbsprodukten, bewusst ein- 




dadurch die explizite Form der Modellannahmen auswählen, z.B. die Form der Ver-
teilung der Zahlungsbereitschaften oder die Art des Einflusses der interpersonellen 
Kommunikation. Damit erhält der Marketingmanager oder -forscher einen großen 
Entscheidungsspielraum über die Verwendung des IED-Modells 
Mit dem IED-Modell können also verschiedene Situationen mit dem gleichen Modell 
untersucht werden, ohne für jede Marktsituation einen neuen Modellierungsansatz 
suchen zu müssen. Daher sind Unterschiede, die durch verschiedene Modellansätze 
entstehen, ausgeschlossen. Mit dem IED-Modell ist es somit erstmals möglich, ver-
schiedene Situationen zu vergleichen. 
In diesem Kapitel werden die theoretischen Grundlagen des IED-Modells vorgestellt. 
Zuerst werden die im IED-Modell verwendete Notation und mathematische Konven-
tionen erklärt. Danach wird auf die Grundstruktur des IED-Modells eingegangen. Im 
vierten Abschnitt werden die möglichen expliziten Annahmen des IED-Modells 
diskutiert und kritisch analysiert. Die Auswirkung dieser Annahmen auf die Gesamt-
form des IED-Modells wird im Abschnitt „Zusammenfassung“ gezeigt. Darüber hin-
aus wird in diesem Abschnitt ein theoretischer Vergleich des IED-Modells mit aus-
gewählten Innovationsdiffusionsmodellen durchgeführt. 
II. Notation und mathematische Konventionen 
Um einen einfacheren Zugang zu den in den folgenden Abschnitten gemachten Aus-
führungen, insbesondere der Entwicklung des IED-Modells, zu ermöglichen, widmet 
sich dieser Abschnitt zunächst der Definition und Erklärung notwendiger mathemati-
scher Formalia und Symbolik. 
Im Allgemeinen wird ein n − dimensionaler Wahrscheinlichkeitsraum [Ωn, Fn, Pn] 
betrachtet, wobei Ωn die Ereignismenge (z.B. Zahlungsbereitschaften, Nettonutzen 
für Produkte), Fn die zugehörige Ereignisalgebra und Pn die auf Fn definierte Klasse 
n-dimensionaler Wahrscheinlichkeitsmaße symbolisiert. Zufallsvektoren ξ1n:Ω→Rn 
identifizieren die Nutzen und Zahlungsbereitschaften in Form monetärer Beträge, de-




keitsverteilung geben, z.B. über Zahlungsbereitschaften und Nettonutzen innerhalb 
einer Population für n Produkte.  
Für den überschaubareren Umgang mit Mehrfachintegralen, werden Elemente Xi 
(i=1, … , n) des Wertebereichs von Zufallsvektoren in einer bestimmten Reihenfolge 
indiziert: Xi=(xi, x1,…xi-1, xi+1,…xn). Die Indexmenge I={1,…n} identifiziert dabei 
Produkte, die Indexmenge J={1,…m} Konsumenten (z.B. symbolisiert zij die Zah-
lungsbereitschaft von Konsument j für Produkt i, mit j∈J). Sind bei verbalen Argu-
mentationen Elemente x des Definitionsbereiches X einer mathematischen Abbildung 
f:X→Y bedeutend, dann wird die symbolische Schreibweise ( )f x  anstelle von f ver-
wendet. In späteren Abschnitten werden Differentialgleichungen erster Ordnung für 
Funktionen x:T→R, T⊆R, betrachtet. Dabei symbolisiert ( )dx t , für t∈T, die erste 
Ableitung der Abbildung x. 
III. Grundstruktur des IED-Modells 
In diesem Abschnitt wird zunächst die Grundstruktur des IED-Modells skizziert. Die 
einzelnen Modellierungsschritte und die dabei gemachten Annahmen werden dann 
im folgenden Abschnitt C.IV. behandelt. 
Im IED-Modell wird ein Konsument ein Produkt nur dann kaufen, wenn seine maxi-
male Zahlungsbereitschaft z größer als der Produktpreis P ist. Die Differenz zwi-
schen der maximalen Zahlungsbereitschaft und dem Preis wird als Nettonutzen u be-
zeichnet. Sind mehrere Produkte auf dem Markt vertreten, muss zusätzlich der Netto-
nutzen dieses Produktes größer als für alle anderen Produktalternativen sein. 
Sind die Zahlungsbereitschaften der Konsumenten heterogen, so müssen die Netto-
nutzen ebenfalls als heterogen betrachtet werden. Dies wird mittels einer Wahr-
scheinlichkeitsdichte h(u) über dem Nettonutzen modelliert. Diese Wahrscheinlich-
keitsdichte gilt nicht für einen einzelnen Konsumenten, sondern für alle Konsumen-
ten, d.h. für den Gesamtmarkt. Der Anteil der Konsumenten, deren Nettonutzen posi-
tiv ist, wird im Weiteren als der Anteil der potentiellen Konsumenten bezeichnet. In 
Abbildung C-1 ist dieser Anteil als graue Fläche markiert. Aus dem Anteil der poten-





Abbildung C-1 Potentielle Konsumenten. 
 
Im IED-Modell kann ein Konsument eine Innovation erst dann übernehmen, wenn er 
über eine Erwerbsgelegenheit verfügt. Hierfür muss ein Konsument zum einen wis-
sen, dass das Produkt existiert, zum anderen muss der Konsument eine Möglichkeit 
haben, das Produkt in einer Verkaufsstätte zu kaufen. Der Anteil solcher Konsumen-
ten wird im Folgenden als Anteil der Konsumenten mit Produktwissen und physi-
scher Erwerbsgelegenheit bezeichnet. Mathematisch wird dieser Anteil wie folgt be-
rechnet: 
 
Anteil der Konsumenten     =     Anteil der Konsumenten  x  Anteil der Konsumenten  
mit Produktwissen und phy-      mit Produktwissen                mit physischer Erwerbs- 
sischer Erwerbsgelegenheit                                                     gelegenheit 
 
Es wird hier angenommen, dass die Wahrscheinlichkeiten, über ein Produkt infor-
miert zu sein und über seine physische Erwerbsgelegenheit zu verfügen, unabhän-
gig13 sind. Im IED-Modell werden jedoch die Konsumenten im Hinblick auf die 
Wahrscheinlichkeiten, über Produktwissen und physische Erwerbsgelegenheit zu 
verfügen, vereinfacht als homogen14 behandelt. 
                                                 
13 Im mathematischen Sinne heißen zwei (zufällige) Ereignisse A und B des Ereignisfeldes Ω einer 
Wahrscheinlichkeitsalgebra [Ω, P] (voneinander) unabhängig, wenn gilt: ( ) ( ) ( )P A B P A P B∩ = . 
14 Diese Annahme berücksichtigt weder die räumliche Komponente des Innovationdiffusionsprozes-
ses, noch die individuellen Eigenschaften des Konsumentens. Es existiert z.B. für jeden Konsumenten 
eine Schwellenentfernung, d.h. es gibt eine maximale Entfernung, die ein Konsument bereit ist, für 
den Produkterwerb zu überwinden. Wird eine Innovation bloß in einem Geschäft in Deutschland ver-
kauft, ist nicht jeder Konsument bereit, diese Entfernung zu überwinden. Die Größe dieser Schwellen-




Zusätzlich werden im IED-Modell die Wahrscheinlichkeiten, dass ein Konsument 
zum Anteil der potentiellen Konsumenten und zum Anteil der Konsumenten mit Pro-
duktwissen und physischer Erwerbsgelegenheit gehört, als unabhängig voneinander 
betrachtet. Diese Annahme weicht stark von der Realität ab: Beispielweise informiert 
sich ein technikbegeisterter Konsument mit entsprechend höherer Zahlungsbereit-
schaft im Gegensatz zu einem nicht technikbegeisterten Konsumenten öfter über te-
chnische Neuprodukte. Da die Berücksichtigung solcher Abhängigkeiten zu Verkom-
plizierung von Modellen und zu statistischen Problemen wie Multikollinearität führt, 
wird die Unabhängigkeitsannahme oft in Marketingmodellen getroffen (z.B. Dodson/ 
Muller 1978, Kalish 1985). Diese Annahme wird auf ihre Robustheit gegenüber ihre 
mögliche Verletzung im Abschnitt C.IV.3 getestet. Graphisch kann die Kaufwahr-
scheinlichkeit am Einproduktmarkt wie folgt dargestellt werden: 
 
 
Abbildung C-2 Bestimmung der Kaufwahrscheinlichkeit am Einproduktmarkt. 
 
In diesem Fall kann die mathematische Form des IED-Modells, z.B. für den 
Einproduktmarkt, wie folgt skizziert werden: 
Kaufwahrscheinlichkeit     =      Anteil der potentiellen  x  Anteil der Konsumenten  
                                                      Konsumenten          mit Produktwissen und 
                                                                                                 physischer Erwerbsgele- 





Während des Adoptionsprozesses wird ein Konsument im IED-Modell durch inter-
personelle Kommunikation und Marketing-Mix-Variablen (Preis, Werbung, Distri-
bution) beeinflusst. Die interpersonelle Kommunikation kann sowohl auf die Zah-
lungsbereitschaft und somit auf den Anteil der potentiellen Konsumenten, als auch 
auf den Anteil der Konsumenten mit Produktwissen und physischer Erwerbsgelegen-
heit Einfluss nehmen. Der Produktpreis wird direkt in das Konsumentenentschei-
dungskalkül einbezogen und bestimmt somit den Nettonutzen. Die Werbung sowie 
das Distributionssystem determinieren den Anteil der Konsumenten mit Produktwis-
sen und physischer Erwerbsgelegenheit. Schematisch wird das IED-Modell in 
Abbildung C-3 dargestellt. 
Um eine explizite Form des IED-Modells zu erhalten, sind Annahmen bezüglich der 
Erwerbsgelegenheit und des Nettonutzens erforderlich. Diese werden im Abschnitt 
C.IV. ausführlich behandelt. Im Folgenden soll zunächst detaillierter auf die einzel-
nen Grundelemente des IED-Modells eingegangen werden. 
III.1. Individueller Entscheidungsprozess im IED-Modell 
a) Notwendige Kaufbedingung 
Bei der Kaufentscheidung vergleicht ein Konsument seine Zahlungsbereitschaft für 
ein Produkt mit dem Produktpreis. Dabei ist es für einen Produktkauf im IED-Modell 
notwendig, dass die Zahlungsbereitschaft zi eines Konsumenten für das Produkt i 
größer ist als der Produktpreis Pi: 
 
(C-1)   i iz P> , 
 
bzw., dass der Nettonutzen ui des Produkts i für den Konsumenten positiv ist: 
 
(C-2)   0iu > , 
 
wobei der Nettonutzen ui als Differenz zwischen der Zahlungsbereitschaft und dem 





(C-3)   i i iu z P= − . 
 
Es wird also angenommen, dass der Konsument den Produktpreis direkt in seinen 
Entscheidungsprozess einfließen lässt. Eine ähnliche Annahme wird in vielen Mar-
ketingmodellen getroffen (z.B. Kalish 1985, Assunçao/Meyer 1993). 
 
 






b) Hinreichende Kaufbedingung 
Sind mehrere Produktalternativen am Markt vorhanden, zieht ein Konsument bei ei-
ner Kaufentscheidung diese Produktalternativen und die Nicht-Kauf-Alternative in 
Betracht. Die Nicht-Kauf-Alternative bedeutet, dass der Konsument keine der am 
Markt vorhandenen Produktalternativen mag und damit auf den Kauf verzichtet. 
Damit ein Konsument j eine bestimmte Alternative i auswählt, ist es hinreichend, 
dass die Alternative den größten positiven Nettonutzen hat. Bezeichnet die Variable 
Kij, ∈ {0, 1} die Kaufentscheidung (Nicht-Kauf=0, Kauf von Produkt i=1) und sind 















max und 0 falls ,1




wobei Uj ein Vektor über die Nettonutzen des Konsumenten j für die ihm bekannten 
Produktalternativen ist. 
Bei der hinreichenden Kaufbedingung wird also davon ausgegangen, dass ein Konsu-
ment insofern rational ist, als dass er jedem Produkt einen Nettonutzen zuordnen 
kann und dasjenige auswählt, welches seinen Nutzen maximiert. 
III.2. Anteil der potentiellen Konsumenten  
Am Markt agieren mehrere Konsumenten. Jeder Konsument maximiert seinen eige-
nen Nutzen. Dabei sind die Konsumenten heterogen in Bezug auf ihre Zahlungsbe-
reitschaften. Dies wird im IED-Modell durch eine Wahrscheinlichkeitsdichtefunktion 
f über die Zahlungsbereitschaften z abgebildet. Der Anteil der potentiellen Konsu-
menten akw ergibt sich dann aus dem Intergral: 
 
(C-5)   ( )∫=
c
P





wobei f auf dem Intervall [b, c] definiert ist und P den Produktpreis angibt. Die 
Wahrscheinlichkeitsdichtefunktion über die Zahlungsbereitschaften f kann durch die 
Dichte h über den Nettonutzen u ersetzt werden, so dass gilt: 
 








Die Anzahl der potentiellen Konsumenten Skw ist dann gleich: 
 
(C-7)   Skw=m·akw, 
 
wobei m die Marktgröße ist. 
Wie bereits erwähnt, vergleicht ein Konsument bei Mehrproduktmärkten die Pro-
duktalternativen miteinander und sucht die Alternative mit dem maximalen Nutzen 
aus. Der Anteil der Konsumenten, die dann das Produkt i kaufen würden, wird hier 
als ein Anteil der potentiellen Konsumenten der Produktalternative i aus dem Pro-
duktangebot I bezeichnet. Dieser Anteil ist gleich dem folgenden Ausdruck: 
 























wobei h die gemeinsame Dichtefunktion über den Nettonutzen U = (ui, u1, ..., ui-1, 
ui+1, ..., un) der am Markt etablierten Produkte bezeichnet. Die Dichtefunktion h ist 
auf [B, C] definiert: 
 
[B, C]= [bi, ci] x [b1, c1] x … x [bi-1, ci-1] x [bi+1, ci+1] x …x [bn, cn]. 
 
Das Integral (C-8) bezeichnet somit den Anteil der Konsumenten, für welche der 
Nettonutzen des Produktes i positiv und gleichzeitig größer als für die anderen Pro-
duktalternativen ist. Bei der Berechnung der Anzahl der potentiellen Konsumenten 
des Produktes i wird die Gleichung (C-7) mit dem Index i erweitert: 
 





III.3. Anteil der Konsumenten mit Produktwissen und physischer 
Erwerbsgelegenheit und Kaufwahrscheinlichkeit 
Die Formeln (C-6) und (C-8) bilden mathematisch den Anteil der potentiellen Kon-
sumenten ab. Die Kaufwahrscheinlichkeit wird jedoch durch zwei Größen bestimmt: 
Anteil der potentiellen Konsumenten und Anteil der Konsumenten mit Produktwis-
sen und physischer Erwerbsgelegenheit. 
Die Wahrscheinlichkeit, dass ein Konsument über Produktwissen und eine physische 
Erwerbsgelegenheit für das Produkt i verfügt, wird als Wahrscheinlichkeit der Er-
werbsgelegenheit oder als Anteil der Konsumenten mit Produktwissen und physi-
scher Erwerbsgelegenheit qi bezeichnet. Es wird angenommen, dass alle Konsumen-
ten am Markt in Bezug auf die Wahrscheinlichkeit der Erwerbsgelegenheit homogen 
sind. Darüber hinaus wird angenommen, dass diese Wahrscheinlichkeit vom Anteil 
der potentiellen Konsumenten unabhängig ist. 
Ist nur ein einziges Produkt am Markt etabliert15, muss der Anteil der potentiellen 
Konsumenten awk mit dem Anteil der Konsumenten mit Produktwissen und physi-
scher Erwerbsgelegenheit q multipliziert werden. Die Kaufwahrscheinlichkeit ai des 
Produktes i ergibt sich damit aus der folgenden Gleichung: 
 






Sind mehrere Produkte am Markt etabliert, ist die Kaufwahrscheinlichkeit für die 
Produktalternative i gleich dem folgenden Ausdruck: 
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wobei qi der Anteil der Konsumenten mit Produktwissen und physischer Erwerbsge-
legenheit für Produkt i ist. Die genaue Herleitung dieser Formel ist im Anhang I 
dargestellt. Die Absatzmenge bzw. die Anzahl der Konsumenten Si, die das Produkt i 
kaufen, entspricht dem folgenden Ausdruck: 
 
(C-12)   i iS m a= ⋅ . 
 
III.4. Zeitliche Entwicklung des Anteils der potentiellen Konsumenten und 
der Konsumenten mit Produktwissen und physischer Erwerbsgelegenheit 
In diesem Abschnitt wird der bisherige Ansatz zu einem dynamischen Modell erwei-
tert. Die Änderungen über die Zeit werden dabei (1) durch die Änderungen des Net-
tonutzens und (2) durch die Änderungen des Anteils der Konsumenten mit Produkt 
wissen und physischer Erwerbsgelegenheit abgebildet. In Tabelle C-1 sind die mög-
lichen Gründe dieser Änderungen dargelegt. 
 
 Quellen der Änderungen der Kaufwahrscheinlichkeit 
Nettonutzen Änderungen in der Preispolitik (Abschnitt C.IV.1.a) 
Änderungen durch einen Produktkauf (Abschnitt C.IV.1.d) 
Änderungen in Produktwahrnehmungen durch Informationszufluss (inter-






Änderungen von Awareness der Konsumenten durch Werbung, Promoti-
onsmaßnahmen und interpersonelle Kommunikation (Abschnitt C.IV.2.a) 
Änderungen des Anteils der Konsumenten mit physischer Erwerbsgelegen-
heit durch Änderung der Zahl von Verkaufsstellen (Abschnitt C.IV.2.b) 




Im IED-Modell wird die dynamische Entwicklung dadurch abgebildet, dass die stati-
schen Werte für den Nettonutzen h und den Anteil der Konsumenten mit Produktwis-
sen und physischer Erwerbsgelegenheit q in Gleichung (C-11) durch zeitlich variable 
Größen h=h(U(t)) und q=q(t) ersetzt werden: 
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Dabei ist die Absatzmenge Si(t) des Produktes i in t gleich dem folgenden Ausdruck: 
 
(C-14)   ( ) ( )i iS t m a t= ⋅ . 
 
Die kumulierte Verkaufsanzahl Yi(t) des Produktes i in t ist gleich dem folgenden In-
tegral: 
 
(C-15)   ( ) ( )
0
t
i iY t S t dt= ∫ . 
 
III.5. Grundstruktur des IED-Modells: Zusammenfassung 
Das IED-Modell setzt sich aus zwei Komponenten zusammen: der Dichtefunktion 
über den Nettonutzen h(U(t)) und dem Anteil der Konsumenten mit Produktwissen 
und physischer Erwerbsgelegenheit qi(t). 
Anhand der Dichtefunktion über den Nettonutzen wird abgebildet, wie ein Konsu-
ment entscheidet, d.h. ob und welches Produkt er kaufen wird. Da diese Entschei-
dung auf dem Nettonutzen beruht, spielen der Preis des Produktes und die persönli-




Der Anteil der Konsumenten mit Produktwissen und physischer Erwerbsgelegenheit 
zeigt in erster Linie, wie viele Konsumenten ein Produkt bei der Kaufentscheidung 
überhaupt in Betracht ziehen könnten. Durch diesen Anteil wird abgebildet, welche 
Kaufmöglichkeiten die Konsumenten haben, und ob sie über das Produkt informiert 
sind. Beide Komponenten können im IED-Modell als zeitabhängig behandelt wer-
den. Dies ermöglicht eine dynamische (zeitabhängige) Marktprognose. 
Mit diesem neuen Modellierungsansatz kann eine relativ breite Palette von Innova-
tionsdiffusionsprozessen (auf Monopol- und Mehrproduktmärkten, für lang- und 
kurzlebige Güter) abgebildet werden. Die allgemeine Form des IED-Models (C-13) 
erscheint zwar zunächst recht kompliziert, jedoch vereinfacht sie sich oft, wenn be-
stimmte Annahmen bezüglich der Dichtefunktion des Nettonutzens h(U(t)) und des 
Anteils der Konsumenten mit Produktwissen und physischer Erwerbsgelegenheit 
qi(t) getroffen werden. Ist z.B. bekannt, dass die Zahlungsbereitschaften der Konsu-
menten für den zu untersuchenden Markt unabhängig und extremwertverteilt sind 
(für Details siehe Abschnitt C.IV.1.c), kann diese Verteilungsform im IED-Modell 
verwendet werden. Es ergibt sich eine explizite und überschaubare Lösung, welche 
die praktische Anwendung des IED-Models ermöglicht. Auch wenn z.B. bekannt ist, 
dass interpersonelle Kommunikation für eine bestimmte Innovation keinen bedeuten-
den Einfluss hat, kann dies im IED-Modell durch die Wahl einer entsprechenden 
Funktion des Anteils der Konsumenten mit Produktwissen und physischer Erwerbs-
gelegenheit berücksichtigt werden. 
Dadurch, dass es im Allgemeinen möglich ist, verschiedene Annahmen über Zah-
lungsbereitschaften und den Anteil der Konsumenten mit Produktwissen und physi-
scher Erwerbsgelegenheit zu treffen, ist es nicht nötig, eine allgemein gültige, expli-
zite Lösung des IED-Modells zu entwickeln. Stattdessen kann, je nach dem welche 
Marktsituation untersucht wird, eine explizite Lösung des IED-Modells erstellt wer-
den. 
Ziel dieser Arbeit ist es, den neuen Modellierungsansatz des IED-Modells darzustel-
len, die möglichen Modellannahmen zu diskutieren sowie die Anwendbarkeit des 





IV. Spezifikation des IED-Modells über Annahmen: 
Möglichkeiten und Grenzen 
In diesem Abschnitt werden verschiedene explizite Annahmen bezüglich des Netto-
nutzens und des Anteils der Konsumenten mit Produktwissen und physischer Er-
werbsgelegenheit genauer erläutert. Daher wird dieser Abschnitt in zwei Teile unter-
gliedert: Im ersten Teil werden verschiedene Annahmen bezüglich der Zahlungsbe-
reitschaft und dementsprechend des Nettonutzens behandelt. Im zweiten Teil wird 
betrachtet, in welcher Form die zeitliche Veränderung des Anteils der Konsumenten 
mit Produktwissen und physischer Erwerbsgelegenheit behandelt werden kann. Da-
bei wird nicht beabsichtigt, für jede Fragestellung eine „allgemein gültige“ Annahme 
zu finden, denn jede Annahme ist eine Vereinfachung der Realität. In Abhängigkeit 
davon, welche Marktsituation vorliegt, kann die eine oder andere Annahme besser 
sein. Für jeweils spezifische Voraussetzungen wird dann die explizite Form des IED-
Modells abgeleitet und im Anschluss diskutiert, inwiefern das Modell unter dieser 
Annahme anwendbar ist. Bei der Herleitung einer expliziten Form des IED-Modells 
wird immer eine geschlossene Lösung16 angestrebt, zum einen weil solche Modelle 
in Bezug auf die Zusammenhänge zwischen Variablen, Parametern und Neuprodukt-
absätzen leicht interpretierbar sind (Bass et al. 2000), zum anderen weil nur in die-
sem Fall die Standardmethoden wie R² oder Maximum-Likelihood für die Schätzung 
des IED-Modells anwendbar sind. 
IV.1. Zahlungsbereitschaften und Nettonutzen 
a) Preis und Nettonutzen 
Wie in Abschnitt C.III. dargestellt, trifft ein Konsument im IED-Modell eine Adop-
tionsentscheidung aufgrund des Nettonutzenvergleiches aller Produkte aus einer Ka-
tegorie. Der Nettonutzen eines Produktes i des Konsumenten j ist die Differenz zwi-
schen der Konsumentenzahlungsbereitschaft zij und dem Produktpreis Pi: 
 
                                                 
16 Eine Gleichung hat eine geschlossene Form dann und nur dann, wenn mindestens eine Lösung 




(C-16)   uij = zij – Pj. 
 
Der Konsument kauft das Produkt aus einer Kategorie, welches den größten positi-
ven Nettonutzen hat. Sind die Nettonutzen aller Produkte negativ, kauft der Konsu-
ment keines der Produkte. Gemäß Gleichung (C-16) ist der Nettonutzen eine lineare 
Funktion des Preises, d.h. der Konsument lässt den Produktpreis direkt in sein Ent-
scheidungskalkül einfließen. Diese Art der Modellierung ist in der Marketingfor-
schung verbreitet (z.B. Assunçao/Meyer 1993). Wächst der Preis P für ein Produkt, 
sinkt der Nettonutzen u dieses Produktes und umgekehrt. Auf der aggregierten Ebene 
wird die Preisänderung durch die Verschiebung der Dichtefunktion über den Netto-
nutzen h(u) abgebildet. Bei der Preiserhöhung verschiebt sich die Dichtefunktion zu 
höheren Werten und der Anteil der zahlungsbereiten Konsumenten sinkt. Wird der 
Preis dagegen gesenkt, so steigt der Anteil der zahlungsbereiten Konsumenten. Die 
Varianz und die Form der Dichtefunktion bleiben gleich und der Mittelwert der 
Dichtefunktion µ ändert sich um den Wert der Preisänderung ∆P (siehe Abbildung 
C-4): 
 
(C-17)   neu alt Pµ µ= + ∆ . 
 
 
Abbildung C-4 Verteilungen des Nettonutzens eines Produktes in der Population: In 
beiden Fällen sind die Zahlungsbereitschaften normalverteilt mit 
dem Mittelwert 3 und der Varianz 2,25. Der Produktpreis beträgt im 
ersten Fall 5, im zweiten 3, dementsprechend ist der Mittelwert des 
Nettonutzens im ersten Fall=-2 und im zweiten Fall =0. Der Anteil 





b) Deterministische vs. stochastische maximale Zahlungsbereitschaften 
Die individuellen maximalen Zahlungsbereitschaften können als stochastische oder 
deterministische Größen angesehen werden. In der bisherigen Formulierung (C-13) 
wurde angenommen, dass ein einzelner Konsument eine feste Zahlungsbereitschaft 
hat, d.h. die Zahlungsbereitschaft wurde deterministisch behandelt. Eine stochasti-
sche Zahlungsbereitschaft bedeutet, dass der Konsument nicht immer die gleiche 
Zahlungsbereitschaft für ein Produkt hat, sondern dass die Zahlungsbereitschaft um 
einen fixen Wert, genannt wahre Zahlungsbereitschaft zi, variiert. Durch die Berück-
sichtigung dieser stochastischen Schwankungen ändern sich die Formulierungen für 
die notwendigen und hinreichenden Kaufbedingungen. Für die notwendige Kaufbe-
dingung gilt somit: 
 
(C-18)   i i iz Pε+ > , 
 
(C-19)   0i iu ε+ > , 
 
wobei ui der wahre Nettonutzen von Produkt i für einen Konsumenten und εi eine 
Zufallsgröße mit dem Mittelwert µ und der Varianz σ2 ist. Die hinreichende Kaufbe-
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Da die Kaufentscheidung nicht mehr deterministisch, sondern stochastisch ist, kann 
nur mit einer gewissen Wahrscheinlichkeit vorhergesagt werden, welches der Pro-
dukte ein bestimmter Konsument übernimmt. Die Wahrscheinlichkeit einer individu-
ellen Kaufentscheidung hängt von der Größe des wahren Nettonutzens ui und vom 
Fehlerterm εi ab. 
Definiert man den Vektor des wahren Nettonutzens eines Konsumenten j für n Pro-
dukte Uj=(uij, u1j, ..., ui-1j, ui+1j, ..., unj) und den Vektor der Zufallsgrößen, E =(εij, ε1j, 
..., εi-1j, εi+1j, ..., εnj), dann ergibt sich formal: 
 




wobei Prj die Wahrscheinlichkeit einer individuellen Kaufentscheidung des Produkts 
i eines Konsumenten j ist. 
Das Ziel des IED-Modells ist jedoch nicht, eine Wahrscheinlichkeit der individuellen 
Kaufentscheidung, sondern eine aggregierte Kaufwahrscheinlichkeit für den Markt 
zu prognostizieren. Wie bereits erklärt, werden im IED-Modell die Konsumentenprä-
ferenzen anhand der Dichtefunktion h(U) abgebildet. Dabei bildet U die Zahlungsbe-
reitschaften vieler Konsumenten ab. Bei der Bestimmung der Dichtefunktion kann 
jedoch nicht zwischen Schwankungen unterschieden werden, die durch die Unschär-
fe der individuellen Wahrnehmung und Bewertung des Produkts oder durch Mess-
fehler entstehen (Roberts/Urban 1988, Kaas/Ruprecht 2003), demzufolge beinhaltet 
die Dichtefunktion h(U) bereits zufällige Schwankungen. Daher ändert sich für das 
IED-Modell (C-13) durch die Berücksichtigung des Konzepts des zufälligen indivi-
duellen Nutzens nichts. Das IED-Modell ist somit für die Annahme deterministischer 
und stochastischer maximaler Zahlungsbereitschaften in der gleichen Form anwend-
bar. 
c) Verteilung der Zahlungsbereitschaft in der Bevölkerung 
In der allgemeinen Form des IED-Modells (C-13) wird die Heterogenität der Konsu-
menten bzgl. ihrer Zahlungsbereitschaften mit der gemeinsamen Dichtefunktion h(U) 
abgebildet. Um eine explizite Form des IED-Modells zu bestimmen, ist eine Annah-
me über die Verteilungsform der Zahlungsbereitschaften und des Nettonutzens erfor-
derlich. Bei der Auswahl der Verteilungsform werden zwei Kriterien angewendet. 
Zum einen muss die Funktionsform h(U) eine geschlossene Lösung des IED-Modells 
ermöglichen. Über die Dichtefunktion h(U) wird im IED-Modell ein Integral gebil-
det. Eine geschlossene Lösung ergibt sich nur dann, wenn dieses Integral lösbar ist. 
Verfügt das Intergral über keine geschlossene Lösung, ist die Schätzung des IED-
Modells mit Absatzdaten anhand von Standardmethoden wie R² oder Maximum-Li-
kelihood nicht möglich.  
Das zweite Kriterium betrifft das Intervall [B, C] = [bi, ci] x [b1, c1] x … x [bi-1, ci-1] 
x [bi+1, ci+1] x … [bn, cn], auf welchem die Dichtefunktion h definiert ist. Da die 
Wahrscheinlichkeitsdichte h in der allgemeinen Version des IED-Modells (C-13) in 




Integrieren auftreten. Eine geschlossene Lösung des IED-Modells kann oft nicht er-
stellt werden. Es ist daher erwünscht, dass die Wahrscheinlichkeitsdichte des Netto-
nutzens für jedes Produkt am Markt auf dem gleichen Intervall definiert ist, d.h.  
bi= b1 =...= bi-1 = bi+1 =... =bn und ci= c1 =...= ci-1 = ci+1 =... = cn. Da sich die Prei-
se für verschiedene Produkte unabhängig voneinander ändern, ist es kaum möglich, 
das zweite Kriterium einzuhalten. Eine mögliche Lösung liegt vor, wenn die Dichte-
funktion h auf allen Dimensionen von –∞ bis +∞ definiert ist. In diesem Fall verur-
sachen Preisänderungen keine Probleme. 
Die Zahlungsbereitschaften werden zunächst als voneinander abhängige Größen be-
handelt. Eine der am meisten verwendeten Verteilungsformen ist die Normalvertei-
lung (Wenzel 1969). Für das Integral über die Normalverteilung, wie es im IED-Mo-
dell benötigt wird, gibt es jedoch keine geschlossene Lösung. Das IED-Modell bleibt 
deswegen sehr kompliziert und kaum anwendbar. 
Wenn die Zahlungsbereitschaften jedoch als unabhängig behandelt werden können, 
gibt es einige Verteilungsformen, die eine geschlossene Form des IED-Modells er-
möglichen. Einige dieser Fälle werden im Folgenden behandelt. 
Durch die Unabhängigkeitsannahme wird die allgemeine Form des IED-Modells we-
sentlich vereinfacht: 
 






i i i i j j j i
j i u






∏∫ ∫ , 
 





h U t h u t
=
= ∏  und n die Anzahl der Produktalternativen am Markt ist 
(für eine detaillierte, mathematische Ausführung siehe Anhang II). 
Mit ( ) ( )1
i
j i j i j
u
H u h u du
∞
− = ∫  gilt: 
 




i i i i j j i i
j i
a t q t h u t q t H u t du t
≠
= − −∏∫ . 
 
Die genaue Form der Verteilung der Zahlungsbereitschaften hängt von verschiede-
nen Faktoren, wie z.B. Produkttyp, Verteilung des Einkommens in der Bevölkerung, 




lungsformen für die Zahlungsbereitschaft hi(ui) behandelt und explizite Formen des 
IED-Modells hergeleitet. 
Die Annahme der Unabhängigkeit der Zahlungsbereitschaften ist etwas kritisch, 
denn ein Motorradfahrer hat z.B. grundsätzlich für alle Marken von Motorrädern eine 
größere Zahlungsbereitschaft als Nicht-Motorradfahrer, daher wird das IED-Modell 
und dessen Robustheit gegen diese Annahme in einer Simulationsstudie getestet 
(siehe Abschnitt C.IV.3). 
Extremwertverteilung 
Die Extremwertverteilung genügt den beiden oben genannten Kriterien: Sie ist von 
 –∞ bis +∞ definiert. Darüber hinaus ermöglicht sie unter bestimmten Annahmen 
eine geschlossene Lösung des IED-Modells. Sie hat eine Glockenform (siehe 
Abbildung C-5), die der Normalverteilungsform ähnlich ist. Die Extremwertvertei-
lung und -dichtefunktion sind mathematisch wie folgt definiert: 
 
(C-24)   ( ) ( )( )Exp b u lH u e− −= , 
 
(C-25)   ( ) ( ) ( )( )b u l Exp b u lh u be − − −= , 
 
wobei b und l Verteilungsparameter sind und der Zufallswert u auf dem Intervall (-∞, 
+∞) definiert ist.  
 
 




Die Wahrscheinlichkeitsdichte und –verteilung des Nettonutzens können mit der Ex-
tremwertverteilung auf folgende Weise dargestellt werden: 
 
(C-26)   ( ) ( )( ) ( )Exp b u l P b u l Ph u be− − − + − − += ,  
 
(C-27)   ( ) ( )( )Exp b u l PH u e− − − += .  
 
wobei P der Preis des Produktes ist. Der Mittelwert und die Varianz dieser Vertei-
lung entsprechen dabei: 
 




= − + , 
 







wobei Γ´(1) die erste Ableitung der Gamma-Funktion mit dem Freiheitsgrad 1 ist 
(Lilien/Kotler/Moorthy 1992). 
Monopolmarkt 
Ist nur ein Produkt am Markt vorhanden, hat die Kaufwahrscheinlichkeit dieses Pro-
duktes im IED-Modell folgende Form: 
 
(C-30)  ( ) ( ) ( )( ) ( ) ( )( )( )( )1 0 1 Exp b l P ta t q t H q t e− −= − = − , 
 
wobei P(t) der Preis des Produktes im Zeitpunkt t ist. 
Mehrproduktmarkt 
Sind mehrere Produkte am Markt etabliert (n ≥ 2), müssen die Konsumentenpräfe-
renzen für diese Produkte berücksichtigt werden. Ist der Parameter b für alle Produk-
te gleich, besitzt das IED-Modell eine geschlossene Form. 
Wenn alle am Markt vorhandenen Produkte allen Konsumenten bekannt und zugäng-
lich sind, dann ist die Kaufwahrscheinlichkeit für Produkt i im IED-Modell gleich 
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Sind nicht alle Produkte allen Konsumenten bekannt, so muss die Funktion des An-
teils der Konsumenten mit Produktwissen und physischer Erwerbsgelegenheit bei al-
len Produkten berücksichtigt werden. Dabei ist eine geschlossene Lösung der Glei-
chung (C-23) möglich. Exemplarisch wird die Lösung für den Zweiproduktmarkt ge-
zeigt: 
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Im Anhang III befindet sich eine Lösung für den Dreiproduktmarkt. 
Logistische Verteilung 
Die logistische Verteilung erfüllt ebenfalls die Kriterien für eine geschlossene Form 
des IED-Modells. Sie ist auf dem Intervall (–∞, +∞) definiert und das Integral über 
den Nettonutzen hat eine geschlossene Lösung. Diese Verteilung hat eine Glocken-
form, deren Wahrscheinlichkeitsdichte und –verteilung mit Hilfe der Gleichungen 
(C-33) und (C-34) dargestellt werden: 
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wobei l und b Parameter der Verteilung sind und u auf dem Intervall von (-∞, +∞) 
definiert ist. Der Mittelwert der Verteilung und die Varianz können mit den Glei-
chungen (C-35) und (C-36) abgebildet werden: 
 
(C-35)   lµ = , 
 




bπσ = . 
 
 
Abbildung C-6 Logistische Verteilung. 
 
Mit der logistischen Verteilung kann die Verteilung der Nettonutzen wie folgt abge-
leitet werden: 
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wobei P der Preis ist. Die Varianz dieser Verteilung entspricht der Gleichung (C-36) 
und der Mittelwert wird wie folgt abgebildet: 
 







Ist nur ein Produkt am Markt vorhanden und sind die Nettonutzen in der Bevölke-
rung logistisch verteilt, hat das IED-Modell folgende Form: 
 






Wenn mehrere Produkte am Markt vorhanden sind (n ≥ 2), müssen die Zahlungsbe-
reitschaften der Konsumenten für diese Produkte berücksichtigt werden. Sind die 
Zahlungsbereitschaften und dementsprechend die Nettonutzen logistisch verteilt, ist 
eine geschlossene Lösung nur unter der Bedingung möglich, dass die Zahlungsbereit-
schaften unabhängig voneinander sind und dass die Parameter b der Verteilungen 
gleich sind. Das IED-Modell erhält unter diesen Annahmen keine kompakte Form, 
was sehr nachteilig gegenüber der Annahme der Extremwertverteilung ist. Aus die-
sen Gründen wird hier nur die Lösung für den Zweiproduktmarkt gezeigt: 
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wobei P1t und P2t Preise für Produkt 1 und 2 sind, l1, l2 und b sind Parameter der Ver-
teilungen über die Zahlungsbereitschaften. 
Exponentielle Verteilung 
Eine weitere Verteilung, die im IED-Modell betrachtet wird, ist die exponentielle 
Verteilung. Diese ermöglicht eine geschlossene Lösung des Intergrals im IED-Mo-
dell. Die exponentielle Verteilung ist immer auf dem Intervall [0, +∞) definiert. Die 
Grenzen dieses Intervalls sind somit immer gleich und unabhängig von solchen 
Verteilungscharakteristika wie z.B. Mittelwert und Varianz. Die exponentielle Ver-




(C-42)   ( ) 1 l zH z e− ⋅= − , 
 
wobei l ein Verteilungsparameter und z der Zufallswert (Zahlungsbereitschaft) ist. 
Die Dichtefunktion h(z), der Mittelwert µ und die Varianz σ² entsprechen den folgen-
den Ausdrücken: 
 
(C-43)   ( ) l zh z l e− ⋅= ⋅ , 
 
(C-44)   1
l
µ = , 
 
(C-45)   2 2
1
l
σ = . 
 
 
Abbildung C-7 Exponentielle Verteilung. 
 
Wird die Verteilung der Nettonutzen durch eine exponentielle Verteilung abgebildet, 
so verursacht jede Preisänderung eine Änderung sämtlicher Verteilungsmomente, 
wie z.B. des Mittelswertes und der Varianz. Dies erscheint unplausibel zu sein. Dar-
über hinaus erlaubt diese Verteilung keine Abbildung negativer Nettonutzen. Diese 
ergeben sich aber, wenn der Preis die Zahlungsbereitschaft überschreitet. Daher wird 
angenommen, dass die Zahlungsbereitschaften selbst in der Bevölkerung der expo-
nentiellen Verteilung folgen. In diesem Fall werden die Intergralgrenzen in der For-
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wobei Pi für Preis des Produktes i steht. 
Monopolmarkt 
Ist nur ein Produkt am Markt vorhanden, hat das IED-Modell folgende Form: 
 
(C-47)   ( ) ( ) tlPa t q t e−= , 
 
wobei a(t) die Kaufwahrscheinlichkeit des vorhandenen Produktes im Zeitpunkt t ist, 
q(t) der Bekanntheitsgrad des Produktes, und Pt der Preis des Produktes im Zeitpunkt 
t. 
Wenn die exponentielle Verteilung im IED-Modell verwendet wird, wird somit der 
Einfluss des Preises ähnlich dem Robinson/Lakhani-Modell (1975) abgebildet. 
Mehrproduktmarkt 
Für den Mehrproduktmarkt (n ≥ 2) kann keine kompakte Form abgeleitet werden, 
was sehr nachteilig gegenüber der Annahme der Extremwertverteilung ist. Bereits für 
einen Zweiproduktmarkt (n = 2) hat das IED-Modell folgende Lösung: 
 
(C-48)  ( ) ( ) ( ) ( )2 1 21 1 22 11 1
1 2
1 t tt l P Pl P
q t l
a t q t e e
l l
− −− ⎛ ⎞= −⎜ ⎟+⎝ ⎠
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wobei P1t und P2t die Preise für Produkt 1 und 2 sind, während l1 und l2 die Parame-
ter der Verteilungen über die Zahlungsbereitschaften darstellen. 
Übersicht über Verteilungsannahmen 
In diesem Abschnitt wurden drei Annahmen für die Verteilung des Nettonutzens be-
handelt: die Extremwertverteilung, die logistische und die exponentielle Verteilung. 
Allen diesen Annahmen lag zugrunde, dass die individuellen Zahlungsbereitschaften 
für verschiedene Produkte unabhängig sind. In Tabelle C-2 werden die Ergebnisse 




Es zeigt sich, dass die Extremwertverteilung für Mehrproduktmärkte sowie die logi-
stische und exponentielle Verteilung für Monopolmärkte eine kompakte analytische 
Lösung implizieren. Diese kompakte Form vereinfacht es, das IED-Modell an reale 
Daten anzupassen (siehe Tabelle C-2). 
Die hier diskutierten Verteilungsannahmen werden im nächsten Kapitel in einer Si-
mulations- und einer empirischen Studie weiter miteinander verglichen. 
 
Verteilung Kommentar 
Extremwertverteilung Bei der Annahme der Extremwertverteilung erhält das IED-Modell 
eine relativ kompakte Form. Besonders vorteilhaft ist diese Annahme 
im Falle der Mehrproduktmärkte. 
Logistische Verteilung Im Falle eines Monopolmarktes erhält das IED-Modell durch die An-
nahme der logistischen Verteilung eine sehr kompakte Form. Bei 
Mehrproduktmärkten bekommt das IED-Modell eine relativ komplexe 
Form. 
Exponentielle Verteilung Für den Monopolmarkt ist das IED-Modell bei der Annahme der logis-
tischen Verteilung sehr kompakt. Für die Mehrproduktmärkte hat das 
IED-Modell eine relativ komplexe Form. 
Tabelle C-2 Verteilungsannahmen – Übersicht. 
 
d) Annahmen bzgl. der Wiederholungskäufe und der endogenen Änderungen 
nach dem Kauf 
Kauft ein Konsument ein Produkt aus einer bestimmten Produktkategorie, ist zu er-
warten, dass er für einen gewissen Zeitraum kein Interesse an Produkten aus der glei-
chen Produktkategorie hat. Demzufolge nehmen seine Zahlungsbereitschaften für 
diese Produkte für einen gewissen Zeitraum ab. Die Änderung der Zahlungsbereit-
schaften wird im Weiteren als endogene Änderung und der Zeitraum, für welchen 
diese Änderung aktuell ist, als Wiederholungdkaufsintervall bezeichnet. Je nach dem 
Produkttyp kann die Zahlungsbereitschaft nach einem Zeitintervall wieder wachsen 
oder auch nicht. Ist das Produkt ein kurzlebiges Gut wie z.B. Käse, schwankt die 
Zahlungsbereitschaft eines Konsumenten, der oft Käse kauft, ständig. Ist das Produkt 
ein langlebiges Gut wie z.B. ein Haus, sinkt die Zahlungsbereitschaft eines 
Konsumenten nach dem Kauf und steigt vermutlich nie wieder. Bei der Modellierung 
solcher endogenen Änderungen wird im Weiteren unterschieden zwischen: 




- Gütern, die wiedergekauft werden. 
Darüber hinaus können die wiederzukaufenden Güter nach ihrer Lebensdauer und 
entsprechend nach ihrem Wiederkaufsintervall differenziert werden. 
Güter, die nie wiedergekauft werden 
Die meisten Innovationsdiffusionsmodelle funktionieren nur für die Güter, die nicht 
wiedergekauft werden (z.B. Bass 1969, Easingwood et al. 1983, Horsky 1990). Diese 
Modelle bilden Erstkäufe (Adoptionskäufe) ab und sind für die Absatzprognose nur 
dann geeignet, wenn die Verkäufe tatsächlich bloß aus Erstkäufen bestehen. Im IED-
Modell kauft ein Konsument eine Innovation, sobald der Kauf möglich ist (der Kon-
sument verfügt über eine Erwerbsgelegenheit) und seine Zahlungsbereitschaft den 
Produktpreis übersteigt. Sofort nach dem Kauf sinkt die Konsumentenzahlungsbe-
reitschaft, da er ein ähnliches Produkt nicht noch einmal kaufen will. In diesem Fall 
spricht man von endogenen Änderungen der Zahlungsbereitschaften. Die Abbildung 
der endogenen Änderungen ist im IED-Modell auf zwei Arten möglich: 
Zum einen kann die Wahrscheinlichkeitsdichte h(U(t)) diese Änderungen beinhalten. 
In diesem Fall ändert sich die analytische Form der Wahrscheinlichkeitsdichte 
h(U(t,n)) in Abhängigkeit von den getätigten Käufen n. Mit anderen Worten, es muss 
eine Folge h(U(t,n)) für n=1, 2,... zeitspezifisch definiert werden. Diese Modellie-
rungsart würde eine korrekte Abbildung der endogenen Änderung ermöglichen. Eine 
theoretische Modellierung der Wahrscheinlichkeitsdichte, die die endogenen Ände-
rungen beinhaltet, wäre extrem komplex und würde kaum eine geschlossene Form 
des IED-Modells erlauben. Eine Alternative wäre, die Verteilung des Nettonutzens 
zu jedem Zeitpunkt zu messen. Dies ist jedoch mit sehr hohem Aufwand verbunden 
und dürfte in der Realität unmöglich sein. 
Eine weitere Alternative, die zu einer nur leicht verzerrten Abbildung führt, ist der 
folgende Ansatz: Die endogenen Änderungen werden nicht in der Wahrscheinlich-
keitsdichte h(U(t) berücksichtigt. Stattdessen wird von der Anzahl der Konsumenten 





Für einen Monopolmarkt ergibt sich damit die Anzahl der Käufe zum Zeitpunkt t 
aus: 
 
(C-49)   1−−⋅= ttt YamS , 
 
wobei Yt-1 die kumulierten Käufe bis zum Zeitpunkt t sind. Das Produkt vom Markt-
potential m und der Kaufwahrscheinlichkeit a(t) ist gleich der Anzahl der Konsumen-
ten, unter der Bedingung, dass diese noch keine Käufe getätigt haben. Dies bedeutet, 
dass die endogenen Änderungen in den Zahlungsbereitschaften nicht mittels der 
Wahrscheinlichkeitsdichte h(U(t)), sondern durch den Abzug der vorherigen Käufe 
Yt-1 abgebildet werden. 
Wenn sich der Anteil der Konsumenten verringert, die einen positiven Nettonutzen 
haben, oder wenn der Konsumentenanteil mit Erwerbsgelegenheit sinkt, dann kann 
es zu negativen Werten von St kommen. Dies bedeutet, dass mehr Konsumenten das 
Produkt besitzen, als es zum Zeitpunkt t kaufen würden. Lässt man 
Verkaufsmöglichkeiten, wie z.B. Ebay oder Flohmarkt, in der Modellierung zu, 
entspräche der negative Wert von St der Anzahl der potentiellen Verkäufer. 
Sind mehrere Produkte am Markt präsent, kann der Gesamtabsatz in einer Produkt-
kategorie nach dem gleichen Prinzip abgebildet werden. Dabei muss lediglich die 
Summe über die Kaufwahrscheinlichkeiten und die Anzahl der Käufer gebildet wer-
den: 
 




jtjtt YamS 1 , 
 
wobei Yjt-1 die Gesamtanzahl der Käufe des Produktes j, ajt die Kaufwahrscheinlich-
keit des Produktes j, und J die Indexmenge für die am Markt vorhandenen Produkte 
symbolisiert. 
Will man den Absatz für ein bestimmtes Produkt i vorhersagen, darf jedoch nicht die 
Gesamtanzahl der Verkäufe aller Produkte berücksichtigt werden. Nur der Anteil der 
bisherigen Verkäufe von Produkt i muss von der Anzahl der möglichen Käufe abge-




fe aus den vorherigen Zeitperioden Yit-1 entsprechend der jeweiligen Kaufwahr-
scheinlichkeiten der Produkte verteilt: 
 




































Unter dieser Annahme wird also die Kaufwahrscheinlichkeit zum Zeitpunkt t auf alle 
Käufe bis zu diesem Zeitpunkt angewandt. Wenn sich die Kaufwahrscheinlichkeiten 
jedoch zeitlich stark geändert haben, kann diese Annahme zu leicht verzerrten Ergeb-
nissen führen. Der Vorteil dieser Annahme liegt darin, dass das IED-Modell eine re-
lativ einfache Form behält und somit eine zuverlässige Modellschätzung möglich ist. 
Güter, die wiedergekauft werden 
Werden die Güter wiedergekauft, müssen neben den Erstkäufen die weiteren Wieder-
holungskäufe berücksichtigt werden. Auch dies ist über das IED-Modell möglich, 
welches endogene Änderungen beinhaltet. Ist die Berücksichtigung endogener Ände-
rungen in der Wahrscheinlichkeitsdichte h(U(t)) nicht möglich, wird im IED-Modell 
die Anzahl der möglichen Konsumenten modifiziert. 
Im Gegensatz zu Produkten, die nie wiedergekauft werden, verlassen die Konsumen-
ten den Markt hier nur für einen begrenzten Zeitraum, nämlich solange das gekaufte 
Produkt noch funktionsfähig ist. Im IED-Modell wird die Lebensdauer17 eines Pro-
duktes j über die Verteilung Gj(τ) abgebildet. Dabei bedeutet Gj(τ) die Wahrschein-
lichkeit, dass die Lebensdauer des Produktes j kürzer oder gleich τ ist. Somit ist der 
Ausdruck 1- Gj(τ) gleich der Wahrscheinlichkeit, dass das Produkt τ Zeitpunkte nach 
dem Produktkauf immer noch verwendet wird. Diese Wahrscheinlichkeit wird mit 
der Anzahl der bisherigen Käufe Sjt multipliziert. Das Integral über dieses Produkt 
von t-TM bis t-1 ergibt die Anzahl der Kunden, die zum Zeitpunkt t noch ein funktio-
nierendes Produkt besitzen. Die maximale Lebensdauer TM ist definiert als der Zeit-
                                                 
17 Unter der Lebensdauer des gekauften Produktes wird hier das Zeitintervall zwischen dem 




punkt, an dem die Wahrscheinlichkeit, dass das Produkt noch verwendet wird, gleich 
0,01% ist: 
 
(C-52)   0001.0)( =Mj TG . 
 
Ist der Zeitpunkt t kleiner als TM, so muss nur vom Startpunkt t = 0 integriert werden. 
Da die Konsumenten, die ein funktionierendes Produkt besitzen, dem Markt nicht 
mehr zur Verfügung stehen, werden sie im IED-Modell von der Anzahl der mögli-
chen Konsumenten m∑ajt abgezogen. Der Gesamtabsatz St in einer Produktkategorie 
kann wie folgt dargestellt werden: 
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wobei Sjτ dem Absatz des Produktes j, ajt der Kaufwahrscheinlichkeit des Produktes 
j, und J der Menge der am Markt vorhandenen Produkte entspricht. Die Verkäufe 




























Ist die maximale Lebensdauer TM aller Produkte gleich 1, können die Verkäufe des 
Produktes wie folgt abgebildet werden: 
 
(C-55)   itit amS ⋅= . 
 
Für Güter, die sehr kurzlebig sind, verändert sich das IED-Modell durch die Berück-
sichtigung von endogenen Änderungen nicht, da die Berücksichtigung der endoge-
nen Änderungen in diesem Fall überflüssig ist. Dies zeichnet das IED-Modell im 
Vergleich zu vielen anderen Innovationsdiffusionsmodellen aus. Diese haben meis-





e) Einfluss von Informationen auf Konsumentenpräferenzen 
Kommunikation spielt eine große Rolle bei der Modellierung von Innovationsdiffu-
sion (z.B. Bass 1969, Feder/O’Mara 1982, Chatterjee/Eliashberg 1990). Gemäß Ro-
gers (1995) erhalten die Konsumenten Informationen über das Neuprodukt durch 
zwei Kanäle: (1) Massenmedien und (2) interpersonelle Kommunikation bzw. Mund-
propaganda. 
Die Massenmedien informieren die Konsumenten vor allem über die Existenz von 
Neuprodukten und sind in der Awareness-Phase der Adoptionsentscheidung beson-
ders wichtig. Auf die Einstellung eines Konsumenten zu einem Produkt haben sie je-
doch nur einen geringen Einfluss (ausführlicher dazu Kapitel B, Rogers 1995, Gatig-
non/Robertson 1985). Im IED-Modell haben die Massenmedien deswegen nur einen 
Einfluss auf den Anteil der Konsumenten mit Produktwissen. In Bezug auf die inter-
personelle Kommunikation wird angenommen, dass sie sowohl die Konsumenten-
wahrnehmung der Produkte, als auch den Anteil der Konsumenten mit Produktwis-
sen beeinflusst. Dieser Ansatz wurde bereits von anderen zweistufigen Innovations-
diffusionsmodellen verwendet und erfolgreich überprüft (z.B. Kalish 1985, Weera-
handi/Dalal 1992, van den Bulte/Lilien 2001). 
Im folgenden Abschnitt wird behandelt, wie der Einfluss der interpersonellen Kom-
munikation auf die Konsumentenwahrnehmung und dementsprechend auf den Netto-
nutzen im IED-Modell abgebildet wird. Der Einfluss der Massenmedien und der in-
terpersonellen Kommunikation auf den Anteil der Konsumenten mit Produktwissen 
wird in Abschnitt C.IV.2.a) ausführlich diskutiert.  
Eine Grundannahme im IED-Modell besagt, dass die interpersonelle Kommunikation 
die Unsicherheit bzgl. des Neuproduktes beeinflusst. Diese Annahme ist in der Inno-
vationsdiffusionsmodellierung üblich (Kalish 1985, Chaterjee/Eliashberg 1990). Je 
größer die Anzahl der Adoptoren Y(t) ist, desto kleiner ist die empfundene Unsicher-
heit. Damit steigt die Zahlungsbereitschaft z und der Innovationsnutzen: 
 
(C-56)   tinitt Ybzz ⋅+= , 
 





wobei zinit der Anfangsglauben in Bezug auf die Zahlungsbereitschaft, zt die aktuelle 
Zahlungsbereitschaft, ut der aktuelle Nutzen und Yt die kumulierte Anzahl der Adop-
toren ist. Der Paramer b misst die Wirkung der interpersonellen Kommunikation und 
ist positiv, wenn die Konsumenten mit dem Produkt zufrieden sind. Negativer b-Ko-
effizient weist auf die Unzufriedenheit und dementsprechend negative Mund-zu-
Mund-Propaganda hin. Die aktuelle Zahlungsbereitschaft ist somit eine lineare Funk-
tion der kumulierten Adoptoranzahl. Dieser Ansatz, den Einfluss der interpersonellen 
Kommunikation auf die Unsicherheit in Bezug auf eine Innovation abzubilden, ent-
spricht in einer leicht veränderten Form dem Kalish-Aktualisierungsmodell (1985). 
Dabei wird vereinfachend angenommen, dass die Konsumenten homogen in Bezug 
auf den Parameter b sind. Die Formulierung (C-57) ist ein einfaches lineares Modell, 
welches eine leichte Integration in das IED-Modell gewährleistet. Die empirische 
Handhabung des IED-Modells wird somit durch die Berücksichtigung der interperso-
nellen Kommunikation nicht entscheidend erschwert. Gleichzeitig werden aber die 
Änderungen der individuellen Wahrnehmungen durch neue Informationen, die sehr 
typisch für die Neuproduktverbreitung sind, berücksichtigt. 
IV.2. Anteil der Konsumenten mit Produktwissen und physischer 
Erwerbsgelegenheit 
Das IED-Modell gehört zu den zweistufigen Innovationsdiffusionsmodellen, welche 
in der Marketingforschung verbreitet sind (z.B. Midgley 1976, Dodson/Muller 1978, 
Hauser/Wisniewski 1982, Kalish 1985, Weerahandi/Dalal 1992). In zweistufigen 
Modellen wird angenommen, dass ein Konsument nur dann eine Innovationsadopti-
onsentscheidung treffen kann, wenn alle Kaufvoraussetzungen erfüllt sind. Darunter 
wird verstanden, dass das Produkt dem Konsumenten bekannt ist und dass das Pro-
dukt in einer Verkaufsstelle zu erwerben ist. Dabei wird oft angenommen, dass die 
Konsumenten im Hinblick auf diese Kaufvoraussetzungen homogen sind (Dodson/ 
Muller 1978, Kalish 1985). Diese Annahme wird auch im IED-Modell getroffen. 
Im IED-Modell wird angenommen, dass beide Ereignisse (über Produkt i informiert 
zu sein, xi(t), und eine Kaufmöglichkeit für Produkt i zu haben, di(t)), voneinander 




mit Produktwissen und physischer Erwerbsgelegenheit zu gehören, qi(t) wie folgt 
dargestellt werden: 
 
(C-58)   ( ) ( ) ( )i i iq t x t d t= ⋅ . 
 
Die Wahrscheinlichkeit für eine Kaufgelegenheit, di(t), wird im IED-Modell durch 
das Distributionssystem bestimmt (siehe Abschnitt C.IV.2.b). Im IED-Modell wird 
angenommen, dass die Konsumenten sowohl durch externe (z.B. Werbung) als auch 
durch interne Kommunikationsquellen (z.B. interpersonelle Kommunikation) infor-
miert werden können. Dies wird im nächsten Abschnitt behandelt. 
a) Informationsstand 
Der Informationsstand, im weiteren auch Awareness genannt, ist im IED-Modell, 
genauso wie in vielen Innovationsdiffusionsmodellen (Dodson/Muller 1978, Kalish 
1985, Weerahandi/Dalal 1992), eine Funktion der externen und internen 
Kommunikationsquellen. Dabei wird angenommen, dass ein Konsument, wenn er 
bereits einmal über ein Produkt i informiert wurde, diese Information nicht vergisst. 
Also ist die Zunahme der informierten Konsumenten, dx(t), eine Funktion externer 
Einflüsse, fA(t), wie z.B. Werbung, und interner Einflüsse, fIK(t), wie z.B. 
interpersonelle Kommunikation: 
 
(C-59)   ( ) ( )( ) ( ) ( )( )1i i Ai IKidx t x t f t f t= − +  
 
Die Gleichung (C-59) ist eine Differentialgleichung der ersten Ordnung, wobei  
(1-xi(t)) der Anteil der Konsumenten ist, die über Produkt i nicht informiert sind. 
Außerdem sind weitere Annahmen bezüglich der Werbefunktion und der Wirkung 
der interpersonellen Kommunikation erforderlich. 
Einfluss der externen Kommunikationsquellen 
Im IED-Modell wird der Bekanntheitsgrad durch interne und externe Kommunikati-
onsquellen beeinflusst. In diesem Abschnitt werden einige explizite Funktionen, die 
den Einfluss der externen Quellen darstellen, diskutiert. Dabei wird nur auf die re-




Die einfachste Form, den Einfluss der externen Kommunikationsquellen abzubilden, 
ist die Annahme eines konstanten Einflusses: 
 
(C-60)   ( )f A c= . 
 
In diesem Fall entspricht die Darstellung des IED-Modells der Bass-Darstellung 
(1969), in welcher der Innovationskoeffizient p ebenfalls als Koeffizient des externen 
Einflusses interpretiert wird (Lekvall/Wahlbin, 1973, für eine detaillierte Ausführung 
siehe Kapitel B). 
Allgemein kann angenommen werden, dass die Werbefunktion durch folgende Ei-
genschaften charakterisiert ist (Kalish 1985, Mesak 1996): 
 
(C-61)   ( ) ( ) ( )0 0, 0, 0f f A f A′ ′′= < ≤ . 
 
Horsky/Simon (1983) stellen eine Werbefunktion vor, die mit den Eigenschaften 
(C-61) im Einklang steht: 
 
(C-62)   ( )( ) ( )( )logf A t c A t= , 
 
wobei c ein Parameter ist und A(t) die Werbeanstrengungen bzw. –ausgaben sind. 
Weerahandi/Dalal (1992) verwenden die Formulierung von Horsky/Simon (1983) in 
ihrem zweistufigen Innovationsdiffusionsmodell. 
Eine mögliche Annahme für eine Erweiterung der Werbefunktion wäre, dass die 
Werbung eine verzögerte Wirkung auf die Absätze hat: 
 
(C-63)   ( )( ) ( )( )logf A t c A t τ= − , 
 
wobei τ die Zeitverzögerung ist. Diese Formulierung der Werbefunktion wurde von 
Simon/Sebastian (1987) empirisch überprüft. 
Ein weiteres Werbemodell wird von Nerlove/Arrow (1962) vorgeschlagen. Sie gehen 
davon aus, dass die Werbung eine über die Zeit verteilte Wirkung hat. So beeinflusst 




Absätze. Dementsprechend beinhaltet die Werbefunktion die Werbeausgaben von 
mehreren vergangenen Zeitperioden i: 
 









wobei bt das Gewicht der Werbung in der Zeitperiode t ist. A(t) steht für Werbeaus-
gaben und c ist ein Parameter. Das Arrow/Nerlove-Modell (1962) wurde von Simon/ 
Sebastian (1987) empirisch erfolgreich getestet. Sie kommen zu der Schlussfolge-
rung, dass die Formulierung von Nerlove/Arrow (1962) die beste Anpassung und 
Vorhersage liefert. 
Alle hier gezeigten Ansätze, die den Einfluss externer Kommunikationsquellen ab-
bilden, können im IED-Modell verwendet werden. Dazu muss die Funktion f(A) in 
der Gleichung (C-59) durch die jeweilige Annahme ersetzt werden. Um das IED-
Modell in der Praxis anwenden zu können, muss die sich ergebende Differentialglei-
chung eine geschlossene Lösung haben (siehe Tabelle C-4). 
Einfluss der internen Kommunikationsquellen 
Die Wirkung interner Kommunikationsquellen bzw. interpersoneller Kommunikation 
auf den Bekanntheitsgrad eines Produktes wird in der Marketingliteratur auf zwei 
Wiesen abgebildet. In den meisten Innovationsdiffusionsansätzen wird angenommen, 
dass die Wirkung der interpersonellen Kommunikation durch ein lineares Modell der 
folgenden Form beschrieben werden kann (z.B. Bass 1969, Horsky/Simon 1983, Ka-
lish 1985, Weerahandi/Dalal 1992): 
 
(C-65)    ( )( ) ( )f Y t bY t= , 
 
wobei b ein Parameter und Y(t) die kumulierte Anzahl von Adoptoren ist. Easing-
wood et al. (1983) argumentieren jedoch, dass es keine theoretische Begründung für 
die Linearitätsannahme gibt. Daher schlagen sie folgende Formulierung vor: 
 





wobei b1 ein weiterer Parameter ist. Die Größe b1 bildet ab, wie die interpersonelle 
Kommunikation in verschiedenen Phasen des Diffusionsprozesses wirkt. Liegt b1 un-
ter 1, ist die interpersonelle Kommunikation am Anfang des Diffusionsprozesses von 
Bedeutung. Ist b1 größer als 1, ist die interpersonelle Kommunikation am Ende des 
Diffusionsprozesses besonders wichtig. Ist b1 gleich 1, reduziert sich die Gleichung  
(C-66) zu der Gleichung (C-65) (siehe Abbildung C-8). 
 
 
Abbildung C-8 Wirkung der interpersonellen Kommunikation nach Easingwood et 
al. (1983). 
 
Eine der Stärken der Formulierung von Easingwood et al. (1983) liegt in ihrer Flexi-
bilität. Die Formulierung wurde mehrmals empirisch getestet und konnte sehr gute 
Anpassung und Vorhersagekraft nachweisen. Sie ermöglicht aber keine geschlossene 
Lösung der Differentialgleichung (C-59). Daher wird diese Formulierung nicht wei-
ter betrachtet. 
Van den Bulte/Lilien (2001) argumentieren jedoch, dass die interpersonelle Kommu-
nikation hauptsächlich die Bewertungsphase im Adoptionsentscheidungsprozess und 
kaum die Awareness von Konsumenten beeinflusst (ausführlicher dazu Kapitel B). 
Folglich ist es sehr bedenklich, ob die interpersonelle Kommunikation bei der Mo-
dellierung der Awareness überhaupt berücksichtigt werden sollte. 
Werbung und Interpersonelle Kommunikation: Zusammenfassung 
In den beiden vorhergehenden Abschnitten wurden einige Ansätze, die Werbewir-




Tabelle C-3 stellt die Hypothesen dar, die bei der Modellierung des Bekanntheitsgra-
des verwendet werden können. 
Dabei werden die Werbefunktion fAi(t) und die Funktion der interpersonellen Kom-
munikation fIKi(t) in die folgende Gleichung eingesetzt: 
 
(C-67)   ( ) ( )( ) ( ) ( )( )1i i Ai IKidx t x t f t f t= − + . 
 
In Tabelle C-4 werden die acht möglichen, expliziten Gleichungen für die Differen-
tialgleichung (C-59) gezeigt. Um den Bekanntheitsgrad xi(t) im Zeitpunkt t zu be-
stimmen, muss die Differentialgleichung (C-59) gelöst werden. Hat die Differential-
gleichung (C-59) eine Lösung, kann sie in die allgemeine Form des IED-Modells 
(C-13) eingesetzt werden. 
 
Hypothese Beschreibung der Hypothese 
Werbewirkung Die Werbewirkung ist konstant. 
Die Werbewirkung ist eine logistische Funktion der Werbeausgaben. 
Die Werbewirkung entspricht dem Nerlove/Arrow-Modell (1962). 
Die Werbung hat eine verzögerte Wirkung. 
Einfluss der interpersonellen 
Kommunikation 
Es gibt einen linearen Zusammenhang zwischen der interpersonellen. 
Kommunikation und dem Bekanntheitsgrad einer Innovation. 
Die interpersonelle Kommunikation hat keinen Einfluss auf den Be-
kanntheitsgrad. 
Tabelle C-3 Hypothesen bzgl. der Werbewirkung und des Einflusses der interperso-
nellen Kommunikation. 
 
Nur zwei, der in Tabelle C-4 dargelegten Gleichungen, (C-68) und (C-73), haben 
eine geschlossene Lösung und können direkt im IED-Modell verwendet werden. In 
diesen beiden Fällen wird die Werbung als eine Konstante betrachtet, d.h. eine Ana-
lyse der Werbepolitik ist durch diese Modellformulierungen nicht möglich. Soll der 
Einfluss der Werbeausgaben analysiert werden, so muss der zeitliche Ablauf der 
Werbeausgaben durch eine analytische Funktion A(t) festgelegt sein. Selbst dann ha-
ben die Gleichungen nicht in jedem Fall eine geschlossene Lösung. Nur für bestimm-
te A(t) kann eine geschlossene Lösung für (C-59) gefunden werden. Für die verschie-
denen Werbefunktionen ergeben sich entsprechend unterschiedliche explizite For-




werden können. Somit ist es mit dem IED-Modell möglich, den Einfluss von ver-
schiedenen Werbefunktionen zu modellieren und zu vergleichen. 
Zusätzlich kann die Wirkung der interpersonellen Kommunikation nur auf eine Wei-
se betrachtet werden: Dabei steht die Wirkung der interpersonellen Kommunikation 
und die Anzahl der Adoptoren im linearen Zusammenhang. 
 
Annahmen Das mathematische Modell 
Die Werbung hat einen konstanten Ein-
fluss. 
Die interpersonelle Kommunikation hat 
einen konstanten Einfluss. 
(C-68)  ( ) ( )( ) ( )( )1i idx t x t c bY t= − +  
Wird Y(t) durch x(t) ersetzt, ergibt sich als Lösung der 
Differentialgleichung Folgendes: 















Die Werbewirkung ist eine logistische 
Funktion der Werbeausgaben. 
Die interpersonelle Kommunikation hat 
einen konstanten Einfluss. 
(C-70)  ( ) ( )( ) ( )( ) ( )( )1 logi idx t x t c A t bY t= − +  
Die Lösung ist nur dann möglich, wenn A(t) bekannt 
ist. Jedoch nicht für beliebige A(t). 
Der Werbeeinfluss wird mittels des Ner-
love/Arrow-Modells (1962) abgebildet. 
Die interpersonelle Kommunikation hat 
einen konstanten Einfluss. 
(C-71)  






dx t x t c w A j bY t
=
⎛ ⎞
= − +⎜ ⎟
⎝ ⎠
∑  
Die Lösung ist nur dann möglich, wenn A(t) bekannt 
ist. Jedoch nicht für beliebige A(t). 
Die Werbewirkung ist um τ verzögert. 
Die interpersonelle Kommunikation hat 
einen konstanten Einfluss. 
(C-72)  ( ) ( )( ) ( ) ( )( )1 lni idx t x t c A t bY tτ= − − +  
Die Lösung ist nur dann möglich, wenn A(t) bekannt 
ist. Jedoch nicht für beliebige A(t). 
Die Werbung hat einen konstanten Ein-
fluss. 
Die interpersonelle Kommunikation hat 
keinen Einfluss. 
(C-73)  ( ) ( )( )1i idx t c x t= −  
die Lösung der Differentialgleichung ist: 
(C-74)  ( ) 1 ctix t e−= − . 
Die Werbewirkung ist eine logistische 
Funktion von Werbeausgaben. 
Die interpersonelle Kommunikation hat 
keinen Einfluss. 
(C-75)  ( ) ( )( ) ( )( )1 logi idx t x t c A t= −  
Die Lösung ist nur dann möglich, wenn A(t) bekannt 
ist. Jedoch nicht für beliebige A(t). 
Der Werbeeinfluss wird mittels des Ner-
love/Arrow-Modells (1962) abgebildet. 
Die interpersonelle Kommunikation hat 
keinen Einfluss. 






dx t x t c w A j
=
⎛ ⎞
= − ⎜ ⎟
⎝ ⎠
∑  
Die Lösung ist nur dann möglich, wenn A(t) bekannt 
ist. Jedoch nicht für beliebige A(t.) 
Die Werbewirkung ist um τ verzögert. 
Die interpersonelle Kommunikation hat 
keinen Einfluss. 
(C-77)  ( ) ( )( ) ( )( )1 lnidx t x t c A t τ= − −  
Die Lösung ist nur dann möglich, wenn A(t) bekannt 
ist. Jedoch nicht für beliebige A(t). 






Es gibt nur wenige empirische Studien, die die Zusammenhänge zwischen Distribu-
tion und Umsatz untersuchen (Reibstein/Farris 1995). Genauso selten wird die An-
zahl der Verkaufsstellen in den Innovationsdiffusionsmodellen berücksichtigt (Jo-
nes/Ritz 1991, Mesak 1996). Eine der seltenen Ausnahmen bildet das Mesak-Modell 
(1996). Dabei wird der Zusammenhang zwischen der Anzahl der Adoptoren Y(t) und 
der Distribution D sehr allgemein wie folgt dargestellt: 
 




Die Funktion f(D) hat nach Mesak (1996) folgende Eigenschaften: 
 
(C-79)   ( ) ( ) ( )0 0, 0, 0f f D f D′ ′′= > ≤ . 
 
Diese Eigenschaften stimmen mit dem Hartung/Fischer-Distributionsmodell (1965) 
überein, die die Zusammenhänge zwischen dem Marktanteil mai(t) des Produktes i 
und der Verkaufsstättenanzahl Di wie folgt abbilden: 
 










wobei bi positive Koeffizienten sind. 
In dem IED-Modell wird die Distributionswirkungsfunktion ähnlich wie im Hartung/ 
Fischer-Modell (1965) abgebildet: 
 








wobei di nichts anderes als der Distributionsanteil von Produkt i ist. Die Eigenschaf-
ten der Formulierung (C-81) entsprechen den von Mesak (1996) vorgeschlagenen Ei-




Bekanntheitsgrad xi(t) ergibt sich der Anteil der Konsumenten mit Produktwissen 
und physischer Erwerbsgelegenheit qi(t). 
c) Wirkung von Werbung und Distribution auf den Anteil der Konsumenten mit 
Produktwissen und physischer Erwerbsgelegenheit 
Gemäß dem IED-Modell tätigt ein Konsument einen Kauf, wenn zwei Voraussetzun-
gen erfüllt sind: Zum einen muss der Konsument informiert sein. Zum anderen muss 
der Kauf durch die naheliegenden Verkaufsstellen ermöglicht werden. Gleichung 
(C-81) sowie Tabelle C-4 beschreiben, wie die Wahrscheinlichkeiten für diese Ereig-
nisse modelliert werden können. Diese Wahrscheinlichkeiten bilden also die Werbe- 
und Distributionswirkung ab. Das Zusammenspiel von beiden Wahrscheinlichkeiten 
beeinflusst den Anteil der Konsumenten mit Produktwissen und physischer Erwerbs-
gelegenheit (siehe Gleichung (C-58)). 
 
Annahme Beschreibung  
Zahlungsbereitschaften und Nettonutzen 
Individuelle ZB: Entscheidungs-
regel 
Die Annahme, Deterministisch (C-4) vs. Stochastisch (C-20), 
spielt für die explizite Form des IED-Modells keine entschei-
dende Rolle. 
Extremwertverteilung (C-26)  
Logistische Verteilung (C-37) 
Die Form der Verteilung der 
Zahlungsbereitschaften in der 
Bevölkerung 
Expotentielle Verteilung (C-43) 
Güter, die nicht wiedergekauft werden (C-51) Endogene Änderungen 
Güter, die wiedergekauft werden (C-54), (C-55) 
Vernachlässigung Änderungen der Zahlungsbereit-
schaften durch interpersonelle 
Kommunikation  Berücksichtigung mit Gleichung (C-56) 
Änderungen des Nettonutzens 
durch Preisänderungen 
Direktes Einfließen in das Entscheidungskalkül (C-16) 
Anteil der Konsumenten mit Produktwissen und physischer Erwerbsgelegenheit 
Änderungen der Konsumenten-
Awareness durch Werbung 
Konstante Werbewirkung (C-60) 
Vernachlässigung Änderungen der Konsumenten-
Awareness durch 
interpersonelle Kommunikation Berücksichtigung mit einem linearen Modell (C-65) (siehe 
Tabelle C-4) 
Vernachlässigung Änderungen der direkten Kauf-
möglichkeiten durch Distribu-
tion Berücksichtigung mit Gleichung (C-81) 




IV.3. Analyse der Gültigkeit von Unabhängigkeitsannahmen 
Um eine geschlossene Lösung der expliziten Form des IED-Modells zu erhalten, 
wird angenommen, dass bestimmte Faktoren unabhängige Zufallsgrößen sind. Bei-
spielweise wird bei den Formulierungen des IED-Modells für den Mehrproduktmarkt 
(siehe Tabelle C-13 und Tabelle C-14) davon ausgegangen, dass die individuellen 
Zahlungsbereitschaften der Konsumenten für verschiedene Produkte voneinander un-
abhängig sind. Diese Annahme impliziert, dass ein Konsument eine besondere Nei-
gung nur zu einem bestimmten und nicht zu allen Produkten aus einer Produktkate-
gorie hat. Dies entspricht nicht immer der Realität: Es ist beispielsweise zu erwarten, 
dass ein Motorradfahrer im Durchschnitt eine höhere Zahlungsbereitschaft für alle 
Motorradmarken hat, als ein Nicht-Motorradfahrer18. 
Eine weitere kritische Annahme wird bezüglich der Unabhängigkeit des Bekannt-
heitsgrades eines Neuproduktes von der individuellen Zahlungsbereitschaft getrof-
fen: Gemäß dieser Annahme ist jeder Konsument, unabhängig von seiner Zahlungs-
bereitschaft, mit der gleichen Wahrscheinlichkeit zum Zeitpunkt t über das Neupro-
dukt informiert. Am Beispiel des Motorradfahrers Bikern würde es bedeuten, dass 
der Motorradfahrer und Nicht-Motorradfahrer im gleichen Maße alle neuen Motor-
radmarken informiert sind. Dies ist wiederum nicht sehr realistisch. 
In diesem Abschnitt wird mittels Sensibilitätsanalysen gezeigt, dass die Vernachläs-
sigung der oben beschriebenen Zusammenhänge zu einer Verzerrung der Modeller-
gebnisse führen kann. Dafür werden IED-Modellvarianten formuliert, die Zusam-
menhänge zwischen Zahlungsbereitschaften bzw. zwischen Zahlungsbereitschaften 
und Bekanntheitsgrad beinhalten. Diese Modellvarianten besitzen jedoch keine ge-
schlossenen Lösungen, es werden daher simulierte Absatzdaten für das Zeitintervall 
[0, 100] berechnet. Diese Simulation stellt ein geeignetes Instrument dar: Sie ermög-
licht es, einen einzelnen Parameter zu variieren und dabei weitere Einflüsse von Stör-
faktoren auf den zu untersuchenden Prozess auszuschließen.  
Im ersten Schritt wird die Unabhängigkeitsannahme der Zahlungsbereitschaften auf 
dem Mehrproduktmarkt analysiert. Danach wird dargestellt, wie die Abhängigkeit 
                                                 





zwischen dem Bekanntheitsgrad und den Zahlungsbereitschaften die Innovationsdif-
fusionskurve beeinflussen kann. 
a) Die Unabhängigkeitsannahme der Zahlungsbereitschaften auf dem 
Mehrproduktmarkt. 
Simulationsannahmen 
Für die Analyse der Annahme der Unabhängigkeit der Zahlungsbereitschaften beru-
hen die Simulationen auf den unten beschriebenen Ansatzpunkten. Die verwendeten 
Formulierungen des IED-Modells sind in der Tabelle C-7 dargestellt: 
- Es wird angenommen, dass auf dem Markt zwei Wettbewerbsprodukte zur 
Verfügung stehen. Das erste Produkt ist eine Innovation, welche über die 
Zeit bekannt wird. Das zweite Produkt ist hingegen bereits auf dem Markt 
etabliert. 
- Es ist ausreichend, die Sensibilitätsanalyse nur mit einer Annahmekonstella-
tion bezüglich der Informationsverbreitung zu überprüfen. Es wird angenom-
men: Die interpersonelle Kommunikation beeinflusst den Bekanntheitsgrad 
und die Werbung hat eine konstante Wirkung (siehe Tabelle C-4). 
- Die Innovationsdiffusionsverläufe werden sowohl für die Produkte (1) ohne 
als auch (2) mit Wiederholungskäufen simuliert. Für die Produkte mit 
Wiederholungskäufen beträgt die Zeitspanne zwischen zwei Käufen 1, d.h. 
die Konsumenten, die eines der Wettbewerbsprodukte im Zeitpunkt t kaufen, 
haben im Zeitpunkt t+1 wieder das Bedürfnis, ein Produkt zu kaufen. 
- Der Preis für das Neuprodukt wird zwischen den Werten 8, 10 und 12 
variiert. Der Preis vom Altprodukt beträgt immer 6. 
- Der Zusammenhang zwischen den Konsumentenzahlungsbereitschaften für 
beide Produkte wird durch eine zweidimensionale Normalverteilung19 darge-
stellt. Der Mittelwert der Zahlungsbereitschaft für die Innovation beträgt 10, 
                                                 
19 Für die Analyse wird eine multidmensionale Normalverteilung gewählt, da sie eine Abbildung der 
Abhängigkeiten zwischen zwei Zufallsgrößen, wie z.B. Zahlungsbereitschaften, ermöglicht. 




der Mittelwert für das etablierte Produkt ist gleich 6. Die Varianz für beide 
Produkte ist 64. 
- Die Stärke des Zusammenhangs zwischen den Zahlungsbereitschaften für 
zwei Produkte wird durch den Pearsonschen Korrelationskoeffizient20 r 
abgebildet. Dabei entspricht die Modellformulierung mit r = 0 dem IED-Mo-
dell ohne Berücksichtigung der Abhängigkeiten zwischen den Zahlungsbe-
reitschaften. 
- Die Veränderung des Innovationsdiffusionsverlaufes wird in Abhängigkeit 
von der Größe des Korrelationskoeffizienten r untersucht. Dabei wird die 
Analyse für 11 verschiedene Werte des Korrelationskoeffizienten r [0; 0,1; 
0,2; …; 0,9; 0,99] durchgeführt. 
Als Maß, wie stark die Innovationsdiffusionsprozesse mit einer positiven Korrelation 
zwischen den Zahlungsbereitschaften von solchen mit der Korrelation Null abwei-
chen, wird hier der Koeffizient der relativen Abweichungen ktra verwendet, der wie 
folgt definiert wird: 






wobei Stri die Verkäufe eines Neuproduktes im Zeitpunkt t unter Annahme des Kor-
relationskoeffizienten ri und Str0 die Verkäufe mit dem Korrelationskoeffizient r0=0 
sind. Der Koeffizient ktra zeigt die Größe und die Richtung relativer Abwiechung: 
Beträgt der Koeffizient beispielsweise den Wert -0,1, sind die Verkäufe beim Korre-
lationskoeffizient ri im Durchschnitt um 10 % niedriger als bei einem Korrelations-
koeffizienten Null. Im Falle des Wertes 0,1 sind die Verkäufe um 10% größer. 
Obwohl die hier dargestellte Sensibilitätsanalyse für verschiedene Konstellationen 
von Produkt-, Markttyp, Preise und Korrelationen durchgeführt wird, deckt sie nicht 
die ganze mögliche Vielfalt der auf dem Markt zu betrachtenden Fälle. Die Ergebnis-
se dieser Studie sollen in erster Linie zur kritischen Analyse der Annahmen des IED-
Modells dienen. 
                                                 
20 Der Pearsonsche Korrelationskoeffizient ist ein Maß für den Grad des linearen Zusammenhangs 





Die zentrale Frage dieser Simulationsstudie ist, wie stark die Verletzung der Annah-
me der unabhängigen Zahlungsbereitschaften den Innovationsdiffusionsverlauf be-
einflusst. Im Detail ergeben sich folgende drei Fragen: 
1. Wie beeinflusst die Korrelation zwischen Zahlungsbereitschaften den Innova-
tionsdiffusionsverlauf?  
2. Gibt es eine Interaktion zwischen der Höhe des Korrelationskoeffizienten und 
dem Produkttyp im Hinblick auf den Innovationsdiffusionsverlauf? 
3. Gibt es eine Interaktion zwischen der Höhe des Korrelationskoeffizienten und 
dem Preis des Neuproduktes im Hinblick auf den Innovationsdiffusionsver-
lauf? 
Zusammenhang zwischen der Korrelation und dem Innovationsdiffusionsverlauf 
Um diese Fragen zu beantworten, wurden zwei Formulierungen des IED-Modells für 
Produkte mit und ohne Wiederholungskäufe verwendet (Spalte 2 und 3, Tabelle 
C-6). Für jede dieser Marktsituationen wurde der Preis variiert (Zeilen 2 bis 4, 
Tabelle C-6). Die Innovationsdiffusionskurven für jede Parameterkonstellation wur-
den für elf Korrelationskoeffizienten simuliert. Um genauer zu analysieren, wie stark 
der Korrelationskoeffizient den Innovationsdiffusionsverlauf beeinflusst, wurde der 
Koeffizient der relativen Abweichungen ktra berechnet. In der hier dargelegten Sensi-
bilitätsanalyse erwies sich der Koeffizient relativer Abweichungen als zeitunabhän-
gig. Der Zusammenhang zwischen dem Korrelationskoeffizienten r und dem Koeffi-
zienten der relativen Abweichungen ktra wird in der dritten Spalte der Tabelle C-6 
graphisch abgebildet. Die Tabelle C-8 beinhaltet die Werte des Koeffizienten der re-
lativen Abweichungen für alle Simulationsläufe.  
Auf den Abbildungen in Tabelle C-6 ist der Einfluss des Korrelationskoeffizienten 
deutlich erkennbar: Je größer der Korrelationskoeffizient ist, desto stärker sind in der 
Regel die Abweichungen der Innovationsdiffusionskurven von der Kurve mit der 
Korrelation 0. Daraus folgt bereits, dass die Vernachlässigung von Zusammenhängen 
zwischen Zahlungsbereitschaften zur verzerrten Abbildung von Innovationsdiffu-
sionsprozessen mittels IED-Modells führen kann. 
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Korrelationskoeffizient r 0,10 0,20 0,30 0,40 0,50 0,60 0,70 0,80 0,90 0,99 
Mit Wiederholungskäufen, Preis ist 
konstant und gleich 8 
-0,01 -0,02 -0,03 -0,04 -0,05 -0,06 -0,06 -0,05 -0,01 0,25 
Mit Wiederholungskäufen, Preis ist 
konstant und gleich 10 
-0,02 -0,04 -0,06 -0,09 -0,11 -0,14 -0,16 -0,20 -0,24 -0,30 
Mit Wiederholungskäufen, Preis ist 
konstant und gleich 12 
-0,03 -0,07 -0,10 -0,14 -0,18 -0,23 -0,29 -0,37 -0,50 -0,94 
Ohne Wiederholungskäufe, Preis ist 
konstant und gleich 8 
-0,01 -0,02 -0,03 -0,04 -0,05 -0,06 -0,06 -0,05 -0,01 0,25 
Ohne Wiederholungskäufe, Preis ist 
konstant und gleich 10 
-0,02 -0,04 -0,06 -0,09 -0,11 -0,14 -0,16 -0,20 -0,24 -0,30 
Ohne Wiederholungskäufe, Preis ist 
konstant und gleich 12 
-0,03 -0,07 -0,10 -0,14 -0,18 -0,23 -0,29 -0,37 -0,50 -0,94 






Die Analyse der relativen Abweichungen zeigt den gleichen Effekt: Mit steigendem 
Korrelationskoeffizienten steigt meistens der absolute Wert des Koeffizienten der re-
lativen Abweichungen. Die Korrelation von 0,4 kann eine relative Abweichung von 
bis zu 14% auslösen. Große Korrelationswerte (ab 0,9) beeinflussen den Innovations-
diffusionsprozess besonders stark. Hier erreicht der Koeffizient der relativen Abwie-
chungen den Wert von -0,94.  
Dieser Effekt kann mit der Simulation der normalverteilten Nettonutzen erklärt wer-
den (Abbildung C-9). Die Achsen stellen den Nettonutzen für Produkt X (Altpro-
dukt) und Y (Neuprodukt) dar. Es wurden 40 Konsumenten mit ihren Nettonutzen für 
beide Produkte simuliert. Diese Nettonutzen sind normalverteilte Zufallswerte mit 
einem Mittelwert 0 für das Neu- und Altprodukt. Der Zusammenhang zwischen die-
sen Werten wird wieder durch den Korrelationskoeffizienten kontrolliert und kann 
entweder gleich 0 oder 0.99 sein. Der rote Bereich auf der Abbildung identifiziert 
den Anteil der Konsumenten, bei denen der Nettonutzen für das Neuprodukt größer 
als für das Altprodukt ist und die dementsprechend das Neuprodukt kaufen. Der 
schwarze Bereich beinhaltet die Konsumenten, die das Altprodukt kaufen. Besteht 
kein Zusammenhang zwischen Zahlungsbereitschaften (Korrelationskoeffizient=0), 
dann sind die Konsumenten auf der Fläche verteilt. In jedem Quadranten liegen 25% 
der Konsumenten. Die Konsumenten aus dem zweiten Quadranten werden zwischen 
beiden Produkten aufgeteilt, d.h. jedes Produkt wird von 37,5% der Konsumenten 
gekauft. 
 
a)   b)  
Abbildung C-9 Normalverteilte Nettonutzen für zwei Produkte mit Mittelwert für Alt-





Ist der Zusammenhang zwischen den Zahlungsbereitschaften sehr stark (Korrela-
tionskoeffizient=0,99), liegen die Konsumenten entlang der Diagonalen, die glei-
chem Nettonutzen für beide Produkte entspricht. Demzufolge hat ein Konsument für 
beide Produkte entweder einen positiven oder negativen Nettonutzen. Die Quadran-
ten I und III sind nahezu leer. Nur die 50% der Konsumenten aus dem Quadrant II 
werden zwischen beiden Produkten aufgeteilt: Der Anteil der Konsumenten sinkt auf 
25%. 
Interaktion zwischen der Höhe des Korrelationskoeffizienten und dem Produkttyp im 
Hinblick auf den Innovationsdiffusionsverlauf 
Obwohl sich die Innovationsdiffusionskurven für den Markt mit und ohne Wiederho-
lungskäufe prinzipiel unterscheiden, zeigt sich, dass der Koeffizient der relativen Ab-
weichungen bei gleichem Produktpreis völlig identisch ist. Somit kann man sagen, 
dass der Produkttyp zusammen mit dem Korrelationskoeffizienten keine Interak-
tionseffekte auf den Koeffizienten der relativen Abweichungen hat. 
Interaktion zwischen der Höhe des Korrelationskoeffizienten und dem Preis des Neu-
produktes im Hinblick auf den Innovationsdiffusionsverlauf 
Der Preis des Neuproduktes hingegen hat einen sehr starken Einfluss auf den Koeffi-
zienten der relativen Abweichungen. In Abbildung C-10 ist für drei verschiedene 
Preise der Zusammenhang zwischen dem Korrelationskoeffizienten und dem Koeffi-
zienten der relativen Abweichung dargestellt. Für jeden Korrelationskoeffizienten ist 
der Koeffizient der relativen Abweichungen umso größer, desto niedriger der Preis 
und dementsprechend höher der Nettonutzen des Neuproduktes ist (siehe auch 
Tabelle C-8). 
Eine bedeutende Veränderung im Kurvenverlauf ist, in Abbildung C-10 zu erkennen, 
wenn der Preis unter 10 fällt. In diesem Fall steigt die relative Abweichung für starke 
Korrelation der Zahlungsbereitschaften an, anstatt stetig abzufallen. Als mittlere Zah-
lungsbereitschaft für das Neuprodukt wurde 10 angenommen, demzufolge entspricht 






Abbildung C-10 Relative Abweichungen für Produkte mit Wiederholungskäufen für 
drei konstante Preisausprägungen. 
 
Auch der Einfluss des Preises auf die relative Abweichung kann mit einer Simulation 
der normalverteilten Nettonutzen erklärt werden (Abbildung C-11). Bei dieser Simu-
lation betrug der Mittelwert des Nettonutzens für das Altprodukt stets 0, wohingegen 
der Nettonutzen für das Neuprodukt variiert wurde. Der Korrelationskoeffizient be-
trug für beide Simulationen 0,99. Wie oben bereits gezeigt, konzentrieren sich die 
Konsumenten durch den starken Zusammenhang der Zahlungsbereitschaften entlang 
einer Geraden. Wenn der mittlere Nettonutzen des Neuprodukts gleich Null ist, ver-
läuft diese Gerade durch den Ursprung. Beim positiven Nettonutzen verschiebt sich 
die Gerade nach oben (Abbildung C-11b). Daraus folgt, dass der Anteil der Konsu- 
 
a)   b)  
Abbildung C-11 Normalverteilte Nettonutzen für zwei Produkte mit Mittelwert für 






menten für das Neuprodukt steigt. Ist der Mittelwert der Nettonutzen negativ, ver-
schiebt sich die Gerade nach unten und die Anzahl der Konsumenten sinkt. Analy-
tisch lässt sich zeigen, dass eine starke Korrelation zwischen Zahlungsbereitschaften 
zu einer Absatzsteigerung führt, wenn der Mittelwert der normalverteilten Nettonut-
zen des Neuproduktes größer als der des Altproduktes ist. 
Der Einfluss des Korrelationskoeffizienten r und des Preises bzw. Nettonutzens des 
Neuproduktes lassen sich wie folgt zusammenfassen: (1) Je höher der Korrelations-
koeffizient ist, desto größer ist der absolute Wert der relativen Abweichungen. (2) Je 
niedriger der Preis und dementsprechend höher der mittlere Nettonutzen des Neupro-
duktes ist, desto größer sind solche Abweichungen. Hat folglich ein Neuprodukt 
einen deutlichen Nutzenvorsprung vor dem Altprodukt, ist eine positive Korrelation 
zwischen Zahlungsbereitschaften dieser Produkte zugunsten des Neuproduktabsat-
zes. Bei kleineren Unterschieden im Nettonutzen beeinflusst die Korrelation eher ne-
gativ den Absatz des Neuproduktes. 
Für die Praxis implizieren die Ergebnisse dieser Sensibilitätsanalyse, dass die mit 
dem IED-Modell vorhergesagten kumulierten sowie nicht kumulierten Absatzzahlen 
sowohl unterschätzt als auch überschätzt werden, wenn ein starker Zusammenhang 
zwischen Zahlungsbereitschaften besteht (siehe Tabelle C-8). 
b) Die Unabhängigkeitsannahme zwischen Zahlungsbereitschaften und dem 
Bekanntheitsgrad 
Simulationsannahmen 
Eine weitere Annahme des IED-Modells ist die Unabhängigkeit zwischen der indivi-
duelle Zahlungsbereitschaft und dem Bekanntheitsgrad eines Produktes. Obwohl die-
se Annahme nicht realistisch ist, wird sie in Innovationsdiffusionsmodellen oft ver-
wendet (z.B. Dodson/Muller 1978, Kalish 1985). Eine der Gründe für deren Anwen-
dung ist eine übersichtliche Modellstruktur und eine leichtere statistische Schätzung, 
die nicht mit der Multikollinearität behaftet ist. 
Obwohl es kaum möglich ist, die oben beschriebenen Abhängigkeiten in Innova-
tionsdiffusionsmodellen darzustellen und zu schätzen, wäre es interessant zu wissen, 




Frage wird hier wieder eine Sensibilitätsanalyse gewählt. Dabei unterliegen zu unter-
suchende Formulierungen des IED-Modells folgenden Bedingungen: 
- Es wird angenommen, dass nur ein Produkt auf dem Markt zur Verfügung 
steht, und dass die Konsumentenzahlungsbereitschaften und dementspre-
chend der Nettonutzen einer Normalverteilung folgen. 
- Das Neuprodukt kann nicht wiedergekauft werden. 
- Diese Analyse wird nur auf eine Annahmekonstellation bezüglich Informa-
tionsverbreitung eingeschränkt: Die interpersonelle Kommunikation beein-
flusst den Bekanntheitsgrad und die Werbung hat eine konstante Wirkung 
(siehe Tabelle C-4). 
Der Bekanntheitsgrad eines Produktes hängt von der Zeit und dem Nettonutzen eines 
Konsumenten ab. Dabei gilt: Je größer der Nettonutzen eines Produktes u bei einem 
Konsumenten ist, desto höher ist der Bekanntheitsgrad eines Produktes u bei dem 
Konsument. Der Bekanntheitsgrad des Produktes ist dabei gleich für alle Konsumen-
ten mit gleichem Nettonutzen. Mathematisch werden die beschriebenen Zusammen-
hänge durch die Erweiterung des zeitabhängigen Bekanntheitsgrades mit einem net-
tonutzenabhängigen Exponenten abgebildet: 
 






























Die Abbildung C-12 zeigt den zeitlichen Ablauf des Bekanntheitsgrades des Produk-
tes für Konsumenten mit verschiedenen Nettonutzen. Aus der Abbildung folgt, dass 
der Bekanntheitsgrad bei Konsumenten mit größerem Nutzen immer höher ist, als 
bei Konsumenten mit niedrigerem Nutzen. 
Die Formulierung des IED-Modells, die sich aus den oben beschriebenen Annahmen 






Abbildung C-12 Der Bekanntheitsgrad q(t,u) für drei verschiedene Nettonutzen. 
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Tabelle C-9 Simulationsmodelle für den Monopolmarkt ohne Wiederholungskäufe 
mit und ohne Berücksichtigung des Zusammenhangs zwischen dem 
Bekanntheitsgrad und dem Nettonutzen des Produktes. 
 
Simulationsergebnisse 
Das Hauptergebnis dieser Simulationsstudie ist, dass die Vernachlässigung der Zu-
sammenhänge zwischen Bekanntheitsgrad und Nettonutzen eines Produktes bei 
einem Konsumenten zur verzerrten Abbildungen des Innovationsdiffusionsprozesses 
führt. Wie in den Abbildungen C-13 und C-14 gezeigt wird, werden die Verkäufe am 
Anfang des Innovationsdiffusionsprozesses unterschätzt und am Ende überschätzt. 
Im IED-Modell wird also nicht berücksichtigt, dass sich die Informationen über das 
Neuprodukt viel schneller unter den „Anhänger“ des Produktes verbreiten und dieses 




vationsdiffusionsprozesses bleiben unter den Nicht-Adoptoren vorwiegend die 
„gleichgültigen“ Konsumenten mit niedrigen Zahlungsbereitschaften übrig. Diese 
Konsumentenstruktur schwächt die Wirkung der Informationsverbreitung ab. Da 
beim IED-Modell angenommen wird, dass ein Produkt irdendwann bei allen Kon-
sumenten bekannt ist, wird das Marktpotential eines Produktes durch die Berücksich-
tigung von Zusammenhängen zwischen Bekanntheitsgrad und Nettonutzen nicht be-
einflusst. Beispielsweise wird in beiden hier dargestellten IED-Modellen (siehe 
Abbildung C-14) ein Gesamtabsatz von 250 erreicht. 
 
 
Abbildung C-13 Verkäufe pro Zeitperiode mit und ohne Berücksichtigung der Zu-




Abbildung C-14 Kumulierte Verkäufe pro Zeitperiode mit und ohne Berücksichtigung 
der Zusammenhänge zwischen dem Bekanntheitsgrad und dem Netto-





V. Zusammenfassung des IED-Modell 
In den vorhergehenden Abschnitten wurde das IED-Modell dargestellt. Das IED-
Modell verfügt über eine Grundstruktur (C-13), die mit unterschiedlichen Annahmen 
gefüllt werden kann (siehe Tabelle C-5). Abhängig davon, welche der Annahmen für 
bestimmte Phänomene getroffen werden, ändert sich die explizite Struktur des IED-
Modells. Dabei ist die Anzahl der möglichen expliziten IED-Modelle sehr hoch. In 
diesem Abschnitt (siehe Tabelle C-7, C-8, C-9, C-10) werden nur einige dieser Lö-
sungen vorgestellt und mit anderen Innovationsdiffusionsmodellen verglichen. Im 
Kapitel D werden eine Simulationsstudie und eine empirische Analyse mit Hilfe des 
IED-Modells durchgeführt. 
Um die Qualität eines Modells zu beurteilen, ist es sinnvoll, dieses mit anderen Mo-
dellen, die bereits in der Marketingliteratur vertreten sind, zu vergleichen. In diesem 
Abschnitt werden vier Varianten des IED-Modells mit Modellen verglichen, die je-
weils ähnliche Grundannahmen behandeln. Dabei erfolgt die Einteilung der vergli-
chenen Modelle anhand der in Kapitel B erarbeiteten Systematik (Tabelle C-10). 
 
Deterministische, aggregierte Innovationsdiffusi-
onsmodelle mit Marketing-Mix-Variablen für 
den Monopolmarkt 
Deterministische, aggregierte Innovationsdiffusi-
onsmodelle mit Marketing-Mix-Variablen für 
den Mehrproduktmarkt 
Deterministische, aggregierte Innovationsdiffusi-
onsmodelle mit Marketing-Mix-Variablen mit 
Wiederholungskäufen für den Monopolmarkt 
Deterministische, aggregierte Innovationsdiffusi-
onsmodelle mit Marketing-Mix-Variablen mit 
Wiederholungskäufen für den 
Mehrproduktmarkt 
Tabelle C-10 Vier Beispiele für mögliche Modellvarianten des IED-Modells. 
 
V.1. Deterministische, aggregierte Innovationsdiffusionsmodelle 
mit Marketing-Mix-Variablen für den Monopolmarkt und Erstkäufe 
Die Modelle dieser Klasse beschreiben die Innovationsdiffusion für den Monopol-
markt und berücksichtigen nur Erstkäufe. In Tabelle C-11 werden die verschiedenen 
möglichen expliziten Formen des IED-Modells für den Monopolmarkt dargestellt. 
Als Vergleich sind auch die Modelle aufgeführt, die gemäß Abschnitt B.II.5. eben-
falls zu dieser Klasse gehören. Im Folgenden wird auf die Unterschiede und Gemein-





Die meisten Modelle mit Marketing-Mix-Variablen für Monopolmärkte stützen sich 
auf das Bass-Modell (1969), z.B. Robinson/Lakhani (1975) und Bass et al. (1994). 
Hier wird Nicht-Adoptoren m-Yt eine Übernahmewahrscheinlichkeit zugewiesen, die 
vom Preis sowie von den Innovations- und Imitationsparametern c1 und c2 abhängt. 
Die Bass-ähnliche Modellstruktur setzt also voraus, dass alle Konsumenten am 
Markt m die Innovation irgendwann übernehmen. Die Marktgröße m ist somit die 
Anzahl aller potentiellen Konsumenten. Der Preis und die Innovations- und Imitati-
onsparameter c1 und c2 bestimmen nur den Zeitpunkt der Übernahme und nicht, ob 
die Übernahme überhaupt stattfindet. Eine mögliche Änderung der Anzahl poten-
tieller Konsumenten, z. B. durch Einstellungsänderungen, kann mit dieser Struktur 
zunächst nicht abgebildet werden. Einige Modelle versuchen dies durch eine zusätz-
liche Modellierung der zeitlichen Änderung der Marktgröße m zu verbessern (z.B. 
Horsky 1990). 
Im IED-Modell dagegen wird die Anzahl der kaufbereiten Konsumenten durch deren 
Informationsstand und Zahlungsbereitschaft bestimmt. Von dieser Anzahl werden 
die Konsumenten abgezogen, die bis zum Zeitpunkt t das Produkt bereits gekauft ha-
ben. Das Ergebnis ist die Anzahl der Adoptoren in t. Eine ähnliche Struktur hat auch 
das Kalish-Modell (1985). Es ermöglicht ebenfalls abzubilden, dass nicht alle am 
Markt agierenden Konsumenten m die Innovation übernehmen. Wie viele Konsu-
menten am Markt die Innovation tatsächlich übernehmen, hängt von Faktoren wie 
Preis und Erwerbsgelegenheit ab. Es ist somit möglich, im Gegensatz zu den auf dem 
Bass-Ansatz basierenden Modellen, die potentielle Marktgröße abhängig von ver-
schiedenen Variablen zu bestimmen. 
b) Interpersonelle Kommunikation 
In den meisten aggregierten Modellen mit Marketing-Mix-Variablen auf dem Mono-
polmarkt beeinflusst die interpersonelle Kommunikation die Adoptionswahrschein-
lichkeit einer Innovation (z.B. Robinson/Lakhani 1975, Bass et al. 1994). Nur selten 
wird in aggregierten Modellen angenommen, dass die interpersonelle Kommunika-




Im IED-Modell liegt die Annahme vor, dass die interpersonelle Kommunikation so-
wohl die Produktwahrnehmung als auch den Informationsstand der Konsumenten be-
einflussen kann. Werden beide Einflüsse gleichzeitig in das Modell einbezogen, ist 
es wegen des Multikollinearitätsproblems statistisch nicht möglich, das Modell kor-
rekt zu schätzen. Daher können zwei verschiedene Modelltypen gebildet werden, die 
nur den einen oder anderen Einfluss berücksichtigen. Durch den Vergleich der empi-
rischen Ergebnisse der beiden Modelltypen ist es möglich zu bestimmen, welcher 
Ansatz die besten Ergebnisse liefert. Im Kapitel D wird eine solche empirische Stu-
die vorgestellt. 
c) Einfluss des Preises 
Im Robinson/Lakhani-Modell (1975) sowie im allgemeinen Bass-Modell (Bass et al. 
1994) beeinflusst der Preis die Adoptionswahrscheinlichkeit. Im Kalish-Modell 
(1985) hat der Preis einen direkten Einfluss auf die Anzahl der Adoptoren, die die In-
novation überhaupt in Betracht ziehen. Diese beiden Ansätze sind in der Marketingli-
teratur weit verbreitet (z.B. Kamakura/Balasubramanian 1988, Horsky 1990) und 
zeigen gute empirische Evidenz. Daher gibt es keine einheitliche Theorie darüber, 
welcher der Ansätze am besten geeignet ist. 
Im Gegensatz zu meisten hier dargestellten aggregierten Innovationsdiffusionsmo-
dellen geht das IED-Modell in der Modellstruktur von der individuellen Ebene aus. 
Somit ist die Berücksichtigung des Preises theoretisch begründet. Der Preis beein-
flusst direkt den Nettonutzen und damit die Anzahl der möglichen Adoptoren. Wenn 
im IED-Modell (wie auch im Robinson/Lakhani-Modell 1975) eine exponentielle 
Verteilung der Zahlungsbereitschaften angenommen wird, ist die Preiswirkung ähn-
lich der im Kalish-Modell (1985). Darüber hinaus bietet das IED-Modell unter der 
Annahme der logistischen Verteilung der Zahlungsbereitschaften eine andere Mög-
lichkeit zur Implementierung der Preisfunktion. Diese beiden Annahmen werden 
detaillierter in der Simulationsstudie und in einer empirischen Studie analysiert 
(siehe Kapitel D). 
 
 
    
Formulierungen des IED-Modells Beispiele von Alternativmodellen aus der Litera-














































































































































































wobei b, a, k Modellparameter, m das Marktpotential, 
pt Preis, qt die Wahrscheinlichkeit, informiert zu sein, 
sind 
Bass et al.(1994) 
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V.2. Deterministische, aggregierte Innovationsdiffusionsmodelle mit 
Marketing-Mix-Variablen mit Wiederholungskäufen für den 
Monopolmarkt 
Hier wird das IED-Modell mit den Modellen verglichen, die die Innovationsdiffusion 
für Monopolmärkte abbilden und die berücksichtigen, dass die Innovation wiederge-
kauft werden kann, sowie dass der Preis einen Einfluss auf den Innovationsdiffusi-
onsverlauf hat. In Tabelle C-12 sind diese Modelle gezeigt. Zum Vergleich sind die 
expliziten Formen des IED-Modells unter den gezeigten Annahmen dargestellt. 
a) Modellstruktur 
Das Kamakura/Balasubramanian-Modell (1987) entspricht der Standardstruktur von 
Innovationsdiffusionsmodellen mit Wiederholungskäufen Ratchford et al. (2000). 
Hier bestehen die Absätze einer Innovation aus den Erstkäufen und den Wiederho-
lungskäufen. Die Erstkäufe werden normalerweise mit einem Bass-ähnlichen Modell 
abgebildet. Die Wiederholungskäufe sind gleich dem Anteil der Konsumenten, deren 
bereits gekauftes Produkt nicht mehr funktioniert. Also wird in solchen Modellen an-
genommen, dass alle Konsumenten, die das Produkt schon einmal gekauft haben, es 
noch mal kaufen, unabhängig davon, wie sich z.B. das Preisniveau zu dem Zeitpunkt 
entwickelt hat. 
Im IED-Modell wird ein neuer Ansatz präsentiert. Hier werden die Absätze einer In-
novation zum Zeitpunkt t aus der Differenz zwischen den Käufern, die das Produkt 
kaufen würden und den Produktbesitzern gebildet. Dabei hängt die Anzahl der Pro-
duktbesitzer von der Produktlebensdauer ab. Die Anzahl der Käufer, die das Produkt 
kaufen würden, kann sich über die Zeit ändern und ist unter anderem eine Funktion 
vom Preis. Daher ist die Annahme, dass alle Adoptoren die Innovation unbedingt er-
setzen, sobald die Innovationslebensdauer „abgelaufen“ ist, nicht mehr notwendig. 
Wird angenommen, dass die Produktlebensdauer kürzer oder gleich 1 ist, reduziert 
sich das IED-Modell. In diesem Fall sind die Verkäufe gleich der Anzahl der Konsu-
menten, die über das Produkt informiert sind und deren Zahlungsbereitschaft größer 




gen. Im Gegensatz zum IED-Modell ist die treibende Kraft der Innovationsdiffusion 
im Lattin/Roberts-Modell die Produktwahrnehmung. Dabei wird die Informations-
verbreitung über die Innovation jedoch nicht berücksichtigt. 
b) Interpersonelle Kommunikation 
Im IED-Modell beeinflusst die interpersonelle Kommunikation entweder die Anzahl 
der Konsumenten mit Produktwissen oder die Anzahl der potentiellen Konsumenten 
(zahlungsbereiten Konsumenten). Somit sind sowohl die Erstkäufe, als auch die Wie-
derholungskäufe betroffen. Im Kamakura/Balasubramanian-Modell (1987) spielt die 
interpersonelle Kommunikation nur für die Erstkäufer eine Rolle. Im Lattin/Roberts-
Modell beeinflusst die interpersonelle Kommunikation wie im IED-Modell sowohl 
die Erst- als auch die Wiederholungskäufe. 
c) Preiswirkung 
Im Kamakura/Balasubramanian-Modell (1987) wird der Preis nur für die Abbildung 
von Erstkäufen berücksichtigt. In die Modellierung der Wiederholungskäufe fließt 
der Preis gar nicht ein. Im Lattin/Roberts-Modell beeinflusst der Preis wiederum so-
wohl die Erst- als auch die Wiederholungskäufe. Das Modell kann aber nur für 
kurzlebige Güter angewendet werden. Durch die Struktur des IED-Modells wird es 
ermöglicht, dass der Preis sowohl bei Erst- als auch bei Wiederholungskäufen einen 
Einfluss auf die Konsumentenentscheidungen nimmt. Dabei kann die Lebensdauer 
des Produktes beliebig lang sein. Somit ist das IED-Modell im Vergleich zu den bei-
den anderen Modellen vorteilhafter und universeller einsetzbar. 
V.3. Deterministische, aggregierte Innovationsdiffusionsmodelle 
mit Marketing-Mix-Variablen für den Mehrproduktmarkt mit 
Erstkäufen 
In diesem Abschnitt werden die Modelle analysiert, die die Verbreitung einer Inno-
vation auf dem Mehrproduktmarkt beschreiben. Dabei werden nur die Erstkäufe von 
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wobei Xt die Produkteinheiten sind, die sich im Ein-
satz befinden und rt, diejenigen, die ersetzt werden. 
c1, c2, a, b sind Modellparameter, m ist das Markpo-
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, 
wobel a, b, L und U Modellparameter sind und m ist 
das Markpotential. 
Tabelle C-12 Das IED-Modell und die deterministischen Innovationsdiffusionsmodelle mit Marketing-Mix-Variablen für den Monopol-





Werden Wettbewerbsprodukte in Betracht gezogen, erhält das IED-Modell eine et-
was kompliziertere Form. Wird aber angenommen, dass nicht alle Konsumenten über 
die Innovation informiert sind sowie alle anderen Produktalternativen allen Konsu-
menten bekannt sind und in allen Verkaufsstellen zur Verfügung stehen (qit=1), 
reduziert sich das IED-Modell zu einer einfachen Gleichung. Diese reduzierte Glei-
chung unterscheidet sich nicht wesentlich von dem Jun/Park-Modell (1999). Der 
Unterschied besteht darin, dass die Adoptionswahrscheinlichkeit der Nicht-
Adoptoren m-Y(t) im Jun/Park-Modell (1999) nur von der Produktwahrnehmung ab-
hängt. Die Adoptionswahrscheinlichkeit im IED-Modell ist dagegen eine Funktion 
der Produktwahrnehmung (genau gesagt der Zahlungsbereitschaft) sowie der 
Awareness der Konsumenten. Somit ist das IED-Modell der allgemeine Fall des 
Jun/Park-Modells (1999). 
V.4. Deterministische, aggregierte Innovationsdiffusionsmodelle mit Marke-
ting-Mix-Variablen mit Wiederholungskäufen für den 
Mehrproduktmarkt 
Die hier dargestellten Modelle sind der allgemeine Fall der drei oben beschriebenen 
Modelle, weil sie sowohl die Interaktionen zwischen Produktalternativen als auch die 
Wiederholungskäufe berücksichtigen. Daher sind die Modelle recht kompliziert und 
rechnerisch aufwendig. 
a) Modellstruktur 
Das IED-Modell ist so aufgebaut, dass seine Struktur für verschiedene Fälle an-
wendbar ist und zwar gleichgültig, ob zwei Produktalternativen gleichzeitig oder 
nacheinander am Markt eingeführt werden. Daher spielt die Sequenz der Marktein-
führungen keine Rolle. Die Struktur der Alternativmodelle ist hingegen so gestaltet, 
dass sie nur für eine Prognose sequenziell eingeführter Innovationen anwendbar sind 
(Norton/Bass 1987, Speece/MacLachlan 1992). Darüber hinaus erlauben diese Mo-
delle die Abbildung von Erst- und Wiederholungskäufen nur dann, wenn die 
Lebensdauer der Produkte kurz ist. 
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wobei Vti Nutzens des i Produktes ist, der 
sich aus der gewichteten Summe der Pro-
dukteigenschaften bjXjit und Diffusions-
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b) Interpersonelle Kommunikation 
In den hier dargestellten alternativen Modellen beeinflusst die interpersonelle Kommu-
nikation nur den Bekanntheitsgrad einer Innovation. Dagegen kann die interpersonelle 
Kommunikation im IED-Modell entweder den Bekanntheitsgrad oder die Innovations-
wahrnehmung und somit das Marktpotential einer Innovation beeinflussen. 
c) Preiswirkung 
Nach meinem Wissenstand gibt es nur wenige Modelle, die sowohl Produktinterakti-
onen als auch Wiederholungskäufe und Preiswirkung beinhalten. Zu diesen seltenen 
Modellen gehört das Speece/MacLachlan-Modell (1992). Der Nachteil der in diesem 
Modell verwendeten Preisfunktionen besteht darin, dass sie keinen theoretischen Be-
gründungen unterliegen. Speece/MacLachan schlagen zwei explizite Formulierungen 
der Preisfunktion vor, erklären aber nicht, worauf sie basieren. Die Preisfunktion im 
IED-Modell hat zwar eine recht komplizierte Form, sie stützt sich aber auf Überle-
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wobei Gpi die Preisfunktion ist. Sie kann auf zwei 





















wobei p* der Durchschnittsmarktpreis und pi der 
Preis der Generation i ist. 
Tabelle C-14 Das IED-Modell und die deterministischen Innovationsdiffusionsmodelle für den Mehrproduktmarkt mit Wiederholungs-
käufen. 
 
D. Praktische Anwendung des IED-Modells: 




Innovationsdiffusionsmodelle werden entwickelt um Innovationsdiffusionsprozesse 
zu beschreiben und vorherzusagen. Ein erfolgreiches Modell sollte eine mathemati-
sche Form besitzen, die sich auf die Innovationsdiffusionstheorie stützt. Gleichzeitig 
muss das Modell aber auch eine gute empirische Evidenz aufweisen. Deshalb soll in 
diesem Abschnitt das IED-Modell praktisch angewendet werden. Dabei wird seine 
Vorhersagefähigkeit überprüft und seine Fähigkeit getestet, Innovationsdiffusions-
prozesse korrekt darzustellen. Diese Analyse wird anhand von Monte-Carlo-Simula-
tionen und realen Daten für einen Monopolmarkt ohne Wiederholungskäufe durchge-
führt.  
Die Monte-Carlo-Simulation ist eine stochastische Methode, welche die graphische 
Abbildung eines Modells unter Berücksichtigung von verschiedenen Parametern 
ermöglicht (Tabelle D-2). Im Gegensatz zu einfachen Simulationen werden bei 
Monte-Carlo-Simulationen immer zufällige Abweichungen in die Simulation 
einbezogen. Monte-Carlo-Simulationen finden in vielen Bereichen der Natur- und 
Wirtschaftswissenschaften eine breite Anwendung. Nichtsdestotrotz wurden sie 
bisher nur sehr selten in der Innovationsdiffusionsmodellierung verwendet (z.B. van 
den Bulte/Lilien 2001, Franses 2003, Grishchenko/Schade 2005). Diese Arbeit zeigt 
als eine der ersten, wie Monte-Carlo-Simulationen in der Innovationsdiffusionsfor-
schung eingesetzt werden können. 
Neben der graphischen Darstellung von Innovationsdiffusionsprozessen generieren 
Monte-Carlo-Simulationen Diffusionsdaten. Damit ist es möglich, die Eignung von 
verschiedenen ökonometrischen Ansätzen zur Modellschätzung detailiert zu untersu-
chen. Nur wenn bekannt ist, wie gut ein Schätzverfahren die in der Simulation ver-
wendeten Parameter wiedergibt, kann eine Aussage getroffen werden, ob das Schätz-
verfahren geeignet ist. Hier werden zwei verschiedene Schätzverfahren miteinander 
verglichen. Diese Vorgehensweise, die Schätzverfahren vor der Anwendung an rea-
len Daten zu untersuchen, ist neu in der Innovationsdiffusionsforschung. 
Nach der Monte-Carlo-Analyse des IED-Modells und den Schätzmethoden wird das 
IED-Modell mit fünf prominenten Innovationsdiffusionsmodellen (Fourt/Woodlock 
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1960, Bass 1969, Robinson/Lakhani 1975, Kalish 1985, Bass et al. 1994) anhand von 
realen Absatzdaten verglichen. Die Absatzdaten beinhalten die Verkaufszahlen eines 
speziellen Softwareproduktes, welches nur einmal gekauft werden kann. Der empiri-
sche Test zeigt, dass das IED-Modell vielen Innovationsdiffusionsmodellen überle-
gen ist. 
II. Monte-Carlo-Simulationen und Schätzung des IED-Modells 
Wie in Kapitel B bereits beschrieben, hängt der Innovationsdiffusionsprozess von ei-
ner Vielzahl verschiedener Faktoren ab. Bei der Modellierung können nur die wich-
tigsten dieser Faktoren einbezogen werden, anderenfalls werden die Innovationsdif-
fusionsmodelle für die praktische Anwendung zu komplex. Demzufolge unterschei-
den sich die theoretisch modellierten Diffusionskurven von den in der Realität beo-
bachteten. Die realen Diffusionskurven zeigen oft Schwankungen, die durch ver-
schiedene, zufällige und kaum im Voraus vorhersagbare Faktoren zustande kommen. 
Eine Methode, solche zufälligen Schwankungen abzubilden, ist die Monte-Carlo-Si-
mulation. In diesem Abschnitt wird mittels der Monte-Carlo-Simulationen darge-
stellt, wie die Innovationsdiffusionsprozesse gemäß dem IED-Modell ablaufen, wenn 
zufällige Schwankungen in Betracht gezogen werden. Dabei wird gezeigt, wie sich 
die Abläufe der Innovationsdiffusionsprozesse unterscheiden, wenn dem IED-Modell 
verschiedene Annahmen zugrunde liegen. 
Außerdem werden mit der gewonnen Daten der Monte-Carlo-Simulation zwei 
Schätzverfahren für das IED-Modell getestet. Der Test von Schätzverfahren anhand 
von simulierten Daten ist dem Test mit realen Daten vorzuziehen, da nur in diesem 
Fall die wahren Parameterwerte bekannt sind und somit Verzerrungen, die durch das 
Schätzverfahren entstehen, festgestellt werden können. 
II.1. Monte-Carlo-Simulation: Ablauf und Interpretaion der Ergebnisse 
Für vier verschiedene Formulierungen des IED-Modells wurden Monte-Carlo-Simu-
lationen durchgeführt. Die vier Formulierungen unterscheiden sich im Hinblick auf 
die Annahmen bzgl. der Verteilung von Zahlungsbereitschaften (exponentielle oder 
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logistische Verteilungen) und der Wirkung der interpersonellen Kommunikation 
(Einfluss auf die Zahlungsbereitschaften oder den Bekanntheitsgrad). Die theoreti-
sche Analyse dieser Annahmen erfolgte im vorherigen Kapitel C.IV. Hier wird deren 
Wirkung auf den Innovationsverlauf und die statistische Schätzung des IED-Modells 
überprüft. Gemeinsam haben diese Formulierungen ihre Grundfunktion: Alle be-
schreiben die Innovationsdiffusion für einen Monopolmarkt, auf welchem nur Erst-
käufe möglich sind. Darüber hinaus wurden in der Simulation zwei mögliche Preis-
strategien zugelassen: konstanter und fallender Preis. Damit ergeben sich insgesamt 
acht Simulationsmodelle (4 Modellversionen x 2 Preisstrategien, Tabelle D-1). Jede 
dieser Modellsimulationen wurde 50 Mal für 150 Zeitpunkte durchgeführt. 
 
 Logistische Verteilung von 
Zahlungsbereitschaften 
Exponentielle Verteilung von 
Zahlungsbereitschaften 
Interpersonelle Kommuni-
kation beeinflusst die Zah-
lungsbereitschaften 
Preis ist konstant 
Preis ist fallend 
Preis ist konstant 
Preis ist fallend 
Interpersonelle Kommuni-
kation beeinflusst den Pro-
duktbekanntheitsgrad 
Preis ist konstant 
Preis ist fallend 
Preis ist konstant 
Preis ist fallend 
Tabelle D-1 Acht Simulationsmodelle. 
 
Jeder Monte-Carlo-Simulation liegt eine Simulationsgleichung zugrunde. Die Grund-
struktur der hier realisierten Simulationen kann mit folgender Gleichung beschrieben 
werden: 
 
(D-1)   ( )( )ttttt YPSS ε1,01, 1* += − . 
 
Für die Modellgleichung St (Pt, Yt-1), wird die explizite Form des IED-Modells unter 
Berücksichtung der jeweiligen Annahmen verwendet. Diese sind in Tabelle D-2 auf-
gelistet. Das IED-Modell beschreibt erstmal nur die Drift der Absatzzahlen. Um 
Schwankungen, die durch die vernachlässigten Einflussgrößen entstehen, zu model-
lieren, wird die Drift mit einem Störterm multipliziert. Der zeitunabhängige Zufalls-
term εt folgt dabei einer Normalverteilung N(0,1). Die kumulierten Verkäufe Yt erge-
ben sich aus der Summe der bisherigen Verkäufe: 
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Parameterwerte: m=500, c1=0.02, c2,=0.04, b1=5.5, b2, =0.025, εt,~N(0, 1), µ=10, p=10 oder p=12-0.04t 
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Schwarze Diffusionsverläufe entsprechen einem konstanten Preis, Grüne dem linear sinkenden Preis 
Tabelle D-2 Ergebnisse der Monte-Carlo-Simulationen für verschiedene Formen des IED-Modells. 
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Da die Größe Yt-1 in Gleichung (D-1) für die Berechnung von St benutzt wird, hat die 
Gleichung (D-1) eine rekursive Form. Die Größe Yt-1 beinhaltet Schwankungen aller 
Vorperioden. Somit werden die Verkäufe im Zeitpunkt t nicht nur durch die zufälli-
gen Schwankungen εt in t beeinflusst. Stattdessen hängen die Verkäufe St von der ge-
samten Vorgeschichte des jeweiligen Diffusionsprozesses ab. 
Jeder Simulationsverlauf besteht also aus einem durch die Modellgleichung vorgege-
benen Trend und heteroskedastischen21 Schwankungen, die von einer normal verteil-
ten Zufallsgröße und der Größe des Trends abhängig sind. Die explizite Modellglei-
chung, die Parameterwerte und die sich daraus ergebenden Innovationsdiffusionsver-
läufe werden in Tabelle D-2 vorgestellt.  
Wie bereits erwähnt, ist eine der Aufgaben der Monte-Carlo-Simulationen die visuel-
le Darstellung des stochastischen Innovationsdiffusionsprozesses. In Tabelle D-2 
werden die Ergebnisse der Monte-Carlo-Simulationen für vier verschiedene Formu-
lierungen des IED-Modells vorgestellt. Die Parameterwerte einschließlich der Mittel-
werte der beiden Verteilungen (exponentielle und logistische Verteilung) sind für al-
le Modellversionen gleich. Dargestellt sind sowohl kumulierte als auch nicht-kumu-
lierte Diffusionskurven. In jeder Abbildung werden die Diffusionskurven für den Fall 
des konstanten (schwarz) sowie des linear fallenden Preises (grün) gezeigt. Die Stre-
uung in den Diffusionsverläufen entsteht durch den heteroskedastischen Fehlerterm. 
Die Form der nicht-kumulierten Kurven unterscheidet sich vor allem durch die An-
nahme über die Wirkung der interpersonellen Kommunikation. Beeinflusst die inter-
personelle Kommunikation den Produktbekanntheitsgrad, so haben die nicht-kumu-
lierten Kurven eine ausgeprägte Glockenform. In diesem Fall entspricht die Kurven-
form der Bass-Darstellung von Innovationsdiffusionsprozessen. Nimmt die interper-
sonelle Kommunikation hingegen Einfluss auf die Zahlungsbereitschaft, dann haben 
die Kurven einen nahezu monoton abfallenden Verlauf. Dies stimmt z.B. mit der 
Fourt/Woodlock-Darstellung von Innovationsdiffusionsprozessen überein. Dagegen 
beeinflusst die Annahme über die Verteilung der Zahlungsbereitschaften die Form 
des Innovationsdiffusionsverlaufes kaum. Die absolute Adoptionszahl zu jedem Zeit-
punkt unterscheidet sich jedoch für beide Annahmen der Zahlungsbereitschaft deut-
                                                 
21 Der Prozess heißt heteroskedastisch, wenn seine Varianz nicht konstant ist. 
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lich. Wird eine logistische Verteilung angenommen, dann sind die absoluten Adop-
tionszahlen in dieser Simulation größer als bei einer exponentiellen Verteilung. 
Die Preispolitik hat sowohl auf den Verlauf des Innovationsdiffusionsprozesses, als 
auch auf die absoluten Adoptionszahlen einen Einfluss. Der in der Simulation einge-
setzte linear sinkende Preisverlauf hat in allen vier Fällen zur Folge, dass das Maxi-
mum des Absatzes sich zu einem späteren Zeitpunkt hin verschiebt. Dies ist darin be-
gründet, dass der konstante Preis zunächst niedriger (P = 10) ist als der Startwert des 
fallenden Preises (P = 12-0,04t). Die absoluten Adoptionszahlen zu späteren Zeit-
punkten (spätestens nach 50 Zeiteinheiten) liegen deutlich über denen des konstanten 
Preises, da der sinkende Preis nach diesem Zeitpunkt kleiner ist, als der konstante 
Preis. Besonders deutlich ist der Preiseinfluss bei den kumulierten Verläufen zu se-
hen. Die Sättigung des Marktes wird bei konstantem Preis früher erreicht. Darüber 
hinaus ist der kumulierte Absatz bei einem linear sinkenden Preis höher. Dies ent-
spricht also der Erwartung: Je niedriger der Preis im Verlauf der Zeit wird, umso 
mehr Konsumenten haben einen positiven Nettonutzen und übernehmen die Innova-
tion. 
Alle im Rahmen dieser Simulation gezeigten Kurven entsprechen in ihrem Verlauf 
den theoretischen Erwartungen eines Innovationsdiffusionsprozesses. Der Verlauf 
der Innovationsdiffusion stimmt dabei mit bekannten Modellen aus der Literatur 
überein. Es ist somit möglich, mit dem neuen Ansatz des IED-Modells sinnvoll eine 
Innovationsdiffusion zu modellieren. Insbesondere zeigt sich die universelle An-
wendbarkeit des IED-Modells dadurch, dass je nach der Art der Annahmen be-
züglich der Zahlungsbereitschaften und des Einflusses der interpersonellen Kommu-
nikation das IED-Modell mit verschiedenen Modellen, die nur für bestimmte Annah-
men gültig sind, übereinstimmt. Für einen konstanten Preis und für den Fall, dass die 
interpersonelle Kommunikation den Bekanntheitsgrad beeinflusst, entspricht das 
IED-Modell dem Bass-Modell (1969). 
II.2. Schätzung von simulierten Daten 
In diesem Abschnitt werden zwei Schätzmethoden für das IED-Modell vorgeschla-
gen und analysiert. Im Anschluss werden diese Schätzmethoden anhand der im vor-
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herigen Abschnitt vorgestellten simulierten Daten getestet. Im nächsten Abschnitt 
werden die Schätzmethoden in einer empirischen Studie eingesetzt. 
Die Schätzung anhand der durch die Monte-Carlo-Simulationen generierten Daten 
ermöglicht einen zuverlässigen Test der Schätzmethoden. Dies ergibt sich aus der 
Tatsache, dass das Simulationsmodell und die Simulationsparameter bekannt sind. 
Folglich entspricht die Struktur des Schätzmodells dem vorgegebenen Simulations-
modell. Auf diese Weise wird eine Modellmissspezifikation, die im Falle von realen 
Daten auftreten kann, ausgeschlossen. So können die aus der Schätzung resultieren-
den Parameterverzerrungen nur durch die Schätzmethode erklärt werden. Bei der 
Schätzung realer Daten können Schwierigkeiten bei der Modellanwendung sowohl 
durch das Schätzverfahren selbst als auch die falsche Wahl des Modells erklärt wer-
den. Daher kann durch die Anwendung simulierter Daten eine saubere Analyse bzgl. 
der Güte des Schätzverfahrens durchgeführt werden. Bei dieser Analyse ist es insbe-
sondere von Bedeutung, ob die Parameterschätzungen signifikant sind und ob die 
wahren Parameterwerte, die aus der Monte-Carlo-Simulation bekannt sind, im Konfi-
denzintervall der entsprechenden Schätzungen liegen. Dies wird in diesem Abschnitt 
analysiert. Zunächst werden jedoch die zwei hier angewendeten Schätzmethoden 
vorgestellt. 
Die Struktur des IED-Modells für den Monopolmarkt nur mit Erstkäufen kann grob 
wie folgt beschrieben werden: 
 
(D-3)   1t t tS ma Y −= − , 
 
wobei St die nicht-kumulierten und Yt die kumulierten Verkäufe zum Zeitpunkt t sind 
und wobei at eine Funktion ist, die durch den Preis und den Anteil der Kaufmögli-
chen bedingt ist. Unter verschiedenen Annahmen in Bezug auf die Verteilungen der 
Zahlungsbereitschaften und die Wirkung der interpersonellen Kommunikation erge-
ben sich vier Modelle, die bereits im Kapitel C ausführlich beschrieben wurden 
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(siehe Tabelle D-2). In den beiden nun folgenden Ansätzen zur Parameterschätzung 
wird die gewichtete Methode der kleinsten Quadrate22 verwendet. 
Das Regressionsmodell des ersten Ansatzes geht vom Simulationsmodell aus und ba-
siert auf dessen Gleichung: 
 
(D-4)   ( )( )1 1 0,1t t t tS ma Y ε−= − + . 
 
Die Varianz der zufälligen Schwankungen ist somit proportional zum Ausdruck 
(mat-Yt-1). In diesem Fall spricht man von heteroskedastischen Daten. Damit diese 
Heteroskedastizität berücksichtigt wird, muss eine gewichtete Schätzmethode ange-
wandt werden. Die wahre Gewichtung (mat-Yt-1) des Fehlerterms εt ist jedoch bei der 
Schätzung aus den Daten nicht bekannt (denn schließlich soll at geschätzt werden). 
Aus diesem Grund wird angenommen, dass die tatsächlichen Verkäufe St annähernd 
gleich dem Ausdruck (mat-Yt-1) sind und der Fehlerterm εt mit der bekannten Anzahl 
der Adoptionen St gewichtet werden kann. Die Regressionsgleichung hat dann fol-
gende Form: 
 
(D-5)   ttttt SYmaS ⋅+−= − ε1,01 . 
 
Das Regressionsmodell des zweiten Ansatzes ist eine modifizierte Form des Ansat-
zes von Srinivasan/Mason (1986). Im Gegensatz zu deren Formulierung wird hier ein 
heteroskedastischer Fehlerterm angenommen: 
 
(D-6)   ( )( )1 1 0,1t t t tS ma ma ε−= − + , 
 
wobei die kumulierten Verkäufe Yt-1 im Gegensatz zur Gleichung (D-4) durch das 
Produkt mat-1 ersetzt werden. Bei der zweiten Schätzmethode wird angenommen,
                                                 
22 Die gewichtete Methode der kleinsten Quadrate ermöglicht die Berücksichtigung der 
Datenheteroskedastizität. 
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dass die Größe St sich dem Ausdruck (mat-mat-1) nähert und der Fehlerterm demzu-
folge mit St gewichtet wird. Damit ergibt sich folgende Regressionsgleichung: 
 
 (D-7)   ttttt SmamaS ⋅+−= − ε1,01 .  
 
Der Unterschied der beiden Methoden besteht also darin, dass die tatsächlichen ku-
mulierten Verkäufe Yt-1 aus dem ersten Ansatz durch die analytische Funktion mat-1 
im zweiten Ansatz ersetzt werden. Die tatsächlichen kumulierten Verkäufe Yt-1 sind 
zwar in den Daten bekannt, sie sind aber keine deterministischen, sondern stochasti-
sche Größen. 
In der jeweiligen Regressionsgleichung (D-5) und  (D-7) wurde für at die explizite 
Form des IED-Modells eingesetzt. Mit den vier Annahmen, für die im vorherigen 
Abschnitt Daten simuliert wurden, ergeben sich somit acht Regressionsgleichungen. 
Diese sind in Tabelle D-3 dargestellt. 
Da Daten aus Monte-Carlo-Simulationen starke stochastische Schwankungen auf-
wiesen, wurden für jeden Modelltyp 50 Datensätze simuliert. Für alle acht Regressi-
onsgleichungen wurde für das Statistikprogramm R eine Schätzroutine program-
miert, die mit der Methode der gewichteten kleinsten Quadrate die simulierten Daten 
mit der jeweiligen Regressionsgleichung schätzt. Dies wurde für alle 50 Datensätze 
eines Modelltyps durchgeführt. Anschließend wurde für jede Regressionsgleichung 
der Mittelwert und die Varianz der Parameterschätzer berechnet. Durch die wieder-
holte Schätzung und Mittelwertbildung konnte sichergestellt werden, dass die stocha-
stischen Schwankungen der Daten nicht zufällig zu starken Abweichungen oder 
Übereinstimmung der geschätzten Parameter führen. Somit ermöglichen die ermittel-
ten Mittelwerte und Varianzen eine Aussage darüber, ob und wie stark die Parame-
terschätzer verzerrt sind. 
In Tabelle D-4 sind für jedes simulierte Modell die Ergebnisse der beiden Schätzme-
thoden und der bei der Simulation verwendete wahre Wert dargestellt. Da getrennte 
Schätzungen mathematisch nicht immer möglich sind, wurden in der ersten Modell-
formulierung die drei Parameterwerte b1, b2 und µ zusammen als b1/b2 und (µ-p)/b1 
geschätzt. In diesem Fall ergeben sich zwei Gleichungen mit drei Variablen. Aus 
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demselben Grund kann das Markpotential m als einzelner Parameter in der zweiten 
und der vierten Formulierung des IED-Modells mit konstantem Preis nicht geschätzt 
werden. 
Alle Parameterschätzungen sind signifikant und stellen eine gute Approximation der 
wahren Parameterwerte in allen acht Regressionsgleichungen dar. Allerdings liegen 
nur bei 6 Parameterschätzungen die wahren Parameterwerte im Konfidenzintervall 
der Schätzung (95%). Diese sind in Tabelle D-4 mit einem Stern versehen. Damit 
sind die meisten Schätzungen als leicht verzerrt zu werten. Es muss aber berücksich-
tigt werden, dass das Konfidenzintervall in allen Schätzungen durch die Mittelwert-
bildung über 50 Simulationen sehr schmal ist. Bei 28 der 64 geschätzten Parameter 
betrug die Abweichung vom wahren Wert jedoch weniger als 10% des wahren Wer-
tes. Insbesondere der wohl wichtigste Parameter, die Marktgröße, m stimmte in 80% 
der Fälle mit einer Genauigkeit von besser als 10% mit dem wahren Wert überein. 
Wie bereits erwähnt, stimmen die 2. und die 4. Formulierung des IED-Modells bei 
konstantem Preis mit einem der renommiertesten und einfachsten Innovationsdiffu-
sionsmodelle - dem Bass-Modell - überein. Die Schätzungen dieser Formulierungen 
wiesen ebenfalls systematische Verzerrungen auf. Dieses Problem der verzerrten 
Schätzungen wurde in vielen Studien längst erkannt (Heeler/Hustad 1980, van den 
Bulte/Lilien 1997, Grishchenko/Schade 2005). Der Grund liegt darin, dass erstens 
einige Prämissen der Methode der kleinsten Quadrate verletzt sind (siehe Grif-
fith/Hill/Judge 1993, Voß et al. 2000). So weisen z.B. die Regressoren in einigen 
IED-Modellformulierungen eine Multikollinearität auf (z.B. Preis und Zeit, sowie 
Zeit und kumulierte Verkäufe). Zweitens erscheint die Methode der kleinsten Quad-
rate für die Schätzung von Innovationsdiffusionsmodellen nicht geeignet zu sein 
(Grishchenko/Schade 2005). Diese Methode ist jedoch zurzeit eine der am weitesten 
verbreiteten und wird immer noch sehr oft in der Innovationsdiffusionsforschung 
eingesetzt (Mahajan, Muller, Wind 2000). 
Beim Vergleich der beiden oben beschriebenen Schätzmethoden stellt man fest, dass 
sie in etwa gleich gut sind. Bei der zweiten Schätzmethode liegen die wahren Para-
meterwerte etwas öfter in den Konfidenzintervallen (bei der ersten Methode einmal 
und bei der zweite Methode fünfmal). 
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Tabelle D-3 Das IED-Modell mit den vier in Abschnitt D.II.1. getroffenen Annahmen. Zum Vergleich der beiden Regressionsgleichungen, die zur 
Parameterschätzung verwendet wurden. 
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Die Modelle, bei welchen die interpersonelle Kommunikation den Bekanntheitsgrad 
beeinflusst, sind in Bezug auf die Schätzung selbst weniger problematisch. So ist 
z.B. diese Modellgruppe weniger sensibel im Hinblick auf die Wahl der Startwerte. 
Das Gleiche betrifft auch die Annahme der exponentiellen Verteilung. Sie erweist 
sich als stabiler gegenüber der Annahme der logistischen Verteilung. Insgesamt zeigt 
das Modell 4, bei welchem die interpersonelle Kommunikation den Bekanntheitsgrad 
beeinflusst und eine exponentielle Verteilung angenommen wird, die besten23 Para-
meterschätzungen (siehe Tabelle D-4). 
Die hier untersuchten Schätzverfahren können trotz gewisser Unzulänglichkeiten als 
hinreichend akzeptiert werden, da bei der Hälfte der Schätzungen die Abweichung 
kleiner als 10% war. Im nächsten Abschnitt wird eine empirische Studie präsentiert, 
in welcher die hier vorgestellten Modelle anhand von realen Daten miteinander und 
mit weiteren Diffusionsmodellen in Bezug auf ihr Anpassungsvermögen und ihre 
Vorhersagekraft verglichen werden. 
III. Empirische Studie 
Im Rahmen dieser Studie werden die vier oben diskutierten Formulierungen des 
IED-Modells untereinander und mit fünf anderen Innovationsdiffusionsmodellen ver-
glichen. Alle diese Modelle dienen der Beschreibung von Innovationsdiffusionspro-
zessen am Monopolmarkt. Dabei wird angenommen, dass die Innovation nur einma-
lig gekauft wird. Die Modelle werden mit Hilfe eines realen Datensatzes in Bezug 
auf ihr Anpassungsvermögen und ihre Vorhersagekraft verglichen. 
III.1. Datenbasis 
Die empirische Studie basiert auf den Absatzdaten eines Softwareprodukts aus dem 
Bereich Kunst und Unterhaltung. Da das Produkt sehr speziell ist, kann angenommen 
werden, dass es sich um einen Monopolmarkt handelt. Zur Verfügung stehen die Ab-
satzdaten von vier Produktgenerationen (Versionen). Die offiziellen Markteinführun-
                                                 
23 Die beste Schätzung meint hier im Sinne, dass die wahren Parameterwerte im Konfidenzintervall 
der geschätzten Parameter liegen. 
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gen dieser Generationen waren jeweils im Juni 1999, April 2000, Juni 2001 und Mai 
2003. Dabei konnten die erste, zweite und vierte Generation bereits 1-2 Monate vor 
der offiziellen Ankündigung bestellt werden. Diese Bestellungen wurden in den Ab-
satzdaten mit dem jeweiligen Monat der Bestellung erfasst. Jeder Generationswech-
sel kann als eine Produktverbesserung angesehen werden. Im Gegensatz zur Produkt-
qualität hat sich der Produktpreis nie geändert. Die neue Produktgeneration ersetzte 
die alte Version vollkommen, so dass, wenn eine neue Generation auf dem Markt 
eingeführt wurde, die Vorgeneration nicht mehr verkauft wurde.  
In Abbildung D-1 sind monatliche und kumulierte Verkaufszahlen des Softwarepro-
duktes dargestellt. Besonders die monatlichen Verkaufszahlen weisen sehr starke 
Schwankungen auf. Dies ist durch verschiedene Faktoren begründet: Lieferschwie-
rigkeiten, verspätete Ankündigung nach der Verfrachtung an Distributoren, etc. 
Nichtsdestotrotz ist in den Monaten April 2000 und Mai 2003 jeweils ein starker An 
stieg der Verkaufszahlen zu erkennen, die mit den Ankündigungen einer neuen Ge 
 
Abbildung D-1 Monatliche und kumulierte Verkäufe des Softwareproduktes24. 
                                                 
24 Aus Datenschutzgründen wurden die tatsächlichen Daten mit einem Faktor multipliziert. 
 
Geschätztes Modell Preis M c1 (µ-Pt)/b1 b2/b1  
 Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
   
Pt=10 479,47 452,672 500 0,0191 0,0179 0,02 0,027 0,345 0 0,0057 0,0063 0,00455    
   µ b1 b2 
( ) ( )12 1 1 1/ 11 t t
c t





⎛ ⎞= − −⎜ ⎟
+⎝ ⎠µ
 
Pt=12-0,04t 497,04 500,80* 500 0,015 0,015 0,02 11,79 11,89 10 0,63 0,45 5,5 0,0028 0,0046 0,025 
 Preis ______m_____ 
(1+exp(-(µ-Pt)/b1)) 
c1 c2   
 Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
Pt=10 249,72 243,51 250 0,0176 0,0172 0,02 0,0445 0,0487 0,04       


























Pt=12-0,04t 436,56 505,7* 500 0,0183 0,019 0,02 0,047 0,041 0,04 10,93 10,00* 10 4,01 5,54* 5,5 
 Preis m c1 µ b2 
 Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
Pt=10 385,68 324,33 500 0,019 0,018 0,020 11,84 20,56 10 0,067 0,148 0,025 
     




b Y c t







509,14 484,84 500 0,024 0,008 0,02 8,19 38,23 10 0,024* 0,426 0,025 
 Preis m exp(-Pt/µ) c1 c2  
 Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
Meth.1 Meth.2 wahrer 
Wert 
Pt=10 182,73 181,70 183,94 0,0174 0,0172 0,02 0,0476 0,0487 0,04    










tp c c t
t t
c c t











502,73 499,85* 500 0,0172 0,019 0,02 0,0452 0,041 0,04 9,86 10,12 10 
* signifikant auf dem Niveau 0,05 
Tabelle D-4 Parameterschätzungen mit zwei Methoden. 
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neration verbunden sind. Bei der Einführung der dritten Generation im Juni 2001 
kam es zu starken Lieferschwierigkeiten. Daher ist auch in den folgenden Monaten 
ein erhöhter Absatz zu beobachten, der stark schwankt. Aus Datenschutzgründen 
wurden die tatsächlichen Verkaufszahlen mit einem konstanten Faktor multipliziert. 
III.2. Verwendete Innovationsdiffusionsmodelle 
In den nächsten Abschnitten wird das IED-Modell mit anderen prominenten Innova-
tionsdiffusionsmodellen, welche die Erstkäufe von einer Innovation am Monopol-
markt beschreiben, in Bezug auf die Schätzung und die Vorhersagekraft der empiri-
schen Daten verglichen. Die zu vergleichenden Modelle wurden bereits im Kapitel B 
ausführlich dargestellt. Hier werden sie daher nur kurz skizziert. 
Die einfachsten Alternativen zum IED-Modell stellen das Fourt/Woodlock-Modell 
(1960) und das Bass-Modell (1969) dar (siehe Gleichungen (D-8) und (D-9)). Die 
Anzahl der Übernahmen St im Zeitpunkt t hängt in beiden Fällen nur von der kumu-
lierten Anzahl der Übernahmen Yt-1 bis zum Zeitpunkt t ab. Infolgedessen kann der 
Einfluss von Generationswechseln in diesen Modellen nicht abgebildet werden: 
 
(D-8) Fourt/Woodlock 1960: ( )1 1t tS c m Y −= − , 
 
(D-9) Bass 1969:   ( ) ( )1 1 2 1t t tS m Y c c Y− −= − + , 
 
wobei m das Marktpotential ist und c1 und c2 der Innovations- bzw. der Imitations-
koeffizient ist. 
Da die Einführung einer neuen Generation zu Änderungen am Markt führt (z.B. Nor-
ton/Bass 1987) und dementsprechend als eine Marketing-Mix-Variable betrachtet 
werden sollte, besteht ein weiterer Schritt der vorliegenden Analyse darin, das IED-
Modell mit anderen Innovationsdiffusionsmodellen zu vergleichen, die Marketing-
Mix-Variablen beinhalten. 
Bei der Einführung einer neuen Generation handelt es sich um eine Qualitätsände-
rung, die in der Regel zu einem höheren Produktnutzen führt. Verbessert sich die 
Produktqualität bei einem konstanten Preis, so ist zu erwarten, dass sich die Zah-
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lungsbereitschaften und der Nettonutzen des neuen Produktes erhöhen. Dadurch 
wächst die Anzahl der tatsächlichen Adoptoren. Somit hat eine Qualitätserhöhung 
einen ähnlichen Effekt wie eine Preisreduzierung. 
Da nach meinem Wissensstand keine aggregierten Innovationsdiffusionsmodelle exi-
stieren, welche die Produktqualität als Erklärungsvariable beinhalten, werden hier 
drei Innovationsdiffusionsmodelle, die den Preis als Variable beinhalten (das Robin-
son/Lakhani-Modell 1975, das Kalish-Modell 1985 und das allgemeine Bass-Modell 
1994), entsprechend umformuliert. Es wird angenommen, dass die Variable Preis 
durch eine lineare Funktion der Produktgeneration Gt ersetzt wird: a1 + a2 Gt. Dies 
impliziert, dass der Generationwechsel die gleiche Wirkung auf die Neuproduktab-
sätze wie der Preis hat. Der Unterschied in den Messeinheiten von beiden Variablen 
wird durch die Parameter a1 und a2 ausgeglichen. Unter dieser Annahme ergeben 
sich folgende Modelle: 
 




( )( ) ( )( ) PtntS m Y t p qY t e−= − +  ( )( ) tGvvttt eYccYmS 211211 +−− +−= ,  









n PS m Y k
aY −−
⎛ ⎞⎛ ⎞⋅
= ⋅ −⎜ ⎟⎜ ⎟⎜ ⎟+⎝ ⎠⎝ ⎠







v v GS m Y k
aY −−
⎛ ⎞⎛ ⎞+
= ⋅ −⎜ ⎟⎜ ⎟⎜ ⎟+⎝ ⎠⎝ ⎠
 
wobei v1= a1n und v2= a2n sind. 
Bass et al. 
(1994) ( )( )( )1 1 2 1 21t t t tS m Y c c Y n P− − ′= − + +  ( )( )1 1 2 1 21 tt t t
t
GS m Y c c Y v
G− −
⎛ ⎞∆
= − + +⎜ ⎟
⎝ ⎠
 
wobei v2= -a2n sind. 
wobei a, v1, v2, c1, c2, k Modellparameter, m das Marktpotential, Gt Nummer der Produktgeneration (Gt ∈ [1, 2, 3, 4]) sind. 
Tabelle D-5 Innovationsdiffusionsmodelle mit Generationsvariable. 
 
Diese modifizierten Modelle sollten jetzt in Bezug auf ihr Anpassungsvermögen und 
ihre Vorhersagekraft mit vier Formulierungen des IED-Modells verglichen. Im Ge-
gensatz zu obigen Modellen beinhaltet das IED-Modell Zahlungsbereitschaften und 
damit den Nettonutzen als Erklärungsvariable. Somit kann die Erhöhung des Netto-
nutzens durch die Einführung einer neuen Produktgeneration modelliert werden.  
Hier wird angenommen, dass ein Generationswechsel zu einem konstanten Zuwachs 
v2 in der Zahlungsbereitschaft aller Konsumenten führt. Damit verschiebt sich der 
Mittelwert der Verteilung des Nettonutzens zu höheren Werten. Im IED-Modell wird 
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der Einfluss einer neuen Produktgeneration auf den Mittelwert des Nettonutzens µt 
über die Generationsvariable Gt wie folgt abgebildet: 
 
(D-10)    tt Gaa 21 +=µ . 
 
Da der Preis sich nicht geändert hat, wird er als Erklärungsvariable aus den Glei-
chungen herausgenommen. Somit ergeben sich vier Modellformulierungen (Tabelle 
D-6). 
III.3. Schätzung: Anpassungsvermögen des IED-Modells und anderer 
Innovationsdiffusionsmodelle 
Die Absatzdaten werden mit vier Versionen des IED-Modells und fünf prominenten 
Innovationsdiffusionsmodellen (zwei Modelle ohne und drei mit Marketing-Mix-Va-
riablen) geschätzt. Die vier Versionen des IED-Modells werden jeweils mit den 
beiden in Abschnitt D.II.2. beschriebenen Methoden geschätzt. Die Formulierungen 
der alternativen Innovationsdiffusionsmodelle (Gleichungen (D-8) und (D-9), 
Tabelle D-5) entsprechen den in der Analyse verwendeten Regressionsgleichungen. 
 
(D-11) ( )1 1t t tS c m Y −= − + ε  – Fourt/Woodlock 1960, 
 
(D-12) ( ) ( )1 1 2 1t t t tS m Y c c Y− −= − + + ε  – Bass 1969, 
 




























exp  – Kalish 1985, 
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( ) ( )12 1 1 1/ 11 t t
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wobei v1 dem Term a1/b1 , v2 dem Term 
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wobei v1 dem Term a1 , v2 dem Term a2 und 
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emeS t  
wobei v1 dem Term a1 und v2 dem Term a2 
und a dem Term b2 entspricht. 
Tabelle D-6 Das IED-Modell mit der Generationsvariable. 
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Das Anpassungsvermögen des IED-Modells wird mit dem Anpassungsvermögen der 
anderen Modelle verglichen. Außerdem wird analysiert, ob die Anwendung zweier 
verschiedener Schätzmethoden das Anpassungsvermögen des IED-Modells ändert. 
Als Kriterium für die Qualität der Anpassung gilt das korrigierte R². Dabei entspricht 
ein größeres R² einem besseren Anpassungsvermögen des Modells. 
Die Schätzungen werden für drei Zeitintervalle durchgeführt. Das erste Intervall be-
inhaltet die Absatzdaten der ersten beiden Software-Generationen, das zweite Zeit-
intervall enthält die Daten der ersten drei Generationen und das dritte Intervall um-
fasst die Daten von allen vier Generationen. Die Schätzung von verschieden langen 
Intervallen erlaubt es, zu beobachten, ob und wie die geschätzten Parameterwerte 
von der Länge des Schätzintervalls abhängen. Darüber hinaus können mittels der ers-
ten beiden Schätzungen Vorhersagen für die Folgegenerationen gemacht werden. Die 
Vorhersageergebnisse werden im Abschnitt D.III.4. vorgestellt. 
a) Schätzung der Daten der ersten zwei Generationen 
In Tabelle C-7 sind die Ergebnisse der Schätzung für die ersten beiden Produktgene-
rationen dargestellt. Für diesen kurzen Zeitraum zeigt das IED-Modell eindeutig die 
beste Anpassung. Das IED-Modell 1 (logistische Verteilung der Zahlungsbereit-
schaft, interpersonelle Kommunikation beeinflusst die Zahlungsbereitschaft) hat die 
beste Anpassung von allen Modellen. Dies ist vor allem daran zu sehen, dass alle ge-
schätzten Parameter signifikant sind und dass es mit 0,41 das höchste korrigierte R2 
aufzeigt. Das IED-Modell 3 (exponentielle Zahlungsbereitschaft, interpersonelle 
Kommunikation beeinflusst die Zahlungsbereitschaft) hat mit einem korrigierten R2 
von 0,39 eine ähnlich gute Anpassung. Auch die anderen Formulierungen des IED-
Modells zeigen ein relativ hohes korrigiertes R2. Nur bei Formulierungen, in denen 
die interpersonelle Kommunikation die Produktbekanntheit beeinflusst, führt die ers-
te Schätzmethode zu sehr ungenügenden Ergebnissen (kor. R2 wird sogar negativ25). 
                                                 
25 Die Negativität von korriegierten R² wird zum einen durch die Korrektur von normalem R² erklärt 
(siehe http://www.pfc.forestry.ca/profiles/wulder/mvstats/correl_coef_e.html), zum anderen durch 
eine sehr schlechte Anpassung des Models an die Daten (siehe 
http://www.graphpad.com/curvefit/goodness_of_fit.htm). Auch die sehr niedrigen Werte von R² sind 
durch die schlechte Anpassung zu erklären. 
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Welche der beiden Schätzmethoden insgesamt bessere Ergebnisse liefert, lässt sich 
hier nicht eindeutig feststellen. 
Von den anderen etablierten Modellen zeigt das Kalish-Modell (1985) eine leicht 
bessere Anpassung als das Robinson/Lakhani-Modell (1975). Beide sind jedoch mit 
einem korrigierten R2 von 0,13 bzw. 0,12 deutlich schlechter als die meisten 
Formulierungen des IED-Modells. 
In Abbildung D-2 sind zum Vergleich die realen Absatzzahlen (schwarz) und die 
Modellierung mit dem IED-Modell 1 (blau) bzw. Kalish-Modell (1985) (grün) darge-
stellt. Aufgrund der geringen Anzahl an Datenpunkten, die zudem noch starke 
Schwankungen aufweisen, ist eine gute Schätzung jedoch nur schwer möglich. Den-
noch ist es mit beiden gezeigten Modellen möglich, den Anstieg der Verkaufszahlen 
durch die Einführung einer neuen Produktgeneration zu modellieren. Es ist deutlich 
zu erkennen, dass das IED-Modell den Verlauf der Verkaufszahlen, besonders inner-
halb der ersten Produktgeneration besser als das Kalish-Modell (1985) nachbildet. 
 




170 627 0,011 - - - - - 0,01 
Bass (1969) 84 067 0,021 0,000000005 - - - - neg. 
Robinson/Lakhani 
(1975) 
81 046 20,744 -0,004148830 -7,35 0,668* - - 0,12 
Kalish (1985) 294 517 - - -621,60 622 0,0601 0,0046 0,13 
Bass et al.(1994) 89 329 0,018 0,000000004 - 0,63 - - 0,06 
Methode 1 94 739* 0,430*  2,5167* -0,191* -0,000048*  0,41 IED1 
Methode 2 3 650 835 0,006  3,038 -1,08 0,00005  0,17 
Methode 1 215 658* 0,007 -0,007207407 -77* -22*   neg. IED2 
Methode 2 333 953 0,106 -0,106530000 3,804 -1,599   0,17 
Methode 1 3 384 417 0,479*  -0,159 0,0058 -0,0000014  0,39 IED3 
Methode 2 106 221 0,308  13,066 -18,06 0,00029  0,22 
Methode 1 625 152 0,008 -0,007492308 -1,142 0,032   neg. IED4 
Methode 2 422 673 -0,097 -0,096956667 -0,00295 -0,3898   0,17 
Signifikante Parameterschätzer 
Tabelle D-7 Ergebnisse der Parameter verschiedener Modelle aus der Schätzung der 
Absatzdaten von den ersten zwei Generationen. 
 




Abbildung D-2 Der ersten zwei Produktgenerationen im Vergleich zu zwei Modellie-
rungen: Reale monatliche Verkaufszahlen, (blau-punktiert); Kalish-
Modell (1985), (rot- punktiert); IED1 mit zweiter Schätzmethode, 
(schwarz). 
 
b) Schätzung der Daten der ersten drei Generationen 
Bei der Schätzung von drei Produktgenerationen zeigt sich das IED-Modell ebenfalls 
den anderen Modellen überlegen (siehe Tabelle D-8), insbesondere wenn die IED-
Modelle mit der zweiten Schätzmethode geschätzt wurden. Die erste Schätzmethode 
für IED-Modelle, bei denen die interpersonelle Kommunikation die Produktbekannt-
heit beeinflusst, führt wiederum zu negativen R²-Werten und somit zu einer sehr 
schlechten Schätzung. Insgesamt zeigt die dritte Formulierung des IED-Modells (ex-
ponentielle Zahlungsbereitschaft, interpersonelle Kommunikation beeinflusst die 
Zahlungsbereitschaft) die beste Anpassung von allen Modellen. Alle Formulierungen 
des IED-Modells, die mit der zweiten Schätzmethode geschätzt wurden, sind hier 
ebenfalls besser als die besten etablierten Modelle (Lakhani/Robertson-Modell 1975 
und Kalish-Modell 1985), von welchen diesmal das Lakhani/Robertson-Modell 
(1975) dem Kalish-Modell (1985) leicht überlegen ist. 
Zum Vergleich sind in Abbildung D-3 die realen Daten mit der besten Formulierung 
des IED-Modells und dem Lakhani/Robertson-Modell (1975) dargestellt. Die Unge-
nauigkeit des Lakhani/Robertson-Modells (1975) in der Modellierung der ersten und 
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der zweiten Generation ist deutlich zu erkennen. Obwohl die Absatzdaten sehr große 
Schwankungen aufweisen, die jedoch durch nicht modellierbare Faktoren entstehen, 
beschreiben die beiden Modelle die Absatzdaten relativ gut. 
 




403637 0,0050 - - - - - 0,01 
Bass (1969) 103548* 0,013* 0,000000006* - - - - 0,07 
Robinson/Lakhani 
(1975) 
101618* -856268 2517428 -19,3 0,73* - - 0,24 
Kalish (1985) 300069 - - 2,23 1,23 0,00001 0,00019 0,23 
Bass et al.(1994) 105460* 0,012* 0,000000006* - 0,51 - - 0,10 
Methode 1 110613* 0,1835*  2,094* -
0,0688 
0,000036  0,24 IED1  
Methode 2 104203449 0,000033  2,1048 -2,267 0,000068  0,26 
Methode 1 17092531 0,0085 0,0065 4,65 -0,14   neg. IED2 
Methode 2 367708226 0,1206 -0,0797 10,905 -1,371   0,29 
Methode 1 304705* 0,74*  -0,24 0,01 -
0,000006 
 0,40 IED3  
Methode 2 128978240 0,000029  0,502 -2,099 0,000063  0,27 
Methode 1 8225419 0,00986 0,011 -0,24 0,0089   neg. IED4  
Methode 2 137802867 0,122 -0,118 -0,0896* -0,0274   0,27 
* signifikant auf dem Niveau 0,05 
Tabelle D-8 Schätzung von Absatzdaten der ersten drei Generationen. 
 
Abbildung D-3 Der ersten drei Produktgenerationen im Vergleich zu zwei Modellie-
rungen: Aktuelle Absätze, (blau-punktiert); allgemeines Bass-Modell 
(Bass et al. 1994) (rot- punktiert); IED3 mit erster Methode, 
(schwarz). 
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c) Schätzung der Daten aller vier Generationen 
Bei der Schätzung von allen Daten (vier Generationen) zeigen zwei IED-Modelle, 
die mit der zweiten Schätzmethode geschätzt wurden, wieder die beste Anpassung: 
Das höchste R² weisen die zweite und die dritte Formulierung des IED-Modells auf. 
Unter den anderen Innovationsdiffusionsmodellen haben erneut das Kalish-Modell 
(1985) und Robonson/Lakhani-Modell (1975) das beste Anpassungsvermögen. Wie 
in den vorhergehenden Analysen liefert die zweite Schätzmethode für das IED-Mo-
dell wieder bessere Schätzungen. In Tabelle D-9 ist zu erkennen, dass die erste 
Schätzmethode oft zu negativen R2 Werten führt. In Abbildung D-4 werden die zwei-
te Formulierung des IED-Modells und das allgemeine Bass-Modell (Bass et al. 1994) 
präsentiert. Beim allgemeinen Bass-Modell (Bass et al. 1994) zeigen sich auf einer 
nahezu konstanten monatlichen Absatzzahl nur im Monat der Einführung einer neu-
en Produktgeneration einzelne Peaks. Dies ist durch die Struktur des Modells zu be 
 




333 797* 0,006 - - - - - 0,04 
Bass (1969) 143 890* 0,011* 0,000000002* - - - - 0,09 
Robinson/Lakhani 
(1975) 
151 083 5937 -226 -14 0,8* - - 0,31 
Kalish (1985) 299 998 - - 5,08 1,30 0,000006 0,000
096 
0,29 
Bass et al.(1994) 145 294* 0,0087* 0,000000002* - 1,01* - - 0,20 





-0,000022*  neg. IED1  
Methode 2 152 098 
014 
0,0000448  2,630 -1,570 0,0000467  0,33 
Methode 1 153 743* 0,0118* 0,0296* -0,849* -
0,454
* 
  neg. IED2  
Methode 2 5 041 745 0,137* -0,0802* 6,889* -
1,541
* 
  0,34 
Methode 1 467 386* 0,318*  -0,247* -0,01* -0,0000038*  0,24 IED3  
Methode 2 484 531 
307 
0,00008  -0,204 -0,121 0,0000036  0,34 
Methode 1 189 236 0,0116* 0,0304* -1,91 0,41   neg. IED4 
Methode 2 1 185 610 
000 000 
0,144* -0,0897* -0,412 -
0,003
5 
  0,17 
signifikant auf dem Niveau 0,05 
Tabelle D-9 Schätzung von Absatzdaten von allen vier Generationen. 




Abbildung D-4 Der ersten vier Produktgenerationen im Vergleich zu zwei Modellie-
rungen: Aktuelle Absätze, (blau-punktiert);das Robinson/Lakhani-
Modell (1975), (rot-punktiert); IED2 mit der zweiten Methode 
(schwarz). 
 
gründen. Das allgemeine Bass-Modell (Bass et al. 1994) benutzt als Erklärungsva-
riable zu jedem Zeitpunkt nicht die absolute Nummer einer Generation, die ihren 
Platz in der Reihenfolge symbolisiert, sondern nur den relativen Zuwachs. Dieser 
relative Zuwachs weicht nur in den Monaten der Produkteinführung von Null ab. 
Beim IED-Modell dagegen steigt der Absatz nach der Einführung stark an, um dann 
wieder langsam abzufallen. Besonders bei der Einführung der vierten Generation ist 
ein solcher Verlauf in den Absatzdaten zu beobachten. 
d) Anpassungsvermögen: Zusammenfassung 
Wie aus den Tabellen D-7, D-8 und D-9 ersichtlich ist, zeigt keines der Modelle ein 
hohes Anpassungsvermögen (das höchste R² beträgt 0,41). Die meisten Parameter-
schätzer weisen keine Signifikanz auf. Die beiden Effekte (niedriges R² und keine 
Signifikanz) liegen in großem Maße an den sehr hohen Schwankungen in den Ab-
satzdaten, die sich durch schwer modellierbare Ereignisse, wie z.B. Lieferschwierig-
keiten, ergaben. Nichtsdestotrotz kann die Anpassung der IED-Modellformulierun-
gen und einiger anderer Innovationsdiffusionsmodelle, insbesondere des Robinson/ 
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Lakhani-Modells (1975) und des Kalish-Modells (1985) als gut bezeichnet werden: 
Sie können z.B. relativ genau den Einfluss von Generationswechseln beschreiben 
(siehe Abbildungen D-3, D-4 und D-5). 
In den Tabellen sind neben dem korrigierten R² die Werte aller Parameterschätzer 
dargestellt. Dabei sind die Schätzungen der Parameter teilweise heterogen. So vari-
iert die geschätzte Marktgröße m zwischen 84.067 und 1.185.610 Millionen. Solch 
große Unterschiede liegen zum einem an den großen Schwankungen der Daten und 
zum anderen an den unterschiedlichen Interpretationen der Marktgröße in den Inno-
vationsdiffusionsmodellen. Laut dem Bass-Modell (1969) übernehmen alle m Adop-
toren früher oder später eine Innovation, d.h. die Marktgröße zeigt, wie viele Käufe 
vom neuen Produkt insgesamt getätigt werden. Im IED-Modell dagegen steht die 
Adoption nicht nur in Verbindung mit der Zeit, sondern auch mit der Marketingva-
riablen, wie z.B. Preis. Daher ist eine Adoption keine Notwendigkeit für alle m Kon-
sumenten. Der Parameter m im IED-Modell beschreibt also die Marktgröße. 
Die stabilste Schätzung der Marktgröße m weist das Kalish-Modell (1985) auf, d.h. 
unabhängig vom Schätzintervall wird die Marktgröße m mit relativ gleichen Werten 
geschätzt. Die Streuung dieser Schätzung hängt kaum mit der Länge des geschätzten 
Zeitintervalls zusammen. Beim Parameter für den Einfluss der Produktgeneration v2 
zeigen die erste und die dritte Formulierung des IED-Modells mit der zweiten Reg-
ressionsgleichung sowie das Robinson/Lakhani-Modell (1975) relativ stabile Ergeb-
nisse, d.h. diese Modelle beschreiben am besten den Einfluss des Generationswech-
sels. Allgemein kann man sagen, dass keines der hier analysierten Modelle den an-
deren Modellen in Bezug auf die Stabilität der Parameterschätzung überlegen ist. 
Um die Schätzergebnisse von drei Zeitintervallen für neun verschiedene Modelle 
vergleichen zu können, wird als ein Vergleichskriterium für das Anpassungsvermö-
gen der Mittelwert des R² über die Schätzungen eingeführt. In Tabelle D-10 sind die 
Mittelwerte des R² über die Schätzungen zusammengefasst. Dabei sind die Modelle 
nach ihrem R² absteigend sortiert. 
Im Durchschnitt zeigt das IED-Modell das beste Anpassungsvermögen auf: Die bes-
ten vier Modelle gehören zu der Klasse des IED-Modells. Dabei hat die dritte For-
mulierung des IED-Modells das höchste R². 
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Wie im Falle der simulierten Daten wurden für die realen Daten ebenfalls zwei 
Schätzmethoden verwendet (Tabelle D-3). Im Gegensatz zur Simulationsstudie zeigt 
die zweite Methode hier deutlich bessere Ergebnisse (Tabelle D-3). Sie ist zudem 
weniger sensibel hinsichtlich der Wahl der Startwerte. Außerdem führt diese 
Methode nicht zu negativen R2-Werten. Alle vier Formulierungen des IED-Modells, 
die anhand der zweiten Methoden geschätzt wurden, zeigten ein relativ hohes R². Im 
Gegensatz dazu weist die erste Methode bei den IED-Modellen (IED2, IED4), 
welche von der Wirkung der interpersonellen Kommunikation auf den 
Innovationsbekanntheitsgrad ausgehen, besonders schlechte Ergebnisse auf. Daher 
empfiehlt es sich, die zweite Schätzmethode in der Praxis anzuwenden: Sie führt zu 
wenigeren technischen Problemen bei der Schätzung und zeigt ein besseres 
Anpassungsvermögen. 
Die besten Ergebnisse unter den anderen Innovationsdiffusionsmodellen zeigen das 
Robinson/Lakhani-Modell (1975) und das Kalish-Modell (1985). Trotzdem ist das 
IED-Modell diesen beiden renommierten Innovationsdiffusionsmodellen meistens 
überlegen. 
 
Modell kor. R² 
IED3, Methode 1 0,34 
IED3 Methode 2 0,28 
IED2 Methode 2 0,26 
IED1 Methode 2 0,25 




IED4 Methode 2 0,20 
Bass et al. (1994) 0,12 
Bass (1969) 0,05 
Fourt/Woodlock (1960) 0,02 
IED2 Methode 1 
IED4 Methode 1 
negativ 
Tabelle D-10 Durchschnittliches R² über 3 Schätzintervalle. 
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III.4. Vorhersagekraft des IED-Modell und anderer 
Innovationsdiffusionsmodelle 
Das Anpassungsvermögen eines Modells kann nur eine Aussage darüber treffen, wie 
gut das Modell vorhandene Daten beschreibt. In dieser Hinsicht zeigt das IED-Mo-
dell bessere Ergebnisse als die anderen Innovationsdiffusionsmodelle (Tabelle D-10). 
Jedoch ist eine der wichtigsten Aufgaben von Innovationsdiffusionsmodellen die 
Vorhersage zukünftiger Absätze. Nur ein Modell, welches eine zuverlässige Zu-
kunftsprognose leistet, zeigt, dass es die Innovationsdiffusionsprozesse präzise abbil-
det. Solche Innovationsdiffusionsmodelle können Anwendung in der Praxis finden, 
da sie Unterstützung bei Marketingentscheidungen anbieten können. Daher ist die 
Prognosegüte eines Modells ein wichtiges Kriterium der Modellqualität. 
In diesem Abschnitt werden die vier Formulierungen des IED-Modells miteinander 
und mit anderen Innovationsdiffusionsmodellen verglichen. Als Kriterium der Prog-
nosegüte wurde MAPE (mean absolute percentage error) ausgewählt. Aufgrund der 
im Abschnitt D.III.3. ermittelten Parameterwerte werden mit allen hier vorgestellten 
Innovationsdiffusionsmodellen Zukunftsprognosen erstellt. Dabei wird zwischen 
kurzfristigen (für die nächsten 3 Zeitpunkte) und langfristigen Prognosen (für die 
nächsten 10 Zeitpunkte) unterschieden. MAPE wird sowohl für die kurzfristige (3 
Schritte vorwärts) als auch für die langfristige Prognose (10 Schritte vorwärts) ausge-
rechnet. 
Bei der Ermittlung der Parameterwerte wurden zwei Datenintervalle verwendet: Da-
ten für die ersten zwei bzw. die ersten drei Produktgenerationen. Dementsprechend 
werden die Prognosen für die dritte und vierte Generation durchgeführt und bewertet. 
In der Tabelle D-11 sind die Ergebnisse der kurz- und der langfristigen Prognosen je-
weils für die dritte und vierte Produktgeneration dargestellt. Dabei gilt, je kleiner 
MAPE ist, desto besser ist die Prognosegüte des Modells. Damit es möglich ist, die 
Modelle zu vergleichen, wurden zwei Maße der Prognosegüte jeweils für kurz- und 
langfristige Prognosen ausgerechnet. Tabelle D-11 zeigt die entsprechenden Mittel-
werte aus MAPE, die jedem Modell zugewiesen werden. Danach wurden die Model-
le aufsteigend nach diesen Maßen sortiert: Dabei korrespondiert die Höhe der Posi-
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tion eines Modells in Tabelle D-12 (kurzfristige Prognose) und Tabelle D-13 (lang-
fristige Prognose) mit der Prognosegüte des Modells. 
 
Vorhersagen für die dritte 
Generation 




















Fourt/Woodlock (1960) 0,50 0,52 0,42 0,30 
Bass (1969) 0,54 0,55 0,57 0,65 
Robinson/Lakhani (1975) 0,46 0,27 0,43 0,43 
Kalish (1985) 0,32 0,43 0,33 0,24 
Bass et al.(1994) 0,49 0,61 0,59 0,53 
Methode 1 1,81 1,10 0,72 0,85 IED1 
Methode 2 0,25 0,45 0,24 0,31 
Methode 1 0,45 0,48 0,72 0,46 IED2 
Methode 2 0,36 0,48 0,52 0,73 
Methode 1 2,09 69,50 0,67 0,74 IED3 
Methode 2 0,49 0,53 0,24 0,42 
Methode 1 0,68 0,58 0,61 0,37 IED4 
Methode 2 0,55 0,51 0,21 0,31 
Tabelle D-11 Prognosegüte von Innovationsdiffusionsmodellen. 
 
Für die kurzfristige Prognose hat die erste Formulierung des IED-Modells die besten 
Ergebnisse unter allen geschätzten Modellen. Das MAPE der ersten Formulierung 
des IED-Modells ist deutlich niedriger im Vergleich zum MAPE des Kalish-Modells 
(1985), welches das zweitbeste Ergebnis zeigt. Bei der langfristigen Prognose zeigt 
die erste Formulierung auch sehr gute Ergebnisse, obwohl ihr MAPE etwas höher als 
das MAPE des Kalish-Modells (1985) und des Robinson/Lakhani-Modell (1975) ist. 
In Abbildung D-5 werden die Prognosen von vier Innovationsdiffusionsmodellen für 
die vierte Software-Generation dargestellt. Bei dem visuellen Vergleich ist zu sehen, 
dass die erste Formulierung des IED-Modells in Bezug auf die Zukunftsprognose den 
meisten Innovationsdiffusionsmodellen überlegen ist. Das Bass-Modell (1969) sagt 
keinen Anstieg in den Absätzen durch die Einführung einer neuen Generation vor-
aus, weil das Modell keine Marketing-Mix-Variablen beinhaltet. Das Robinson/ 
Lakhani-Modell (1975) prognostiziert zwar sprunghafte Absatzänderung durch den 
Generationswechsel, unterschätzt aber deutlich die Absatzzahlen. Die erste Formu-
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lierung des IED-Modells und das Kalish-Modell (1985) entsprechen dem realen Ab-
satz am besten. Dies kann auch aus Tabelle D-12 entnommen werden, welche die 
Modelle aufsteigend nach MAPE für die kurzfristige Prognose sortiert. 
Anhand dieser empirischen Studie lässt sich schließen, dass das IED-Modell für die 
praktische Anwendung sehr gut geeignet ist. Insbesondere zeigt es gute Ergebnisse 
bei kurzfristigen Prognosen. Für das Datenbeispiel aus der Softwarebranche zeigt 
sich die erste Formulierung des IED-Modells am geeignetsten. Somit bilden die An-
nahmen der logistischen Verteilung von Zahlungsbereitschaften und des Einflusses 
der interpersonellen Kommunikation auf die Zahlungsbereitschaft den Verlauf der 
Absatzzahlen am besten ab. 
Beim Vergleich der Schätzmethoden für das IED-Modell erweist sich die zweite Me-
thode (Tabelle D-3) als besser geeignet als die erste Schätzung. Zudem zeigen die 
Formulierungen des IED-Modells eine höhere Prognosegüte. Obwohl diese Befunde 
mit den Erkenntnissen der Simulationsstudie nicht vollkommen übereinstimmen26, 
empfiehlt sich für die Praxis aufgrund dieser empirischen Studie, die zweite Schätz-
methode vorzuziehen. Die zweite Methode ist weniger empfindlich hinsichtlich der 
Wahl der Startwerte, liefert seltener negative Werte des R² und zeigt bessere Ergeb-
nisse im Hinblick auf die Prognosegüte. 
 
Modell Kurzfristige Prognose 
IED1 Methode 2 0,25 
Kalish 1985 0,33 
IED3 Methode 2 0,37 
IED4 Methode 2 0,38 
IED2 Methode 2 0,44 
Robinson/Lakhani (1975) 0,45 
Fourt/Woodlock (1960) 0,46 
Bass et al. (1994) 
Bass (1969) 
0,54 
IED2 Methode 1 0,59 
IED4 Methode 4 0,65 
IED1 Methode 1 1,27 
IED3 Methode 1 1,38 
                                                 
26 In der Simulationsstudie zeigte die erste Methode bessere Ergebnisse: die Parameterschätzer 
wurden weniger verzerrt. 
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Tabelle D-12 Modelle, aufsteigend nach MAPE sortiert, für die kurzfristige Progno-
se. 
 
Modell Langfristige Prognose 
Kalish 1985 0,34 
Robinson/Lakhani (1975) 0,35 
IED1 Methode 2 0,38 
IED4 Methode 2 
Fourt/Woodlock (1960) 
0,41 
IED2 Methode 1 0,47 
IED3 Methode 2 
IED-4 Methode 1 
0,48 
Bass et al. (1994) 0,57 
Bass (1969) 0,59 
IED2 Methode 2 0,61 
IED1 Methode 1 0,98 
IED3 Methode 1 35,12 
Tabelle D-13 Modelle, aufsteigend nach MAPE sortiert, für die langfristige Progno-
se. 
 
Abbildung D-5 Prognosegüte der Modelle: Aktuelle Absätze, (schwarz-punktiert); 
Bass-Modell (1969), (rot-punktiert); Robinson/Lakhani-Modell 
(1975), (grün-punktiert); Kalish-Modell (1985), (blau-punktiert), 
IED1 mit der zweiten Methode (schwarz). 
 
 
E. Wichtige Ergebnisse und Wege der weiteren Forschung 
 
Diese Arbeit befasst sich mit Innovationsdiffusionsmodellen und deren Anwendung 
in der Marketingpraxis. Sie hat zwei Ziele: zum einen einen Überblick über existie-
rende Innovationsmodelle zu schaffen und zum anderen aufgrund einer Analyse von 
Vor- und Nachteilen dieser Modelle ein neues besseres Modell zu entwickeln. 
Da es bisher keine Klassifizierungsmethode gab, welche die Bildung von disjunkten 
Klassen ermöglichte, wurde ein neuer Klassifizierungsansatz im Kapitel B entwi-
ckelt. Mit dessen Hilfe ist ein strukturierter Überblick über Innovationsdiffusionsmo-
delle und eine leichtere Orientierung durch die zahlreichen vorhandenen Innovations-
diffusionsmodelle möglich. In diesem neuen Klassifizierungsansatz beruht die Ein-
teilung der disjunkten Klassen auf den verbreitesten Annahmen in der Innovations-
diffusionsmodellierung. Auf der Grundlage dieses Klassifizierungsansatzes wurden 
in Tabelle B-7 die prominentesten Modelle eingeordnet und ihre Vor- und Nachteile 
aufgezeigt. Zusätzlich wurde dargestellt, welches Datenmaterial die Modelle benöti-
gen und für welche Zwecke sie angewendet werden können. Durch die ausführliche 
Diskussion der bedeutsamsten Modellklassen in Abschnitt B.III können Innovations-
forscher und Marketingmanager nun leichter eine Entscheidung für ein Modell tref-
fen. Es ist nun ausreichend zu wissen, welche Daten (Absatzdaten, Daten über 
Konsumenten, Preisinformationen etc.) zur Verfügung stehen und/oder welches Ziel 
(Absatzprognose, Einschätzung des Marktwertes eines Geschäftes etc.) verfolgt wird. 
Der in Kapitel B gelieferte Überblick über den aktuellen Stand der Forschung zeigt, 
dass die Innovationsdiffusionsmodellierung ein sehr aktives Forschungsfeld ist. Seit 
der Entwicklung des Bass-Modells (1969) wurden zahlreiche neue Modelle von vie-
len Forschern vorgestellt (Peterson/Mahajan 1978, Lattin/Roberts 1988, Bass et al. 
1994 etc.). Diese Modelle beruhen auf verschiedenen theoretischen Annahmen über 
den Ablauf der Innovationsdiffusion und welche Faktoren (z.B. Marketing-Mix-Va-
riablen) einen Einfluss auf die Innovationsverbreitung haben. Die vorgestellten Mo-
delle wurden zusätzlich an sehr unterschiedlichen Daten getestet. Für die Analyse ei-
ner veränderten Marktsituation (z.B. Monopolmarkt vs. Mehrproduktmarkt) musste 
bisher ein anderer Modelltyp mit entsprechenden Annahmen verwendet werden. So-
mit ist ein direkter Vergleich zwischen verschiedenen Modellen nicht möglich. 
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Um Forschern, Marketingmanagern und anderen Benutzern dennoch ein universell 
einsetzbares Instrument für die Innovationsdiffusionsmodellierung zur Verfügung zu 
stellen, wurde in Kapitel C ein neues Innovationsdiffusionsmodell vorgestellt, wel-
ches eher als eine Modellklasse bezeichnet werden sollte. Das IED-Modell kombi-
niert in sich viele Ansätze der Innovationsdiffusionsmodellierung und besitzt zahlrei-
che Vorteile gegenüber anderen Innovationsdiffusionsmodellen: Die Struktur des 
Modells ist sehr allgemein. Werden die Annahmen des IED-Modells genau definiert 
(z.B. über die Anzahl der Wettbewerbsprodukte, Verteilung der Zahlungsbereitschaf-
ten in der Bevölkerung usw.), erhält es eine explizite Form, die bekannten Innova-
tionsdiffusionsmodellen ähnlich oder vollkommen identisch sein kann (z.B. Bass 
1969, Kalish 1985, Robinson/Lakhani 1975). Ein solcher allgemeiner 
Modellierungsansatz des IED-Modells ist neu für die Innovationsdiffusionsforschung 
und hat in sich viele Vorteile: 
Das IED-Modell beruht auf der Grundannahme, dass ein Konsument sich dann für 
ein Produkt entscheidet, wenn sein individueller Nettonutzen größer ist, als der Preis 
des Produktes und kein Konkurrenzprodukt einen höheren Nettonutzen besitzt. Da 
diese Kaufentscheidung nicht für den einzelnen Konsumenten, sondern über eine 
Wahrscheinlichkeitsverteilung der Zahlungsbereitschaften von allen Konsumenten 
gebildet wird, vereinigt das IED-Modell die Vorteile von zwei bisher konträren Mo-
dellklassen: Durch seine aggregierte Ebene stellt das IED-Modell, im Gegensatz zu 
Innovationsdiffusionsmodellen auf individueller Ebene, sehr geringe Anforderungen 
an Daten. Es ist ausreichend, Absatzdaten, Informationen über Preise und 
Werbeausgaben zu haben. Zum anderen kann der Einfluss von entscheidenden Va-
riablen wie Marketing-Mix-Variablen oder interpersonelle Kommunikation, auf der 
individuellen Ebene berücksichtigt werden. Somit besitzt das IED-Modell die ent-
scheidende Stärke von Innovationsdiffusionsmodellen auf der individuellen Ebene. 
Durch die Berücksichtigung der Konsumentenheterogenität und deren Entschei-
dungsprozesse ist im IED-Modell die formale Abbildung der Marketing-Mix-Variab-
len, wie Preis, Werbung und Produktqualität, theoretisch begründet. Hierdurch um-
geht das IED-Modell diesen erheblichen Nachteil der aggregierten Modelle. 
Darüber hinaus ermöglicht das IED-Modell eine flexible Darstellung von Produktin-
teraktionen. Es spielt keine Rolle, ob es sich um einen Generationswechsel oder um 
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Wettbewerbsinteraktionen handelt. Beide Fälle können mit dem IED-Modell abge-
bildet werden. Solche flexible Einbindung von Produktinteraktionen war bisher mit-
tels aggregierter Innovationsdiffusionsmodelle nicht möglich. 
Die Grundannahme des IED-Modells kann mit verschiedenen Annahmen über die zu 
analysierende Innovation (z.B. Innovation mit oder ohne Wiederholungskäufe) und 
deren Markt (z.B. Anzahl der Wettbewerbsprodukte) gefüllt werden. Die verschiede-
nen möglichen Annahmen wurden ausführlich in Abschnitt C.IV. behandelt. Auf-
grund dieser verschiedenen Annahmen, kann das IED-Modell unterschiedliche expli-
zite Formen annehmen. Eine Auswahl von Formen ist in den Tabellen C-11, C-12, 
C-13 und C-14 zu finden. Unter der Internetadresse www.ied-modell.de kann inter-
aktiv die gewünschte explizite Form des IED-Modells erstellt werden. 
Einige der Annahmen, die getroffen wurden um eine geschlossene Lösung des IED-
Modells zu erhalten, müssen nicht mit der Realität übereinstimmen. In Abschnitt 
C.IV.3 wurde untersucht, zu welchen Verzerrungen es in der Abbildung des Innova-
tionsdiffusionsverlaufes kommen kann, wenn die individuellen Zahlungsbereitschaf-
ten bzw. der Bekanntheitsgrad eines Produktes und die Zahlungsbereitschaft nicht 
voneinander unabhängig sind. 
In Kapitel D wurde die praktische Anwendung des IED-Modells mittels Monte-Car-
lo-Simulationen und anhand von realen empirischen Daten getestet. Obwohl Monte-
Carlo-Simulationen sich in vielen Wissenschaften (z.B. Evolutionsforschung, Physik 
etc.) bewährt haben, wurden sie bisher in der Innovationsdiffusionsforschung kaum 
verwendet. In Abschnitt D.II. wurden zwei mögliche Anwendungen der Monte-Car-
lo-Simulation gezeigt: Der Verlauf einer Innovationsdiffusion nach dem IED-Modell 
konnte dargestellt werden. Dieser Verlauf entspricht vollkommen den theoretischen 
Erwartungen und bisherigen empirischen Studien. Zum anderen können Schätz-
methoden und ihre Güte mit Hilfe der Monte-Carlo-Simulation analysiert werden. In 
dieser Arbeit wurden zwei verschiedene Schätzmethoden verglichen. Dabei zeigten 
beide Schätzmethoden ungefähr gleich gute Ergebnisse. 
Im entscheidenden Abschnitt des Kapitels D wurden vier verschiedene Formen des 
IED-Modells an realen Absatzdaten eines Softwareproduktes getestet. Zum Ver-
gleich wurden darüber hinaus vier bekannte Innovationsdiffusionsmodelle 
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herangezogen. Obwohl die Daten starke Schwankungen aufwiesen, zeigte das IED-
Modell eine sehr gute Anpassungsfähigkeit. Der Verlauf der Absatzzahlen und der 
kumulierten Verkäufe konnten sehr gut abgebildet werden. Insbesondere der starke 
Anstieg der Verkaufszahlen durch die Einführung einer neuen Produktgeneration 
konnte sehr gut reproduziert werden. Das Anpassungsvermögen des IED-Modells 
war im Durchschnitt besser als das der vier Vergleichsmodelle. 
Aufgrund der Anpassung an einen Teil der Daten wurde mit dem IED-Modell eine 
Vorhersage für den Rest der Daten erstellt. Auch hier zeigte das IED-Modell eine 
sehr gute Vorhersagefähigkeit. 
Die starke Variabilität des IED-Modells erscheint auf den ersten Blick verwirrend. 
Sie birgt aber in sich eine der Hauptstärken des IED-Modells: Oft ist bei der Model-
lierung einer Innovationsdiffusion nicht exakt bekannt, welchen Einfluss welche 
Faktoren (z.B. interpersonelle Kommunikation) haben. Bisher mussten Innovations-
forscher für verschiedene Marktsituationen verschiedene Modelltypen zur Hilfe neh-
men, deren Ergebnisse nicht direkt vergleichbar sind. Durch die universelle Form des 
IED-Modells ist es nun jedoch möglich verschiedene Marktsituationen mit dem prin-
zipiell gleichen Modell zu untersuchen. Daher ist es möglich, den Einfluss von ver-
schiedenen Faktoren zu analysieren. Im praktischen Test erwies sich das IED-Modell 
als den vier weitverbreitesten Modellen überlegen. Mit dem IED-Modell wird somit 
eine Lücke zwischen theoretisch begründeter Innovationsdiffusionsforschung und 
der praktischen mathematischen Modellierung geschlossen. 
Trotz dieser Vorteile des IED-Modells gibt es Bedarf nach weiterer Forschung. 
Insbesondere sind einige Annahmen bei der Modellierung der Innovationsdiffusion 
noch nicht gesichert. 
- Die Wahl einer Verteilungsform über die Zahlungsbereitschaften muss 
theoretisch begründet werden. Daher ist eine Untersuchung der Frage 
notwendig, für welchen Produkttyp welche Verteilungsformen am 
typischsten sind. Nicht für alle Verteilungsformen ist eine geschlossene 
Lösung des IED-Modells möglich. 
- In Abschnitt C.IV.3 wurde gezeigt, dass die Annahme der unabhängigen Zah-
lungsbereitschaften zu einer verzerrten Abbildung der Innovationdiffusion 
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führt. Obschon die Berücksichtigung der abhängigen Zahlungsbereitschaften 
für verschiedene Produkte im IED-Modell theoretisch möglich ist, stellt die 
Ableitung einer expliziten analytischen Form des IED-Modells dennoch eine 
Herausforderung dar. Die Lösung dieses Problems würde eine genauere Ab-
satzanalyse und –prognose für konkurierende Marken ermöglichen. 
- Auch für die Annahme, dass der Bekanntheitsgrad eines Produktes unabhän-
gig von der Zahlungsbereitschaft ist, wurde festgestellt, dass es zu Abwei-
chungen kommen kann. Die Berücksichtigung dieser Abhängigkeiten würde 
aber auch die Berechnung einer geschlossenen Lösung des IED-Modells und 
somit jegliche praktische Anwendung erschweren bzw. unmöglich machen. 
Der Verzicht auf diese Annahme erfordert eine weitere Forschung in Statistik 
und Wahrscheinlichkeitstheorie und wird jedoch zur realitätsnäheren Abbil-
dung von Marktprozessen führen. 
- Die mathematische Darstellung der Wirkung von interpersoneller Kommuni-
kation und Werbung ist nur begrenzt möglich. Auch hier ist nur bei bestimm-
ten Funktionsformen eine geschlossene Form des IED-Modells möglich. 
- Obwohl das IED-Modell auf die individuelle Ebene eingeht, berücksichtigt es 
viele Aspekte des Konsumentenverhaltens nicht, beispielsweise Dauer der 
Adoptionsentscheidung, aktive Informationssuche, Änderung der Zahlungs-
bereitschaften z.B. aufgrund einer technologischen Veralterung eines Produk-
tes. 
Um diese Probleme der Modellierung zu lösen, müssen folgende Fragen geklärt wer-
den: 
- Wie unterscheiden sich verschiedene Produkttypen in ihrer Art des Innova-
tionsdiffusionsprozesses? 
- Wie beeinflussen verschiedene Innformationsquellen die Adoptionsentschei-
dungen? 
- Wie unterscheiden sich die Konsumenten in Bezug auf ihr Adoptionsverhal-
ten und welche individuellen Eigenschaften tragen dazu bei?  
- Wie entscheiden sich die Konsumenten unter Unsicherheit? 
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- Wie hängen die individuellen Zahlungsbereitschaften zusammen? 
- Ob und wie sind der Bekanntheitsgrad eines Produktes und die 
Zahlungsbereitschaften eines Konsumenten voneinander abhängig? 
Ein gut geeignetes Mittel diese Fragen zu beantworten ist die Durchführung von 
Experimenten. Sie ermöglichen einen Blick in den Konsumentenentscheidungspro-
zess im Kontext der Innovationsdiffusion unter kontrollierten Bedingungen. 
Darüber hinaus sind weitere empirische Studien mit realen und simulierten Daten 
notwendig, anhand derer existierende Innovationsdiffusionsmodelle getestet und ver-
glichen werden können. 
Eine weitere wissenschaftliche Herausforderung in der Innovationsdiffusionsfor-
schung stellen statistische Schätzmethoden dar. Da sie oft verzerrte Schätzungen von 
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Am Markt sind mehrere Produkte (1, 2, ..., i, ..., n-1, n) etabliert. Für jedes Produkt i 
wird der Anteil der Konsumenten mit Produktwissen und physischer Ewerbsgelegen-
heit mit der Wahrscheinlichkeit qi definiert. Die Wahrscheinlichkeiten qi für ver-
schiedene Produkte sind voneinander unabhängig und in der Bevölkerung gleich ver-
teilt, d.h. jeder Konsument hat die gleiche Wahrscheinlichkeit zu den Konsumenten 
mit Produktwissen und physischer Erwerbsgelegenheit zu gehören. 
Die Gesamtwahrscheinlichkeitsdichte h über den Nettonutzen U in der Bevölkerung 
wird mit der Funktion h(U) abgebildet, wobei der Vektor U = (ui, u1, ..., ui-1, ui+1, ..., 
un) aus den einzelnen Nettonutzen ui der Produkte i besteht. 
Da mehrere Produkte am Markt etabliert sind, gibt es verschiedene Konsumenten-
gruppen, die unterschiedliche Kaufgelegenheiten27 haben. Dies drückt sich dadurch 
aus, dass die Konsumenten aus verschiedenen Gruppen unterschiedliche Sets von 
Produkten bei einer Kaufentscheidung in Betracht ziehen können. So kann z.B. einer 
Gruppe nur das Produkt 1 zur Verfügung stehen. In diesem Fall betrachten die Kon-
sumenten aus dieser Gruppe bei ihrer Kaufentscheidung nur das Produkt 1. Die 
Wahrscheinlichkeit, zu dieser Gruppe zu gehören, ist gleich dem Produkt aus der 
Wahrscheinlichkeit, ein Konsument mit Produktwissen und physischer Erwerbsgele-
genheit für Produkt 1 zu sein und den Wahrscheinlichkeiten nicht zu Konsumenten 











= −∏ . 
 
Die Wahrscheinlichkeit, dass ein Konsument zu den Konsumenten mit Produktwis-
sen und physischer Ewerbsgelegenheit für Produkt 1 und 2 gehört, ist gleich der fol-
genden Gleichung: 
 
                                                 













= −∏ . 
 
Die mögliche Gruppenanzahl der Konsumenten, die sich durch ihre „Zugehörigkeit“ 
unterscheiden, hängt von der Anzahl der Wettbewerbsprodukte ab. Wenn z.B. drei 




Produkte, für welche die ent-
sprechende Konsumentengruppe 
die Kaufgelegenheit hat 
Die Wahrscheinlichkeit, dass ein 
zufällig gezogener Konsument zur ent-
sprechenden Gruppe gehört 
1 1 ( )( )1 2 31 1q q q− −  
2 2 ( )( )2 1 31 1q q q− −  
3 3 ( )( )3 1 21 1q q q− −  
4 1, 2 ( )1 2 31q q q−  
5 1, 3 ( )1 3 21q q q−  
6 2, 3 ( )2 3 11q q q−  
7 1, 2, 3 
1 3 2q q q  
Tabelle 1 Konsumentengruppen, die sich bei einer Kaufentscheidung durch in Be-
tracht gezogene Produktsets unterscheiden. 
 
Wie bereits erwähnt, ziehen die Konsumenten aus verschiedenen Gruppen unter-
schiedliche Produkt-Sets in Betracht. Die Wahrscheinlichkeit für eine Kaufentschei-
dung eines Produktes wird dabei durch die Wahrscheinlichkeitsdichte h(U) be-
stimmt, wobei die Zusammensetzung des Vektors U die Differenzen in Produktsets 
berücksichtigt. 
Die Wahrscheinlichkeit z.B. dafür, dass das Produkt 1 gekauft wird, setzt sich aus 
der Summe der Wahrscheinlichkeiten einzelner Gruppen, die Produkt 1 in Betracht 
ziehen und der Wahrscheinlichkeit, dass sich bei der Kaufentscheidung für Produkt 1 





Gruppe Produkte, für welche die entspre-
chende Konsumentengruppe die 
Kaufgelegenheit hat 
Kaufwahrscheinlichkeit in der entsprechen-
den Gruppe 
1 1 ( )( ) ( )
1
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1 1
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5 1, 3 ( ) ( ) ( )
1 1
3
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7 1, 2, 3 ( ) ( )
1 1 1
3 2





q q q h u h u u u du du du∫ ∫ ∫  
Summe 
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1 1 1
2
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Tabelle 2 Kaufwahrscheinlichkeit für Produkt 1. 
 
Für eine beliebige Anzahl von etablierten Produkten am Markt lässt sich die 
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II. Kaufwahrscheinlichkeit unter Annahme der unabhängigen 
Zahlungsbereitschaften 
Wird angenommen, dass die Zahlungsbereitschaften und dementsprechend die Netto-
nutzen für verschiedene Produkte und deren Verteilungen voneinander unabhängig 
sind, reduziert sich die Gleichung C-11 zur folgenden Formel: 
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III. Kaufwahrscheinlichkeit des Produktes i bei extremwertverteilten 
Zahlungsbereitschaften für den Dreiproduktmarkt 
(E-1)
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Produkte, für welche die ent-
sprechende Konsumentengrup-
pe die Kaufgelegenheit hat 
Kaufwahrscheinlichkeit in der 
entsprechenden Gruppe 
1 1 
( )( ) ( )
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