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ABSTRACT 
 
 
 
 
River flow forecasting is important because it can assist an organization to 
make better plans and decision makings. One of the major goals in river flow 
forecasting is to improve the planning, design, operation and management of 
hydrology and water resources system. This study proposes designing a hybridization 
model using Group Method of Data Handling (GMDH) and Discrete Wavelet 
Transform (DWT) for forecasting monthly river flow in three catchment areas in 
Malaysia. The monthly data of river flow in the form of monthly means are collected 
from the Department of Irrigation and Drainage, Malaysia. The hybrid model is a 
GMDH model that uses sub-time series components obtained using DWT on original 
data. The original data is represented by its features, which term the wavelet 
coefficients that are then iterated into GMDH model. The individual GMDH is used 
to forecast the river flow for each single catchment area. The experiments compare 
the performances of a hybrid model and a single model of Wavelet-Linear 
Regression (WR), ANN, and conventional GMDH. The results show that the hybrid 
model performs better than other models for river flow forecasting. It is shown that 
the proposed model can provide a promising alternative technique in river flow 
forecasting. 
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ABSTRAK 
 
 
 
 
Peramalan aliran sungai adalah penting kerana peramalan boleh membantu 
pengurusan untuk perancangan dan membuat keputusan yang lebih baik. Salah satu 
matlamat utama dalam peramalan aliran sungai adalah untuk mempertingkatkan 
pengurusan, rekabentuk, operasi dan pengurusan sumber pengairan. Kajian ini 
memperkenalkan suatu model hibrid menggunakan Kaedah Kumpulan Pengendalian 
Data (KKPD) dan Ubahan Wavelet Diskret (UWD) bagi meramal aliran sungai 
bulanan di tiga kawasan tadahan di Malaysia. Data bulanan aliran sungai dalam 
bentuk min bulanan diambil dari Jabatan Pengairan dan Saliran, Malaysia. Model 
hibrid ini adalah model KKPD yang memperolehi sub-komponen siri masa melalui 
data asal dari UWD. Sifat data asal diwakilkan dan diubah menjadi pembolehubah 
wavelet, yang kemudiannya disalurkan ke dalam model KKPD. Model KKPD yang 
dibentuk seterusnya digunakan untuk meramal aliran sungai bagi setiap kawasan 
tadahan. Eksperimen ini membandingkan pencapaian antara model hibrid dan model-
model seperti Wavelet-Regressi Linear (WR), ANN, dan asas KKPD. Keputusan 
menunjukkan bahawa model hibrid berupaya menghasilkan prestasi yang lebih baik 
berbanding model lain untuk ramalan aliran sungai. Ini menunjukkan bahawa model 
yang dicadangkan adalah satu teknik alternatif yang baik dalam ramalan aliran 
sungai. 
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CHAPTER 1 
 
 
 
 
INTRODUCTION 
 
 
 
 
1.1 Overview 
 
 
The hydrology system is a highly complex nonlinear system under the influence 
of rain bringing the effect for bearing system and underlying surface system (Zhou et 
al., 2008). The truthful modeling of hydrological process such as rainfall and stream 
flow can give effective information for city planning, land use, flood and water 
resources management for a watershed. In need of efficient management, forecasting of 
future events is required in the many of the activities associated with planning and 
operation of the components of a water resource system require. Forecasting also plays 
an important role in the mitigation of impacts of drought on water resources systems. 
There is a need for both short term and long term forecasts of stream flow events for the 
hydrologic component in order to optimize the system or to plan for future expansion or 
reduction. The storage yield sequences are generally related to monthly periods. River 
flow forecasting is one of the most important components of hydrological processes in 
water resource management. Forecasting in river flow would solve the problems in 
designing flood protection works and environmental flows could be preserving too. 
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Therefore, monthly river flow forecast has a greater importance for water resource 
system planning.  
 
 
The government and water authorities can administer and organize water 
reserves optimally for such water users as hydropower generation, agricultural, 
domestic and for the maintenance of environmental flows through a dependable and 
steady river flow forecast. Forecasting river flow is extremely being helpful in the case 
of multipurpose reservoirs systems. It is essential for forecasting flow in predicting the 
less amount carried by the river to the reservoirs. Therefore many hydrological models 
have been proposed in order to inspire this complex process and these models have 
presented a complete classification. (Nourani et al., 2009).  
 
 
 The accuracy of time series forecasting is fundamental to many decisions 
processes and thus the research has never been refrained for improving the effectiveness 
of forecasting models (Zhang, 2003). Traditionally, the class of autoregressive moving 
average (ARMA) models has been statistical method most widely used for modeling 
water resources time series (Maier and Dandy, 1996). Time series models are used to 
describe the stochastic structure of the time sequence of river flows and precipitation 
values measured over time in river flow forecasting. The only information they 
incorporate is present in past flows and therefore it inflicted the limitation of time series 
models river flow forecasting. Many of the available techniques for time series analysis 
assume linear relationships among variables. In the real world, however temporal 
variations in data do not exhibit simple regularities and are difficult to analyze and 
predict. It seems necessary that nonlinear models such as Artificial Neural Network 
(ANN) be used for the analysis of real world temporal data which ANN is very much 
suited to complex nonlinear problems (Kisi et al., 2005). ANN showing the differences 
from the traditional approaches in synthetic hydrology in the sense that they belong to a 
class of data-driven approaches.  
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Recently, wavelet transform analysis has become a popular analysis tool due to 
its ability to explain simultaneously both spectral and temporal information within the 
signal. This overcomes the basic shortcoming of Fourier analysis, which is that the 
Fourier spectrum contains only globally averaged information. Therefore, the time 
series can decompose data into its subcomponents using wavelet transform analysis. 
The wavelet transformed data can be improve the ability of a forecasting model when 
wavelet transforms provide useful decompositions of main time series by capturing 
useful information on various resolution levels. The wavelet decomposition of non 
stationary time series into different scales provides an interpretation of the series 
structure and extracts the significant information about its history using few 
coefficients. Currently, it was reported that a hybrid system in prediction and 
classification could produce a higher performance level against the traditional system 
(Min, et al, 2006; Chang and Chang, 2006; Lekakos and Giaglis, 2007; Kim and Shin, 
2007). The application of hybridization between ANN method and the wavelet 
transform for river flow forecasting has been widely implemented in recent years 
(Wang et al., 2006; Kisi et al., 2009). It is due of reason that, ANN are nonlinear data 
driven methods thus, it suit well to nonlinear input-output mapping techniques. ANNs 
have black box properties thus, it does not require a prior knowledge of the process 
(Nourani et al., 2009). Sometimes there is a shortage when signal from original data are 
highly non stationary and physical hydrologic process operates under a large range of 
scales varying from one day to several decades in spite, of suitable flexibility of ANN in 
modeling hydrologic time series, (Hsu et al., 1995; Zhang and Dong, 2001). 
 
 
Kisi (2009) had proposed by combining the wavelet transform and regression 
since the hybrid model is much easier to interpret as an alternative to ANN for monthly 
stream flow forecasting. However, the disadvantage of regression analysis is its 
amplifying frequency noise in the data when differencing (Wang et al., 2009). 
Consequently, lots of researches had tried to apply the artificial intelligent techniques to 
improve the accuracy of the time series forecasting issues named Group Method of Data 
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Handling (GMDH: Kalantary et al, 2009; Wongseree et al., 2007; Onwubolu, 2008). 
The GMDH algorithm had been widely applied in time series forecasting because of its 
self organizing and adaptive learning. Furthermore, GMDH produce minimum value of 
external criterion and require less time to run the algorithm than ANN itself.  
Thus, in improving the performance of GMDH algorithm, the combination between 
GMDH algorithm and wavelet analysis is exploring in this study.  
 
 
 
 
1.2  Background of the Problem 
 
 
 There exits some linear and nonlinear patterns in time series simultaneously 
because of the effect from the world that is complex. There were many research on 
hybridization between the wavelet transform and ANN (Cannas et al., 2006; Wang and 
Ding, 2003; Kim and Valdes, 2003) because ANN is a self learning network and also 
functional as self adaptive approximate function. ANN has shown great ability in 
modeling and forecasting nonlinear hydrological time series. However, in such 
situation, ANN has problem which the algorithm is slow in converging and may not be 
able to cope with non stationary data if pre processing of the input and output data is not 
performed. Kisi (2009) had presented the combination between the wavelet transform 
and linear regression model in order to solve the problem on ANN. In spite of proposing 
a new solution, threshold regression model is developed by setting restrictions on 
variables and therefore, the regression model cannot fully explain many complex 
hydrological data sets. To solve the problems, one of the first approaches along the line 
of a systematic design of nonlinear relationships between system’s inputs and outputs 
comes under the name of a group method of data handling (GMDH) (Ivakhnenko et al., 
1971).  
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 Recently the group method of data handling (GMDH) algorithm has been 
successfully used to deal with uncertainty, linear or nonlinearity of systems in a wide 
range of disciplines such as economy, ecology, medical diagnostics, signal processing, 
hydrology and control systems (Oh and Pedrycz, 2002; Nariman-Zadeh et al., 2002; 
Delivopoulos et al., 2004; Kondo, T et al., 2005, 2006; Onwubolu, 2009). The 
prediction accuracy was surprising successful for researchers who used the GMDH in 
modeling. The GMDH algorithm can be devoted to developing polynomial structure for 
modeling highly nonlinear systems with large number of inputs. The GMDH models are 
layered structures that exhibit a number of significant advantages as contrasted to other 
nonlinear modeling techniques. 
 
 
The GMDH algorithms are self organizing networks developed in a layer by 
layer basis, following a systematic expansion procedure. The performance of GMDH 
can be determined by controlling the network depth. Accordingly, by combining 
successively the low order regressions in layers to achieve higher order polynomials 
until the system’s dynamics is captured to an adequate level of accuracy in controlling 
the network depth (Ivakhnenko et al., 1971). 
 
 
 However, owing to its limited generic structure, GMDH tends to generate an 
overly complex polynomial when it is applied to estimate highly nonlinear systems (Oh 
et al., 2003). The main characteristics of GMDH are that it is self-organizing and 
provides an automated selection of essential input variables without using prior 
information on the relationship among input-output variables. The output of each node 
in GMDH structure is obtained using several types high-order polynomial such as linear 
of quadratic of input variables. GMDH have fewer nodes than Artificial Neural 
Networks (ANNs), but the nodes are more flexible. 
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 The GMDH algorithms consists the structural parameters such as the number of 
neurons in each layer, the number of layers and the useful input variables are 
automatically determined so as to minimize the prediction error criterion. In this study, 
in addressing the problems with the conventional GMDH based on quadratic 
polynomial, we propose that the combination GMDH with wavelet decomposition. The 
modified GMDH also will be tested using application data and compared to the 
conventional GMDH. The accuracy of outcome from the forecasting models can 
improve by hybridizing between the forecasting models distinctly compared with single 
forecast models (Liu and Wang, 2009).  
 
 
 There have been variants devised from different perspectives to realize more 
competitive networks and to alleviate the problems inherent with the GMDH 
algorithms. It includes hybridize the GMDH with intelligent model such as Genetic 
Algorithms and Fuzzy Logic (Oh et al., 2002; Nariman-Zadeh et al., 2002). Kim et al., 
(2009) proposed neuro-fuzzy GMDH algorithm and Shinohara et al., (1999) introduced 
the hybridized between Akaike Information Criterion (AIC) and the GMDH algorithm. 
Xiao et al., (2009) presented combination GMDH and Bayesian classification then 
named as GMBA. This study will carry out on hybridized wavelet decomposition and 
GMDH algorithm. The main motivation of using wavelet decomposition is the easy 
analysis of the obtained series (Soltani et al., 2002). To the writer’s knowledge, there is 
not any published work indicating the input output mapping capability of the 
combination wavelet decomposition and GMDH algorithm in forecasting of monthly 
mean river flow in Malaysia.  
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1.3  Problem Statement 
  
 
 The GMDH algorithm is a heuristic and computer oriented method which 
provides the foundation for the construction of high order regression models of complex 
system. The basic building block of GMDH is a quadratic polynomial of two variables. 
GMDH usually consists of many layers; each layer consists of a bank of quadratic 
polynomial functions that requires input from the previous layer after having passed a 
certain selection. 
 
 
 The algorithm can automatically organize the modified GMDH fitting the 
complexity of the nonlinear system and structural parameters such as the number of 
neurons in each layer, the number of layers and the useful input variables are 
automatically determined so as to minimize the error criterion (Kondo and Pandya et 
al., 2007). Moreover, the modified GMDH can generate different nonlinear 
combinations of input and select useful combinations so that the high-order effects of 
input suiting the complexity of the nonlinear system. 
 
 
  Hybridization of existing competitive modeling methodologies is now an active 
area of research. For example, Oh et al. (2003) proposed and investigated a new 
category of neurofuzzy networks- Fuzzy Polynomial Neural Networks (FPNN) 
endowed with fuzzy set-based polynomial neurons (FSPNs) in which they developed a 
comprehensive design methodology involving mechanisms of genetic optimization, and 
Genetic Algorithms (GAs) in particular. Nariman-Zadeh et al.(2002) applied GA and 
singular value decomposition (SVD) in the topology design of GMDH to reduce the 
size of search space for evolutionary design of GMDH. Onwubolu et al.(2009) 
introduced a hybrid of GMDH and differential evolution (DE) to predict burr types 
formed during face milling. Also Ruhaidah et al. (2009) proposed combining based on 
the modified GMDH and GA then called GAGMDH to improve the forecasting 
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capability of the model compared with optimal simple combining forecasting methods 
and neural networks combining forecasting methods.  
 
 
 However, there is no further research investigating the GMDH algorithm 
combined with the wavelet decomposition thus far. Hence, this research will provide 
further investigation on the hybridizing GMDH to improve the performance of the 
standard GMDH approach. The wavelet is applied to the data while GMDH iterates the 
filtered data through in order to find the best function that maps the input to output. 
 
 
 
 
1.4  Objectives of the Study 
 
 
 The objectives of this study are: 
 
 
1. To explore the hybridized wavelet decomposition into the GMDH (WGMDH) 
model in order to achieve better accuracy in the performance of the standard 
GMDH approach 
2. To compare the performance of the combination GMDH model with the 
conventional GMDH and the benchmarked individual model, ANN. 
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1.5  Scope of the study 
 
 
 In this research, the data were collected from Department of Irrigation 
and Drainage, Ministry of Natural Resources and Environment, Malaysia. These data is 
used to validate the WGMDH algorithm for 1-month-ahead mean river flow forecasting 
modeling. The results are compared with those the Wavelet-Linear Regression (WR), 
ANN and GMDH. These time series come from different locations and have different 
statistical characteristics. 
 
 
In this study, the mean monthly river flow data of Jeniang Station, Muda River 
in Kedah, Jam SKC Station, Bernam River in Selangor and Rahang Station, Linggi 
River in Negeri Sembilan of Malaysia are used. The drainage area at Jeniang Station is 
1710 km
2
. The observed data is 48 years long with an observation period between 1961 
and 1988 for Jeniang station. The drainage area at Jam SKC Station is 1090 km
2
. The 
observed data is 43 years long with an observation period between 1966 and 2008 for 
Jam SKC station. The drainage area at Rahang Station is 523 km
2
. The observed data is 
11 years long with an observation period between 1961 and 1971 for Rahang station. 
 
 
 The performance measurement for accuracy prediction is based on the standard 
statistical performance evaluation such as mean absolute percentage error (MAE), root 
mean squared error (RMSE) and correlation coefficient. RMSE and MAE are the most 
widely used performance evaluation criteria and will be used in this research. 
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1.6  Significance of the Study 
 
 
This research is expected to contribute towards the fulfillment of needs to 
produce a new architecture of the GMDH model which is more flexible as well as 
robust than the conventional GMDH, and the obtained results demonstrate the proposed 
model exhibits higher accuracy and superb predictive capability in comparison to some 
previous models available in the literature.   
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