確率ニュ-ラルネットを用いた意思決定支援システム (不確実・不確定性のもとでの数理的決定理論) by 奥原, 浩之 et al.
Title確率ニュ-ラルネットを用いた意思決定支援システム (不確実・不確定性のもとでの数理的決定理論)
Author(s)奥原, 浩之; 三上, 大輔; 川畑, 興求






















. , – 1 .
Table 1
$,\ovalbox{\tt\small REJECT}_{103}^{32}199819701970-12--24725,945,10_{3}73889251312711134,016,836,1712739\mathrm{s}72882137215174238$
, (CP)[ :10 ] ,
(CPI)[ :1995 100%], (GDP N)[




. , $\mathrm{Y}\in\Re^{n}$ , $\mathrm{A}\in\Re^{n_{\cross}}\Re^{\mathrm{p}1}+$ , $\theta=[\theta_{0}, \theta_{1}, \cdots , \theta_{p}]^{\mathrm{T}}\in\Re^{p+1}$
, $\mathrm{e}\in\Re^{n}$ . , $E=\mathrm{e}^{\mathrm{T}}\mathrm{e}$
. , A $i,$ $(i=1,2, \cdots, n)$ 1 1 . , $\theta_{0}$ .
, 1 $n=116,$ $p=4$ .
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, — $=\mathrm{L}$ $:i^{\gamma}$ (Neural Networks: , $\mathrm{N}\mathrm{N}$ ) $[1]$
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. . , $K$
$–=$ 1 PNN . $(N+M)$
$s$ $\mathrm{z}_{s}\in R^{(N+M}$), $(s=1,2, \cdots, s)$ $–=$ . ,
$S$ . $k$ \supset . $(k=1,2, \cdots, K)$ $\phi_{k}$
$w_{k}$ . $\phi_{k}$ $\{\mathrm{m}_{k}, \Sigma_{k}\}$ .
, $\mathrm{m}_{k}=[m_{k}^{1}, m_{k}^{2}, \cdots, m^{()}kN+M]^{\mathrm{T}}$ , $\Sigma_{k}$ $\Sigma_{k}^{-1}$ $ij$ $\sigma_{k}^{ij}$
$(N+M)\cross(N+M)$ . , $\Sigma_{k}$ .
$\perp$ $\Gamma 11\perp \mathrm{t}$ H \mbox{\boldmath $\sigma$}L -\A / DE $\sqrt$\supset fl
, $\mathrm{z}_{s}$ $\mathrm{x}_{S}=[X_{6}^{1}, X_{s}^{2..N},\cdot, x_{\mathrm{s}}]\mathrm{T}\in R^{N}$ $\mathrm{y}_{S}=[y_{\mathrm{s}}^{12}, y_{\mathrm{s}}, \cdots, y_{\mathrm{S}}^{M}]^{\mathrm{T}}\in R^{M}$
$\sim \mathrm{z}_{s}^{\mathrm{T}}\equiv[\mathrm{x}_{s}^{\mathrm{T}}\mathrm{y}_{S}^{\mathrm{T}}]$ . , $–=-$
$\mathrm{x}_{s}k\mathrm{y}_{s^{\mathit{0}\supset \mathrm{F}}}\mathrm{R}7\iota_{-}$
$N_{()}N+M(_{\mathrm{Z}_{s}}, \phi k)=N_{N}(\mathrm{x}_{s}, \phi_{k}^{\mathrm{x}})\mathrm{x}N_{M}(\mathrm{y}s’\phi^{\mathrm{y}}k)$
. ,
$N_{(N+M)}(_{\mathrm{Z}_{s},\emptyset)}k= \frac{1}{(2\pi)^{(N+}M)/2||\Sigma k||1/2}\exp\{-\frac{1}{2}(_{\mathrm{Z}_{S}}-\mathrm{m}_{k})^{\mathrm{T}1}\Sigma_{k}^{-}(\mathrm{z}s-\mathrm{m}k)\}$
, $\mathrm{T}$ . , $–\mathrm{n}$
$\mathrm{x}_{s}$ $\mathrm{y}_{S}$ . ,
$h=\mathrm{E}_{\mathrm{R}[}x_{S}^{i}|\mathrm{y}s$ : $\theta$], $(i=1,2, \cdots, N)$ $N$ —sl $L_{i}=\mathrm{E}_{\mathrm{L}}[y_{S}|i\mathrm{x}_{S}$ :
$\theta],$ $(i=1,2, \cdots, M)$ $M$ $:\eta--=$ ( 1 ).
, $\mathrm{w}$ $\{w_{1}, w_{2}, \cdots, W_{K}\},$ $\phi$ $\{\phi_{1}, \phi_{2}, \cdots, \phi K\}$ , $\theta$ $\{\mathrm{w}, \phi\}$
,






$\xi(\mathrm{z}s’ wk, \phi k)=w_{k}N(N+M)(\mathrm{z}_{s}, \phi_{k})$
. $\xi(\mathrm{z}_{s}, w_{k}, \phi_{k})$ — $=$ , —I
$p( \mathrm{z}_{s}, \mathrm{w}, \phi)=\frac{1}{\sum_{k=1}^{K}w_{k}}\sum_{k=1}^{K}\xi(\mathrm{Z}_{k,\phi_{k})}$
. , $\phi$
$L(\mathrm{z}_{s},\mathrm{w}, \emptyset)=\log p(_{\mathrm{Z}_{S}\mathrm{W}},, \phi)$
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$\mathrm{z}_{S}$ 4 (CPI,GDP N,INTPR,WAGI N) 1 $(\mathrm{C}\mathrm{P})$
. , $S=116,$ $\mathrm{x}_{S}$ $N=4$ . , $\mathrm{y}_{S}$ $M=1$
, $==$ $K=300$ .
2 $(a)\sim(\mathrm{c})$ 1 , PNN $\mathrm{E}\mathrm{M}$
$\mathrm{C}\mathrm{P}$ $(\equiv x_{s}^{i}i=1,2, \cdots, 4)$ $\mathrm{C}\mathrm{P}(\equiv y_{s}.)$
. CPI $(\equiv x_{s}^{1})$ ,
$\mathrm{C}\mathrm{P}$ . , $\mathrm{C}\mathrm{P}$ 10 . $\cross$ CPI $\mathrm{C}\mathrm{P}$
, $\bullet$ —n $L_{1}$ . 2 $(c)$
PNN (CPI,GDP N,INTPR,WAGI N) $\mathrm{C}\mathrm{P}$








ou $\lrcorner\cup$ $l\vee$ $=$ . 11 $\cdot$ $s\mathrm{u}$ $\lrcorner\cup$ $’$ . $\mathrm{P}\vee$ 11 $\cdot$
2 $(a)$ PNN 2 $(b)$ PNN
$(E=15011048209.34)$ $(E=212765941.68)$
cp CP
$\partial\cup$ $t\cup$ 9 1I $\cup$ JU ; $\mathrm{P}$ II.
2(c) PNN 2(
$(E=835664.26)$ $(E=129338608.10)$
$p(\mathrm{z}, \theta)$ , $\phi$ CPI $\mathrm{C}\mathrm{P}$ $\phi_{1}$
$\emptyset \mathrm{s}$ , CPI $y_{s}$ , $\mathrm{C}\mathrm{P}$ .
3 $(a)$ CPI $(\equiv y_{s})$ , $\mathrm{C}\mathrm{P}$ . , $\cross$
CPI $\mathrm{C}\mathrm{P}$ , CPI 580
$y_{S}$
$R_{1}$ . $R_{1}$
—n $(i=1,2, \cdots, 4)$ $\mathrm{C}\mathrm{P}$ .
WAGI$.\mathrm{N}$ 3 $(b)$ .
3 $(a)$ , CPI 80% $\mathrm{C}\mathrm{P}$
. CPI 80% CPI 20% $\mathrm{C}\mathrm{P}$ 5
, 80% $\mathrm{C}\mathrm{P}$ 30 .
$\mathrm{C}\mathrm{P}$ CPI 80\sim 90% . 3 $(b)$
, WAGI$.\mathrm{N}$ 60% 100% , 60\sim 100%
. WAGI $.\mathrm{N}$ $\mathrm{C}\mathrm{P}$
.
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3 $(a)$ CPI $\mathrm{C}\mathrm{P}$ 3 $(b)$ WAGI$.\mathrm{N}$ $\mathrm{C}\mathrm{P}$
, INTPR $y_{s},$ $\mathrm{C}\mathrm{P}$ $x_{s}^{3}$ PNN , $\mathrm{C}\mathrm{P}(\equiv$
$x_{s}^{3})$ — $=$ $L_{1}$ . ,
$x_{s}^{j}(j\neq 3)$ $l$ $(s=l)$ . 4 $(a)$ 1977 3-
. 4 $(a)$ $\mathrm{C}\mathrm{P}$ ,
$(\equiv y_{s})$ , $\mathrm{C}\mathrm{P}$ 580
$x_{26}^{3}$
$L_{1}$ . 1998
4- 4 $(b)$ .
, (CPI,GDP N,WAGI N)
$\mathrm{C}\mathrm{P}$ , $L_{1}$ $0$
. ,
. , $\bullet$ CP CPI . 4 $(a)$
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4 $(a)$ 1977 3- 4 $(b)$ 1998 4-
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