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LAMPLIGHTER GROUPS, BIREVERSIBLE AUTOMATA
AND RATIONAL SERIES OVER FINITE RINGS
RACHEL SKIPPER AND BENJAMIN STEINBERG
Abstract. We realize lamplighter groups A ≀Z, with A a finite abelian
group, as automaton groups via affine transformations of power series
rings with coefficients in a finite commutative ring. Our methods can
realize A ≀Z as a bireversible automaton group if and only if the 2-Sylow
subgroup of A has no multiplicity one summands in its expression as a
direct sum of cyclic groups of order a power of 2.
1. Introduction
In the process of classifying all two-state automaton groups over a two-
letter alphabet, Grigorchuk and Z˙uk discovered that the lamplighter group
Z/2Z≀Z can be realized as an automaton group [GZ01]. Moreover, they used
this realization to compute the spectral measure for a simple random walk
on the group with respect to the generating set arising from the automaton.
This in turn led to the first counterexample to the strong form of the Atiyah
conjecture on ℓ2-Betti numbers [GLSZ00]. The proof of Grigorchuk and Z˙uk
that their automaton generated a lamplighter groups was computational,
making use of the wreath product representation of automaton groups. A
more conceptual proof, using affine transformations of the power series ring
over the two-element field, appeared in [GNS00]. This paper also realized
lamplighter groups of the form (Z/pZ)n ≀ Z with p prime using series over
fields. Here, by a lamplighter group we mean a group of the form F ≀Z where
F is a finite group.
Dicks and Schick computed spectral measures for random walks on arbi-
trary lamplighter groups F ≀Z with respect to a set of generators inspired by
the automaton generators of Grigorchuk and Z˙uk [DS02]. With respect to
this generating set, the Cayley graph of F ≀ Z depends (up to isomorphism)
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only on |F | and not the group structure of F . Their approach avoided au-
tomata completely. The second author and Silva realized all lamplighter
groups A ≀Z with A a finite abelian group in [SS05] by using affine transfor-
mations of power series rings over finite commutative rings. The automaton
generators in this case are exactly those considered by Dicks and Schick
and so the second author, together with Kambites and Silva, exploited this
automaton realization in [KSS06] to give a new proof of the results of Dicks
and Schick using the original scheme of Grigorchuk and Z˙uk. We mention
another early paper realizing lamplighter groups was [BSˇ06].
Since then there has been further study of automaton group realizations
of lamplighter groups, particularly in connection with power series. For ex-
ample, Savchuk and Sidki [SS16] have recently studied realizations of lamp-
lighter groups as affine transformations over power series rings with coeffi-
cients in Z/dZ and they provide a detailed study of all such representations
over the binary tree. The lamplighter group Z/2Z ≀ Z is represented as a
bounded automaton group in [JSW17]. The recent paper [BS18] constructs
A ≀ Zd as an automaton group for any finite abelian group A and d ≥ 1.
An important class of automaton groups is the class of bireversible au-
tomaton groups [Nek05]. These are the automaton groups whose dual
automaton semigroups are actually groups. One salient feature of bire-
versible automaton groups is that they automatically act essentially freely
on the boundary of the rooted tree [SVV11] and hence, by the results
of [KSS06], one can potentially compute spectral measures for their ran-
dom walks via the action on the tree. Bireversible automata were used for
the first constructions of free groups and virtually free groups as automaton
groups [GM05,Nek05,VV07,VV10,SV11,SVV11].
For a long time, most of the examples of bireversible automaton groups
were virtually free or virtually nilpotent, with the exception of some lat-
tices in the automorphism group of a product of two trees that were re-
alized as bireversible automata groups by Glasner and Mozes [GM05]. It
was then quite surprising when Bondarenko, D’Angeli and Rodaro [BDR16]
found a bireversible automaton group isomorphic to Z/3Z ≀ Z. Their orig-
inal proof was using wreath product representations but Bondarenko and
Savchuk have recently announced a construction via affine transformations
of the ring of power series over Z/3Z. Multiplication by a rational power
series over a field can always be implemented by a finite state automaton.
Bondarenko and Savchuk announced a complete description of all automa-
ton groups generated by the states of such automata (they are always lamp-
lighter groups if the series is invertible and non-constant), as well as their
dual automaton semigroups. In particular, they characterize when such au-
tomaton groups are bireversible. Such an approach was also used by Ahmed
and Savchuk [AS18] to realize (Z/2Z)2 ≀Z as a bireversible automaton group.
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In this paper, like in [SS05], we consider rational power series over a finite
commutative ring R. More specifically, we consider invertible rational series
of the form
f(t) = r
(
1− at
1− bt
)
= r(1− at) ·
∞∑
n=0
bntn (1.1)
where r ∈ R× is a unit and a, b ∈ R. These are precisely the invertible
rational series, which together with their inverses, have corresponding re-
currence of degree at most 1. We explicitly construct an initial automaton
Af computing left multiplication by f(t). Here we identify R
ω with RJtK in
the obvious way. We then consider the automaton group generated by the
states of Af . We prove that if a− b is a unit of R, then we obtain R
+ ≀ Z,
where R+ is the additive group of R. The special case where r = 1, a = 0
and b = 1 recovers the construction in [SS05]. Most likely if a − b is not a
unit, one never gets the lamplighter group R+ ≀Z, but we prove this negative
result explicitly only when R = Z/nZ.
The main result is that Af is a bireversible automaton generating a group
isomorphic to R+ ≀ Z if and only if a, b and a− b are units of R. This then
leads to the natural question of which finite abelian groups A can be ob-
tained as the additive group of a finite commutative ring R with two units
whose difference is a unit. Note that R has this property if and only if it has
no ideal of index 2. Not all finite abelian groups can be realized this way.
For example Z/nZ with n even can never be realized as the additive group
of such a ring. We prove that A is isomorphic to the additive group of a ring
R with no ideal of index 2 if and only if the 2-Sylow subgroup of A can be
expressed as a direct sum of cyclic groups of the form (Z/2iZ)ri with ri ≥ 2.
Consequently, we can realize lamplighters A ≀ Z as bireversible automaton
groups whenever the 2-Sylow subgroup of A satisfies this condition. We
are hopeful that the extra symmetry appearing in a bireversible automaton
might make it possible to perform spectral computations for these lamp-
lighter groups with respect to other probability measures than the uniform
measure on the automaton generating set.
The paper is organized as follows. We begin by recalling some basic no-
tions concerning automata, automaton groups and actions on rooted trees.
The next section discusses the action of left multiplication by f(t) from (1.1)
on power series from this viewpoint and constructs its minimal automaton.
We study the group generated by the states of this automaton and prove
that it is a lamplighter group when a− b is a unit of R. Before doing this,
we review some of the basic theory of finite commutative rings, e.g., that
they are direct products of local rings. We also characterize reversibility
and bireversibility of the automaton. The following section characterizes
the additive groups of finite commutative rings containing two units whose
difference is a unit. The final section provides some examples of our con-
struction.
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2. Automata
For background on automata groups, the reader is referred to the book
of Nekrashevych [Nek05] or the survey paper [GNS00]. Let X be a finite
set called an alphabet and let X∗ be the free monoid on X, that is, the set
of finite words over the alphabet X including the empty word, denoted ∅.
The length of a word w ∈ X∗ is denoted by |w|. The Cayley graph of X∗
naturally has the structure of a regular rooted tree with ∅ as the root and
two words u and v are connected by an edge if ux = v or u = vx for some
x ∈ X, and so we denote the Cayley graph by TX .
An automorphism of TX is a bijection from X
∗ to X∗ which preserves
edge incidences. The group of all automorphisms of TX is denoted Aut(TX).
Any automorphism of TX induces an action on the boundary of the tree
which can be identified with the set of infinite words over X and is denoted
Xω. Conversely, any permutation of Xω which preserves the length of the
longest common prefix of any pair of infinite words is induced by the action
of a unique automorphism of TX .
For v ∈ X∗ and u ∈ Xω, an automorphism g ∈ Aut(TX) acts on vu via
g(vu) = g(v)g|v(u)
where g(v) ∈ X∗ with |g(v)| = |v| and g|v ∈ Aut(TX), depending only on v.
We call g|v the state of g at v (some authors use the term “section”). An
automorphism g of TX is said to be finite state if the set {g|v : v ∈ X
∗} is
finite. The following is a straightforward computation.
Lemma 2.1. Let g, h ∈ Aut(TX). Then the states of gh and g
−1 at v ∈ X∗
are given by
(gh)|v = g|h(v)h|v
(g−1)|v = (g|g−1(v))
−1.
It follows from the lemma that a composition of finite state automor-
phisms is again finite state and the inverse of a finite state automorphism is
finite state.
A subgroup G ≤ Aut(TX) is said to be self-similar if, for all g ∈ G and
v ∈ X∗, g|v is in G. For a vertex v, the stabilizer of G at v, denoted
StabG(v), is the set of g ∈ G with g(v) = v. The group G is self-replicating
if
{g|v : g ∈ StabG(v)} = G
for all v ∈ X∗ (actually, it is enough for all v ∈ X). It is spherically transitive
if for every v and w of same length over the alphabet, there exists g ∈ G
with g(v) = w. Note that some authors include spherical transitivity as part
of the definition of self-replicating.
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A self-similar group is said to be an automaton group if it is finitely gen-
erated and every element of the group is finite state. In this case, a finite
state Mealy automaton can be used to describe the generators.
A (Mealy) automaton is A is a 4-tuple A = (Q,X, δ, λ) where Q is a set
of states, X is a finite alphabet, δ : Q ×X → Q is the transition function,
and λ : Q × X → X is the output function. For each q ∈ Q and x ∈ X,
we will use the notation λq(x) to mean λ(q, x) and will call λq the state
function corresponding to q. Similarly, for x ∈ X, we define δx : Q → Q by
δx(q) = δ(q, x). When the set of states is finite, we say A is a finite state
automaton.
It is common to describe an automaton A by a directed, labeled graph
with vertices labeled by Q and edges
q
x |λq(x)
−−−−−→ δ(q, x)
for each q ∈ Q and x ∈ X.
The function λq can be extended uniquely to a function on both the sets
X∗ of finite words and Xω of infinite words over X, which, abusing notation,
we shall also refer to as λq. These extensions are described recursively as
follows:
λq(x0, x1, . . . , xn) = λq(x0)λδ(q,x0)(x1, . . . , xn)
and
λq(x0, x1, . . .) = lim
n→∞
λq(x0, x1, . . . , xn).
Intuitively, the input word labels the left hand side of a unique path starting
at q in the directed, labeled graph representing A and the output is the label
of the right hand side of this path.
For each g ∈ Aut(TX), there is a unique minimal automaton Ag and state
q such that g = λq. The state set is given by {g|v : v ∈ X
∗}, the transition
function is given by δ(g|v , x) = g|vx and the output function is given by
λ(g|v , x) = g|v(x). One then has g = λg|∅ . Moreover, Ag is finite if and only
if g is finite state.
An automaton A is invertible if, for each q, λq is a permutation of the
alphabet. Invertible automata are precisely the automata for which each
state function describes an automorphism of the tree TX with vertex set
X∗. For an automaton A = (Q,X, δ, λ), the inverse automaton A−1 is
obtained by switching the input and output letters on the edge labels. In
this case, the inverse to λq is computed by the state corresponding to q in
A−1. Note that, for g ∈ Aut(TX), the minimal automaton for g
−1 is the
inverse of the minimal automaton for g, as is easily seen from Lemma 2.1.
The dual automaton ∂A is given by (X,Q, λ, δ), i.e., the alphabet and
states are interchanged and the output and transition functions are inter-
changed. An invertible automaton is called reversible if its dual is invertible
and bireversible if it is reversible and additionally its inverse is reversible.
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The state functions of ∂A are precisely the functions δx, with x ∈ X, and
hence A is reversible if and only if δx is a permutation of the state set for
each x ∈ X.
For an invertible automaton A, the group generated by {λq : q ∈ Q} under
the operation of composition is called the automaton group G(A). It is a
self-similar group and when A is finite, it is an automaton group in the sense
defined above. The group generated by a bireversible automaton enjoys the
property that its action onXω is always essentially free [SVV11], whereas the
action of a reversible automaton is sometimes essentially free and sometimes
not [KSS06]. The action on Xω is essentially free if the stabilizer of an
infinite word is almost surely trivial with respect to the Bernoulli measure.
This is exactly the property that one needs for the spectral measure of the
simple random walk on the Cayley graph to be computable as the limit of
the Kesten-von Neumann-Serre spectral measures [GZ04] for the random
walks on the levels of the tree in the spherically transitive case, see [KSS06]
for further details.
3. Power series and lamplighter groups
By a lamplighter group we mean a restricted wreath product F ≀ Z =⊕
Z F ⋊ Z with F a finite group. Some authors refer to only the partic-
ular case (Z/2Z) ≀ Z as the lamplighter group. In this section we use the
language of formal power series to produce automata which generate lamp-
lighter groups of the form A ≀ Z with A a finite abelian group. This was
first done for A = Z/2Z by Grigorchuk and Z˙uk [GZ01] (where power se-
ries were not used, but see [GNS00] for a proof using power series) and for
arbitrary finite abelian groups by the second author and Silva [SS05]. We
find conditions on the power series that will guarantee that the automaton
is reversible or bireversible. Related work, via power series over fields, has
been announced by Bondarenko and Savchuk at various conferences. Their
work was announced before ours, and considers rational power series with
higher order recurrences than ours. However, by working over rings we can
realize many more lamplighter groups as bireversible automata than can be
realized over a field.
Let R be a finite commutative ring with unity, R+ its additive group, R×
its multiplicative group of units, and RJtK the ring of formal power series
with coefficients in R. Note that f ∈ RJtK is a unit if and only if its constant
term f(0) is a unit of R. We will identify Rω with RJtK via
(r0, r1, r2, · · · ) 7−→ r0 + r1t+ r2t
2 · · · .
For any power series f(t) in RJtK we define two mappings of Rω given by
µf : g(t) 7−→ f(t)g(t)
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and
αf : g(t) 7−→ f(t) + g(t).
Note that αf is invertible with inverse α−f and preserves the length of the
longest common prefix. Thus αf gives an automorphism of the tree TR with
vertex set R∗. On the other hand, µf is invertible precisely when f is a unit
of RJtK. In this case (µf )
−1 = µf−1 and both these mappings preserve the
length of the longest common prefix. It is well known to automata theorists
that if f is a rational power series, that is, f(t) = p(t)/q(t) with p(t), q(t)
polynomials and q(0) 6= 0, then αf , µf are finite state. We shall compute the
minimal automaton for µf in the case that p(t), q(t) are linear, momentarily.
The following proposition illustrates the relationship between µ and α.
Proposition 3.1. For any n ∈ Z and f(t), h(t) ∈ RJtK, µfαhµf−1 = αfh.
Proof. If g(t) ∈ RJtK, then we compute µfαhµf−1(g) = µfαh(f
−1g) =
µf (f
−1g + h) = g + fh = αfh(g). 
For any power series f(t) =
∑∞
i=0 cit
i we define also the shift of f by
σ(f) =
∞∑
i=0
ci+1t
i = c1 + c2t+ c3t
2 + · · ·
so that f(t) = c0 + σ(f)t.
We wish to study rational power series of the form
f(t) =
r1 − r2t
r3 − r4t
.
In order for f(t) to be a unit of RJtK, r1 and r3 must be units of R, and so
we will write f(t) as
f(t) = r
(
1− at
1− bt
)
for a and b in R and r ∈ R×. With this notation
f(t) = r + r(b− a)t+ rb(b− a)t2 + rb2(b− a)t3 + rb3(b− a)t4 + · · ·
as is easily checked.
Lemma 3.2. Let
f(t) = r
(
1− at
1− bt
)
where r ∈ R× and a, b ∈ R. Then σ(f) = bf − ra.
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Proof. Observe that
bf − ra = b(r + r(b− a)t+ rb(b− a)t2 + rb2(b− a)t3 + · · · )− ra
= br − ra+ rb(b− a)t+ rb2(b− a)t2 + rb3(b− a)t3 + · · ·
= r(b− a) + rb(b− a)t+ rb2(b− a)t2 + rb3(b− a)t3 + · · ·
= σ(f).

Proposition 3.3. Let
f(t) = r
(
1− at
1− bt
)
where r ∈ R× and a, b ∈ R. Then µf is finite state with set of states
{α−sraµfαsb : s ∈ R}. Moreover, for any s ∈ R, the state α−sraµfαsb
permutes the degree zero terms via:
s˜ 7−→ r(s˜+ (b− a)s).
Proof. Let g(t) =
∑∞
i=0 dit
i = d0 + σ(g)t. Then by Lemma 3.2
µf (g(t)) = (r + σ(f)t)(d0 + σ(g)t)
= rd0 + fσ(g)t+ d0σ(f)t
= rd0 + fσ(g)t+ d0(bf − ra)t
= rd0 + [−d0ra+ fσ(g) + fd0b]t
= rd0 + [−d0ra+ f(σ(g) + d0b)]t
= rd0 + [α−d0raµfαd0b(σ(g))]t.
Therefore, the state of µf at the vertex d0 is given by α−d0raµfαd0b and is
of the desired form and µf (d0) = rd0.
Now it just remains to show that the states of α−sraµfαsb for words of
length 1 have the same form. Note that the states of α−sra and αsb at every
word of length greater than 0 are trivial since, for any d ∈ R, we have
αd(c0 + c1t+ c2t
2 + · · · = (d+ c0) + c1t+ c2t
2 + · · · .
Applying Lemma 2.1, we see that, for any d0 ∈ R,
(α−sraµfαsb)|d0 = (α−sraµf )|d0+sb
= (α−sra)|r(d0+sb)(µf )|d0+sb
= α−(d0+sb)raµfα(d0+sb)b.
Therefore, the state of α−sraµfαsb at d0 given by α−(sb+d0)raµfα(sb+d0)b
is again of the desired form.
Finally, it is straightforward to check that if g(t) is a power series with
constant term s˜ then the constant term of α−sraµfαsb(g) is r(s˜+ (b− a)s).
Indeed, since µf acts on the root of TR via multiplication by r, we have that
α−sraµfαsb(s˜) = −sra+ r(s˜+ sb) = r(s˜+ (b− a)s). 
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The above proposition tells us that we can associate to µf a finite state
automaton whose state functions are given by the states of µf . In other
words, define Af = (Q,X, δ, λ) with states Q = {α−sraµfαsb : s ∈ R} and
alphabet X = R. The transition function δ is given by
δ(α−sraµfαsb, s˜) = α−(sb+s˜)raµfα(sb+s˜)b (3.1)
and the output function by
λ(α−sraµfαsb, s˜) = r(s˜+ (b− a)s). (3.2)
The state function λµf is precisely µf and, more generally, λα−sraµfαsb =
α−sraµfαsb for s ∈ R.
We now review some basic properties of finite commutative rings. It is well
known that if a commutative ring with unity is Artinian, then it is a finite
direct product of Artinian commutative local rings (cf. [Eis95, Cor. 2.16]).
Since R is a finite ring it is clearly Artinian and so we shall write R =
R1×· · ·×Rn where R1, . . . , Rn are local rings. Let ei = (0, . . . , 0, 1, 0, . . . , 0)
with 1 in the i-th position so that
∑n
i=1 ei = 1. In fact, e1, . . . , en form a
complete set of orthogonal primitive idempotents of R.
For any R module M , let Mi = eiM ; it is an Ri-module. Then M =
M1 × · · · ×Mn and the action of R is coordinatewise:
(r1, . . . , rn)(m1, . . . ,mn) = (r1m1, . . . , rnmn).
It is clear that a subset A of M is linearly independent over R if and only
if, for each i, its projection eiA into Mi is linearly independent over Ri.
Recall now that, for a commutative Artinian local ring S, the unique
maximal ideal m consists of the nilpotent elements of S and that S× = S\m.
Proposition 3.4. Let
f(t) = r
(
1− at
1− bt
)
where r ∈ R× and a, b ∈ R. Then the set {fm : m ∈ Z} is linearly indepen-
dent over R if and only if a− b ∈ R×.
Proof. Write R = R1 × · · · × Rn where each Ri is local. For s ∈ R, let si
be the image of s in Ri for 1 ≤ i ≤ n. Note that a − b ∈ R
× if and only if
ai−bi ∈ R
×
i for all i and so we may assume without loss of generality that R
is local with maximal ideal m by the observation preceding the proposition.
Suppose first that a − b /∈ R× and so a − b ∈ m. Since m consists of
nilpotent elements, we can find k ≥ 1 with (a− b)k = 0 and (a− b)k−1 6= 0.
Since
f(t) = r
(
1− at
1− bt
)
= r
(
1−
(a− b)t
1− bt
)
we get that (a−b)k−1f = r(a−b)k−1. Therefore, (a−b)k−1f−r(a−b)k−1f0 =
0 and (a−b)k−1, r(a−b)k−1 6= 0. Thus the powers of f are linearly dependent
over R.
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Assume now that a − b ∈ R×. Then either a or b is not in m. Without
loss of generality, assume a ∈ R×. Since f is a unit, if cfn = 0 with c ∈ R,
then c = 0. Suppose that c1f
n1 + · · ·+ ckf
nk = 0 with n1 < n2 < · · · < nk,
ci 6= 0 for all i, and k > 1. Multiplying the expression by f
−n1 if necessary,
we may assume n1 = 0. Now multiply by (1− bt)
nk to get
c1(1− bt)
nk + c2r
n2(1− bt)nk−n2(1− at)n2 + · · ·+ ckr
nk(1− at)nk = 0.
Putting t = 1
a
, we get that c1(1 −
b
a
)nk = 0 and hence c1(
a−b
a
)nk = 0. Since
a − b and a are both units we get that c1 = 0, a contradiction. Therefore,
{fm : m ∈ Z} is linearly independent over R. 
Proposition 3.5. Let
f(t) = r
(
1− at
1− bt
)
where r ∈ R× and a, b ∈ R. Then the set B = {(−ar + bf)fm : m ∈ Z}
is linearly independent over R if and only if a − b ∈ R×. Moreover, if
a− b /∈ R×, then there exists s ∈ R \ {0} with sB = 0.
Proof. First note that
−ar + bf =
−ar(1− bt) + br(1− at)
1− bt
=
−r(a− b)
1− bt
.
Thus
B =
{
−r(a− b)
(
1
1− bt
)
fm : m ∈ Z
}
. (3.3)
If a− b is not a unit of R, then since R is a finite, there exists s ∈ R \ {0}
with s(a − b) = 0. It follows that sB = 0 and hence B is not linearly
independent over R. Conversely, if a − b ∈ R×, then −r(a− b)
(
1
1−bt
)
is a
unit of RJtK. The linear independence of B over R is then immediate from
the linear independence of {fm : m ∈ Z} from Proposition 3.4. 
We remark that if f(t) = 1− 2t in (Z/4Z)JtK, then f2 = 1 and so G(Af )
is in fact a finite group. In this case a = 2, b = 0 and a− b is not a unit.
Theorem 3.6. Let
f(t) = r
(
1− at
1− bt
)
where r ∈ R× and a, b ∈ R. If a− b ∈ R×, then G(Af ) = 〈α−sraµfαsb : s ∈
R〉 ∼= R+ ≀ Z.
Proof. Since α−sraµfαsb = α−sra+sbfµf = αs(−ar+bf)µf by Proposition 3.1,
we can take {αs(−ar+bf), µf : s ∈ R} as a generating set for G(Af ).
By Proposition 3.5, the set {(−ar+ bf)fm : m ∈ Z} is a linearly indepen-
dent set over R and forms an infinite dimensional basis for a free module
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over R. Therefore, by Proposition 3.1,
N = 〈αs(−ar+bf)fm : m ∈ Z〉 = 〈(µf )
mαs(−ar+bf)(µf )
−m : m ∈ Z〉 ∼=
⊕
Z
R+.
Moreover, N is clearly normal in G(Af ) and contains αs(−ar+bf) for all
s ∈ R. Furthermore, N intersects 〈µf 〉 trivially (as Proposition 3.4 implies
µf has infinite order) and µf acts on N via a shift. We conclude that
G(Af ) ∼=
⊕
Z
R+ ⋊ Z = R+ ≀ Z
as desired. 
Remark 3.7. Note that if R = Z/nZ and a, b ∈ R with a− b not a unit, then
either µf has finite order (and hence G(Af ) is finite) or, by Proposition 3.5,
the torsion subgroup of G(Af ), that is, the subgroup 〈αs˜(−ar+bf)fm : m ∈
Z, s˜ ∈ R〉 is annihilated by some 0 < s < n hence is not isomorphic to⊕
ZR
+. Thus G(Af ) is not isomorphic to R
+ ≀ Z in this case.
Theorem 3.8. Let
f(t) = r
(
1− at
1− bt
)
where r ∈ R×, a, b ∈ R and a − b is a unit. Then Af has |R| states.
Moreover,
(i) Af is reversible if and only if b is a unit.
(ii) (Af )
−1 is reversible if and only if a is a unit.
(iii) Af is bireversible if and only if both a and b are units.
Proof. First note that, for s ∈ S, we have α−sraµfαsb = α−sra+sbfµf by
Proposition 3.1. Since a − b is a unit and µf is invertible, we see from
Proposition 3.5 that distinct elements s ∈ R give rise to distinct states of
Af .
Inspection of (3.1) shows that Af is reversible if and only if, for each
s˜ ∈ R, the mapping
α−sraµfαsb 7−→ α−(sb+s˜)raµfα(sb+s˜)b
is one-to-one as this is the output function δs˜ for the dual automaton ∂Af
at state s˜. Suppose first that b is a unit and
α−(sb+s˜)raµfα(sb+s˜)b = α−(s′b+s˜)raµfα(s′b+s˜)b
for some s, s′ ∈ R. By Proposition 3.1, this can be rewritten as
α−(sb+s˜)ra+(sb+s˜)bfµf = α−(s′b+s˜)ra+(s′b+r˜)bfµf .
Since µf is an invertible function this implies that
α(sb+s˜)(−ra+bf) = α(s′b+s˜)(−ra+bf)
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and hence, by Proposition 3.5, we get that
(sb+ s˜)b = (s′b+ s˜)b.
Now since b ∈ R×, we deduce that s = s′. Therefore, ∂Af is invertible and
Af is reversible.
Conversely, if b is not a unit, then since R is finite, sb = 0 for some s 6= 0
in S. Taking s˜ = 0, we then have α−sraµfαsb 7→ µf and µf 7→ µf under
δ0. Thus δ0 is not a permutation of the state set (as the states µf and
α−sraµfαsb are distinct) and so Af is not reversible. This proves (i).
Now observe that (Af )
−1 = Af−1 and that
f−1 = r−1
(
1− bt
1− at
)
.
Therefore, by the same argument as above (Af )
−1 is reversible if and only if
a is a unit, establishing (ii). Item (iii) follows directly from (i) and (ii). 
Note that if a−b is a unit, then we can identify the states of Af bijectively
with R via s 7→ α−sraµfαsb by the above proof. Under this identification
the the edges of Af become
s
s˜ | r(s˜+(b−a)s)
−−−−−−−−−→ sb+ s˜. (3.4)
We now prove that when a− b is a unit, the automaton group acts spher-
ically transitively. This is a necessary condition in order to perform spectral
computations using the automaton group representation.
Proposition 3.9. Let
f(t) = r
(
1− at
1− bt
)
where r ∈ R× and a, b ∈ R. If a−b is a unit of R, then G(Af ) is spherically
transitive on TR. If, in addition, r = 1 and a = 0 or b = 0, then G(Af ) is
self-replicating.
Proof. The action of G(Af ) on level d+1 of TR can be identified with its ac-
tion on RJtK/(td+1) by affine mappings for d ≥ 0. The proof of Theorem 3.6
shows that G(Af ) contains the translations by s(−ra+ bf)f
m for all s ∈ R
and m ∈ Z or, equivalently by (3.3), the R-span of all translations 11−btf
m
with m ∈ Z (since r and a− b are units).
Proposition 3.5 shows that the |R|d+1 power series
1
1− bt
(
c0 + c1f + · · ·+ cdf
d
)
(3.5)
with c0, . . . , cd ∈ R are distinct. Multiplying (3.5) through by the invertible
power series (1− bt)d+1 yields that the |R|d+1 polynomials
c0(1− bt)
d + c1(1− at)(1− bt)
d−1 + · · ·+ cd(1− at)
d (3.6)
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of degree at most d are all distinct. Since (3.6) consists of polynomials of
degree at most d, we obtain that the |R|d+1 cosets
c0(1− bt)
d + c1(1− at)(1− bt)
d−1 + · · ·+ cd(1− at)
d + (td+1)
are all distinct and hence multiplying by the unit (1− bt)−(d+1), we obtain
that the |R|d+1 cosets
1
1− bt
(
c0 + c1f + · · · + cdf
d
)
+ (td+1)
are distinct. But these are then all the cosets in RJtK/(td+1) and so it
follows that the action of G(Af ) on RJtK/(t
d+1) contains all the translations
and hence is transitive. This completes the proof that G(Af ) is spherically
transitive when a− b is a unit.
Let G = G(Af ). Suppose now that r = 1 and a or b is zero. Replacing
f by its inverse, we may assume that b = 0. Note that a must then be a
unit. We already have that G acts spherically transitively and so it suffices
to show that {g|0 : g ∈ StabG(0)} = G by a standard argument. First
note that µf ∈ StabG(0) as r = 1. Also note that (µf )|s = α−saµf . In
particular, α−sa ∈ G for all s ∈ S. Since a is a unit, for any c ∈ R, we
can find s ∈ R with −sa = c. Thus αc ∈ G for all c ∈ R. Then we have
α−sµfαs ∈ StabG(0) and (α−sµfαs)|0 = (µf )|s = α−asµf by Lemma 2.1 for
all s ∈ R. Thus {g|0 : g ∈ StabG(0)} = G. This completes the proof that G
is self-replicating. 
4. Rings with a, b, and a− b in R×
In this section, we characterize which finite abelian groups A can be the
additive group of a finite commutative ring with two units whose difference
is a unit so that we may realize A ≀Z as a bireversible automaton group via
Theorem 3.6 and Theorem 3.8.
We will write (R,m) to denote a finite commutative local ring with max-
imal ideal m. We remind the reader now of the following well-known propo-
sition, whose proof we include for completeness.
Proposition 4.1. If (R,m) is a finite commutative local ring and |R/m| = q,
then |R| = qi for some i ≥ 1. In particular, R has prime power order.
Proof. Since R is finite, hence Artinian, and m is the Jacobson radical of R,
it follows that m is nilpotent and hence mk+1 = 0 for some k ≥ 0, which we
take to be minimal. Thus we have a filtration R ) m ) · · · ) mk+1 = 0
and mj/mj+1 is a finite dimensional vector space over the residue field R/m
for 0 ≤ j ≤ k. Thus |mj/mj+1| = qdj with dj = dimm
j/mj+1 and hence
|R| = qd1+···+dk by repeated application of Lagrange’s theorem. 
14 R. SKIPPER AND B. STEINBERG
Proposition 4.2. Let (R,m) be a finite commutative local ring such that
char(R/m) = p and suppose |R/m| = pr. If
R+ ∼= (Z/pZ)a1 ⊕ (Z/p2Z)a2 ⊕ · · · ⊕ (Z/ptZ)at ,
then r|a1.
Proof. Consider the ideal p2R ⊆ m. Then (R/p2R,m/p2R) is a finite local
commutative ring with residue field R/m and
(R/p2R)+ ∼= (Z/pZ)a1 ⊕ (Z/p2Z)k
where k = a2 + · · · at. So without loss of generality, we may assume that
p2R = 0 and R+ ∼= (Z/pZ)a1 ⊕ (Z/p2Z)k. Then |R| = pa1+2k = (pr)n for
some n by Proposition 4.1. Thus r|a1 + 2k.
Let I be the ideal I = {s ∈ R : ps = 0}; it is proper since R has
characteristic p2. Then I+ ∼= (Z/pZ)a1⊕(Z/pZ)k and |I| = pa1+k. Moreover,
I ⊆ m and (R/I,m/I) is again a finite commutative local ring with residue
field R/m. So |R/I| = (pr)m for some m by Proposition 4.1. Thus
|I| =
|R|
|R/I|
=
prn
prm
= pr(n−m) = pa1+k
and so r|a1 + k. We conclude that r|2(a1 + k)− (a1 + 2k) = a1. 
The following theorem is presumably well known, but we could not find
a reference.
Theorem 4.3. Let (R,m) be a finite commutative local ring with R/m of
characteristic p and |R/m| = pr. Let
R+ ∼= (Z/pZ)a1 ⊕ (Z/p2Z)a2 ⊕ · · · ⊕ (Z/ptZ)at .
Then r|ai for 1 ≤ i ≤ s.
Proof. We already have that r|a1 by Proposition 4.2. Assume that, in-
ductively, r|a1, . . . , ak with 1 ≤ k < t. Let I be the ideal {s ∈ R :
pks = 0}. It’s a proper ideal since k < t and so I is contained in m.
Thus (R/I,m/I) is a finite commutative ring with residue field R/m. But
(R/I)+ ∼= (Z/pZ)ak+1 ⊕ · · · ⊕ (Z/pt−kZ)at and so r|ak+1 by Proposition 4.2.
The result follows by induction. 
Let p be a prime andm, r ≥ 1. Then there is a unique (up to isomorphism)
finite commutative ring R = GR(pm, r) of characteristic pm, called a Galois
ring, such that |R| = pmr and R/pR ∼= Fpr . It is a local ring with maximal
ideal pR. We do not prove the uniqueness of Galois rings, as we do not need
it. The interested reader is referred to [BF02] for details.
Theorem 4.4. Let p be a prime and m, r ≥ 1. Then there is a finite
commutative local ring R = GR(pm, r) with maximal ideal pR such that
R/pR ∼= Fpr and R
+ ∼= (Z/pmZ)r.
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Proof. First we give an elementary construction. Let α be a primitive el-
ement of Fpr , so that Fpr = Fp(α). Let q(x) ∈ (Z/pZ)[x] be the minimal
polynomial of α; it is a monic polynomial of degree r. We can choose a
monic polynomial Q(x) ∈ (Z/pmZ)[x] of degree r which reduces to q(x)
by simply identifying the coefficients of q(x) with integers between 0 and
p − 1. Set R = (Z/pmZ)[x]/(Q(x)). First note that since Q(x) is monic, it
follows that (Q(x)) consists of polynomials of degree at least r. Thus the
cosets 1+(Q(x)), x+(Q(x)), . . . , xr−1+(Q(x)) are linearly independent over
Z/pmZ. Also, as Q(x) is monic, xr + (Q(x)) is in the Z/pmZ-span of the
cosets xj + (Q(x)) with 0 ≤ j ≤ r − 1 and hence, by induction, so are all
cosets xt + (Q(x)) with t ≥ r. We conclude that R+ ∼= (Z/pmZ)r. Also pR
is a nilpotent ideal of R, as (pR)m = pmR = 0, and so pR is contained in
every maximal ideal of R. But R/pR ∼= (Z/pZ)[x]/(q(x)) ∼= Fpr is a field,
and so pR is a maximal ideal and hence the unique maximal ideal of R. This
completes the proof.
We now give a more conceptual construction. Let Qp be the p-adic ratio-
nals and Zp the p-adic integers. Take ζ to be a primitive p
r−1 root of unity
in an algebraic closure of Qp. Then Qp(ζ) is the unique unramified exten-
sion of Qp of degree r. The ring of integers in Qp is O = Zp[ζ]. Moreover,
O is a complete discrete valuation ring with maximal ideal pO and residue
field O/pO = Fpr . Details can be found in [FT93, Chpt. III, Thm. 25]
and [FT93, Equation (3.3), Page 136]. As a Zp-module, O is isomorphic to
(Zp)
r and thus R = O/pmO is a finite commutative local ring with additive
group isomorphic to (Z/pmZ)r and maximal ideal pR with R/pR ∼= Fpr . 
Finally, we are ready to classify which finite abelian groups can be the
additive group of a ring with two units whose difference is a unit.
Theorem 4.5. Let A be a finite abelian group. Then there is a finite com-
mutative ring R with R+ ∼= A and two elements a, b ∈ R× with a− b ∈ R×
if and only if A ∼= A1 ⊕ A2 where A1 has odd order and A2 ∼= (Z/2Z)
a1 ⊕
(Z/22Z)a2 ⊕ · · · ⊕ (Z/2tZ)at with ai 6= 1 for all 1 ≤ i ≤ t.
Proof. Note that if the ring R decomposes as R ∼= R1× · · ·×Rn, then there
exist a and b in R× with a − b also in R× if and only if there exist ai and
bi in R
×
i with ai − bi in R
× for all 1 ≤ i ≤ n. Therefore, to show existence
it suffices to find Z/pkZ for an odd prime p and (Z/2mZ)r for r ≥ 2 as the
additive group of a ring with this property.
For the odd prime case, Z/pkZ, considered as a ring in the standard way,
already serves our purpose since 1,−1 and 2 = 1− (−1) are all units in this
ring.
For the even case, for r ≥ 2, let R = GR(2m, r) as per Theorem 4.4. Then
R+ ∼= (Z/2mZ)r, R is local with maximal ideal 2R and R/2R ∼= F2r . So
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we can choose a¯ and b¯ non-zero in R/2R with a¯ − b¯ 6= 0. Let a and b be
pre-images of a¯ and b¯ in R. Then a, b, and a− b are all units of R.
We now show that no other finite abelian groups can be the additive group
of a ring with two units whose difference is a unit. Suppose A = A1 ⊕ A2
with A1 and A2 as in the statement of the theorem. Suppose R is a ring with
A ∼= R+. Write R = R1 × · · · × Rn with Ri local for 1 ≤ i ≤ n. If ai = 1
for some i, then there exists an Rj of even order with Z/2
iZ as a direct
summand in R+j with multiplicity 1. Then by Theorem 4.3, the residue field
of Rj must be F2. Let mj be the maximal ideal of Rj. If a = (a1, . . . , an)
and b = (b1, . . . bn) are in R
× then aj +mj = bj +mj as the residue field of
Rj is F2. Thus aj − bj ∈ mj and is not a unit. Consequently, a− b is not a
unit. So R does not have two units whose difference is a unit. 
Corollary 4.6. Let A ∼= A1 ⊕ A2 be a finite abelian group where A1 has
odd order and A2 ∼= (Z/2Z)
a1 ⊕ (Z/22Z)a2 ⊕ · · · ⊕ (Z/2tZ)at with ai 6= 1 for
all 1 ≤ i ≤ t. Then there is a bireversible automaton over an |A|-element
alphabet with |A| states generating a group isomorphic to A ≀ Z.
Remark 4.7. Note that if n is even, then there is no finite commutative ring
R with R+ ∼= Z/nZ containing two units a, b with a−b a unit. So we cannot
realize the lamplighter group (Z/nZ) ≀Z using bireversible automata via our
methods when n is even.
5. Examples
Recall that for a fixed r, a, and b in our finite commutative ring R, the
states of Af , for
f = r
(
1− at
1− bt
)
,
are {α−sraµfαsb | s ∈ R}. If a− b is a unit of R, then different s ∈ R yield
different states. For this reason, in all of the following figures and tables we
use s to denote the state α−sraµfαsb. With this notation, transitions are
given as in (3.4).
Example 5.1. As a first example we show that the power series method can
be used to recreate the bireversible automaton given in [BDR16] for the
group Z/3Z ≀ Z. This was already observed by Bondarenko and Savchuk
in their work on rational series over fields. We use f(t) = 2
(
1−2t
1−t
)
. With
r = 2, a = 2, and b = 1, we see that the states of Af are of the form
α−sµfαs. The output function is given by λ(α−sµfαs, s˜) = −s + 2(s + s˜)
and the transition function is given by δ(α−sµfαs, s˜) = α−(s+s˜)µfαs+s˜ for
any s˜ ∈ Z/3Z. As was observed by Bondarenko, D’Angeli, and Rodaro, this
automaton is equivalent to its dual. See Figure 1.
Example 5.2. Let R = Z/6Z with the standard ring structure and take
a = 3, b = 2, and r = 1 so that neither a nor b is a unit. Therefore, for
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0
2
1
0 | 0
1 | 2
2 | 1
0 | 1
2 | 2
1 | 0
0 | 2
1 | 1
2 | 0
Figure 1. The bireversible automata given by Bodarenko,
D’Angeli, Rodaro for Z/3Z ≀ Z and corresponding to f(t) =
2
(
1− 2t
1− t
)
.
f =
1− 3t
1− 2t
, both Af and Af−1 are not reversible by Theorem 3.8. Here, the
states are given by α3sµfα2s. The transition function is given by
δ(α3sµfα2s, s˜) = α3(2s+s˜)µfα2(2s+s˜) = α3s˜µfα4s+s˜
and the output function is given by
λ(α3sµfα2s, s˜) = s˜+ 5s = s˜− s.
It is straightforward to check that δx(α3sµfα2s) = δx(α3s′µfα2s′) whenever
s ≡ s′ mod 3, which verifies that Af is not reversible. See Figure 2.
Example 5.3. Our next example is that of a bireversible automaton that
generates A ≀Z where A is the additive group of a ring but not of a field. We
take A = Z/9Z endowed with the standard ring structure. Taking r = 2,
a = 1, and b = 2, we have that a − b = −1, and so a, b, and a − b are all
units. For these values of r, a, and b, the states of Af are α−2sµfα2s. The
transition and output functions are given by
δ(α−2sµfα2s, s˜) = α−2(2s+s˜)µfα2(2s+s˜)
and
λ(α−2sµfα2s, s˜) = 2(s+ s˜).
Rather than drawing the Af for f = 2
(
1− t
1− 2t
)
which has 9 states and
a 9 letter alphabet, we describe the transition and output functions using
Tables 1 and 2.
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0
1 2
3
45
1 | 1
4 | 3
0 | 5
3 | 1
5 | 3
2 | 5
4 | 1
1 | 3
3 | 5
0 | 1
2 | 3
5 | 5
2 | 2
2 | 0
1 | 0
1 | 4
0 | 40 | 2
5 | 2
5 | 0
4 | 0
4 | 4
3 | 4 3 | 2
3 | 3
0 | 3
2 | 1
5 | 1
1 | 5
4 | 5
0 | 0
5 | 4 4 | 2
3 | 0
2 | 41 | 2
Figure 2. An automaton which generates Z/6Z ≀ Z that is
not reversible and whose inverse is also not reversible.
state \ letter 0 1 2 3 4 5 6 7 8
0 0 1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8 0 1
2 4 5 6 7 8 0 1 2 3
3 6 7 8 0 1 2 3 4 5
4 8 0 1 2 3 4 5 6 7
5 1 2 3 4 5 6 7 8 0
6 3 4 5 6 7 8 0 1 2
7 5 6 7 8 0 1 2 3 4
8 7 8 0 1 2 3 4 5 6
Table 1. The transition table for f = 2
(
1− t
1− 2t
)
over
Z/9Z.
state \ letter 0 1 2 3 4 5 6 7 8
0 0 2 4 6 8 1 3 5 7
1 2 4 6 8 1 3 5 7 0
2 4 6 8 1 3 5 7 0 2
3 6 8 1 3 5 7 0 2 4
4 8 1 3 5 7 0 2 4 6
5 1 3 5 7 0 2 4 6 8
6 3 5 7 0 2 4 6 8 1
7 5 7 0 2 4 6 8 1 3
8 7 0 2 4 6 8 1 3 5
Table 2. The output table for f = 2
(
1− t
1− 2t
)
over Z/9Z.
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Example 5.4. As a final example, we construct a bireversible automaton
generating (Z/4Z)2 ≀ Z using the ring described in Theorem 4.4. In other
words, we take O = Z2[ζ] with ζ a third root of unity and R = O/4O ∼=
Z/4Z[ζ]. Using the isomorphism R ∼= (Z/4Z[x])/(1 + x + x2) and taking
r = 1, a = 1, and b = 2 + ζ, we find that a, b, and a − b are all units with
inverses 1, 3 + ζ, and ζ respectively. With this choice of r, a, and b, the
transition and output tables are given by Tables 3 and 4 respectively for
f = r
(
1− at
1− bt
)
.
2
0
R
.
S
K
IP
P
E
R
A
N
D
B
.
S
T
E
IN
B
E
R
G
state \ letter 0 1 2 3 ζ 1 + ζ 2 + ζ 3 + ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 3ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ
0 0 1 2 3 ζ 1 + ζ 2 + ζ 3 + ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 3ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ
1 2 + ζ 3 + ζ ζ 1 + ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 3ζ 3 + 3ζ 3ζ 1 + 3ζ 2 3 0 1
2 2ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 3ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 0 1 2 3 ζ 1 + ζ 2 + ζ 3 + ζ
3 2 + 3ζ 3 + 3ζ 3ζ 1 + 3ζ 2 3 0 1 2 + ζ 3 + ζ ζ 1 + ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 2ζ
ζ 3 + ζ ζ 1 + ζ 2 + ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 3ζ 3ζ 1 + 3ζ 2 + 3ζ 3 0 1 2
1 + ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 3ζ 1 2 3 0 1 + ζ 2 + ζ 3 + ζ ζ
2 + ζ 3 + 3ζ 3ζ 1 + 3ζ 2 + 3ζ 3 0 1 2 3 + ζ ζ 1 + ζ 2 + ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 2ζ
3 + ζ 1 2 3 0 1 + ζ 2 + ζ 3 + ζ ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 3ζ
2ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 3ζ 3 + 3ζ 3ζ 1 + 3ζ 2 3 0 1 2 + ζ 3 + ζ ζ 1 + ζ
1 + 2ζ 3ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 0 1 2 3 ζ 1 + ζ 2 + ζ 3 + ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ
2 + 2ζ 2 3 0 1 2 + ζ 3 + ζ ζ 1 + ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 3ζ 3 + 3ζ 3ζ 1 + 3ζ
3 + 2ζ ζ 1 + ζ 2 + ζ 3 + ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 3ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 0 1 2 3
3ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 3ζ 1 2 3 0 1 + ζ 2 + ζ 3 + ζ ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 2ζ
1 + 3ζ 3 0 1 2 3 + ζ ζ 1 + ζ 2 + ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 3ζ 3ζ 1 + 3ζ 2 + 3ζ
2 + 3ζ 1 + ζ 2 + ζ 3 + ζ ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 3ζ 1 2 3 0
3 + 3ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 3ζ 3ζ 1 + 3ζ 2 + 3ζ 3 0 1 2 3 + ζ ζ 1 + ζ 2 + ζ
Table 3. The transition table for f = r
(
1− at
1− bt
)
with r = 1, a = 1, and b = 2 + ζ.
L
A
M
P
L
IG
H
T
E
R
G
R
O
U
P
S
,
B
IR
E
V
E
R
S
IB
L
E
A
U
T
O
M
A
T
A
A
N
D
R
A
T
IO
N
A
L
S
E
R
IE
S
2
1
state \ letter 0 1 2 3 ζ 1 + ζ 2 + ζ 3 + ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 3ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ
0 0 1 2 3 ζ 1 + ζ 2 + ζ 3 + ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 3ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ
1 1 + ζ 2 + ζ 3 + ζ ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 3ζ 1 2 3 0
2 2 + 2ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 3ζ 3 + 3ζ 3ζ 1 + 3ζ 2 3 0 1 2 + ζ 3 + ζ ζ 1 + ζ
3 3 + 3ζ 3ζ 1 + 3ζ 2 + 3ζ 3 0 1 2 3 + ζ ζ 1 + ζ 2 + ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 2ζ
ζ 3 0 1 2 3 + ζ ζ 1 + ζ 2 + ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 3ζ 3ζ 1 + 3ζ 2 + 3ζ
1 + ζ ζ 1 + ζ 2 + ζ 3 + ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 3ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 0 1 2 3
2 + ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 3ζ 1 2 3 0 1 + ζ 2 + ζ 3 + ζ ζ
3 + ζ 2 + 3ζ 3 + 3ζ 3ζ 1 + 3ζ 2 3 0 1 2 + ζ 3 + ζ ζ 1 + ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 2ζ
2ζ 2 3 0 1 2 + ζ 3 + ζ ζ 1 + ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 3ζ 3 + 3ζ 3ζ 1 + 3ζ
1 + 2ζ 3 + ζ ζ 1 + ζ 2 + ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 3ζ 3ζ 1 + 3ζ 2 + 3ζ 3 0 1 2
2 + 2ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 3ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 0 1 2 3 ζ 1 + ζ 2 + ζ 3 + ζ
3 + 2ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 3ζ 1 2 3 0 1 + ζ 2 + ζ 3 + ζ ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 2ζ
3ζ 1 2 3 0 1 + ζ 2 + ζ 3 + ζ ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 3ζ
1 + 3ζ 2 + ζ 3 + ζ ζ 1 + ζ 2 + 2ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 3ζ 3 + 3ζ 3ζ 1 + 3ζ 2 3 0 1
2 + 3ζ 3 + 2ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 3ζ 3ζ 1 + 3ζ 2 + 3ζ 3 0 1 2 3 + ζ ζ 1 + ζ 2 + ζ
3 + 3ζ 3ζ 1 + 3ζ 2 + 3ζ 3 + 3ζ 0 1 2 3 ζ 1 + ζ 2 + ζ 3 + ζ 2ζ 1 + 2ζ 2 + 2ζ 3 + 2ζ
Table 4. The output table for f = r
(
1− at
1− bt
)
with r = 1, a = 1, and b = 2 + ζ.
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