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Fermionization is what happens to the state of strongly interacting repulsive bosons interacting
with contact interactions in one spatial dimension. Crystallization is what happens for sufficiently
strongly interacting repulsive bosons with dipolar interactions in one spatial dimension. Crystalliza-
tion and fermionization resemble each other: in both cases – due to their repulsion – the bosons try
to minimize their spatial overlap. We trace these two hallmark phases of strongly correlated one-
dimensional bosonic systems by exploring their ground state properties using the one- and two-body
density matrix. We solve the N -body Schro¨dinger equation accurately and from first principles using
the multiconfigurational time-dependent Hartree for bosons (MCTDHB) and for fermions (MCT-
DHF) methods. Using the one- and two-body density, fermionization can be distinguished from
crystallization in position space. For N interacting bosons, a splitting into an N -fold pattern in the
one-body and two-body density is a unique feature of both, fermionization and crystallization. We
demonstrate that the splitting is incomplete for fermionized bosons and restricted by the confine-
ment potential. This incomplete splitting is a consequence of the convergence of the energy in the
limit of infinite repulsion and is in agreement with complementary results that we obtain for fermions
using MCTDHF. For crystalline bosons, in contrast, the splitting is complete: the interaction energy
is capable of overcoming the confinement potential. Our results suggest that the spreading of the
density as a function of the dipolar interaction strength diverges as a power law. We describe how to
distinguish fermionization from crystallization experimentally from measurements of the one- and
two-body density.
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I. INTRODUCTION
The physics of the ultracold Bose gas in one spatial
dimension is strongly different from that of its three-
dimensional counterpart [1, 2]. In one spatial dimension,
quantum effects are much more prominent. When the in-
teractions are strong, quantum fluctuation are enhanced.
Experimentally, in cold atom systems, the dimensional-
ity can be manipulated using a tight transversal confine-
ment that essentially freezes the radial degrees of free-
dom [3, 4]. Such quasi-one dimensional systems dis-
play intriguing physics that cannot be realized for three-
dimensional systems: Fermionization, occurs for strongly
interacting bosons with contact interactions [5–11] and
crystallization emerges for sufficiently strongly interact-
ing bosons with dipole-dipole interactions [12–17]. For
bosons with contact interactions, fermionization leads to
the formation of the Tonks-Girardeau (TG) gas when
the interaction strength tends to infinity. This is a con-
sequence of the Bose-Fermi mapping [7, 18–20] which im-
plies that strongly interacting bosons and non-interacting
spinless fermions have the same one-body density in posi-
tion space. With increasing interaction strength, not only
the density, but also the energy of fermionized bosons
saturates to the energy of non-interacting fermions.
In the case of dipolar interactions, the remarkable phe-
nomenon of crystallization occurs when the interaction
strength is moderately large. Bosons interacting via a
dipole-dipole interaction potential have become the pri-
mary cold atom system to investigate the many-body
physics triggered as consequence of long-range interac-
tions [21–26]. The long-ranged and anisotropic nature of
the dipolar interaction potential results in a variety of in-
teresting effects and phenomena [27], like crystallization
in one-dimensional systems [12–17], that are completely
different from the emergent phenomena in the case of
strong contact interactions. Crystallization is a conse-
quence of the repulsive and long-ranged tail of the dipolar
interactions dominating the physics [28, 29]: the bosons
maximally separate and minimize their spatial overlap.
Unlike in the fermionization of bosons with strong con-
tact interactions, the energy of crystallized bosons does
not saturate. We note here that it is formally possible to
define and measure an order parameter which is a func-
tion of the eigenvalues of the reduced one-body density
matrix that allows to unequivocally identify the crystal
phase of one-dimensional dipolar bosons [29]. Further-
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2more, we note that the formation of a crystal state is a
generic feature of many-body systems of particles with
long-ranged interactions. Fermions with long-ranged in-
teractions, for instance, form a so-called Wigner crys-
tal [30].
In this work, we analyze the differences between
fermionized and crystallized bosons’ wavefunctions us-
ing the energy as well as the one-body and two-body
reduced density matrix. We demonstrate how fermion-
ization can be distinguished from crystallization by quan-
tifying the (experimentally accessible) spread of the one-
body and two-body densities. The different spreading
characteristics of the one-body and two-body densities
for fermionized as compared to crystallized bosons are a
direct consequence of the different behavior of the energy
as a function of interaction strengths. For dipolar inter-
actions the energy as a function of interaction strength
is unbounded; this is in stark contrast to the bounded
energy as a function of interactions for contact inter-
actions. Current experimental setups, for instance, for
Erbium [31], Erbium-Erbium molecules [32], or Sodium-
Potassium molecules [33], enable the experimental ex-
ploration of systems with dominant dipole-dipole inter-
actions needed for probing the physics of crystallization.
The (momentum) densities of bosons with dipolar in-
teractions have been compared to those of fermions with
dipolar interactions in Ref. [17]. Going beyond Ref. [17],
we compare and quantify the spreading of the full den-
sity matrices of bosons with dipolar interactions to the
spreading of the density matrices of bosons with con-
tact interactions. We note that Ref. [34] discusses and
compares the physics of spin-1/2 fermions with contact
and with long-ranged interactions in lattices using a Hub-
bard description. Our work complements the findings in
Ref. [34] by providing a comparison of single-component
(“spin-0”) bosons with contact and long-ranged dipolar
interactions.
Fermionization and crystallization entail the break-
down of mean-field approaches like the time-dependent
Gross-Pitaevskii equation [35–37]. We thus use the
multiconfigurational time-dependent Hartree for bosons
(MCTDHB) [38, 39] and fermions (MCTDHF) [40] meth-
ods implemented in the MCTDH-X software package [40–
43] to compute the ground state of the few-particle
Schro¨dinger equation.
We illustrate our findings with computations for N =
4 bosons in a parabolic trapping potential and trace
the complete range of dipolar and contact interaction
strengths by obtaining highly accurate results with MCT-
DHB.
This paper is structured as follows: in Sec. II, we
discuss the Hamiltonian and quantities of interest, in
Sec. III, we introduce the numerical method, MCT-
DHB, that we use for obtaining solutions of the few-body
Schro¨dinger equation, in Sec. IV we analyze fermionized
and crystallized bosonic few-body states and discuss how
they can be sorted from each other and we conclude our
paper in Sec. V. Results for other observables and an as-
sessment of the accuracy of our computations with the
exact diagonalization and MCTDHF approaches are col-
lected in the Appendices A and B.
II. HAMILTONIAN, ONE- AND TWO-BODY
DENSITY
In order to discuss crystalline and fermionized bosons,
we consider the time-dependent many-body Schro¨dinger
equation,
i∂t|Ψ〉 = Hˆ|Ψ〉. (1)
Here, |Ψ〉 is the many-body state and the N -particle
Hamiltonian Hˆ in dimensionless units [44] reads,
H =
N∑
i=1
(
−1
2
∂2
∂x2i
+ V (xi)
)
+
∑
i<j
W (xi − xj), (2)
where we set V (xi) =
1
2x
2
i to be the external harmonic
trap and W (xi−xj) the interaction potential. All quan-
tities are dimensionless and expressed in harmonic oscil-
lator units. For contact interactions
W (xi − xj) = λδ(xi − xj), (3)
where λ is the interaction strength determined by the
scattering length as and the transverse confinement fre-
quencies [45]. For long-ranged dipolar interactions
W (xi − xj) = gd|xi − xj |3 + α, (4)
where gd is the dipolar interaction strength and α is a
short-range cut-off to avoid the divergence at xi = xj .
We restrict ourselves to N = 4 interacting bosons for
all our calculations and consider repulsive interactions,
λ > 0 and gd > 0, exclusively. Our simple approximation
to the one-dimensional dipole-dipole interaction potential
in Eq. (4) is justified for the moderate to large interaction
strengths that we focus on in the present work. For such
interaction strengths the dipole-dipole interaction poten-
tial is well-approximated by the |xi−xj |−3 tail in Eq. (4),
see [46]. Moreover, we have verified the consistency of
the approximation in Eq. (4) for the same choice of cutoff
parameter, α = 0.05, by a direct comparison to a dipole-
dipole interaction augmented with an additional contact
interaction potential, see Ref. [29]. A rigorous discussion
of the dipole-dipole interaction potential in one and two
spatial dimensions can be found in Ref. [46]; here, for
the sake of computational complexity, we will focus on
quasi-one-dimensional systems.
To investigate the stationary properties of the system,
we propagate the wavefunction in imaginary time using
the MCTDH-X software [40–43] to solve the MCTDHB
equations of motion [38, 39]; thereby the system relaxes
to the ground state.
3In the following we discuss the reduced one-body den-
sity matrix, defined as
ρ(1)(x, x′) = 〈Ψ|ψˆ†(x′)ψˆ(x)|Ψ〉. (5)
Its diagonal,
ρ(x) ≡ ρ(1)(x, x′ = x) (6)
is simply the one-body density. As a precursor of corre-
lation effects that may be present in the state |Ψ〉 of the
system, we use the eigenvalues ρ
(NO)
i of the reduced one-
body density matrix ρ(1) in Eq. (5). For this purpose, we
write ρ(1) in its eigenbasis:
ρ(1)(x, x′) =
∑
i
ρ
(NO)
i Φ
∗
i (x
′)Φi(x). (7)
The eigenvalues ρ
(NO)
i and eigenfunctions Φi(x) are re-
ferred to as natural occupations and natural orbitals, re-
spectively. If only a single eigenvalue ρ
(NO)
i is macro-
scopic, then the state |Ψ〉 describes a Bose-Einstein con-
densate [47]. The case when multiple eigenvalues ρ
(NO)
i
are comparable to the number of particles N is referred
to as fragmentation [38, 39, 42, 43, 48–50].
In the following, we will also use the two-body density
ρ(2) to characterize crystallization and fermionization. It
is defined as
ρ(2)(x1, x2) = 〈Ψ|ψˆ†(x1)ψˆ†(x2)ψˆ(x1)ψˆ(x2)|Ψ〉. (8)
The two-body density quantifies the probability to detect
two particles at positions x1 and x2.
III. NUMERICAL METHOD
The computation of the exact many-body wave func-
tion is a difficult problem. To attack the time-dependent
many-body Schro¨dinger equation, Eq. (1), we expand the
many-body wavefunction |Ψ〉 of N interacting bosons in
a complete set of time-dependent permanents |~n; t〉 =
|n1, ..., nM ; t〉 with at most M single-particle states or
orbitals. The MCTDHB ansatz for the many-body wave
function is thus
|Ψ(t)〉 =
∑
~n
C~n(t)|~n; t〉. (9)
Here, the permanents |~n; t〉 are symmetrized bosonic
many-body states that are also referred to as “config-
urations”. The sum in Eq. (9) runs on all configurations
~n of N particles in M orbitals. The number of perma-
nents and coefficients C~n(t) is Nconf=
(
N +M − 1
N
)
.
In the second quantized representation the permanents
are given as
|n¯; t〉 = |n1, ...nM ; t〉 =
M∏
i=1

(
bˆ†i (t)
)ni
√
ni!
 |vac〉. (10)
Here bˆ†k(t) is the bosonic creation operator which cre-
ates a boson in the time-dependent single particle state
φk(~r, t). Eq. (9) spans the full N -body Hilbert space
in the limit of M → ∞. For practical computations,
we restrict the number of orbitals and require the con-
vergence of our observables, like the one- and two-body
density matrix, with respect to the number of single-
particle states M . A set of coupled equations of mo-
tion for, both, the time-dependent expansion coefficients
C~n(t) and the time-dependent orbitals φk(~r, t) are ob-
tained by requiring the stationarity of the action of the
time-dependent Schro¨dinger equation [38, 39] under vari-
ations of C~n(t) and φk(~r, t). Using MCTDHB, both, the
coefficients and orbitals are variationally optimized [51].
MCTDHB is thus fundamentally different from exact di-
agonalization, i.e., an ansatz built with time-independent
orbitals. It can be demonstrated that MCTDHB delivers
solutions of the Schro¨dinger equation at a significantly in-
creased accuracy in comparison to exact diagonalization
approaches when the same number of single-particle basis
states is employed, see Ref. [42, 52] for a demonstration
with the harmonic interaction model and Appendix A for
a demonstration with dipole-dipole interactions, i.e., the
Hamiltonian in Eqs. (2) and (4). We solve the set of cou-
pled MCTDHB equations simultaneously for the ground
state using imaginary time propagation [40–43].
IV. FERMIONIZATION VS CRYSTALLIZATION
We now discuss our findings on the fermionized and the
crystalline state of parabolically trapped one-dimensional
ultracold bosons. We first independently characterize
fermionization and crystallization from a “many-body
point of view”, see Sec. IV A and Sec. IV B, respectively.
Thereafter, we investigate how to sort the one, fermion-
ization, from the other, crystallization, in Sec. IV C. Here
and in the following, we used the term “many-body point
of view” to highlight that our considerations go beyond
an effective single-particle or mean-field description of the
state.
A. Fermionization
Bosons fermionize when they feel an infinitely repul-
sive contact interaction in one spatial dimension. For
fermionized bosons, the total energy E and the density
[Eq. (6)] of the system become exactly equal to the energy
and the density of non-interacting spinless fermions, re-
spectively. For our showcase of few-bosons system N = 2
to N = 5 bosons in a harmonic trap with frequency one,
V (x) = 12x
2, the limiting value is thus ENλ→∞ =
N2
2 .
We start our investigation with the one-body density
as a function of interaction strength λ [Fig. 1(a-b)]. For
comparatively weak repulsion, the density is clustered at
the center of the trap, but becomes flatter and broader
when λ increases. For stronger repulsion, the density
4gradually acquires modulations and the number of humps
finally saturates to the number of bosons in the system;
four humps for N = 4 bosons are clearly visible when
the interaction strength goes above λ ∼ 10. The emer-
gence of N maxima in the density indicates that the TG
regime is approached. The density modulations/humps
are more pronounced in the center of the trap, where
the potential is close to zero. For larger distances from
the origin, the humps in the density are less pronounced
due to the non-zero value of the confinement potential.
Importantly, the outermost density modulation also be-
comes less pronounced if the number of particles N is
increased. See also Appendix B for a direct comparison
of the relative height of innermost and outermost peaks
for different particle numbers N .
We note that the density’s maxima in the Tonks-
Girardeau regime are distinct but not isolated. We also
observe that, once the TG regime is reached, the density
does not broaden further with increasing values of λ for
all particle numbers. We also provides a direct compar-
ison with the ground state properties of non-interacting
fermions computed with the multiconfigurational time-
dependent Hartree method for fermions (MCTDHF), see
Fig. 2.
We now move to discuss the two-body densities ρ(2)
of bosons with contact interactions [see Fig. 3(a)]. For
weak interaction strength, λ = 0.1, the bosons are clus-
tered near the center, i.e, x1 = x2 = 0 [Fig. 3(a)]. As
the interaction strength increases, ρ(2) spreads out to the
off-diagonal (x1 6= x2) while the diagonal (x1 ∼ x2) is de-
pleted [see Fig. 3(a) for λ = 1].
For stronger repulsion a so-called “correlation hole” in
the two-body density forms on the diagonal, ρ(2)(x, x)→
0 [see Fig. 3(a) for λ = 10 and λ = 30]. The proba-
bility of finding two bosons at the same position tends
towards zero. In the limit of infinite repulsion the corre-
lation hole persists in ρ(2). In analogy, however, to the
boundedness of the energy as a function of the interac-
tion strength, the width of two-body density on its anti-
diagonal [ρ(2)(x,−x)] is also bounded, i.e., the spread of
ρ(2) converges in the fermionization limit when λ→∞.
Similar to the one-body density, the maxima which
are formed in the off-diagonal of the two-body density
are distinct but not isolated [see Fig. 3(a) for λ = 10 and
λ = 30].
We infer that the correlation hole along the diagonal
and the confined spread are the unique signatures of the
two-body density of a fermionized state.
B. Crystallization
For bosons with dipole-dipole interactions, crystalliza-
tion occurs when the long-range tail of the interaction
[see Eq. (4)] becomes dominant [29]: the bosons form
a lattice structure which allows them to minimize their
mutual overlap. To characterize crystallization we ana-
lyze the one-body and two-body density for bosons with
dipolar interaction of strength gd. We choose the cut-off
parameter α = 0.05 in Eq. (4) such that the effective
interaction Veff =
∫ 10.0
−10.0
gd
x3+αdx =
∫ 10.0
−10.0 δ(x)dx = 1.0.
We plot the one-body density of N = 4 bosons as a
function of gd in Fig. 1(c) and (d). The system is con-
densed at the center of the trap for small gd. As gd in-
creases, the density starts to exhibit a four-hump struc-
ture (see Fig. 1(c) and (d) for gd ∈ [∼ 1,∼ 5]) similar
to the density observed for the fermionization of bosons
with contact interactions [Fig. 1(a)].
This attempted fermionization results from a domi-
nant contribution of the short-range part of the dipolar
interaction potential, see also Ref. [17]. However, this
fermionization-like behavior is only a precursor to the
crystal transition that takes place when the long-range
nature of the interaction starts to dominate the physics of
the system for larger interaction strengths [Fig. 1(c) and
(d) for gd & 10]. For crystallized dipolar bosons at large
gd, the value of the density at its minima between the
humps tends to zero while the spreading of the density
profile diverges as gd increases, see Fig. 4. At gd = 30.0,
we observe four well-isolated peaks heralding the crystal-
lization of the N = 4 bosons. We collect results for other
numbers of bosons (N = 2, 3, 5, 6) with dipole-dipole in-
teractions – including the relative height of the peaks in
the density that shows that the peaks are well-isolated
in comparison to particles with contact interactions – in
Appendix B. A comparison of MCTDHB results with ex-
act diagonalization is shown in Appendix A.
We now analyze the two-body density for dipole-dipole
interactions [Fig. 3(b)]. For small interaction strength,
gd = 0.1, the atoms are clustered together at the center
of the trap. As gd increases, a correlation hole develops:
ρ(2)(x, x) tends to zero [Fig. 3(b) for gd ≥ 1]. Thus, due
to the long-range interaction, the probability of finding
two bosons in the same place is strongly reduced. In
the crystalline phase [Fig. 3(b) for gd ≥ 10]: the bosons
escape their spatial overlap entirely and even the off-
diagonal peaks of ρ(2) become isolated. We term this be-
havior the formation of an off-diagonal correlation hole.
For crystallized bosons, the spread of the anti-diagonal
of the two-body density, ρ(2)(x,−x), is diverging as gd is
increasing [compare Fig. 3(b) for gd = 10 to Fig. 3(b) for
gd = 30].
We assert that the correlation hole along the diagonal
and the off-diagonal and the unbounded spreading are the
unique signatures of the two-body density of a crystalline
state of dipolar bosons.
C. Sorting Crystallization from Fermionization
We now discuss how to distinguish fermionized from
crystallized many-body states. One clear distinction is
given by the spread of the one- and two-body densities:
for bosons with contact interactions it is bounded, while
for bosons with dipole-dipole interactions it diverges as
a function of the interaction strength. We assert that,
51) the bounded spreading of the density for contact in-
teractions is a consequence of the bounded energy as the
interaction strength tends to infinity. Similarly, we as-
sert, 2) that the unbounded spreading of the density
for dipole-dipole interactions is a consequence of the un-
bounded energy as the interaction strength gd tends to
infinity. To validate the assertions 1) & 2), we quantify
the spreading of the density as a function of interactions
and plot the position of its outermost peak as a function
of the interaction strength in Fig. 5(a) and compare it to
the energy in Fig. 5(b), for N = 4.
From fitting the energy in Fig. 5(b) we can infer that
the energy as a function of contact interaction strength
approaches the fermionization limit exponentially. For
very large interactions, in the limit of λ−1 → 0, our re-
sults are in agreement with the analysis in Ref. [53], see
Appendix B. For dipolar interactions, the growth of the
energy as a function of the interaction strength is fitting
well to a power law.
Indeed, the comparison of Fig. 5(a) and Fig. 5(b) cor-
roborates our assertions 1) & 2), and holds for different
number of particles.
We thus conclude that the crystalline phase can be dis-
tinguished from the Tonks gas by virtue of the behavior
of its density profile as a function of the strength of the
interparticle interactions: The width of the density dis-
tribution converges for an increasing strength of contact
interactions, but it continuously spreads for an increas-
ing strength of long-range interactions [compare Fig. 1(b)
with Fig. 1(d) as well as Fig. 5(a) with Fig. 5(b)]. In Ap-
pendix B, we demonstrate that the exponent of the power
law of the spreading of the density as a function of the
strength of the interaction is independent of the particle
number N .
In the case of long-ranged interactions, the unbounded
spreading of densities as a function of increasing interac-
tion strength and the formation of well-isolated peaks are
in sharp contrast to the bounded spreading of densities
and the non-isolated peaks in the case of contact inter-
actions in the TG regime [cf. Fig. 1 and Fig. 5(a)–(b)].
We now turn to analyze the eigenvalues of the reduced
one-body density matrix, the so-called natural occupa-
tions [47], as a function of the interaction strength be-
tween the particles [Fig. 5(c)–(d)]. As expected [8, 28,
29], when the value of the interaction strength increases,
the occupation of the first natural orbital decreases while
the other orbitals start to be occupied. For contact inter-
actions, mostly one natural occupation, n1, dominates,
while the other occupations nk, k > 1 remain compara-
tively small even for large values of λ: depletion emerges
as the fermionized state is reached [Fig. 5(c)], cf. also
Ref. [8]. For long-range interactions, however, all occu-
pations ρ
(NO)
k for k ≤ N contribute on an equal footing
for large values of gd. This full-blown N -fold fragmen-
tation emerges as the crystal state is reached [Fig. 5(d)],
see also Ref. [29].
The emergence of complete fragmentation is a conse-
quence of long-ranged interactions and in sharp contrast
to the emergent depletion in the case of contact interac-
tions.
V. CONCLUSIONS
In this paper we highlight the key characteristics of
the many-body wavefunction that reveal the difference
between the fermionized bosons with contact interactions
and crystallized bosons with dipolar interactions.
In the case of fermionization, the one-(two-)body den-
sity shows a modulation with a number of maxima cor-
responding to the number of particles. The maxima are
confined but not completely separated. The incomplete
separation is a consequence of the representability of mo-
mentum distribution of fermionized bosons using a basis
set: infinitely many basis states are necessary to accu-
rately resolve the cusp – a fact that is reflected by the de-
pletion of the state which we quantified by the eigenvalues
of the reduced one-body density matrix. We found that
the peaks in the density as well as the energy as a function
of the interaction strength approach the fermionization
limit exponentially.
In the case of crystallization the one-(two-)body den-
sity shows well-separated peaks whose distances diverge
as a function of the interaction strength as a power law.
This completed separation is the consequence of the for-
mation of a Mott-insulator-alike many-body state where
the “lattice potential” is replaced by the long-ranged in-
terparticle interactions and the “lattice constant” is dic-
tated by the strength of the interparticle interactions.
We close by stating that all the signatures that dis-
tinguish crystalline bosons from fermionized bosons can
be measured experimentally using single-shot absorption
imaging [54–58]. From experimental absorption images,
the one-body and two-body density are available as av-
erages of many single-shot images. Thus, a direct ver-
ification of our results for the spread of the one-body
and two-body density can be performed. Furthermore,
Refs. [29, 50] suggest that the natural occupations can
be inferred from the integrated variance of single-shot
images, at least at zero temperature. It is, of course, an
open question how thermal fluctuations affect the vari-
ance in absorption images and up to which temperature
it is still possible to determine the fragmentation of the
system.
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FIG. 1. One-body density of four bosons as a function of contact [(a),(b)] and dipolar [(c),(d)] interparticle interaction strength.
For contact interactions, the density becomes flatter and broader as the repulsion increases [panel (a) and (b) for λ ≤ 1]. For
even larger interaction strengths [panel (a) and (b) for λ & 10], four distinct but not isolated peaks appear and the density
gradually converges to the density of four non-interacting fermions as λ → ∞. Due to this convergence, the spread of the
density seizes to increase [panel (d)]. For dipolar interactions, the one-body density is clustered at the center of the trap for
small interactions [panels (c),(d) for gd . 1]. As gd increases, the density develops a fourfold splitting [panel (c) and (d)
for gd & 1]. As a function of increasing interaction strength, the spread of the density continues to increase [panel (d)] and
the fourfold spatial splitting intensifies to form four completely isolated peaks in the density for sufficiently strong dipolar
interactions: crystallization emerges [panels (c),(d) for gd & 10]. All quantities shown are dimensionless.
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FIG. 2. Spread of the density ρ(x) as a function of the interaction strength for N = 2, 3, 4, 5 (bottom to top curve, respectively)
bosons with contact interparticle interactions. The spread of the density, according to the fitted curves (solid lines) converges
exponentially as AN (exp−λ/BN − 1) to the fermionization limit as λ→∞ which is shown by the arrows labeled “2F”, “3F”,
“4F”, “5F” on the right hand side of the plot. The fit parameters for N = 2, 3, 4, 5 are, respectively, (A2 = −0.701491, B2 =
6.45191), (A3 = −1.25018, B3 = 6.50518), (A4 = −1.71554, B4 = 6.8185), (A5 = −2.10423, B5 = 8.63662). All quantities shown
are dimensionless.
8FIG. 3. Two-body density of four bosons as a function of contact (a) and dipolar [(b)] interparticle interaction strength. For
contact interactions, the atoms are clustered at the center (x1 = x2 = 0) for small interaction strengths, [panel (a) for λ = 0.1].
As λ increases, the two-body density starts to spread due to the repulsion between the bosons [panel (a) for λ = 1]. For stronger
interaction strengths, λ = 10 and λ = 30 in (a), the diagonal, ρ(2)(x, x), is practically 0: the bosons completely avoid to be at
the same position and a “correlation hole” develops. For dipolar interactions, the atoms cluster at the center (x1 = x2 = 0)
for small interaction strengths, see panel (b) for gd = 0.1. As gd increases, the diagonal part, ρ
(2)(x, x) starts to be depleted
because the long-range interactions start to dominate the physics [panel (b) for & 1]. At stronger interaction strengths, the
diagonal correlation hole spreads, i.e., the area in the vicinity of x1 ≈ x2 for which ρ(2)(x1, x2) ≈ 0 holds is enlarged as a
function of gd [compare panel (b) for gd = 1.0, 10, and 30]. In contrast to contact interactions, even the off-diagonal (x1 6= x2)
of ρ(2)(x1, x2) forms a complete correlation hole, compare panel (a) for λ = 30 and panel (b) for gd = 30. All quantities shown
are dimensionless.
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FIG. 4. Spread of the density for N = 2, 3, 4, 5, 6 bosons (bottom to top curve, respectively) with dipole-dipole interactions
as a function of the interaction strength gd. The spread of the density, according to the fitted curves (solid lines) diverges
as a power law, CNx
DN , in the limit of large interactions gd → ∞. The fit parameters for N = 2, 3, 4, 5, 6 are, respec-
tively, (C2 = 0.926851, D2 = 0.152459), (C3 = 1.61556, D3 = 0.151243), (C4 = 2.13826, D4 = 0.162034), (C5 = 2.62615, D5 =
0.161553), (C6 = 3.03802, D6 = 0.165883). Importantly, the power of the divergence of the spread, EN , seems to be independent
of the number of particles N . All quantities shown are dimensionless.
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FIG. 5. Tracing fermionization and crystallization in the spread of the density (a), the energy (b), and the natural occupations
(c),(d) as a function of the interaction strength. (a) The spread of the density is quantified by the position of the outermost
peak in the density ρ(x). The spread is bounded for contact interactions and unbounded for dipolar interactions. The fits
shown suggest that the spread of the density ρ(x) for dipolar interactions diverges with a power law, 2.138g0.162d , and for
contact interactions it converges as −1.71554(exp (−λ/6.8185) − 1) to the fermionization limit (fit obtained with more points
than actually shown, see Appendix B). (b) The energy as a function of interaction strength is bounded for contact interactions
and unbounded for dipolar interactions. The fits suggest that the energy diverges with a power law 10.51g0.277d for dipolar
interactions and converges to the fermionization limit exponentially−5.84 exp (−λ/6.023)+8.133 for contact interactions. (c),(d)
the eigenvalues of the reduced density matrix, i.e., the natural occupations ρ
(NO)
i exhibit depletion for contact interactions (many
small ρ
(NO)
i with i > 1 emerge) and full-blown N -fold fragmentation for dipolar interactions (all ρ
(NO)
i with i ≤ N contribute
equally). The ρ
(NO)
i are ordered in decreasing order starting from i = 1. All quantities shown are dimensionless.
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Appendix A: Comparison of MCTDHB and exact
diagonalization
In this Appendix, we demonstrate that MCTDHB
yields solutions to the Schro¨dinger equation at a larger
accuracy as compared to the exact diagonalization ap-
proach (ED). As is conventional, we use the eigenfunc-
tions of the non-interacting system as the single-particle
basis states for the ED. We solve the same system as
shown in Fig. 1c) and d) for an interaction strength of
gd = 30 and compare the energies obtained with MCT-
DHB and ED, see Fig. 6. Due to the variationally op-
timized single-particle basis in MCTDHB computations
it features a much smaller error than the ED computa-
tions with an unoptimized single-particle basis for the
same number of orbitals. This observation is in agree-
ment with other works that benchmark the MCTDHB
and the MCTDHF approaches against ED, see Ref. [52]
and Ref. [40], respectively.
Appendix B: Different particle numbers
In this Appendix, we corroborate our results in the
main text by studying different particle numbers.
1. Contact interactions
The results of the manuscript have been obtained with
MCTDHB with M = 12, 14, 20, 22 orbitals for N =
2, 3, 4, 5 bosons, respectively, with a contact interaction
strength up to λ = 1000. In Fig. 2 of the main text, our
results are consistent with fits of an exponential function
AN (exp(−λ/BN ) − 1), see caption of Fig. 2 for the fit-
ting parameters AN and BN . Furthermore, we assess the
convergence of the spread of the density as a function of
the interaction strength to the spread of the density of
the non-interacting fermionic system, see arrows labeled
“2F”,“3F”,“4F”, and “5F” in Fig. 2.
To compare our results for the energy in the fermion-
ization limit to analytical predictions for very large con-
tact interaction strengths in Ref. [53], we plot the energies
as a function of −λ−1 in Fig. 7. We find that our results
are consistent with the linear limit for the energy as a
function of −λ−1 of Ref. [53].
We now turn to the relative height of the innermost
and outermost peak(s),
∆ρ(x) =
ρmax − ρmin
ρmax + ρmin
(B1)
in the density. Here, ρmax refers to the value of the den-
sity ρ(x) at the peak position and ρmin refers to the value
of the density ρ(x) at the position of the minimum to the
left to the considered peak. See Fig. 8 for a plot of ∆ρ(x)
for N = 2, 3, 4, 5 bosons. It is clearly seen that, for fixed
N , the outermost peaks’ relative height is much smaller
than the relative height of the innermost peaks.
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FIG. 6. Comparison of MCTDHB and ED for N = 4 bosons
with dipole-dipole interaction strength gd = 30. The plot
shows the relative error in energy with respect to an MCT-
DHB computation with M = 32 orbitals as a function of the
number of orbitals for the ED and MCTDHB approaches.
Due to the variationally optimized basis in MCTDHB com-
putations it features a much smaller error for any number of
orbitals. All quantities shown are dimensionless.
2. Dipolar interactions
Here, we assess the validity of the power-law-like
unbounded spreading of the density as a function of
the strength of dipole-dipole interactions, that we have
shown in Fig. 4 of the main text for N = 4 parti-
cles. In Fig. 4 We plot the spread of the density for
N = 2, 3, 4, 5, 6 dipolar bosons obtained with MCTDHB
with M = 16, 16, 22, 28, 26 orbitals, respectively, and fit
it with a power law CNg
DN
d . We find that the exponent in
the power law is almost identical for all particle numbers
studied here, i.e., DN ≈ 0.16 for N = 2, 3, 4, 5, 6.
We now discuss the relative peak height ∆ρ(x), see
Eq. (B1), of the outermost peak as a function of the
dipolar interaction strength, see Fig. 9 for a plot for
N = 2, 3, 4, 5, 6. As hinted by Fig. 1c) in the main text,
the relative peak height for the case of the dipole-dipole
interactions converges towards unity as the strength of
interactions gd increases, because the values of the min-
imum, ρmin in Eq. (B1), tends to zero: the peaks in the
crystal state are well-isolated in comparison to the peaks
in the fermionization limit for bosons with contact inter-
actions (compare magnitude of relative peak heights in
Figs. 8 and 9).
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FIG. 7. Energy as a function of inverse interaction strength,
−1/λ, for N = 2, 3, 4, 5 (bottom to top curve, respectively)
bosons. Our results are consistent with the analysis in
Ref. [53]: the energy linearly converges to the fermioniza-
tion limit, i.e., when −λ−1 → 0. All quantities shown are
dimensionless.
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FIG. 8. Relative height of the outermost peaks in the density
of N = 2, 3, 4, 5 bosons with contact interactions (points, top
to bottom, respectively) and relative height of the innermost
peaks in the density of N = 4, 3, 5 bosons with contact inter-
actions (lines, top, to bottom, respectively). The relative peak
height is consistently smaller for the outermost peak as com-
pared to the innermost peak in the density for all interaction
strengths depicted. All quantities shown are dimensionless.
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FIG. 9. Relative peak height for N = 2, 3, 4, 5, 6 bosons with
dipolar interactions as a function of interaction strength. The
relative peak height converges towards unity similarly for all
particle numbers investigated here as the interaction strength
increases. All quantities shown are dimensionless.
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