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En 1948, E. Hewitt public6 en [8], el primero de una 
serie de trabajos sobre el anillo de funciones continuas de-
finida en un espacio t000ln.gico y con valores reales, bajo 
ciertas condiciones. 
En 1960, L. Gillman y M. Jerison publican en [3] los re-
sultados obtenidos en [8] tanto para el anillo de funciones 
continuas como tambiln para funciones continuas y acotadas. 
El trabajo que, a continuacián presentamos, consiste en 
la generalizacinn de algunos resultados de [3] al sub-anillo 
de funciones continuas con soporte compacto, fx(X, E), donde 
X es un espacio topalágico localmente compacto. 
Hemos seguido las ideas de G.G Gould en [5] y el de 
G. G. Gould y M. Mahowald en [6]; en efecto, la estructura 
"extraña" presentada en [5] proveerá una nueva definicián de 
conjunto acotado; además, para un espacio X que no es local-
mente compacto, ni acotado, se construye un espacio 
J8(X) 	fool , localmente compacto de enorme importancia para 
el estudio de las medidas de Borel sobre X. 
Hemos desarrollado este trabajo a travás de cuatro ca0i-
tulos; en el primero, que hemos denominado preliminares; es-
tudiamos las propiedades de los espacios completamente regula-
res y la, denominada de Hewitt, que consiste en la compactifi-
cacián de Stone-Iech-Alexandroff. 
XV 
El segundo capítulo se caracteriza por dos hechos; en 
primer lugar, la introducción de la estructura del sistema 
acotante que generaliza la definición de conjuntos acotados 
para espacios localmente compactos y el homeomorfismo, deno-
tado por /\ / de X en el producto T---1- U;11 donde f es una 
feR(x, e) 
copia de Jd compactificación de los nómeros reales E, el que 
permite estudiar la compactificación Winimal de X. 
En el capítulo tercero, hacemos un estudio de los idea-
les (fijos y libres) ver [3], del espacio de funciones con-
tinuas definidas en X con valores en U,. C(X, ER), [8] ; una 
vez definido los t6rmínos de filtros, n-filtros y n-ultra-fil-
tras, damos una nueva construcción del compactificado de un 
espacio X completamente regular, que denotamos por 	por 
medio de filtros y n-filtros; finalmente, hacemos una genera-
lización de los ideales y n-filtros al subanillo, A(x, U), de 
funciones reales y continuas de soporte acotado; finalizamos 
este capitulo caracterizando los ideales fijos '1 libres. 
Iniciamos nuestro cuarto capitulo demostrando cómo n‘g)X es 
homeomorfo a la familia de todos los ideales maximales fijos 
(11L(X) dotado de 1- topología de Etone y luego generalizamos 
este resultado ag(X, U). Finalizamos este capítulo demostran 
do en primer lugar que, ver 1- 21 el cociente de toda clase resi , 
dual de C(X. U) o de L (X, 9), especia de funciones continuas y 
acotadas definidas en X con valores en rp 7 gene - ad° por un ideal 
maximal m es isomorfo al cuerpo de f.ns nnmerns reales P. 
xvi 
Siguiendo el lineamiento de G. G. Gould en [5] , generaliza-
mos este resultado para el subanillo Slo<, tro. 
Concluímos esta introducción, expresando que nuestro 
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Fn este capitulo establecemos propiedades de los espacios 
completamente regulares, de la topologia dC2bil asi como los 
teoremas de caracterizacinn de la compautificacinn de ech-
Alexandroff que utilizaremos en el presente trabajo. 
1. 	NUCLEOS, ESPACIOS COMPLETAMENTE REGULARES. 
Definicinn 1.1 1: Sea (X,V) un espacio topnlngico. Con 
n(X) definiremos la familia de todos 
los subconjuntos de X de la forma n(f) = f 1(0) donde f es un 
elemento de C(X, CR ), anillo de funciones reales y continuas 
definidas sobré X. A cada n(f) llamamos oncleo de f y a n(X) 
familia de nncleos  
En otras palabras 
de 
Proposici6n 
f(x) 	_ O) 
1.1.1: 	(HEWITT). 	Sean 	(X,T.,) 	un 	espacio topo- 
ingle° 	y 	n(X) 	la 	familia 
nncleos. 
(1)  X y el 	subconjunto 	vaco 	pertenecen a 	n(X). 
(2)  n(f) es un cerrado de 	X pera 	todo 	fec(x,P) 
(3)  Para todo 	f cC (X, Ir-1 ) 	y 	n1, 	f -1(0)=(f n) 	
1(n) _ ( 	f in) -1(0).  
(4)  Para 
N . 
todo 	N e n 	(X) 	existe 	f e 17,(X, 	) 	tal 	que 	0f 4(1 	y 
f 	1(0). 
(5)  Si 	n(f) , 	n(g) e n(X) 	enton:es 	n(f) 	n(g) 	nu24.0 2).  
(G) n( X) es 	2stable bajo 	la 	intersecci6n 	numerable. 
(7) Todo 	nnoleo, 	n(f) , 	HS 	UH 	Gs 
3 - 
(8) 	Si n(f) , n(g) 	n(X) entonces n(f)Un(g) = n(fg). 
Demostración. (1) Resulta GIMO consecuencia inmediata 
 
del hecho de que las funciones 12 9 19 
constantes sobre X de valor O y 1 respectivamente, son conti- 
-1(0) nuas y X = U -1(0) , 0 = 1  
(2) Como [C/  es un cerrado de IF1 y f E, (X, 	) entonces 
f -1(0) es un cerrado de X. 
(3) En efecto para cualquier x n(f), f(x) 	O si y solamen- 
te si f(x) = O, si y solamente si, 	f 1(x) zz: 0, si y solamente 
si IfIn(x) = O 
(4) Como N c.- n(X) existe fGE (X 	) tal que I f 1-1(0) = N y la 
función g = min( I f 1, 1) es tal que 	g 	1. 
(5) Sean n(f), n(g) 	n(X) entonces f,g C(X, R) y 
n(f)n(g) _ f 1(0) 	 (f2,g 2 ) -1(0) = n(r 2±g2).  ()  
(6) Se desea demostrar que si N1, N2 , ... ,Nn, 	, 	n(X) donde 
N 	n. = (f.) entonces fl 
n=1 
Nn e 11(X) 	COMO por (4) sabemos que 
existe f ne.C(X, ) tal que 0‘fn ,<,,1 1  definamos, para cada 
n€J. la funcióng 	ella es continua y mayorada por n  
2n'  
1 	 1 ; ademAs 	 . 2, luego por el Criterio M de Weierstrass 
2n n=1 2
n 
la serie gn converge uniformemente; de lo anterior se dedu- 
n=1 
ce que. f = 	f n es continua en todo 	y, x f (0) si y 
solamente si f n(x)= O para torin ric NI, si y solamen te si a> 
x N . para todo nesi y solamente n/ 	 7 	 si x C n n 
4 
(7) Se desea demostrar que cada n(f) es una intersección nu-
merable de abiertos; pero esto resulta como consecuencia del 
hecho de que: 
cy, 
1 1 -fcX 	 7 S 
n(f) = n( I f I) = 	 • If(xl<   • n=1 
donde {.x6 X : if(x)1<-11 es un abierto de X. n 
(8) Sean f, gcC (X P) y n(f) , n(g) 	n(X) ; se tiene que 
n(f)U n(g) = f 1(0)U g-1(0) 	(fg)-1(0) =.• 1- (fg). 
Ejemplo 1.1.1. Con el objeto de ilustrar claramente 
nuestra definición 1. 4 .1, nos referiremos 
a espacios topológicos específicos. 
(a) Sea (X,d) un espacio mItrion y A un subconjunto cerrado 
cualesquiera de dicho espacio; considlrese la funcián f dei 
nido por: 
f : X 
x ---*-f(x) 	71(x,A) 	inq' d(x a)} 
acA- 
es claro que f es continua y f(x) 	U si y solamente si 
xeA 	71; por lo tanto, A = f -1(0). 
(b) Sea (X,27,") un espacio topológico normsl y F un conjunto 
cerrado y G. es decir, r =fl S donde 11n es abierto de X 
para ne2M • Considlrese hor F 	G c (complemento da - un' 
para cada n N ; entonces En es un cerrado pare ceda neiN Y9 
- 0. Por el Lema da Uryschri, existe f ri €C(X,R) tal Fs1F- n  
que: 
(a) 	O....<„ f(x) (:-..; 1, para cada >ce' X 
(t.]) 	fn I: n rr ] 
(c) fn [F] -  jo}   
además, X.FU(0) F ). Sea gn . fn / A\ 2
n 
 , Igni-‘2 
- 	 -n 
n.1 n  co 
111  
converge uniformemente a f que es continua. 
Sio 	>CC F entonces Ç1(x) 	O luego g(x) . 0, por tanto f(x) = 0 
Si x/5 F entonces existe ieN tal que x€ F1  luego f i(x) . 1 
y gi(x) = 2-1  y f(x) 	O; pues 	f(x) = 	gn(x) 	>0; 
n=1 	21  
de aquí S2 concluye que n(f) =F, 
Definición  1.1.2: Dado f 6 C(X, 	),f se denominará una 
unidad de c(x„n  ) si n(f) 
feC1(X, ) se denominará una unidad de CI(X,P  ) anillo de fun-
ciones continuas y acotadas sobre X, si fIr, para r >O. 
Definición  1.1.3: Dos subconjuntos A y B de X se dirán 
completamente separados (el uno del 
otro) en X si existe f e C?1(X,P) tal que: o 	Y: 
f(x) - 0, (para xe. A) 
F(x) = 1, (para xe0). 
Definición  1.1.4: 	Seri A un subconjunto de X; si n(f) es 
un H vecindad de A, diremos que n(f) es 
una vecindad-nócleo de A. 
5 
gn 2-n ._. 2 luego por el criterio M de Weierstrass, n.1 	 n.1 
Definición 1.1.5: Sea (X,Z) un espacio topológico y 
S un subespacio de X, diremos que S 
es C-inmerso en X si cada función en C(S, P) puede sar exten-
dida a una función en C(X,11). S se dirá C-inmerso en_X si 
cada funci 	en C ón (S,n) puede ser extendida a una función 
en Cx 
En otras palabras: 
---1— wfec(s,P), :Ve C(X,51) tal que 7/S - f. 
Wf€ 	 :ife CI(X,P) tal que f7S = f. 
Un resultado básico que utilizaremos mAs adelante, es el 
siguiente: 
Teorema 1,1„1. (URYSOHN) Un subespacio S de X es GI-in- 
merso en X si y solamente si 
dos conjuntos completamente separadas en S son completamente 
separados en X. 
Vlase demostración en [3 
2 	CARACTERIZACION DE LOS ESPACIOS COMPLETAMENTE REGULARES. 
De la topología general es sabido que si (X,T5) ES un 
espacio topológico, una familia 	r es una base para f-C 
si cada conjunto abierto 11 (tu es, miembro de t.) es la 
unión de miembros de 1‘17, . En vista de que nuestras considera-
ciones topológicas se expresarAn en tárminos de los nncleos y 
estos son cerrados, es prudente deUinir 1a base de la tupoln- 
, 7 - 
gia en tórminos de estos tatimos. 
Definición 1.7.1: Sea (X,117;) un espacio topológico. 
Una familia',6 de subconjuntos cerra-
dos de X es una base para los conjuntos cerrados en X si cada 
conjunto cerrado F de X es una intersección d2 miembros de 13 , 
es decir, 
E Ç X cerrado,  
J 	je j  
F _ n Li . 
j€J j  
Teorema 1.2.1 (de Caracterización). Sea (X,Z5') un espa- 
cio topoláoico y 
T.91› una familia de conjuntos cerrados de X. ZdIll es base de con-
juntos cerrados si y solamente si para todo conjunto cerrado 
F enXyxCX\F existe un miembro de 	que contiene a F 
pero no a x. 
Demostración. Sea . 	una base de conjuntos cerrados; se 
debe demostrar que para todo Fe: X cerrado 
y x e X\ F existe Rea5 tal que A2F 	',II/A 	Como F es cerrado 
y 	una familia de cerrados en X, entonces por hipótesis, 
13 	- 	 - n .. 
jeJ 	 jeJ j  
supongamos que: para todo je:1 A-2F 	. 	y x.CJA.; enton- 
J 	J 
ces, de 
F 	n 	. 9 x 
jr'"-J 	j  
se deduce que x CE y esta es un cnnLradicci6n pprque x eX\ 1 ; 
- 
luego existe k e J con Ak e:13 tal que x 	A k y F  
Recíprocamente, seanFun cerrado deXyxeX\ F; entonces 
existe A x 	con x 2F y x ,1A por hipótesis. Mostremos ahn r x 
re que n A - F 7  una inclusinn es trivial, la otra resulta x  
xcX\F 
pO rque: 
Si existe y e n A x tal que yt F, entonces y z, A x para 
Teorema 1.2.2. (TYCHONOFF). Sea (X,17;) un espacio topo- 
lnoico; las siguientes afir- 
maciones son equivalentes: 
(j. 	Para todo conjunto cerrado F C: X, F es la intersec- 
cinn de todos los nncleos que lo contienen; es decir: 
_n{n(f) 	F 	n(f), f c(x,E1 
(ji) Para todo conjunto cerrado F 17X y x un punto en su 
complemento, existe una funcinn continua f de X en 
n tal que: 








(iii) Para cada 	topologia sobre X y 1L  21(X 77) P] - 
- 
r( X (--C-; ) 11:4 	se tiene 
xeX\F 
cada x e X \ E; luego y 51; A y contradice que y e A . 
Demostracinn. Haremos nsta demostracinn mediante la 
sucesibn de implicaciones 
(i)=P(ii). 
Sean F un subconjunto cerrado de X y x EX \ F; 
por (1) 
F 	n{n(f) 	Fqn(f), f rz_ C(X, In ) 
corno xeX\ F entonces existe un fe C(X, E) con F 	n(f) y tal 
que f(x) 	O; considnrese ahora la funcinn g ! X 	ET-J defi 
nide por: 
f(Y) g(Y) - 
g es continua y no nula; para x e X \ E, g(x) = 1 
(i~ (iii) 
Sea rc'r una topología sobre X tal que 
C [(X),]P_ C[(X,Z71 ),!fli ; debemos demostrar que cada F 
cerrado con respecto a la topología 	es un cerrado con res- 
pecto a la topología 't ; es decir, para cada xeX \ F, existe 
O 1 x erT tal que x e O'x 	X F. 
Sea xe X \ F, por (ji) existe f e C(X,P ) tal que f(x) 	1 y 
f [Fi 	t 	Conside'rese el abierto subbnsion de E dado por 
1 ] -2-, Co [; entonces! 
-1 P 	1 X e. 	( 	, cx) [ ) = 	' x 
Como r L ( X ,L,)  1.7] f CC [(X,re,I) 
luego 	v xct' ; además, F n x imp lira quE ol x 	F ; 
luego x 
Sea 	la coleccián de todos los X\F tal que 
F es un 7-d-cerrado y cumple con (i); Esto es: 
.{X\ E : F es r -cerrado y cumple con 
mostraremos que 	así definida, es una topología sobre X 
(A) 	X E: Pti  
En efecto, Ø = 1-1(Ü) es un r-cerrado y cumple con 
la propiedad (i) por lo tanto, 
X X1y1 t: 
€ 't 
Sabernos que X = O i (G) luegu X es un r-cerrado que cum - 
ple con la propiedad (i) por lo tanto 
(8) Si X F1' X Fr 
	entonces X (F1Ur 2)Ct-'  
Supongamos que x 	FiUF2 entonces x P7 / y 
x *Fi  implica que existe. f i  C(X.; R ) tal que F- 1  En(f ) y 
x*n(f i) 	x*F2 implica que existe F2 GC(X,P1 ) tal que 
F 2 	n(f 2) y xl:n(f 2); de donde: 
F- 1  U E2 ...._n(f.1) U  n(i 2 ) = n(f lf ?) 	y 	x 	n(f 1f 2) 
por lo tanto 
F 
1 (E) 	SilX \ 
?sets,. 
,§ 
Sabemos que U (X\ Fx ) , X \ 	F ' - supongamos que 
x 	(") F • entonces existe 	tal que x 	, por lo tanto, 
AeA 
existe f C(X, 1J ) tal que 	n F 0 	n(f) y x fr n(f) luego xe.A 
n tiene la propiedad (i) por lo tanto 
X \C) Fx  = U (X \ FN) rtY xe.A. 
Ahora demostraremos que‘ t=- 	Sea fG C(X, tí1 ) y 
cerrado en la topología usual de IP que notaremos por eus 
Si x € X es tal que x 44; f -1N], resulta que: f(x) C 	y fex) 
Como ( ,ZW es normal y if(x)}, 	son cerrados disjuntos de 
n 	existe g C( ,rus) tal que: 
g(f (x)) = 1, 	Y  
Sea h =g o f; es claro que he c [(x,T5),U4] ; además si 
entonces f(y)e 	luego h( y) 	g(f( y)) ,-. O; por lo 
f -1 [e, 	-1(o) 	(1) 
tanto, 
además: 
h(x) = g( f (x)) = 1 implica que  
por (1) y (2) se tiene que: 
n 	h-1(,) : riu:lEh_ u)1( „, y h 	 1P -1 
es decir; 
f es -C-r- fe'„«..continua si y solamente si 
f e [C(X,V2) IP] 
por lo tanto í [(X,7'), 	574:C [(X,'"?-"), ¡P] de donde por (iii), 
- 12 - 
Recíprocamente, sabemos que todo abierto ei con respecto a la 
topologia '25 , es de la forma X\ F donde F es 7terrado. por lo 
tanto se cumple que 	 luego resulta que e= T51 
En conclusinn, para cada F‹.72,X con F rZ5-cerrado es: 
F .n{ g-1(0) : F g(0); ge C [(X,r,), 
porque 
= (X\ F : F = ntf-1(0) 	F Ef- (0), fe. c[(x,'C),] } 1 
Definicinn 1.2.2: Un espacio topolngico (X,r) es comple- 
(1) (X,r) 	es 	de Hausdorff 
(2) (X,r) 	verifica 	una 
del teorema 	anterior. 
tamente regular 	si: 
cualesquiera 	de 	las 	tres afirmaciones 
Del teorema 
fAcilmente. 
1 	2.2. y 	de 	la 	definicinn 	1.2.2. 	se deducen 
Corolario 	1 2.1: Todo 	conjunto 	cerrado F 	en un 
completamente regular es una 
espacio 
intersec- 
cifin de vecindades-nntleos de F. 
Corolario 1.2.2: Un espacio de Hausdorff (x,q5) es com-
pletamente regular si y solamente si la 
familia de nncleos n(X) es una base de conjuntos cerrados. 
Ejemplos 1  7.1: 	(a) Un espacio normal y por lo tanto M2- _ 
trizahle, es un espacio completamente 
13 - 
regular. Esto resulta como consecuencia inmediata del Lema 
de Uryschn. 
(b) Todo sub-espacio de un espacio completamente regular es 
un espacio completamente regular. 
Sea E un espacio completamente regular y El un subespacio 
arbitrario de F; consid6rese además, FI un cerrado de E/; si 
xeEl y x1F 1 entonces existe un cerrado F de E tal que 
F 	E' = FI; ahora bien, como x91:F entonces existe una funcinn 
A 
f, continua de E en [0,1] tal que f es igual a 1 en x y O en F; 
su restriccinn f a El es igual a 1 en x y O 2n F'. 
(c) Todo espacio localmente compacto es completamente regular. 
Sea X un espacio localmente compacto, pv:X y A un cerrado 
que no contiene a p; como X es localmente compacto, podemos 
obtener debido a repetidas aplicaciones, conjuntos abiertos y 
relativamente compactos V1, V 2 tales que. 
	
pCV1  1;171  — V 2 	7 2 	Ac. 
por ser U 2 compacto, por tanto es normal y existe una funoinn 
f : 112 	[0,1] 
tal que f tiene valor uno en p y cero en 2 \ V i 
Sea: 
F : x--30- [O 1] 
la funcinn que coincide con f sobre V 2 P identicamente nula 
sobre V 2 c ; CCM° F 	 son continuas y coinciden sobre 
U 	k c 2 1 
U2  ñ V 1 entonces existe una nnica funcián continua: 
F :  
De lo anterior se concluye que X es completamente regular. 
Teorema 1.2.3: Sea (X,(,) un espacio completamente re- 
gular; si f(x) =f(y) para todo 
f c(x, 	) entonces x = y. 
Demostracián. Supongamos, por el absurdo, que x, y e X, 
x í y; como (X,t) es un espacio de Hous-
dorff entonces ly 1 es un subconjunto cerrado de (X,T5); como 
dicho espacio es completamente regular, existe f : [ 7 1 
continua tal que: 
f(x) . 1 
f({Y}) = IO 
luego f separa x de y; ES decir, f(x) 4  f(y) y está en contra-
diccián con la hip6tesis. 
3. 	TOPOLOGIA DEDIL. 
Sea (X,'¿5) un espacio completamente regular, su topologia 
es determinada por las funciones continuas de valor real. Sea 
X un conjunto y C 1 un subconjunto de F] X conjunto de funcio-
nes de X en P ; la topologia [lábil inducida por C! sobre X es 
la mínima topologia sobre X tal que todas las funciones en C 
resultan continuas; es decir, la topologia es inicial. 
Sea Nj la coleccián de tociBs las preimAgenes de abiertos 
"‘iP en p bajo elementos de Cf; AS decir, U SZX pertenece a ,...) si 
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y solamente si existe fel: ,  y un conjunto abierto V en .1R tal 
que U . f-l[V]; ahora bien, la topología dábil inducida por 
Cf tiene justamente por sub-base a 'T 
Para obtener la topolng,ía dóbil inducida por Ci 9  no es 
necesario considerar las preimIgenes de todos los abiertos de 
57/ puesto que les preimágenes de los conjuntos abiertos bási- 
cos en 	o de los conjuntos abiertos sub-básicos bajo elemen 
tos de Ci, ya constituyen una sub-base para la topología dábil. 
Teorema 1.3.1: Sea C 1 una subfamilia de C(Y,114) que de- 
termina la topología de Y 	Una aplica- 
ción a- del espacio S en Y es continua si y solamente si la 
función compuesta g o G- está en C(S,P) para todo geCi 
Demostración: La condición necesaria es evidente. Para 
la condición -suficiente debemos demostrar 
que a- es continua. Sea 	un subconjunto cerrado de fi1 ; por 
ser g continua, g1[F]  es un conjunto cerrado sub-básico de Y 
donde g 	; además, 
Ig-1[F]] 	(g o  
es un cerrado en S por ser g o 	continua; por lo tanto, 	es 
continua. 
Teorema 1.3.2: Sean (Xmt:x). 	una familia de espacios 
topolágicos completamente regulares, 
X = I-1 X.), el producto cartesiono y para todo 	el\ 
NEA 
TT: X-----14-X la proyecoinn cannnica. Si 	es la topología " 
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inicial determinada por los TT.1  entonces ( X ,e) es completamen-
te regular. 
Demostraci6n; Recordemos que una base para la topologia 
L. está dada por n n fl1 (6, ) donde K k=1 	-k 
tK 	y )1/4 4, e A . Probaremos que todo cerrado F c:X con ¡ti 
respecto a la topología 25 tiene la propiedad (i) del teorema 
1.2.2 , Sea xe X F et entonces existen 
con 	e T.-; tal que XK 
por lo tanto. para k = 1,2,...,n T;(x)c %1( de donde resul- 
ta 	TTx(x) 	X . 	 y este conjunto es cerrado; como 
cada uno de los espacios es completamente regu- 
lar ellos verifican la propiedad (i) del teorema 1.2.2; esto 
significa que para k - 1,2,...,n existe 	= n( 	) e n(X ..) 
tal que X ?lk \ GA.K esta contenido en N111 y 17;1 x) 	; luego, 
n T-T  
F c: (n 1 19, (0), )) . u TT>, 14 	 ( X 	\ 10), 
como para todo X , TEAR es rC•• T.7' continua entonces para cual-
-1 
quier k, rix (N7" ) c n(X,r) y de (8) de la proposici6n K ‘K 
1.1.1. se concluye que 	N 	1—T),,. (N71 ) tambiln es ele- k=1 
mento de n(X,r). 
. 2" 
x e nn -u -1  (Ox 	X\ F 
k=1 
Luego F Ç N pero 	x 
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Observación 1.3.1: Si examinamos la demostración del 
teorema 1.3.1; nos damos cuenta que 
no depende de ninguna propiedad especial de p 	luego podemos 
establecer, de manera más general, los siguientes tárminos 
(11) Sea 1) una familia de aplicaciones que determinan la to-
pología de un espacio X; una aplicación Cr- de un espacio 
S en X es continua si y solamente si(Poofes continua para 
cada (p€ 
Si, en particular X . 17rx, entonces la proposición puede 
enunciarse de la siguiente manera: 
(x1) Una aplicación 	de un espacio S en X . TT x es conti- 
AeA 
nua si y solamente si TT acres continua para toda proyec-
ción TT 
4. 	COMPACTIFICACION DE STONE-CEH-ALEXANDROFF. 
En esta sección procederemos a la construcción del espa-
cio JSX conocida como la Compactificación de Stone-Cech de X; 
el procedimiento que utilizaremos será mediante la inmersión 
de X, como un subconjunto denso en un producto de rectas rea-
les; de este mótodo, debido a Hewitt, obtendremos -DX denomi-
nada la Compactificación real de X, que es el px obtenido 
mediante procedimientos algebraicos. 
Estableceremos sin demostración (ver [3 ) los resultados 
siguientes. 
Teorema 1.4.1: Sea 4) una aplicación de un conjunto A 
en un conjunto S; para cada aplicación 
g de un conjunto 8 en un conjunto E, es decir elemento de E 
la compuesta g o p  es una aplicación de A en E; luego y induce 
una aplicación p 	: E 	E
A definida por: 
g 
y tal que: 
(1) es inyectiva si y solamente si y es suryectiva. 
(2) TI es suryectiva si y solamente si y es inyectiva. 
Teorema 1.4 2: Sea E) una aplicación continua de X en Y _ _  . 
	
y 	e' el homomorfismo inducido g---1›- goE) 
de C(Y, E) en C(X, U) (resp. C(Y, E) en CII(X, E)) . 
(a) E)Y es un monomorfismo si y solamente si 	es 
denso en Y. 
(b) ES un epimorfismo si y solamente si E) es un 
homeomorfismo cuya imagen es C-inmerso (resp Cx-
inmerso) en Y. 
Lema 1.4.1: El único homomorfismo no nulo del campo de 
los números reales en sí mismo es la iden-
tidad. 
Examinemos ahora el problema reciproco;esto es, determinar 
cuando un homomorfismo dado de C(Y,(R) en C(X,P) es inducido por 
algún homomorfismo de X en Y? la respuesta a esta pregunta estó 
dada por el lema anterior que, al mismo tiempo, hace trivial 
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la demostración del siguiente lema: 
Lema 1.4.2. 	(a)' Todo homomorfismo no nulo h de C(Y, E) 
(resp. C;1(Y, E)) en E es sobre. 
(b) 1 La correspondencia entre los homomorfismo de C(Y, E) 
Cx (Y, E) sobre p y los ideales maximales reales, 
es uno a uno. 





    
denotaremos todas las aplicaciones 
finidas en C(X, E) (resp. C(X, E)) con valores en E 
Cada punto p e P es una familia de nómeros reales. 
P = (Pf)f 	C(X, U) 
donde el nómero real pf es el valor de p en f. Para cada 
fe C(X, U), "FTf denotará la proyección de P sobre E definida 
por: 
TTf(P) 	Pf 
Luego P es un producto cartesiano de copias de R o sea 
p = TT f con Pf = 
fe C(X, E) 
Consideramos la topología dábil en P inducida por la fa-
milia (TTf} fe C(X, E) 
Análogamente, consideramos en P la topología [lábil indu-
cida por la familia de todas las Funciones f EICX, 
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Teorema 1.4.3: (a) La aplicación 0— definida por: 
x (f(x)) f C(X, ) 	x X 
es un homeomorfismo de X en P y 0-[X] es C-inmerso en P. 
(a) La aplicación C1-- definida por: 
7D: 
o 	x = (f(x)) fe c41(x,lp ) 
es un homeomorfismo de X en P y(n  [X] es C.I-inmerso en P . 
Demostración: Por definición de cr, 	 f para todo 
fe C(X,P); mediante observación 1.3.1. 
  
(xx) se tiene que (3— es continua y, por el teorema 1.4.2., 
existe un homomorfismo inducido er-T de C(P,P) en C(X,14) tal 
que: 
0-1 9T-rf 	TTf oC7-= f. 
luego ó—T es un epimorfismo; finalmente, por el teorema 1.4.2. 
(b) se tiene que or-  es un homeomorfismo cuyo imagen (75.---[x] 
es C-inmerso en P. 
La demostración de (a) es similar. 
Del teorema anterior se concluye que Ci- es un homeomorfis-
mo de X sobre CY-LX]; nuevamente por el teorema 1.4.7. (b) el 
homomorfismo 0-T inducido por O- , es un isomorfismo de 
C(0-MR) sobre C(X,11) y esti% definido por: 
g = g o 0— 
donde g cC:( Cr [x]R). Sea f una función de X en n definida 
por: 
f(x) - g(4:7- x) 	 (xE..X) 
;I‹ 
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luego f C( X , ). Observamos, g determina f y rectprocamente 
porque O 23 un homeomorfismc. Pero acabemos de definir 
crx 	(f(x)) f ec(x,n 	luego 
x 	(f(x)) f e c(x, ) 	TTfj-1 	Tqf x ) f c(x,si 1=fr ( X )  
donde i es la inclusián de a--[xl en P; además, hemos visto que 
f = g o cr (xex); por lo tanto, 
TTf 	= f(X) = g(x) 
TTf 	[Crx] = g [CrX] 
por lo tanto 	Trt, 	=g 
De lo anterior se deduce el siguiente teorema. 
Teorema 1,4.4: (a) La aplicacián f 	rrfpl CriX] 
es un isomorfismo de C(X,p) sobre 
C(cicd[X]p). 
(b) La aplicacián: 
f 	-n-41 f 1C 1 cr-14 [x 
es un isomorfismo de C (X, 1) sobre C (clei- [X]) 
L22 clausuras de 07- [x] y 	[x] servirán como modelos 
para . -1,X y . X respectivamente cuando se demuestra .que el pri-
mero es real compacto y el segundo es compacto 
Teorema 1.4 5: La clausura de 	rxj en P es un com- x 
pasto luego es un modelo de ./...)^a X. 
Como fe••CII(X,114) entonces f [X] es acota- 
r,1 da en n luego la clausura de T LAJ  es 
Demostracián: 
- 22 - 
un compacto de U. ademés Tícif[X] es un compacto de 
fcrf(X, 	) 
A 
Sea X 171F.1„d ]; es claro queOs; [X19.- IX\ y 
feCx(X P) 
A sabemos que 071[X] es C-inmerso en P; por lo tanto, en X; 
como cl 0-- [x]5:1- X y * es compacto en Px , resulta que 
P 
ci 0- [x] es también compacto en P. P * 
Ahora demostraremos que esta clausura es una compactifi- 
„ 
cacilm de 0";;LXJ; es decir, ella es compacta en P VCr;LX]  es 
denso en Gi n Ci -JX]. 
1 1‹ 
En efecto, del hecho de que (576 es un homeomorfismo de 
X en X, sigue que el homomorfismo inducido T-1  es un monnmor- ;k 
fismo de C(/ ', rf:¿ ) en c(x,P) y por el teorema 1.4.2. (a) (nl[X] 
es denso en X 	Luego Crx[X]es denso en cl O- [X]. Esta com- P 
pactificacinn de Cr[X] lo designamcs con  x 	 J 1 
Observacinn 1.4.1: Como #6—[X] es homeomorfo a X, 
PN es un modelo de 
Nuestro siguiente objetivo es demostrar que 
cl Cr[x] .-_-:?(Cr[X]); es decir, es una real-compactificacinn de 
crlx] mediante una caracterizaci6n algebraica de clOIX] 
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Definicián 1.1+.2: Para cada xeX, el puntoox de P, que 
es una aplicaci6n de C(X, P ) en 
es determinada mediante su valur en el punto f, (Ox) f , es de-
finida por: 
(GX) f = f(x). 
Por ser C(X,íÇ ) un anillo, se tiene que: 
(Y••X) fg 	(o-x).1. + 
( 	fg 	(0X) f . ( X) 9 
	f,g € C(X, p) 
luego Ox es un homomorfismo de C(X, P ) en 1511 ; además, 	por 
ser a- x una aplicaci6n sobre y LP un campo entonces el núcleo 
es el ideal maximal M. 
Sea: 
H = { p € P 	p es homomorfismo de C(X, LP ) sobre IP } 
por el lema 1t2 (a) estos son homomurfismcs no nulos en 
luego 
P fg = P + p  
P f•g = ftp 	P g 	f,qC(X,LP); peH. 
por el lema 1+.2. (b) H está en correspondencia uno a uno 
con el conjunto de todos los ideales reales maximales en 
C(X, P) que son los núcleos de estos homomorfismo. 
Teorema 1.4.E: 	H = cicr[X]. 
Domostraciún: 	(Ver [3f ) 
Establecemos 3in demostranlún. 
7t! 	. 
Teorema 1.4.7: La clausura, H, de 0-- [X] en P es una com-
pactificaoi6n real y por tonto 
H =  




COMPACTIFICACION DE STONE-nCH-ALEXANDROFF DE 
UN ESPACIO COMPLETAMENTE REGULAR* 
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En este capitulo introducimos una nueva estructura que 
generalizará la definicilin de conjuntos acotados para espacios 
localmente compactos; se estudia la topología del conjunto ex-
tendido Fil de los nnmeros reales, la compactificacián de 
y 
Stone-Cech-Alexandroff de un espacio completamente regular 
estableceremos las propiedades de la compactificacinn local 
de un espacio completamente regular X. 
Hemos generalizado algunos resultados de la bibliografía 
utilizada, las que aparecen en los teoremas 2.2.2, 2.2.3. 
SISTEMAS ACOTANTES. 
De la topología general es sabido que para los espacios 
localmente compactos un conjunto se dirá acotado si n1 está 
contenido en algnn subconjunto compacto del espacio 	Con el 
objeto de generalizar esta nocilin introducimos la estructura 
de sistema acotante sobre un espacio completamente regular 
Definicinn 2.1.1: Dado un espacio topolhico, (X,T7), 
completamente regular, una familia'fi 
desubconjuntose.de X se denomina un sistema acotante si 1 
ella satisface las siguientes condiciones: 
(8-1) 	D = X 1 
(3-2) Dados Hil  Di  e78 existe Elk 73 	tal que 
B 	j cl=  k 
(B-3) 	Dado 	en 1)-1 existen 3 	en 2115 y fE C(X, 	) tal 
que : 
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f(x) . 1 
f(x) = O 
Observación 2.1.1: De (B-1) se deduce que el sistema aco- 
tante '73 . (B.} cubre a X. 1 
Dados B1' B 2 ,...,Bn elementos de /3 , de (B-2) se concluye que n 
existe Bk elemento de )5 tal que U B. C:B . 1 -- k i.1 
De (B-3) se deduce que 	es un subconjunto de 	porque  
S. ñ B. . 0 y además se tiene j 
- 1 	r B. f ( j) B . — 
B c. 	f-1({0)).  
Definición 2.1.2: Un subcunjunto de X se dice acotado 
(con respecto a ,75) si está contenido 
en algón miembro de I) . 
Ejemplo 2.1.1. 	(a). En espacios localmente compacto, 
los conjuntos compactos forman un 
sistema acotante. 
Sea (X, d) un espacio localmente compacto; definimos 
la familia de todos los subconjuntos compactos de X. 
Como toda xe X está contenida en una vecindad compacta por ser 
X localmente compacto, se cumple (B-1). 
Si Ri, Bi  son dos compactos, se cumple (6-2) 
Ahora demostraremos (B-3). Como X es localmente compacto 
entonces por (1.2.1 (u)) es completamente regular. 
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SeanJc==— X compacto, a .. E3. ; entonces para cada x E: B. 
existen vecindades compactas V , x a disjuntas; luego 
{V x } 	es un recubrimiento de B. por lo tanto x 
V 	U V 	U...0 Vx 	Bk x 1 	x2 
o 
de donde 3. c:: 	. Sea 	
c  
= (0 ) cerrado entonces como X k es 
completamente regular, para todo xe.Bi  existe <  elemento de '  
E(X, 	) tal que f x (x) = 1 y f[F] = 
Considlrese ahora el abierto x _ 	x
-i.il
-'1 [), 
B1Y1J U x' • como B. 
	
es un compacto, existen xl, x—x 	 alt 
xcE1 
P " que O. - 	xK' 	 ' • sea f 	max 	r 	- si x€ F, 	x (x) 	O k=1 	 1kp xk  
luego f(x) = O. Sea x B , como B. 	Uxk existe K ele- k=1 
1 mento de {1, 2,..., p tal que x 	U 	y —<f(x) xk 2 ; por lo 
tanto, para cada x Bi' 1 < 2f (x) < 2. 
entonces: 
luego g(x) = min { 2f (x) 1 	= 0, por 
O, para todo x F. 
- 1, por lo tanto, g(Bi) = {1}. 	En con- 
clusifin, dado Bi compacto existen k compacto y g e C(X, P) 
tal que verifican (0-3). 













Ejemplo 2.1.1. (b). Para un espacio mntrico, lo familia 
de todas les bolas abiertas (resp. 
bolas cerradas) forman un siatema acotante. 
Sea (X, d) un espacio mntrico cualesquiera donde el con- 
junto X es distinto del vacío y I) 	 xex  la familia de 
E>0 
todas las bolas abiertas; es claro que X . U E3(x, E ) luego 
Bel5 
SE cumple (0-1),, 	Sean B =B(x0 ,e0 ) y BY . B(x1'E1) donde 
e, Ale)3 , X07 X1 pertenecen a X y E0 , 	O arbitrarios da- 
dos; considnrese B(xl, 62) donde e 2 = d(x0 ,x1) + 0 + €.1  
entonces El(x1,E2)€73 y BkiBi 	B(x 	), cumplinndose así 
(B-2). 
Sea 0(x9'  e ) 	 Y donde x G. X 	>O arbitrarios 
	
°O O 	0 
dados; ahora procederemos a verificar (8-3); tomemos 
BY = 3(x '  26) y considerase la funcinn 0 	U 
g : X 	Yit ll 
d(z,(RI) c ) = inftd(z,Y) : 
ye(8t) c 
es claro que geC(X,P) y si z e 8 1 entonces z 	(3 1 ) 0  que es 
un cerrado por lo tanto d(z, y) 4: O, es decir, g(z) 	O y 
g((91) c ) -40y. Sea ahora zcti entonces d(z,x0)<E0 y 
1 es decir, 1< 	d(z,y); luego z B implica que 
O 
1 .t.;g(z), 
Sea f(z) = mm n to(z), 1 .1 entonces es claro que: 
(1). 	re (In, 11) 
(ii) 	f(B) 	ti} 
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(iii) f [(01 )1 
	
} 
luego se cumple (8-3). 
Observación 2.1.2: De los ejemplos 2.1.1.(a) y 2.1.1.(b) 
se sigue que en un espacio completa-
mente regular existe un sistema acotante. 
Considérese la siguiente afirmación  
(8-3)' Dado B. en 15 existe B. en jb 
cuyo interior contiene a la clau- 
sura 9.. 1 
Proposición 2.1.1. Sean (X,t3) un espacio topológico com-
pletamente regular y 15 un sistema a-
cotante. Entonces: Si (X,15) es normal, (8-3) es equivalente 
y 
a (8-3). 
Demostración. Como (X,/5) es un espacio normal y 95 un 
sistema acotante definido en X entonces 
dadoBi")Sexist21-18.12n 	y fe C(X, R) tal que: 
f(x) - 1 	(x e 8i) 
f(x) 	O 	(x 	B.) 
es decir, por lo 
o 
tanto se tiene B. 	8 ,. 1 o 
Recíprocamente, por ser (X,r)normaly - 13 	= 0 
o j 
o , 
por lo tanto, 1 y (8 .)- son dos cerrados disjuntos luego por 
el Lema de Urysohn existe f 	C(X, P) tal que f(x) 	1 para 
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x C, 8. y, f(x) = O para xeS 8.; lo que demuestra que (8-3) 1  1 	 J 
implica (8-3) 
Teorema 7.1.1. (GOULD). Sea (X,Z) un espacio topológico 
completamente regular y 13. un 
sistema acotante; entonces: 
(a) La unión finita de conjuntos acotados es acotado. 
(b) Todo subconjunto de un conjunto acotado es acotado. 
(c) Todo punto posee una vecindad acotada. 
(d) Todo conjunto compacto es acotado. 
(e) La clausura de un conjunto acotado es acotado. 
Demostración. (a) Sea (Ailin  una familia finita de 
	
conjuntos acotados; luego A. 	B. — 
para 1.,'.in; por lo tanto, U A. 	Si 	H k a causa de 
i=1 	1=1 
la observación 7.1.1. 
(b) Inmediato. 
(c) Sea x 	X; por (B-1), existe h elemento de J5 
x e 8 • de donde, por (H-3) existen k en j y f en h' 
C(X, ) tal que f(y) . 1 para y e eh y f(y) = O para 
y st O k . Sea]. 1 [una Vecindad abierta de la unidad de 
1 3 [)- 
2 	'
-1 - entonces x C.8h  
3r 71. ), es decir, x e Eln _g.D. Para demostrar que 
- - 	1 	3 r Dp8k' es suficiente observar que si y 1. f
1  (]-5, 1_) 
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1 	 7 entonces --<f(y)<Z4, luego f(y) 	O lo que implica que 2 
y 	f- 1({0}); es decir, y # Elic< o sea y e 8k 
(d) Sea A c X compacto y xea; por (c) existe una vecindad 
acotada 8 x del punto x; además, es un recubri- 
miento abierto de A y, por ser compacto, existen 
x € A tal que A Cr. [I 8 ; finalmente por X1'X2""" 	 xi 
( a) se concluye la demostración. 
(e) Sea A un subconjunto acotado de (X,r) entonces  
para 81e'P existen 8i  e 	y f en c(x,[p) tal que f(x) = 1 
-1 	) para x€8, f(x) = O para x48 j;luego As;  
- por lo tanto, 1c, ni 	f 1  ((ii) 51; 8 j , de donde f(x) = 1 
en 	c: 8 j, 
Corolario 2.1.1. Sean (X,'"¿5) un espacio topol6gico com-
pletamente regular, Y6 un sistema aco-
tante y E: la familia de todos los conjuntos acotados de 
(X,75); entonces E: es una bornología. 
Demostracián. E: es una bornología porque se cumplen 
(a) y (b) del teorema anterior y, para 
todo x e X el conjunto Ixl está en E: por la condicián (9-1) 
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2. 	LA COMPACTIFICACION DE STONE-MELH-ALEXANDROFF DE UN 
ESPACIO COMPLETAMENTE REGULAk'. 
Definición 2.2.1. Con P (X, ) denotaremos el sub-anillo 
de C(X,P) cuyos miembros se anulan en 
el complemento de algón conjunto acotado; o sea: 




Análogamente, las familias de funciones continuas definidas en 
X con valores en W el compactificado de p mediante dos pun-
tos, serán denotadas respectivamente por C(X,W) y ik(X,Nr/ 41). 
Observación 2.2.1. Los conjuntos C(X,P15 ) y Sk.(x,EqI) no 
son necesariamente anillos. 
Denotemos con G el espacio de todas las aplicaciones 
f-----s0-(<(f) definidas en P.(X,1:111) con valores en LI 
o sea: 
G = 	e<1 10(: 	()<, P 41) 




c< es una función 1 
fi--1 * 
W.-? f 	' 
Considlrese ahora el espacio topológico (P,t) donde r 
es la topologia usual definida sobre IP y 	ÍR u {-o:), +co 1 - 
denotemos con zy la familia de todos los intervalos abiertos 
de n y sea rex la topologia sobre px generada por 	y la 
(a, +col], [7 0D, 1-cd1, [-cn,a); 
de esta manera inducimos sobre G una topologia producto. 
El espacio producto 	es compacto por el Teorema de Tychonoff. 
familia de intervalos de la forma 
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Teorema 2.2.2. El espacio topológico (X,T.') se identi- 
fica con un subespacio de G mediante la 
A aplicación canónica x 	donde x es la aplicación 
A x(f) = fx 	es decir 
X 	G  
A 	Arl X I-P  ) 	f(x) 
que es un homeomorfismo de X sobre AX. 
Demostración. Se demostrará que la aplicación 
A: 	 es un homeomorfismo. 
Sean xl' x2 € X tales que A(x1) = A(x2); denotemos con 
AA  Xi  = A(x) con i=1,2;entonces xl  . x2 significa que f(x1) 
como el espacio es completamente recular, se tiene, 
por el teorema 1.2.3., que xl  . x2 y, por lo tanto, A es in-
vectiva. 
Para demostrar que A es continua, recordemos que un 
punto de G es una familia 	te<(f)j fefIcon o(C G 
Para todo gej(X, P) la proyección 
TT --- ifr 
fe.g(X,P 11 ) 
es tal que 	{0((f)1  	TV{ 0((f)} ) 	0((g) 
f cAu, n') 
Si 	es un abierto de LIV entonces un abierto sub-básico ca- 
nónico de G será de la forma: 
{01,(f)1feJZ = (Mr)e 1 	'j f fo1.(f.)}feA 	1-1-g 
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por lo tanto 
A-1,1-T-1,0„ = 	A 	1 	\I )) 	{ X e X : X = ' teg ' 	 kr(x)i feR ' 17 1(9)1 = 
({f(x)} fej:( ) = g(x)c} 	xex : g (x) e B } = 
. 
que es un abierto. 
Ahora demostraremos que la aplicación A ea abierta. 
Como (X,r) es completamente regular, su topología es la 
inicial inducida por la familia C(X,P)C= C(X,P41); luego un 
abierto basal de esta topología es de la forma 
n 	-1 
n fi (ü)9 para fieC(X,P), 1 
	i 	n y 	un abierto 
i=1 
de IP ; ahora bien, 
A( ( f71 (ei)) 
i=1 
{f(x)} feR . x e i=1 
= {f(x))fe 	: f(x) e ei;  i = 1,2,... n} =14. , 
= r(a){f(x)} feolc f 1(x)e 1 i=1 
A X = 
TTicíf(x)l)c11)d = 	crT-1(1) ) n mx», 
1=1 
queesunabiertopuestoqueM1  (1)) es un abierto sub- ]. 
básico de C(X, ) y A(X) es un abierto sub-bósioo de si mis-
mo. De lo anterior se concluye que A es una aplioacinn 
abierta y se concluye que A: X---h-G es un huneomorflamo 
sobre su imagen 
[UNIVEHSIDAJ DE PANAMA BIBLIOTECA 
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Teorema 2.2.3. Sea (X,T5) un espacio topológico comple-
tamente regular; la topologia inducida 
sobre Ax, dada por la topología producto en 13 coincide con 




) : Uer 
Demostración. Sea U er, ; como nos basta representar U 
por un abierto básico, podemos suponer 
f -1 (Ur ) con Ur elemento de la familia  
de vecindades abiertas donde 1 41:r < n y f r e c(x, ); 
ahora bien: 
AU 	 -1 = A(n f -1 (Ur)) 	Ax)E.,:xe 	fr (Ur)} r=1 r 	 r=i 
= {f(x )1fep,- : x  e r, f -1 i  
r=1 r 
(Ur) } = ( Ax) 
n r -1 
{f(x )1f ei • f r (x) e u • 1 < r ‘. n}.= ni 1
T 	
(Ur) 	(Ax) Z 	 r' 	 r=i f r 
n f 	(A x) 
f cfr 
con V f - 	 r Ur : f , fr : 1 ...‹1 	‘ n 
i 
fr. 	etc. 
Definición 2.2.2. Sea (X,r) un espacio completamente 
regular con un sistema acotante 
llemaremos Ĵ5 - compactificaci6n de X o compactificecifin de X 
con respecto al sistema acotante 	a la clausure de A(X) 
^41 en 5 que denotaremos por p(X), es decir: 
Teorema 2.2.4. (GOULD). 
vlase la figura 1. 
ri • 
h 	 "fr 
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JI(X) = cl "(X). 
Esta definicibn tiene sentido puesto que G es un curvas-
to, por el Teorema de Tychonoff. 
Observacilin 2.2.2. El espacio "B(X) es la generalizacilln 
de la compactifisacicin de Stone-Cech-
Alexandroff y comparte junto con sta, las mismas propiedades 
pero con algunas modificaciones que se presentan en lo que 
sigue. 
Definicinn 2.2.3. Sean (X,15) un espacio completamente 
regular 	un sistema acotante defi- 
nido en X. 
(i):1 es degenerado si el espacio X es acotado. 
(ii):,8 es esencial si el espacio X es no acotado. 
Sea o<o la aplicasibn de 
g(X, W1) en CR1  definida por 
C<D (f) = O 	(f e Wx, R11)) 
0‹, COMO elemento de G es elemento 	(X) si y solamente si 
el sistema acotante es esencial. 
Para una representaci6n geomItrica de O 
l) 	
olloT 
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Demostracibn. Supongamos que A no es esencial; enton-
ces 75 es degenerada. Considlrese la 
función e que es identica.mente uno para todo x X; es claro 
que e €,,c(X, P11); considlrese la vecindad 	de O( definida O 
por: 
V ={0(eG : k(e) 	} 
se desea demostrar que lin( A X) = 	, lo que implicaría que 
0(0 4 )5 (X); para esto, supongamos lo contrario; entonces 
existe ce = A x 	AX tal que ( Ax) C 1.1; pero esto significa 
que 	oie= Ax E G. 	En [PR: se tiene que 1 c<' te)- 0(0 (e) 1 
= 	1-0 I>-2-1  que es una contradicción; lueoo 10 1c1G( A X) = 
73(X). Por lo tanto, hemos demostrado que si 0(0 	 A(X) 
entonces 	ES esencial_ Ahora demostraremos que recíproca- 
mente, si 13 es esencial entonces 	0 c 	(X). 
Supongamos ahora que) 	ES esencial, una vecindad típica 
de C<0 es: 
W = { 0( G : 	c<(f r )i<Cr ; r = 1 2,0..,n 
Se desea demostrar que para todo W, vecindad d2 o SE 
tiene Lin(Ax) 	o. Sea. 
K r = x € X : f r (x) 	O } 
entonces cada K r es un conjunto acotado por ser 1- e 0( x , 	) 
por lo tanto por (B-2) resulta que u :r  es un conjunto acota- r=1 
do y U Kr 	X; por ser 	esencial, U K es un subconjunto 
r=1 	 r=1 r 
propio de X. Finalmente, 
f 	( X 
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jçC ={xcx : 	- o J 
por lo tanto 
n 	 n 
n 	X \ U r r=1 r=1 
pero (AX)ñ(Ax)\ Yi  	0, luego 	C 0 cl(AX) 1 	= 
Corolario 2.2.1. El elemento 	de B no es elemento de 
(x) si y solamente si el sistema aco- 
tante 	es degenerado. 
Definici6n 2.2.4. Si 	es esencial el punto c 	defini- 
do en el teorema anterior se denomina 
el punto al infinito de Riexandroff en 	(X) y SE denotará  
por  
con el objeto de demostrar que el punto al infinito de 
lexandroff es una generalizaci6n de la compactificacicin de 
un punto en el caso de que X ea localmente compacto, pasemos 
a demostrar el siguiente: 
Teorema 2.2.5. (E3OLJLD). Sea X un espacio localmente com- 
pacto y 	la familia de todos 
los subconjuntos compactos de X entonces 	es sericial, 
(X) es la compactif'icaci6n a un punto de X. Si 	es degene- 
rada (en este caso X es un compacto) entonces 	(X) = X. 
Demostración. Si Y) es esencial sabemos que 
c( 0 C 	(X). Debemos demostrar que 
-jp(X) = c1G ( A X) = A X U { 0 . 
(AX) U1c0 - 1)3 (X). 
Esto resulta de dos hechos a saber; en primer lugar, 
AX 5195(X); además, .1c1( 0}(X); 
(f) (X) 	( AX)U{OU 
luego AX 	iclo ). 	< '2) (X). 
   
Sea G( 	G; si 1 C( 1 e'P (X) Y 1)(1 	c<0 entonces (D4 C AX; 1 
es decir, existe xl  C X tal que 0(1  - Axl, o sea para todo fi  
en 5"((X, PI) se tiene que c)(1(fi) - (Axi)(fi) 	fi(x1). 
Sea d(1  C G tal que oGi e rp(X) y 0(,1 	C( 0 ; entonces exis- 
te f l  € 5Z(X, H) tal que fz i(f,i ) A c 0(f) A a. Supongamos que 
es finito y 	E. 4 	Li (f 1)1 entonces la bola cerrada 
de centro c( (f 1  ) y radio 1 	'  
c 1(f 1) en °R11 
 y la imagen inversa, 
es vecindad d2 
-1 „ 
I f 	LB( c511(f1),E)] , 	de 
1 
esta bola cerrada bajo la proyeccibn TTf es una vecindad sub-
básica cerrada de e<1 en G que tiene la topología producto; por 
lo tanto, 
-1 	  TTE. 	[8( o(i(f / ),¿-.).] ñ AX = f x 	AX : 	f l(x)- 
que notaremos, de ahora en adelante, con V1' Como V 1 es la 
traza sobre AX de una vecindad de 	y recordando que 
0:1  e cl-AX, es claro que V1 es distinto del vacío; además, 
comof e 1/(X '  E) entonces su soporte es un cerrado y acotado 1 	),  
contenido en un elemento del sistema acotante que es un compac-
to, luego es un compacto. Mostremos ahora que 1/ 15;/\(soporte 
de f 1) en efecto sea x e V1' entonces Vi(x )- 0(1(f 1) 1‘ 	; 
ES decir, ()(1(f 1)- 	 ) 	(f 1) ± 
como 8 = 4 io(1(f1)I entonces: 
1 1 	c(1 ( f 1) - 	kl( f 1)1 	f 1(x1) 	c11( f 1) + i c<1(f 1) 1 
ahora bien, de la desigualdad anterior, surgen los siguientes 
dos casos: 
ler. Caso:  
En este caso, 
f ) .... 1 / 
1` 1 	1°1 1(f 	=  
1 
1 1(f 1) 1- 7 c:<1(f1) 	
3 
= 
2dn. Caso :  
Se tiene: 
1 	, 1 
c<i (f l) 	7 (X1(f1) = - 7 c)(1(f 1)  
c(i(fi) = - 	oul(fi)- 
1 
De lo anterior se deduce que para x € v1 se tiene que 
f 1(x ) 	O y, por lo tanto ' V1c-:/\(soporte de f 1) que es un - 
compacto; pero 1/ 1  es un cerrado, luego compacto. 
Considérese la familia de conjuntos 
V. = Ax e 10 : 1If.(x) - c{ (F 	} 	( 	> 
observamos que 
(H((f j), 	) 	(AX) {AxeAx : 
luego cualquier intErsecciin finita de tales V es la traza 
de una vecindad de 	sobre /\X; además, como V, es un con- 
junto de la forma V. y  sabiendo que 
	(X) - LiB AX 
entonces se tiene que para cualquier subconjunto finito] de 1, 
(- \J. " 	es distinto del vado; adErns, como para cualquier 
ic J 
i, V. es un subconjunto cerrado de Ax y V es un compacto en-
tonces (fl V (' y1 tiene la propiedad de la intersecin fmi- 
ta; por ser V compacto, por lo tanto fl V es distinto del 
ieJ 
vacio. En vista de que Ç(X, fR) es separante (ver anexo) exis- 
te un (inico punto Ax 	/\X tal que c 1 (f) = f 1(x1 ) para todo 
fC(X, 
Si P̂ es degenerado, entonces X os acotado, esto es, exis- 
te 	tel que X 	EJ.; por rjEr 	un sistema acotante, cada 
B. 	X, por lo tanto, X =8 es compacto, por lo tanto 
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X 
	 n7 
3 	COMPACTIFICACION LOCAL DE X. 
Teorema  2.3.1. (GOULD). Un subconjunto A de X es acota- 
do si y solamente si la clausura 
de AA en 9(X) excluye a 
Demostracinn. 
ler. caso: 	es degenerado. Luego X es acotado y, por 
el teorema 2.1.1. (b) tambinn A es acotado. Pomo AA c=AX 
entonces clG 	G AA c.= cl Ax - 	(X) y, como ir?) es degenerado, A 
es acotado y clo 0 	(X); por lo tanto, se concluye que 
AA 	(X) (1). 
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Sabemos además que cl AAclG (AM)r(X)=cl (AM) 	(2) P(X) 
por lo tanto, de (1) y (2) se concluye que ckn 	cl (AM). 
TP(X) 
Por el corolario 2.2.1. sabemos que u( o 1¿ DI (AM) si y sola- 
7b(X) 
mente si "P es degenerado luego en conclusión hemos demostrado 
que A es acotado si y solamente si la clausura de A A en 
11)(X) excluye a OD. 
2do. Caso. 11  es esencial. El caso es distinto del ante- 
rior; puesto que 11 es esencial, se tiene que 0( 0 6 cl ( AM); 
4.1_)( ) 
ahora bien, sabemos, por hipotesis, que A es acotado; luego 
existe B.C)/2) tal que 	 pero, por la definición 2.1.1., 
dado B .e)b 	existen B.1Y;5› , f C(X, E) tal que f [P] = (I y y 
f [Rci] = to 
Considérese la vecindad W de 0( 0 definida por: 
17 	) = {dx e 9 :  
()( AM) = TT-1( - 	) (-S ( AA) = I X : xCA, If(x)1 
i f(x)I - 1  Y 
es claro que(1)(1( AA) - 0, por consiguiente, A es acotado, lo 
cual implica que cl ( AA) excluye a 
1-5(X) 
e<ir 
Recíprocamente, supongamos ahora que o( 	cl (AA); entonces 
p(X) 
existe V vecindad basal de d En 	(X) tal que V ñ (AA) 
P -1 1  Sea V - n TT 	( J- e, yar.) con di  e 5,- (x, 11:1); i - 1,2, .,. ,p; 
	
i=1 	gi  P 
entonces: VMAA)= 0 írnplCe a [ Q CiiICI-T,f,0] n A 
P 	 P 	 P 




1(0)) c 	' g.:1 ( { 0bc;  
i 1 i=1 1 	 1= 	 11 
pero,g.a. C9((X, H) para i = 1, 2, 3,..., p implica que 
-1 	 P A. =g.({0}) es acotado por consiguiente, L...) A. en acota- a. 	1 a. 1=1 
Definición 2.3.1, Al espacio localmente compacto 
'12)(X)\{0D} que denotamos con 
llamamos la Compactificación local de  X. Observamos que si 
ID es degenerada entonces JZ,(X) = 95(X). 
Ahora estableceremos las principales propiedades de 
,A(X) en el siguiente: 
Teorema 2.2.2. (GOULD). Si (X,Ti) es un espacio topoló- 
gico completamente regular con 
un sistema acotante 95 entonces: 
(a) A(X) es localmente compacto. 
(b) AX es denso en  
(c) Un subconjunto A cr.X es acotado si y solamente si la 
clausura de AA en 5(X) es compacta. 
(d) Cada miembro de ..1(X, Ex ) tiene una e'xtEnsión nnica 
a 
Demostración. (a). Como X 2s un espacio completamente 
regular, a causa del Teorema de 
P 
do por ende, A -f- U A. es acotado. 1 	 -), i=1 	 4.-‹ 
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y 
Compactificación de Stone-Cech, admite una compactificación 
91(X), y, como ella es moximal, admite 
	(X); además, 
1)(X) \ {Co es un abierto de "j5 (X); luego J;(X) =  
es localmente compacto. 
(b) ler. Caso: )9  es esencial. Sabemos que 
( X) 51A(X) 51 ,̂110(X); además, cl ( X) = c1( AX) (1 ‘g(X) = 
JP,(X) 
(j2) (X) (1 	- J;(x) por ser J;(X) 	1)(X); luego 
cl ( AX) = J.; (x) lo cual demuestra que ( AX) es denso en  
2do. Caso: 16 degenerado. En este caso 	..g(X) - 	(X) y 
cl ( A X) - J,(X), luego cl ( AX) = 	(X). 
"P(X) 	 .(X) 
En conclusión, 1\ X es denso en ...(X). 
(c) ler. Caso: DS es degenerado. Como A c.= X entonces 
cl (AM) c7.: cl ( A X) = )b (X). Como 'P es degenerado, 	0 (r.P (X) 
9b(X) 	1)(X) 
luego cl (AA)0 0( 	esto es, c(0 (1.: cl (AM) - cl ( 	A). Final- O' S.(X) 
mente, cl ( A) es un compacto luego cl (AM) es compacta. 
ry5 (X) 00 
Recíprocamente COMO )1 	
..P 
es degenerado, c.,( 0 75(X), luego 
cl ( A A) - cl (AM) excluye a cc ; luego, a causa del teorema 
.(X) 	(x) 
2.3.1, A S; X es acotado. 
2do. Caso: 15 es esencial. Como A 	X es acotado, por 
el teorema 2.3.1. S2 tiene que cl ( AA) excluye a CYD por lo 
r.)5( X) 




= 15(X) \ ío<0 y cl A es compacto, entonces cl A A 
SI(X) 
(z X es acotado excluye {c<0 }, luego A 
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(d) Sea f 	.1(X, ER /K ) donde X es completamente regular y Ex 
compacto; por (b) sabemos que AX.q:SN(X) 	-A- (X) donde 
AX es denso en ..(X) luego existe una (mica extensión 
r e 	[S,(x), PI] . 
CAPITULO III 
IDEALES Y N-FILTROS 
En este capitulo estableceremos algunas propiedades de 
los ideales (fijos y libres), los n-filtros y los n-ultra-
filtros; además, generalizaremos algunos resultados obteni-
dos en la nueva construccián de 'AX, dados en [3] por el 
anillo C(X,P), para ,g(X,P) gracias al sistema acotante de-
finido en el capítulo anterior. Hemos generalizado algunos 
resultados de la bibliografía utilizada, las que aparecen en 
teoremas 3.1.1, 3.1.2, así como el lema 3.4.3. 
1. 	CONJUNTOS DE BAIRE, DE SOREL, CONJUNTOS UNITARIOS. 
Definicinn 3.1.1. Si f es una funcinn del espacio A en 
ig (o en in), llamaremos: 
Conjunto positivo de 1, que denotaremos con P(f), al 
conjunto {x e A : f(x)>0j. 
Conjunto negativo de f, denotada por N(f), al conjunto 
{x C A :  
Conjunto unitario de f denotado por E(f) al conjúnto 
{x e A : f(x) 	1}. 
Con pos (f) designaremos 
x 	A : f(x)>U} 
Con neg (f) designaremos 
f(x)<01 
Si ' es una familia de funciones f i, la familia de nn- 
cleos n(f.) : 
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será denotada por 3(79), la familia de conjuntos positivos 
por 13 (7t), la familia de conjuntos negativos por M̂ (31) y la 
familia de conjuntos unitarios por (f(S) 
Teorema 3.1.1. Sean (X,T;) un espacio topológico com-
pletamente regular,Y) un sistema aco-
tante y A C OI[K(X,P)]. Entonces los conjuntos A, pos f, 
neg f son acotados donde fejRX,P). En particular, A es un 
Demostración. Es una consecuencia inmediata de las de- 
finiciones que preceden. 
Sea X un espacio localmente compacto; del curso de Teo-
ría de la Medida (ver 14 ) recordamos que los conjuntos de 
Borel son los miembros del O'-anillo generado por los conjun-
tos compactos de X y los conjuntos de Baire son los miembros 
del dr.-anillo generado por los subconjuntos compactos y Gs  
de X. La generalización a subconjuntos de un espacio comple-
tamente regular con un sistema acotante se hará de la siguien 
te manera, A 
Definición 31,2. Dado un espacio topológico (X,T;) 
	
completamente regular y 	un siste- 
ma acotante, se tiene: la familia S de conjuntos de Borel 
es un G'-anillo generado por la clase C de todos los sub- 
conjuntos de X cerrados y acotados. La familia 	de fonjun- 
tos de Gaire es el Cr-anillo generado por la ciaoe(t[j(1,X,W1. 
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Observación 3.1.1. De ahora en adelante, solamente con-
sideraremos espacios topológicos com 
pletamente regulares. 
Teorema 3.1.2. Las siguientes afirmaciones son equiva- 
lentes: 
(a) M e 1{R(X,Lq )] 
(b) A es la traza sobre X de un miembro A de 
11-1 )11. 
(c) A es la traza sobre X de un subconjunto A - compacto 
G 6 de  
Demostración. Mediante la cadena de implicaciones 
(a) 	(b) 	(c) c==>(a) , haremos 
nuestra demostración. Para la primera implicación. sea 
Me 01- (Sk(x4q )) entonces existe f efit(X, p ) tal que 
A = f 1  (11}) 	Como f eR.(x, ) entonces existe ge((X),P ) 
tal que (g/AX) o /\ = f; por ser ge ALL:\ ( ) P] tenemos que 
AI = -1 (11}) E  1[R(17N(X), 	• 
Afirmación. 	AA = All()(AX). Esto es lo que significa 
la afirmación (b). En efecto x e A im-
plica que f(x) . 1 luego g(Ax) . 1 por lo tanto AX C 
ahora bien, A SI X y xCA implica que Ax e. M y Ax C AX luego 
A; x e A(),\ X donde AA 5„; A;IñAX. 
Recíprocamente, sea y C A 41 () A X con y = Ax, x e X; como 
y e 1111 entonces g(y) = 1 pero como (g/AX) o 	f sE tiene que 
- 50 - 
f(x) = 1oseaxeAypor tantoy. AxCAA,osea se ha 
probado la afirmación. En conclusión, (a)c----r>(b). 
La implicación (b)i===>(c) es inmediata tomando en con-
sideración el teorema 3.1.1. 
La demostración de la implicación (c)r—C>(a) es inme-
diata tomando en cuenta el teorema (ver [7] ) siguiente: 
Si f es una función continua de valor real sobre X y c 
es un nómero real entonces cada uno de estos tres conjuntos: 
x : f(x) >c} , x : f(x) = c} , x 	f(x)-4- c 
es un conjunto cerrado y G. Si, recíprocamente D es un com-
pacto Gs entonces existe una función f en C*  (X, [0,1]) tal 
que D =x 	f(x) = 	A 
Teorema 3.1.3. (GOULD). Un subconjunto A de X es la 
traza de un subconjunto compac- 
to de J..-%.‘(X) si y solamente si es cerrado y acotado. 
Demostración. Supongamos que A es cerrado y acotado en 
X; aplicando el teorema 2.3.2. (c) y del 
hecho de que Aes un homeomorfismo, se tiene que AA es un 
cerrado y cl AA es compacto; por lo tanto, cl AA . AA. 
S‘( X) 
Por consiguiente, AA . AX () AA . AX 	clAA 
A(X) 
Observamos que un subconjunto A de X es cerrado si 
solamente si AA = AX 	cl AA 
jZ(X) 
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Recíprocamente, sabemos por hipotesis que existe 
91 J(X) tal que AA - AX () 8 donde 8 es un compacto de 
J;(X) ; además cl ( A A) C: cl ( AX) (1 cl 8 	luego por teore- 
A(X) 	JP,( X) 
ma 2.3.2. (b) cl (AA) c= J;(x) () cl 8 = cl 8 ; de lo an- 
S,(X) 	 $,(X) 	.J(X) 
tenor se deduce que cl ( A) es un compacto. De lo anterior 
( X ) 
se deduce que AA g AX n cl AA g-AX r) 8 = A A, por lo 
.(X) 
tanto, 8 = cl A PO 
S( X) 
Finalmente, cl (AA) compacto implica por teorema 2.3.2. 
(c) que A es acotado; de la observación anterior se tiene que 
A es cerrado, concluyendo así la demostración. 
Teorema 3.1.4. (GOULD). Un subconjunto A de X es un 
conjunto de Oaire (resp. de 
Borel) si y solamente si es la traza sobre X de un Subconjun-
to de Baire (resp. de Borel) en  
Demostración. 	DenotEmos con H la familia de todos los 
subconjuntos de J;(X) tales que su traza 
sobre AX son miembros de 50 ; con 80 (S.,(X)) indicaremos los 
subconjuntos de Baire de J(X). 
H = 	A /1 g 5(X) : 	( AX) e so } 
H es 	-anillo  
Sean A X , A
X e H, enton -, ce 	r\ (AX) e So , A5(1(AX) e So 1 	2 
luego, 
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(A 31 (\ ( AX)) 	(A)/ ( ( AX)) 	(Al \ 	r) ( AX) e S 1 	 2 	 1 	2 	 0 
por ser S un o- -anillo, se tiene 0 
;sz Sea A1: e H entoncesAnn /\X) e 
se tiene que: 
que AI  \ 	e H. 1 	2 
; por ser S un cr, -anillo, 
n Ax) .(L) A n )n( Ax) e s o 
por lo tanto, U An C H; de esta manera, que H es el 0-anillo 
generado por la clase 5[5(( 	E)] , luego por el teorema 
3.1.2. (c), H contiene a los subconjuntos compactos y 
Cris de S,(X), luego contiene a todos los subconjuntos de naire 
de SN (X). 
(1) S o(.. (X)) g. H - (AI 	/ iC ( AX) e So } 
Sea Hl la familia de todos los conjuntos AA subconjuntos 
AX tales que AA = A" 	( AX), donde A 	es subconjunto de 
naire de 5) (X). 
Hl = {AASAX / AA = 	( Ax), dol **  e  
2S 0- -anillo  
Sean AA1' AA e Hl entonces, AA1 \ AA 2 = 
xx 	xx ^ ; si An e. H,U ( Adoln ) 	(LJA")(-1( AX) 1 2 	 n n 
por ser S un Cr -anillo en 	luego Hl contiene a 0 
QI[SZ(X, E)] ; esto es, 
s (.5^,(x)) - 
S 3 
Esto es, Hl (=So. DE lo anterior se concluye que H1 - S . O 
(2) e5[1((X, P)]5.1111 
	
{A PI= A"r1(i\x)/ A"e 




0*(1( A X) con A"e 50(J(  X)) 
=--> A 
	
All () ( x) con AM< H 
  A 	 con A"n ( A X) e o 
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El argumento anteriOr se aplica, sin modificacibn, al 
caso de los conjuntos de Onrel. 
2. 	NUEVA CONSTRUCCION DE 'p. 
Definiciem 3.2.1. Una familia 3:- c=n(X) se denomina un 
n-filtro en X si ella satisface las 
siguientes condiciones: 
(i) 	0 
(ji) Si N1' N 2 e 3 entonces N1  () N2 e Pr 
(iii) Si N1  e 	' 2F-- N2  - n(X) con N1 =N2 entonces N 
Definicibn 3.2.2. Un ideal propio de C(X, E) es un sub-
conjunto I de C(X, E) que satisface 
las siguientes condiciones: 
(1) oei, 	71 0 ) 
(2) Para todo f, g en I, V-g pertenece a I 
(3) Para todo f en I, para todo g en C(X, E), f.g e I 
(4) 1 I. 
Ejemplo 3.2.1. Sea X , E; consid6rese el ideal princi-
pal I, generada por i, en C(E ,tR ) donde 
es la identidad sobre E ; entonces: 
I = <i> 	iif 	f(x) = x g(x) para algnn g 	C (iR , 
es un ideal propio de C(P U) y n(I) es un n-filtro en C(E, E). 
Notaci6n. 	Con :1(X) y ,"Telr (X) denotaremos las siguientes 
familias de cunjuntos. 
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V(x) — II El,c(x, u) : 	P ideal propio 
3C(x) 	 n(X) . 	ES un n-filtro 
Proposición 3.2.1. Si I es un ideal propio de C(X, E) 
entonces: 
(a) '21(I) = 	n(f) 	f 	I 	X(X) 
(b) Si 2:les un n-filtro en C(X, E) entonces: 
{f n(f)e } ;IX). 
Demostración. Directa utilizando las definiciones ver 
  
[3] Capitulo II. AL  
Observación 3.2.1. El análogo de la proposición 3.2.1. 
(a), en general, es falso al reem-
plazar C(X, E) por C)1(X, E). Ver contraejemplo en [3] Cap.II. 
Observación 3.2.1. (a) Definimos la transforMación 
n : '71(X) 	aZ(X) 
por n(I) =In(f) : f e 1«. Se observa claramente por la propo- 
sición 3.2.1. (a) que n(I) 	GZ(X). Análogamente definimos la 
transformación 
: GC(X)----- ZI(X) 
por 	) = {f C(X, E) : n(f) e (j-}; igualmente SE observa que 
77(21-) 	ZJ(X) por la proposición 3.2.1. (b). 
Se deduce, utilizando las definciones anteriores, que 
existen transformaciones que tienen las propiedades siguientes: 
1  
L. 
1 1 1 
53 el 
Definicinn 3.2.3. Por un n-ultra-filtro entenderemos 
un n-filtro maximal; esto os, un 
n-filtro que no está contenido en ningún otra. 
Notaci6n. Con J4(X) y 1 (X) denotaremos las siguientes 
familias: 
J4 (X) =1 I : I es ideal maximal de C(X, E) .1 
( X) = 	r es un n-ultra filtro sobre X.1. 
Observacián 3.2.1. (b) Las transformaciones que hemos 
definido en la observacián 3.2.1. 
(a) podemos extender a los conjuntos 
ra siguiente: n : Jt( X ) ---)- 	( X ) 
I 	n(I) 
donde n(I) = {n(f) 	f G I.} Ahora demostraremos que n(I) es 
un n-filtro maximal sobre X. 
Ya sabemos que n(I) es un n-filtro por observacinn 3.2.1. 
„a 
(a). Sea J. un n-filtro sobre X tal que n(I) 	, entonces 
pero I  
y como I es un ideal maximal, resulta que I _ 
De aquí se obtiene que 	= n rn( .5 _ n(i). 
Análogamente, 	: 1,((X) ----90-‘kt(X) 
— 
donde t(21) = (fe C(X, U) : n(f)€. Ya sabemos que 71(2F) 
es un ideal propio a causa de la observacián 3.2.1. (a), ahora 
demostraremos que es maximal. 
Sea V un ideal tal que Ti(3) =,J, entonces 
nE1C4.)_15=7:7 n(J'); luego por las propiedades anteriores 
1X(X) y 11(X) de la mane- 
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n(J), pero 	es  un n-filtru maximal, se tiene que 
Z1= n(J). 	De aquí resulta que 77(Z1.) 	[n(J)] .z)J 
pero como J es un ideal maximalr deducimos que 77(U) = J. 
Teorema 3.2.1. La aplicacián n : P.= (X) 	111. ( x es 
biyectiva y su inversa es 71». 
Demostracibil. Tes surjectiva 	Para todo '-‘1 elemento 
de 11(X) se tiene que n 
donde ri(ZI) es elemento de jt(X) 
n es  injectiva. Hasta considerar dos ideales maximales 
I e J; se demuestra fácilmente que sí 
n(I) = n(J), entonces I = J. 
De lo anterior se concluye que n es biyectiva; además 
I 	() 	
r Ln(I)1 = 	con n(i) = J. 
donde 71 :11(X)---b-jt(X) tal que para cada 3GrI(x) se tiene 
que 15(;1) es un elemento de j't( X ) • A 
Proposicián 3.2.2. Si 3 es un n-ultre filtro sobre X I 
un ideal maximal de C(X, E) entonces 
( I ) 
Demostracirin. Inmediata. Al 
Observacián 3.2.2. De las observaciones anteriores se 
deduce que n o 1-7 = 
En general, n o n 	 ver, [3]. 
	( ) 
J(X) 
Definicián 3.2.4. Sea i un espacio completamente regu-
lar, X un uub-ebsacio denso en T y 
un n-filtru (o filtro) sobre X; p t T s un  punto adherente 
El '3 en T si toda vecindad de p pn 	interoPpLa cada miembro 
de; es decir, 
  
VFEIT:F, 	V\NAlj(p,T), V n F 	V. 
es un punto límite de Y en T si toda vecindad V de en T 
contiene un miembro de "Y; esto es: 
tiVe'r) (p,T) 3Fe7 F V. 
 
Lema 3.2.1. Si X es denso en T I  las siguientes afirma-
ciones son equivalentes: 
(1) Toda aplicaci6n continua F de X en un compacto Y posee 
f 
una extensí6n f continua de T en Y. 
(2) X es C -inmerso en T. 
(3) Cualquier par de núcleos disjuntos en X tienen clausura 
disjunta en T. 
(4) Para todo par de núcleos N/ N2 en X cl (N1 n N2) = 
cl N1  ñ cl N2 
(5) Todo punto de T es límite de un (mico n-ultra filtro 
sobre X. 
Demostraci6n. (\Jose [3], cap. VI). 
y Teorema 3.2.2. (de Compactificacinn de  Stone-Cech) 
Todo espacio completamente regular X ad- 
mite una compactificaci6n 	X con las siguientes propiedades, 
(I) (Stone). Toda aplicaci6n continua f definida en X 
con aloras en un compacto Y admite una 
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extensión continua f de )5 X en Y (f se de-
nomina la extQnsión de Stone de f). 
(II) (Stone-Iech). Toda función f en C(X,J1) tiene una 
extensión e una función f -P en C( 	X,CR) 
(III) (Iech). 	Para todo par de núcleos disjuntos en 
X, sus clausuras en Tí:, X son disjuntas. 
(IV) Dado dos núcleos cualesquiera N1,N2 de 
X, se tiene: 
cl 	(N
1 
 () N 2) = cl 	N1  n cl 	N 
1), X 	 95X 	 X 2 ' 
(V) n-filtros distintos en X tienen limites 
distintos en 13 x-'  además )5 X es (mico 
en el sentido siguiente: Si T es una 
compactificación de X que satisface una 
cualesquiera de las propiedades de (I) 
a (IV) entonces existe un homeomorfismo 
entre 	•XyTque deja fijos X. 
Demostración. Unicidad de r,95X en el sentido dado. Del 
Resumida. 	lema anterior, sabemos que si T satisface 
una cualesquiera de las propiedades de (I) a (V), entonces 
satisface todas ellas. Considárese la aplicación idx : 
T; ella es continua en el espacio compacto. Como 
f) X satisface (I) entonces existe f : .)5 X ---- ›-T continua 
tal que f/X = id<; además, la identidad es una aplicación 
continua de X en J-5 X y, como T satisface (I), entonces adoli- 
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A 
te una extensián f 	 continua. 
A/-4 	 t•—• 
Demostremos ahora que f O f . id 	,fof= id . La 
A rs' 
restriccinn f o f/ X coincide con la aplicacián id : X---›-X y, 
f•-• 
como X es denso en 73X 	entonces f o f = id 	Analogamente, 
A 
como f o f/X coincide con idx 	 y X es denso en T, en- 
A 
tonces f o f . id ' - por lo tanto, f es un homeomorfismo con T 
A 
inverso f. 
Demostracián del (I) al (V). 
Haciendo T = „73 X en el lema 3.2.1., obtenemos la 
validez de I), II), III), IV); además, todo punto de 35X es 
limite de un (mico n-ultra-filtro en X; de aquí se deduce que 
dos n-filtros distintos en X tienen limites distintos en 	X. 
Construccián de 
Sea W(X) 1.11 11 es un n.-filtro sobre X}, 
N e n(X) 	p e N} tal que p = 	y 3C(F) el sub- 
conjunto de 3D(x) que consiste de todos los n-ultra-filtros 
Fijos; sabemos que existe una biyeccián entre m (F) y x 
X 
por consiguiente como a cada p G X se le asocia un único 




Ahora queremos describir 3e,(x) como una familia indicio-
da con un conjunto que sea extensit5n deX,Los puntos Y1)X son 
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definidos como los elementos del conjunto de índices, exten-
sinn de X; además, se representn la familia de todos los 
ultrafiltros sobre X con llmite p por 	yl p e ,J5x ; en 
caso que p e X, entonces Pe coincide con 91 . Introduzcamos 
una topología en -iex de manera que pe 95 X sea límite del 
n-ultra-filtroliP; definiendoM =tp€1..)5X : NE.1.11, PX 
se hace un espacio topolngico al demostrar que la familia 
IP 	: N c n(X)} es una base de cerrados para una topolo- 
gía en 	SX; lo anterior, es una consecuencia de la demostra- 
cinn de los siguientes puntos a saber: (a) 5¿ 	Tpx, (b) X es 
subespacio de 1)5X y (c) X es denso en yb X y JSX es compac- 
to. Para mayores detalles, ver [3] 
	
cap. VI. 
Con el objeto de introducir algunos ejemplos de Campeo-
tificacinn, consideramos lo siguiente: 
Lema 3.2.2. Sea S un subespacio de X no necesariamente 
denso entonces. 
(1) SI es C41-inmerso en X si y solamente si cl 	SI = 'As!. 
75x. 
(2) Todo conjunto compacto en X es C1  inmerso en X. 
(3) Si SI es un abierto y cerrado en X entonces cl 	S , y 
-pX 
cl 	(X\ Si) son conjuntos abiertos y complementarios en 
75X 
x . 
(4) Un punto aislado en X es aislado en 71X; y, X es abier- / 
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to en f:›X si y solamente si X es localmente compacto. 
Ver demostración [3] Cap, VI. 
Ejemplo 3.2.1. (a) COmpactificación del conjunto IN de  
los nnmeros naturales. Sabemos que 
V es un abierto de );IN por ser localmente compacto; 
además, por el lema 3.2.2. (3) si D es un subconjunto de V, 
entonces cl 	D es un abierto en 15V. Sea Ni  el conjunto de 
ISV 
x todos los enteros positivos impares entonces Ni  es C- inmerso en 
N, luego por el lema 3.2.2. (1) cl 	Ni  . 15Ni; de igual ma- 
P" 
nera, sea N2 el conjunto de todos los enteros positivos pares, 
entonces cl 	N 2 = 73 N2 	. 25 N, u 1s N 2 y 
)39  
n lb N2 = 0. 
Ejemplo 3.2.1. (b) Compactificación del conjunto 1)  
de los números racionales. Resulta 
como consecuencia inmediata del hecho que toda aplicación f 
de V sobre o en 715Q) es continua, luego tiene una extensión 
de Stone f de 95.T.J sobre -fin 
Ejemplo 3.2.1. (c) Compactificación  del conjunto E de 
los nnmeros reales. Sea Hel sub- 
espacio de todos los nnmeros reales no negativos y IR- el sub-
espacio de los nnmeros reales no positivos; como la clausura 
de un conjunto conexo es siempre conexo, entonces 13IR, 
25 E son conexas; además P es homeamorfa a P luego 
es homeamorfa i 	-; por consiguiente, cl U+ es 
)3n 
homeamorfa a cl U-, par lo tanto, cl fi-f. \ ER + y cl E- \ P- 
/3íR 	 ATI 
son homeamorfos. Coma n' es localmente compacto, entonces 
par el Lema 3.2.2. (4) se tiene que U' es abierta en .2S IR+ 
por consiguiente, cl 	114. = 73E4- - E+ es un cerrada en 
p ER -1- luego, es compacto. Finalmente para 
existe 
T -I2 1-1T2 
f : 
y  tal que f (561P \ IR) 	(-p 	- oR 	f (13 ) f (E ) = 
implica que f 	, _14T,1 	 T 12 51 7-
T 
}) . 0. 
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3. 	TEOREMAS DE SEPARACION PARA NUCLEOS Y CONJUNTOS UNITA- 
RICJS. 
Los teoremas desarrollados en esta seccián generalizarán 
el resultado de Cech dado en el teorema 3.2.2. (IV). 
Lema 3.3.1 	Si A es el, conjunto unitario de fe I(X, ir:1) 
entonces 	existe 
están 	contenidos 	en 	[0,1], 	tal 
Demostracián. 	Sea 	g(x) 	. 
h e S(X, p ) 	cuyos 
que A =  
max 	(f(x), 	O) 	=J 
h(x) 	. 	g(x) 	si 	(g(x) 
as i 	definida, 	satisface 
valores 
f(x), 	si 	f(x)0 
U, 	si 01>f(x) 
....t.' . 	1) 	y 
las 	con- 
definamos 	h 	: 	X---3.-171 	tal que 
1 h(x) 	- (g(x) > 1); 	h, g7-75- sí 
diciones que se requieren puesto que para todo x 	X 
h(x)4 	1 	si 	g(x). -.5.: 1 
h(x) <1 si g(x) > 1 
luego CLz., h(x) <:"... 1;adeons,n(g) n(h) luego h es a soporte acotado 
h-1(x) 	fxeX 	h(x) = 1} . .(xeX 	g(x) 	1} = 
.1x-X: f(x) = 1 = A; peroA=f 1(1); por lo tanto, 
A . T(h) 
Lema 3.3,2 	Cada punto de un espacio localmente compac- 
to posee un sistema fundamental de vecinda-
des compactas y 
Demostrac16n 	Sea x e E un punto de un espacio local- 
mente compacto; entonces dada una vecin-
dad abierta V del punto x en E existe una vecindad compacta 
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U de x en E tal que U 	U. Considárese ahora el compactifi- 
A 
cado F de E mediante el punto al infinito de Alexandroff; en 
A 
vista de que E es normal y .14 V son dos cerrados disjuntos 
por él Lema de Urysohn existe f É:	 continua y tal que 
(a) O 	f(x) ,<.; 1 	(x 11. E) 
(b) f(x) = 1 	(x E U) 
(C) 	f(x) = O 	(x e VE ) 
A 
Como E(f) es un cerrado en E, se tiene que es una vecin-
dad compacta; por (b) y (c) se tienen que US1 f -1(1) y 
V c 	 -1 f (0) luego U, VE son vecindades compactas y E (f) es 
un G, • finalmente, U n ss  
lo tanto E (f)51:. V. 
V = 0 si y solamente si USI V, por 
Lema 3.3.3. En un espacio completamente regular, X.con 
un sistema acotante 	los nncleds de 
JI(X,n) forman una base para los conjuntos cerrados. 
Demostracinn. Considátese en X un conjunto cerrado F y 
x e X\ F; por el teorema 2.2 1. (o) exis- 
te V ,  C r‹...(1x Z5) acotada y abierta tal que V , 	(X-F) = V 
51 V ,  donde V es abierta y acotada, además, existe f : 
continua tal que f(xO  )= 1 y f(x) - O para x 0.- V; luego 
f 	11(X, e), n(f)7=Z F; xo 	n(f) 
n(f)=F 
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Teorema 3.3.1, Sean A y O dos conjuntos unitarios dis-
juntos deR(X, E) entonces existe un 
miembro de ft(X, U) cuyo valor es cero sobre A y uno sobre B. 
Demostración. De la hipótesis del teorema, podemos ha-
cer las siguientes deducciones a saber. 
Existe fCX(X, U) y K un conjunto acotado que posee las si-
guientes características; 
(a) El rango de f está dentro de 0,11 
Es consecuencia inmediata del lema 3.3.1. 
(b) A es el conjunto unitario de fc JI(X, E). 
- En efecto, A- {xeX : f(x) = 1} .f 1  (1). 
(c) f = O sobre el complemento de K. 
Es una consecuencia de la definición 2.1.1., puesto que 
dado A acotado existe K acotado y f e C(X, E) tal que 
f(x) . 1 sixCAyf(x) -Osix11K. 
Como A y B son acotados, por el teorema 2.1 1., se tiene 
que A U 8 es acotado; podemos asumir, sin pnrdida de genera-
lidad que: A L) B5-74 K. En este caso se observa claramente 
que AS K y f(x) 	1 para cada x elemento de A y, f(x) 	O 
para cada x elemento del complemento de K. 
Considnrese la funció-1 continua f 1 . 1 - f. es claro que 
el ranoo de f 1 está contenido en el intervalo cerrado [0,1] 
y A 	n(f 1); además ' f 1  (x) = 1 pare cada x C K donde K es un 
conjunto acotado luego por la definicián 2.2.1. (6-3) y 
el lema 3.3.1. existe K1 acotado y h 	V,(X, U) tal que 
e h(x) = 1 	(x 	K)  
y KG: K h(x) 
h(x) =O, 
[0,1]. 
Considlrese ahora la funcián elp 	f 1.h; como A 	n(f 1)  
es claro que q? se anula sobre A y sobre el complemento de 
K 1 por ser h nulo en 1sta regi(in; finalmente, sobre 11\ A, 
O <4)(x) < 1 y p>0 sobre B. Considárese ahora la funcinn 
continua gl  cuyo rango está dentro [0,1] y 8 su conjunto uni-
tario; la funcinn o = 1-g1  tiene por nncleo el conjunto B. 
Finalmente , la funcinn: 
está bien definida puesto que A y 8 son di2juntos, es continua 
sobre X, 
q)(x) . o 	(x 	A) 
y(x) = 1 	(x 	8) 
y se anula en el complemento de 1-11  
Teorema 3.3.2. (GOULD). Si A y 8 son núcleos de 
SY(x n) y K un conjunto unita- 
rio de il(X, U) tales queACIK y6 r‘K son disjuntos entonces: 
	
cl (A ( K) (-) cl (8 	K) 	0 
-R(X) 	 j.(X) 
- 
por 
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DemostraciAn. Mostraremos, en primer lugar, que A (1 K 
es un conjunto unitario de 5I(X, 
Sea f ejl(X, U) tal que A . n(f) y g e g(X, P) tal que g se 
anula en el complemento de un conjunto acotado, digamos C 
además K es el conjunto unitario de g; por el lema 3.3.1 po-
demos asumir que cada una de estas funciones tienen como ran-
go [0,1]. AdemAs, la funciAn (I-f)g tiene como conjunto uni- 
tarioaA 	K es continuayse anula en el complemento de C. 
De manera similar, 8 n K es un conjunto unitario de .K(X, U) 
luegoArIK y 8(1K son conjuntos unitarios en j1(X, IR) dis-
juntos y, por el lema 3 3.1 existe he .fflx, n) tal que 
h(x) = O 	(x e A n K) 
h(x) , 1 	(x 	K) 
Como X es completamente regular, por el teorema 2.3,2. (d) 
existe jÇ h extensi6n de h, definida en J(X) con valores en IR x 
tales que n(h) contiene a cl (A (1 K) y E(h) contiene a 
j(X) 
tE(71) = 0 entonces 
cl (A (1 K) 	.1 (8 n K) = 0, 
J(X) 
Teorema 3.3.3 (GOULD). Si f,g e f{(X, U) y si a e 
es tal que a G cl n(f) y 
1;(x) 
a e cl n(g) entonces 	a cl n(f) (") cl n(g)). 
.A(X) 
DemostraciAn. Supongamos que a 	cl (n(f) 	n(g)), 
f:,(X) 
Cl 	(9 () K); COMO n(17) n 
Jz(x) 
entonces por el teorema 2.3.2. sabemos que J(X) es localmen-
te compacto, luego por el lema 3.3.2. existe una vecindad 
V y Gs de a en J(X) tal que Vi1 n(f) rl n(g) = 0; ahora bien, 
por el teorema 3.1.2. la traza K de V sobre X es el conjunto 
unitario de alguna función h ejX(X, IR); como K r) n(f) r) 
n(g) = 0 entonces K (1 n(f) y K (1 n(g) son disjuntos; por lo 
tanto, por el teorema 3.3.2, 
cl (K () n(f)) () cl (K () n(g)) = 0 
de donde 
cl 	(K r) n(f)) r) cl 	(K () n(g)) = 0 
( X ) 
lo cual es una contradicción. 
4. 	TEOREMAS SOBRE IDEALES Y n-FILTROS. 
Notación. De ahora en adelante, el anillo .1(X, fl) será 
denotada por TI. por ser conveniente. Si I es 
un ideal propio de 71, entonces 3(I) es la familia de todos 
los núcleos con f e I. 
Teorema 3.4.1. (GOULD) 	(a) Si I es un ideal propio 
de P. . 5(x, ER), la fa- 
milia de núcleos 2)(I) posee las siguientes propiedades: 
(i) 	Si N1' N 2 e 
	
(.T.) entonces N i ñ N 2 e(I) 
(ji) Si Ni 	7)(I), N2 e .5(P‘) y 	N1  entonces N2 e. 5 ( ¿  
(iii) 	Ningún mieffibro de 	(I) es vacío. 
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(b) Si 15 es esencial en X entonces las propiedades (i), (ii), 
(iii) también se ctimplen en  
Si vp ES degenerado en X entonces 5(s.P,) no varifica 
(iii); esto es, 0e rISCR). 
Demostración. Para la demostración de la parte (a), 
(v(ase [3] capítulo II). 
Si rY) es esencial la demostración de (i), (ji) resulta 
igual que la parte (a); para demostrar (iii) basta considerar 
un n(f) e (15( 5X(x, 	) con fc R(x, E); esto significa que exis- 
te A acotado tal que A c 	n(f) luego X \ n(f) SI A c= ni; por 
ser )5 esencial, X es no acotado luego n( f ) 	0 puesto que de 
serlo, tendríamos una contradicción con la hipotesis; luego 0 
no es elemento de 	(0(X, IR)). 
De lo anterior se concluye que ;!5(.1(X, E)) 25 un n-fil-
tro en X. 
Si J5 ES degenerado, la demostración de (i) e (ii) resul-
ta igual a la parte (a); sin embargo, 3 (.5Z(X, E)) no satisfa- 
ce (iii); esto es, 0€ 	(9;(x, E)), es decir, 
0 = n( L ) e ;B( g(x, n)) ;  pero lo anterior equivale a 
1 e A(X, E) lo cual es correcto puesto que existe 	y) 
con A c= B. : 1(x) = 0, J x e 0, y  -- 
Definición 3.4.1. 	(a) Una subfamilla de (3 (5((X, E)) 
que satisface las condiciones 
del teorema 3.4.1. se denomina un N-filtro sobre X. Si la 
subfamilia es propia de 1:n (g(X, E)) entonces el N filtro se 
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denomina N-filtro propio. El N-filtro :3(1) se dice oenerada 
por el ideal I. 
Del teorema 3.4.1. deducimos: 
(1) Si el sistema acotante .95 es degenerada, entonces todos 
los ideales propios de 1((X, P) generan N-filtros pro-
pios; esto se debe al hecho que Pie fr'1,5(0,(X, P)) y, por 
lo tanto, si un miembro f de I posee un núcleo vacío en- 
1 tonces su inverso 	existe y es miembro de g(X, E) y 
por lo tanto, el ideal no es propio. 
(2) No es evidente demostrar que si el sistema acotante 
es esencial los N-filtros generados por un ideal propio 
son siempre propios; nos dedicaremos a realizar 6sta de-
mostración en varias etapas. 
Lema 3.4.1. Si 	ES un N-filtro, la familia I( 	) de 
miembros de ji\ (X, P) cuyos núcleos son 
miembros de 	es un ideal. 
Si 9b es esencial, este ideal puede ser todo 5:((X, CR). 
) 	1f e q(x, P) : n(f)e. 	(SZ(X, P))} 
Demostración. La primera parte de este lema es la propo-
sición 3.2.1. 
Para la demostración de la segunda parte, observamos que si 
es esencial, (X,1 5,) un espacio topológico localmente com- 
pacto pero no compacto, 	la familia de los subconjuntos com- 
pactos de X y ;2? - 	( 5:( (X , E)) el N-filtro de X entonces: 
I( ;5 (,g(X, P)) - fi fe 5((X, P) 	N(f) e 	(S( (X, P))} 
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por consiguiente, es inmediato que I( ;B‹ ) 	$((X, 1.1). 
Recíprocamente, sea f 	(X, ) entonces 
N(f)e 	(9(>(, [IR)) luego f e I(p ); esto es, /(X, (R) 	I( 	). 
De esta manera concluimos que I( 	) - .1(X, IR). 
Definición 3.4.2. (a) El ideal I(3) del lema anterior 
se denomina ideal  generado por el  
N-filtro .5  
(b) Cualquier ideal generado por algún N-filtro se denomina 
un N-ideal. 
Lema 3.4.2. Si 75 es esencial, 	un N-filtro, ,5 un 
N-filtro propio y N0  un miembro de ,3 (R) \  
entonces la familia de miembros de <8 (1- 1 ) que conjuntos 
del tipo No n N con N 	es un N-filtro. 
	
(((x,L9))_Ime .3(R) / 3 Ne,3, 	n N 	M 
Demostración. Sean M1' M 2  c,1(:1); entonces: 
mi c ;3-(R) =I> 	N i €' 	:N n N c:-.m o 1— 
m 2 e(R) ==1> 3 N2 e ,3 	No n N 2 	M2 
luego, (No (1 N1) (1 (No (") N2 ) = No n (N1  n N2 ) 	Mi  n N 2 =I), 
M ( 2  e:á CR). 
Sean M1 	(}1 ), M2 e - (R,)con M cr. M 1 — 2 
ec,1* (1:{),==. 	 sto es 
: N r) N 1 q IN2 lo cual implica que M2 € 	(R ) 3 Ni 	0 
Supongamos que 0 	) entonces existe Ne ; 5 tal que 
No ('S N = 0; pweo (\1,1  No e ;3(R ) implica que 
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0 - No n N E ;3 (—>--dé--); luego 
	s6 ".541) y así, ,15(R) es 
un N-filtro. ji  
Definición 3.4.3. Si/J. es esencial, el N-filtro cons-
truído en el lema anterior se deno-
mina N-filtro generado por N0  y 
Lema 3.4.3. (a) Sea X un conjunto distinto del vacío, 
un filtro (resp. n-filtro) en X y 
A un conjunto distinto del vacío que no pertenece a 	. Si 
A es una parte de X tal que para todo F €3r,A  n F 	0 
entonces existe 
('a': A) = tG 510 9F- e - :A(117 1; CT 
filtro (n-filtro) generado por el filtro 2r(resp. n-filtro) 
y el conjunto A. 
Lema 3.4.3. (b) si j? es esencial, I ideal propio de 
SZ(X, P), f o no es elemento del ideal 
propio I; si 	es el ideal generado por f o 	I entonces el 
N-filtro generado por 	es igual al N-filtro generado por 
N(f 0) y  
Demostración. Existencia del generado; esto es, demos- 
	
traremos que V h e I, N(f0)C\ N(h) 	0. 
Envistadequef0  e(X,E),exi3teB.Cy5 , existe  1 	 1 
S 0 	IR tal que A.P. N(f 0) (1). 	Si h e. I, como I 	(X, 	)  
entonces h e V(x, u), por lo tanto, existe B. cy) tal que 
,a  Acl= j  con A c -91 N(h); (2) pero A1 U 2 es acotado y p ES 2 	2 
esencial luego: 
0 	X \ (Al  1,) A 2) = A c:í I') 	N(f 0) ñ N(h); por lo tanto, 
V h 	I, N(fo )n N(h) 	0 lo cual por el Lema 3.4.3. (B), nos 
asegura la existencia del N-filtro generado por N(f 0 ) y  
Sea: 
H - (S(X, E))/ igh e I 	N(h) 	N(f 0 ) 11  N ) 
el N-filtro generado por N(f 0 ) y (I); demostremos que 
H  
Sea N e H entonces =3 h 	I : N(f0 )("1 N(h) 91- N; pero 
22 f o + h2 e I implica que N(f 0 ) (1 N(h) 	N(f o + h2 ) 
ahora bien, como N(f )/-1 N(h) e f5(I) y N(f 0 ) r) N(h) 5; N implica 
que 	N e 	(II); esto es, H(I). 
Recíprocamente, sea N(h) e ,3(II), entonces h E II; pero 
h 	=4> h - g + 1 . f o donde g € I y le .p((x, E); esto sig- 
nifica que N(f 0 ) (1 N(g).7-.., N(h); esto es, N(h) 6 H, es decir, 
/13(II) 	H, concluyendo así que H = 
Lema 3.4.4. 	Sea E un espacio topológico localmente com- 
pacto, K .1.1E compacto y Es . 	Si f es una 
función definida en K con valores en [O, -a)j , continua con 
la topología inducida por E sobre K entonces existe T exten-
sión de la función f sobre E tal que: 
(a) T es continua sobre E. 
(b) T no toma el valor infinito sobre MC 
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Demostración. Sabemos de la topología general, que 
[O, 1] y [O, 1-0D] son homeomorfos; este 
hecho nos permite hacer esta demostración con el espacio ima-
gen [O, 1] en lugar de [O, 1-0D] . 
Como E es un espacio localmente compacto, él esta inmer-
so en el compacto E (compactificado de Alexandroff); además, 
por ser [5 un compacto y Gs de F, estas propiedades se censar- 
^ 	 A 
van en E. En vista de que E es un compacto, él es normal 
A 
luego por Urysohn, existe una función continua f extensión 
A 
de f definida en E con valores en [O, 1]. Definamos una fun- 
A 
ción troncadura h sobre E con valores en CO, 1] y tal que 
h-1(1) - [5, compacto y G6 de E; esto nos permite construir 
una nueva función T = f . h continua que es una extensión de 
f y satisface las condiciones requeridas. 
Teorema 3.4.2. (GOULD). Si I es un ideal propio de 
51(X, U) entonces existe un 
miembro de (3( g(X, n)) que no es miembro de ,11(I). 
( ;3(I) es un N-filtro propio). 
Demostración. Se desea demostrar que si I es un ideal 
propio de 5/(X, 0) entonces :.!1(I) es un 
ideal propio de ',3(jf‘( X, P)); esto es, existe un miembro de 
3((x, n)) que no es miembro de ,B(I). Para hacer esto, 
demostraremos que es falsa la siguiente afirmación: 
Todo miembro de (15(5<(X, E)) es un miembro de ,3(I); es 
decir, 1 . 5(X, P). 
- 
Sea f o WX, E) donde fu / 	entonces existe Oie'P 
y A glfli  tal que f 0(x) - O para todo x eAc ; es decir, 
A c <I N(f 0 ) luego X \ N(f 0 ) 9.1A .T;;EJI, por lo tanto, X \ N(f0 ) 
es un conjunto acotado; además, por la definición de sistema 
acotante, dado B. e, 	existen Hj e»  , h e C(X, E); 
	
1 	tal que B 	El(h), B
c c;N(h) por lo tanto, 
X 	N(f 0 ) 	B. c7E(h); además como suponemos que ,Z(I) = 
,3(.R(x, E)), dado 11 , debe existir un %tal que n(q0) 
n(h) y, por ser I un ideal entonces g = go e I, por lo tanto, 
n(g) = n(h) g es positiva sobre X \ N(h) y g(x) > O para 
todo x e E(h). Considérese ahora dos extensiones 	y F de 
g y h respectivamente sobre S\ (X); observamos que la restric- 
ción de 	sobre E(771) es continua y no negativa. Definamos: 
f(x) 	1 , 	(x e E(5), 	o < 5(x) < + 00 ) 
g(x) 
f(x) - +03. , 	(x 	E(5), 	-g(x) = O ) 
f(x) = O 	7 	(x e E(S), 	- (x) - +Cø ) 
entonces f es una función continua y no negativa definida 
en E(h) con valores en E; además, E(Ft) es un G6 y cerrado 
en JZ(X) que es localmente compacto, luego un sistema acotan 
te 13 son los subconjuntos compactos de .5:,(X); de lo ante-
rior se deduce que E(5) es un cerrado en un compacto, luego 
compacto. Del lema 3.L.4• se tiene que existe «f extensilln 
de f a J(X) que satisface las condiciones mencionadas del 
lema. Si consideramos ahora la funcián contracci6n f1 de 
T a X, ella posee' las siguientes propiedades: 
- 73 - 
(a) f es continua y de valor finito. 1 
(b) 1(x) g(x) - 1 para todo x e CE(h) por lo tanto, para 
todo x e X \ N(f o). 
Finalmente, la función h . f = -IP posee las propiedades 1 
(e) y (b) que han sido satisfecho por f l; en efecto, es claro 
A 
que f es continua y de valor finito cumpliéndose así (a); 
además, 
f(x) g(x) - h(x) . f i(x) g(x) = f i(x) . g(x) 
	
(xC E( h)) 
Como f y h son elementos de g(X, E) entonces 
f e 0(X, n). 
Como g e I, el producto (9 = g . f es también un elemen-
to de I; demostremos que ahora 4)(x) = 1 para todo x E X : 
f 0(x) i n. En efecto f 0 (x) 	O si y solamente si x e 
X\ 	N(f 0)7.,-1 E(h) por lo tanto , r0 (x) A 0 implica que 
x 	E(h), lo cual tiene dos implicaciones a saber: 
(i) 	h(x) - 1; 	(ii) 	f 1  (x) 	g(x) . 1; 	ahora bien, 
A 
qP(X) = g(x) . f(x) - g(x) h(x) . f 1  (x) = g(x) 	h(x) - 1. 
Además, 1.1)E .I luego f o . ye I; pero f o .kp = f o si y 
solamente si f0 	' I. en conclusión, para todo fO  g(X, E) 
se tiene que f 0  e I, de donde g(X, E) 91-- 1; pero 1 es un 
ideal propio de JZ(X, 	lo cual significa que I = 51‘(X, E). 
De lo anterior se deduce que pomo q) = 1 duendo f o A 1B 
entonces por (b) f o .4) - f O 	I 	). 
El teorema que acabamos de demostrar, nos permite esta- 
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blecer algunas propiedades entre ideales maximales y 
N-filtros. 
Teorema 3.4.3. Todo ideal maximal es un N-ideal. 
Demostración. De la definición de ideal maximal se 
sabe que todo ideal maximal es un ideal 
propio; además por el teorema 3.4.2. si M es el ideal propio 
antes mencionado, entonces :5(M) es un N-filtro propio de 
;15.(SZ(X, U)). Si Mi es el N-ideal generado por N-filtro 
,B(M) entonces es obvio que M 5= MI donde M' es propio por-
que N-filtros propios generan N-ideales propios; pero recor-
demos, que M es ideal maximal, por lo tanto, M = MI. 
Definición 3.4.4. 	Un í\-filtro propio se dice maxi- 
mal en ,3(R̂.) si y solamente si no 
está propiamente contenido en otro N-filtro propio. 
Teorema 3.4.4, Un N-fíltro propio A es maximal en 
25(X) si y solamente si o bien 
(a) Dado un miembro cualesquiera A de :11(Tt) que no es 
miembro de ,5 y dado un miembro cualesquiera 	de 
;15(1) existe un miembro C de ...15 tal que A n 
o bien 
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(b) Si A es un miembro de 3(3;) que no es miembro de .3, el 
N-filtro generado por A y Ses 53(171). 
Demostraci6n. Se deduce fácilmente del Lema 3.4.2, uti- 
lizando las definiciones. 
Teorema 3.4.5. El N-filtro generado por un ideal maxi- 
mal M de R(X, 	es maximal. Recípro- 
camente, si 	es un N-filtro maximal, el genera un ideal 
maximal. 
Demostracián. Como M es un ideal maximal, considárese 
A y B definido de la misma manera que el 
teorema 3.4.4. y ,3 = 5(M). Sean f, g e jI(X, E) de manera 
que N(f) = A y N(g) = B; además, existe in en M y Aelfr(x, U) 
tal que g = Plf + h; además, por la propiedad 1.1.1, N(f) 
N(g)5.1 N(9kf + h) = N(g); es decir, A () C 51 B donde B = 
del teorema anterior, se concluye la demostracián. 
Recíprocamente sea 	el N-fíltro maximal y M el ideal 
generado por 3 ; es claro que B  es propio, puesto que M es 
propio. Sea fe fl(X, (R) donde f 	M; entonces 
N(f)1 .z1,5, por causa del lema 3.4 $, sabemos que si MI es el 
ideal generado por f y M; y, :;.5 1 es el N-filtro generado por 
N(f) y 5:5 entonces .31 . ;5(W) y, por sur maximal, .3s= (5Cit) 
por lo tanto, Mt = .11 en virtud del teorema 3.4.2. 
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5. 	CARACTERIZACION DE IDEALES FIJOS Y LIBRES. 
En esta sección, generalizaremos algunos resultados 
de [3]. 
Definición 3.5.1. Un ideal maximal de g(X, E) es fijo 
si los miembros del N-filtro corres-
pondiente, poseen interseccinn no vacía. Se dice libre si la 
intersección es vacía. 
Teorema 3.5.1. (HEWITT). Si p e X, la familia M de 
miembros de 9((X, E), que se 
anulan en un punto es un ideal maximal fijo. Recíprocamente, 
si M es un ideal fijo entonces M =M para algnn p elemento 
de X. 
Demostración. Debemos demostrar que M -kf 	E) : 
f(p) = 0} para algún p 	X es un ideal 
maximal fijo. Se 	$((X, H) 	-9-- IR a y. 
así definida 
P' 
ker= M ; por ro tanto, M es un ideal de p(x, e). 
P 	P 	 P 
Se comprueba fácilmente que 11. es un epimorfismo; por 
consiguiente, el cociente de 5(X, U) por Mp SS isomorfo a S 
que es un campo; por lo tanto, M es un ideal maximal. La 
P 
demostración de que y es ideal fijo 2S inmediato. 
P 
Recíprocamente, sea M un ideal maximal fijo, S2 tiene, 
f 	 - f(p) 
2S un homomorfismo de anillos; además, 
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por definición, que 0 	n f -1(0); por lo tanto, existe, 
f M 
al menos, un p e X tal que p 	(-) f-1(0); de lo anterior 
feM 
se deduce que M c.7-M 	= M ; ahora bien, como M es un ideal 
P)- 	P 
maximal, se tiene que M = 
Definición 3.5.2. Sea (X,Z) un espacio topológico 
compacto y iglit(X) el conjunto de 
todos los ideales maximales de C(X, P); si 
= 1M e 	fe Mp . . con fe C(X, E) es una base de ce- 
rrados para una topología, la topología definida por d5- 
1) sobre ,( se denomina la topología de Stone sobre 	. 
Teorema 3.5.2. (GOULD). Si (X,t) es un espacio lo- 
calmente compacto, todos 
los ideales maximales de .1(X, E) son fijos. 
Demostración. Sea N un núcleo de .1(X, IR) donde N 
no es Elemento de (3(M) y M es ideal 
maximal; X \ N es relativamente compacto, es decir, X \ N 
es compacto. 	Sea {N.} 
	
una subfamilia finita de 
A 	AN, 	 A 
entonces N1 (1 N2 (1 N3 (1 .. (1 Nr (1 X \ N 
es distinto del vacío por el teorema 3.4.1.; además, como 
A 
cada Nr es cerrado y X \ N es compacto entonces 
N n (x \ N) es distinto del vacío per lo tanto es 
N e p(M) 
un ideal fijo. 
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Teorema 3.5.3. (GOLJLD). Si X es un espacio que no es 
localmente compacto y 
a e ...(X) \ X entonces la familia M de todos los 
f eJ(x, FO tales que la clausura en ..(X) de N(f) contiene 
a a es un ideal maximal libre. 
Ma  - {f€ 5(X, ll)/ a e cl J(X) 
es libre. 
Demostración. Denotemos por F = IN(f) / f € M} ; se 
desea demostrar que r tiene la propie-
dad de la intersección finita; en efecto, sean 
i)1 	 entonces f1, 2''n 6 Mal por 




e n cl P'J(f ) = clí 
(X) 
por lo tanto, n rJ(f.) 
por el teorema 3.3.3., 
Pasemos ahora a demostrar que 	es un N-filtro. 
Se í'J(f) 	, N(h) = f'J€ 	(P,) y í'J 	N(f); como N12 N(f) 
entonces cl P i2 cl Paf) 3 a; por lo tanto, P - rh)€ 
J(X) 	(X) 
Sea rJ(f)F ; si N(f) - 	entonces a € cl 0 = 0 lo 
J x) 
cual es una contradicción, luego 	s un N-filtro. 
Para demostrar que vz  es maximal, consideramos un 
núcleo N tal que N 0 	y N C 	(fl ); se di-be demostrar 
que N contiene lo intersección de N0 con alg(in miembro 
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N1 C 	esto es, N 1-1 N c= N1. 0 	1 --  
Como N 0,11 O 	entonces a <á cl 	N • esto es, J;(X)
07 
a e (ci 	N ) c que es un abierto, por lo tanto, un elemento 
.(X)°  
de la familia 's\ri(a); por el teorema 3.3.2., existe una ve- 
cindad V compacta y G4 tal que V 	(cl 	N ) c y V n N o = 0; 
.1,(X) °  
sea A = V (1 X - E (f) de algún f e g(x, E) y N n N o = g-1  (0)
para g c S(X, E), entonces (1-f) . g e ..1(x, F); demostremos 
que A S; N((1-f) . g) - Ni; en efecto, 
x e..101,--r (X eV A xeX) ===t> f(x) = 1 
x e A a=ri> (1.-f)(x) 	O ===> 	((1-r) g)(x) = o ..t> 
x e N ((1-f) g) = Ni; por lo tanto, A S; Ni. 	Pero, 
comoA=X(1V 
cl 	A - cl (X (\ V) 5; cl X n cl V - cl V = 	= V; 
.(X) 	 J(X) 	J(X) 
por lo tanto, 
V (1 cl A A0,==i> secl A - cl A ===f> aeNi. 
J(X) 	 .(X) 
De lo anterior se concluye que N1  E," 	y (1-f) . g e Ma. 
Demostraremos, finalmente, que Ni  (1 No = N(1No _51.; N. 
Sea x CN1 (1 N o entonces x e 1\11 Axe No. 
como x e Nl, ((1-f) g)(x) = O .==L> 	(l_f)(x) g(x) = 
O .==> (i-f(x)) g(x) - O; de lo anterior se deduce que 
(f(x) = 1) o g(x) = 0. Si f(x) = 1 entonce,- x e V, pero 
xe No y esto, es una contradicción. 
Para g(x) =Ose tiene quexeNnNo por lo tanto, 
xeN nNKI por lo tanto, Y2 es maximaleI(:) es 
maximal. 
Por último, demostraremos que I(r) = Ma donde 
I(r) = {f e 5«x, R) / N(f) e yl.; en efecto, f C Ma r--1> 
N(f)C y-  puesto que f C Ma c=i> f C .p((X, P), N(f) 
f e I(); por consiguiente, Ma 	I(F ) 
Recíprocamente, 
f e I(T) ====t> f e j:/(x, P), N(f) e 
1===> f C ((X, P), fe Ma 	 a 
por lo tanto, Ma - 
Observación 3.5.1. Hemos demostrado, en el capítulo 
anterior, que J.?,(x) y es localmente 
compacto; por el lema 3.3.2. existe un sistema fundamental 
de vecindades del punto p compacta y Gcs que es disjunta de 
NO' • además, por el teorema 3.1.2. sabemos que la traza 
sobre X de ésta vecindad, es un conjunto unitario de 
f e 5((x, M) y que existe una función g de SZ(X, (R) cuyo 
conjunto nulo es N (1 N . 	Como (1 f).g e .5(X, (R) ella es 0 
incluso un miembro de M por lo tanto, N1  c;5 	y N1  (1 No = 
N n No 	N. 
Teorema 3.5.4. 	(GOULD). (a) Todo ideal de .((X, 0) 
esta contenido en un 
ideal maximal. 
(b) Todo ideal maximal es del tipo M 
- so - 
Demostración. Del teorema 3.5.2. se deduce que todo 
ideal de ,p/(X, GR) en JZ(X) es un ideal 
fijo; esto significa que la intersección de la clausura en 
J;(X) de un N-filtro es diferente del vacío, por lo tanto, 
existe un ideal maximal que la contiene. 
Si la intersección del N-filtro es reducido a un punto, 
entonces se tiene la solución Á 
CAPITULO II/ 
REPRESENTACION DE J(X) 
En este capítulo haremos dos generalizaciones; la prime-
ra, consiste en la representación de JZ(X) mediante ideales 
maximales; la segunda, generaliza un resultado de C(X, E) en 
el cual el anillo clase-residuo generado por un ideal maximal 
es un campo. Finalizaremos este capitulo poniendo en eviden-
cia un isomorfismo existente entre la (1-completación ")( X) 
de X y el espacio de todos los ideales maximales de C(X, E). 
1. 	REPRESENTACION DE J(X) MEDIANTE IDEALES MAXIMALES. 
Sea (X,25) un espacio topológico completamente regular; 
sabemos, de las referencias que se indican: 
1) 	Cada ideal fijo maximal de C(X, E) es de la forma: 
Mp = {fe C(X, E) /f(p) - O } (p ex) 	[12] 
Teorema 4 1.1. Las siguientes afirmaciones son equi-
valentes: 
(1) X es compacto. 
(2) Todo ideal en C(X, E) es fijo. 
(211 ) Todo ideal en C*(X, n) es fijo. 
(3) Todo ideal maximal en C(X, E) es fijo. 
(311) Todo ideal maximal en el(X, E) es fijo. 
(véase [3] ). 
Si (X, e) es un espacio compacto, cada ideal fijo maxi- 
mal de C(X, n) es de la forma M ; 2S decir, 
R(X) - 	M 9; C(X, n) / M es maximal 
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a(in más, la aplicación: 
X 	 X( X ) 
p 	M 
es una biyección. (ver [12] ). 
Si (X,r) es un espacio compacto y si para cada 
fe C(X, U) y para cada pe X indicamos: 
F f1p = {Me át(X)/ fe Mp } 
{Mp e Ji(X) / f(p) = 01 
Ff lP 
entonces: 	fl _ {Ff p f e C(X, tR), p e X } 1 
es una base de cerrados para la topología de Stone, que 
denotaremos por tSt 
sobreR(X), tal que 
X JL rt.  
El teorema de Gould que se desarrolla a continuación, 
generaliza ésta situaci6n. 
Definición 4.1.1. si 	es la familia da ideales msaxi- 
males de 5((X, 0) y si f . 	P S 
1 - 
un 
miembro de V<CX,Wentonces denotemos con 	a a familia 
1
M C ent : f. 	M 
Teorema 4.1.2. (GOULD) 	(a) La familia 	forma una 
base de conjuntos cerrados 
para la topología a- sobre ni  
(b) El espacioffit con la topología 	es homeomorfo a  
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Demostraci6n. En .,p(X, U), todo ideal maximal es primo 
por ser semi-regular; en vista de que 
cada ideal maximal en un semi-regular, genera un campo de 
clase residual. 
Sean Ai 	{MICA/ fi  C M} , A j _ (M eJL,/ fi  e M} y 
A k = {1,1 ejt /fk = f i  . f j eM} yMeAik) M. entonces 
Me 	 e 1 1 	 1 
tiene f j e M; esto implica que para p EX, (f i  . fi)(p) = 
= O = fk (p) siendo fk = f. . f. luego M e A • 1 	 1 	 k' 
deloanteriorsededucequeA.UA 1 	j 91Ak 
Recíprocamente, si M e A k entonces fk - 
pero, como M es maximal y Six (X, IR) es semi-regular, (ver 
teorema 4.2.2.) por lo tanto M es primo, luego fi  . f j e M 
implicaque(MeW(MeA.); es decir, M e A.ki A., 1 	 1 
luegoAk =A.UA.. 1 
(b) Acabamos de demostrar que 	{Ai} es base de cerrados 
para una topología 	sobre s.  . Para o( 	n 	sea 
Foc - n A.; entonces {F 	es decir la familia de las 
A.e.« 1 
intersecciones arbitrarias de elementos de n , constituirá 
la familia de los cerrados de la topología "C que define la 
base de cerrados .0_ . Gracias a los teoremas 3.5.1. y 
3.5.4., se puede establecer una correspondencia 
a 	 (a) - 
donde es evidente que y es biyectiva. Ahora bien, 
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= {a e 	/ p(a) C Ai  = /a 	 Ma 	A i } 
=a J(X) / fi  € Me = {a e J(x) / f i(o) - 0} 
= 	C 	/ a e N(f i) 	N(f i) 
lo anterior significa que Ai  =p (N(fi)); esto es, que 
cada A. es la imagen bajo y de un subconjunto cerrado 
= N(fi) de JZ(X). Luego, w (F01 ) - m?-1( n Pi)  
A.Co( 
= (--) tu' (A.) = 	77-17 cerrado en „C(X); por lo 
A. €.0( 	 pLeo< 
tanto, F-0( es la imagen de un subconjunto cerrado de J;(x). 
Recíprocamente, sea 8 un subconjunto cerrado de J(X) 
x o e ..g(x)\ 8; por el teorema _).3.1, existe una vecindad V 
de8y ..Z.00,(R)talquef..0 sobre V y fi(x0) = 1; 
de loanteriorsededuceque 	 esto es f. 	M . xo 
Además, por el teorema 2.3.2. (b), X es denso en J(X) y V 
es una vecindad de 8, luego 9p(e).5:4 Ai; es decir, qp(e) es la 
intersección de todos los conjuntos A que contienen a 8; en 
conclusi6n, la topología de n definida mediante las imágenes 
de y de los cerrados de ,„q(X) es idéntica a 
2. 	CAMPOS ORDENADOS GENERADOS POR IDEALES MAXIMALES DE 
S((. x, E). 
Del teorema 3.5.1. (c) hemos visto que todo anillo de 
clase residual de C o el  generado por un ideal maximal fijo 
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M es un cuerpo isomorfo a F. 
En (f3J-14 E) se presenta un ejemplo de un campo-clase-
residual de un anillo de funciones continuas que es isomorfo 
con un campo cociente de un anillo clase residual de otro 
anillo de funciones; el primer anillo es C(ff\J) donde U es el 
conjunto de los n6meros naturales; el segundo es C(22) donde 
E= fN {o--) y o— e 73EN - cm. 
Nuestro objetivo es demostrar que el anillo clase resi-
dual generado por el ideal maximal de jI(X, E) es un campo. 
A pesar de que no se ha especificado, todos los anillos 
dados en los ejemplos citados, son conmutativos y con unidad. 
Para obviar esta dificultad en 5I(X, P); introducimos la si-
guiente definici6n: 
Definición  4.2.1. (a) Un miembro 	de un anillo con- 
mutativo 110 se denomina una uni- 
dad local de f en 	si e-f . f. 
(b) Un anillo conmutativo 'X se denomina semi-regular si 
cada f. en 11 posee una unidad local 
Teorema 4.2.1. Dado un ideal I de un anillo semi-regular 
y g un miembro de f̀ g que no esta en 
I entonces el ideal generado por I y g es el conjunto: 
f 
: f - h 	sg, h e I, se Yl 
Demostraci6n. Denotemos por <I U -kW> = II el ideal 
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generado por I e g; veamos que forma tienen los elementos 
de II; para ne Z. un elemento típico es 	he I : 
h + sg + ng = h + (n+S) g = f, es un elemento de II; como el 
anillo 11 es semi-regular, luego se tiene ng = n(en) = (ne)g 
f, y, por consiguiente 
sg + ng = sg + (n.e) g = (s + n.e) g = r! g 
donde rI = s + n.e C 
Corolario 4.2.1. Todo ideal maximal de un anillo semi- 
regular genera un campo de clase resi- 
dual. 
Demostración. Ver [4] . A 
Teorema 4.2.2. (GOULD). 	j1(x, n) es un anillo semi- 
regular. 
Demostración. Sea0E-g-Xacotado; sabemos que existe 
e e JI(x, n) tal que 0(t) . 1 para todo 
t C E; por lo tanto, esta función es la unidad local de f si 
el soporte de f está contenido en E. 
Definición 4.2.2. Dado un ideal maximal M en ff(X, E); 
la clase de equivalencia módulo M de 
fe' 11(X, E) será denotada por M(f); en particularMse deno-
tará por O. 
Definicílnn 4.2.3. 	(a). Dado un ideal maximal M y un 
elemento f en f{(X, (H). decimos 
que M(f) >0 si existe g en 11(x, p) tales que g >0 y M(f) = 
M(g). 
(b) Dado dos elementos f y g en 1/(X, U); decimos que 
M(f) ..>M(g) si M(f - 9) > 0. 
Con las dos definiciones antes mencionadas, estamos en 
capacidad de imponer un orden total sobre SI(X, [R)/M. 
Teorema 4.2.3. (GOULD) (a) Si Men > O y M(g),>-M 
    
entonces se tiene las si- 
guientes relaciones: 
(i) 	M(f + g) >0 , 	(ii) 	M(f • g);1.- 0»  
(b) Para todo f€.1 
(c) Si tanto M(f) 
o bien M(f) .> 0 o bien 
come M(-f)> O entonces M(f) 	O. 
Demostraci6n. (i) En efecto, sean f, g e 	(x, M) y 
M un ideal maximal en dicho anillo; 
entonces, existen 	1, 4) 2 e M tales que 
f 	+ h1 1 
g 	h 2 
donde h1'  h2 	' O• por lo tanto, por ser M(f) > 0 Y M(0);› 0 ; 
f 	g = (1P1 	2) + ( h1 + h2) 
donde Ti 4- T2 e vi y h, + h2  > O• ' 
luego: 
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M(f + g) = M(1) 1  + y 2) + M(hi  + h2) = M(hi  + h2) 
de donde por la definición 4.2.3. (a) se tiene M(f + g) >0. 
(ii) Sabemos que: 
f . g 	T1 T2 + hl h2 + 9)1 h2 	4)2 hl 
donde el primer, tercer y cuarto t6rmino son elementos de M; 
luego, 
M(f . g) = M(hi  . h2) >0 
por lo tanto, se concluye la demostración. 
(b) Consid6rese: 
f + = sup (f, 0), f -  = - inf (f, 
entonces, es evidente que f+ , f- son elementos de 2R; por ser 
11/M un dominio de integridad y M(f+  • f -) = 0 entonces se 
tiene o bien M(f) = 0 o bíen M(f -) = 0 y f+ , f 	0. 
ler. Caso: M(f-) = O. 
En efecto como f = f÷ 	f-, M(f) = M(f) 
m(f-) 	>0, luego M(f) > 0. 
2do.  Caso: 	M(f) = 0. 
Como f = f+ - f 	y M(f) = M(f) - m(f-) = 
M(f -) entonces M(-f) 	M(f -) > O concluyendo así la demos- 
tración. 
(c) Demostremos, en primer lugar que para cada f e R (x, 171), 
M o f- € M. 
NotEmos sus. f 	f 	M, Juego M(f+. f-) = Ken = t] 
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Como 51/ es dominio de integridad y M(f) . M(f-) = O, en-
tonces o bien M(f) = O o bien M(f-) = 0 lo cual es equiva- 
lente a f+ 	o bien f -e M. 
Caso (a). Supongamos que f e M. 
En este caso, recordamos que por (b) se tiene 
M(f) = M(f) 	O. Supongamos, por hipotesís, que M(-f) >0 
entonces es claro que M(f) „Il O entonces existe h > 0 tal que: 
M(f) = M(f) = M(-h) 
es decir, existe g C M tal que g = f+ + h. 
Observamos que 
N(g) si y solo si g(x) = O 
x 	N(g) si y solo si f+(x) + h(x) = O 
(f+(x) 	O, h(x)>C1 ) 
x 	N(g) si y solo si f+ (x) = O 	h(x) = O 
x 	N(g) si y solo si x 	N(f) A x E N(h) 
x C N(g) si y solo si x e (N(f+) 	N(h)) 
por consiguiente: 
N(g) 	N(f) 	N(h)ta N(f) 
luego por el teorema 3.4.3, se tiene que f+ 	M. 
En resumen, f+ CMyf- EMentonces f+ 	f- =fEMpor lo 
tanto M(f) = O. 
Teorema 4.2.4. (GOULD) 	El campo de clase residual 
ideado por al ideal maximal M de 
X(X,IFI) y ordenado de acuerdo a la definición 4.2.3, contiene 
un subconjunto isomorfo a 1- recta real 
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Demostración. Sea f i  e 5-&(>(, E) tal que M(f 1) es la 
identidad en :R/M; como M es un ideal 
maximal, entonces M es un N-Ideal, luego M( f) 	O para 
cualquier 'X 	O. Considérese ahora la aplicación 
(p: <m(f i)> 	  
X. M(f i) - M( 	f 1) 1-"'"" ix 
y es bien definida. 
En efecto, si 	f i) = M(fr. f i) entonces 
M( 	- 	fi) = M(0) luego M((?, 	= M(0) implica 
que tp[M((9. 	 - 	[M(0)] por lo tanto, 	--= o, 
esto es  
es campo de unidad M(f 1). 
kpcm("A f i) + m(yLr i) = 	cmc ",\+Hf i) = 
(m( f i)) +  
T(« f i) • m(kkif i)) = 	 -y- 
(Km( 3\ f i)) • (F. (m(p-
es injectiva. 
= (19 (m91 f in  ='.› 	(1\4( ' -"P" )f i)  
=4,› X=& "=> M 	) 	f ) 
1-P es epimorrismo. 
Esto resulta del hecho puesto que 
(M(p-f 1)) _ft, 
Además, 149(M(f 1)) - tpcm(i . f 1)) = 1; 
morfismo de campos. 
Sea M(f 1) la unidad de :R/M 
para cada y-e IR, 
luego, LÇ es un iso- 
g + M 	g €59,1 ); 
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SE demostrará ahora lo siguiente: 
	
(i) 	M(f) 	o 
(ji) 	).€E, m( 	<1==> 	o. 
Demostraci6n. 	Sabemos que f l = f
+ - f 1 y que por el 1 
teorema 4.2.3., o bien f+ C M o bien 1 
C M. Supongamos que -FI C M, entonces como f+ = - f- 1 	1 
entonces: 
M(f 1) = M(f
+ - 1:. 
1 ) = M(f
+ + f+ 1 	 1 	1 ) = M(2 	) = M = 11111  
puesto que -FI e M; luego, M(f l) 11.3 	 puesto que 
M(f 1) es la unidad de F1/M. 
Si f+ 0 M. entonces se tiene que f - C M; pero entonces, 1 	 1 
M(f1) = 	- f71 ) = 	) - M(f -1  ) = M(f+1  ) 	- 
= m(f -1- ) 	O puesto que f 	,.. O; luego M(f) 	O. 
De la demostracilln que acabamos de hacer, se tiene que 
M(f 1) = M(f+); luego M( 	f 1) - M( \f). Supongamos que 1 	 1 
O 	M( f i) = M(21f); entonces existe h 	O tal que 
M() f) = M(h); por lo tanto, exista ju. m tal que 	- h 
Sea x e X \ sop (,u.); entonces ( 	f+1  - h)(x) = ,11-(x) 	O 
por lo tanto, 	f1 (x) - h(x) 	O; pero, como f
+ (x) 	O, 1 
por consiguiente, 	O. 
Recíprocamente, 7G1.0 + 	O 1 ' M(f) ?. O ; 
pero M( 2J1)- M( f)';?, O, por lo tanto, M( kf l) ) O. 
Para concluir, scSlo nos resta demostrar que y es un 
isomorfismo de orden. En efecto, sea M(91/4 f 1) elemento d2 
tal que II(` f i) 	M(J-uf l) entonces 
- 	O; por lo tanto, M(().A 	7. )f 1) 	O y, por 
(1), se tiene que ki- 21/4 	O; esto es, A .11m; de lo anterior 
se deduce que 
<M(  
ip(m( 	f 1)) 	tp(m(j-k,  f i)) luego 
IP A 
AL 
Definición 4.2.4. (a) 	Si el subconjunto 
{M(f i) : 	C U 	de /t/M es 
idéntico a 11-/M entonces M se denomina un ideal real. 
(b) Si 1M( f1) 	 es un subconjunto propio de 11/M 
M se denomina un ideal hyper-real. 
Ejemplo 4.2.1. 	(a) Todo ideal maximal en C1  es real; 
esto es, si el ideal maximal es 
fijo o libre. 
Ejemplo  4.2.1. 	(b) Todo ideal libre maximal en 
C(X, E) es hyper-real. 
Ejemplo 4.2.1. (c) Si U es el conjunto de los núme-
ros naturales, entonces todo ideal 
libre y maximal en C( fi, fi) es hyper real. 
Definición 4..2.5. Un subconjunto S de un conjunto to-
talmente ordenado A se dice Cofinal  
si para cada x e A existe s e. S tal que s> x. 
Un cuerpo h totalmente ordenado se dice argyimediano  
si {n e / n e EN 	e e h 	es cofinal. 
'Sea M un ideal maximal da fl(X, U); diremos que M es  
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arquimediano si el cuerpo {f1(2,kf l)/ 2‘e M 	es arquimediano. 
(M(f1  )) indica la unidad en  
Definición 4.2.6. Un .espacio vectorual ordenado 
(E, 4 . 	) tal que (E, 	) es un 
reticulado se denomina un Espacio de Riesz. 
Lema 4.2.1. Si E es un Espacio de Riesz entonces son 
equivalentes: 
(i) E - {O} o E == 
(fi) E es arquimediano y totalmente ordenado. 
Teorema 4.2.5. (GOULD). Un ideal maximal M es real 
si y solamente si es arquime- 
diano. 
Demostración. Sea M un ideal maximal y real cuales-
quiera de 5((X, E); como M es real, en- 
tonces 	 (X, CR) /M = 1,111(f 1)/ 	cP / 	Sea 
M(f 1) 	57,:(X, P) /M; 	entonces existe n eR : A< n; esto 
es, existe n e IN tal que n - A >._ O, luego (n - 	) M(f) - 
= M((n - 7.. ) f i) 1?... O lo cual implica que M (n(f 1))  
esto significa que In M(f 1) 1, n e 	} es colineal, luego M 
es arquimediano. 
Recíprocamente, sea M un ideal maximal arquimediano; de 
las definiciones 4.2.1. y 4.2.2. se tiene claro que 
{191( 2k f i) : :7ke E } 	es un espacio de Riesz y que es distinto 
de M = M(0) pues al menos M(f 1) es otro elemento de 61; 	en 
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conclusión .(M( f 1)/ .xetA } es un espacio de Riesz totalmen-
te ordenado distinto de t o }, luego por el lema 4.2.1., es 
isomorfo a IR; por lo tanto: 
M = 	M( 	 en). ri 
lo cual implica que M es real. 
Teorema 4.2.6. (GOULD). Todo ideal maximal fijo de 179. 
es real. 
Demostración. Sea M un ideal fijo maximal; por el 
teorema 3.5.1. la aplicación M (f) 
M(f) 	f(p) es un isomorfismo de SZ(x, 	en E 
luego por la definición 4.2.4, M es real. 
Hemos visto que todo espacio X, completamente regular, 
posee una compactificación .95X y que Cx (X, (R) y C* ()NX, O) 
son algebraicamente isomorfos. Al preguntar cual es 21 áná-
logo de ésta propiedad en el anillo C(X, E), Hewitt introduce 
la noción de O-espacio (real compacto) y se demuestra que es-
tos espacios juegan un papel análogo en C(X,  
Definición 4.2.7. Un espacio completamente regular X 
SE dice un Q-espacio con respecto a  
su sistema acotante'P  si todo ideal libre y maximal en 
JZ(X, E) es hyper-real. 
Recordamos que un campo h se dice arquimediano si: 
1aell , 23nea:ane 
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donde e es la identidad de h. Un campo totalmente ordenado 
h no es arquimediano si existen elementos infinitamente 
grandes; esto es, 
13ach : a>ne, 	n€ N. 
Un elemento b de h se dice infinitamente pequeño si: 
b > 0 A  b < 1  e, V n Mi 
1 	 1 esto es equivalente a — > n e, V n e N; esto es, 5 es infi-
nitamente grande. 
Luego un cuerpo totalmente ordenado no es arquimediano 
si existen elementos en h infinitamente prendes, si y sola-
mente si existen elementos en h infinitamente pequeños. 
Teorema 4.2.7. 	(GOULD). Si a E .i(X)\ X y Ma es un 
ideal maximal libre definida 
por: M a = jf e 5:/(X, IR) / 3 C cl N(f) f( x) 
entonces: 
(a) Ma (f) - O implica que r(a) - O 
(b) Si Ma(f) no es infinitamente grande, entonces Ma(f) 
difiere por un elemento pequeño o nulo, del número 
real r(a). 
(c) Si a (f) es infinitamente grande y positivo (resp. 
negativo) entonces r(a) - +a) (resp. -0o). 
Demostrac5.6n. 	(a) Como Ma (f) = O, entonces Ma(f) = Ma' 
por lo tanto, si f e Ma entonces 
a e cl N(f). Pero, como a E cl N(f) entonces existe 
J(X) 	 _R(X) 
(x )01CA 	N(f) tal que a = hm x 	; luego, 
oteA 
T(a) = r 	hm x ) - hm r(x) hm f(x) 	hm o . o 
«cA 	 0(e-A 	°I k<E15. 
Primer caso: O < Ma(f) - r(a) Ma(f1). 
  
Supongamos que Ma(f) - T(a) M(f1) no es infinitamente 
pequeño, entonces existe no tal que 
%u) 	r( a ) ma( f1.17 )-1 1; ma( f1)  
O sea: Ma (f) - T(a) f l) 	Ma ( 	f1) 
0 
(x) 
Como: r(a) y T1(a) - 1 son finitos y como la función 
Ma (h) 	Fl(a) " preserva el orden de los elementos fini- 
tos, resulta que de (x) se deduce que: 
O = r (a) 	r(a) _ T(a) - r(a) o 1 	r(a) 	r(a) r1(a) = 
1 	 1 
= (f 	T(a) f 1) (a) 	7 r1(a) 0 0 
1 o sea: 	O 7  con n0 	n 
0 
Luego: si O < Ma(f) - r(a) Ma(f1), él es un elemento infi-
nitamente pequeño de ./M 
Segundo ndo caso: 	O < T(a) Ma(fl) 	Ma(f) 
la demostraciem es análoga. 
Y como siendo Ma (f) no infinitamente grande sólo puede 
ocurrir que: 
M a(f) 	r(a) M(f1) = O 
o bien 	O < Ma (f) 	T(a) M(f 1) y finito 
o bien que O <T(a) Ma(fl) 	Ma(f) 	y finito 
) 
se tiene que: la diferencia entre el real r(a) y Ma(f) es 
infinitamente pequeño o nulo en 11/ Ma. 
Corolario 4.2.1. Un espacio completamente regular X 
es un U-espacio (con respecto a 73 ) 
si y solamente si para todo punto a en 5,(X) - X existe un 
miembro f de y(x, (R) tal que r(a) =  
Demostración. Sea a e .J(X) \X, Ma un ideal libre y 
maximal; como X es EL-espacio entonces, 
Ma es hyper real, por lo tanto, 5Z(X, fp ) / Ma no es arquime-
diano y,además, existe Ma(f) infinitamente grande y, por la 
proposición 4.2.7., r(a) =  
Recíprocamente, sea M un ideal libre y maximal de 
5<(X, n); necesariamente, existe a e 	- X con M = Ma; 
ahora bien, por hípotesis sabemos que existe fe 5«X, 
tal que r(a) - +cci ; pero, esto implica que Ma(f) es infi- 
nitamente grande, esto es, 	DR) / M no es arquimediano, 
es decir, Ma es hyper-real. 
Definición 4.2.6. El conjunto de todos los Ax perte-
neciente a ..(X) tales que para toda 
f en ,WAX, n) y la extensión r a S,(X) se tiene r(Ax) es 
finito, se denomina la Q-completación )(X) de X. 
Teorema 4.2.6. (GOULD). La Q-completación 1)(X) de X 
es isomorfa al espacio de 
todos los ideales maximalcsn de (R). El espacio '*.)(X) 
es ui -espacio. 
CON CL USI UN 
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A continuacibn, exponemos cbmo se han utilizado las re-
ferencias bibliográficas y las principales modificaciones que 
hemos introducido en las demostraciones., 
Capitulo I: Preliminares. 
Con el objeto de caracterizar los espacios completamente 
regulares hemos establecido el teorema 1.2.2. que da condicio-
nes de equivalencia, las que hemos logrado mediante una sínte-
sis de los resultados dados en el capitulo III de L3] y en 
[12]. 
Para generalizar la compactificaci6n de Stone-Cech-Alexan 
droff, construimos .73X en el teorema 1.4.5.; además, caracte-
rizamos algebraicamente cl 0- [X] en los teoremas 1.4.6. y 
1.4.7.; las demostraciones de estos teoremas han sido modifi-
cados de los que aparecen en el capítulo XI de [3]. 
Capítulo II: Compactificacián de Stone-Cech-Alexandroff de  
un espacio completamente regular.  
Se considera un espacio completamente regular con un sis-
tema acotante y se generaliza el concepto de compactificacián 
de Stone-[ech-Alexandroff que establecemos en los teoremas 
2.2.2., 2.2.3., 2.2.4. y 2.2.5. Tambián se han modificado 
las demostraciones de estos resultados que aparecen en L5]. 
El resultado para la compactificacián local de un espacio 
completamente regular con un sistema acotante que aparece en 
[5] ha sido establecido en el teorema 2.3.2 con algunos modi- 
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ficnciones. 
Capitulo III: Ideales y N-filtros. 
Se ha dado una nueva construcci6n de Sx, usando los 
filtros y n-filtros que se ha presentado en el teorema 3.2.2. 
mejorando los resultados del capitulo VI de [3]. 
Igualmente se han caracterizado los ideales fijos y 
libres sintetizando algunos resultados del capitulo II de [3]. 
Luego se ha generalizado los resultados anteriores para 
un espacio completamente regular con un sistema acotante me-
jorando los resultados de [5] y [8] que han sido establecidos 
en los teoremas 3.5.2., 3.5.3. y 3.5.4. 
Capitulo IV: Representaci6n de  
Mejorando los resultados de [5] y de [8] se representa 
..1X) mediante ideales maximales y que ha sido establecido en 
el teorema 4.1.1. 
Tambi6n hemos modificado los resultados de [3] y [5] 
sobre campos ordenados generados por ideales maximales de 
,g(X, n) y se ha establecido en el teorema 4.2.4. 
Finalmente, se han modificado algunos resultados de [5] 
y de [6] para establecer el teorema 4.2.8. que permite definir 
un Q-espacio. 
ANEXO 
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Teorema. 	.1(X, E) es separante. 
Demostración. ,Jean x1'  x2 e X con xi  / x2 ; como 
C(X, E) es separante existe t'e C*(X, E) 
  
tal que 	 T y f(x1) - f(x2'  ). lo anterior significa que 
f(x1  ) y f(x2 ) no pueden ser ambos ceros a la vez; esto signi- 
fica que 	If(x2 ) 	f(x1)1> U. 
Considérese la función: 
1  
g1 	 1f - f(x1)1 A 
if(xl) 	f(x2 )I 
es claro que [1:11,<,  g 	y, g(x1) - O, g(x2) - 1. 	Corno (X,t ) 
es completamente regular Y 'A un sistema acotante, por el 
teorema 2.1.1. (c) x7  e X luego existe B. e 
	
tal que 
x 2 	B. y, por la definición 2.1.1. (0-3), dado B. 
existe 13.e.:01 y h e C(X, E) tal que: 
h-1(1); 	B c. 1E; h-1  (0)
definamos ahora la función k = g 	h; para cada 7 G Bc 
k(z) - g(z) . h(z) = g(z) . O - O 
lo cual significa que k e 	n) puesto que el soporte de 
k e 12:1 acotado 13.. Además, 
k(x1) = g(x1) . h(x1) = 0 . k(x1  ) - O 
k(x2) - g(x2) . h(x2) = 1 . 1 	= 1 
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