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Abstract
We present a comprehensive and updated comparison with cosmological observa-
tions of two non-local modifications of gravity previously introduced by our group, the
so called RR and RT models. We implement the background evolution and the cos-
mological perturbations of the models in a modified Boltzmann code, using CLASS.
We then test the non-local models against the Planck 2015 TT, TE, EE and Cos-
mic Microwave Background (CMB) lensing data, isotropic and anisotropic Baryonic
Acoustic Oscillations (BAO) data, JLA supernovae, H0 measurements and growth
rate data, and we perform Bayesian parameter estimation. We then compare the RR,
RT and ΛCDM models, using the Savage-Dickey method. We find that the RT model
and ΛCDM perform equally well, while the performance of the RR model with re-
spect to ΛCDM depends on whether or not we include a prior on H0 based on local
measurements.
1Based on observations obtained with Planck (http://www.esa.int/Planck), an ESA science mission
with instruments and contributions directly funded by ESA Member States, NASA, and Canada.
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1 Introduction
In the last two decades ΛCDM has gradually become the standard cosmological paradigm.
Indeed, ΛCDM fits all cosmological observations with great precision, with a limited set
of free parameters. Still, the presence of the cosmological constant raises a number of
conceptual issues such as the coincidence problem, and the related fact that a cosmological
constant is not technically natural from the point of view of the stability under radiative
corrections. Thus, much effort is being devoted to looking for alternatives, see e.g. [1] for
a recent review. Most importantly, the wealth of high-quality cosmological data obtained
in recent years, and expected in the near future, allows us to test and possibly rule out
any alternative model that does not simply reduce to ΛCDM in some limit.
An idea which is particularly fascinating from the theoretical point of view is to try to
explain the acceleration of the Universe by modifying General Relativity (GR) at cosmo-
logical scales, without introducing a cosmological constant. This idea started to become
popular several years ago with the DGP model [2], and also underlies the intense activity
of the last few years on the dRGT theory of massive gravity [3–5] (see [6,7] for reviews), as
well as on the Hassan-Rosen bigravity theory [8] (see [9] for a recent review). These studies
have revealed that, even if one succeeds in the challenging task of constructing a theory
of modified gravity which is theoretically consistent (e.g. ghost-free and without causality
violations), one is in general still far from obtaining an interesting cosmological model.
For instance, the DGP model has a self-accelerating branch [10, 11], but it succumbed to
a fatal ghost-like instability which is present in this branch [12–16]. Ghost-free massive
gravity has difficulties even in recovering a viable cosmological evolution at the background
level, since there are no isotropic flat FRW solutions [17]. On the other hand there are
open FRW solutions, which however suffer from strong coupling and ghost-like instabili-
ties [18]. Bigravity has cosmological FRW solutions, that have been much studied recently
(see e.g. [19–30]) and fall into two branches. One is a so-called infinite branch, where at
the background level there is a viable self-accelerating solution; however, at the level of
cosmological perturbations it suffers from fatal ghost-like instabilities both in the scalar
and in the tensor sectors [31–33]. The finite branch contains instead a scalar instability
at early time [31, 34, 35], which invalidates the use of linear perturbation theory and the
predictivity of the theory. Tuning the Planck mass associated to the second metric, this
instability can be pushed back to unobservably early times [36]. However, in this limit
the theory becomes indistinguishable from ΛCDM with a graviton mass which goes to
zero. It is therefore of limited interest, for the purpose of testing GR and ΛCDM against a
competitor theory. Besides these two branches, in bigravity there is also a ‘non-dynamical’
branch, which also has a number of pathologies [9].
The introduction of non-local terms opens up new possibilities for building models
that modify gravity in the infrared (IR), since in the IR operators such as the inverse
d’Alembertian, 2−1, become relevant. Even if locality is one of the basic principles of
quantum field theory, at an effective level non-local terms unavoidably arise. Indeed, non-
localities emerge already at a classical level, when one integrates out some fast degree of
freedom to obtain an effective theory for the slow degrees of freedom, while at the quantum
level loops involving light or massless particles generate non-local terms in the quantum
effective action. One can therefore begin with a purely phenomenological attitude, looking
for non-local terms that, added to the standard Einstein equations without cosmological
1
constant, produce a viable cosmological evolution. Of course, for this program to be suc-
cessful, one must eventually also be able to derive such non-localities from a fundamental
local theory, displaying the mechanism that generates them. However it is quite natural,
and indeed probably unavoidable, to start with a purely phenomenological attitude, since
identifying first non-local terms that “work”, i.e. give a viable cosmology, might give
crucial hints on the underlying mechanism that generates them.
In this spirit, Deser and Woodard [37–39] proposed a non-local modification of gravity
constructed adding to the Ricci scalar R in the Einstein-Hilbert action a term of the form
Rf(2−1R) (see also [40–42] for related ideas). Observe that the function f is dimensionless,
so this model does not involve an explicit mass scale, contrary to the non-local models
that we will discuss below. There has been much activity in the literature in identifying
the form that the function f(2−1R) should have in order to obtain a viable background
evolution, see e.g. [43–50]. The result, f(X) = a1[tanh(a2Y + a3Y
2 + a4Y
3) − 1], where
Y = X + a5, and a1, . . . a5 are coefficients fitted to the observed expansion history, does
not look very natural. More importantly, once the function f(X) is fixed in this way,
one can compute the cosmological perturbations of the model and compare with the data.
The result is that this model is ruled out with great statistical significance, at 7.8σ from
redshift space distortions, and at 5.9σ from weak lensing [51].
From the above discussion it appears that constructing an IR modification of GR that
is cosmologically viable (and still distinguishable from ΛCDM) is highly non-trivial. In the
last couple of years, however, a different class of non-local models has emerged, in which
the non-local terms are associated to a mass scale m (and which therefore are not of the
Deser-Woodard type), and that appear to work remarkably well at the phenomenological
level. The first model of this type was proposed in [52] (elaborating on previous works
related to the degravitation idea [53–55], as well as on attempts at writing massive gravity
in non-local form [56,57]), and is defined by the non-local equation of motion
Gµν − m
2
3
(
gµν2
−1R
)T
= 8piGTµν . (1)
The superscript T denotes the operation of taking the transverse part of a tensor (which is
itself a non-local operation), 2 is the covariant d’Alembertian computed with the curved-
space metric gµν , and its inverse 2
−1 is defined using the retarded Green’s function,
to ensure causality. The extraction of the transverse part ensures that energy-momentum
conservation is automatically satisfied. The factor 1/3 provides a convenient normalization
for the new mass parameter m. We will refer to this model as the “RT” model, where R
stands for the Ricci scalar and T for the extraction of the transverse part.
A closed form for the action corresponding to eq. (1) is not known. This model is
however closely related to another non-local model, subsequently proposed in [58], and
defined by the action
S =
m2Pl
2
∫
d4x
√−g
[
R− 1
6
m2R
1
22
R
]
. (2)
We will call this the “RR” model. Computing the equations of motion derived from the
action (2) and linearizing them over flat space one finds the same equations of motion as
those obtained by linearizing eq. (1) over flat space. However, at the full non-linear level,
or linearizing over a background different from Minkowski, the RT and RR models are
2
different. Thus, the RR model is in a sense the simplest non-local model of this class,
at the level of the action, while the RT model can be considered as a sort of non-linear
generalization of it. Of course, one can imagine different non-linear extensions of the RR
model, so we just take the RR and RT models as two representative models of this class of
non-local theories. It is however interesting to observe that, at the level of terms quadratic
in the curvature, eq. (2) is the most general viable non-local action of this class. Indeed, at
the quadratic level in the curvature, a basis is given by R2, RµνR
µν and CµνρσC
µνρσ, where
Cµνρσ is the Weyl tensor. Thus, beside the term m2R2−2R, at the quadratic level the most
general non-local term of this class also contains terms proportional to m22Rµν2
−2Rµν and
m23Cµνρσ2
−2Cµνρσ, with some new mass parameters m2,m3. However, as recently shown
in [59], a term of the form m22Rµν2
−2Rµν does not provide a stable background evolution,2
while a term m23Cµνρσ2
−2Cµνρσ does not contribute to the background evolution in FRW,
but at the level of perturbations induces instabilities in the tensor sector. Thus, at the
level of terms in the action which are quadratic in the curvature, only the term m2R2−2R
is phenomenologically viable. This already gives useful hints for searching the mechanism
that could generate the required non-local terms. A recent discussion on how the non-local
term of the RR and RT model could be generated in a fundamental local theory is given
in [61, 62], where it is observed that these non-local terms corresponds to a dynamical
mass generation for the conformal mode of the metric.
The study of the RR and RT models shows that they have a very appealing phe-
nomenology. These models have no vDVZ discontinuity, and no Vainshtein mechanism is
needed to restore continuity with GR [52,58,63]. Therefore both models, with m = O(H0)
as will be required by cosmology, pass without problems all solar system tests.3 In a cos-
mological setting, at the background level they both dynamically generate an effective dark
energy and have a realistic background FRW evolution, without the need of introducing
a cosmological constant [52, 58, 65]. The cosmological perturbations of these non-local
models are well-behaved. This is true both in the scalar sector, as shown in [66], and in
the tensor sector, as we will show in this paper (see also [59]). The study of the effect of
these cosmological perturbations shows that (contrary e.g. to the Deser-Woodard model),
the predictions of both the RR and RT models are consistent with CMB, supernovae,
BAO and structure formation data [64,66,67].4 Further conceptual and phenomenological
aspects of these models have been discussed in [68–77].
It is also interesting to observe that, when the mass parameter m is taken to be of
order H0, non-local terms such as that in eq. (2) modify the evolution near the present
cosmological epoch, but are irrelevant at early times. These non-local models can therefore
be supplemented with any desired inflationary potential in the early Universe, providing
standard inflation at early time, independently of the fact that they generate dark energy
at late time. In particular this means that the typical values for the amplitude and tilt
2This is analogous to the fact that, in a Deser-Woodard type model, a term of the form Rµνf(2−1Rµν)
shows instabilities [60].
3See also app. B below, where we will discuss a related issue on the comparison with Lunar Laser
Ranging, raised in [64].
4It should also be appreciated that a non-local model such as the RT or the RR model only introduces
one new parameter m, which replaces the cosmological constant in ΛCDM. By comparison, bigravity
replaces the cosmological constant by a set of 5 parameters βn, n = 0, . . . , 4 and also introduces a new
Planck mass associated to the second metric, and viable solutions are searched tuning this parameter space.
Similarly, in the Deser-Woodard model one tunes a whole function f(X).
3
As and ns of the primordial scalar fluctuations can be obtained, in the non-local models,
exactly as in ΛCDM, i.e. supplementing the model with an inflationary model at high
energies. Furthermore, as first discussed in [61] (see also [76] [77] [78]), for these non-local
models there is a very natural way of extending them so to obtain Starobinsky inflation
at high energies. For instance, the action
S =
m2Pl
2
∫
d4x
√−g
[
R+
1
6M2S
R
(
1− Λ
4
S
22
)
R
]
, (3)
(where MS ' 1013 GeV is the mass scale of the Starobinski model and Λ4S = M2Sm2)
naturally interpolates between Starobinski inflation at early times and the RR model (2)
at late times. Similarly, in the RT model we can combine the non-local contribution in
eq. (1) with the contribution to the equations of motion coming from the R2 term in
the Starobinski model. As discussed in [61, 77] (see also [78]), at early times the non-
local term is irrelevant and we recover the evolution of the Starobinski inflationary model,
while at late times the local R2 term becomes irrelevant and we recover the evolution of
the non-local models.
In this paper, improving and expanding the analysis that we have presented in ref. [79]
(henceforth referred as Paper I), we implement the cosmological perturbations of the two
non-local models into a Boltzmann code, and perform a detailed comparison with the data
as well as Bayesian parameter estimation. We can then assess the performance of the two
non-local models and see if they can ‘defy’ ΛCDM, from the point of view of fitting the
data. This is a level of comparison with the data, and with ΛCDM, that none of the
modified gravity models discussed above have reached.
We improve on the analysis of Paper I in several respects. We use the Planck 2015
data, which were not yet publicly available at the time that Paper I appeared. We also
include a more extended set of BAO data, including both isotropic and anisotropic BAO
(while for SNe we use, as in Paper I, the JLA dataset) and we also add a comparison
with growth rate data. We then perform a Bayesian model comparison between the RR,
RT and ΛCDM models, using the Savage-Dickey method, embedding them in a larger
model with both the non-local term and the cosmological constant. Finally, we also show
that tensor perturbations in these non-local models are well-behaved, and in fact basically
indistinguishable from ΛCDM.
The paper is organized as follows. In section 2 we discuss the datasets that we use
and give the results obtained from cosmological parameter extraction and goodness-of-fit
for the non-local models, using CMB, BAO, type Ia supernovae and H0 measurements in
different combinations, and we compare with the results obtained for ΛCDM with the same
datasets. In sect. 3 we perform a Bayesian comparison between the non-local models and
ΛCDM, by computing the corresponding Bayes factors using the Savage-Dickey density
ratio. In sect. 4, using the best-fit values of the cosmological parameters determined
by CMB, BAO and supernovae, we compare the prediction of the non-local models with
structure formation and growth rate data. Tensor perturbations are discussed in sect. 5. In
app. A we provide technical details about the implementation of the nonlocal models into
a Boltzmann code and exhibit explicitly the equations used, while in app. B we discuss an
issue on the comparison with Lunar Laser Ranging data. Our notation and conventions
are the same as in Paper I [79] and in [66]. Our modified Boltzmann code is publicly
available on GitHub [80].
4
2 Comparison with CMB, SNe and BAO data
The equations of motion of the RR and RT non-local models, both at the background and
linear scalar perturbations level over FRW, have been discussed at length in [66]. For clar-
ity we recall them briefly in app. A, in the format used in our numerical analysis. We have
implemented these equations in CLASS [81], and constrained these models with observa-
tions using the Markov Chain Monte Carlo (MCMC) code Montepython [82], originally
interfaced with the CLASS Boltzmann code. First of all this allows us to apply Bayesian
parameter inference on the two non-local models. We can then compare the models to
each other, as well as to the concordance model ΛCDM, through Bayesian model selection,
given the data.
2.1 Datasets
The main datasets considered throughout this paper are the same as the ones used in
the Planck 2015 papers, in particular in [83] for constraining the base ΛCDM model,
and in [84] for constraining various phenomenological dark energy models. We adopt this
choice so as to consider the most conservative data up to date, where the systematic
uncertainties are mostly under control. For completeness we review them briefly in this
section, referring the reader to the original papers for more detailed explanations.
CMB. We consider the likelihoods given in the recent Planck 2015 [85] measurements
of the angular (cross-)power spectra of the CMB. This will update the analysis presented
in Paper I [79], where we used the Planck 2013 nominal mission temperature data [86].
In particular, we take the (full-mission) lowTEB data for low multipoles (` ≤ 29) and the
high-` Plik TT,TE,EE (cross-half-mission) ones for the high multipoles (` > 29) of the
temperature and polarization auto- and cross- power spectra [84,87].
Furthermore, since the non-local models describe a dynamical and clustering dark
energy that emerges at late times [66], we also include the temperature+polarization
(T+P) lensing data (where only the conservative multipole range ` = 40 − 400 is used),
that provide CMB constraints on late-time cosmology, and more generically allow one to
break degeneracies in the primary CMB anisotropies [88,89].
In addition to CMB data, following the Planck analysis [83, 84], we also include datasets
from astrophysical measurements, so as to break further CMB degeneracies and reach
tighter constraints on the parameter space. In particular, we consider the following
datasets.
Type Ia supernovae. We consider the data from the SDSS-II/SNLS3 Joint Light-
curve Analysis (JLA) [90] for SN Ia, using the complete (non-compressed) corresponding
likelihoods. Combining the latter with the ones obtained from the Planck data allows one
to put an independent constraint on the matter density fraction Ωm, and breaks the CMB
degeneracy in the H0−Ωm plane. This is particularly useful in constraining the non-local
models, as already pointed out in Paper I.
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Baryon Acoustic Oscillations. As discussed in detail in [52, 58, 65], the RR and RT
non-local models have a phantom dark energy equation of state, wDE(z) < −1 for z ≥ 0.
Thus, the history of the growth of structures in the late universe is modified compared to
a ΛCDM scenario. To further test this feature, it is useful to include different BAO scale
measurements. As datasets we consider the isotropic constraints provided by 6dFGS at
zeff = 0.106 [91], SDSS-MGS DR7 at zeff = 0.15 [92] and BOSS LOWZ at zeff = 0.32 [93].
These data provide measurements of the acoustic-scale distance ratio DV(zeff)/rd. We
also include the anisotropic constraints from CMASS at zeff = 0.57 [93]. Anisotropic
constraints separate the clustering effects into their longitudinal and transverse component
relative to the line-of-sight. This allows one to put separate constraints on the ratios
H(zeff)/rd and DA(zeff)/rd, where DA is the angular diameter distance, and breaks the
degeneracy in the DA-H plane which arises when considering isotropic constraints. By
comparison, in Paper I we only included the isotropic CMASS measurements of ref. [93],
and did not consider the point provided by [92].
H0 prior. Finally, as in Paper I, we will perform several analysis including different
combinations of these datasets. First we will constrain the models given the Planck 2015
likelihoods only, second we will join to them the ones of JLA and BAO, and finally we
will further add two different priors on H0 provided by different local observations. These
values will be taken to be H0 = 70.6± 3.3 [94] and H0 = 73.8± 2.4 [95]. In particular, we
will use the value H0 = 73.8± 2.4 as an example of the impact of a high value of H0. The
most recent analysis of local measurements, which appeared after this work was finished,
gives H0 = 73.02± 1.79 [96].
2.2 Parameter space and MCMC
The datasets discussed above will be used for constraining the three statistical models that
for definiteness we denote by MΛ, MRT and MRR and are associated to their respective
cosmological models. For the consistency of our analysis, the initial conditions (inflationary
scenario), ionization history and matter content of the universe will be chosen following
the Planck baseline [83, 97]. In each of the non-local models we have a parameter, m2,
that replaces the cosmological constant in ΛCDM, so the non-local models have the same
number of parameters as ΛCDM. Furthermore, in the spatially flat case that we are
considering, in ΛCDM the dark energy density fraction ΩΛ can be taken as a derived
parameter, fixed in terms of the other parameters by the flatness condition. Similarly, in
the non-local models m2 can be taken as a derived parameter, fixed again by the flatness
condition. Thus, not only the non-local models have the same number of parameters as
ΛCDM, but in fact these can be chosen so that the independent parameters are exactly
the same in the non-local models and in ΛCDM, which facilitates the comparison.5
5As discussed, e.g. in [52,58,65], these non-local models can be formally put in a local form introducing
auxiliary fields such as U = −2−1R and S = −2−1U (for the RR model, and similarly for the RT model,
which rather involves an auxiliary four-vector field). This in principle raises the question of whether the
initial conditions for these auxiliary fields are further free parameters of the model. At the conceptual level,
it is important to realize that the initial conditions of these fields are actually fixed within a given model,
and in principle should follow from the fundamental theory that generates these effective non-localities.
Therefore, they do not correspond to extra dynamical degrees of freedom (see in particular the discussion
below eq. 3.6 in [65] and refs. therein, as well as ref. [69]). From the practical point of view, this still leaves
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For the neutrino masses will use the same values used in the Planck 2015 baseline
analysis [83], i.e. two massless and a massive neutrinos, with
∑
νmν = 0.06 eV, and we
are fixing the effective number of neutrino species to Neff = 3.046. In the Conclusions,
following [98], we will shortly comment on the effect of the neutrino masses.
As independent cosmological parameters we take the Hubble parameter today H0 =
100h km s−1Mpc−1, the physical baryon and cold dark matter density fractions today ωb =
Ωbh
2 and ωc = Ωch
2, respectively, the amplitude As of primordial scalar perturbations,
the spectral tilt ns and the reionization optical depth τre, so we have a 6-dimensional
parameter space. We choose unbounded flat priors on all these parameters, except for τre
which is taken to be bounded from below at the value of 0.01. The corresponding vector
in parameter space is given by,
θ = (H0, ωb, ωc, As, ns, τre) . (4)
This parameter space will be explored via a Metropolis-Hasting algorithm. Our construc-
tion of the MCMC proceeds in two steps. The first consists in constructing a chain using
wide Gaussian proposal distributions, which for all three models is taken to be centered
initially on the Planck best fit values obtained for ΛCDM. The posterior distribution ob-
tained then provides a new proposal distribution (covariance matrix) for a second run,
where we restart from the best-fit points of the latter posterior such that the burn-in is
avoided. In order to get reliable results and well shaped final distributions, we typically
constructed two or three chains of 105 trials each and adjusted the jumping factor so as
to get an acceptance rate 0.2 < r < 0.4. The convergence of the set of chains is checked
through a Gelman-Rubin convergence diagnostic. The best-fit points for each distribution
are then refined by starting from the best-fit values of the (final) global run, and con-
structing a “cold” chain, i.e. a chain controlled by a constant temperature parameter T
introduced into the MCMC acceptance probability as,
α(θn, θn+1) = min
{
1,
(
P (θn+1)
P (θn)
)1/T}
, (5)
where θn is the n-th point sampled in parameter space and P (θn) its likelihood. Therefore
the lower T is, the stronger the chain will converge towards the nearest maximum of the
likelihood distribution.6 In our analysis we choose T = 50.
2.3 Results
In Table 1 we show the mean values and the corresponding χ2 for ΛCDM, the RT model
and the RR model, for different combinations of datasets. In the upper left table we only
us with the issue of making an appropriate choice of initial conditions. For the RR model we will choose
the initial conditions U(t∗) = U˙(t∗) = 0 and S(t∗) = S˙(t∗) = 0 at some initial time t∗ deep in RD (and
similarly for the auxiliary fields of the RT model). As shown in sect. 4.1 of [65], the corresponding solution
is an attractor in the space of solutions with different initial conditions so, within a large attraction basin,
our results are actually independent of this choice. In other words, the homogeneous solutions associated
to equation such as 2U = −R are all decaying modes. In fact, it is just this property that selected the
RR and RT model with respect to other models, such as the one featuring a term (2−1Gµν)T , originally
considered in [57], for which instead the homogeneous equations have growing modes.
6Observe that nothing guarantees that the corresponding maximum reached is the global one, but
starting the evaluation from the best-fit point obtained from the global run provides already representative
best-fit values, sufficient for the purpose of our study.
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Planck BAO+Planck+JLA
Param ΛCDM RT RR ΛCDM RT RR
100 ωb 2.225
+0.016
−0.016 2.224
+0.016
−0.016 2.227
+0.016
−0.016 2.228
+0.014
−0.015 2.223
+0.014
−0.014 2.213
+0.014
−0.014
ωc 0.1194
+0.0014
−0.0015 0.1195
+0.0014
−0.0015 0.1191
+0.0014
−0.0015 0.119
+0.0011
−0.0011 0.1197
+0.0011
−0.00096 0.121
+0.001
−0.001
H0 67.5
+0.65
−0.66 68.86
+0.69
−0.7 71.51
+0.81
−0.84 67.67
+0.47
−0.5 68.76
+0.46
−0.51 70.44
+0.56
−0.56
ln(1010As) 3.064
+0.025
−0.025 3.057
+0.026
−0.026 3.047
+0.026
−0.025 3.066
+0.019
−0.026 3.056
+0.021
−0.023 3.027
+0.027
−0.023
ns 0.9647
+0.0048
−0.0049 0.9643
+0.0049
−0.005 0.9649
+0.0049
−0.0049 0.9656
+0.0041
−0.0043 0.9637
+0.0039
−0.0041 0.9601
+0.004
−0.0039
τre 0.0653
+0.014
−0.014 0.06221
+0.014
−0.014 0.05733
+0.014
−0.014 0.06678
+0.011
−0.013 0.0611
+0.011
−0.013 0.04516
+0.014
−0.012
zre 8.752
+1.4
−1.2 8.442
+1.5
−1.2 7.932
+1.5
−1.2 8.893
+1.1
−1.2 8.359
+1.2
−1.2 6.707
+1.7
−1.2
σ8 0.8171
+0.0089
−0.0089 0.8283
+0.0092
−0.0096 0.8487
+0.0097
−0.0096 0.817
+0.0076
−0.0095 0.8283
+0.0085
−0.0093 0.8443
+0.01
−0.0099
χ2min 12943.3 12943.1 12941.7 13631.0 13631.6 13637.0
∆χ2min 1.6 1.4 0 0 0.6 6.0
BAO+Planck+JLA+(H0 = 70.6) BAO+Planck+JLA+(H0 = 73.8)
Param ΛCDM RT RR ΛCDM RT RR
100 ωb 2.229
+0.014
−0.015 2.223
+0.014
−0.014 2.215
+0.014
−0.014 2.233
+0.014
−0.014 2.226
+0.014
−0.014 2.217
+0.014
−0.014
ωc 0.1188
+0.001
−0.0011 0.1197
+0.001
−0.0011 0.1208
+0.00099
−0.001 0.1185
+0.00097
−0.0011 0.1194
+0.001
−0.001 0.1207
+0.00096
−0.00097
H0 67.75
+0.48
−0.47 68.75
+0.49
−0.48 70.57
+0.54
−0.56 67.93
+0.48
−0.43 68.91
+0.49
−0.5 70.65
+0.52
−0.54
log(1010As) 3.069
+0.024
−0.024 3.056
+0.026
−0.022 3.03
+0.021
−0.021 3.077
+0.026
−0.019 3.061
+0.026
−0.022 3.031
+0.018
−0.022
ns 0.9662
+0.0042
−0.0042 0.9637
+0.0041
−0.0042 0.9607
+0.0039
−0.0041 0.9671
+0.0041
−0.0041 0.9645
+0.004
−0.0041 0.9611
+0.0038
−0.004
τre 0.06883
+0.012
−0.013 0.06099
+0.014
−0.011 0.04701
+0.011
−0.011 0.07275
+0.014
−0.01 0.0641
+0.013
−0.012 0.04791
+0.01
−0.011
zre 9.081
+1.2
−1.1 8.341
+1.4
−1 6.922
+1.3
−1.1 9.435
+1.3
−0.85 8.636
+1.3
−1.1 7.02
+1.1
−1.2
σ8 0.8179
+0.0089
−0.0089 0.8283
+0.0095
−0.0089 0.8452
+0.0085
−0.0086 0.8197
+0.0096
−0.0075 0.8298
+0.0095
−0.0086 0.8456
+0.0081
−0.0088
χ2min 13631.9 13631.9 13637.0 13637.5 13636.1 13638.9
∆χ2min 0 0 5.1 1.4 0 2.8
Table 1: Parameter tables for ΛCDM and the non-local models.
use the Planck CMB data presented in the previous subsection, while in the upper right
table we combine them with BAO and JLA supernovae. In the two lower tables we further
add a prior on H0, namely H0 = 70.6±3.3 for the lower left table and a high value, chosen
for definiteness H0 = 73.8± 2.4, for the lower right table. Beside giving the mean values
of our six fundamental parameters, we also give the corresponding derived values of σ8
and of the effective redshift to reionization zre.
In our case the models to compare among each other have the same number of pa-
rameters. Let us recall that, in this case, the standard Akaike or Bayesian informa-
tion criteria [99] amount to comparing directly their respective goodness-of-fit, computing
|∆χ2ij | = |χ2min,i−χ2min,j | between modelsMi andMj . The larger the value of |∆χ2ij |, the
higher the evidence for the model with smaller goodness-of-fit. A difference |∆χ2ij | ≤ 2
implies statistically equivalence between the two models compared, while |∆χ2ij | & 2 sug-
gests “weak evidence”, and |∆χ2ij | & 6 indicates “strong evidence”. We will come back to
the model comparison in a fully Bayesian manner in Section 3, and for the moment we
stick to the comparison of the χ2.
Comparing with Tables 1-3 of Paper I, we see that the present results confirm and
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Figure 1: The separate 1σ and 2σ contours for CMB, BAO and SNe in the plane (H0,Ωc)
for the models and ΛCDM, RT and RR.
reinforce the trends already observed in Paper I. In particular, with CMB only, we see
from the values of the χ2 that the three models perform in a very comparable manner, with
the RR model being slightly better, but at a level which is not statistically significant.
However, once we add BAO and SNe, ΛCDM and the RT model remain statistically
indistinguishable, while the RR model is significantly disfavored. This trend is strongly
reinforced in the present analysis compared to Paper I, since now χ2min,RR − χ2min,ΛCDM '
6.0, while in Paper I we found χ2min,RR−χ2min,ΛCDM ' 3.2. Just as in Paper I, the origin of
this result can be understood looking at the two-dimensional marginalized likelihoods in
the H0−Ωc plane, shown in Fig. 1 (to be compared with Fig. 1 of Paper I). We see that for
the RT model and for ΛCDM the separate contours obtained from CMB, BAO and JLA
supernovae agree very well, while for the RR model there is a slight tension between CMB
and JLA. We emphasize, though, that even this ‘tension’ is just at the 2σ level. In other
words even the RR model, by itself, fits the data at a fully acceptable level. However, in
the comparison with the RT model and with ΛCDM, it clearly performs less well, when no
prior on H0 is imposed (and assuming the Planck baseline value for the neutrino masses,
see the Conclusions). Observe that the shift in the BAO contour, with respect to Paper I,
is mostly due to the inclusion of the SDSS-MGS DR7 point at zeff = 0.15.
Concerning the mean values, we see from the table that the most significant difference
is in H0, with the non-local model (and particularly the RR model) favoring slightly higher
9
Data RT RR
Planck 5.17(4)× 10−2 9.35(7)× 10−3
BAO+Planck+JLA 5.15(4)× 10−2 9.21(7)× 10−3
BAO+Planck+JLA+(H0 = 70.6) 5.15(4)× 10−2 9.22(7)× 10−3
BAO+Planck+JLA+(H0 = 73.8) 5.17(4)× 10−2 9.24(7)× 10−3
Table 2: Mean values for γ = m2/(9H20 ).
values of H0, compared to ΛCDM. This confirms again a result obtained in Paper I. So,
not surprisingly, adding as a prior the value of H0 from local measurements goes in the
direction of favoring the non-local models. Actually, with the value H0 = 70.6 ± 3.3
given in [94] the situation changes little, with ΛCDM and the RT model still statistically
equivalent, and the RR model disfavored, while a higher value, such as H0 = 73.8 ± 2.4,
would bring back the RR model to values of ∆χ2 only weakly disfavored. In all cases,
ΛCDM and the RT model are statistically indistinguishable, with differences in favor of
one or the other which depend on the datasets and priors used.
From the above results we can also obtain the mean value for the derived parameter
m2 of the non-local models. Actually, it is convenient to use the dimensionless quantity
γ =
m2
9H20
, (6)
that enters in the study of the cosmological evolution [52,58]. Based on the values of the
parameters given in Table 1 we find, for γ, the values given in Table 2.
In Fig. 2 we show the triangle plot for the case Planck+BAO+JLA plus a prior H0 =
70.6, while in Fig. 3 we plot the 2-dimensional likelihood in the plane σ8 − Ωm. Finally,
having also determined the best fit values of the cosmological parameters, it is interesting to
display explicitly how the CMB data are fitted by the three models. We use for definiteness
the best fit determined from BAO+JLA+Planck. In Figs. 4-7 we show, for the three
models, the fit to the temperature power spectrum, the EE spectrum, the lensed BB
spectrum and the lensing potential, respectively.
10
Figure 2: Triangle plot for Planck+BAO+JLA+(H0 = 70.6).
Figure 3: σ8 − Ωm contour plot for Planck+BAO+JLA+(H0 = 70.6).
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Figure 4: Upper plot: temperature power spectrum (thick), and the separate contribution
from the late ISW contributions (dashed), for ΛCDM (black), RT (red) and RR (blue),
using the best fit values of the parameters determined from BAO+JLA+Planck. The
black and red lines are indistinguishable on this scale. The lower plot shows the residuals
for ΛCDM and difference of RT (red) and RR (blue) with respect to ΛCDM. Data points
are from Planck 2015 [83] (green bars). Error bars correspond to ±1σ uncertainty.
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Figure 5: Similar, for the EE spectra except that the separate late ISW contributions are
not shown. The lower plot shows the relative difference of RT (red) and RR (blue) with
respect to ΛCDM.
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Figure 7: The lensed φφ spectra (lensing potential).
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3 Bayesian model comparison
3.1 The Bayes factor
In the previous section, in order to compare the performance of the three models, we
have used the differences ∆χ2ij . This method is not genuinely Bayesian, and only leads
to sensible results if a number of assumptions are satisfied by the posterior distributions
under interest (e.g. large number of data points, weak skewness, etc), so it is possible
that the results drawn from it are biased. A more accurate method for comparing models,
which is fully Bayesian, is based on Bayes factors [101]. In this section we use Bayes factors
to compare the three models of interest among each other, given the Planck+BAO+JLA
data. Starting from Bayes theorem,
P (θ|d,M) = P (d|θ,M)P (θ|M)
P (d|M) , (7)
which says that the posterior distribution, i.e. the probability of the parameters θ given
the data d and the model M, P (θ|d,M), equals the product of the likelihood function
P (d|θ,M) by the prior P (θ|M), divided by the evidence P (d|M) (marginal likelihood).
General Bayesian model comparison is based on the model probability P (M|d). This
number is however difficult to interpret in absolute terms, and instead one considers rel-
ative model probabilities. Using again Bayes theorem we can express the relative model
probability for two models Mi and Mj as
P (Mi|d)
P (Mj |d) =
P (d|Mi)
P (d|Mj)
P (Mi)
P (Mj) ≡ Bij
P (Mi)
P (Mj) , (8)
i.e. up to the prior model probabilities P (M) the relative model probabilities are just
given by the Bayes factors Bij which are defined as the ratio of the evidences computed
within the two models Mi and Mj . The Bayes factors correspond to betting odds, their
numerical value is conventionally translated into statements about the evidence of model i
with respect to model j using the Jeffreys’ scale. Model i is favored with respect to model
j if Bij > 1. For 1 < Bij < 3 the evidence is deemed ‘weak’, for 3 < Bij < 20 is ‘definite’,
for 20 < Bij < 150 is ‘strong’, and for Bij > 150 is ‘very strong’.
7
For multi-parameter models the computation of the respective evidences is in general
numerically expensive. However when the models to compare with each other can be
nested together, i.e. can be embedded in a larger model that reduces to one model in a
limit, and to the other model in another limit, this task is made easier by the Savage-
Dickey density ratio (SDDR) method. In our context this nesting is possible and the
SDDR can be applied.
3.2 Model nesting and Savage-Dickey density ratio
Our task is to compute the Bayes factors BΛi constructed out of the evidence computed
assuming the ΛCDM model, our null hypothesis, and one of the two non-local models of
interest (i = RT,RR), the alternative hypothesis, for a given set of data. Computing the
7Some subtleties may appear in the use of the Jeffreys’ scale when comparing models with a different
number of parameters [102], which however is not our case.
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evidence for a model is generally quite hard as it requires a high-dimensional integration.
Marginalising Eq. (7) over θ we find immediately that
P (d|M) =
∫
dθP (d|θ,M)P (θ|M) . (9)
If however two models are nested, it becomes possible to use the SDDR instead to find
directly the Bayes factor between the models. In order to be able to exploit the SDDR we
consider the extended model constructed from each of the non-local models by adding a
cosmological constant. For the model RT the equation of motion (1) is then modified into
Gµν − m
2
3
(
gµν2
−1R
)T
+ gµνΛ = 8piGTµν , (10)
while for the model RR the action (2) becomes
S =
m2Pl
2
∫
d4x
√−g
[
R− 2Λ− 1
6
m2R
1
22
R
]
. (11)
The model (10) reduces to ΛCDM in the limit m2 → 0, and to the RT model in the limit
Λ → 0, and similarly the model (11) reduces in these limits to ΛCDM and to the RR
model, respectively. Of course, the models (10) and (11) could be interesting in their own
right. However, we will only use them as a tool for comparing the RR and RT models to
ΛCDM.
These two models for gravity allow us to construct two associated statistical models,
denotedMΛ+RT andMΛ+RR respectively, which can be constrained by the data with the
same method described in the previous section. The only difference with respect to the
analysis performed previously is that now the total dark energy component is a mixture of
the one induced by the cosmological constant, ΩΛ, and the one induced by the non-local
modification of gravity ΩXi , which depends on the the mass parameter m. These models
therefore have an extended parameter space that we take to be spanned by
θ˜ = (H0, ωb, As, ns, τre,ΩΛ,ΩXi) . (12)
Observe that now the physical dark matter density fraction ωc is taken as a derived
parameter, and instead we vary the density fractions of the two types of dark energy. We
choose to proceed in this way in order to keep maximal control on the choice of prior for
the latter, since this condition can be very important when using the SDDR method [103]
that we discuss now.
Consider the nested modelMΛ+i (where i = RT or RR). Since this model is a nesting
of MΛ and Mi, we assume (by continuity) that its likelihood function taken at ΩΛ = 0
reproduces the one of Mi, and equivalently putting ΩXi = 0 reproduces the one of MΛ,
P
(
d|θ¯Λ,ΩΛ = 0,MΛ+i
)
= P
(
d|θ¯Λ,Mi
)
, (13)
P
(
d|θ¯Xi ,ΩXi = 0,MΛ+i
)
= P
(
d|θ¯Xi ,MΛ
)
, (14)
where θ¯j ≡ θ˜ \ {Ωj}, and that the same conditions hold on the prior. We can therefore
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write
P (d|MΛ) =
∫
dθ¯ P
(
d|θ¯,MΛ
)
P
(
θ¯|MΛ
)
=
∫
dθ¯ P
(
d|θ¯Xi ,ΩXi = 0,MΛ+i
)
P
(
θ¯Xi ,ΩXi = 0|MΛ+i
)
= P
(
d|ΩXi = 0,MΛ+i
)
. (15)
Applying now Bayes theorem to the third equality,
P
(
d|ΩXi = 0,MΛ+i
)
=
P
(
ΩXi = 0|d,MΛ+i
)
P
(
d|MΛ+i
)
P
(
ΩXi = 0|MΛ+i
) , (16)
leads to the SDDR,
BΛ(Λ+i) ≡
P (d|MΛ)
P
(
d|MΛ+i
) = P (ΩXi = 0|d,MΛ+i)
P
(
ΩXi = 0|MΛ+i
) , (17)
which tells us that the Bayes factor of the comparison between the nested model MΛ+i
and its sub-modelMΛ is equal to the ratio of the marginalized one-dimensional posterior
distribution and marginalized one-dimensional prior of ΩXi obtained from the extended
model, evaluated at the point where the simpler model is nested inside the extended model
(i.e. at ΩXi = 0). Intuitively this can be understood as a measure of the amount by which
the prior evolved into the posterior through knowledge update given new data. If the
posterior grows at ΩXi = 0 this means that this value tends to be preferred by the data,
i.e. MΛ is preferred, and the Bayes factor increases. Conversely, if the posterior decreases,
a non-zero value of ΩXi is preferred.
The procedure outlined above allows us to compare MΛ (or equivalently Mi) with
the nested modelMΛ+i. However, we eventually want to compare directlyMΛ withMi.
This can be done by comparing both to the extended model,
BΛi ≡ P (d|MΛ)
P (d|Mi) =
P (d|MΛ)
P (d|MΛ+i)
P (d|MΛ+i)
P (d|Mi)
=
BΛ(Λ+i)
Bi(Λ+i)
=
P (ΩXi = 0|d,MΛ+i)
P (ΩΛ = 0|d,MΛ+i) . (18)
The expression involving the ratio of the Bayes factors always holds, but in in the last
identity we have assumed the equality of the marginalized one-dimensional prior, P
(
ΩXi =
0|MΛ+i
)
= P
(
ΩΛ = 0|MΛ+i
)
. This shows how the SDDR method greatly simplifies the
computation of the Bayes factor for the comparison of two models that can be nested
together. Indeed, one only needs to know the final posterior distribution of the latter,
for some set of data, which can be obtained by standard MCMC methods as the one we
use (although occasionally multiple chains at different temperatures may be needed, see
e.g. appendix A of [104] for an example in a different context). Then one has just to take
the ratio of two numbers, the marginalized 1d posterior of ΩΛ evaluated at ΩΛ = 0, and
the same for ΩXi , within the extended model. If the priors do not cancel then one just
computes the actual Bayes factors between the extended and the two nested models and
uses their ratio.
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BAO+Planck+JLA
Param RT + Λ RR + Λ
100 ωb 2.225
+0.014
−0.014 2.225
+0.015
−0.015
H0 68.18
+0.65
−0.68 68.28
+0.79
−1
log(1010As) 3.059
+0.017
−0.02 3.061
+0.026
−0.025
ns 0.9646
+0.004
−0.0041 0.9646
+0.0044
−0.0044
τre 0.06323
+0.0096
−0.011 0.06379
+0.014
−0.013
ΩΛ 0.357
+0.35
−0.33 0.538
+0.24
−0.17
ΩX 0.3368
+0.34
−0.35 0.1566
+0.17
−0.24
Ωcdm 0.2569
+0.0025
−0.023 0.2561
+0.0076
−0.0072
zre 8.568
+1
−1 8.604
+1.4
−1.2
σ8 0.8217
+0.033
−0.0012 0.8238
+0.011
−0.012
χ2min 13631.0 13630.8
BΛi 1.02 22.67
BAO+Planck+JLA+(H0 = 73.8± 2.4)
Param RT + Λ RR + Λ
100 ωb 2.23
+0.013
−0.014 2.227
+0.015
−0.015
H0 68.62
+0.64
−0.58 69.08
+0.92
−1
log(1010As) 3.066
+0.017
−0.017 3.059
+0.028
−0.026
ns 0.9656
+0.0039
−0.0039 0.9649
+0.0045
−0.0045
τre 0.06716
+0.0092
−0.0092 0.06328
+0.015
−0.014
ΩΛ 0.2445
+0.13
−0.44 0.3993
+0.21
−0.22
ΩX 0.454
+0.42
−0.17 0.3025
+0.22
−0.21
Ωcdm 0.2527
+0.0035
−0.022 0.2501
−0.00052
−0.03
zre 8.935
+0.93
−0.86 8.537
+1.5
−1.3
σ8 0.8257
+0.036
−0.0017 0.8306
+0.018
−0.035
χ2min 13636.1 13635.4
BΛi 0.39 2.38
Table 3: Best fit values and Bayes factors for the nested models. Left: using
BAO+Planck+JLA data. Right: adding also H0 = 73.8± 2.4.
The last point that we need to discuss is the choice that we made for the parameters to
vary for constructing the posterior distribution of the nested model, and their respective
prior distribution. In Bayesian inference the choice of a (subjective) prior is part of the
approach and should be chosen with care. In order to have sensible results, one needs to
provide the least informative prior given by the current knowledge, before seeing the data.
Since in the nested model we have two types of dark energies, ΩXi and ΩΛ, the flatness
condition reads ΩXi + ΩΛ + Ωc = 1−ΩR. In order to treat both type of dark energies on
the same footing, we choose to vary both ΩΛ and ΩXi and to take ωc as derived. For the
same reason, we prefer to impose a flat prior on ΩΛ and ΩXi rather than on, say, Λ and
m2. It is natural to assume that the density fractions vary in the interval [0, 1]. To avoid
boundary effects that could affect the determination of the SDDR, we actually extend the
allowed range of values to
ΩΛ ∈ [−0.2, 1.2], ΩXi ∈ [−0.2, 1.2] , (19)
with a uniform prior and we then remove values that lie outside [0, 1] from the chain. The
prior for both parameter being the same, the last equality in (18) therefore make sense,
and this formula can be applied in our case.
We can now compute the likelihoods of the nested model, perform the corresponding
parameter estimation, and compute the Bayes factors. The results are shown in Table 3.
Not surprisingly, the mean values for the nested modelMΛ+RT are always intermediate
between the values obtained for MΛ and those for MRT, compare with Table 1, and
the same for the nested model MΛ+RR. The conclusions drawn from the values of the
Bayes factors are fully consistent with that obtained in Section 2.3 simply using ∆χ2ij .
Namely, without a prior onH0, the RT model and ΛCDM are statistically indistinguishable
while, on the Jeffreys’ scale, the evidence of ΛCDM against the RR model is on the
border between ‘definite’ and ‘strong’. Adding a high prior on H0 favors the non-local
models, so that the RT models become slightly favored with respect to ΛCDM, with
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BRT,Λ ' 1/0.39 ' 2.6, and the RR model is now only slightly disfavored with respect to
ΛCDM, by a similar amount, BΛ,RR ' 2.4, in both cases not very significant.
Also the evidence of the RT model with respect to the RR model can be computed
easily, with BRT,RR = BRT,Λ/BRR,Λ = BΛ,RR/BΛ,RT ranging from a value 22.67/1.02 '
22.2 using BAO+Planck+JLA data, to a value 2.38/0.39 ' 6.1 when adding the high prior
on the Hubble constant, H0 = 73.8± 2.4.
4 Growth rate data and modified structure formation
Redshift-space distortions (RSD) probe the velocity field, and are usually expressed as a
constraint on the combination fσ8, where f ≡ d lnσ8/d ln a is the growth function [84],
and σ8 is the variance of the linear matter power spectrum in a radius of 8 Mpc today.
The translation to fσ8 requires a fiducial model, which is taken to be ΛCDM. This could
lead to problems when using the data for constraining modified gravity models, especially
if they exhibit a significant scale-dependence. However, the linear matter power spectrum
of the RT and RR models look very much like that of ΛCDM on the relevant scales, as
can be seen from Figs. 8 and 9, which show the linear matter power spectra at redshifts
z = 0 and z = 1, respectively. For this reason we expect that we can use the RSD
data to provide at least a rough test of our non-local models. Furthermore, since RSD
are mostly degenerated with the Alcock-Paczynski (AP) effect, measurements of fσ8 are
often combined with measurements of the angular diameter distance DA and the Hubble
parameter H at the corresponding effective redshift, or some combination of the latter.
Whenever this is the case, we marginalize over these measurements and consider only
the ones associated to fσ8. From this point of view, the treatment which follows is only
illustrative of the constraints partially imposed by RSD on the models under consideration.
Of course, a more thorough study would consist in including the RSD datasets into a fit
performed with MCMC techniques, similarly to what we performed in the previous section
for CMB, SNe and BAO data. For the purpose of our study, we fix the best-fit values
of the models from the Planck+BAO+JLA data and check if the predicted growth of
perturbations agrees with the marginalized fσ8 data. The result and the corresponding
data used are shown in Fig. 10.8. We find that the corresponding χ2 obtained from the
data in Fig. 10 for ΛCDM, the RT and RR models are
χ2min,ΛCDM = 3.9 , χ
2
min,RT = 4.7 , χ
2
min,RR = 6.5 . (20)
We see that the non-local models generically predict a larger growth rate, although for
the RT model the difference with ΛCDM is again not statistically significant. Once again,
it should be stressed that this result is specific to our choice of neutrino masses. It is
known (see e.g. [83]) that increasing the value of the neutrino masses has the effect of
decreasing both σ8 and H0. In ΛCDM a decrease in H0 would increase the tension with
local measurements of H0. However, we have seen that the RR model predicts a higher
value of H0, so it can in principle be consistent with local measurement of H0 even for
8Notice that the data point of SDSS LRG analyzed by [105] is taken to be the resulting data from their
“full fit” since other fits are explicitly based on ΛCDM-dependent priors such as the ones imposed on σ8,nl
(which is not applicable in our case, see Ωm − σ8 contours in fig. 3) or neglecting the AP effect which is
motivated by the fit using the fiducial cosmology.
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Figure 8: Upper: linear matter power spectrum for ΛCDM (black), RT (red) and RR
(blue). Lower: relative difference of RT (red) and RR (blue), with respect to ΛCDM.
These plots give the linear power spectrum evaluated at redshift z = 0.
larger neutrino masses. In turn such larger neutrino masses would have the effect of
decreasing σ8, which could render again the RR model fully competitive with ΛCDM, also
from the point of view of fitting structure formation data. The corresponding analysis will
be presented in [98].
We have also computed several other quantities which are relevant for the comparison
with structure formation (in particular for assessing the possibility of discriminating the
three models with future observations), using for each model the respective mean values of
the parameters obtained from Planck+BAO+JLA data. When studying structure forma-
tion and lensing, several indicators are used in the literature for parametrizing deviations
from ΛCDM. We define the Bardeen potentials Ψ and Φ according to the sign convention
ds2 = −(1 + 2Ψ)dt2 + a2(t)(1 + 2Φ)δijdxidxj . (21)
Then, two useful quantities for parametrizing deviations from GR are the functions µ(k, z)
[112] and Σ(k, z) [113], which are defined through
Ψ = µ(k, z)ΨGR , (22)
Ψ− Φ = Σ(k, z)(Ψ− Φ)GR , (23)
where the subscript denotes the quantities computed in GR, assuming a ΛCDM model.
The advantage of this parametrization is that it neatly separates the modifications to the
motion of non-relativistic particles, which is described by µ, from the modification to light
propagation, which is encoded in Σ. The functions µ and Σ depend on the comoving
momentum k and on red-shift z. We compute the time-evolution of Ψ using the mean
values for the non-local models and ΨGR using the mean values for ΛCDM.
9 Often in the
9Observe that in [66], where a similar analysis (based however on ΛCDM mean values for the evolution
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Figure 9: As in Fig. 8, for redshift z = 1.
literature, e.g. in the Planck DE paper [84], a slightly different convention is used:
− k2Ψ = 4piGa2µP (k, z)ρ∆ , (24)
−k2(Ψ− Φ) = 8piGa2ΣP (k, z)ρ∆ . (25)
(The subscript P in µP and ΣP indicates that these definitions agree with those of the
Planck analysis [84].) In these definitions we compare the actual value of the gravitational
potentials Φ and Ψ to the value expected in GR due to the matter and radiation pertur-
bations ρ∆ = ρm∆m + ρr∆r, where ∆ is the comoving density perturbation. In Fig. 11
and 12 we plot µP (k, z) and ΣP (k, z) for two representative momenta, as a function of z,
for the three models. We see that, for the RT model, the deviations from ΛCDM are tiny,
below one percent, while for the RR model they reach a maximum value up to 3− 4% at
the typical redshifts, say, z >∼ 0.5 relevant for observation of structure formation.
An alternative useful pair of indicators is provided by the slip function and the effective
Newton constant [49,51,113]. The slip function is given by10
ηP (k, z) = −Φ
Ψ
, (26)
This quantity is equal to one in ΛCDM when the anisotropic stress is negligible. The
effective Newton constant Geff is defined as the constant that enters the Poisson equation
for Φ (see sect. 4.3 and app. A of [66] for its explicit expression in the RR and RT
models). Observe that Geff(k, z)/G is the same as the function Q(k, z) of [84]. We plot
these quantities in Figs. 13 and 14, while in Fig. 15 we show the combination 2[µP (k, z)−
of both Ψ and ΨGR) had been carried out, we used a different convention for the definition of µ and Σ,
writing Ψ = (1 + µ)ΨGR and (Ψ − Φ) = (1 + Σ)(Ψ − Φ)GR, respectively. With the definitions (22) and
(23) the GR limit corresponds to µ = Σ = 1 rather than µ = Σ = 0.
10Again the subscript P means that we use the Planck conventions. Another common definition, that
we used in [66], is η = (Φ + Ψ)/Φ.
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Figure 10: Upper panel: Growth rate computed in ΛCDM (black), RT (red) and RR
(blue) constrained with various data points: 6dF GRS [106] (blue), SDSS LRG [105] (grey),
SDSS MGS [107] (green), BOSS LOWZ [108] (brown), BOSS CMASS [109] (purple),
WiggleZ [110] (orange), VIPERS [111] (black). Lower panel: Relative difference of the
growth rate computed in RT (red) and in RR (blue) with respect to ΛCDM.
1]+[ηP (k, z)−1], which is the one used in the Planck 2015 dark energy paper [84]. Finally,
we show the difference Ψ− Φ both at large and small scales in Fig. 16.
What we learn from these figures is that, at the typical redshifts of interest for the
comparison with observations of structure formation, say z >∼ 0.5, as far as structure for-
mation is concerned the RT model differs from ΛCDM at a level of at most 1%, which is
quite small compared to existing experimental uncertainties, but could be observable with
future missions such as Euclid [114]. In contrast, the RR model shows differences which,
at z ' 0.5, can be as large as 6%, as for instance for the combination shown in Fig. 15.11
As we see from Fig. 14, these deviations go in the direction of producing a stronger ef-
fective Newton constant, and therefore more structures. This is the main reason why the
growth displayed in Fig. 10 is stronger for the non-local models than for ΛCDM. A further
reason is that, for the same values of the cosmological parameters, the expansion rate in
the RT and RR model is generically lower than in ΛCDM as can be seen in Fig. 17, and
this contributes (although to a smaller level) also to the enhancement of clustering.12
11By comparison, the Deser-Woodard model has been ruled out because µ, near z = 0.5, differs from
the GR value by about 60% and Σ by about 20%, see Fig. 1 of [51].
12This fact was also noticed in [64] where N-body simulations revealed deeper gravitational potential
wells and massive haloes slightly more abundant and concentrated.
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Figure 11: Deviations of the non-local models from ΛCDM for the gravitational potential
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Figure 12: Deviations of the non-local models from ΛCDM for the gravitational potential
parametrized by ΣP .
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Figure 13: The gravitational slip ηP for the non-local models.
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Figure 14: The effective Newton constant Geff(k, z)/G.
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Figure 15: The combination used in Planck 2015 dark energy paper [84].
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Figure 17: The Hubble parameter as a function of redshift z for the three models, using
in all three cases the same values of the parameters, chosen to be the best-fit value for
ΛCDM. In the upper panel the three curves are indistinguishable. In the lower panel we
show the difference of the RT and RR models with respect to ΛCDM.
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5 Tensor perturbations
Finally, we briefly discuss tensor perturbations in the RR and the RT model, to check for
their stability. The stability of perturbations in the tensor sector is a priori non-trivial. We
have mentioned for instance in the introduction that in bigravity a potentially interesting
self-accelerating branch is in fact plagued by an instability in the tensor sector [31, 32].
For the RR and RT model, however, no such instability takes place.
For the RT model, in the tensor sector the equations governing the dynamics of the
gravitational waves are given by
∂2ηh
TT
ij +
(
2H− 3γV¯ H20
)
∂ηh
TT
ij + k
2hTTij = 8piGa
2ΣTTij . (27)
Here V¯ is the background value of the auxiliary field V (see [66] for notation) and γ =
m2/(9H20 ), as in eq. (6), while the source term Σ
TT
ij is the traceless-transverse part of the
anisotropic stress tensor. The latter is non-vanishing whenever relativistic free streaming
particles are considered into the evolution [115,116]. Decomposing the fields on the tensor
eigenfunctions of the Laplacian, e.g. hTTij = H
(T )Q
(T )
ij [117], we can write,
∂2ηH
(T ) +
(
2H− 3γV¯ H20
)
∂ηH
(T ) + k2H(T ) = 8piGa2Σ(T ). (28)
Similarly, for the RR model we get(
1− 3γV¯
)[
∂2ηH
(T ) + 2H∂ηH(T ) + k2H(T )
]
− 3γ∂ηV¯ ∂ηH(T ) = 8piGa2 Σ(T ) . (29)
These equations have no unstable mode. Fig. 18 shows the result of the numerical inte-
gration of these equations, assuming an initial spectrum of perturbations corresponding
to the one produced by single-field slow-roll inflation, where we indeed see that there is
no instability in the tensor sector. These result have also been recently confirmed and
extended in [59], where it has been found that, in contrast, the inclusion in the action of a
term proportional to Cµνρσ2
−2Cµνρσ, where Cµνρσ is the Weyl tensor, induces instabilities
in the tensor sector.
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Figure 18: Upper panel: Amplitude of the gravitational waves (see (28), (29)) in ΛCDM
(black), RT (red) and RR (blue) for k = 10−1 Mpc−1 (solid), k = 10−3 Mpc−1 (dashed),
fixing r = 0.05. For each k, the three curves corresponding to the three models are
indistinguishable from each other on the scale of this plot. Lower panel: Difference between
the amplitude of the gravitational waves between RT and ΛCDM (red) and between RR
and ΛCDM (blue) for k = 10−1 Mpc−1 (solid) and k = 10−3 Mpc−1 (dashed).
6 Conclusions
In this paper we have performed a detailed comparison of the RT and RR non-local models
with cosmological data. We have implemented the cosmological perturbations of the model
in a modified version of the CLASS Boltzmann code and we have compared these models
to a rather complete set of data, including Planck 2015 data for temperature, polarization
and lensing, isotropic and anisotropic BAO data, JLA supernovae, local measurement of
H0, as well as structure formation data. The fact that these non-local models have reached
the stage where such a detailed comparison is possible, is already by itself a rather non-
trivial result. As we discussed in the introduction, from the purely phenomenological
point of view no other attempt at modifying gravity in the infrared has reached this stage.
We have found that, by themselves, both the RR and RT non-local models provide good
fits to the data. We have then compared the performances of the two non-local models
between them and with ΛCDM. The result is that, with present data, ΛCDM and the RT
model are statistically indistinguishable. They both fit the data extremely well. This is
remarkable, considering that they are genuinely different models. The non-local models
are not extensions of ΛCDM with extra free parameters. Rather, they have the same
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number of parameters as ΛCDM, with a mass scale replacing the cosmological constant,
and there is no formal limit in which they reduce to ΛCDM. The differences between
the predictions of the RT model and those of ΛCDM are of order of a few percent, for
instance in structure formation; this is a level which allows both models to be consistent
with present data, although they could in principle be distinguishable with the data of
future missions. The RR model, in contrast, performs less well in the comparison with
data, compared both to ΛCDM and to the RT model.
We should however stress that the comparison between the models generically depends
on the prior assumed and in particular on the values of the sum of the neutrino masses,
which could potentially be relevant in our case. In this paper we have used the sum of
the neutrino masses of the Planck baseline analysis [83], i.e. a normal mass hierarchy
with
∑
νmν = 0.06 eV. We make this choice in order to facilitate the comparison with
the Planck analysis of ΛCDM. However, oscillation experiments can be consistent with
larger neutrino masses, including an inverted hierarchy with
∑
νmν >∼ 0.1 eV. The effect
of increasing the neutrino masses is to lower H0, which in ΛCDM would increase the
tension with local measurements. However, we have seen that the non-local models, and
particularly the RR model, predict higher values of H0, so they can accommodate larger
neutrino masses, without entering in tension with local measurements. Furthermore, larger
neutrino masses also have the effect of lowering σ8 (see [83] and refs. therein). In view
of the result shown in Fig. 10, this would improve the agreement of the non-local models
with structure formation data. In particular one can expect that, leaving the neutrino
masses as free parameters, within the priors allowed by oscillation experiments, should
improve the agreement with the data of the RR model, rendering it again competitive
with ΛCDM. This possibility is currently being investigated in [98].
These results encourage further studies of this class of non-local models, and give
precious hints for the search of the mechanism that generates the non-localities from a
fundamental local theory.
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A Implementation of the nonlocal models in CLASS
The full set of cosmological equations of motion for the RT and RR models, at the back-
ground and scalar linear perturbations level, has already been given in [66]. In this ap-
pendix we briefly comment on the global strategy used in CLASS for evolving them. For
completeness we also review here the equations used in the code, in the corresponding
format. The code itself will became publicly available soon [80].
CLASS uses the following convention for scalar perturbations13
ds2 = a2
[− (1 + 2ψ)dη2 + [(1− 2φ)δij ] dxidxj], (30)
which is different from the one we adopted in eq. (21). In order to facilitate the comparison
with the code, we will use CLASS convention in this appendix. Since the nonlocal models
both have the same overall structure, that is, a set of modified Einstein equations including
auxiliary fields along with second order differential equations dictating the evolution of
the latter, their implementation in CLASS is similar.
A.1 Implementation of the RT model
We start by writing down the relevant cosmological background equations corresponding
to the RT model [52, 65]. In the code, the (00) component of Einstein equations is used
to infer algebraically the Hubble parameter H ≡ a′/a2 in terms of the energy density of
the matter component that one wishes to take into account. In our case it reads,
H =
γV¯ H20
2a
+
[(
γV¯ H20
2a
)
+ γ
(
U¯ − V¯ ′/a2)H20 + 8piG3 ρ¯
]1/2
, (31)
where H0 is the present value of the Hubble parameter and U¯ and V¯ denote the back-
ground values of the auxiliary fields U and V . The derivative of the Hubble parameter
is not computed numerically, but rather obtained algebraically from the trace of the (ij)
component of Einstein equations, in terms of the pressure,
H ′ = −3
2
a
[
H2 +
8piG
3
p¯+ γ
(
H
a
V¯ − U¯
)
H20
]
. (32)
As already mentioned above, in our case, the evolution of the auxiliary fields is dictated
by a set of second order differential equations,
U¯ ′′ + 2aHU¯ ′ = 6a
(
H ′ + 2aH2
)
, V¯ ′′ − a(H ′ + 5aH2)V¯ = a2U¯ ′ (33)
which need to be integrated numerically directly within the code with initial conditions
U¯ = U¯ ′ = V¯ = V¯ ′ = 0 set deep into the radiation era [52,65]. Once the matter components
have been specified, such that their energy density and pressure can be written explicitly
(for example by using their separate energy-momentum conservation together with an
equation of state, or their unperturbed phase-space distribution functions) the system
closes and the background evolution can be integrated.
13At the time of writing the present paper, the equations for the nonlocal models have been implemented
only in Newtonian gauge into CLASS, and not in the synchronous one.
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Concerning the linear scalar perturbations, the set of equations needed includes the
conservation equation of each fluid component, along with the evolution equations for the
auxiliary fields perturbations and two independent components of the modified Einstein
equations. For the latter, the code originally uses the divergence of the (0i) component in
order to extract φ′ algebraically. In our case we have14
φ′ = −Hψ + 4piGa
2
k2
(ρ¯+ p¯)θ +
3
2
γ
[
HδZ − 1
2
δZ ′ +
1
2
ψV¯ − 1
2
δV
]
H20 . (34)
The expression of ψ is obtained in terms of φ from the longitudinal-traceless part of the
(ij) component of Einstein equation (the one sourced by the scalar anisotropic stress σ,
see eq. (4.8)-(4.9) of [66] for more details),
ψ = φ− 12piGa
2
k2
(ρ¯+ p¯)σ + 3γδZH20 , (35)
and φ is obtained from (34) by numerical integration. The equations governing the dy-
namics of the auxiliary fields are,
δU ′′ + k2δU + 2HδU ′ = (ψ′ + 3φ′)(U¯ ′ − 6H) + 2k2(ψ − 2φ)− 6φ′′, (36)
δZ ′′ − 2(H′ + 2H2 − k2)δZ = 2a2δU − 4HδV − δV ′ + 3V¯ ′ψ + (ψ′ + 2φ′)V¯ , (37)
δV ′′ −
(
H′ + 4H2 − k
2
2
)
δV = (38)
a2δU ′ − 1
2
k2δZ ′ + 2Hk2δZ +
[
k2
2
ψ −H(ψ′ + 9φ′)
]
V¯ + (ψ′ + 3φ′)V¯ ′ + a2U¯ ′ψ .
We see that they contain ψ′ and φ′′, which can also be extracted algebraically from the
equations. In particular, φ′′ is obtained from the trace of the (ij) component of Einstein
equations,
φ′′ = −ψ(H2 + 2H′)−H(ψ′ + 2φ′) + k
2
3
(ψ − φ)
− 3
2
[
γ
(
a2δU +
(
φ′ +Hψ)V¯ −HδV − k2
3
δZ
)
H20 −
8piG
3
a2δp
]
,
(39)
whereas ψ′ is obtained by taking the derivatives of (35),
ψ′ = φ′ − 24piG
k2
Ha2(ρ¯+ p¯)σ − 12piGa
2
k2
[
(ρ¯+ p¯)σ
]′
+ 3γδZ ′H20 . (40)
Within the version of CLASS that we used, the source term
[
(ρ¯+ p¯)σ
]
decomposes as
[
(ρ¯+ p¯)σ
]
=
4
3
(
ργσγ + ρurσur
)
+ (ρ+ p)ncdmσncdm . (41)
14Here H ≡ a′/a, as used in the perturbation module of CLASS.
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where γ, ur and ncdm denote the photon, ultra-relativistic particles and non-cold dark
matter (NCDM) components respectively. Therefore to compute its corresponding time
derivative one needs,[
(ρ¯+ p¯)σ
]′
=
4
3
(
ρ′γσγ + ρ
′
urσur + ργσ
′
γ + ρurσ
′
ur
)
+
[
(ρ+ p)ncdmσncdm
]′
, (42)
and, since at background level each of the ultra-relativistic particles and photons compo-
nents is conserved, one can use the background conservation equation, ρ¯′ = −3H(ρ¯ + p¯)
together with the equation of state for ultra-relativistic particle p¯ = (1/3)ρ¯, to write,[
(ρ¯+ p¯)σ
]′
=
4
3
ργ
(
σ′γ − 4Hσγ
)
+
4
3
ρur
(
σ′ur − 4Hσur
)
+
[
(ρ+ p)ncdmσncdm
]′
, (43)
while the (massive) NCDM components have to be treated separately in terms of their
phase-space description. This form is quite convenient for being implemented into the
code since the various quantities have already been built into the original version.
A.2 Implementation of the RR model
In the case of the RR model the general structure is the same as above and we only display
the relevant equations needed for the implementation in the code. At the background level,
the (00) component of the modified Einstein equations [58] leads to
H =
(
1− 3γV¯
)−1{3γ
2a
V¯ ′ +
[(
3γ
2a
V¯ ′
)2
+
(
1− 3γV¯
)(
γ
4
U¯2H20 −
γ
2a2
V¯ ′U¯ ′ +
8piG
3
ρ
)]1/2}
.
(44)
From the (ij) component one gets
H ′ = −3
2
a
{
H2 +
(
1− 3γV¯
)−1[8piG
3
p¯− γ
(
1
4
U¯2H20 + U¯H
2
0 −
H
a
V¯ ′ +
1
2a2
V¯ ′U¯ ′
)]}
.
(45)
The equation of the auxiliary fields are
U¯ ′′ + 2aHU¯ ′ = 6a
(
H ′ + 2aH2
)
, V¯ ′′ + 2aHV¯ ′ = a2U¯H20 . (46)
To linear order in the scalar perturbations, the (0i) component of the modified Einstein
equations leads to,
φ′ = −Hψ + 3
2
(
1− 3γV¯
)−1[8piGa2
3k2
(ρ¯+ p¯)θ − γ
(
δV ′ − V¯ ′ψ −HδV + 1
2
(
U¯ ′δV + V¯ ′δU
))]
.
(47)
The equation sourced by the anisotropic stress gives
ψ = φ+
(
1− 3γV¯
)−1[
− 12piGa
2
k2
(ρ¯+ p¯)σ + 3γδV
]
. (48)
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The perturbation of the equations for the auxiliary field equations gives
δU ′′ + 2HδU ′ + k2δU = (ψ′ + 3φ′)(U¯ ′ − 6H) + 2k2(ψ − 2φ)− 6φ′′ , (49)
δV ′′ + 2HδV ′ + k2δV = (ψ′ + 3φ′)V¯ ′ + 2a2ψU¯H20 + a2δUH20 . (50)
In order to solve the system, one has also to provide expressions of ψ′ and φ′′ obtained
similarly to the case of the RT model. One finds
ψ′ = φ′ +
(
1− 3γV¯
)−1[
3γ(ψ − φ)V¯ ′ − 24piG
k2
Ha2(ρ¯+ p¯)σ − 12piGa
2
k2
[
(ρ¯+ p¯)σ
]′
+ 3γδV ′
]
,
(51)
and
φ′′ = −ψ(H2 + 2H′)−H(ψ′ + 2φ′) + k
2
3
(ψ − φ)
− 3
2
(
1− 3γV¯
)−1{
γ
[
1
2
a2U¯δUH20 − 2a2ψU¯H20 −
(
2φ′ − 2Hψ + ψ′ + ψU¯ ′)V¯ ′
+ δV ′′ +HδV ′ +
(
H2 + 2H′ + 2k
2
3
)
δV +
1
2
(
U¯ ′δV ′ + V¯ ′δU ′
)]− 8piG
3
a2δp
}
.
(52)
B Comparison with Lunar Laser Ranging
Ref. [64] has raised the question of the consistency of the RR model with Lunar Laser
Ranging experiments. The concern arises from the fact that, in the RR model, among the
equations obtained perturbing over the cosmological solution, we have a Poisson equation
where the term ∇2Φ is multiplied by a factor [1 − (m2S¯/3)], where S¯ is the background
value of the auxiliary field S (see [66] for definitions and notation), leading to an effective
Newton constant
Geff = G
[
1− m
2S¯
3
]−1 [
1 +O
(
H20
k2
)]
, (53)
see eqs. (23,24) of [64] or eq. (5.3) of [66]. If one now uses the time dependence of S¯(t)
found from the cosmological background solution, and applies eq. (53) to the Earth-Moon
system, ones find a value G˙eff/G ' 92× 10−13 yr−1 [64], which exceeds the current bound
from Lunar Laser Ranging (LLR), G˙eff/G ' (4± 9)× 10−13 yr−1 [118].
As a first remark, we observe that this potential problem does not appear in the RT
model. Indeed, for the RT model inside the horizon Geff/G = 1+O(H20/k2), see [63,66,67],
so for the RT model the issue raised in [64] does not apply, and there is no problem with
LLR.
For the RR model the issue is more delicate. An obvious question, indeed mentioned
in [64], is whether one is allowed to use the background expansion rate for the field S¯(t),
computed at cosmological scales, inside a system such as the Earth-Moon system. The
Earth-Moon system, and more generally the solar system or even the Local Group, are not
expanding with the Hubble flow, so the numerical estimate suggesting a value G˙eff/G '
92× 10−13 yr−1 cannot be taken literally. Nevertheless, there still remains the possibility
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that, even if the background geometry at local scales (i.e. at the scales of the Earth-Moon
system, or of the solar system) no longer follows the cosmological expansion, a scalar field
could still have a residual time dependence inherited from its behavior at cosmological
scales. Indeed, this can happen in scalar-tensor theories in which the scalar field ϕ has
a shift symmetry ϕ → ϕ + const. [119]. In this case the equations of motion admit a
separation of variables of the form ϕ(t, r) = ϕ(r) + ϕcosm(t), with ϕ˙cosm(t) ∼ H(t). Since
the LLR bound, expressed in terms of H0, reads G˙/G = (0.6±1.3)×10−2H0, if this scalar
field enters in the effective Newton constant (as happens in most tensor-scalar theories, as
well as in the RR model, but not in the RT model), this could induce, depending on the
precise numerical factor, a violation of the LLR bound.15
In our case, in the RR model there is no shift symmetry S → S+const. for the auxiliary
field S (see e.g. eqs. (4)-(7) of [58]), so the above argument does not apply directly.
Nevertheless, for the RR model, in the absence of an explicit study of the equations
including as sources both a cosmological fluid and a localized static source, one cannot
exclude a priori the presence of a residual time dependence in the auxiliary field S, on local
scales. Similarly, it would be interesting to study the stability of such r- and t-dependent
solution under time-dependent perturbations. We leave these issues for future work.
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