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Abstract
Few nontrivial results about the value sets of polynomials over ﬁnite ﬁelds are known. This
paper uses results from the theory of crosscorrelation of binary m−sequences to ﬁnd ﬁve kinds
of polynomials f (x) deﬁned over ﬁnite ﬁelds GF(2n) such that f (x) takes on each nonzero
value only small a number of times (at most six times).
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1. Introduction
Let GF(q) denote the ﬁnite ﬁeld with q elements, and let f (x) be a function from
GF(q) to GF(q). Deﬁne the value set V (f ) of f (x) by
V (f ) = {f (x) : x ∈ GF(q)}.
We deﬁne the value set count for f (x) to be the vector (v0, v1, . . . , vM), where vi =
number of elements g of GF(q) such that f (x) = g has exactly i solutions as x runs
through GF(q). It follows that v0 + v1 + · · · + vM = q. We call the number M the
maximum count for V (f ).
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In this paper we will be concerned with the case where q = 2n for positive integer
n and f (x) is a polynomial. We let F = Fn = GF(2n), and we let F ∗ denote F with
the 0 element omitted.
2. Preliminaries on crosscorrelation
In order to prove our results we shall require various facts from the theory of
crosscorrelation of binary sequences. In an earlier paper [1] I used such facts to derive
some results on value sets V (f ) for some polynomials. Here I obtain more detailed
information on some value sets V (f ) for new types of polynomials.
A binary sequence generated by a linear recursion of order n and having the maxi-
mum period 2n − 1 is called a binary m-sequence. Crosscorrelation properties of such
sequences have been extensively studied because of their importance in communica-
tions applications. In 1980, a survey of results in this area was given by Sarwate and
Pursley [5].
It is well-known that if {aj : j = 1, 2, . . .} and {bj : j = 1, 2, . . .} are two binary
m-sequences with period 2n−1, then there exists an integer d relatively prime to 2n−1
and an integer t such that bj+t = adj for all j. Thus it is natural to deﬁne the periodic
crosscorrelation function Cd(t) by
Cd(t) =
2n−2∑
j=0
(−1)aj+t+adj (0 t2n − 2).
It is a well-known problem to determine the crosscorrelation spectrum, which is
deﬁned to be the set of values taken on by Cd(t) together with a count of the number
of times each value occurs for 0 t2n− 2. It is easy to see that the crosscorrelation
spectrum depends only on d and not on the choice of the m-sequence {aj } (see [5,
p. 602]).
Let  be a primitive element of F = GF(2n) and let T r() denote the trace of 
over GF(2), so
T r() =
n−1∑
j=0
2
j
.
Since the crosscorrelation spectrum depends only on d and not on the choice of the
m-sequence {aj }, we may assume with no loss of generality that aj = T r(j ). Then
the deﬁnition of the periodic crosscorrelation function Cd(t) becomes
Cd(t) =
2n−2∑
j=0
(−1)T r(j+t+jd ) =
∑
x∈F ∗
(−1)T r(xt+xd ). (1)
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It is often the case that the values taken on by Cd(t)+ 1 are simply 0 or multiples
of a power of 2; many statements below have a less cluttered appearance if they are
stated in terms of Cd(t)+1. Thus from now on we focus our attention on the function
Ad(y) deﬁned by
Ad(y) = Cd(t)+ 1 =
∑
x∈F
(−1)T r(xy+xd ) (y = t ), (2)
where the second equality follows from (1).
Our ﬁrst lemma evaluates the second and third power sums of Ad(y).
Lemma 1. Let F = GF(2n). Then
(a) ∑y∈F (Ad(y))2 = 22n,
(b) ∑y∈F (Ad(y))3 = 22nSd ,
where Sd is the number of pairs x1, x2 of elements of GF(2n) such that x1+x2+1 = 0
and xd1 + xd2 + 1 = 0 simultaneously.
Proof. Part (a) is a simple calculation using (2). Part (b) was proved by Helleseth
[3, pp. 214–215]. 
We deﬁne the polynomial
fd(x) = xd + (x + 1)d + 1.
It is clear that Sd (deﬁned in Lemma 1) satisﬁes
Sd = number of roots of fd(x) inGF(2n).
Our next lemma evaluates the fourth power sum of Ad(y). In order to state the lemma,
we let 0 = 0 and we let {i : 1 iG(n)} denote the set of all possible distinct
nonzero values of fd(x) for x in GF(2n). We let #(i ) denote the number of values
of x in GF(2n) such that fd(x) = i . Thus Sd = #(0) and
G(n)∑
i=1
#(i ) = 2n − Sd. (3)
Finally, we deﬁne
Mn =
G(n)∑
i=1
#(i )2.
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Lemma 2. Let F = GF(2n). Then
∑
y∈F
(Ad(y))
4 = 22n(S2d +Mn).
Proof. This lemma appears in [2, p. 248]. For the convenience of the reader, we give
a proof here. It follows from (2) that
∑
y∈F
(Ad(y))
4 = 2n
∑
x1+x2+x3+x4=0
(−1)T r(xd1+···+xd4 )
= 2nR, (4)
say.
Let h denote the number of triples x1, x2, x3 of elements in GF(2n) such that the
simultaneous equations
x1 + x2 + x3 + 1 = 0,
xd1 + xd2 + xd3 + 1 = 0 (5)
are satisﬁed. The 2n − 1 quadruples (x1, x2, x3, 1) with  
= 0 in GF(2n) which are
associated with any solution of (5) together contribute 2n − 1 to the sum R in (4). If
a triple x1, x2, x3 satisﬁes
x1 + x2 + x3 + 1 = 0,
xd1 + xd2 + xd3 + 1 
= 0, (6)
simultaneously, then the 2n − 1 associated quadruples (x1, x2, x3, 1) with  
= 0 to-
gether contribute −1 to the sum R. The only quadruples (x1, x2, x3, x4) which are not
associated with a solution of either (5) or (6) are those of the form (x1, x2, x3, 0). By
Lemma 1(b), the contribution of these quadruples to the sum R is 2nSd . Putting our
results together we have
R = (2n − 1)h+ (−1)(22n − h)+ 2nSd = 2n(h− 2n + Sd). (7)
It remains to evaluate h. In (5) we ﬁrst suppose that x1 + x2 =  
= 0 for some
 in GF(2n) and we deﬁne  by −1 = . Now x3 = x1 + x2 + 1 =  + 1, so the
simultaneous equations (5) are equivalent to
xd + (x + )d + (+ 1)d + 1 = 0, (8)
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where we put x1 = x. If we replace x by x, (8) becomes
d(xd + (x + 1)d + 1)+ d + (+ 1)d + 1 = 0
or
fd(x) = fd(). (9)
Thus solutions of (5) with x1 + x2 = −1 
= 0 and x3 = −1 + 1 are in one-to-one
correspondence with solutions x of (9).
There are Sd − 1 nonzero values of  such that fd() = 0; each of these gives Sd
values of x satisfying (9). Thus we obtain Sd(Sd −1) solutions of (5). The solutions of
fd(x) = i (1 iG(n)) give Mn solutions of (9) and so of (5). The only remaining
solutions of (5) are the 2n solutions with x1 + x2 = 0, x3 = 1. Hence we have
h = Sd(Sd − 1)+Mn + 2n. (10)
Combining (4), (7) and (10) completes the proof of Lemma 2. 
In terms of Ad(y), the crosscorrelation spectrum for d is deﬁned to be the set of
values taken on by Ad(y) as y runs through GF(2n), together with a count of the
number of times each value occurs. For our later work, we require the crosscorrelation
spectra for two particular values of d. These known results are the next two lemmas.
Lemma 3. For n = 2m, m even, and d = 2m+1 − 1, the crosscorrelation spectrum is
4−valued and is given by
|{y : Ad(y) = 2m+1}| = (22m−1 − 2m−1)/3,
|{y : Ad(y) = 2m}| = 2m,
|{y : Ad(y) = 0}| = 22m−1 − 2m−1,
|{y : Ad(y) = −2m}| = (22m − 2m)/3.
Proof. This is a result of Niho [4, Theorem 3.6, p. 43]. 
Lemma 4. For n = 2m, m > 2, and d = 2m + 3, the crosscorrelation spectrum is
5−valued. For m odd, it is given by
|{y : Ad(y) = 3 · 2m}| = (22m−3 − 2m−2)/3,
|{y : Ad(y) = 2m+1}| = 2m−1,
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|{y : Ad(y) = 2m}| = 22m−2 − 2m−1,
|{y : Ad(y) = 0}| = (22m + 5 · 2m−1)/3,
|{y : Ad(y) = −2m}| = 3(22m−3 − 2m−2).
For m even, it is given by
|{y : Ad(y) = 3 · 2m}| = (22m−3 − 2m−1)/3,
|{y : Ad(y) = 2m+1}| = 2m−1,
|{y : Ad(y) = 2m}| = 22m−2,
|{y : Ad(y) = 0}| = (22m + 2m−1)/3,
|{y : Ad(y) = −2m}| = 3 · 22m−3 − 2m−1.
Proof. This was proved by Helleseth [3, Theorem 4.8, pp. 221–22]. 
3. Polynomials fd(x) with d = 2m+1 − 1, m even
In this section, we assume n = 2m with m even and d = 2m+1 − 1. (Note that
for m odd we do not have d relatively prime to 2n − 1, as required in our discussion
of periodic crosscorrelation.) Since all of the binomial coefﬁcients C(2m+1 − 1, j) are
odd, the function fd(x) deﬁned in Section 2 is given by its expansion modulo 2:
fd(x) = (x + 1)d + xd + 1 =
2m+1−2∑
i=1
xi = (x
2m + x)2
x2 + x .
Theorem 1. Let n = 2m with m even and deﬁne the polynomial
f1(x) = (x
2m + x)2
x2 + x
over F = GF(2n). Let V (f1) = {i : 0 iG(n)} with 0 = 0 denote the value set
of f1(x). Then #(0) = 2m, G(n) = 2n−1 − 2m−1 and #(i ) = 2 for all i > 0.
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Proof. With d = 2m+1 − 1, m even, we have fd(x) = f1(x) = 0 for 2m elements of
F (namely, the elements of the subﬁeld GF(2m), which are the roots of x2m + x = 0),
so Sd = #(0) = 2m. A computation using Lemma 3 gives
∑
y∈F
(Ad(y))
4 = 3 · 26m − 25m+1
and then Lemma 2 implies
Mn = 2(2n − 2m).
Since f1(x) = f1(x + 1), we have #(i )2 for all i. Therefore
Mn =
G(n)∑
i=1
#(i )2  2
G(n)∑
i=1
#(i )
= 2(2n − 2m), (11)
where the last equality follows from (3) and the fact that Sd = 2m. Thus the inequality
in (11) must be an equality, which implies #(i ) = 2 for all i > 0. Thus G(n) =
2n−1 − 2m−1 and the proof of the theorem is complete. 
4. Polynomials fd(x) with d = 2m + 3
In this section, I assume n = 2m and d = 2m + 3. Since the binomial coefﬁcients
C(2m+ 3, j) are odd if and only if j = k or 2m+ 3− k for k = 0, 1, 2, 3, the function
fd(x) deﬁned in Section 2 is given by
fd(x) = (x + 1)d + xd + 1 = (x2 + x + 1)(x2m + x).
If m is even, the only roots of fd(x) = 0 are the 2m roots of x2m + x = 0. If m is
odd, then the two roots of x2 + x + 1 = 0 are not included among these 2m roots, so
we have
Sd =
{ 2m m even,
2m + 2 m odd. (12)
We need to consider the cases m even and m odd separately.
Theorem 2. Let n = 2m with m even and deﬁne the polynomials
f2(x) = (x2 + x + 1)(x2m + x)
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and
f3(x) = (x2 + x)(x2m + x)
over F = GF(2n). Then the values sets V (f ) = {i : 0 iG(n)} with 0 = 0
for f2(x) and f3(x) are the same, #(0) = 2m and G(n) = 2n−2 + 2n−3. Let vi
denote the number of elements g of F such that either polynomial takes on the value
g exactly i times as x runs through F. Then the value set count for both polynomials is
determined by
v2 = 2n−2 + 2m−1, v4 = 2n−3 − 2m−1, v2m = 1.
Proof. The value of #(0) = Sd has already been determined by (12) above. Let 
denote one of the two roots of x2 + x + 1 = 0 in GF(4). We have 2m =  if m is
even, so for m even
f2(x + ) = (x2 + x + 1+ 2 + )(x2m + x + 2m + ),
whence f2(x + ) = f3(x) for all x in F. Therefore the value sets of f2(x) and f3(x)
are identical. For the rest of the proof, we only look at f3(x).
Suppose a is not 0 in F and we have f3(x) = a. For simplicity of notation, let
a2
m = A and x2m = X.
Rearranging f3(x) = a gives
X = x + a
x2 + x (13)
and taking the 2mth power of (13) gives
x = X + A
X2 +X. (14)
If we substitute (13) into (14) and clear fractions on both sides, we obtain after a long
computation
x9 + (a + 1)x5 + (a2 + a)x3 + a2x2
= x9 + ax6 + x5 + ax4 + a2x3 + a2x + a3 + A(x2 + x)3.
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Simplifying the above equation gives
(A+ a)(x2 + x)3 + a2(x2 + x)+ a3 = 0. (15)
Thus we have proved that for any nonzero a in F, f3(x) = a implies that x is also a
root of (15), so f3(x) = a has at most six roots x in F. Since f3(x) = f3(x + 1), the
number of roots is even. We shall show that in fact f3(x) = a has at most four roots
in F.
Suppose (15) has six roots for a given a in F and let xi and xi + 1 for i = 1, 2, 3
denote these roots. Setting y = x2 + x in (15) we deﬁne a cubic polynomial
c(y) = (A+ a)y3 + a2y + a3
with roots yi = x2i + xi such that the trace of yi is given by
T r (yi) =
3∑
i=1
yi = 0 =
( 3∑
i=1
xi
)2 +
3∑
i=1
xi. (16)
From y3c( 1
y
) = a3y3 + a2y2 + A+ a we obtain
T r
( 1
yi
)
= 1
a
=
3∑
i=1
1
yi
=
3∑
i=1
1
x2i + xi
. (17)
Assume now f3(x) = a has six roots, that is
(x2i + xi)(x2
m
i + xi) = a for i = 1, 2, 3. (18)
Then (18) gives
3∑
i=1
(x2
m
i + xi) =
3∑
i=1
a
x2i + xi
=
3∑
i=1
a
yi
= 1,
where the last equality follows from (17); but this contradicts (16), which implies
x1 + x2 + x3 is 0 or 1, so
3∑
i=1
(x2
m
i + xi) =
( 3∑
i=1
xi
)2m +
3∑
i=1
xi = 0.
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Hence f3(x) = a cannot have all three xi as roots, and so has at most four roots (two
of the xi and the corresponding xi + 1). We do not need this fact, but it is easy to see
that if x1 and x2 are roots of f3(x) = a, then x3 satisﬁes
x2
m
3 + x3 + 1 =
a
x23 + x3
.
To ﬁnish the proof of the theorem, we use Lemma 2, (12) and Lemma 4 to compute
Mn = 3(2n − 2m+1). (19)
Now it follows from (3), (12) and the deﬁnition of Mn that
2v2 + 4v4 = 2n − 2m,
4v2 + 16v4 = Mn.
Using (19), we can solve the above two equations to get the values of v2 and v4 given
in the theorem. This gives the value of G(n) = v2+ v4 and the proof is complete. 
Now we turn to the case m odd:
Theorem 3. Let n = 2m with m odd and deﬁne the polynomial
f4(x) = (x2 + x + 1)(x2m + x)
over F = GF(2n). Let V (f4) = {i : 0 iG(n)} with 0 = 0 denote the value set
of f4(x). Then #(0) = 2m + 2 and G(n) = (5·2n−2−2m)3 − 1. Let vi denote the number
of elements g of F such that f4(x) takes on the value g exactly i times as x runs
through F. Then the value set count for f4(x) is
v2 = 3 · 2n−3 − 2m−2 − 1, v6 = 2
n−3 − 2m−2
3
, v2m+2 = 1.
Proof. The value of #(0) = Sd has already been determined by (12) above. Suppose
a is not 0 in F and we have f4(x) = a. We deﬁne A and X as in the proof of Theorem
2. Rearranging f4(x) = a gives
X = x + a
x2 + x + 1 (20)
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and taking the 2mth power of (20) gives
x = X + A
X2 +X + 1 . (21)
As in the proof of Theorem 2, we substitute (20) into (21) and carry out a long
computation to clear fractions on both sides; we obtain
x9 + (a + 1)x5 + (a2 + a)x3 + a2x2 + (a2 + a + 1)x
= x9 + ax6 + x5 + a2x3 + x + a3 + a2 + a + A(x2 + x + 1)3.
Simplifying the above equation gives
(A+ a)(x2 + x + 1)3 + a2(x2 + x + 1)+ a3 = 0, (22)
which is the same as (15) with x2 + x replaced by x2 + x + 1.
Thus we have proved that for any nonzero a in F, f4(x) = a implies that x is also
a root of (22), so f4(x) = a has at most six roots x in F. Since f4(x) = f4(x + 1),
the number of roots is even. We shall show that f4(x) = a cannot have exactly four
roots in F.
Suppose (22) has six roots for a given a in F and let xi and xi + 1 for i = 1, 2, 3
denote these roots. Setting y = x2+x+1 in (22) we obtain the same cubic polynomial
c(y) = (A+ a)y3 + a2y + a3
as in the proof of Theorem 2. Suppose now that f4(x) = a has four roots in common
with (22), say xi and xi + 1 for i = 1, 2. Then we have
a
x2i + xi + 1
= x2mi + xi for i = 1, 2. (23)
We let yi = x2i + xi + 1 denote the roots of c(y) = 0 and the same reasoning as in
proof of Theorem 2 gives
T r (yi) =
3∑
i=1
(x2i + xi + 1) = 0 (24)
and
T r
( 1
yi
)
= 1
a
=
3∑
i=1
1
x2i + xi + 1
. (25)
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Now (24) implies
3∑
i=1
x2
j
i +
3∑
i=1
x2
j−1
i = 1 for j = 1, 2, . . . , m.
Adding the m (odd number) equations gives
3∑
i=1
x2
m
i +
3∑
i=1
xi = 1. (26)
We have by (23) and (25)
2∑
i=1
(x2
m
i + xi)+
a
x23 + x3 + 1
= 1. (27)
Now (26) and (27) imply
a
x23 + x3 + 1
= x2m3 + x3,
so (23) also holds for i = 3. Thus whenever f4(x) = a has four roots in common with
(22), then it actually has all six roots in common.
To ﬁnish the proof of the theorem, we use Lemma 2, (12) and Lemma 4 to compute
Mn = 3 · 2n − 2m+2 − 4. (28)
Now it follows from (3), (12) and the deﬁnition of Mn that
2v2 + 6v6 = 2n − 2m − 2,
4v2 + 36v6 = Mn.
Using (28), we can solve the above two equations to get the values of v2 and v6
given in the theorem. This gives the value of G(n) = v2 + v6 and the proof is
complete. 
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5. Polynomials fd(x) with d = 3 · 2m − 1
In this section, we assume n = 2m > 2 and d = 3 · 2m − 1. Since the binomial
coefﬁcients C(3 · 2m − 1, j) are odd if and only if either j or 3 · 2m − 1− j is in the
set {0, 1, . . . , 2m − 1}, the polynomial fd(x) is given by
fd(x) = (x + 1)d + xd + 1 = (x
2m+1 + x)(x2m + x)
x2 + x .
It is clear that (12) holds for this value of d, and in fact because of the following two
lemmas we get the value set count for fd(x) as x runs through GF(2n) immediately
from our work in the previous section.
Lemma 5. If d and d ′ are positive integers such that dd ′ ≡ 2r mod 2n − 1 for some
nonnegative integer r, then d and d ′ have the same crosscorrelation spectrum.
Proof. A computation using (2) gives Ad(y) = Ad ′ (y−d). 
Lemma 6. If d and d ′ are positive integers such that dd ′ ≡ 2r mod 2n − 1 for some
nonnegative integer r, then fd(x) and fd ′ (x) have the same value set count as x runs
through GF(2n).
Proof. Suppose that (x + 1)d = xd + b for some nonzero b in F = GF(2n). Then a
calculation gives
(
xd
b
+ 1
)d ′ =
(
xd
b
)d ′ + ( 1
b
)d ′
. Since the map x → xd
b
from F to F
is injective, we see that the equations fd(x) = b + 1 and fd ′ (x) =
( 1
b
)d ′ + 1 have the
same number of roots. 
Theorem 4. Let n = 2m and deﬁne the polynomial
f5(x) = (x
2m+1 + x)(x2m + x)
x2 + x
over F = GF(2n). If m is even, then the value set for f5(x) is the same as the one
for f2(x) in Theorem 2. If m is odd, then the value set for f5(x) is the same as the
one for f4(x) in Theorem 3.
Proof. Since d(2m+3) ≡ 2m+3 mod 2n − 1, the theorem follows from Lemmas 5 and
6 and Theorems 2 and 3. 
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