Abstract The geological formation immediately surrounding a nuclear waste disposal facility has the potential to undergo a complex set of physical and chemical processes starting from construction and continuing many years after closure. The DECOVALEX project (DEvelopment of COupled models and their VALidation against EXperiments) was established and maintained by a variety of waste management organisations, regulators and research organisations to help improve capabilities in experimental interpretation, numerical modelling and blind prediction of complex coupled systems. In the present round of DECOVALEX (D-2015), one component of Task C1 has considered the detailed experimental work of Yasuhara et al. (Earth Planet Sci Lett 244:186-200, 2006), wherein a single artificial fracture in novaculite (micro-or crypto-crystalline quartz) is subject to variable fluid flows, mechanical confining pressure and different applied temperatures. This paper presents a synthesis of the completed work of six separate research teams. A range of approaches are presented including 2D and 3D high-resolution coupled thermo-hydro-mechanical-chemical models. The results of the work show that while good, physically plausible representations of the experiment can be obtained using a range of approaches, there is considerable uncertainty in the relative importance of the various processes, and that the parameterisation of these processes can be closely linked to the interpretation of the fracture surface topography at different spatial scales.
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Introduction
Understanding the likely behaviour of fractured rock under variable chemical (C), hydraulic (H), thermal (T) and mechanical (M) conditions in close proximity to a radioactive waste disposal facility is of interest for safety cases supporting a number of disposal concepts. The evolution of fracture permeability can have important impacts for the resaturation of the facility and long-term transport of any radionuclides that escape the immediate area of disposal. While such systems have been looked at before both within the DECOVALEX project and elsewhere, attempts to model a fully coupled THMC system on a single fracture have been limited. Examples where THMC analysis in fracture rock has been addressed include , Taron et al. (2009) and Zhang et al. (2012) , but with the exception of ; the emphasis has been largely on theoretical studies, with no direct comparison against well-constrained small-scale experimental data. There is, however, a large body of knowledge concerning THM behaviour with nonreactive transport in fractures (e.g. Berkowitz 2002; Neuman 2005) and a wide range of work examining chemical interactions in fractured systems (e.g. Watson et al. 2016 ), but modelling efforts incorporating THMC processes for single fractures are rare.
The objective of this task (Task C1: one of the five tasks in the current round of DECOVALEX; please see www. decovalex.org for more information on DECOVALEX including numerous examples of this type of collaborative research) is to use the experimental data of Yasuhara et al. ( , 2011 to model evolving single fractures incorporating coupled THMC effects for novaculite (quartzite) and granite fractures. This work is not focussed on blind prediction, but rather it is focussed on building experience and understanding of the physical processes in operation in such single fractures on the basis of experimental data and understanding of how to represent such processes through numerical and/or semi-analytical models.
This paper focusses only on the novaculite experiment of ; the granite experiments are different in many regards and are described elsewhere ; however, this work formed a basis upon which the granite experiments were examined. The task has had significant technical contributions from six teams (abbreviations, where used, are shown in bold), as well as input from Neretnieks (2014) and Sandia National Laboratory:
• BGR/UFZ-Germany-Federal Institute for Geosciences and Natural Resources and the Helmholtz Centre for Environmental Research.
• CAS-China-Institute of Rock and Soil Mechanics, Chinese Academy of Sciences
• NDA-UK-UK Nuclear Decommissioning Authority, Radioactive Waste Management (RWM)
• ICL-Imperial College London • Q and UoE-Quintessa Ltd and the University of Edinburgh
• NRC-USA-US Nuclear Regulatory Commission • TUL-Czech Republic-Technical University of Liberec.
It is not the intention of this paper to provide an exhaustive description of the individual contributions from each team, but rather to give a technical overview and synthesis of key conclusions and results. Citations are given to the more detailed contributions from each team via the publication list on the DECOVALEX Web site http://www.decovalex.org/resour ces.html#special-issues. The various codes and approaches used by the teams are summarised in ''Appendix''.
Experimental data
The novaculite experiment ) considers the THMC evolution of an artificially fractured sample of Arkansas novaculite (50 mm diameter 9 89.5 mm length; micro-or crypto-crystalline quartz with only minor amorphous quartz component), containing only a single induced fracture. The fracture was subject to the following conditions and measurements:
1. Pre-experiment fracture surface profiling using a laser profilometer technique to establish a fracture surface topography. 2. Hydraulic isolation and variable prescribed flow rates of deionised water across the fracture. 3. Mechanical confinement through the application of a confining pressure (1.72 MPa, resulting in an effective stress of ca 1.4 MPa). 4. Heating of the whole sample to different temperatures with time. 5. Measurement of the chemical composition of the outflow and inflow; dissolved Si (ppm) and pH. 6. Measurement of differential pressures across the sample. 7. Post-experiment measurement of the fracture apertures using Wood's metal injection.
The evolution of the pressure difference for a given flow rate gives an indication of the effective hydraulic aperture across the specimen. The general experimental design is shown in Fig. 1 . An illustration of the fracture surface topography (not aperture) is shown in Fig. 2 . The differential pressures are normalised so that pressure differentials can be more easily compared (from :
where Dp n and Dp r are the normalised and recorded differential pressures, respectively. Q and l are flow rate and dynamic viscosity of fluid, and the subscript 0 denotes initial conditions. The experimental regime over the 3150-h experiment is shown in Fig. 3 . The sample is subject to reducing flow rates during the first half of the experiment, broadly reflecting the reduction in fracture transmissivity, but also including a period of flow reversal (isothermal periodwater flow was induced in the opposite direction to that shown in Fig. 1 ). This was then followed by a stepwise increase in temperature peaking at 120°C (non-isothermal period) and a small increase in flow rate. One key period of the experiment was between 858 and 930 h where complete fluid pressurisation of the sample was lost; this is referred to as the 'shutdown period'.
The experimental data show a progressive increase in normalised differential pressure (and hence a corresponding decrease in implied hydraulic aperture- Fig. 4 ) which is largely insensitive to the flow rate, with a much more complex evolution once the flow reverses and temperature effects come into play.
Stepwise changes in hydraulic aperture and rate of change of aperture can be often seen, corresponding to changes in flow rate, and most notably after the shutdown period. The silicon (Si) concentration (Fig. 5) shows a much simpler evolution with a relatively constant outflow concentration observed during the isothermal period, with major changes in concentration only being observed as the temperature changes. The pH results are not discussed here as the significant unstructured variation in both input and output pH was considered unreliable due to CO 2 contamination.
Research team organisation
Task C1 within DECOVALEX-2015 was organised into a series of project 'Steps' (one approximately every 6 months), each of which increases the complexity or the range of experimental complexity being considered by teams. At the end of each step, the work of the teams (see ''Introduction'' section) was compared and analysed through an open forum-a form of internal peer review. An important element of the joint work, in addition to attempting to reproduce the experimental results, was 'free' and 'prescribed' geochemical benchmarking of a highly simplistic synthetic system considering the dissolution of quartz. This allowed the teams to understand the range of responses likely through the use of different geochemical databases and to ensure that the same geochemical response could be achieved if the same input data were specified. The work illustrated that complete parity could be obtained under prescribed conditions, but that differences in quartz solubility and solubility rates of at least a factor of two could be obtained depending on the data source adopted from the literature (Rimstidt 1997; Johnson et al. 1992; Dove and Crerar 1990; Tester et al. 1994; Palandri and Kharaka 2004) . More details of the benchmarking and the modelling results in general are given in Bond (2016) .
From this approach, a measure of confidence could be built that the results of the teams were genuinely comparable and hence insight could be gained from the range of analyses.
Physicochemical models
It was recognised by all the teams that there are collections of processes that induce the net effects seen in the experimental data. Teams considered the following three net behaviours, albeit in different combinations and relative magnitudes with time:
• Removal of quartz from the fracture surface that gives rise to opening of the fracture (chemical-dominated opening).
• Removal of quartz from the fracture surface that gives rise to closing of the fracture (chemical-dominated closure).
• Closure of the fracture with little or no direct discharge of silicon to the water (mechanical-dominated closure).
Following the initial work of and Yasuhara and Elsworth (2008) , two general sets of physicochemical models were utilised by the teams. The first model considered pressure solution as the dominant mechanism by which both aperture closure and elevated concentrations of Si in the effluent could be obtained, along with conventional free face aqueous dissolution. Following transition state theory (Eyring 1935) , the general form of the pressure solution function is as follows:
where m ps;i is the change in mass of species i (quartz in this case) due to pressure solution, k þ is the pressure dissolution rate constant (mol/m 2 /s), C i is the concentration of species i in the fluid (ppm), C r eq is the stress-enhanced solubility of i (ppm), a is an empirical roughness factor (-), A ps;i is the local effective area of species i (m 2 ) for pressure solution, r a is the effective stress over the area of contact (Pa), r c is the critical stress (Pa), b c is the 'burial constant' (-), Db i is the incremental change in aperture due to the change in mass of species i, V m;i is the molar volume of species i (m 3 /mol), R is the gas constant (J/mol/K), and T is the temperature (K). Aqueous dissolution/precipitation was modelled using conventional transition state theory:
where m d;i is the change in molar mass of species i (quartz in this case) due to dissolution/precipitation, k is the dissolution rate constant (mol/m 2 /s), t is time (s), A e;i S ð Þ is the mineral reactive surface area (m 2 ), Q is the ion activity product for the solid of interest (dimensionless), and K is the equilibrium constant for mineral dissolution (dimensionless).
It should be noted that all teams, with the exception of BGR/UFZ and consistent with , elected not to place Dl RT within an exponential term and exclude the concentration dependence, and hence used a simpler form:
In addition, most teams added empirical scaling factors to different parts of the above relationship to improve their calibration, but the basic formulation was retained-see ''Calibration and model results'' section for the discussion on selected parameterisation. The conceptual model for the pressure solution is illustrated schematically in Figs. 6 and 7.
It should be noted that the use of a nonzero critical stress was considered by some teams to be thermodynamically unsound, on the basis that any increase in stress increases the potential for dissolution. Other teams considered that using a nonzero stress was justified by the experimental data and represents a combination of a complex set of processes that allows a fracture to reach an equilibrium closure state.
The alternative model considered a process of 'stress corrosion' where the low concentrations of inflowing water induce micro-mechanical failure of the grains under load giving rise to aperture closure through chemically enhanced mechanical effects (Yasuhara and Elsworth 2008) . The process is illustrated schematically in Fig. 8 . Such a process model does not give rise to additional silicon in solution directly, but the mechanical failure may be considered to give rise to additional mineral area through which dissolution may occur. The form of stress corrosion model with reference parameterisation adopted by teams is as follows (Yasuhara and Elsworth 2008; Dove 1995) À reacting with Si-O, respectively, R c is the local contact ratio, and K I is the stress intensity factor defined as (Atkinson 1987) :
where r y is the tensile stress applied at or close to the crack tip (Pa) and r, parallel to the crack growth direction, is the infinitesimal distance from the crack tip (m). A more complete description of the process, parameterisation and the necessary simplifications for the stress corrosion process is given in Yasuhara and Elsworth (2008) . In all cases, viscous-dominated 'Darcy' flow was adopted by the teams for fluid flow (Fetter 1994 ) with the 'cubic law' relationship between permeability and mechanical aperture. However, BGR/UFZ did find a generally improved calibration by using the Walsh model (Walsh 1981) to relate hydraulic and mechanical apertures:
where R c is the local contact ratio (dimensionless) and b h and b m are the hydraulic and mechanical apertures, respectively (m). Transport of dissolved species was generally achieved through the conventional advection-dispersion equation (Poon et al. 1992) , although some teams neglected the diffusive/dispersive process (e.g. UoE-McDermott et al. 2015) .
Modelling approaches
Three different modelling approaches have been attempted by the participating teams:
1. Discretised (2D) models-taking the fracture topography data to locally define a mechanical and hence hydraulic aperture and solve the process models across a 2D representation of the fracture (BGR/UFZ, CAS, ICL, UoE, TUL, Q). 2. Homogenised (0D/1D/2D) models-treating the entire fracture surface as a single entity (all teams, early data only; NRC-closure only, Q, CAS-full time series). 3. Synthetic models-using the fracture topography data to define a statistical description of the fracture aperture distribution at different spatial scales and using this to inform physical models (BGR/UFZ, ICL, UoE).
Note that some teams attempted multiple approaches during the project, entries in bold indicate the final approach adopted and the results presented. Within these three general groups, there are various approaches for solving the numerical problem including multi-scale and hybridised analytical and numerical techniques; these will be discussed for each team in turn. The mechanism adopted by most teams for deriving the detailed grids for discretised models is outlined in Fig. 9 . The approach takes the topography of the two sides of the fracture aperture and subtracts one surface from the other on a point-by-point basis with an addition of a constant offset between surfaces to create a net aperture. Where the resulting aperture is zero or negative, contact between the two surfaces is assumed to occur; hence, a relationship between net aperture and contact ratio can be estimated (Fig. 10) . The resulting aperture map is then calibrated by the constant offset on the aperture map, such that the experimentally derived bulk fracture transmissivity and/or contact ratio is reproduced by the resulting aperture map. As discussed later, there are several issues with this approach to interpreting the data, some of which can lead to quite different aperture distributions. Considerable effort was spent by some teams establishing the minimum resolution at which such an approach is valid, bearing in mind that each surface comprises *1.6 million data points and is therefore not practicable for direct numerical analysis. The UoE team from their finite element analysis found that results were not appreciably different when de-refining the aperture data to a 0.8-mm (from 50 lm) quadrilateral grid. The results of the grid convergence study are discussed in Bond et al. (2015a) , and it is noted that a similar exercise was performed by Pan et al. (2016) which gave similar results. This led to a reduction in data points to *6000 while still representing the main features of the fracture closure. The mechanical closure processes could then be applied on an elemental piecewise basis, with coupling between the closure and the effective permeability of that element, and the redistribution of stress when fracture elements closed sufficiently to be in contact. Flow and transport processes are also adopted on an element basis, calculating water movement assuming viscous-dominated flow and transport of dissolved species using the advection-dispersion relationship. BGR/UFZ, TUL and CAS used this method for their final models.
Coupling was achieved either through fully implicit methods (Q-Chittenden et al. 2016) or stepwise coupling (all other teams), but the choice of numerical method did not appear to significantly impact the results.
In contrast, the homogenised models used the aperture maps to construct a mechanical aperture versus contact ratio correlation (e.g. Fig. 10 ) and use this relationship in place of a highly discretised fracture surface. Many of the teams independently recalculated the distribution (e.g. Chittenden et al. 2016; McDermott et al. 2015) based on the fracture surface topography data and obtained very similar results to the distribution adopted by as shown in Fig. 10 .
This relationship permits the effective contact ratio to be determined as the aperture changes and hence allows the various areas and contact stresses to be estimated and updated dynamically as the aperture evolves. The homogenised approach can be used both in 0D (single lumped parameter model), but also in a discretised 2D scheme where initial aperture (and hence initial contact ratio) is permitted to vary and simple mechanical coupling is established across the surface to redistribute stresses. As the resolution is increased, such a homogenised method will tend to look more like the discretised approach.
NRC extended the approach given above to explicitly consider multi-scale issues whereby the loss of dissolved Si from a contact point is controlled by diffusion across a boundary layer around the asperity (adopted from Yasuhara et al. 2011) . In their case, they assumed: where D b is the diffusion coefficient, x is the thickness of the water film within the asperity contact (assumed to be 4 nm wide), and C int and C pore are the mineral concentrations of species i within the water film and open fracture space, respectively. In this model, dm diff;i dt and dm ps;i dt described in Eq. (6) are constrained to be equal.
The synthetic models use the fracture topography data to describe the fracture surface in a statistical sense and then use that information to inform physical models, rather than using the fracture 'aperture' information directly. Three approaches were considered. The first (BGR/UFZ) takes the data at the scale of the profilometer measurement and establishes a variogram that reflects that statistical distribution. Multiple realisations of the surface and the behaviour of that surface can then be compared using the discretised approach. Flow, transport and mechanical effects are then calculated on this 2D discretised grid following the 'discretised' method but using a synthetic fracture representation.
The second method (ICL) recognises the scale dependence of the fracture surface roughness. Using assumptions of a Gaussian topography height distribution and self-affine organisation, one can decompose the surface roughness using Fourier transformation to associate amplitudes and length scales with the observations. This generates a roughness spectrum or power spectral density (PSD) which in turn is described by a Hurst exponent (Poon et al. 1992; Schmittbuhl et al. 1995 ) and a surface roughness amplitude.
This statistical representation of the fracture surface is then used to generate a sufficiently large area of the fracture surface to be considered a representative elementary volume (REV)-5 9 5 cm for the ICL novaculite case (Fig. 11) -and uses this to model elastic compression for the whole fracture on a 512 9 512 local grid. It was assumed that an REV was applicable here as the size of the surface is large in comparison with the single fracture, but this assertion was not directly tested but felt to be robust by ICL. More details are available in Lang et al. (2015) . The elastic, frictionless contact of two surfaces is reduced to the contact between a rigid composite surface and a planar surface of an elastic body of infinite extent and elastic composite moduli (Brown and Scholz 1985, see Fig. 12 ).
The evolution of this REV is then used to parameterise a 1D advection-dispersion transport (including free face dissolution) model representing the full length of the fracture (Fig. 11) . Effective transmissivity is calculated using a numerical solution in 2D of the lubrication equation Fig. 12 Part of a cross section of the elastic contact model between the rigid composite surface and the elastic body. Pressure solution over the contacting surface fraction acts to compact the fracture, while free face dissolution simultaneously increases transmissivity by extending existing flow channels. The label R c marks the current contact ratio, which increases with time. The shaded area marks the elastic deflection of the fracture. Note the scaling difference between ordinate and abscissa (ICL) (Zimmerman et al. 1991) to calculate permeability on the basis of the mechanical aperture field and resulting flow for the REV model (Lang et al. 2015) .
The third method (UoE, Q) involved statistical consideration of fracture asperities and generation of fracture aperture surfaces for use in a high-resolution finite element grid. UoE considered that examination of the novaculite surface scan data shows that there are two scales of surface profile roughness: the aperture 'waviness' at a scale of mm providing the topography of the surface, and the smallscale roughness at a sub-millimetre scale.
At the scale of the experimental investigation, the flow through the fracture is expected to be controlled by the small-scale roughness of the fracture surface and the mismatch of the upper and lower surfaces. The larger-scale 'waviness' is not so relevant to the experimental data where the sample is of the order of cm long.
The fracture scan data are determined as x, y, z data; therefore, it is necessary to remove the influence of the larger-scale waviness to be able to assess the characteristics of the smallerscale roughness. To do this, a low-resolution asperity reference surface (LRARS) was calculated by generating a linearly interpolated grid at a significantly coarser resolution than the detailed surface roughness. This grid, however, had a much higher resolution than the 'waviness'. From the LRARS, a highresolution asperity reference surface (HRARS) was generated at the resolution of the experimental data, the information from the LRARS being used to predict the surface profile of the HRARS. The HRARS was then used as a reference surface to evaluate the aperture profile and to determine the statistical distribution of the small-scale asperity variation. These surface asperity data are illustrated in Fig. 13 .
To generate the aperture data from the asperity data, two normal distributions are fitted to the asperity data (see Fig. 13 , distribution fit 1 and 2), mathematically described by a normal distribution as:
The normal distributions are then fitted together as if each represented one surface of the fracture. The aperture is then evaluated as:
where e 0 can be considered to be the average fracture aperture and m is the mismatch parameter between the two surfaces. The effects of the parameters e 0 and m on the simulated aperture distribution are illustrated in Fig. 14 . The aperture data were interpreted for the novaculite sample using Eq. (13), e 0 = 17 lm and m = 0.3. The resulting aperture distribution is illustrated in Fig. 15 ; the minimum aperture allowed in the simulations was 4 9 10 -7 m. Various numerical techniques were adopted to allow the representation of rapid mechanical and chemical processes at small scales on relatively coarse grids to generate the fracture closure and then opening seen in the experimental data. These included the use of streamline dissolution to create the channelisation effects seen in the high-temperature novaculite data, i.e. the approach includes a detailed representation of localised aperture changes. Full information on the approach adopted is presented in Bond et al. (2015b) and McDermott et al. (2015) -for brevity, the details are not repeated here further. The technique has been extended to consider a more complete elastic response and nonlinear flows (McCraw et al. 2016) .
In constructing their model, NRC noted that in the Yasuhara et al. (2011) mass balance formulation, the three processes of pressure dissolution at contacting area, diffusion in water film at areas of asperity contact, and precipitation or free face dissolution at the pore space walls are coupled to define the mass transport through the system and the reduction of fracture aperture. Following this conceptual model, a revised mass balance equation was derived in Cao (2015) which contains extra terms that account for the volumetric changes of the interface region and the pore region. Without including these volumetric changes, the aperture reduction is overestimated; the mass flux from pressure dissolution and diffusion are not balanced, and Yasuhara chose to use mass flux from diffusion to estimate the aperture reduction. In the Cao's (2015) numerical simulation, the pressure dissolution mass flux is balanced with the diffusion mass flux (Eq. 11). Figure 16 illustrates the difference in the two mass balance approaches using otherwise identical inputs (see Cao 2015) . It is noted that the numerical methods adopted by the other teams implicitly include this effect, but the behaviour had not been addressed in the earlier work of Yasuhara et al.
.
Calibration and model results
The results from each of the teams are presented in Figs. 17 and 18. All teams were able to produce a good calibration to the isothermal part of the experiment with a single consistent set of parameters. The major deviations from the experiment in most models arose around the time of the flow shutdown where the experiment shows an increase in effective hydraulic aperture, followed by a decrease along the same trend. Some speculations among the researchers suggest that this increase might have been caused by the relative fracture surface alignment changing slightly in the loss of confinement, but because it is not entirely clear what happened, it was considered unrealistic to expect the models to be able to reproduce this feature. Further experiments using the same protocol would help address this uncertainty. The parameterisation during this initial phase is consistent among the teams. All models which used the pressure solution model required that the effective rate term for the pressure solution (k þ ) be scaled up from the reference values (e.g. Rimstidt 1997 ) by approximately 5 orders of magnitude in order to obtain both the aperture closure and silicon concentrations at the same magnitude as the observations. Such exaggeration of the expected physical parameters implies that the treatment of the parameterisation of the contact points is incorrect or the basic process model is in error. Even considering the uncertainty of the precise form of the SiO 2 mineral, which might give rise to a factor of 10 difference in solubilities and dissolution rates at most (Palandri and Kharaka 2004; Alexander et al. 1954; Gunnarson and Arnórsson 2000) , such large calibration factors are hard to justify physically. Some teams (e.g. UoE, Q) also scaled up the free face dissolution by similar magnitudes allowing the pressure solution parameterisation to be adjusted and a better fit obtained. a and b c values varied among calibrations depending on the details of the free dissolution model used, but a values typically were Fig. 14 Combination of two statistical distributions of the asperities on the fracture surface to create an aperture distribution accounting for mismatch of the surface profiles (see Eq. 13) Fig. 15 Aperture distribution predicted from the statistical distribution of the asperity data, e 0 = 0.017 mm, m = 0.3 (see Eq. 13) Fig. 16 Aperture reduction using Yasuhara et al. (2004) approach (blue, solid line), and the re-derived mass balance equations from Cao (2015) (red, dashed line). Neglecting the change in volume terms leads to overestimates of the mass flux removed, and consequently overestimates of the aperture reduction. The initial aperture was chosen at 12.5 (lm) when the initial contact ratio is 0.01 between 0.5 and 1 with b c values zero (no critical stress limitation) to unity. This illustrates that the details of the assumptions regarding the 'aperture' model can have large impacts on the physical process parameterisation, but also illustrate that a range of acceptable calibrations are possible. Note that solute calculations are also made by the NRC team (Gwo et al. 2015) , but these calculations were made with a sufficiently different end-point and as such did not use any rate or area enhancement terms as adopted by all the other teams. Consistent with the results of other teams (BGR/UFZ, Q, UoE, ICL), the calculated concentrations are several orders of magnitude less than those observed.
For those teams who also represented the closure using stress corrosion, a different, but equally problematic parameterisation issue was found. While the closure of the aperture could be modelled using stress corrosion with reasonable and consistent values with previous publications (e.g. Yasuhara and Elsworth 2008) , in order to reproduce the observed silicon concentrations in the effluent, the dissolution process had to be increased by again scaling the rate (which can be conceptualised as being the kinetic term or the effective reactive area) by the order of 10 5 . Using such a parameterisation fitted the data well, but again suffers from the apparently artificial inflation of physically constrained parameters.
Conceptually, the increase in area can be attributed to the high degree of roughness of the fracture surface at small scales, but no analysis has yet been performed to justify such an effective area at the macro-scale is reflected by processes at the micro-scale, and so this remains speculation. However, it should also be noted that compared to pressure solution, stress corrosion as a process on fracture surfaces is not a well-studied subject. In particular, it is not clear how the stress corrosion process affects dissolution, and hence, a certain degree of caution should be applied to the use of the stress corrosion process.
The results in the isothermal period, and the consistency among the models, suggest that all three processes (pressure solution, stress corrosion and free face dissolution) might be operating, but distinguishing between the processes, especially when considering the large scaling factors that need to be applied, is difficult with the available data. In discussions between the teams, it became apparent that differences between the models during the isothermal period reflect more the calibration choices made by the teams in fitting the aperture data, rather than fundamental differences between the models.
In the non-isothermal part of the model, again the modelling results, in general, reflect the experimental results. However, in order to get the good fits shown by the Q, UoE and ICL models, some additional adjustments of parameters were needed as the temperatures change. Two additional calibrations were used. Firstly, the critical stress in the pressure solution or stress corrosion models had to be calibrated such that after 1494 h, hydraulic aperture reduction ceased (ICL, Q), or arbitrarily turned off these processes (UoE, BGR/UFZ) so that only dissolution dominates after 1494 h. The ICL results in particular show this behaviour as an emergent feature of the system (hence, the increase in aperture occurring later than the experiment), while the UoE and BGR/UFZ modelling imposed the shutdown in pressure solution in order to obtain a better fit. Indeed, for the BGR/UFZ model the closure and opening parts of the experiment are treated as almost entirely Secondly, an additional scaling of the effective area associated with the dissolution process which decreased with temperature, had to be applied. The scalings given in the BGR/UFZ, ICL and Q models are shown in Fig. 19 . The comparison between the different modelling approaches is extremely strong for the Q and ICL results (about 3 orders of magnitude between 20 and 120°C), suggesting that such scaling is physical, and not a result of modelling assumptions, although ICL found it necessary to enhance pressure solution more than free face dissolution to get an optimised fit. However, the BGR/UFZ model has a smaller difference (approximately 2 orders of magnitude between 20 and 120°C) illustrating that while the basic requisite is the same between models, the magnitude of this additional factor is in part influenced by the details of the calibration and model setup. In addition to reducing the Yasuhara et al. (2004) critical stress parameter by a factor of 10, CAS made adjustments to both the rate of pressure solution and free face dissolution, but using discontinuities with time in the experiment rather than temperature as the primary variable (although clearly some of the intervals do correspond with temperature changes). The scaling factors are given in Table 1 and show the same general pattern as the other teams; the need to reduce the effectiveness of pressure solution (which in the case of UoE and BGR/UFZ is disabled completely at later times) and free face dissolution as temperatures rise and the experiment progresses.
Thus, at high temperatures the net parameterisation of the dissolution rate is more consistent with a plane surface approximation to the fracture surface. One possible hypothesis is that increasing the temperature increases the Si diffusivity in the fluid. Increased diffusivity lessens the effect of differences in the thickness of any potential boundary layers at the micro-scale, which in turn might act to smooth some of the effect of roughness of the fracture surface at very small scales. The justification for reducing the pressure solution rate in a similar manner is less well-defined, however.
One further point can be obtained from comparing the Q, ICL, BGR/UFZ and UoE results. The UoE and BGR/UFZ and CAS discretised models have particular approaches for representing channelisation which causes an asymptotic change in effluent concentrations after each of the temperature changes. In contrast, the homogenised models of Q and CAS (which cannot represent channelisation in the current formulation) and the discretised model of ICL do not show this behaviour. The reason why the discretised model of ICL does not show this behaviour is not immediately clear, given that the UoE, CAS and BGR/UFZ models do. However, when considering the information supplied by the teams, it is likely to be because of modelling decisions relating to upwinding of flow velocities and associated contaminant transport to reflect sub-grid-scale effects. It seems likely that the UoE and BGR/UFZ models enhance this effect more than the ICL approach, giving rise to the different effluent behaviour. Including the net effect of this channelisation in the models, if indeed this is the cause of the concentration asymptotes, using some forms of upscaled process model would seem to be a necessary step to represent all features of the experimental result. On the basis of this result, Fig. 20 is proposed by UoE as a means of illustrating the relative importance of different processes where it is assumed that pressure solution is the dominant aperture closure mechanism. A full discussion of their approach is given in McDermott et al. (2015) .
Aperture representation issues
When considering the aperture distribution input to the homogenised and discretised approaches, it was recognised that there was a potential sensitivity to the details of the fracture surface topography data. The laser profilometer data were captured over the area of 89 mm by 45.95 mm on a 50-lm resolution grid (i.e. most, but not all of the surface) and have a stated precision of 0.5 lm plus 5 lm per 2°C temperature variation (hence, ?10 lm over the duration of the measurement) vertically and 15 lm in the fracture plane. It is also noted in that there is a systematic relative tilt in the topography data that required correction.
Given this observed bias, it was decided to analyse the fracture topography data to consider the possibilities and consequences of further bias in the data including:
• Tilt (systematic relative rotation of surfaces in the plane of the fracture) • Rotation (systematic relative rotation of surfaces out of the plane of the fracture) • Offset (misalignment of the surfaces in the plane of the fracture).
The possibility of offset over small distances may also come about due through the process of initial separation and reassembly of the fracture during the measurement and experimental construction, despite the extreme care taken by the experimentalists. An automated brute-force search was conducted by offsetting one surface relative to the other surface by integer measurement point in the fracture plane, examining the apparent surface difference variance and systematic skews across the profiles in each case. One 'fit', moving the upper surface one measurement grid cell (50 lm) in the negative x direction, was found to be objectively better than all others, reducing the maximum and minimum difference between surfaces, reducing the variance along profiles across the surface and maximising the visibility of skews in the data. The apparent skew was a simple bilinear feature consistent with the fracture sample not being completely relatively horizontal when Fig. 21 Plot of the difference between the top and bottom surfaces (zero datum) with no correction (top, a), offset applied (middle, b) and offset with skew correction (bottom, c). Difference units are in mm Fig. 22 Normalised frequency distribution of intrinsic permeability for the reference data set and the corrected data set as corrected to the required initial fracture permeability using the UoE model measured. The skew correction applied to the top surface is as follows:
where x, y are the surface coordinates (mm) and Dz is the change in topography to the top surface (mm). The comparison of the uncorrected offset and offset data with bilinear correction is shown in Fig. 22 . In addition to reducing the range of differences between the surfaces, the application of an offset makes the zero point (no offset between the surfaces has been made in this case; hence, a zero value indicates a perfect fit between surfaces) close to the centre of the range of data allowing the skew along the long axis of the fracture to be visible as well as an apparent radial pattern. Removing the skew (Fig. 21 ) again allows the radial pattern to be visible. Whether this radial pattern is a function of the creation of the fracture, or a reflection of another, smaller-scale rotational mismatch between the surfaces is open to interpretation. Making these small changes at the scale of the stated errors of the measurement clearly improves the 'fit' of the two fracture surfaces.
When comparing the effective permeability distributions of the reference data with the corrected data set (having applied an offset between the surfaces to obtain the same net permeability) using the pressure solution, discretised approach of UoE, one can immediately see the corrected data set gives a tighter permeability distribution (Fig. 22) . While this different permeability distribution changed the results significantly, it was found to be possible to recalibrate the model reflecting the difference in contact ratio, reducing the effective rate of pressure dissolution by approximately an order of magnitude (noting this is still small in comparison with the other empirical scaling factors applied to the pressure solution model).
Following this result, it was questioned how useful the profilometer data are in directly deriving the aperture distributions. This result emphasises the need to use measurements of fracture topography in place of derived aperture when calculating fracture characteristics of statistical, multiscale representations of the fracture that are based on the experimental data. The discrete data do, however, serve to allow the ongoing investigation of micro-scale processes such as the development of possible channel flow.
Inclusion of rock matrix diffusion
One suggestion for the physical process behind the need to artificially enhance dissolution rates in order to fit the observed effluent Si concentrations was to invoke rock matrix diffusion (RMD-Neretnieks 2014). Essentially, this process adds to the area over which dissolution of quartz can occur, but limits the transport of the dissolved Si to the fracture by a diffusive process. Neretnieks (2014) concluded that RMD is likely to be a significant contributor to Si concentrations in the effluent especially at elevated temperatures.
To cross-check these calculations, the Q homogenised model was adjusted to include a RMD process and parameterised in a similar manner to the Neretnieks (2014) calculations ( Fig. 23; Table 2 ; Bond et al. 2015b ). Using this model, the homogenised calculations were re-run with the free face dissolution scaling coefficient reduced from 7 9 10 5 to 1. The model assumes a fully connected porosity which is water-saturated and has a large specific area for fluid-mineral interactions. It should be noted that there is no direct evidence for the porosity structure or water content of the novaculite, so these assumptions are quite open to challenge; however, the values have been selected to be conservative in the sense that RMD will be tend to be overestimated.
The results were found to be very sensitive to grid refinement away from the fracture (Fig. 24) , but gridconverged results were obtained which showed that RMD, as parameterised, could achieve the dissolved Si concentrations seen at elevated temperatures (Fig. 25) . However, at the initial temperature, the dissolved concentrations are far too low in comparison with the data. Some speculation was entered into that the RMD might be occurring as described, with colloidal Si making up the observed effluent at lower temperatures; however, there was no evidence to justify this hypothesis.
The calculations of Neretnieks (2014) and the modified Q model show that RMD has the potential to provide the observed high concentrations of Si at elevated temperatures; however, this requires a water-saturated, well-connected pore structure, and it is unclear whether these conditions are found in the tested novaculite sample. Overall, there is the potential for rock matrix diffusion to contribute to higher solute effluent concentrations by effectively providing a larger surface area over which chemical processes can act, especially over longer timescales, but this process cannot explain all the observations.
Initial comparison with other experimental data
NRC and TUL performed an initial application of their homogenised models to a natural fracture in an almost identical Arkansas novaculite as used in the experiment (Gwo et al. 2015) . This earlier work by Polak et al. (2003) temperatures. The work suggested that while the calibration of critical parameters relating to the aperture and asperity distribution needed to be changed between analyses, the basic framework appeared equally applicable to both natural and artificial fractures. However, such comparisons are at a very preliminary stage and will be a major component of future work and so are not discussed here further.
Discussion
The multi-team approach has shown that a range of models can be applied to the novaculite data and obtain a fit with both the aperture closure and silicon concentration discharge. However, in order to obtain these fits, use of various (often very large and context-dependent) 'calibration' factors tends to imply that key aspects of the physical model have not been well captured. These changes in calibration properties can have plausible physical explanations, but there is still uncertainty in making predictions based on available physical models under dynamic flow conditions and time-dependent thermal loads. This uncertainty is compounded by a general inability to distinguish between the pressure solution and stress corrosion closure models on the basis of the available data. Furthermore, the direct use of the fracture topography surfaces to construct aperture distributions, while tempting, appears to give the potential for skewing results and a high degree of sensitivity on the macroscopic model calibration.
However, there appears to be considerable promise in the use of statistical representations of the fracture surface that allow different processes in the fluid and the fracture surface to interact at the 'correct' spatial scale. It is hoped that such an approach will provide a mechanism to better understand and predict the variation of macroscopic (single-fracture) 'calibration' parameters to relatively simple process models and, hence, permit THMC analysis of this type to move beyond the single-fracture scale.
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Appendix: Codes and modelling approaches
See Table 3 . 
