Attractors of cooperative dynamical systems are particularly simple; for example, a nontrivial periodic orbit cannot be an attractor. This paper provides characterizations of attractors for the wider class of coherent systems, defined by the property that no directed feedback loops are negative. Several new results for cooperative systems are obtained in the process.
Introduction
We consider differential equations
where X ⊂ R n is convex, its interior is dense in X, and the vector field F : X → R n extends to a C 1 vector field on an open set. The maximally defined solutions t → Φ t (a), t ≥ 0, a ∈ X generate the local semiflow Φ := {Φ t } t∈R + . We refer to F (or (F, X, R n ), or (F, X, R n , Φ)) as a system. Dynamical notions are applied interchangeably to F and Φ.
Many biological situations are modeled by cooperative systems:
∂F j ∂x i ≥ 0 if j i. The biological interpretation is that an increase of species i tends to increase the population growth rate of every other species j. In this case Φ is monotone, meaning it preserves the vector ordering. This causes the crude dynamics of a cooperative system to be comparatively simple; for example, there are no attracting cycles and every orbit is nowhere dense (Hadeler & Glas [13] , Hirsch [16] ).
Here we show that some of the dynamical advantages of cooperative systems extend to systems having a significantly weaker property: F is coherent (another name is positive feedback system) if whenever i 0 , . . . , i ν , ν ∈ {1, . . . , n} are such that i ν = i 0 , i k−1 i k and
then,
and
Our chief combinatorial result, Theorem 10, shows that by permuting the variables x i and changing the signs of some of them, any coherent system can be transformed into a dynamically equivalent system (F, X, R n , Φ) with the following properties:
• F is not merely coherent, it has the stronger property of being quasicooperative: for any (i 1 , . . . , i m ) as above, each factor in the left hand side of (2) is ≥ 0
• if F is not cooperative, there exists a cooperative system (F 1 , X 1 , R n 1 , Φ 1 ), 1 ≤ n 1 < n, such that the the natural projection Π : R n → R n 1 , (x 1 , . . . , x n ) → (x 1 , . . . , x n 1 )
maps X onto X 1 and semiconjugates F to F 1 and Φ to Φ 1 :
Mild geometrical conditions on X guarantee that for each equilibrium p of F 1 , the restriction of F to X p := X ∩ Π −1 (p) is equivalent to a quasicooperative system (F p ,X p , R n−n 1 ). This is the basis for inductive proofs of our main results.
We turn to our main topic, attractors. An attractor for F is a nonempty invariant continuum A ⊂ X that uniformly attracts all points in some neighborhood of A. If the attraction is not necessarily uniform we talk instead of an attracting set. Three types of attractors A have received special attention:
Point attractors: A is single point, necessarily an equilibrium. Periodic attractors: A is a cycle, i.e., a periodic orbit that is not an equilibrium. Strange attractors, often called "chaotic". This somewhat vague term signifies that A is neither an equilibrium nor a cycle, and usually that A is topologically transitive and exhibits "sensitive dependence on initial conditions". Some authors also require that periodic orbits be dense in A.
This paper is motivated by the question: What kind of nonequilibrium attractors A can exist in coherent systems? Theorem 1 shows that A cannot be topologically transitive; Theorems 2 and 3 give further dynamical information. Other results apply to more general monotone local semiflows.
Statement of results
A set is finitely transitive for a system (or a local semiflow) if it is the union of the omega limit sets of finitely many of its points. Proposition 14 extends a basic result previously known only for strongly order-preserving local semiflows. The development of the concept "attractor" is discussed in the Appendix.
Theorem 1

Motivations
A coherent system is one whose interaction graph (defined below) has no directed negative loops. A more restrictive condition, for graphs that are not necessarily strongly connected, is the requirement that the graph has no undirected negative loops: in that case, one may always perform an elementary change of variables (defined below) that transforms such a system into a cooperative one. In a classical and often-quoted 1981 paper, R. Thomas conjectured that coherent systems do not have any periodic attractors: "the presence of at least one negative loop in the logical structure appears as a necessary (but not sufficient) condition for a permanent periodic behavior" [48] . It has often been claimed (see e.g. [30] ) that Thomas' conjecture was settled in [41, 12] . However, these references only dealt with the more restricted monotone case. Theorem 1 in this paper settles the question. We refer the reader to [42] for further comments on the relevance of these concepts to molecular systems biology, and to [43] for numerical simulations which suggest that systems that are "close" to having the coherence property might have, in some statistical sense, simpler attractors.
Structure of proofs
The proofs of Theorems 1, 2 and 3 have a common pattern which we now discuss. Let T stand for one of these theorems. It is proved first for a cooperative system, which includes the case n = 1. The proof proceeds by induction on n. A coherent system which is not cooperative is transformed, by permuting and changing signs of variables, to a system (F, X, R n ) having the following properties:
• F is quasicooperative
• there is a system (F 1 , X 1 , R n 1 ) with n 1 < n, such that the natural projection Π :
• F 1 is cooperative
It follows that Π semiconjugates the local semiflow Φ of F to the local semiflow Φ 1 of F 1 :
We summarize this by saying that
is a cascade. We also allow the trivial cascade, for which F = F 1 .
For each equilibrium p of F 1 the affine subspace E p := Π −1 (p) is a coset of the kernel of Π. The canonical chart
is an affine automorphism. The vector field F, being tangent to E p along X p , restricts to a vector field F p in X p := X p := X ∩ E p , and Φ restricts to a local semiflow Φ p in X p . The hypothesis of T will ensure that the relative interior of X p in E p is dense in X p . The canonical chart converts the fibre system
by means of the canonical chart. Thus F p has an interaction graph Γ(F p ) := Γ(F p ). We ascribe to F p the property of being cooperative, quasicooperative or coherent whenever that property holds forF p .
Theorem T holds for the cooperative system F 1 , and it holds for all fibre systems by the inductive assumption. The induction is completed by showing that this implies T also holds for (F, X, R n ). There is a delicate point regarding the domains of these systems. The proofs for cooperative systems use special properties of X, such as every point being strongly accessible from above. These properties are postulated in the hypotheses of the main theorems. To make the induction work, the same properties must be verified for the systems obtained by elementary coordinate changes, and also for fibre systems. This means that the class of domains X referred to in the theorems must be preserved by permuting and changing signs of variables, and by intersecting X with the affine subspaces E p . For this reason X is usually required to be an open set in R n or a relatively open subset of a coordinate halfspace.
Local semiflows
A local semiflow Φ in a metrizable space Z is a collection Φ = {Φ t } t∈R + of continuous maps
Φ is required to have the following properties:
•
• Φ 0 is the identity map of Z.
We also say that (Φ, Z) is a local semiflow. When Φ is obtained by solving Equation (1) each map Φ t is a homeomorphism, but this is not assumed for general local semiflows.
The orbit and omega limit set of x are respectively
p is an equilibrium if Φ t p = p for all t. The set of equilibria is denoted by E(Φ), and by E(F) when Φ is generated by the vector field F.
Attractors and attracting sets
We call A positively invariant for if Φ t (a) is defined and belongs to A for all t ≥ 0, a ∈ A, and invariant if in addition A is nonempty and Φ t (A) = A for all t ≥ 0. We say that A attracts x if γ(x) is compact and ω(x) ⊂ A. The set of such points y is the basin of A.
A is topologically transitive if it is the omega limit set of one of its points, and finitely transitive if it is the union of the omega limit sets of finitely many of its points.
We call A attracting if it is invariant, connected and compact, and its basin is a neighborhood of A. If in addition A has arbitrarily small positively invariant neighborhoods, A is an attractor. 
Ordered spaces
By an ordered space we mean a topological space Z together an order relation R ⊂ Z × Z that is topologically closed. If x, y ∈ Z we write:
x y and y x if (x, y) ∈ R, x ≻ y and y ≺ x if x y, x y (6)
The vector order in any subspace of R n is defined by
A subset of an ordered space is unordered if none of its points are related by ≻. Every subspace X ⊂ Z inherits an order relation from Z. If M ⊂ Z then x ≻ M means x ≻ y for all y ∈ M, and similarly for the other relations in (6) . For x, y ∈ X we write
for some open N ⊂ X. Note the notational anomaly that x ⊲ X y and y ⊳ X x are not equivalent statements for general ordered spaces. They are equivalent, however, if X ⊂ R n is open and has the vector ordering. For example, in
Let X be a subset of an ordered space Z. We call q ∈ X strongly accessible in X from above (respectively, from below) if every neighborhood of q in X contains a point x ⊲ X q (respectively, x ⊳ X q). 2 All our results are valid when X is an open set in R n , and some are valid for special kinds of nonopen sets, especially open subsets of a coordinate halfspace of R n , which means a set {x ∈ R n : αx l ≥ c l } for some choice of l ∈ {1, . . . , n}, α ∈ {±1}, (c 1 , . . . , c n ) ∈ R n . We rely on the following fact, whose proof is left to the reader:
has the vector ordering. If X is an open subset of R n , or a relatively open subset of a coordinate halfspace, every point of X is strongly accessible from above and below in X.
Note also that if X is an open subset of R n + , all points of X are strongly accessible in X from above.
Cascades
Let (F, X, R n ) and (F 1 , X 1 , R n 1 ) be systems with 1 ≤ n 1 < n and assume Π : F ։ F 1 is a cascade (see (3) ). This implies
and the Jacobian matrices of F have lower triangular block decompositions of the form
where
and O stands for a matrix of zeroes. The following diagrams commute for each t ≥ 0:
The local semiflows of F p andF p are conjugate under T p . For (F p ,X p , R n−n 1 ) to be a system it is necessary and sufficient that the relative interior of X p in E p be dense in E p . When this holds we call (F p , X p , E p ) the fibre system over p and identify it with (F p ,X p , R n−n 1 ) by T p , The interaction graph Γ(F p ) := Γ(F p ) is determined by the signs of the entries in the block M 22 (x) in (8) . The next lemma gives convenient conditions ensuring this.
Consider the following conditions:
is a system, and
, and also that relative interior of X p in E p is dense in X p , is straightforward.
Graphs
By a directed graph Γ := (V Γ , E Γ ) we mean a nonempty finite set V := V Γ (the set of vertices) together with a binary relation E := E Γ ⊂ V × V (the set of directed edges, usually referred to simply as "edges"). We always assume E is totally nonreflexive i.e., (i, i) E.
An isomorphism between a pair of directed graphs is a bijection f between their vertex sets such that f × f restricts to a bijection f * between their edge sets.
Our chief tool for analyzing the crude dynamics of systems (F, X, R n ) is the interaction graph Γ := Γ(F). This is the labeled directed graph with vertex set is V = V(Γ) := {1, . . . , n}, whose set of (directed) edges is
is assigned the label h( j, i) ∈ {+1, −1, θ} according to the rule: (10) and is respectively called positive, negative or ambiguous. A loop is positive if each of its edges is labeled +1 or −1 and the product of these labels is +1.
We define three types of graphs in increasing order of generality: Γ is positive if every edge is positive, Γ is quasipositive if every loop has only positive edges, Γ has the positive loop property if every loop is positive. Paraphrasing some of the earlier definitions, we define corresponding types of systems F in terms of Γ(F): 
Λ is a subgraph of Γ provided
We abuse notation and denote this by Λ ⊂ Γ, saying that Λ contained in Γ. If Λ, Λ ′ are subgraphs their graph union is the subgraph with vertex set V(Λ) ∪ V(Λ ′ ) and edge set E(Λ) ∪ E(Λ ′ ). A path of length k ∈ N + is a sequence (u 0 , . . . , u k ) of vertices such that (v j−1 , v j ) is an edge for j = 1, . . . , k. The concatenation of an ordered pair (λ, µ) of paths,
obtained by transversing first λ and then µ.
A loop of length µ ∈ N + is a sequence of µ ≥ 2 edges having the form
As our graphs are totally nonreflexive, there are no self-loops:
A loop is positive (respectively, negative) if each of its edges is labeled 1 or −1 and the product of these labels is +1 (respectively, −1). All other loops are ambiguous.
In the next three definitions the labeling plays no role. A graph is called: • A graph with no edges is primary, but a graph with only one edge is not primary.
• The graph union of primary subgraphs is primary.
• A strongly connected subgraph is primary, and a primary connected subgraph having more than one vertex is strongly connected. If Γ is quasipositive, every primary subgraph is positive.
A subgraph Λ ⊂ Γ is called:
• full provided it contains all edges in Γ joining vertices of Λ,
• initial if no edge of Γ is directed from a vertex outside Λ to a vertex of Λ,
• terminal if if no directed edge of Γ joins a vertex of Λ to a vertex not in Λ,
• fundamental if is connected, primary and initial, and no other subgraph containing Λ has these properties.
Lemma 6 The following hold for all subgraphs:
(a) fundamental subgraphs are full
vertex, they coincide (c) every connected, primary, initial subgraph is contained in a unique fundamental subgraph
Proof (a) and (b) follow directly from definitions. (c) is proved by showing that the graph union of a maximal nested family of connected, primary, initial subgraphs is fundamental.
Graphs and systems
Let (F, X, R n ) be a system.
Proposition 7 If Π : F ։ F 1 is a cascade having a fibre system F p , then:
(a) Γ(F 1 ) is a full subgraph of Γ(F).
(b) Γ(F p ) is isomorphic to a subgraph of Γ(F).
(c) when F is cooperative, quasicooperative or coherent, F 1 and F p have the same property.
Proof (a) and (b), which imply (c), are proved by inspecting the block decomposition (8) of the matrix of functions F ′ (x).
(ii) When F is quasicooperative, F 1 and all fibre systems are quasicooperative, and if Γ 1 is primary then F 1 is cooperative Proof Initiality and fullness of Γ 1 means that (7) holds. Therefore (3) defines a cascade satisfying (i). The first assertion in (ii) follows from Proposition 7(c). The second assertion holds because Γ 1 is quasipositive, and if it is primary all its edges are in loops and hence are positive.
Spin assignments
A spin assignment for a graph Γ is any function σ : V(Γ) → {±1}. It is consistent if h(u, v) = σ(u)σ(v) for every edge (u, v) belonging to a loop. (This terminology is not the same as in [42] , where it was required that every edge be consistent. With that stronger requirement, the theorem given below would become a characterization of monotonicity with respect to an orthant order, a more restrictive property than coherence.)
Theorem 9 Γ has the positive loop property if and only if it has a consistent spin assignment.
Proof Assume Γ has the positive loop property. Let Γ ′ be obtained from Γ by keeping the same vertices but deleting the edges not contained in loops. Clearly Γ ′ has the positive loop property, and if σ is a consistent spin assignment on Γ ′ it is also consistent on Γ. Therefore we can assume every edge e belongs to a loop and is thus positive.
Claim: If λ 1 , λ 2 are paths from a to b then h(λ 1 ) = h(λ 2 ) ∈ {±1}. To see this, choose a path µ from b to a, which can be done because each edge belongs to a loop. Since every loop is positive by hypothesis, for j = 1, 2 we have
. Now fix a vertex p of Γ and for each vertex v choose a path λ v from p to v. Define σ(p) = 1 and σ(v) = h(λ v ), which by the claim is independent of the choice of λ v . For any edge e = (u, v) we can fix λ u and define λ v := λ u · e. Then have:
which implies h(e) = σ(u)σ(v). The converse implication is left to the reader.
Remark
The foregoing proof can be expressed homologically. LetΛ denote the 1-dimensional cell complex corresponding to a prime subgraph Λ ⊂ Γ having the vertices of Λ for 0-cells and the directed edges of Λ for 1-cells. In the cellular chain groups of Λ with coefficients in Z 2 (identified with the multiplicative group {±1}), a labeling h is a 1-cochain, spin assignments are 0-cocycles, and a spin assignment σ is consistent for h if its coboundary is δσ = h. As the evaluation of cochains on chains induces a dual pairing H 1 (Λ; Z 2 ) × H 1 (Λ; Z 2 ) → Z 2 , the positive loop property makes the cohomology class of h trivial. Thus h = δσ, proving that σ is consistent.
A change of variables x → y is called elementary if there is a permutation i → i ′ of {1, . . . , n} and an n-tuple ρ ∈ {±1} n such that y i = ρ i x i ′ .
Theorem 10 If a system is coherent, there is an elementary change of variables transforming it to a quasicooperative system admitting a cascade over a cooperative system for which all fibre systems are quasicooperative.
Proof Assume (F, X, R n ) is a coherent system, which by Theorem 9 has a consistent spin assignment σ. The elementary change of variables L :
such that Γ(G) and Γ(F) have the same undirected edges. For every directed edge ( j, i) of
If ( j, i) belongs to a loop then h Γ(F) ( j, i) = σ j σ i by the consistency condition. Therefore sign(
showing that G is quasicooperative. After reindexing variables we assume there is a fundamental subgraph Γ 1 ⊂ Γ(F) with vertex set {1, . . . , n 1 }, 1 ≤ n 1 ≤ n. Now apply Proposition 8.
Monotone dynamics
A local semiflow Φ is monotone if x y =⇒ Φ t x Φ t y. Throughout this section we assume:
• Φ := {Φ t } t≥0 is a monotone local semiflow in an ordered space X To simplify notation we may write x(t) := Φ t x whenever Φ t x is defined. It is well known for the data in Equation (1) that if F is cooperative and X is convex, the corresponding local semiflow Φ is monotone. This is a corollary of the Müller-Kamke theorem [28, 21] on differential inequalities (Hirsch [16] ). 
Proposition 11
(ii) γ(x) is compact and there exist t > 0 such that 
(b) If each point of A is strongly accessible in X from both above and below and A ∩ E
Proof This is a slight generalization of Hirsch [17, Theorems III.3.1 and III. 3.3] , and the same proofs work here.
Proposition 13 Assume A ⊂ ω(x). Let q ∈ A be a minimal (respectively, maximal) point of A having a neighborhood N ⊂ X such that there is a point y ≺ N (respectively, y ≻ N) is attracted to A. Then q = inf A (respectively, q = sup A).
Proof To fix ideas we assume q is a minimal point of A and y ≺ N. Notation is simplified by setting Φ t w = w(t) whenevever w ∈ X, t ≥ 0. Some point on γ(x) lies in N its omega limit set contains A. Replacing x by such a point we assume x ∈ N. Therefore y ≺ x and
There is a sequence t n → ∞ such that x(t n ) ∈ N and
Because ω(y) meets A we can choose this sequence so that also
It follows from (11), (12), (13) and closedness of the order relation that a q, so minimality of q implies a = q. Thus
Choose n 0 so that y(t n 0 ) ∈ N. If I ⊂ R + is a sufficiently small open interval about t n 0 then s ∈ I =⇒ y(s) ∈ N, hence y(s) ≻ y. The dual of Proposition 11(b)(i) now shows that ω(y) is an equilibrium, hence ω(y) = {q}. It follows from (11) that ω(x) ≻ q, hence A q.
In the rest of this section we assume:
• X ⊂ R n with the vector ordering.
This result also holds when X is ordered by a solid polyhedral cone, but it is has not been proved for more general ordered spaces. For strongly order-preserving local semiflows a stronger conclusion holds: Every omega limit set is unordered (Hirsch & Smith [20, Corollary 1.9] ).
Proof For any Σ ⊂ {1, . . . , n} the corresponding face of R n + is
It can be seen that J o = J and J o is relatively open in its linear span. Moreover
Fix x, p ∈ X such that inf ω(x) = p or sup ω(x) = p; we have to prove ω(x) = p. To fix ideas we assume p = 0 = inf ω(x). Claim: Φ t (x) is defined for all t ≥ 0. It is well known that this is the case if the orbit closure of x is compact. If it is not compact, the orbit intersects the boundary of some open ball centered at 0 in an infinite set. Consequently ω(x) contains a point p, which implies the claim. There is a sequence {I k } of these components and points t k ∈ I k such that as k → ∞ we have
After passing to a subsequence we can assume there is an open face
belongs to an open face of larger dimension, and this can only happen finitely many times. Set dim K o = m ∈ {1, . . . , n} and relabel variables so that
. By (15) there exists t * > 0 such that
By Proposition 11(b)(i) the trajectory of x(t * ) converges, necessarily to 0. Therefore ω(x) = ω(x(t * )) = 0.
Corollary 15 Assume
Proof Follows from Theorem 14 because 0 = inf ω(x).
Remark We digress to interpret this result biologically. Let x i ≥ 0 stand for the "size" of species i (population, biomass, density, . . . ) and call n i=1 x i the "total size". Assume that from each initial state x(0) ∈ R n + the species develop along a curve x(t) = (x 1 (t), . . . , x n (t)) ∈ R n + , t ≥ 0 governed by a cooperative system (suggesting symbiosis or commensalism) in R n + . Then:
• If the total population does not die out, the total size is bounded above 0.
This follows from the contrapositive of the Corollary.
The next result will be used to start the inductive proof of Theorem 1. It applies only to cooperative systems, but the assumptions on Φ, X and A are weaker than in Theorem 1. Recall that every nonempty compact set in an ordered space contains a maximum point and a minimum point (Ward [51] ), Theorem 16 Assune X ⊂ R n has the vector ordering and Φ is a monotone local semiflow in X. Let A ⊂ X be attracting and finitely transitive for Φ. If every point of A is strongly accessible in X from above or below, then A ∈ E.
More precisely: If q ∈ A is maximal and strongly accessible in X from above then A = q. Likewise if q ∈ A is minimal and strongly accessible in X from below.
Proof It suffices to assume q ∈ A is maximal and strongly accessible in X from above. Under the current assumptions there exist x ∈ A, y ∈ X and neighborhood U ⊂ X of q such that that q ∈ ω(x), y ≻ q and y is attracted to A. Evidently q is maximal in ω(x), hence q = sup ω(x) by Proposition 13, and therefore q = ω(x) by Theorem 14.
Suppose z ∈ X and ω(z) ∩ U ∅. There exists l ∈ N + with z(t l ) ∈ U, hence y(t) ⊲ X z(t + l), (t ≥ 0), and monotonicity proves
Now we prove for all v ∈ X:
For there exists z ∈ γ(v)∩U and Equation (16) 
by Theorem 14.
Let {a k } be any sequence in U ∩ A converging to q. By hypothesis there is a finite set S ⊂ X such that each a k is an omega limit point of some member of S . By finiteness of S there is a subsequence {b k } of {a k } and v ∈ S such that {b k } ⊂ ω(v). Evidently q ∈ ω(v), whence q = ω(v) by (17) . This can only happen if b k = q for all k ∈ N + . It follows that q is isolated in the connected set A, entailing A = q.
Proofs of the main theorems
Proof of Theorem 1 Let the system (F, X, R n ) be as in Theorem 1, with a finitely transitive attracting set A ⊂ X.
Step (i) Consider first the case that F is cooperative. Then Φ is monotone because X is convex, and each of the assumptions (i), (ii) implies each point of A is strongly accessible in X from above or below. The conclusion for this case follows from Proposition 16.
Step (ii) We proceed by induction on n, the case n = 1 following from the cooperative case. Assume inductively that n > 1 and that the conclusion holds for smaller values of n. By Step (i) we can assume F is not cooperative, whence by Theorem 10 there is a cooperative system (F 1 , X 1 , R n 1 ) and a cascade Π : F ։ F 1 with 1 ≤ n 1 < n, whose fibre systems are quasicooperative. Lemma 5 shows that (F p , X p , E p ) is a fibre system for each p ∈ E(F 1 ). The set Π(A) ⊂ X 1 is finitely transitive for the cooperative system F 1 , hence Π(A) = p ∈ E(F 1 ) by Step (i). Thus A lies in the invariant set X p = X ∩ Q −1 (A), and A is attracting and finitely transitive for Φ p := Φ|X p . The inductive hypothesis applied to (F p , X p , E p ) shows that A is an equilibrium, completing the induction. 
Proof of Theorem 2
Proof of Theorem 3
If F is cooperative, as when n = 1, the conclusion follows from Proposition 12. We proceed by induction on n, assuming that n > 1 and the theorem holds for smaller values.
We can assume F is not cooperative. By Theorem 10 there is a cascade Π :
is a quasicooperative system. Applying the inductive hypothesis twice, we conclude that there exists p ∈ E(F 1 ) and q ∈ E(F p ) ⊂ E(F). Assume E(F) = q and set Π(q) = p ′ ∈ E(F 1 ). Then p ′ = p. For we showed above that every fibre system contains an equilibrium of F, which must be q. -H. Bothe [4] The first mathematical use of the word "attractor" may be in Coddington & Levinson's 1955 book [9] , where it refers to an asymptotically stable equilibrium. The term was subsequently extended to include an attracting cycles. Today there are many definitions, usually meaning an invariant set (of some kind) that is approached uniformly (in some sense) by the forward orbits of all (or most) points in some neighborhood of the set.
Attractors do not occur explicitly in the work of Poincaré or Birkhoff. These authors were primarily interested in Hamiltonian systems, which have no attractors because they preserve volume.
An early proof of existence of a unique attracting periodic orbit for a general class of systems is in the 1942 paper of N. Levinson and O. Smith [23] .
Early computer simulations revealed what appear to be attractors. As far back as 1952, Turing [49] published pictures of numerical simulations of a nonlinear dynamical model of cell development, exhibiting striking pattern formation. Simulations by Stein & Ulam [44, 45] and Lorenz [24] gave persuasive pictorial evidence of complicated structure in attractors, but attracted little attention when they were published. Hamming's review [15] of [45] was unenthusiastic:
Many photographs of cathode ray tube displays are given, a fondness for citing large numbers of iterations and machine time used is revealed, and a crude classification of the limited results is offered, but there appears to be no firm new results of general mathematical interest. . .
One can only wonder what will happen to mathematics if we allow the undigested outputs of computers to fill our literature. The present paper shows only slight traces of any digestion of the computer output.
Much of the early theoretical work on attractors on global analysis was concerned with characterizing them in terms of Liapunov functions and topological dynamics (e.g., Ura [50] , Auslander et al. [2] , Mendelson [25] , Bhatia [3] ). Little was known of their internal dynamics beyond the existence of fixed points in global attractors for flows in Euclidean space (Bhatia & Szegö [5] ).
In the 1960s a number of articles on attractors and related forms of stability were inspired by Sell [37] . In his seminal 1967 work on global analysis, Smale gave detailed constructions and analyses of hyperbolic attractors and other invariant sets, which would later be called "chaotic" and "fractal", and proved them structurally stable. He called attention to the vast mixture of periodic, almost periodic, homoclinic and other phenomena found in structurally stable attractors, even in rather simply given systems.
"Strange attractors" were proposed in 1971 as a model of turbulence by Ruelle and Takens [35, 36, 32] , Newhouse et al. [29] ). The physical significance of this route to chaos is still debated.
In his controversial 1972 book on morphogenesis ( [46, 47] ) the late René Thom issued a bold manifesto proclaiming the fundamental scientific role of attractors: (Williams [52] , Plykin & Zhirov [31] ). A novel measure-theoretic type of attractor due to
