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Abstract
We give a sufficient condition for the strict parabolic power concavity of the convolution in space
variable of a function defined on Rn×(0,+∞) and a function defined on Rn. Since the strict parabolic
power concavity of a function defined on Rn× (0,+∞) naturally implies the strict power concavity of
a function defined on Rn, our sufficient condition implies the strict power concavity of the convolution
of two functions defined on Rn. As applications, we show the strict parabolic power concavity and
strict power concavity in space variable of the Gauss–Weierstass integral and the Poisson integral for
the upper half-space.
Keywords and phrases. Strict power concavity, the Borell–Brascamp–Lieb inequality, strict parabolic
power concavity, strict parabolic power quasi-concavity, strict power quasi-concavity.
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1 Introduction
In this paper, we are interested in the strict power concavity of the convolution,
f ∗ g(x) =
∫
Rn
f(x− y)g(y) dy, x ∈ Rn, (1.1)
of two non-negative measurable functions f and g defined on Rn.
Let us recall the notion of power concavity and its simple properties. Let A be a convex subset of Rn,
f a non-negative function defined on A, and p ∈ R ∪ {±∞}. f is said to be p-concave on A if, for any
x0, x1 ∈ A and λ ∈ [0, 1], the inequality
f ((1 − λ)x0 + λx1) ≥Mp (f (x0) , f (x1) ;λ) (1.2)
holds. Here, for a, b ∈ [0,+∞) and λ ∈ [0, 1],
Mp (a, b;λ) :=

0 (ab = 0),
((1− λ) ap + λbp)1/p (ab > 0, p /∈ {±∞, 0}) ,
max{a, b} (ab > 0, p = +∞),
a1−λbλ (ab > 0, p = 0),
min{a, b} (ab > 0, p = −∞)
(1.3)
is called the p-th mean of a and b of ratio λ. f is said to be strictly p-concave on A if the inequality (1.2)
strictly holds for any distinct x0, x1 ∈ A and λ ∈ (0, 1).
When f is positive on A and −∞ < p < +∞, f is p-concave if and only if x 7→ f(x)p is concave for
p ∈ (0,+∞), x 7→ log f(x) is concave for p = 0, and x 7→ f(x)p is convex for p ∈ (−∞, 0) (see Subsection
2.2 for the details). As a consequence of Jensen’s inequality, if p ≥ q, then, for any a, b ∈ [0,+∞) and
λ ∈ [0, 1],
Mp(a, b;λ) ≥Mq(a, b;λ) (1.4)
1
holds (see, for example, [9, Section 2.9]). Thus, for any p ∈ R∪{+∞}, p-concave (resp. strictly p-concave)
functions are −∞-concave (resp. strictly −∞-concave).
−∞-concavity is also called quasi-concavity, and we use this terminology hereafter. It directly follows
from definition that any strictly quasi-concave function has at most one global maximum point. Fur-
thermore, if f is strictly quasi-concave on A, then, for any convex subset C of A, the restriction of f to
C is strictly quasi-concave on C. Thanks to these properties, strict quasi-concavity plays an important
role for optimization problems in, for example, economics. Namely, for a maximization problem with an
objective function f , if f is strictly quasi-concave, then we have at most one global optimal solution.
As Gardner explains in [6, Section 11], the power concavity of a convolution can be derived from
the Borell–Brascamp–Lieb inequality (BBL-inequality, for short). The BBL-inequality is an integral
inequality (see Theorem 2.8 of this paper for the precise statement). It was shown by Borell [1, Theorem
3.1] and by Brascamp and Lieb [3, Theorem 3.3], independently, around the same time. The proof of
the BBL-inequality can be found in, for example, [17], [8] and [5, Section 3.3]. These references include
probabilistic applications of the BBL-inequality.
Let us review the process of deriving the power concavity of (1.1) from the BBL-inequality according
to [6, Section 11] (see also [22, Section 2] and [5, Section 3.3]). Ho¨lder’s inequality implies that, for
a, b, c, d ∈ [0,+∞), p, q ∈ R ∪ {±∞} and λ ∈ (0, 1), if p+ q ≥ 0, then
Mp(a, b;λ)Mq(c, d;λ) ≥Mr(ac, bd;λ) (1.5)
holds, where
r =

pq
p+ q
((p, q) 6= (±∞,∓∞)) ,
−∞ ((p, q) = (±∞,∓∞))
(1.6)
(see, for example, [6, Lemma 10.1]). It follows from (1.5) that if p + q ≥ 0, then, for any p-concave
function f and q-concave function g, the function
F (x, y) = f(x− y)g(y), (x, y) ∈ Rn × Rn, (1.7)
is r-concave on Rn × Rn. It follows from the BBL-inequality that if r ≥ −1/n, then, for any r-concave
function F defined on Rm × Rn such that the integral
G(x) =
∫
Rn
F (x, y) dy (1.8)
exists for each x ∈ Rm, the function G is r/(1 + nr)-concave on Rm (see [1, Theorem 4.3] and [3,
Corollary 3.5]). Using this application of the BBL-inequality with m = n and F in (1.7), we obtain the
r/(1 + nr)-concavity of (1.1).
One of our results of this paper (Theorem 3.9) is the strict version of the above. We show that if the
following conditions are satisfied, then (1.1) is strictly r/(1 + nr)-concave on Rn:
(i) f is strictly p-concave on Rn.
(ii) g is q-concave on Rn.
(iii) Rn \ g−1(0) is bounded, and its interior is not empty.
(iv) p+ q ≥ 0 and r ≥ −1/n.
Compared to the process of deriving (not necessarily strict) power concavity, to show the strict power
concavity of (1.1), it is essentially sufficient to add two extra assumptions, the strictness of the power
concavity of f and the boundedness of the support of g.
Our result can be applied to the Gauss–Weierstrass integral,
Wg(x, t) =
1
(4pit)n/2
exp
(
−| · |
2
4t
)
∗ g(x) = 1
(4pit)n/2
∫
Rn
exp
(
−|x− y|
2
4t
)
g(y) dy, (1.9)
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where g is a bounded measurable function defined on Rn. It is well-known that Wg satisfies the Cauchy
problem for the heat equation
(
∂
∂t
−∆
)
Wg(x, t) = 0, (x, t) ∈ Rn × (0,+∞),
Wg
(
x, 0+
)
= g(x), x ∈ Rn.
(1.10)
Since the Gauss–Weierstrass kernel is strictly 0-concave on Rn at any fixed t ∈ (0,+∞), our result implies
that, for any 0-concave function g such that its support is a convex body (compact convex set with non-
empty interior), the functionWg(·, t) : Rn → (0,+∞) is strictly 0-concave on Rn at any fixed t ∈ (0,+∞)
(Proposition 3.16 (1)). We refer to Brascamp and Lieb’s investigation [3, Section 4] for the pioneering
work on concavity properties of a solution of a partial differential equation (see also, for example, [14],
[13], [12] and [11]).
Our result can also be applied to the Poisson integral for the upper half-space,
Pg(x, t) =
2t
σn (Sn)
(
|·|2 + t2
)
−(n+1)/2
∗ g(x) = 2t
σn (Sn)
∫
Rn
(
|x− y|2 + t2
)
−(n+1)/2
g(y) dy, (1.11)
where Sn denotes the n-dimensional unit sphere, σn denotes the n-dimensional spherical Lebesgue mea-
sure, and g is a bounded measurable function defined on Rn. As an analytic property, Pg satisfies the
Cauchy problem for the 1/2-diffusion equation
(
∂
∂t
+
√−∆
)
Pg(x, t) = 0, (x, t) ∈ Rn × (0,+∞),
P g
(
x, 0+
)
= g(x), x ∈ Rn,
(1.12)
which is equivalent to the boundary value problem for the Laplace equation
(
∆+
∂2
∂t2
)
Pg(x, t) = 0, (x, t) ∈ Rn × (0,+∞),
P g
(
x, 0+
)
= g(x), x ∈ Rn.
(1.13)
Geometrically, when g is the characteristic function χD of a body (the closure of a bounded open set) D
in Rn, PχD(x, t) is proportional to the solid angle of D at (x, t). Namely,
PχD(x, t) =
2σn ((D ∗ (x, t)) ∩ (Sn + (x, t)))
σn (Sn)
, (1.14)
where D ∗ (x, t) denotes the cone of base D and vertex (x, t) (see [19, p. 2157]).
It was shown in [20, Proposition 3.7 (1)] that if Ω is a convex body in Rn, then PχΩ(·, t) : Rn →
(0,+∞) is strictly −1-concave on Rn at any fixed t ∈ (0,+∞). This fact is generalized by our result since
the Poisson kernel is strictly −1/(n+1)-concave on Rn at any fixed t ∈ (0,+∞). Namely, if q ≥ 1, then,
for any q-concave function g such that its support is a convex body, the function Pg(·, t) : Rn → (0,+∞)
is strictly q/(1− q)-concave on Rn (Proposition 3.16 (2)). We remark that the characteristic function of
a convex body is +∞-concave on Rn and q/(1− q) = −1 for q = +∞.
Since Wg and Pg are solutions of evolution equations, it is natural to investigate those concavity
properties involving the space and the time variables jointly. In order to investigate such a concavity
property, the notion of parabolic power concavity of a function defined on a parabolically convex set in
Rn × (0,+∞) was introduced by Ishige and Salani [11], and exciting concavity properties of solutions of
parabolic problems were shown. As in the case of a strictly power concave function on a convex set, the
strict parabolic power concavity of a function on a parabolically convex set guarantees the uniqueness of
a global maximum point (see Subsections 2.3 and 2.4 for the precise definitions). This is the reason why
we are also interested in the strict parabolic power concavity of the convolution in space variable,
Γ(x, t) = ϕ(·, t) ∗ ψ(x) =
∫
Rn
ϕ(x − y, t)ψ(y) dy, (x, t) ∈ Rn × (0,+∞), (1.15)
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of two measurable functions ϕ : Rn × (0,+∞)→ [0,+∞) and ψ : Rn → [0,+∞).
The argument to show the power concavity of (1.1) also works for the parabolic power concavity of
Γ in (1.15), that is, it is derived from the parabolic power concavity of ϕ and the power concavity of ψ
through the BBL-inequality. In the main theorem (Theorem 3.6), we give a sufficient condition for the
strict parabolic power concavity of Γ in (1.15). Compared to the process of deriving (not necessarily strict)
parabolic power concavity, to show the strict parabolic power concavity of Γ in (1.15), it is essentially
sufficient to add two extra assumptions, the “almost-strictness” of the parabolic power concavity of ϕ
and the boundedness of the support of ψ. Note that the strict parabolic power concavity of Γ in (1.15)
implies the strict power concavity of (1.1). To be precise, if Γ in (1.15) is parabolically p-concave (resp.
strictly parabolically p-concave), then, at any fixed t, the function Γ(·, t) : Rn → [0,+∞) is p-concave
(resp. strictly p-concave). Therefore, the strict parabolic power concavity of Γ in (1.15) is the most
important subject in this paper.
The strict parabolic power concavity of WχΩ and PχΩ can be derived from our main theorem,
where Ω is a bounded convex subset of Rn with non-empty interior. In particular, the strict parabolic
power concavity of PχΩ is the usual strict quasi-concavity on R
n× (0,+∞). Recalling the application to
optimization problems and the geometric interpretation of PχΩ, our result states that, at an art museum,
when we look at a convex picture Ω on the wall from an area E ⊂ R2×(0,+∞), if E is closed and convex,
then there is a unique point with the maximum viewing solid angle. Thus, we obtain the uniqueness of
an optimal solution to a generalization of Regiomontanus’ angle maximization problem. We refer to [16,
Section 5.2] for this kind of issue.
As a supplement, inspired by Uhrin [22, p. 642], we introduce the notion of parabolic power quasi-
concavity of a function in Subsection 2.5. We recall that the assumption r ≥ −1/n is needed to derive
the r/(1 + nr)-concavity of G in (1.8) from the BBL-inequality. This assumption comes from the BBL-
inequality. Dancs and Uhrin [4, Theorem 3.3] showed an integral inequality corresponding to the case
where r < −1/n. Using the inequality instead of the BBL-inequality, in the same manner as in the
power concavity of (1.1), Uhrin [22, Theorem 2.1 (B)] derived the power quasi-concavity of (1.1). Also,
in the same manner as in our main theorem, we give a sufficient condition for the strict parabolic power
quasi-concavity of Γ in (1.15), which implies the strict power quasi-concavity of (1.1).
2 Preliminaries
In this section, after setting our notation, we introduce the notions of power concave functions, paraboli-
cally convex sets, parabolically power concave functions, power quasi-concave functions and parabolically
power quasi-concave functions. We also show some of their fundamental properties.
2.1 Notation
For a subset X of Rn, we denote by intX , clX and χX the interior, closure and characteristic function of
X , respectively. For x ∈ Rn and ρ ∈ (0,+∞), we denote by B(x, ρ) the open ball centered at x of radius
ρ. Let Sn−1 be the boundary of B(0, 1). For µ, ν ∈ (0,+∞), X and Y ⊂ Rn, we use the Minkowski
addition
µX + νY = {µx+ νy|x ∈ X, y ∈ Y }. (2.1)
In particular, when Y is a singleton {y} in (2.1), we write
µX + νy = µX + ν{y} = {µx+ νy|x ∈ X}. (2.2)
For p ∈ R ∪ {±∞}, a, b ∈ [0,+∞) and λ ∈ [0, 1], Mp(a, b;λ) is defined in (1.3). The convex combination
of two points x0 and x1 of ratio λ is denoted by
xλ = (1− λ)x0 + λx1. (2.3)
4
A compact convex set with non-empty interior in Rn is called a convex body. For a convex body K in
Rn, we denote by hK the support function of K, that is,
hK(u) = max{x · u|x ∈ K}, u ∈ Sn−1. (2.4)
Put
H−(h, u) = {y ∈ Rn| y · u ≤ h} , (h, u) ∈ R× Sn−1. (2.5)
2.2 Power concave functions
Let us recall the definition of power concavity of a function.
Definition 2.1. Let A be a convex set in Rn, f a non-negative function defined on A, and p ∈ R∪{±∞}.
f is said to be p-concave on A if, for any x0, x1 ∈ A and λ ∈ [0, 1], the inequality
f (xλ) ≥Mp (f (x0) , f (x1) ;λ)
holds. 0-concavity and −∞-concavity are also called log-concavity and quasi-concavity, respectively. f
is said to be strictly p-concave on A if equality in the above inequality holds if and only if any of the
conditions x0 = x1, λ = 0 or λ = 1 holds.
It directly follows from definition that:
Remark 2.2 ([3, p. 373]). Let A and f be as in Definition 2.1. f is quasi-concave on A if and only if,
for any a ∈ [0,+∞), the super-level set {x ∈ A|f(x) > a} is convex (or empty).
As mentioned in Introduction, for any p ∈ R ∪ {±∞}, p-concave functions are quasi-concave. Thus,
Remark 2.2 implies:
Remark 2.3. Let A, f and p be as in Definition 2.1. If f is p-concave on A, then, for any a ∈ [0,+∞),
the super-level set {x ∈ A|f(x) > a} is convex (or empty). In particular, A\f−1(0) is convex (or empty).
It follows from the definition of M+∞ that:
Remark 2.4 ([3, p. 373]). Let A and f be as in Definition 2.1. Let Ω = A \ f−1(0), and fix an arbitrary
ξ ∈ Ω. f is +∞-concave on A if and only if f = f(ξ)χΩ.
By definition, positive power concave functions are described as:
Remark 2.5. Let A and f be as in Definition 2.1. Suppose that f is positive on A.
(1) Let p ∈ (0,+∞). f is p-concave if and only if fp : A ∋ x 7→ f(x)p ∈ (0,+∞) is concave.
(2) f is log-concave if and only if log f : A ∋ x 7→ log f(x) ∈ (0,+∞) is concave.
(3) Let p ∈ (−∞, 0). f is p-concave if and only if fp : A ∋ x 7→ f(x)p ∈ (0,+∞) is convex.
Positivity and continuity are fundamental properties of strict power concave functions.
Lemma 2.6. Let A, f and p be as in Definition 2.1. Suppose that f is p-concave on A.
(1) Let p ∈ R ∪ {+∞}. If f is positive on intA, then f is continuous on intA.
(2) Let p ∈ R ∪ {−∞}. If f is strictly p-concave on intA, then f has to be positive on intA.
(3) Let p ∈ R. If f is strictly p-concave on intA, then f is continuous on intA.
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Proof. (1) The statement for p = +∞ follows from Remark 2.4. Since f = (fp)1/p for p ∈ R \ {0}
and f = exp log f , the statement for p ∈ R follows from the well-known theorem in convex analysis:
any concave/convex function is continuous on the interior of its domain (see [21, Theorem 1.5.3] or [18,
Theorem 10.1]).
(2) Fix an arbitrary x ∈ intA. We take a small enough ε > 0 such that B(x, ε) ⊂ A. Let v ∈ Sm−1.
Then, we have
f(x) = f
(
1
2
(
x+
ε
2
v
)
+
1
2
(
x− ε
2
v
))
> Mp
(
f
(
x+
ε
2
v
)
, f
(
x− ε
2
v
)
;
1
2
)
≥ 0.
(3) follows from (1) and (2).
There exsits a discontinuous strict quasi-concave function.
Lemma 2.7. Let k be a positive function defined on [0,+∞). Put k◦ = k(| · |). Suppose that k is strictly
decreasing on [0,+∞).
(1) k is strictly quasi-concave on [0,+∞).
(2) k◦ is strictly quasi-concave on Rn.
Proof. (1) Let r0, r1 ∈ [0,+∞), and λ ∈ (0, 1). Suppose r0 < r1. Then, we have r0 < rλ < r1. Since k is
strictly decreasing, we have k(rλ) > k(r1) =M−∞(k(r0), k(r1);λ).
(2) Let x0, x1 ∈ Rn, and λ ∈ (0, 1). Suppose x0 6= x1. Put r0 = |x0| and r1 = |x1|. Since k is strictly
decreasing and |xλ| ≤ rλ, we have k◦(xλ) = k(|xλ|) ≥ k(rλ). Equality if and only if there exists a positive
s such that x0 = sx1 Thus, the strict quasi-concavity of k shown in (1) completes the proof.
At the end of this subsection, let us review the precise statement of the BBL-inequality with our
notation. See also [1, Theorem 3.1], [4, Theorem 3.1] and [7, Theorem 10.1].
Theorem 2.8 ([3, Theorem 3.3]). Let f0 and f1 be non-negative integrable functions defined on R
n.
Suppose that the L1-norms of f0 and f1 are both positive. Let r ≥ −1/n, and
S(y) = ess sup {Mr (f0 (y0) , f1 (y1) ;λ)| (y0, y1) ∈ Rn × Rn, yλ = y} , y ∈ Rn.
Then, we have ∫
Rn
S(y) dy ≥Mr/(1+nr)
(∫
Rn
f0(y) dy,
∫
Rn
f1(y) dy;λ
)
.
2.3 Parabolically convex sets
The notion of α-parabolic convexity of a subset of Rn× (0,+∞) was introduced in [10]. It is an extension
of the usual parabolic convexity introduced in [2]. We show some simple properties of parabolically
convex sets.
Definition 2.9 ([10, Definition 3.5]). Let E be a subset of Rn × (0,+∞), and α ∈ R. E is said to be
α-parabolically covnex if, for any (x0, t0), (x1, t1) ∈ E and λ ∈ [0, 1], (xλ,Mα(t0, t1;λ)) ∈ E holds.
We remark that the original parabolic convexity [2] corresponds to the case where α = 1/2.
Example 2.10. Let 0 ≤ a < b ≤ +∞, I = (a, b), and α ∈ R. Put
E =
{
{(x, t) ||x| < tα, t ∈ I} (α 6= 0),
{(x, t) ||x| < log t, t ∈ I} (α = 0).
Then, E is α-parabolically convex.
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Convex sets in Rn can generate parabolically convex sets in Rn × (0,+∞).
Proposition 2.11. Let A be a convex set in Rn, and α ∈ R \ {0}. Put
Âα =
{
(x, t) ∈ Rn × (0,+∞)
∣∣∣ x
tα
∈ A
}
.
Then, Âα is α-parabolically convex.
The proof is directly completed by the convex combination
xλ
Mα (t0, t1;λ)
α =
(1− λ)tα0
Mα (t0, t1;λ)
α
x0
tα0
+
λtα1
Mα (t0, t1;λ)
α
x1
tα1
, (x0, t0) , (x1, t1) ∈ Rn × (0,+∞). (2.6)
This is sometimes used throughout this paper.
When we connect the two cases where α 6= 0 and where α = 0, we use the following relations:
logM0 (t0, t1;λ) =M1 (log t0, log t1;λ) , (t0, t1, λ) ∈ (1,+∞)× (1,+∞)× [0, 1]; (2.7)
expM1(t0, t1;λ) =M0(e
t0 , et1 ;λ), (t0, t1, λ) ∈ (0,+∞)× (0,+∞)× [0, 1]. (2.8)
Corollary 2.12. Let A be a convex set in Rn. Put
Â0 =
{
(x, t) ∈ Rn × (1,+∞)
∣∣∣∣ xlog t ∈ A
}
.
Then, Â0 is 0-parabolically convex.
Proof. Let Â1 be as in Proposition 2.11 with α = 1. We remark
Â0 =
{
(x, t) ∈ Rn × (1,+∞)
∣∣∣(x, log t) ∈ Â1} .
Thanks to the relation (2.7), Proposition 2.11 with α = 1 completes the proof.
Âα in Proposition 2.11 or in Corollary 2.12 is concretely given when A is a convex cone, that is, A
additionally has the property that, for any (x, s) ∈ A× (0,+∞), sx ∈ A holds.
Proposition 2.13. Let A, α, and Âα be as in Proposition 2.11. A is a convex cone if and only if
Âα = A× (0,+∞).
Proof. Suppose that A is a convex cone. Let (x, t) ∈ Âα. By the definition, we have x/tα ∈ A. Since
A is a convex cone, we have x = tα(x/tα) ∈ A. Thus, (x, t) ∈ A × (0,+∞). On the other hand, let
(x, t) ∈ A× (0,+∞). Since A is a convex cone, we have x/tα ∈ A, that is, (x, t) ∈ Âα.
Suppose Âα = A × (0,+∞). Let (x, s) ∈ A × (0,+∞). Since (x, s−1/α) ∈ A × (0,+∞) = Âα, we
obtain sx = x/(s−1/α)α ∈ A.
Remark 2.14. Let A and Â0 be as in Corollary 2.12. Let Â1 be as in Proposition 2.11 with α = 1.
(1) Â0 = {(x, t) ∈ Rn × (1,+∞)|(x, log t) ∈ Â1} (which was mentioned in the proof of Corollary 2.12).
(2) Â1 = {(x, t) ∈ Rn × (0,+∞)|(x, et) ∈ Â0}.
(3) Â0 = A× (1,+∞) if and only if Â1 = A× (0,+∞).
Corollary 2.15. Let A and Â0 be as in Corollary 2.12. A is a convex cone if and only if Â0 =
A× (1,+∞).
Proof. Thanks to Remark 2.14 (3), Proposition 2.13 with α = 1 completes the proof.
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Conversely, parabolically convex sets in Rn × (0,+∞) naturally generate convex sets in Rn since
t =Mα(t, t;λ).
Remark 2.16. Let E be a subset of Rn × (0,+∞), and α ∈ R. Put
Eˇ(t) = {x ∈ Rn| (x, t) ∈ E} , t ∈ (0,+∞).
If E is α-parabolically convex, then, for each t ∈ (0,+∞), Eˇ(t) is convex (or empty).
For each α ∈ R, α-parabolically convex sets have the same simple properties as in [2, Sections 1 and
2] (which corresponds to the case where α = 1/2). The properties are not used for the proof of our main
theorem, but we show them here, which might be of help in understanding the shape of an α-parabolically
convex set. The proofs are slightly different from [2].
Remark 2.17. Let E be a subset of Rn × (0,+∞), and α ∈ R. E is α-parabolically covnex if and only
if, for any (x0, t0), (x1, t1) ∈ E, both of the following two hold:
(i) If t0 6= t1, then, for any θ ∈ [0, 1],
E ∋

(
tα1 − tαθ
tα1 − tα0
x0 +
tαθ − tα0
tα1 − tα0
x1, tθ
)
(α 6= 0),(
log t1 − log tθ
log t1 − log t0x0 +
log tθ − log t0
log t1 − log t0x1, tθ
)
(α = 0).
(ii) If t0 = t1, then, for any θ ∈ [0, 1], (xθ, t0) ∈ E.
Proposition 2.18. Let E be a subset of Rn × (0,+∞), and α ∈ R \ {0}. Put
Eα(s;E) =
{
y
∣∣∣(y
s
, s−1/α
)
∈ E
}
, s ∈ (0,+∞); ωα(x, t) =
(
x
tα
,
1
tα
)
, (x, t) ∈ Rn × (0,+∞).
The following statements are equivalent:
(i) E is α-parabolically convex.
(ii) For any s0, s1 ∈ (0,+∞) and θ ∈ [0, 1], (1− θ)Eα(s0;E) + θEα(s1;E) ⊂ Eα(sθ;E) holds.
(iii) ωα(E) is convex.
Proof. (ii)⇐⇒ (iii) follows from
ωα(E) = {(y, s) ∈ Rn × (0,+∞)| y ∈ Eα(s;E)} .
(i) =⇒ (ii): Let y0 ∈ Eα(s0;E), y1 ∈ Eα(s1;E), and θ ∈ [0, 1]. Put λ = θs1/sθ ∈ [0, 1]. Since we have
(y0/s0, s
−1/α
0 ) ∈ E and (y1/s1, s−1/α1 ) ∈ E, we obtain(
yθ
sθ
, s
−1/α
θ
)
=
(
(1 − λ)y0
s0
+ λ
y1
s1
,Mα
(
s
−1/α
0 , s
−1/α
1 ;λ
))
∈ E.
(ii) =⇒ (i): Let (x0, t0), (x1, t1) ∈ E, and λ ∈ [0, 1]. Put θ = λtα1 /Mα(t0, t1;λ)α ∈ [0, 1]. Since we have
t−α0 x0 ∈ Eα(t−α0 ;E) and t−α1 x1 ∈ Eα(t−α1 ;E), we have (1− θ)t−α0 x0 + θt−α1 x1 ∈ Eα((1− θ)t−α0 + θt−α1 ;E).
Hence, we obtain
(xλ,Mα (t0, t1;λ)) =
(
(1− θ)t−α0 x0 + θt−α1 x1
(1− θ)t−α0 + θt−α1
,
(
(1− θ)t−α0 + θt−α1
)
−1/α
)
∈ E.
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Remark 2.19. Let E be a subset of Rn × (1,+∞), and E˜ = {(x, log t)|(x, t) ∈ E}. Put
E0(s;E) =
{
y
∣∣∣(y
s
, e1/s
)
∈ E
}
, s ∈ (0,+∞); ω0(x, t) =
(
x
log t
,
1
log t
)
, (x, t) ∈ Rn × (1,+∞).
Let E1 and ω1 be as in Proposition 2.18 with α = 1.
(1) E is 0-parabolically convex if and only if E˜ is 1-parabolically convex.
(2) E0(s;E) = E1(s; E˜) for any s ∈ (0,+∞).
(3) ω0(E) = ω1(E˜).
Corollary 2.20. Let E, E0 and ω0 be as in Remark 2.19. The following statements are equivalent:
(i) E is 0-parabolically convex.
(ii) For any s0, s1 ∈ (0,+∞) and θ ∈ [0, 1], (1− θ)E0(s0;E) + θE0(s1;E) ⊂ E0(sθ;E) holds.
(iii) ω0(E) is convex.
Proof. Thanks to Remark 2.19, Proposition 2.18 with α = 1 completes the proof.
The set E˜ in Remark 2.19 is concretely given when E is a convex cylinder.
Remark 2.21. Let A be a convex subset of Rn, and I an interval in (1,+∞). Let E˜ be the operator as
in Remark 2.19. Then, A˜× I = A× log I.
Proposition 2.22. Let A be a subset of Rn, I an interval in (0,+∞), and α ∈ R. A×I is α-parabolically
convex if and only if A is convex.
Proof. The “only if” part follows from Remark 2.16. The “if” part follows from definition.
2.4 Parabolically power concave functions
The notion of parabolic power concavity of a function was introduced in [11] (see also [10]). In this
subsection, we slightly extend the notion and show several simple properties of parabolically power
concave functions.
Definition 2.23. Let α ∈ R, E an α-parabolically convex set in Rn × (0,+∞), ϕ a non-negative
function defined on E, and p ∈ R ∪ {±∞}. ϕ is said to be α-parabolically p-concave on E if, for any
(x0, t0), (x1, t1) ∈ E and λ ∈ [0, 1], the inequality
ϕ (xλ,Mα (t0, t1;λ)) ≥Mp (ϕ (x0, t0) , ϕ (x1, t1) ;λ)
holds. ϕ is said to be strictly α-parabolically p-concave on E if equality in the above inequality holds if
and only if any of the conditions (x0, t0) = (x1, t0), λ = 0 or λ = 1 holds. When α 6= 0, ϕ is said to
be almost-strictly α-parabolically p-concave on E if equality in the above inequality holds if and only if
any of the conditions x0/t
α
0 = x1/t
α
1 , λ = 0 or λ = 1 holds. When E ⊂ Rn × (1,+∞), ϕ is said to be
almost-strictly 0-parabolically p-concave on E if equality in the above inequality holds if and only if any
of conditions x0/ log t0 = x1/ log t1, λ = 0 or λ = 1 holds.
Similarly to Definition 2.1, α-parabolic 0-concavity and α-parabolic −∞-concavity are also called
α-parabolic log-concavity and α-parabolic quasi-concavity, respectively.
0-parabolically p-concave functions defined on a 0-parabolically convex set generate 1-parabolically
p-concave functions defined on a 1-parabolically convex set, and vice versa.
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Proposition 2.24. Let E be a 0-parabolically convex subset of Rn× (1,+∞), ϕ a non-negative function
defined on E, and p ∈ R ∪ {±∞}. Let E˜ be as in Remark 2.19. Put
ϕ˜(x, t) = ϕ
(
x, et
)
, (x, t) ∈ E˜.
Then, ϕ is 0-parabolically p-concave (resp. almost-strictly/strictly 0-parabolically p-concave) on E if and
only if ϕ˜ is 1-parabolically p-concave (resp. almost-strictly/strictly 1-parabolically p-concave) on E˜.
Proof. By Remark 2.19 (1), E˜ is 1-parabolically convex. The relations (2.7) and (2.8) complete the
proof.
p-concave functions can generate α-parabolically p-concave functions.
Proposition 2.25. Let A be a convex set in Rn, f a non-negative function defined on A, α ∈ R \ {0},
and p ∈ R ∪ {±∞}. Let Âα be as in Proposition 2.11. Put
f̂p,α(x, t) =
t
α/pf
( x
tα
)
(p 6= 0),
exp
(
tα log f
( x
tα
))
(p = 0),
(x, t) ∈ Âα.
If f is p-concave (resp. strictly p-concave), then f̂p,α is α-parabolically p-concave (resp. almost-strictly
α-paraboclially p-concave) on Âα.
Proof. We give a proof for the case where p 6= 0. The argument in the case where p = 0 goes parallel.
Let (x0, t0), (x1, t1) ∈ Âα, and λ ∈ [0, 1]. Using the convex combination (2.6), the p-concavity of f
implies
f̂p,α (xλ,Mα (t0, t1;λ)) =Mα (t0, t1;λ)
α/p
f
(
(1− λ)tα0
Mα (t0, t1;λ)
α
x0
tα0
+
λtα1
Mα (t0, t1;λ)
α
x1
tα1
)
≥Mα (t0, t1;λ)α/pMp
(
f
(
x0
tα0
)
, f
(
x1
tα1
)
;
λtα1
Mα (t0, t1;λ)
α
)
=Mp
(
f̂p,α (x0, t0) , f̂p,α (x1, t1) ;λ
)
.
Corollary 2.26. Let A, f and p be as in Proposition 2.25. Let f̂p,1 be as in Proposition 2.25 with α = 1.
Let Â0 be as in Corollary 2.12. Put
f̂p,0(x, t) = f̂p,1 (x, log t) , (x, t) ∈ Â0.
If f is p-concave (resp. strictly p-concave)on A, then f̂p,0 is 0-parabolically p-concave (resp. almost-
strictly 0-parabolically p-concave) on Â0.
Proof. Propositions 2.25 with α = 1 and 2.24 complete the proof (see also Remark 2.14).
Proposition 2.25 constructs radially symmetric parabolically power concave functions.
Proposition 2.27. Let κ be a non-negative function defined on [0,+∞) × (0,+∞), α ∈ R \ {0}, p ∈
R ∪ {±∞}, and τ ∈ (0,+∞). We consider the following conditions for κ:
(i) For any (r, t) ∈ [0,+∞)× (0,+∞), we have
κ(r, t) =
t
α/pκ
( r
tα
, τ
)
(p 6= 0),
exp
(
tα log κ
( r
tα
, τ
))
(p = 0).
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(ii) κ(·, τ) is p-concave (resp. strictly p-concave) on [0,+∞).
(iii) For each t ∈ (0,+∞), κ(·, t) is decreasing (resp. strictly decreasing) on [0,+∞).
Put
κ◦(x, t) = κ (|x|, t) , (x, t) ∈ Rn × (0,+∞).
(1) If (i) and (ii) are satisfied, then κ is α-parabolically p-concave (resp. almost-strictly α-parabolically
p-concave) on [0,+∞)× (0,+∞).
(2) If (i), (ii) and (iii) are satisfied, then κ◦ is α-parabolically p-concave (resp. almost-strictly α-
parabolically p-concave) on Rn × (0,+∞).
Proof. (1) In Proposition 2.25, put n = 1, A = [0,+∞), and f = κ(·, τ). Since A is a convex cone in R,
by Proposition 2.13, we have Âα = A× (0,+∞). Thus, Proposition 2.25 completes the proof.
(2) Let (x0, t0), (x1, t1) ∈ Rn × (0,+∞), and λ ∈ [0, 1]. Put r0 = |x0| and r1 = |x1|. By the condition
(iii) and |xλ| ≤ rλ, we have
κ◦ (xλ,Mα (t0, t1;λ)) = κ (|xλ| ,Mα (t0, t1;λ)) ≥ κ (rλ,Mα (t0, t1;λ)) .
When the condition (iii) is strictly satisfied, equality holds if and only if there exists a positive s such
that x0 = sx1. Thus, the α-parabolic p-concavity of κ shown in (1) completes the proof.
Corollary 2.28. Let κ, p, τ and ◦ be as in Proposition 2.27. Put
κ0(r, t) = κ(r, log t), (r, t) ∈ [0,+∞)× (1,+∞).
(1) If (i) and (ii) in Proposition 2.27 with α = 1 are satisfied, then κ0 is 0-parabolically p-concave (resp.
almost-strictly 0-parabolically p-concave) on [0,+∞)× (1,+∞).
(2) If (i), (ii) and (iii) in Proposition 2.27 with α = 1 are satisfied, then κ◦0 is 0-parabolically p-concave
(resp. almost-strictly 0-parabolically p-concave) on Rn × (1,+∞).
Proof. Propositions 2.27 with α = 1 and 2.24 complete the proof (see also Remarks 2.14 and 2.21).
Conversely, α-parabolically p-concave functions naturally generate p-concave functions since τ =
Mα(τ, τ ;λ).
Remark 2.29. Let α ∈ R, E an α-parabolically convex set in Rn × (0,+∞), ϕ a non-negative function
defined on E, p ∈ R ∪ {±∞}, and τ ∈ (0,+∞). Let Eˇ be as in Remark 2.16. Suppose Eˇ(τ) 6= ∅. Put
ϕˇ(x) = ϕ(x, τ), x ∈ Eˇ(τ).
If ϕ is α-parabolically p-concave (resp. almost-strictly α-parabolically p-concave) on E, then ϕˇ is p-
concave (resp. strictly p-concave) on Eˇ(τ).
2.5 Power quasi-concave functions
The notion of power quasi-concavity of a function defined on a convex subset of Rn was introduced in
[22, p. 642]. We slightly extend the notion. Similarly to Definition 2.23, we also introduce the notion of
parabolic power quasi-concavity of a function defined on a parabolically convex subset of Rn × (0,+∞).
Power quasi-concavity has similar properties to power concavity. Compare the previous subsection.
Definition 2.30. Let A be a convex set in Rn, f a non-negative function defined on A, and p ∈ R. f is
said to be p-quasi-concave on A if, for any x0, x1 ∈ A and λ ∈ [0, 1], the inequality
f (xλ) ≥ min {(1 − λ)pf (x0) , λpf (x1)}
holds. f is said to be strictly p-quasi-concave on A if equality in the above inequality holds if and only if
any of the conditions x0 = x1, λ = 0 or λ = 1 holds.
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Remark 2.31. Let A and f be as in Definition 2.30. Let p ≤ q. If f is p-quasi-concave (resp. strictly
p-quasi-concave) on A, then f is q-quasi-concave (resp. strictly q-quasi-concave) on A.
Definition 2.32. Let α ∈ R, E an α-parabolically convex set in Rn × (0,+∞), ϕ a non-negative
function defined on E, and p ∈ R. ϕ is said to be α-parabolically p-quasi-concave on E if, for any
(x0, t0), (x1, t1) ∈ E and λ ∈ [0, 1], the inequality
ϕ (xλ,Mα (t0, t1;λ)) ≥ min {(1− λ)pϕ (x0, t0) , λpϕ (x1, t1)}
holds. ϕ is said to be strictly α-parabolically p-quasi-concave on E if equality in the above inequality
holds if and only if any of the conditions (x0, t0) = (x1, t1), λ = 0 or λ = 1 holds. When α 6= 0, ϕ is said
to be almost-strictly α-parabolically p-quasi-concave on E if equality in the above inequality holds if and
only if any of the conditions x0/t
α
0 = x1/t
α
1 , λ = 0 or λ = 1 holds. When E ⊂ Rn × (1,+∞), ϕ is said
to be almost-strictly 0-parabolically p-quasi-concave on E if equality in the above inequality holds if and
only if any of conditions x0/ log t0 = x1/ log t1, λ = 0 or λ = 1 holds.
Remark 2.33. Let α, E and ϕ be as in Definition 2.32. Let p ≤ q. If ϕ is α-parabolically p-quasi-
concave (resp. almost-strictly/strictly α-parabolically p-quasi-concave) on E, then ϕ is α-parabolically
q-quasi-concave (resp. almost-strictly/strictly α-parabolically q-quasi-concave) on E.
0-parabolically p-quasi-concave functions defined on a 0-parabolically convex set generate 1-parabolically
p-quasi-concave functions defined on a 1-parabolically convex set, and vice versa (cf. Proposition 2.24).
Proposition 2.34. Let E be a 0-parabolically convex subset of Rn× (1,+∞), ϕ a non-negative function
defined on E, and p ∈ R ∪ {±∞}. Let E˜ be as in Remark 2.19. Put
ϕ˜(x, t) = ϕ
(
x, et
)
, (x, t) ∈ E˜.
Then, ϕ is 0-parabolically p-quasi-concave (resp. almost-strictly/strictly 0-parabolically p-quasi-concave)
on E if and only if ϕ˜ is 1-parabolically p-quasi-concave (resp. almost-strictly/strictly 1-parabolically p-
quasi-concave) on E˜.
p-quasi-concave functions can generate α-parabolically p-quasi-concave functions by the same argu-
ment as in Proposition 2.25 and its corollary, based on the convex combination (2.6).
Proposition 2.35. Let A be a convex set in Rn, f a non-negative function defied on A, α ∈ R \ {0},
and p ∈ R. Let Âα be as in Proposition 2.11. Put
f̂p,α(x, t) = t
αpf
( x
tα
)
, (x, t) ∈ Âα.
If f is p-quasi-concave (resp. strictly p-quasi-concave) on A, then f̂p,α is α-parabolically p-quasi-concave
(resp. almost-strictly α-parabolically p-quasi-concave) on Âα.
Corollary 2.36. Let A, f and p be as in Proposition 2.35. Let f̂p,1 be as in Proposition 2.35 with α = 1.
Let Â0 be as in Corollary 2.12. Put
f̂p,0(x, t) = f̂p,1(x, log t), (x, t) ∈ Â0.
If f is p-quasi-concave (resp. strictly p-quasi-concave) on A, then f̂p,0 is 0-parabolically p-quasi-concave
(resp. almost-strictly 0-parabolically p-quasi-concave) on Â0.
Proposition 2.35 constructs radially symmetric parabolically power quasi-concave functions (cf. Propo-
sition 2.27 and its corollary).
Proposition 2.37. Let κ be a non-negative function defined on [0,+∞)× (0,+∞), α ∈ R \ {0}, p ∈ R,
and τ ∈ (0,+∞). We consider the following conditions for κ:
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(i) For any (r, t) ∈ [0,+∞)× (0,+∞), we have κ(r, t) = tαpκ(r/tα, τ).
(ii) κ(·, τ) is p-quasi-concave (resp. strictly p-quasi-concave) on [0,+∞).
(iii) For each t ∈ (0,+∞), κ(·, t) is decreasing (resp. strictly decreasing) on [0,+∞).
Put
κ◦(x, t) = κ (|x|, t) , (x, t) ∈ Rn × (0,+∞).
(1) If (i) and (ii) are satisfied, then κ is α-parabolically p-quasi-concave (resp. almost-strictly α-parabolically
p-quasi-concave) on [0,+∞)× (0,+∞).
(2) If (i), (ii) and (iii) are satisfied, then κ◦ is α-parabolically p-quasi-concave (resp. almost-strictly
α-parabolically p-quasi-concave) on Rn × (0,+∞).
Corollary 2.38. Let κ, p, τ , and ◦ be as in Proposition 2.37. Put
κ0(r, t) = κ(r, log t), (r, t) ∈ [0,+∞)× (1,+∞).
(1) If (i) and (ii) in Proposition 2.37 with α = 1 are satisfied, then κ0 is 0-parabolically p-quasi-concave
(resp. almost-strictly 0-parabolically p-quasi-concave) on [0,+∞)× (1,+∞).
(2) If (i), (ii) and (iii) in Proposition 2.37 with α = 1 are satisfied, then κ◦0 is 0-parabolically p-quasi-
concave (resp. almost-strictly 0-parabolically p-quasi-concave) on Rn × (1,+∞).
Conversely, α-parabolically p-quasi-concave functions naturally generate p-quasi-concave functions
(cf. Remark 2.29).
Remark 2.39. Let α ∈ R, E an α-parabolically convex set in Rn × (0,+∞), ϕ a non-negative function
defined on E, p ∈ R ∪ {±∞}, and τ ∈ (0,+∞). Let Eˇ be as in Remark 2.16. Suppose Eˇ(τ) 6= ∅. Put
ϕˇ(x) = ϕ(x, τ), x ∈ Eˇ(τ).
If ϕ is α-parabolically p-quasi-concave (resp. almost-strictly α-parabolically p-quasi-concave) on E, then
ϕˇ is p-quasi-concave (resp. strictly p-quasi-concave) on Eˇ(τ).
3 Main theorem and its applications
3.1 Lemmas for main theorem
Lemma 3.1. Let I be an interval in (0,+∞), and ϕ a non-negative function defined on Rn × I, α ∈ R,
and p ∈ R ∪ {±∞}. Put
Φ(x, y, t) = ϕ(x− y, t), (x, y, t) ∈ Rn × Rn × I.
If ϕ is α-parabolically p-concave on Rn × I, then Φ is α-parabolically p-concave on Rn × Rn × I.
Proof. Let (x0, y0, t0), (x1, y1, t1) ∈ Rn × Rn × I, and λ ∈ [0, 1]. Since ϕ is α-parabolically p-concave on
Rn × I, we have
Φ (xλ, yλ,Mα (t0, t1;λ)) = ϕ ((1 − λ) (x0 − y0) + λ (x1 − y1) ,Mα (t0, t1;λ))
≥Mp (ϕ (x0 − y0, t0) , ϕ (x1 − y1, t1) ;λ)
=Mp (Φ (x0, y0, t0) ,Φ (x1, y1, t1) ;λ) .
Remark 3.2. Let I, ϕ, α, p and Φ be as in Lemma 3.1. Suppose that ϕ is almost-strictly α-parabolically
p-concave on Rn × I.
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(1) If α 6= 0, then, for (x0, y0, t0), (x1, y1, t1) ∈ Rn × Rn × I and λ ∈ (0, 1), we have the following
equivalence:
Φ (xλ, yλ,Mα (t0, t1;λ)) =Mp (Φ (x0, y0, t0) ,Φ (x1, y1, t1) ;λ) ⇐⇒ x0 − y0
tα0
=
x1 − y1
tα1
.
(2) If α = 0, then for (x0, y0, t0), (x1, y1, t1) ∈ Rn × Rn × I and λ ∈ (0, 1), we have the following
equivalence:
Φ (xλ, yλ,M0 (t0, t1;λ)) =Mp (Φ (x0, y0, t0) ,Φ (x1, y1, t1) ;λ) ⇐⇒ x0 − y0
log t0
=
x1 − y1
log t1
.
Lemma 3.3. Let Φ0,Φ1 ∈ [0,+∞), ψ a non-negative function defined on Rn, p, q ∈ R ∪ {+∞}, and
r = pq/(p+ q). Suppose that ψ is q-concave on Rn, and that p+ q ≥ 0. Then, for any y0, y1 ∈ Rn and
λ ∈ [0, 1], we have
Mp (Φ0,Φ1;λ)ψ (yλ) ≥Mr (Φ0ψ (y0) ,Φ1ψ (y1) ;λ) .
Proof. By Lemma 1.5 with a = Φ0, b = Φ1, c = ψ(y0), d = ψ(y1), we have
Mp (Φ0,Φ1;λ)ψ (yλ) ≥Mp (Φ0,Φ1;λ)Mq (ψ (y0) , ψ (y1) ;λ) ≥Mr (Φ0ψ (y0) ,Φ1ψ (y1) ;λ) .
Lemma 3.4. Let Ω be a convex set in Rn with non-empty interior, and x ∈ clΩ. Then, x ∈ cl intΩ.
This is an elementary consequence of [21, Lemma 1.1.9] (see also [15, Exercise 3.8]). We give a proof
for readers’ convenience.
Proof. Fix an arbitrary ε > 0. Let y be an interior point of Ω. It is sufficient to show B(x, ε) ∩ intΩ 6= ∅
under the assumption ε < 2|x− y|.
Put
λ = 1− ε
2|x− y| , z = (1− λ)y + λx.
By the assumption of ε, we have 0 < λ < 1 and z ∈ B(x, ε). Let us show z ∈ intΩ.
We choose a small enough δ > 0 such that B(y, δ) ⊂ intΩ. In order to show B(z, (1 − λ)δ) ⊂ Ω, we
take an arbitrary w ∈ B(z, (1− λ)δ). The point w can be expressed as
w = z + ρu, ρ ∈ [0, (1− λ)δ) , u ∈ Sn−1.
We remark
y +
ρ
1− λu ∈ B(y, δ) ⊂ intΩ.
Thus, [21, Lemma 1.1.9] guarantees
w = (1 − λ)
(
y +
ρ
1− λu
)
+ λx ∈ intΩ ⊂ Ω.
Proposition 3.5. Let Ω be a bounded convex set in Rn with non-empty interior, K = clΩ, s ∈ (0, 1],
µ ∈ [0,+∞), and v ∈ Sn−1. Suppose (s, µ) 6= (1, 0). Then, Ω \ (sK − µv) has an interior point.
14
Proof. Let us first show the statement under the assumption hK(v) > hsK−µv(v). Since we have sK −
µv ⊂ H−(hsK−µv(v), v), it is sufficient to show that Ω \H−(hsK−µv(v), v) has an interior point.
Let x ∈ K be such that x · v = hK(v). By Lemma 3.4, we have
B
(
x,
hK(v)− hsK−µv(v)
2
)
∩ intΩ 6= ∅.
We take a point y from the above intersection. We remark
y · v = x · v + (y − x) · v ≥ hK(v)− |y − x| > hK(v)− hK(v)− hsK−µv(v)
2
> hsK−µv(v),
that is, y /∈ H−(hsK−µv(v), v). Let us show that y is an interior point of Ω \H−(hsK−µv(v), v).
Since y ∈ intΩ, there exists a positive δ such that B(y, δ) ⊂ Ω. Let
ε = min
{
hK(v)− hsK−µv(v)
2
, δ
}
> 0.
Fix an arbitrary z ∈ B(y, ε). By the definition of ε, we have z ∈ Ω. Since we have
|z − x| ≤ |z − y|+ |y − x| < ε+ hK(v)− hsK−µv(v)
2
≤ hK(v)− hsK−µv(v),
we have
z · v = x · v + (z − x) · v ≥ hK(v) − |z − x| > hsK−µv(v).
Thus, z /∈ H−(hsK−µv(v), v).
Next, we show the statement under the assumption hK(v) ≤ hsK−µv(v). Since hsK−µv(v) = shK(v)−
µ, the assumption implies µ ≤ (s− 1)hK(v) and s < 1. Since we have sK − µv ⊂ H−(hsK−µv(−v),−v),
it is sufficient to show that Ω \H−(hsK−µv(−v),−v) has an interior point.
Since Ω has an interior point, we have the positivity of the width of K, that is, hK(v) + hK(−v) > 0.
Thus, we obtain
hK(−v)− hsK−µv(−v) = hK(−v)− (shK(−v) + µ) ≥ (1− s) (hK(v) + hK(−v)) > 0.
Let x ∈ K be such that hK(−v) = x · (−v). By Lemma 3.4, we have
B
(
x,
hK(−v)− hsK−µv(−v)
2
)
∩ intΩ 6= ∅.
We take a point y from the above intersection. In the same manner as above, it is shown that y is an
interior point of Ω \ (sK − µv).
3.2 Main theorem
Theorem 3.6. Let I be an interval in (0,+∞), ϕ a non-negative measurable function defined on Rn× I,
ψ a non-negative measurable function defined on Rn, α ∈ R, p ∈ R, and q ∈ R ∪ {+∞}. Let r be as in
(1.6). Assume that the following conditions are satisfied:
(i) ϕ is almost-strictly α-parabolically p-concave on Rn × I.
(ii) ψ is q-concave on Rn.
(iii) Rn \ ψ−1(0) is bounded, and its interior is not empty.
(iv) p+ q ≥ 0 and r ≥ −1/n.
15
Then, the function
Γ(x, t) = ϕ(·, t) ∗ ψ(x) =
∫
Rn
ϕ(x − y, t)ψ(y) dy, (x, t) ∈ Rn × I,
is strictly α-parabolically r/(1 + nr)-concave on Rn × I.
Lemma 3.7. If Theorem 3.6 is true for α = 1, then it is true for α = 0.
Proof. We assume I ⊂ (1,+∞) when we discuss strict 0-parabolic power concavity of a function (see
Definition 2.23). By Remark 2.21, R˜n × I = Rn× log I ⊂ Rn× (0,+∞). Let ϕ˜ be as in Proposition 2.24.
By the condition (i) with α = 0 and Proposition 2.24, ϕ˜ is almost-strictly 1-parabolically p-concave on
Rn × log I. Thus, by Theorem 3.6 with α = 1, the function
Γ˜(x, t) = ϕ˜(·, t) ∗ ψ(x) =
∫
Rn
ϕ˜(x− y, t)ψ(y) dy, (x, t) ∈ Rn × log I,
is strictly 1-parabolically r/(1+nr)-concave onRn×log I. Since Γ(x, t) = Γ˜(x, log t) for any (x, t) ∈ Rn×I,
Proposition 2.24 completes the proof.
Proof of Theorem 3.6. Due to Lemma 3.7, we give a proof in the case where α 6= 0.
Let (x0, t0), (x1, t1) ∈ Rn × I, and λ ∈ (0, 1). Suppose (x0, t0) 6= (x1, t1). Put
Φ(x, y, t) = ϕ(x− y, t), Φψ(x, y, t) = Φ(x, y, t)ψ(y), (x, y, t) ∈ Rn × Rn × I,
and
S(y) = ess sup {Mr (Φψ (x0, y0, t0) ,Φψ (x1, y1, t1) ;λ)| (y0, y1) ∈ Rn × Rn, yλ = y} , y ∈ Rn.
By Theorem 2.8 with f0 = Φψ(x0, ·, t0) and f1 = Φψ(x1, ·, t1),∫
Rn
S(y) dy ≥Mr/(1+nr) (Γ (x0, t0) ,Γ (x1, t1) ;λ) .
Thus, it is sufficient to show∫
Rn
S(y) dy < Γ (xλ,Mα (t0, t1;λ)) =
∫
Rn
Φψ (xλ, y,Mα (t0, t1;λ)) dy.
Let Ω = Rn \ ψ−1(0). Since Φψ(xλ, y,Mα(t0, t1, λ)) = 0 for any y ∈ Rn \ Ω, we have
Γ (xλ,Mα (t0, t1, λ)) =
∫
Ω
Φψ (xλ, y,Mα (t0, t1, λ)) dy.
Since Ω is convex (see Remark 2.3), if y ∈ Rn \Ω, then, for any (y0, y1) ∈ Rn ×Rn with yλ = y, we have
(y0, y1) /∈ Ω× Ω. From this property, we have S(y) = 0 for any y ∈ Rn \ Ω, which implies∫
Rn
S(y) dy =
∫
Ω
S(y) dy.
Thus, our aim is to show ∫
Ω
S(y) dy <
∫
Ω
Φψ (xλ, y,Mα (t0, t1, λ)) dy.
We construct a set Ω′ ⊂ Ω such that Ω′ has non-empty interior, and that S(y) < Φψ(xλ, y,Mα(t0, t1;λ))
for any y ∈ Ω′. Let K = clΩ. Since Mr(Φψ(x0, y0, t0),Φψ(x1, y1, t1);λ) = 0, for any (y0, y1) /∈ K ×K,
we have
S(y) = ess sup {Mr (Φψ (x0, y0, t0) ,Φψ (x1, y1, t1) ;λ)| (y0, y1) ∈ K ×K, yλ = y} .
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By Lemma 3.3 with Φ0 = Φ(x0, y0, t0) and Φ1 = Φ(x1, y1, t1), we have
S(y) ≤ ess sup {Mp (Φ (x0, y0, t0) ,Φ (x1, y1, t1) ;λ)| (y0, y1) ∈ K ×K, yλ = y}ψ(y).
By the continuity of ϕ(xj − ·, tj) (see Lemma 2.6 and Remark 2.29) and the compactness of K, there
exists a pair (η0, η1) ∈ Rn × Rn such that (η0, η1) ∈ K ×K, ηλ = y, and
ess sup {Mp (Φ (x0, y0, t0) ,Φ (x1, y1, t1) ;λ)| (y0, y1) ∈ K ×K, yλ = y}
=Mp (Φ (x0, η0, t0) ,Φ (x1, η1, t1) ;λ) .
Let
K ′ = tα1
((
λ
tα0
+
1− λ
tα1
)
K − λ
(
x0
tα0
− x1
tα1
))
∩ tα0
((
λ
tα0
+
1− λ
tα1
)
K + (1 − λ)
(
x0
tα0
− x1
tα1
))
,
and Ω′ = Ω \K ′. Proposition 3.5 guarantees that Ω′ has non-empty interior.
It is directly shown that y ∈ K ′ if and only if there exists a pair (y0, y1) ∈ Rn × Rn such that
(y0, y1) ∈ K ×K; (3.1)
yλ = y; (3.2)
x0 − y0
tα0
=
x1 − y1
tα1
. (3.3)
If y ∈ Ω′ is expressed by (3.1) and (3.2) for (y0, y1) = (η1, η2), then (3.3) does not hold for (y0, y1) =
(η1, η2). Thus, by Remark 3.2, we have
Mp (Φ (x0, η0, t0) ,Φ (x1, η1, t1) ;λ) < Φ (xλ, ηλ,Mα (t0, t1;λ)) = Φ (xλ, y,Mα (t0, t1;λ))
for any y ∈ Ω′. Hence we obtain
S(y) < Φ (xλ, y,Mα (t0, t1;λ))ψ(y) = Φψ (xλ, y,Mα (t0, t1;λ))
for any y ∈ Ω′, and the proof is completed.
Corollary 3.8. Let I, ϕ, ψ, α, p, q and Γ be as in Theorem 3.6. If all the conditions (i)–(iv) in Theorem
3.6 are satisfied, then Γ has at most one maximum point in Rn × I.
Theorem 3.6 improves [20, Theorem 3.3].
Theorem 3.9. Let f be a non-negative measurable function defined on Rn, g a non-negative measurable
function defined on Rn, p ∈ R, and q ∈ R ∪ {+∞}. Let r be as in (1.6). Assume that the following
conditions are satisfied:
(i) f is strictly p-concave on Rn.
(ii) g is q-concave on Rn.
(iii) Rn \ g−1(0) is bounded, and its interior is not empty.
(iv) p+ q ≥ 0 and r ≥ −1/n.
Then, the function
G(x) = f ∗ g(x) =
∫
Rn
f(x− y)g(y) dy, x ∈ Rn,
is strictly r/(1 + nr)-concave on Rn.
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Proof. Let
ϕ(x, t) = t1/pf
(x
t
)
, (x, t) ∈ Rn × (0,+∞).
Proposition 2.25 guarantees that ϕ is almost-strictly 1-parabolically p-concave on Rn× (0,+∞) (see also
Proposition 2.13). By Theorem 3.6, the function
Γ(x, t) = ϕ(·, t) ∗ g(x) =
∫
Rn
ϕ(x − y, t)g(y) dy, (x, t) ∈ Rn × (0,+∞),
is strictly r/(1 + nr)-concave on Rn × (0,+∞). Since G = Γ(·, 1), Remark 2.29 completes the proof.
Corollary 3.10. Let f , g, p, q and G be as in Theorem 3.9. If all the conditions (i)–(iv) in Theorem
3.9 are satisfied, then G has at most one maximum point in Rn.
3.3 Applications to concrete convolutions
In this subsection, we show the strict parabolic power concavity and strict power concavity in space
variable of the Gauss–Weierstrass integral (1.9) and the Poisson integral (1.11). As applications of
Theorem 3.6, the strict 1/2-parabolic quasi-concavity of the Gauss–Weierstrass integral and the strict
1-parabolic quasi-concavity of the Poisson integral are given.
Example 3.11. Let a ∈ R \ {0}, b ∈ [1,+∞), and c ∈ R. Suppose c/a < 0. Put
κ(r, t) = ta exp
(
−r
b
tc
)
, (r, t) ∈ [0,+∞)× (0,+∞).
Then, κ satisfies the conditions (i)–(iii) in Proposition 2.27 with α = c/b, p = c/(ab) and τ = 1. Thus,
the function
κ◦(x, t) = κ (|x| , t) , (x, t) ∈ Rn × (0,+∞),
is almost-strictly c/b-parabolically c/(ab)-concave on Rn × (0,+∞). In particular, applying this investi-
gation with a = −n/2, b = 2 and c = 1, the Gauss–Weierstrass kernel
Rn × (0,+∞) ∋ (x, t) 7→ 1
(4pit)n/2
exp
(
−|x|
2
4t
)
is almost-strictly 1/2-parabolically −1/n-concave on Rn × (0,+∞).
Example 3.12. Let a ∈ [0,+∞), b ∈ [1,+∞), and c ∈ (−∞, 0). Suppose (a, b) 6= (0, 1) and c < −a.
Put
κ(r, t) = ta
(
rb + tb
)c/b
, (r, t) ∈ [0,+∞)× (0,+∞).
Then, κ satisfies the conditions (i)–(iii) in Proposition 2.27 with α = 1, p = 1/(a+ c) and τ = 1. Thus,
the function
κ◦(x, t) = κ (|x| , t) , (x, t) ∈ Rn × (0,+∞),
is almost-strictly 1-parabolically 1/(a+ c)-concave on Rn × (0,+∞). In particular, applying this investi-
gation with a = 1, b = 2 and c = −(n+ 1), the Poisson kernel
Rn × (0,+∞) ∋ (x, t) 7→ 2t
σn (Sn)
(|x|2 + t2)−(n+1)/2
is almost-strictly 1-parabolically −1/n-concave on Rn × (0,+∞).
Proposition 3.13. Let Ω be a bounded convex set in Rn with non-empty interior. Let W and P be as
in (1.9) and (1.11), respectively.
(1) WχΩ is strictly 1/2-parabolically quasi-concave on R
n × (0,+∞).
18
(2) PχΩ is strictly 1-parabolically quasi-concave on R
n × (0,+∞).
As applications of Theorem 3.9, the strict log-concavity in space variable of the Gauss–Weierstrass
integral (1.9) and the strict power concavity in space variable of the Poisson integral (1.11) are given.
Example 3.14. Let t ∈ (0,+∞), b ∈ (1,+∞) and c ∈ R. Put
kt(r) = exp
(
−r
b
tc
)
, r ∈ [0,+∞).
Then, kt is strictly log-concave on [0,+∞) and strictly decreasing on [0,+∞). Thus, the function
k◦t (x) = kt (|x|) , x ∈ Rn,
is strictly log-concave on Rn. In particular, applying this investigation with b = 2 and c = 1, the function
Rn ∋ x 7→ 1
(4pit)n/2
exp
(
−|x|
2
4t
)
is strictly log-concave on Rn.
Example 3.15. Let t ∈ (0,+∞), b ∈ [1,+∞), and c ∈ (−∞, 0). Put
kt(r) =
(
rb + tb
)c/b
, r ∈ [0,+∞).
Then, kt is strictly 1/c-concave on [0,+∞) and strictly decreasing on [0,+∞). Thus, the function
k◦t (x) = kt (|x|) , x ∈ Rn,
is strictly 1/c-concave on Rn. In particular, applying this investigation with b = 2 and c = −(n+ 1), the
function
Rn ∋ x 7→ 2t
σn (Sn)
(|x|2 + t2)−(n+1)/2
is strictly −1/(n+ 1)-concave on Rn.
Proposition 3.16. Let g be a non-negative function defined on Rn, and q ∈ R ∪ {+∞}. Assume that
the following conditions are satisfied:
(i) g is q-concave on Rn.
(ii) Rn \ g−1(0) is bounded, and its interior is not empty.
Let W and P be as in (1.9) and (1.11), respectively.
(1) If q ≥ 0, then, for any t ∈ (0,+∞), the function Wg(·, t) : Rn → (0,+∞) is strictly log-concave on
Rn.
(2) If q ≥ 1, then, for any t ∈ (0,+∞), the function Pg(·, t) : Rn → (0,+∞) is strictly q/(1− q)-concave
on Rn.
3.4 Strict power quasi-concavity of a convolution
Using [4, Theorem 3.3] (see also [22, Lemma 2.2]) instead of Theorem 2.8, the same argument as in
Theorems 3.6 derives:
Theorem 3.17. Let I be an interval in (0,+∞), ϕ a non-negative function defined on Rn × I, ψ a
non-negative function defined on Rn, α ∈ R, p ∈ R, and q ∈ R ∪ {+∞}. Let r be as in (1.6). Assume
that the following conditions are satisfied:
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(i) ϕ is almost-strictly α-parabolically p-concave on Rn × I.
(ii) ψ is q-concave on Rn.
(iii) Rn \ ψ−1(0) is bounded, and its interior is not empty.
(iv) p+ q ≥ 0 and r ≤ −1/n.
Then, the function
Γ(x, t) = ϕ(·, t) ∗ ψ(x) =
∫
Rn
ϕ(x − y, t)ψ(y) dy, (x, t) ∈ Rn × I,
is strictly α-parabolically n+ 1/r-quasi-concave on Rn × I.
The same argument as in Theorem 3.6 also works for the case where p = −∞. See also Remark 2.4
and Lemma 2.7.
Theorem 3.18. Let I be an interval in (0,+∞), ϕ a non-negative function defined on Rn × I, Ω a
convex set in Rn, and α ∈ R. Assume that the following conditions are satisfied:
(i) ϕ is almost-strictly α-parabolically quasi-concave on Rn × I.
(ii) For each t ∈ I, ϕ(·, t) is continuous on Rn.
(iii) Ω is bounded, and its interior is not empty.
Then the function
Γ(x, t) = ϕ(·, t) ∗ χΩ(x) =
∫
Ω
ϕ(x − y, t) dy, (x, t) ∈ Rn × I,
is strictly α-parabolically n-quasi-concave on Rn × I.
Using Theorem 3.17 and Remark 2.39 instead of Theorem 3.6 and Remark 2.29, respectively, the
same argument as in Theorem 3.9 gives the strict version of [22, Theorem 2.1 (B)].
Theorem 3.19. Let f be a non-negative function defined on Rn, g a non-negative function defined on
Rn, p ∈ R, and q ∈ R ∪ {+∞}. Let r be as in (1.6). Assume that the following conditions are satisfied:
(i) f is strictly p-concave on Rn.
(ii) g is q-concave on Rn.
(iii) Rn \ g−1(0) is bounded, and its interior is not empty.
(iv) p+ q ≥ 0 and r ≤ −1/n.
Then, the function
G(x) = f ∗ g(x) =
∫
Rn
f(x− y)g(y) dy, x ∈ Rn,
is strictly n+ 1/r-quasi-concave on Rn.
Theorem 3.20. Let f be a non-negative function defined on Rn, and Ω a convex set in Rn.
(i) f is strictly quasi-concave on Rn.
(ii) f is continuous on Rn.
(iii) Ω is bounded, and its interior is not empty.
Then, the function
G(x) = f ∗ χΩ(x) =
∫
Ω
f(x− y) dy, x ∈ Rn,
is strictly n-quasi-concave on Rn.
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