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Missing values are a serious problem in surveys. The literature suggests to replace
these with realistic values using imputation methods. This master thesis examines
four different imputation techniques concerning their ability for handling missing
data. Therefore, mean imputation, conditional mean imputation, Expectation-
Maximization algorithm and Markov-Chain-Monte-Carlo method are presented.
In addition, the three first mentioned methods were simulated by using a large
real data set. To analyse the quality of these techniques a metric variable of
the original data set was chosen to generate some missing values considering dif-
ferent percentages of missingness and common missing data mechanism. After
the replacement of the simulated missing values, several statistical parameters,
like quantiles, arithmetic mean and variance of all completed data sets were cal-
culated in order to compare them with the parameters from the original data
set. The results, that have been established by empiric data analysis, show that
the Expectation-Maximization algorithm estimates all considered statistical pa-
rameters of the complete data set far better than the other analysed imputation
methods, although the assumption of a multivariate normal distribution could
not be achieved. It is found, that the mean as well as the conditional mean impu-
tation produce statistically significant estimator for the arithmetic mean under
the supposition of missing completely at random, whereas other parameters as
the variance do not show the estimated effects. Generally, the accuracy of all
estimators from the three imputation methods decreases with increasing percent-
age of missingness. The results lead to the conclusion that the Expectation-
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Eine empirische Datenanalyse setzt korrekte und vollständige Daten voraus. In
der Praxis hat man es jedoch oft mit fehlenden beziehungsweise unplausiblen Da-
ten zutun, was den Analytiker meist vor große Schwierigkeiten stellt. Zur Lösung
des Problems wird häufig, fälschlicherweise, ein Ausklammern der betreffenden
Variable vorgenommen. Das Ziel dieser Arbeit besteht daher darin, fehlende Wer-
te mit einer geeigneten Methode zu ersetzen, um somit einen vollständigen Daten-
satz für weitere Analysen zu gewährleisten. Dabei beinhaltet die Forschungsfra-
ge neben dem Vorstellen von verschiedenen, sogenannten Imputationsverfahren,
auch den Vergleich dieser bezüglich ihrer Eignung mit dem Umgang von feh-
lenden Daten. Zu diesem Zweck werden die Verfahren in einer Simulation auf
einen realen Datensatz angewendet und deren Ergebnisse, einschließlich statisti-
scher Parameter wie Mittelwerte und Varianzen, verglichen. Die hier betrachte-
ten Verfahren beschränken sich auf die Mittelwertimputation, die Regressionsim-
putation, den Expectation-Maximization-Algorithmus sowie die Markov-Chain-
Monte-Carlo Methode, wobei die Simulationen lediglich für die drei erstgenann-
ten Imputationsverfahren durchgeführt werden. Für einen geeigneten Vergleich
der Verfahren wird aus dem vorliegenden vollständigen Datensatz eine metrische
Variable (univariater Fall) ausgewählt, und einige ihrer Werte werden eliminiert.
Dabei werden, unter Beachtung verschiedener Missing Data Mechanismen und
Fehlanteilen, zehn Szenarien aufgestellt. Nach der Ersetzung der künstlich er-
zeugten Fehlstellen mit den jeweiligen Imputationsverfahren wird im Anschluss
ein Vergleich mit den echten Daten möglich.
Die Behandlung von fehlenden Werten wurde erstmals von Rubin, D. B. (1977)
aufgegriffen und in den letzten knapp 40 Jahren von einigen Forschern weiterent-
wickelt. Trotz alledem erhält die Missing-Data-Problematik nur wenig Aufmerk-
samkeit. Die gängigste und einfachste Methode, die Mittelwertimputation, wird
dabei von den meisten Wissenschaftlern, so zum Beispiel von Schafer, J. L. &
Graham J. W. (2002) und Lüdtke, O. et al. (2007), aufgrund verzerrter Schätzer
abgelehnt. Den größten Zuspruch erhalten dagegen Maximum-Likelihood-basierte
Methoden, wie beispielsweise der von Dempster, A. P. et al. (1977) entwickel-
te Expectation-Maximization-Algorithmus oder multiple Imputationsverfahren.
Die vorliegende Studie kommt zu ähnlichen Ergebnissen. Es wird gezeigt, dass
der Expectation-Maximization-Algorithmus die untersuchten Parameter im Ver-
gleich zu den anderen zwei Imputationsverfahren am zuverlässigsten schätzt. Die
Mittelwertimputation liefert hingegen lediglich einen akzeptablen Schätzer für
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den Mittelwert, unter der Annahme, dass die Fehlstellen gemäß Missing comple-
tely at random vorliegen. Gleiches gilt für die Regressionsimputation, die ebenso
zu verzerrten Schätzern führt.
Die vorliegende Arbeit gliedert sich wie folgt: Das nächste Kapitel führt in die
Problematik der Imputationsverfahren ein, wobei als kurzer Überblick ähnliche
Literatur zusammengetragen wird. Kapitel drei dient der Klärung wichtiger De-
finitionen. Dabei beschäftigt sich der erste Abschnitt mit fehlenden Daten, so-
genannten Missing Data, der Zweite mit der Behandlung dieser mit Hilfe von
Imputationen. Im sich daran anschließenden Kapitel erfolgt die Vorstellung von
den vier ins Auge gefassten Imputationsverfahren. Das Kapitel schließt mit einer
Gegenüberstellung der Vor- beziehungsweise Nachteile sowie Voraussetzungen für
die Anwendung dieser Verfahren ab. Zur Beurteilung der verschiedenen Impu-
tationsverfahren wird im fünften Kapitel eine Simulationsstudie ausgeführt. Im
ersten Abschnitt wird die Simulationsvorbereitung hierzu erläutert. Diese um-
fasst die Beschreibung der vorliegenden Daten aus dem System repräsentativer
Verkehrserhebungen, deren Aufbereitung für zehn unterschiedliche Szenarien und
die Analyse der vorhandenen Daten. Im Anschluss werden die Mittelwert-, Re-
gressionsimputation und der Expectation-Maximimzation-Algorithmus mit Hilfe
der Statistiksoftware R implementiert und auf die fehlenden Daten angewendet.
Die daraus resultierenden vollständigen Datensätze der unterschiedlichen Verfah-
ren werden im Kapitel 6 verglichen. Neben der Gegenüberstellung der wahren mit
den imputierten Werten werden die Verfahren mit Hilfe der Parameter Mittel-
wert und Varianz beurteilt. Die resultierenden Ergebnisse liefern die Grundlage
für die im Kapitel 7 folgende Diskussion. Die Arbeit schließt mit einer Zusam-
menfassung der wichtigsten gewonnenen Erkenntnisse sowie einem Ausblick auf
die Durchführung weiterer Studien.
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Die Idee fehlende Daten mittels einer Imputation zu ersetzen geht auf Rubin,
D. B. (1977) zurück. Seitdem haben Forscher einiges an Grundlagenliteratur und
Studien bereitgestellt. Ein kurzer Überblick über relevante Arbeiten, die verschie-
dene Imputationsverfahren in einer Simulation vergleichen, soll in diesem Kapitel
gegeben werden.
Schnell, R. (1985) stellt eine Gegenüberstellung basierend auf einen hypotheti-
schen Datensatz auf. Dazu fertigt er mit Hilfe eines Simulationsprogramms einen
multivariat normalverteilten Datensatz an und weist im Anschluss einige Da-
ten als fehlend aus. Aufbauend auf diese mit Fehlstellen belastenden Datensät-
zen wendet Schnell, R. (1985) zwölf verschiedene Missing Data Techniken, un-
ter anderem Mittelwertimputation (vgl. Kapitel 4.1), Einfachregression, Multiple
Regression (vgl. Kapitel 4.2) und iterative Multiple Regression zum Ersetzen
der fehlenden Daten an. Um das optimale Verfahren herauszufinden, bildet der
Autor relative Effizienzindizes, die er als “den Quotienten zwischen dem Mess-
wert des jeweiligen Verfahrens und dem Maximum beziehungsweise Minimum
der Messwerte aller Verfahren“ definiert (vgl. Schnell, R., 1985, S.62). Die höchs-
ten Effizienzen erzielen dabei die Multiple Regression und die iterative Multiple
Regression, während die Mittelwertimputation die von den hier aufgeführten Ver-
fahren ungenaueste Technik darstellt. Abschließend führt Schnell, R. (1985) an,
dass kein allgemeingültiges optimales Imputationsverfahren existiert, weshalb er
keine ausdrückliche Empfehlung für die zu wählende Methodik gibt.
Ebenso haben Gold, M. S. & Bentler, P. M. (2000) Datensätze simuliert, um ver-
schiedene Imputationsverfahren miteinander zu vergleichen. Anders als Schnell,
R. (1985) variieren sie, zusätzlich zum Umfang der Stichprobe und Fehlanteilen,
die Verteilungsform der fehlenden Variablen. Dabei unterscheiden sie zwischen
multivariat normalverteilten Daten und Variablen, die eine bestimmte Schie-
fe1, Kurtosis2 oder beides gemeinsam (vgl. Kapitel 5.1.3) aufweisen. Als Metho-
den zur Ersetzung der generierten Fehlstellen betrachten Gold, M. S. & Bent-
ler, P. M. (2000) die Hot-Deck-Methode, die stochastische Regression sowie den
Expectation-Maximization-Algorithmus (vgl. Kapitel 4.3). Als Vergleichskriteri-
um wird dabei vorrangig die Varianz genutzt. Die Studie zeigt, dass der Ex-
pectation-Maximization-Algorithmus, unabhängig von der Stichprobengröße, von
1im Bereich zwischen -2 und 1,5
2zwischen -1 und 8
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Fehlanteilen und der vorliegenden Verteilungsfunktion, die zuverlässigste Metho-
de zum Ersetzen fehlender Daten darstellt.
Weiterhin haben Hu, M. & Salvucci, S. M. (1998) Datensätze mit unterschiedlich
verteilten fehlenden Variablen simuliert. Dabei vergleichen sie unter anderem die
Mittelwertimputation, das Hot-Deck-Verfahren und die Ersetzung mittels einer
erstellten Software. Die fehlenden Variablen weisen verschiedene Verteilungen,
wie normal-, Chi-quadrat-, doppelt exponentiell- und kontaminiert normale Ver-
teilungsformen, auf. Weiterhin findet eine Differenzierung der Fehlerrate und des
Ausfallmechanismus’ zwischen Missing completely at random (vgl. Kapitel 3.1.2)
und verschiedenen Formen von Missing at random (vgl. Kapitel 3.1.2) in der Simu-
lation statt. Werden die Quartile für einen Vergleich der Verfahren herangezogen,
erweist sich die Mittelwertimputation unter allen Bedingungen als die unzuver-
lässigste Methode. Als weiteres Vergleichskriterium dient die Varianz. Bei diesen
Schätzern ergeben sich unter Missing completely at random bei allen betrachteten
Verteilungsformen und Imputationsverfahren, mit Ausnahme der Mittelwertim-
putation, gute Ergebnisse. Liegen die fehlenden Daten gemäß Missing at random
vor, überzeugt vor allem die Hot-Deck-Methode.
Einen weiteren Vergleich führen Schafer, J. L. & Graham J. W. (2002) an. Da-
bei geben sie zuerst einen kurzen Überblick über einige Imputationsverfahren,
wie beispielsweise die Mittelwert-, Regressionsimputation sowie den Expectation-
Maximization-Algorithmus und vergleichen diese im Anschluss mittels einer simu-
lierten normalverteilten Stichprobe unter Variation der Annahmen der fehlenden
Daten. Es wird gezeigt, dass bei der Unterstellung von Missing completely at ran-
dom exaktere Schätzer resultieren als bei Daten, die gemäß Missing at random
fehlen. Werden der Mittelwert und die Standardabweichung für einen Vergleich
der Imputationsverfahren herangezogen, zeigt sich, dass die Mittelwertimputa-
tion größere Abweichungen erzielt als die Regressionsimputation. Lediglich der
Mittelwert unter Missing completely at random ist bei der Mittelwertimputation
zuverlässig. Ferner geben die Autoren Vorschläge zur Wahl eines geeigneten Impu-
tationsverfahrens, wobei sie die Anwendung der Mittelwertimputation aufgrund
einer großen Fehlerrate ablehnen. Des Weiteren sprechen sie sich, falls Analysen
von Kovarianzen und Korrelationen für den Anwender von Bedeutung sind, gegen
eine Regressionsimputation aus, da diese die Beziehungen zwischen der abhängi-
gen und den unabhängigen Variablen überbewertet. Schafer, J. L. & Graham J.
W. (2002) empfehlen demnach fehlende Daten mittels Likelihood-basierten Ver-
fahren, wie beispielsweise dem Expectation-Maximization-Algorithmus, oder mit
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Eine andere Möglichkeit des Vergleichs ist die Verwendung eines realen Datensat-
zes. Hohl, K. (1986) wählt diese Vorgehensweise und stellt einen umfangreichen
Vergleich von mehreren Imputationsverfahren an. Dabei simuliert die Autorin aus
einem vollständigen realen Datensatz mehrere Teildatensätze mit Fehlstellen un-
ter Beachtung verschiedener Missing Data Mechnismen, wie Missing completely
at random und Missing at random sowie unterschiedlichen Fehlanteilen. Aufbau-
end auf diesen Datensätzen vergleicht sie für kategoriale sowie für stetige Varia-
blen die Verwendung der logistischen beziehungsweise linearen Regression und
die Markov-Chain-Monte-Carlo Methode (vgl. Kapitel 4.4) zur Ersetzung von
fehlenden Daten. Für die Beurteilung der Güte der Verfahren wendet sie unter
anderem den Mittelwert und den Root-Mean-Squared-Error (Wurzel der mittle-
ren quadratischen Abweichung) an. Basierend auf diese Parameter lassen sich für
die Simulation von Hohl, K. (1986) keine signifikanten Unterschiede zwischen den
betrachteten Methoden erkennen, jedoch eine Abhängigkeit der Abweichung vom
Originalmittelwert vom Anteil der fehlenden Daten.
Weiterhin verwenden Mayer, B. (2010) für den Vergleich multipler Imputations-
verfahren einen realen Beispieldatensatz. Unter Generierung der drei bekann-
ten Missing Data Mechanismen und von verschiedenen künstlich erzeugten Fehl-
wertanteilen stellen die Autoren unter anderem den Expectation-Maximiziation-
Algorithmus, die Markov-Chain-Monte-Carlo Methode und die Regressionsme-
thode zur Ersetzung der leicht asymmetrisch verteilten Variable gegenüber. Die
Güte der durchgeführten Simulationen wird im Anschluss mit Hilfe der Mittelwer-
te sowie mit dem Root-Mean-Squared-Error bestimmt. Mayer, B. (2010) kommt
zu dem Schluss, dass die Schätzgenauigkeit der Ersetzungen mit steigendem Fehl-
wertanteil, unabhängig vom Missing Data Mechanismus und Verfahren, abnimmt.
Des Weiteren beobachtet der Autor, dass unter Missing completely at random die
höchste Schätzgenauigkeit und Validität zu erwarten sind.
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Missing Data
In diesem Kapitel wird in die Problematik der Missing Data sowie der Imputation
eingeführt. Dafür wird zuerst der Begriff Missing Data definiert und dessen Ursa-
chen sowie Probleme aufgezeigt. Weiterhin erfolgt eine Unterteilung der fehlenden
Daten in unterschiedliche Missing Data Pattern (Fehlendmuster). Anschließend
findet eine Charakterisierung der Missing Data in drei Missing Data Mechanis-
men statt. Diese Unterscheidungen stellen notwendige Voraussetzungen für die
korrekte Wahl der im Kapitel 4 folgenden Imputationsverfahren dar. Eine Nicht-
Beachtung der Annahmen und das Anwenden eines ungeeigneten Verfahrens kann
Verzerrungen der Ergebnisse mit sich führen. Im letzten Abschnitt dieses Kapi-
tels wird der Begriff Imputation als Instrument für den Umgang mit fehlenden
Werten erklärt und in Single und Multiple Imputation unterteilt. Dabei wird das
grundlegende Vorgehen erläutert sowie die Vor- und Nachteile der Single und der
Multiple Imputation herausgearbeitet.
3.1 Missing Data
Der auf Rubin, D. B. (1987) beziehungsweise Little, R. J. & Rubin, D. B. (2002)
zurückgehende Begriff Missing Data (deutsch = fehlende Daten) beschreibt nicht
erfasste Daten einer Matrix. Bei fehlenden Werten muss zwischen unit nonre-
sponse und item nonresponse unterschieden werden. Dabei bleiben bei unit
nonresponse alle Werte eines Objekts, bei item nonresponse dahingehend lediglich
einzelne Daten eines Objekts aus. (vgl. Bankhofer, U., 1995, S.24)
Laut Schnell, R. et al. (2011) fehlen bei einer sozialwissenschaftlichen Untersu-
chung zwischen ein und zehn Prozent aller Daten eines Merkmals. Als Ursache
dieser Missing Data nennen die Autoren Datenfehler und nichterhobene Daten.
Letztere entstehen vor allem bei unangemessenen Fragen beziehungsweise Fra-
gestellungen und durch Antwortmöglichkeiten wie “Weiß nicht“ oder “nicht zu-
treffend“. Weiterhin führen auch ausdrückliche Antwortverweigerungen zu nicht-
erhobenen Daten und somit zu fehlenden Werten. Oft werden diese fehlenden
Angaben in der Analyse ausgeschlossen. Dieses Vorgehen ist vor allem bei den
Antwortverweigerungen und “Weiß nicht“-Antworten bedenklich. (vgl. Schnell,
R. et al., 2011, S.457ff.)
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Fehlende Werte führen einige Probleme mit sich und sollten deshalb durch ein ge-
eignetes Verfahren ersetzt werden. Zum einen geht durch fehlende Werte bei der
Schätzung der Parameter die Effizienz verloren. Zum anderen können statistische
Standardverfahren nicht angewendet werden, da der Datensatz unvollständig ist.
Weiterhin kommt es aufgrund systematischer Unterschiede zwischen beobachte-
ten und fehlenden Daten zu verzerrten Parameterschätzern. (vgl. Rubin, D. B.,
1987, S.1)
3.1.1 Missing Data Pattern
Das Missing Data Pattern (MDP) beschreibt die globale Struktur der fehlenden
Daten. Einige Imputationsverfahren setzen ein spezielles Muster der fehlenden
Daten voraus. Dabei erfolgt eine Differenzierung zwischen zwei grundlegenden
Mustern, dem monotonen und dem beliebigen MDP (vgl. Hohl, K., 1986,
S.12).
Für die Unterscheidung der Muster schlagen Little, R. J. & Rubin, D. B. (2002)
zwei Matrizen vor. Als erstes wird die Datenmatrix Y mit n Zeilen (Datensätze)















Die Datenmatrix Y ist wie folgt definiert: Y = yik = Yobs + Ymis, wobei Yobs den
beobachteten Teil und Ymis den fehlenden Teil der Matrix darstellen. Zusätzlich
wird eine Matrix (Indikatormatrix) für fehlende Daten M = mik benötigt. M
enthält dabei den Wert 1, falls der Wert beobachtet wurde und 0, falls der Wert









(vgl. Little, R. J. & Rubin, D. B., 2002, S.12)
Für die Unterscheidung der Muster ist es sinnvoll, die Zeilen und Spalten um-
zustellen. Ein monotones MDP liegt vor, falls sich die Zeilen und Spalten so
anordnen lassen, dass wenn in einer Zeile ein Wert Yj fehlt, die darauffolgenden
Werte Yj+p auch keine Beobachtungen besitzen. Dies kann mit Hilfe der Indika-
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Solch ein Muster tritt vor allem bei Längsschnittstudien3 auf. Dies kann damit
begründet werden, dass ein Proband ausfällt und zu späteren Beobachtungen kei-
ne Werte mehr liefert. Als ein Spezialfall des monotonen MDP gilt das univariate
Muster. Dieses ist durch fehlende Daten in nur einer Variable charakterisiert.
Ein beliebiges MDP liegt dahingegen vor, wenn sich die fehlenden Daten zu kei-
ner Struktur umstellen lassen. Die fehlenden Werte sind in diesem Fall zufällig
angeordnet. (vgl. Little, R. J. & Rubin, D. B., 2002, S.5ff.)
3.1.2 Missing Data Mechanismen
In diesem Abschnitt werden drei grundlegende Charakterisierungen für das Feh-
len der Daten vorgestellt. Diese sogenannten Missing Data Mechanismen (MDM),
die eine mögliche statistische Beziehung zwischen den vollständigen und fehlen-
den Daten erklären, gehen auf Rubin, D. B. (1987) beziehungsweise Little, R. J.
& Rubin, D. B. (2002) zurück. Für eine mathematische Formulierung der Mecha-
nismen gelten die in Abschnitt 2 vorgestellten Matrizen M und Y .
Da das Identifizieren aller Ursachen der fehlenden Daten beinahe undenkbar ist,
wird davon ausgegangen, dass die MDM durch eine bedingte Verteilung von M
bei gegebenem Y und unbekannten Parametern φ, mathematisch f(M |Y ; φ), be-
schrieben werden. In den folgenden Abschnitten werden die fehlenden Daten in
drei Gruppen klassifiziert. (vgl. Little, R. J. & Rubin, D. B., 2002, S.12)
Missing completely at random
Die Daten werden Missing completely at random (MCAR) genannt, wenn der
Antwortausfall völlig zufällig ist. Die fehlenden Werte hängen somit weder von
sich selbst noch von den beobachteten Daten ab. Dies ist zum Beispiel der Fall,
wenn ein Proband ausfällt oder bei einer Online-Datenerhebung der Fragebogen,
beispielsweise aus technischen Gründen, abbricht. Die Notation dazu lautet:
f(M |Y ; φ) = f(M |φ) ∀ Y, φ (3.1)
3dieselbe Studie wird zu mehreren Zeitpunkten durchgeführt
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(vgl. Little, R. J. & Rubin, D. B., 2002, S.12)
Little, R. J. (1988) stellt einen Test für die Identifikation von MCAR vor, auf den
in dieser Arbeit nicht näher eingegangen werden soll, da eine Prüfung auf MCAR
wegen der Ignorierbarkeit4 dieses Mechanismus nicht notwendig ist. (vgl. Wolf,
C. & Best, H., 2010, S.120)
Missing at random
Eine schwächere Annahme als MCAR stellt Missing at random (MAR) dar. Im
Falle von MAR kann der Antwortausfall durch eine andere Variable, nicht jedoch
durch den fehlenden Wert selbst, erklärt werden. Als ein typisches Beispiel für
MAR wird oft das Einkommen angegeben. Fehlen Daten dieser Variable, können
diese bei MAR zum Beispiel mit Hilfe des Bildungsstands erklärt werden. Es folgt
die mathematische Formulierung:
f(M |Y ; φ) = f(M |Yobs, φ) ∀ Ymis, φ (3.2)
(vgl. Little, R. J. & Rubin, D. B., 2002, S.12)
Obwohl für viele Imputationstechniken MAR vorausgesetzt wird, sind keine Tests
auf diesen MDM bekannt. Dies ist jedoch nicht weiter kritisch, da MAR ebenso,
wie MCAR, im Allgemeinen als ignorierbarer MDM verstanden werden kann und
somit ein Vernachlässigen des MDM akzeptabel ist (vgl. Wolf, C. & Best, H.,
2010, S.120).
Missing not at random
Bei der dritten Kategorisierung, Missing not at random (MNAR), ist der Ant-
wortausfall nur durch die fehlende Variable selbst oder durch nicht erhobene
Variablen bedingt, jedoch nicht durch andere (beobachtete) Variablen. Dies ist
beispielsweise der Fall, wenn Probanden die Antwort ohne erklärbaren Grund
verweigern. MNAR stellt somit den kompliziertesten Fall der MDM dar und darf
nicht ignoriert werden.
f(M |Y ; φ) = f(M |Yobs, Ymis, φ) ∀ Ymis, φ (3.3)
(vgl. Little, R. J. & Rubin, D. B., 2002, S.12)
4Ein Vernachlässigen des MDM ist akzeptabel, jedoch ist dies nicht mit einem gänzlichen
Ignorieren der fehlenden Daten gleichzusetzen.
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3.2 Imputation
Die Imputation (englisch, to impute = unterstellen) ist ein - neben drei weiteren
- Verfahren (Fallreduktion, Sample-Selection-Modellen und Gewichtungsverfah-
ren)5, die das Ziel haben, fehlende Daten (item nonresponse) zu ersetzen, um
somit vollständige Datensätze für weitere statistische Analysen zur Verfügung zu
stellen. (vgl. Albers, S. et al., 2006, S.133ff.)
Die Anwendung einer Imputation hat mehrere Vorteile. Zum einen wird durch
das Ersetzen der fehlenden Daten keine Person fälschlicherweise aus der Analyse
ausgeschlossen, weshalb auch keine Informationen verloren gehen. Zum anderen
erlaubt der hervorgerufene vollständige Datensatz eine Analyse mit Standardver-
fahren. Des Weiteren ist aufgrund der Beachtung von beobachteten Informatio-
nen eine exaktere Schätzung der fehlenden Daten möglich. (vgl. Lüdtke, O. et al.,
2007, S.108)
Es gibt zwei grundlegende Herangehensweisen, Single Imputation (SI) und Mul-
tiple Imputation (MI), die sich in der Anzahl der vervollständigten Datensätze
unterscheiden. Im Folgenden werden diese beiden Strategien vorgestellt. Kapitel 4
geht im Anschluss auf vier gängige der inzwischen zahlreichen Verfahren genauer
ein.
3.2.1 Single Imputation
Die SI stellt die einfache Ersetzung dar, d.h. für jeden fehlenden Wert wird genau
ein Wert eingesetzt, weshalb sich ein vollständiger Datensatz ergibt. Der Vorteil
einer SI ist, dass sie nur einmal durchgeführt werden muss. (vgl. Rubin, D. B.,
1987, S.11ff.)
Demgegenüber werden einige nicht zu vernachlässigende Nachteile in der Lite-
ratur aufgeführt. Ein gravierendes Defizit besteht darin, dass dadurch, dass nur
ein Wert ersetzt wird, ohne Beachtung der Unsicherheit, die Varianz unterschätzt
wird. Dies hat zur Folge, dass ebenfalls der p-Wert6 unterschätzt wird, was wei-
terhin dazu führt, dass die Wahrscheinlichkeit für den Fehler 1. Art ansteigt, d.h.
die Nullhypothese zu Unrecht abgelehnt wird. Aufgrund des Ignorierens der Un-
5Auf diese Verfahren wird im Weiteren nicht näher eingegangen, diese können jedoch in der
entsprechenden Literatur (vgl. Albers, S. et al., 2006, S.133ff.) nachgelesen werden.
6Wahrscheinlichkeit, dass die Testgröße mindestens den berechneten Wert annimmt, voraus-
gesetzt die Nullhypothese ist wahr.
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sicherheit kommt es zur Beeinflussung der Korrelationen zwischen Variablen mit
fehlenden Werten, was zu Fehlinterpretationen führt. (vgl. Hohl, K., 1986, S.23)
3.2.2 Multiple Imputation
Die Idee der MI geht auf Rubin, D. B. (1977) zurück. Bei der MI wird jeder
fehlende oder fehlerhafte Wert mit zwei oder mehr akzeptablen Werten m größer
Eins ersetzt, wobei sich m vervollständigte Datensätze ergeben. Diese Herange-
hensweise soll die Vorteile der SI beibehalten, aber deren größten Schwachstellen
korrigieren. (vgl. Rubin, D. B., 1987, S.15)
Die Vorgehensweise einer MI, das in drei separaten Schritten durchgeführt wird,
ist in der im Anhang befindlichen Abbildung A.1 dargestellt. Zuerst (Schritt
Imputation) werden die fehlenden Werte durch mehrere Werte m größer Eins
ersetzt, wobei die Informationen aus dem Datensatz mit berücksichtigt werden.
Somit entstehen m vervollständigte Datensätze. Als nächster Schritt (Analyse)
schließt sich die Analyse mit Standardverfahren an. Dabei ist zu beachten, dass
auf jeden vollständigen Datensatz dasselbe Verfahren angewendet werden soll-
te. Im Anschluss (Schritt Kombination) werden die Ergebnisse aus dem zweiten
Schritt in einer kombinierten Statistik (gemeinsame Schätzer und Standardfeh-
ler) gebündelt, wobei die Unsicherheit ebenfalls Beachtung findet. (vgl. Lüdtke,
O. et al., 2007, S.110)
Die MI weist einige Vorteile auf. Im Gegensatz zur SI wird die Unsicherheit bei
der MI berücksichtigt, weshalb die Varianz nicht unterschätzt wird. Dies führt
dazu, dass die Effizienz der Schätzer im Vergleich zur SI höher ist. Weiterhin
ist die MI auch von unabhängigen Personen beziehungsweise Institutionen ohne
Hintergrundwissen des Untersuchungsinhalts durchführbar. Als Nachteile sind le-
diglich ein höherer Rechenaufwand und ein größerer notwendiger Speicherplatz




Dieses Kapitel gibt einen Überblick über vier gängige Single Imputationsverfah-
ren. Dabei werden das Vorgehen der einzelnen Methoden erläutert sowie deren
Vor- und Nachteile aufgeführt. Das erste Imputationsverfahren stellt die Mit-
telwertersetzung, die am einfachsten anzuwendende Methode, dar. Es folgt eine
Imputation mittels linearer Regression. Weiterhin wird ein moderneres Verfahren,
der Expectation-Maximization-Algorithmus (EM-Algorithmus), eingeführt. Die-
ser Algorithmus ist charakterisiert als ein auf der Maximum-Likelihood-Funktion
basierendes Verfahren. Als letztes wird eine auf Bayes basierende Methode, spezi-
ell die Markov-Chain-Monte-Carlo Methode (MCMC), erläutert. Der letzte Ab-
schnitt 4.5 dient als Zusammenfassung und kurzer Vergleich der vorgestellten
Verfahren.
4.1 Mittelwertimputation
Die Mittelwertimputation ist die einfachste Ersetzungsmethode und wird daher
laut Pérez, A. et al. (2002) am häufigsten angewendet. Bei der Mittelwertimpu-
tation wird für alle fehlenden Werte das arithmetische Mittel ȳk, alternativ auch
der Modus7 oder Median8, der beobachteten Daten dieser Variable eingesetzt.
Somit können die Schätzwerte für die fehlenden Werte yik des k-ten Merkmals
des Objekts i mit Hilfe folgender Formel ermittelt werden:







Nk stellt dabei die Menge von Objekten dar, deren Ausprägungen bezüglich des
Merkmals k vorhanden sind. (vgl. Bankhofer, U., 1995, S.106ff.)
Dieses Verfahren ist ein reines Single Imputationsverfahren und kann, da es deter-
ministisch9 ist, nicht mehrfach (MI) ausgeübt werden. Die Mittelwertimputation
ist vor allem bei stetigen Variablen, aber auch bei kategorialen Variablen anwend-
bar. Jedoch ist bei den letzteren zu beachten, dass der berechnete Mittelwert, falls
dieser in keiner definierten Kategorie liegt, auf die nächstliegende Kategorie ge-
rundet werden muss. Bei kategorialen Variablen ist somit eine Ersetzung durch
7häufigste Ausprägung der Beobachtung
8trennt 50 Prozent der kleinsten von den 50 Prozent größten Werte
9Vorgang, der keinen Wahrscheinlichkeiten unterlegen ist sondern vorhersagbar beziehungs-
weise fest bestimmt ist
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den Modus, dem Mittelwert vorzuziehen. Für eine Anwendung dieser Imputati-
onsmethode müssen die fehlenden Daten in MCAR vorliegen. Das MDP kann
jedoch ein monotones oder beliebiges Muster aufweisen. (vgl. Hohl, K., 1986,
S.33)
Ein bedeutender Vorteil dieses Verfahrens liegt in der einfachen Implementie-
rung. Die Nachteile überwiegen jedoch. Es lässt sich vermuten, dass der imple-
mentierte Wert wahrscheinlich nicht mit dem realen Wert übereinstimmt. Diese
Vermutung kann allerdings nicht quantitativ belegt werden. Ein quantifizierbarer
Nachteil liegt dahingehend in der Varianzunterschätzung. Toutenburg, H. et al.
(2004) zeigen, dass die Varianz des vervollständigten Datensatzes um den Faktor
(n(j) − 1)/(n − 1) kleiner ist als die Varianz der vollständigen Datensätze, wo-
bei n Beobachtungen und n(j) vollständige Daten vorliegen. (vgl. Little, R. J. &
Rubin, D. B., 2002, S.61)
Zwar bleibt laut Schafer, J. L. & Graham J. W. (2002) bei der Schätzung von
statistischen Parametern der wahre Mittelwert erhalten, jedoch werden die ande-
ren Parameter, wie beispielsweise Kovarianz und Quantile, verzerrt. Aus diesem
Grund lehnen die Autoren die Mittelwertimputation ab.
4.2 Regressionsimputation
Eine weitere Imputationstechnik ist die Regressionsimputation. In diesem Ab-
schnitt wird lediglich auf die lineare Regression, die einen linearen Zusammen-
hang zwischen den unabhängigen und der abhängigen Variable untersucht, ein-
gegangen. Es existieren jedoch noch weitere Verfahren, die die Regression zum
Ersetzen von Daten nutzen, so beispielsweise die stochastische oder die logistische
Regression.
Dieses Verfahren ist, ähnlich wie die Mittelwertimputation, vorrangig für steti-
ge Variablen geeignet. Außerdem ist der Einsatz der linearen Regression ebenso
bei kategorialen Variablen möglich; allerdings müssen auch hier die geschätzten
Werte auf einen beobachteten Wert gerundet werden. Die Voraussetzungen für
eine Imputation mittels linearer Regression sind ein monotones MDP sowie das
Vorliegen der fehlenden Daten gemäß MAR. Dieses Imputationsverfahren erfolgt
in zwei Schritten. Zuerst wird ein lineares Regressionsmodell mit Hilfe der beob-
achteten Daten geschätzt. Mit den daraus resultierenden Koeffizienten βj und der
Konstante β0 werden im zweiten Schritt die fehlenden Werte prognostiziert. Dabei
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ist zu beachten, dass die gewählten beobachteten Variablen einen Zusammenhang
mit den fehlenden Werten aufweisen. Somit können die zu imputierenden Werte
yik des k-ten Merkmals des Objekts i mit Hilfe folgender Formel ermittelt werden:




βj · yij (4.2)
Die Formeln für die Berechnung der Regressionskoeffizienten können dem Anhang
A.7 entnommen werden. Ebenso wie die Mittelwertimputation ist die lineare Re-
gression ein rein deterministisches Verfahren und kann daher nur als Single Impu-
tation durchgeführt werden. Der Vorteil der einfachen Implementierung unterliegt
auch bei diesem Verfahren den Nachteilen. Einer dieser ist, dass sie nur bei mo-
notonen Fehlendmustern angewendet werden kann, die jedoch in der Praxis nur
selten vorzufinden sind. Weiterhin führt die Regressionsimputation zu verzerrten
Schätzern, wobei, laut Albers, S. et al. (2006), vor allem die Standardfehler un-
terschätzt, andere Teststatistiken hingegen überschätzt werden. (vgl. Hohl, K.,
1986, S.36ff.)
4.3 Expectation-Maximization-Algorithmus
Es folgt ein Verfahren auf Basis des Maximum-Likelihood Prinzips10. Solche Vor-
gehensweisen, zum Beispiel der in diesem Abschnitt vorgestellte EM-Algorithmus,
haben das Ziel, Verteilungsparameter, wie Mittelwerte, Varianzen und Kovarian-
zen zu schätzen (vgl. Bankhofer, U., 1995, S.156f.). Der EM-Algorithmus stellt
eine aktuellere Ersetzungsmethode dar und wurde in seiner heutigen Form von
Dempster, A. P. et al. (1977) eingeführt.
Dieses Verfahren ist - wie die vorherigen - für stetige Variablen geeignet. Voraus-
setzungen für die Anwendung des EM-Algorithmus’ sind eine multivariate Nor-
malverteilung der fehlenden Daten und ein MDM gemäß MAR. Das MDP kann
sowohl eine monotone als auch eine beliebige Struktur aufweisen. Dieses Impu-
tationsverfahren ist ein iterativer Algorithmus zur Berechnung von Maximum-
Likelihood-Schätzungen, wobei jede Iteration zwei Schritte beinhaltet. Der erste,
der E-Schritt (englisch, expectation = Erwartung) schätzt die fehlenden Werte
anhand einer Funktion. Darauf aufbauend folgt der M-Schritt (englisch, maximi-
zation = Maximierung), in dem die Parameter unter Annahme des vervollstän-
digten Datensatzes aktualisiert werden. (vgl. Hohl, K., 1986, S.38f.)




Little, R. J. & Rubin, D. B. (2002) veranschaulichen die allgemeine Vorgehens-
weise des Algorithmus’, wobei eine Iterationsstufe durch q → q+1 gekennzeichnet
ist, folgendermaßen:
1. fehlende Werte durch geschätzte Anfangswerte ersetzen
2. Parameter θ(q) schätzen
3. erneute Schätzung der fehlenden Werte unter der Annahme, dass die ge-
schätzten Parameter θ(q) korrekt sind
4. Parameter θ(q+1) erneut schätzen und zurück zum ersten Schritt.
Die Iteration wird solange durchgeführt, bis eine Konvergenz der Parameterschät-
zer erfolgt, beziehungsweise bis ein gewähltes Abbruchkriterium erreicht wird.
(vgl. Little, R. J. & Rubin, D. B., 2002, S.166f.)
Angenommen, es sei für den Parameter θ und für die Datenmatrix Y eine Ver-
teilung mit folgender Dichtefunktion f(Y |θ) = f(Yobs, Ymis|θ) gegeben. Mittels
der Maximum-Likelihood-Methode wird ein Maximum-Likelihood-Schätzer θ̂ für
θ gesucht, der die Dichtefunktion der beobachteten Daten f(Yobs|θ) gemäß Formel
4.3 maximiert.
L(Yobs|θ̂) = maxθ L(Yobs|θ) (4.3)
Für die Lösung des Problems bietet sich ein äquivalentes vereinfachtes Vorge-
hen an. Dafür muss ein Schätzwert θ̂ bestimmt werden, der die Funktion f(Y |θ)
maximiert. Dies hat zur Folge, dass zuvor die fehlenden Werte der Matrix Y
imputiert werden müssen. Unter Beachtung der vorhandenen Daten sowie der
Anfangsschätzungen, die beispielsweise durch die Mittelwerte und Kovarianzen
der vollständigen Daten repräsentiert werden, kommen lineare Regressionsfunk-
tionen zur Anwendung.
Mit Hilfe des Mittelwertvektors µ̂ und der Kovarianzmatrix ˆ
∑
als Schätzer las-
sen sich die beiden Schritte wie folgt formal darstellen: Der E-Schritt der
(q + 1)-ten Iteration berechnet, gemäß Formel 4.4, das i-te Objekt der Datenma-
trix Y (q+1). Dabei wird der vorhandene Wert aus der Datenmatrix der Iteration
(q) übernommen und der fehlende Wert durch seinen bedingten Erwartungswert
E(y|yobs, µ,
∑
), unter der Voraussetzung der beobachteten Werte yobs, dem Mit-
telwertvektor µ und der Kovarianzmatrix
∑









yij, falls mij = 1 vorhanden
E(yij|yi.obs, µ̂(q), ˆ
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· (yi.obs − µ̂(q)yobs) (4.5)
ˆ∑(q) stellt dabei eine Teilmatrix mit den Kovarianzen der zugrunde liegenden
Variablen der Iteration q und ˆ
∑(q)−1
, das Inverse dieser dar. Im darauffolgen-
den M-Schritt werden die Schätzer des Mittelwertvektors µ̂ (vgl. Formel 4.6)
und der Kovarianzmatrix ˆ
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), falls mij = mik = 0
0, sonst
(vgl. Bankhofer, U., 1995, S.160ff.)
Neben einer SI kann der EM-Algorithmus auch mehrmals angewandt werden,
d.h. eine MI ist möglich. Ein weiterer beachtlicher Vorteil des EM-Algorithmus
liegt in den hervorragenden Parameterschätzern. Falls eine MI durchgeführt wird,
gelten zusätzlich die Vorteile der MI aus dem Abschnitt 3.2.2. Jedoch führt das
Fehlen von Standardfehlern dazu, dass einige Hypothesentests nicht angewendet
werden können. (vgl. Graham, J. W., 2009, S.556)
4.4 Markov-Chain-Monte-Carlo Methode
Eine weitere Gruppe von Ersetzungsmethoden, die ebenso wie die Verfahren, die
auf Maximum-Likelihood-Funktionen basieren, das Ziel haben bestimmte Vertei-
lungsparameter zu bestimmen, stützen sich auf die Bayes-Theorie. Diese setzen
neben einer multivariaten Normalverteilung weiterhin a-priori Informationen über
die relevanten Parameter voraus. (vgl. Bankhofer, U., 1995, S.159)
Ein bedeutendes Bayes-basierendes Verfahren ist die MCMC Methode, die im
folgenden Abschnitt näher erläutert wird. Neben den bereits erwähnten Voraus-
setzungen müssen für diese Ersetzungsmethode die fehlenden Daten ein MDM
gemäß MAR aufweisen. Das Fehlendmuster kann dabei monoton oder beliebig
sein (vgl. Hohl, K., 1986, S.39f.).
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Bei den MCMC handelt es sich um eine Gruppe von Algorithmen, die zufällige
Stichproben aus Wahrscheinlichkeitsverteilungen erzeugen, bei denen sogenann-
te Markov-Ketten zum Einsatz kommen (vgl. Knopp, V. & Müller, K., 2009,
S.236f.). Eine Markov-Kette ist eine Sequenz von Zufallszahlen, die die Markov-
Eigenschaft besitzen, wobei die Markov-Eigenschaft wiederum eine ausschließli-
che Abhängigkeit vom aktuellen Zustand bei der Ziehung des nächsten Zustands
bezeichnet (vgl. Braun, N. & Saam, N. J., 2015, S.285). Angewandt auf das betref-
fende Imputationsverfahren bedeutet dies, dass die Ziehung des nächsten Wertes
allein von der Ziehung des vorherigen Wertes abhängt.
Der Ablauf des Verfahrens kann vereinfacht in drei Stufen beschrieben werden. Zu
Beginn werden, basierend auf den beobachteten Daten, die Parameter Mittelwert
und Kovarianzmatrix berechnet. Mit Hilfe dieser als Startwerte dienenden Werte
folgt die Schätzung der Prior-Verteilung11. Im nächsten Schritt, dem Imputation-
Schritt, werden mit Hilfe zufälliger Ziehungen neue Werte generiert. Dieses Vor-
gehen wird solange iterativ durchgeführt, bis sich die Verteilungen der Parameter
zwischen den zwei letzten Iterationen nicht mehr signifikant unterscheiden, d.h.
die Verteilungen stationär sind. Ausgehend von der letzten Iteration werden die
fehlenden Werte ersetzt. Zum Schluss wird eine Posterior-Verteilung12 erzeugt,
was im sogenannten Posterior-Schritt erfolgt. Dafür müssen der Mittelwert und
die Kovarianzmatrix mit Hilfe der imputierten Werte aus dem Imputation-Schritt
erneut berechnet werden. (vgl. Lin, T. H., 2010, S.280)
Für eine MI der MCMC Methode können mehrere solcher Imputationen durch-
geführt werden. Dies kann entweder durch parallele Ketten oder mittels erneuter
Absolvierung der gesamten Iterationen derselben Markov-Kette erfolgen. Es wird
empfohlen, so viele Imputationen wie möglich auszuführen. (vgl. Wolf, C. & Best,
H., 2010, S.127)
Die MCMC Methode hat einige Vorteile. Zum einen ist diese bei komplexen
Gegenständen einfacher zu implementieren, zum anderen stellen Verfahren mit
Posterior-Verteilung laut Schafer, J. L. (1997) die einzige Möglichkeit zur Im-
putation bei unbekannten Parametern mit hoher Dimension dar. Zu guter letzt
kann der Algorithmus, unabhängig von der Stichprobengröße, als exakt angesehen
werden. Demgegenüber sind jedoch auch einige Nachteile zu nennen. Da dieses
Verfahren sehr komplex ist, wird ein Computer mit hoher Rechenleistung
11Wissenstand über die Verteilung des Parameters θ vor der Beobachtung
12Wissensstand über die Verteilung des Parameters θ nach der Beobachtung
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zur Realisierung vorausgesetzt. Außerdem stellt sich die Kontrolle der Konvergenz
als schwierig heraus. (vgl. Schafer, J. L., 1997, S.4f)
Da die MCMC Methode in der folgenden Simulation nicht implementiert wird,
wird dieses Verfahren nicht weiter erläutert und auf die Einführung der relevanten
Formeln verzichtet. Für weitere Informationen und Formeln sei auf die Literatur
(vgl. Little, R. J. & Rubin, D. B., 2002, S.200-220) verwiesen.
4.5 Vergleich der Verfahren
Die Tabellen 1 und 2 fassen die wichtigsten Aussagen der präsentierten Verfahren
zusammen. Dabei werden in Tabelle 1 die Ersetzungsmethoden, bei denen ledig-
lich eine SI anwendbar ist, aufgeführt, in Tabelle 2 die Verfahren, die außer mit
der SI auch mittels MI durchgeführt werden können.
Mittelwertimputation Regressionsimputation
MDM MCAR MAR
MDP für alle MDP geeignet monoton
Vorteile einfache Implementierung einfache Implementierung
Nachteile verzerrte Schätzer, v.a. nur für monotones MDP,
Varianzunterschätzung um verzerrte Schätzer
den Faktor (n(j) − 1)/(n − 1)
Tabelle 1: Gegenüberstellung ausgewählter Verfahren, ausschließlich für SI
Es fällt auf, dass alle Verfahren, bis auf die Mittelwertimputation, ein MDM ge-
mäß MAR voraussetzen. Werden die Vor- und Nachteile betrachtet, so zeigt sich,
dass der EM-Algorithmus und die MCMC Methode bessere Parameterschätzer
liefern als die anderen beiden Verfahren. Allgemein überwiegen bei den Verfahren
aus Tabelle 1 die Nachteile, was vor allem auf die ausschließliche Anwendung von
SI-Verfahren zurückgeführt werden kann.
An dieser Stelle ist zu bemerken, dass neben den in dieser Arbeit vorgestellten
Imputationsverfahren einige weitere Ansätze zum Ersetzen von fehlenden Daten
existieren. Als weitere gängige Methoden sind beispielsweise die Hot-Deck- oder
Cold-Deck-Methode zu nennen.
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EM-Algorithmus MCMC Methode
MDM MAR MAR
MDP für alle MDP geeignet für alle MDP geeignet
Vorteile gute Parameterschätzer exakt, für komplexe Probleme,
für unbekannte Parameter mit
hoher Dimension geeignet
Nachteile einige Hypothesen- komplex, schneller Computer
tests nicht anwendbar erforderlich, Kontrolle der
Konvergenz schwierig
Tabelle 2: Gegenüberstellung ausgewählter Verfahren, die für SI- und MI-
Anwendungen möglich sind
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In diesem Kapitel findet die Simulation mittels dreier Imputationsverfahren statt.
Die Implementierungen der Berechnungen erfolgen in der Programmiersprache R.
Im ersten Gliederungspunkt werden kurz die SrV-Studien als Datengrundlage vor-
gestellt, weiterhin findet die Beschreibung des Vorgehens der Aufbereitung sowie
die Analyse der (fehlenden) Daten statt. Hierbei wird sich auf ein univariates Feh-
lendmuster beschränkt. Diese erzeugten Missing Data werden im nächsten Gliede-
rungspunkt mit Hilfe der Mittelwertimputation, Regressionsimputation und mit
dem EM-Algorithmus ersetzt.
5.1 Vorbereitung der Simulation
5.1.1 Datengrundlage
Für einen Vergleich der Imputationsverfahren können zwei grundlegende Vorge-
hensweisen gewählt werden. Die erste Möglichkeit besteht darin, einen hypotheti-
schen Datensatz zu simulieren. Dies hat zum Vorteil, dass spezielle Verteilungsan-
nahmen generiert und die imputierten Daten mit den vorhandenen wahren Wer-
ten verglichen werden können. Als erheblicher Nachteil dieser Vorgehensweise ist
der dabei verlorengehende Bezug zur Realität zu nennen. Die zweite Möglichkeit
besteht deshalb in der Verwendung eines realen Datensatzes, der den bedeutenden
Vorteil besitzt praxisnah zu sein. Nachteil bei dieser Vorgehensweise ist jedoch,
dass die imputierten Daten nicht mit den Originalen verglichen werden können.
In der vorliegenden Arbeit wird die letztgenannte Vorgehensweise herangezogen,
wobei der Nachteil der Vergleichbarkeit, durch eine Erzeugung künstlicher Fehl-
stellen, behoben wird. Somit wird nach der Ersetzung ein Vergleich der imputier-
ten mit den wahren Werten möglich.
Als Datengrundlage dient die aktuellste Zeitreihenuntersuchung des Systems re-
präsentativer Verkehrserhebungen (SrV), “Mobilität in Städten - SrV“, aus dem
Jahr 2013. Ziel dieser Erhebung ist die Analyse des Verkehrsverhaltens in Städten.
Der SrV wurde 1971/1972 vom Lehrstuhl Verkehrsplanung der Technischen Uni-
versität Dresden entwickelt und stellt ein allgemeingültiges, methodisches System
in ausgewählten Städten und Regionen der Bundesrepublik Deutschland dar. Die
Erhebung wird in der Regel im Fünfjahreszyklus durchgeführt. (vgl. Badrow, A.,
2000, S.23f.)
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Für die Erfassung der Erhebungsmerkmale dienen drei Teilfragebögen des SrV:
der Haushalts-, der Personen- und der Wegefragebogen. Der Haushaltsfrage-
bogen beinhaltet dabei unter anderem Merkmalsabfragen zur Anzahl der Perso-
nen, zur Fahrzeugausstattung sowie über den Besitz von übertragbarer ÖPNV-
Zeitkarten im Haushalt. Der Personenfragebogen untersucht das individuelle
Verkehrsverhalten, weshalb beispielsweise das Alter, Geschlecht, Schulabschluss
und mögliche Mobilitätseinschränkungen der Person wichtige Inhalte sind. Wei-
terhin werden von jeder Person allgemeine Merkmale zur Mobilität am Stichtag,
wie zum Beispiel die Wettersituation, erfragt. Bei dem Wegefragebogen sind
unter anderem das Ziel, die Länge des Weges und die Uhrzeit des Wegbeginns
von Interesse. Für weitere Details dieser Studie sowie deren Ergebnisse sei auf die
entsprechende Literatur verwiesen. (vgl. Ahrens, G.-A., 2014a, S.18ff.)
Im Folgenden wird der univariate Fall fehlender Daten betrachtet. Als zu impu-
tierende Variable wird im Folgenden V _FLEISTUNG1 aus dem Haushaltsfra-
gebogen gewählt. Diese beschreibt die geschätzte Fahrleistung, in tausend Kilo-
metern (Tkm), des meistgenutzten Pkw im Jahr 2012. Die Entscheidung fällt für
diese Variable, da sie zum einen eine metrische Skalierung, die für die meisten Im-
putationsverfahren ein gängiges Skalenniveau darstellt, und zum anderen einige
echte Fehlstellen aufweist (vgl. Abschnitt 5.1.3). Die Tabelle 3 gibt einen kurzen
Überblick über V _FLEISTUNG1.
Variable Beschreibung Skala Kodierung
V _FLEISTUNG1 geschätzte Fahrleistung Metrisch 0...200
des meistgenutzten Pkw -5 Weiß nicht
2012 [Tkm] -8 Nicht erhoben
-9 keine Angabe
-10 unplausibel
Tabelle 3: Darstellung der zu imputierenden Variable (Ahrens, G.-A., 2014b)
5.1.2 Datenaufbereitung
Die Aufbereitung der Daten erfolgt in vier Schritten. Der dazugehörige R Quell-
code kann im Anhang (vgl. A.8) eingesehen werden.
Zuerst wird eine Überführung aller negativen Werte der drei SrV-Fragebögen
(vgl. Kapitel 5.1.1), die unplausible oder nicht vorhandene Daten repräsentieren,
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zu NA (englisch, not available = nicht vorhanden) vorgenommen, um einerseits
ungeeignete Berechnungen zu verhindern und andererseits ein einheitliches For-
mat dieser Daten herbeizuführen.
Im nächsten Schritt werden die Daten des Personenfragebogens aller Werte ei-
ner Variable über die Haushaltsnummer aggregiert. Dies ist notwendig, da die
zu imputierende Variable nicht personenbezogen vorliegt, sondern vom Haushalt
abhängig ist. Durch dieses Vorgehen erhält jeder Haushalt genau einen Wert
pro Variable. Dabei wird sich auf die Variablen aus der sich im Anhang be-
findlichen Tabelle A.1 beschränkt, da für diese ein Zusammenhang zur Variable
V _FLEISTUNG1 vermutet wird. Dieser wird mit Hilfe einer Korrelationsta-
belle (vgl. Tabelle A.2 im Anhang) geprüft. Die restlichen Variablen aus dem
Personenfragebogen werden demnach nicht mit einbezogen. Die Aggregation er-
folgt für die Variablen auf drei unterschiedlichen Vorgehensweisen. Bei der ersten
Variante wird das Minimum aller Werte der entsprechenden Variable, über alle
Personen eines Haushalts, gebildet. Die betreffenden Variablen sind mit einem
min_ + V ariablenname gekennzeichnet. Die zweite Variante bildet auf dieselbe
Weise das Maximum und wird mit max_ + V ariablenname kenntlich gemacht.
Dabei ist zu beachten, dass bei den Variablen V _BAUSB und V _SCHULAB
vor der Bildung des Maximums die vorgesehene Kodierung von vier auf null ge-
setzt werden muss, da diese die geringste Ausprägung (kein Berufs- beziehungs-
weise Schulabschluss) der Variable repräsentiert. Für die letzte Variante wird die
Anzahl erwünschter Ausprägungen berechnet. Die diesbezüglichen Variablen er-
halten die Bezeichnung A_ + V ariablenname. Die Kodierungen der nominalen
Variablen sind für den Vergleich der Imputationsverfahren nicht von Bedeutung,
können jedoch in Ahrens, G.-A. (2014b) nachgelesen werden. Die Variablen des
Wegefragebogens werden, bis auf eine, aufgrund deren stichtagsbezogenen Desi-
gns nicht betrachtet. Eine Ausnahme bildet dabei die Länge der Wege. Für diese
wird, hinsichtlich der Annahme, dass der Stichtag einen normalen Tag13 darstellt
ein Zusammenhang (vgl. Tabelle A.2 im Anhang) mit der zu imputierenden Va-
riable vermutet. Zur Aufbereitung der Variable V _LAENGE wird die Summe
über alle Wege und aller Personen für jeden Haushalt gebildet. Die daraus resul-
tierende Variable erhält die Bezeichnung sum_V _LAENGE (vgl. Tabelle A.3
im Anhang). Zur besseren Übersicht der Bezeichnungen der Variablen dient die
Tabelle 4.
13Diese Annahme wird getroffen, da alle vorliegenden Daten an den Werktagen Dienstag, Mitt-
woch oder Donnerstag erhoben wurden.
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Bezeichnung + Variablenname Erläuterung
min_ + V ariablenname Bildung des Minimums eines Haushalts
max_ + V ariablenname Bildung des Maximums eines Haushalts
A_ + V ariablenname Bildung der Anzahl eines Haushalts
sum_ + V ariablenname Bildung der Summe eines Haushalts
Tabelle 4: Übersicht der Aggregation berücksichtigter Variablen
Die somit entstandenen Datensätze der relevanten Variablen werden im dritten
Schritt mit dem Datensatz des Haushaltsfragebogens zusammengefügt. Als Basis
für diese Aggregation dient die Haushaltsnummer. Es entsteht ein vollständiger
Datensatz, der im weiteren Verlauf als Ausgangsdatei dient.
Da die Imputationsverfahren auf Grundlage der vorhandenen Daten die zu im-
putierenden Werte ermitteln, werden im letzten Schritt der Datenaufbereitung
die vorliegenden (natürlichen) Fehlstellen der relevanten Variablen ausgeschlos-
sen. Dafür werden die entsprechenden Zeilen des Datensatzes gelöscht, und es
resultiert ein vollständiger, von Fehlstellen bereinigter, Datensatz. Darüber hin-
aus wird an dieser Stelle geprüft, ob die resultierenden Haushalte einen Pkw
(Privat- oder Dienst-Pkw) zur Verfügung haben. Ist dies nicht der Fall werden
diese Haushalte aus dem Datensatz entfernt, da es andernfalls zu einer Verzerrung
der Ergebnisse kommen würde.
Das beschriebene Vorgehen zur Aufbereitung der Daten kann in der Abbildung
A.2 im Anhang nachverfolgt werden. Zur besseren Übersicht werden in dieser
Abbildung alle dazugehörigen Dateinamen und Angaben zu der Anzahl an Va-
riablen, vorliegenden Beobachtungen beziehungsweise Fehlstellen, vorgenommen.
Um im späteren Verlauf die verschiedenen Imputationsverfahren vergleichen zu
können, ist eine Erstellung von geeigneten Testszenarien zweckmäßig. Dafür wer-
den aus dem aufbereiteten Datensatz neue Datensätze mit fehlenden Werten
generiert. Dieses Vorgehen hat den Vorteil, dass nach der Anwendung der Im-
putationsverfahren ein Vergleich der wahren Werte mit den imputierten Werten
stattfinden kann. Um verschiedene MDM modellieren zu können, erfolgt das Er-
zeugen der Fehlwerte auf zwei unterschiedlichen Vorgehensweisen. Da bei MCAR
der Antwortausfall völlig zufällig ist, kann dieser MDM leicht durch eine Zufalls-
ziehung aus der ehemals vollständigen Stichprobe modelliert werden. Jedoch ist
das Fehlen der Werte in der Realität oft nicht komplett zufällig, sondern von
anderen Faktoren abhängig. Daher werden weiterhin fehlende Daten in Form von
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Der aufbereite Datensatz srv_bereinigt umfasst insgesamt 49 Variablen mit je-
weils 11.529 Beobachtungen. Die für die Imputationsverfahren relevanten Varia-
blen können den Tabellen A.1, A.5 und A.6 im Anhang sowie der Tabelle 3 (vgl.
Kapitel 5.1.1) entnommen werden. Dabei dient die Variable HHNR, die Haus-
haltsnummer, der Identifikation der entsprechenden Beobachtung. Die Anzahl
der künstlichen Fehlstellen in der Variable V _FLEISTUNG1 des jeweiligen
erzeugten Szenarios gemäß MCAR bzw. MAR ist in der Tabelle 5 dargestellt.
Szenario Fehlanteil 5% 10% 15% 20% 25%
Anzahl Fehlstellen 576 1153 1729 2306 2882
Tabelle 5: Anzahl Fehlstellen in V _FLEISTUNG1 der generierten Szenarien
(ausgehend von 11.529 Beobachtungen)
Für die spätere Anwendung der Imputationsverfahren ist das Skalenniveau der
jeweiligen Variable von Bedeutung. Bei Variablen, die eine kategoriale Skalierung
aufweisen, sind die vorhandenen Ausprägungen in verschiedene Kategorien unter-
teilt. Diese lassen sich weiterhin in nominal-14 und ordinalskaliert15 differenzieren.
Metrische Variablen lassen hingegen ein quantitatives Messen zwischen den vor-
liegenden Ausprägungen zu.
Deskriptive Statistik
Die zu imputierende Variable V _FLEISTUNG1 weist unter den knapp 19.000
Haushalten, die einen Pkw (Privat- oder Dienst-Pkw) besitzen, rund 1000 Fehl-
stellen auf. Dies entspricht einem echten Fehlanteil von 5,33%.
Der Tabelle 6 können wichtige deskriptive Kenngrößen von V _FLEISTUNG1
des bereinigten Datensatzes, srv_bereinigt, entnommen werden (Formeln vgl.
A.7 im Anhang). Der Wertebereich der Variable läuft vom Minimum (Min), Null
Tkm, bis zum Maximum (Max), 200 Tkm. Die durchschnittliche Fahrleistung
der Haushalte im Jahr 2012 beträgt 15,29 Tkm. Weiterhin sind der Median, die
Varianz und zwei Quartile in Tabelle 6 dargestellt. Demnach sind 25 Prozent aller
Werte kleiner als acht Tkm, lediglich 25 Prozent größer als 20 Tkm (vgl. erstes16,
beziehungsweise drittes17 Quartil). Diese Kennwerte dienen im späteren Verlauf
als Referenz für den Vergleich der imputierten Datensätze.
14Ausprägungen unterscheiden sich nur dem Namen nach
15neben der nominalen Information können die ordinalskalierten Ausprägungen in einer Rang-
folge abgebildet werden
1625-Quantil, d.h. 25% aller Werte sind kleiner als der entsprechende Wert
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in R jedoch lediglich auf einen Datensatz von 5000 Beobachtungen angewen-
det werden. Da der Test bereits für die ersten 5000 Beobachtungen der Varia-
ble V _FLEISTUNG1 und deren Wurzeltransformation, sowie die aufgeführten
Grafiken, eine Normalverteilung ablehnen, kann die Normalverteilungsannahme
nicht angenommen werden.
Curran, P. et al. (1995) stellen jedoch heraus, dass eine Variable mit einer Schie-
fe20 kleiner zwei und einer Kurtosis21 von kleiner sieben für die Verwendung des
EM-Algorithmus akzeptabel ist. Die im Anhang befindliche Tabelle A.4 zeigt die
Schiefe und Kurtosis der Variable V _FLEISTUNG1 beziehungsweise der trans-
formierten Variable
√
V _FLEISTUNG1 der zehn aufgestellten Zufallsdateien.
Die beiden Verteilungsparameter weisen für die Variable V _FLEISTUNG1 in-
akzeptable Werte auf. Demgegenüber stehen die Werte der transformierten Va-
riable, die laut Curran, P. et al. (1995) tolerabel sind. Aus diesem Grund wird
im späteren Verlauf der EM-Algorithmus mit Hilfe dieser Transformation durch-
geführt.
Die Analyse der Daten hat gezeigt, dass, obwohl die Voraussetzung der Nor-
malverteilung (vgl. Kapitel 4) nicht gegeben ist und nur approximiert werden
kann, die Anwendung aller vorgesehenen Imputationsmethoden möglich ist. Im
Folgenden werden daher die Mittelwert-, Regressionsimputation sowie der EM-
Algorithmus für die Ersetzung der generierten Fehlstellen der erzeugten Zufalls-
dateien durchgeführt. Damit ergeben sich für den Vergleich im Kapitel 6.2 zehn
vervollständigte Datensätze für jedes Imputationsverfahren.
5.2 Implementierung der Imputationsverfahren
5.2.1 Simulation der Mittelwertimputation
Die Ersetzung der fehlenden Werte mit Hilfe der Mittelwertimputation erfolgt in
drei Schritten. Nach dem Einlesen der relevanten Zufallsdateien wird der Mittel-
wert (arithmetisches Mittel) der beobachteten Werte der Variable V _FLEIST -
UNG1 gemäß der Gleichung 4.1 berechnet. Dieser wird im letzten Schritt für alle
fehlenden Werte eingesetzt. Die Implementierung der verschiedenen Szenarien in
R kann dem Quellcode im Anhang A.8 entnommen werden.
In der Abbildung 4 ist die Variable V _FLEISTUNG1 beispielhaft für MCAR
20Maß für die Abweichung einer Verteilung von der Symmetrie; Formel vgl. A.7 im Anhang
21gibt an, wie steil der Verlauf der Merkmalswerte ist; Formel vgl. A.7 im Anhang
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Anhang). Bei der Betrachtung der Korrelationen zwischen den unabhängigen und
der abhängigen Variable fällt auf, dass keine Variable eine besonders starke Bezie-
hung23 zu V _FLEISTUNG1 aufweist. Deshalb werden alle Variablen, die eine
Korrelation von größer 0,15 haben, für die Bestimmung der Regressionsgleichung
gewählt.
Um Multikollinearitäten24 zu vermeiden, fließen im dritten Schritt weiterhin le-
diglich unabhängige Variablen, die untereinander eine Korrelation kleiner 0,7 be-
sitzen, in das Regressionsmodell ein. Bei einer Korrelation größer gleich 0,7 wird
die Variable, die eine höhere Korrelation zu V _FLEISTUNG1 aufweist, im
Modell berücksichtigt.
Im nächsten Schritt erfolgt die Aufstellung der Regressionsgleichung mit den aus
den vorherigen Schritten resultierenden Variablen. Die zu imputierende und so-
mit zugleich abhängige Variable V _FLEISTUNG1 wird zudem mit Hilfe der
Wurzelfunktion transformiert. Dies führt zu signifikanteren Koeffizienten als oh-
ne Transformation. Somit ergibt sich die Regressionsgleichung des vollen Modells
modell_voll (vgl. Formel 5.1), basierend auf der Formel 4.2.
√
V _FLEISTUNG1 = β0 + β1 · E_HHG
+ β2 · V _ANZ_PKW_DIENS + β3 · V _ANZ_RAD
+ β4 · E_ANZ_PKW + β5 · EINK_gering
+ β6 · EINK_mittel + β7 · V _ZUL1
+ β8 · A_V _ERW + β9 · max_V _TECH_NAV I
+ β10 · max_V _TECH_INET
+ β11 · max_V _TECH_SMART
+ β12 · SCHULAB_gering + β13 · SCHULAB_mittel
+ β14 · sum_V _LAENGE
(5.1)
Für die n Ausprägungen der Variablen mit kategorialem Skalenniveau (vgl. Ta-
bellen A.1 und A.5 im Anhang) entstehen (n − 1) Dummyvariablen. Die or-
dinalskalierte Variable V _EINK, die zehn Ausprägungen besitzt, wird in die
drei binären Variablen EINK_gering, EINK_mittel und EINK_hoch trans-
formiert, da die Betrachtung jeder einzelnen Ausprägung keinen signifikanten
Einfluss mit sich führt. Dabei stellt EINK_hoch die Referenzkategorie in der
23höchste Korrelation mit sum_V _LAENGE besitzt den Wert 0,35
24Multikollinearität, d.h. die unabhängigen Variablen korrelieren miteinander
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5.2 Implementierung der Imputationsverfahren
Regression dar. Ebenso wird mit der Variable V _SCHULAB verfahren.
Neben dem vollständigen Modell werden, mit dem Ziel das Regressionsmodell
zu optimieren, vier weitere Modelle aufgestellt. Dafür wird zuerst eine stufen-
weise Regression durchgeführt, woraus das Modell modell_step resultiert. Für
die nächsten drei Modelle, modell_IE1, modell_IE2 sowie modell_IE3 werden
zusätzlich zu modell_step Interaktionseffekte25 (IE) berücksichtigt. Eine Gegen-
überstellung der aufgestellten Regressionsmodelle gibt Tabelle 7.
Für die Verwendung der aufgestellten Regressionsmodelle müssen dabei einige
Annahmen erfüllt sein. Diese werden im letzten Schritt der Regression, der Mo-
delldiagnose, geprüft. Zum einen sollte die Annahme der Variablen-Spezifikation
gewährleistet werden. Dies umfasst die Freiheit von perfekter Multikollinearität,
die mit Hilfe des “Variance Inflation Factor“ (VIF) geprüft wird. Der VIF zeigt
den Anstieg der Varianz, der durch Multikollinearität ausgelöst wird, an. Liegt
keine Multikollinearität vor, erhält der VIF den Wert Eins. Je größer der Wert
wird, desto wahrscheinlicher ist das Vorliegen von Multikollinearitäten. Als Faust-
formel gilt hier das Vorliegen von Multikollinearitäten ab einem VIF-Wert größer
gleich zehn. Bei Verletzung dieser Annahme werden zwar die Unverzerrtheit und
Effizienz der Schätzer nicht beeinflusst, jedoch kann die Schätzgenauigkeit bei
vorliegender Multikollinearität stark vermindert werden.
Modell Inhalte des Regressionsmodells
modell_voll vgl. Formel 5.1
modell_step erzeugt durch schrittweise Regression von modell_voll
modell_IE1 wie modell_step mit IE: E_HHG und EINK_gering
beziehungsweise EINK_mittel
modell_IE2 wie modell_step mit IE: E_ANZ_PKW und V _ZUL1
modell_IE3 wie modell_step mit IE: A_V _ERW und EINK_gering
beziehungsweise EINK_mittel
Tabelle 7: Übersicht über aufgestellte Regressionsmodelle
Weiterhin werden die Eigenschaften der Störgrößen26 (auch als Residuen bezeich-
net) analysiert. Neben der Annahme einer Normalverteilung der Residuen sollen
25Auswirkung einer Variable auf eine andere ist abhängig von der Ausprägung einer weiteren
Variable




5 Durchführung der Simulationsstudie anhand eines realen
Datensatzes
Annahme der Autokorrelation wird der Durbin-Watson-Test31 angewendet. Als
Faustregel hat sich die Annahme der Nullhypothese bei einem Wert von zwei
durchgesetzt.
Da mit Hilfe der vier Residuen-Plots keine signifikant unterschiedlichen Aussagen
zwischen den betrachteten Modellen getroffen werden können und da die Grafiken
nicht als alleiniges Ausschlusskriterium herangezogen werden sollten, werden die
Modelle mit Hilfe der in R durchgeführten quantitativen Tests32 ausgeschlossen.
Nach Eliminierung der Modelle, welche die genannten Kriterien nicht erfüllen,
wird im fünften Schritt die Wahl des besten unverzerrten effizientesten Modells
getroffen. Dafür werden zwei verschiedene Gütemaße herangezogen:
1. Akaike-Informationskriterium (AIC)
2. Adjustiertes Bestimmtheitsmaß (Adj. R2)
Zunächst wird der AIC-Wert, der durch ein Abwägen des Verzerrungsrisikos und
der Schätzvarianz gekennzeichnet ist, für den Modellvergleich angewendet. Dabei
ist das Modell mit dem geringsten AIC-Wert für die anschließende Ersetzung zu
bevorzugen. Als weiteres Kriterium kann das Bestimmtheitsmaß betrachtet wer-
den. Dieses beschreibt das Verhältnis der erklärten Streuung zur Gesamtstreuung
und liegt zwischen Null (Gesamtstreuung kann nicht erklärt werden) und eins
(Gesamtstreuung kann zu 100 Prozent beschrieben werden). Da das Bestimmt-
heitsmaß mit steigender Zahl an exogenen Variablen zunimmt, ist das adjustierte
Bestimmtheitsmaß für die Beurteilung der Güte zu bevorzugen, das die Anzahl
der Variablen in der Berechnung berücksichtigt. Demnach ist das Modell mit dem
höchsten adjustierten Bestimmtheitsmaß für die Imputation zu wählen. Für die
zehn betrachteten Szenarien werden mit dieser Vorgehensweise dieselben Modelle
wie mit Hilfe des AIC-Wertes für die Imputation gewählt, weshalb im Folgen-
den keine Unterscheidung zwischen Regressionsimputation nach AIC-Kriterium
beziehungsweise adjustiertem Bestimmtheitsmaß mehr notwendig wird. Die Ta-
belle A.7 gibt einen Überblick welche Modelle für die Regressionsimputation der
jeweiligen Fehlanteile gemäß MCAR beziehungsweise MAR Anwendung finden.
Beinhaltet das ausgewählte Modell noch bedenkliche Cooks-Distanzen, werden
die entsprechenden Haushalte mit den bedenklichen Werten gelöscht und das
Modell vor der Imputation erneut geschätzt. Nach der Ersetzung der fehlenden
31H0: Es liegt keine Autokorrelation vor.
32Dabei werden bei dem Durbin-Watson-Test bzw. Goldfeld-Quandt-Test Modelle außerhalb




6 Vergleich der simulierten Imputationsverfahren
In diesem Kapitel soll die Güte der simulierten Imputationsverfahren verglichen
werden. Dafür werden im ersten Gliederungspunkt die imputierten Werte den
Originaldaten direkt gegenübergestellt und die Abweichungen mit Hilfe einiger
deskriptiver Kennwerte sowie den Fehlerquadratsummen beurteilt. Weiterhin er-
folgt im nächsten Abschnitt ein Vergleich der gesamten vervollständigten Daten-
sätze. Dabei werden wichtige Kennwerte, wie zum Beispiel der Mittelwert und
die Varianz der vollständig erzeugten Datensätze, ermittelt und für den Vergleich
herangezogen.
Um die Schätzung der verschiedenen Imputationsverfahren zu beurteilen, wird
als erstes geprüft, ob der imputierte Wert aus dem selben Wertebereich stammt
wie der Originalwert, das heißt ob dieser plausibel ist. Die Originalwerte von
V _FLEISTUNG1 streuen in einem Intervall von Null bis 200 Tkm. Die impu-
tierten Daten der Mittelwert- und Regressionsimputation befinden sich ebenfalls
alle, bis auf einen Wert des vervollständigten Datensatzes nach der Regressions-
imputation mit zehn Prozent Fehlanteil gemäß MCAR, in diesem Intervall. Die
Werte der Datensätze nach dem EM-Algorithmus nehmen hingegen auch Werte
außerhalb des Bereichs (oberhalb) der Originalwerte an. Diese sind jedoch ledig-
lich Ausnahmen, wie aus der Tabelle 8 ersichtlich wird.
MCAR MAR
Fehlstellen 5% 10% 15% 20% 25% 5% 10% 15% 20% 25%
Werte
1 0 2 4 5 0 1 3 5 4
> 200 Tkm
imputierte
576 1153 1729 2306 2882 576 1153 1729 2306 2882
Werte
Tabelle 8: Überblick über die Anzahl imputierter Werte (des EM-Algorithmus’)
außerhalb des Intervalls der Originaldaten und Anzahl der ersetzten
Werte
Dabei steigt bis auf in zwei Fällen die Anzahl der Extremwerte mit zunehmendem
Fehlanteil sowohl bei MCAR als auch MAR. Aufgrund der geringen Anzahl an
Ausreißern, bezogen auf den großen Datensatz, wird davon ausgegangen, dass die
imputierten Daten aller simulierten Verfahren plausible Werte repräsentieren.
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6.1 Direkte Gegenüberstellung der imputierten mit den
wahren Werten
Weiterhin folgt ein direkter Vergleich der imputierten Werte mit den wahren
Daten des Ausgangsdatensatzes. Die Abbildung 11 zeigt die Boxplots der Abwei-
chung des imputierten vom wahren Wert34, beispielhaft für einen Fehlanteil von
15 Prozent gemäß MCAR beziehungsweise MAR, für die ersetzten Daten mittels
der drei simulierten Imputationsverfahren. Es zeigt sich, dass diejenigen Daten,
die mit Hilfe der Mittelwert- beziehungsweise Regressionsimputation ersetzt wur-
den, sowohl bei MCAR als auch MAR zum Großteil unterschätzt, jene aus dem
EM-Algorithmus imputierten auch teilweise überschätzt werden.
Abbildung 11: Boxplot der Abweichung (in Tkm) zwischen imputierten und wah-
ren Werten von V _FLEISTUNG1 gemäß MCAR 15% Fehlanteil
(von links nach rechts: Mittelwert-, Regressionsimputation, EM-
Algorithmus)
34Berechnung der Abweichung: Originalwert abzüglich imputierter Wert desselben Haushalts;
positive Abweichung: Unterschätzung der Originalwerte, negative Abweichung: Überschät-
zung der Originalwerte
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6.1 Direkte Gegenüberstellung der imputierten mit den wahren
Werten
Aus dem Vergleich des Medians der Abweichungen der ersetzten vom jeweiligen
wahren Wert der drei Imputationsverfahren ergibt sich, dass sich alle drei der
Null annähern. Die Länge der Box, die den Interquartilsabstand35 und somit die
mittleren 50 Prozent kennzeichnet, ist bei den Daten nach der Imputation mit-
tels EM-Algorithmus am kleinsten. Somit schwanken die mittleren 50 Prozent der
Abweichungen der imputierten Daten des EM-Algorithmus’ nur sehr geringfügig,
die der Mittelwertimputation am meisten. Hingegen weisen die Daten des EM-
Algorithmus’ und der Regressionsimpuation die extremsten Ausreißer auf. Bei ei-
nem Vergleich zwischen MCAR und MAR innerhalb eines Verfahrens sind keine
signifikanten Unterschiede gegeben. Des Weiteren differenzieren sich die Boxplots
der übrigen Datensätze, der fünf, zehn, 20 beziehungsweise 25 Prozent Fehlanteile
nicht wesentlich von denen aus Abbildung 11, weshalb auf eine Abbildung dieser
an dieser Stelle verzichtet wird. Die Zahlen der deskriptiven Kennwerte (erstes
Quartil, Mittelwert, Median und drittes Quartil) bestätigen die genannten Er-
gebnisse und sind für alle Imputationsverfahren und Fehlanteile gemäß MCAR
beziehungsweise MAR den im Anhang befindlichen Tabellen A.9, A.10 und A.11
zu entnehmen.
Zudem wird die Betrachtung der Fehlerquadratsumme für jedes Szenario der drei
Imputationsverfahren analysiert. Sie entspricht der Summe der Quadrate aller
Abweichungen der imputierten von den wahren Werten. Dabei gilt, je kleiner die
Fehlerquadratsumme ist, desto besser wird der entsprechende Datensatz durch
die imputierten Daten beschrieben. Da die Fehlerquadratsumme mit steigendem
Fehlanteil aufgrund der Aufsummierung der Fehlerquadrate stark zunimmt, wird
des Weiteren die spezifische Fehlerquadratsumme definiert. Diese repräsentiert
den Quotienten aus der Fehlerquadratsumme und der Anzahl der Fehlstellen.
Somit wird eine bessere Vergleichbarkeit zwischen den unterschiedlichen Fehl-
anteilen möglich. Die Abbildung 12 zeigt die spezifischen Fehlerquadratsummen
der jeweiligen Verfahren unter Beachtung der unterschiedlich simulierten Fehlan-
teile gemäß MCAR beziehungsweise MAR. Der Abbildung ist eine signifikante
Differenz zwischen den drei Imputationsverfahren zu entnehmen. Demnach ha-
ben die Daten nach dem EM-Algorithmus, gefolgt von denen der Regressionsim-
putation unabhängig vom Fehlanteil und MDM die geringsten, die imputierten
Daten der Mittelwertimputation die größten spezifischen Fehlerquadratsummen.
Wird zwischen MCAR und MAR unterschieden, fallen die spezifischen Fehler-
quadratsummen unter MCAR bei der Regressionsimputation und die der Mit-
35Differenz zwischen dem dritten und ersten Quartil
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telwertimputation deutlich geringer aus. Insgesamt ist eine steigende Tendenz,
sowohl unter Fehlanteilen gemäß MCAR als auch gemäß MAR, der spezifischen
Fehlerquadratsummen bei der Regressionsimputation und der Mittelwertimputa-
tion mit wachsenden Fehlanteilen zu vermerken. Bei den Daten gemäß MAR, die
mittels EM-Algorithmus ersetzt wurden, lässt sich ebenfalls eine steigende Ent-
wicklung vernehmen, wohingegen bei MCAR dieser Imputationstechnik jedoch
keine eindeutige Tendenz zu erkennen ist. Die genauen Werte der (spezifischen)
Fehlerquadratsummen aller Imputationsverfahren und Fehlanteile können der im
Anhang befindlichen Tabelle A.12 entnommen werden.
Abbildung 12: Spezifische Fehlerquadratsummen der imputierten Daten unter
Beachtung der drei Imputationsverfahren und verschiedenen Fehl-
anteile (links: MCAR, rechts: MAR)
6.2 Gegenüberstellung der vervollständigten Datensätze mit
dem Originaldatensatz
Die Abbildungen 13 beziehungsweise 14 zeigen die Boxplots der imputierten Da-
tensätze aus den jeweiligen Imputationsverfahren, beispielhaft für einen Fehlanteil
von 15 Prozent gemäß MCAR beziehungsweise MAR, im Vergleich zum Boxplot
der originalen Daten. Diese Abbildungen ermöglichen eine Gegenüberstellung der
Verteilungsformen der imputierten mit den Originaldaten. Wird die Aufteilung
der Box, gemäß MCAR, betrachtet, fällt auf, dass die der Originaldaten am ehe-
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sten mit der Box der Daten des EM-Algorithmus übereinstimmt. Die Box der
Daten, die mittels Mittelwertimputation ersetzt worden, ist der originalen am
unähnlichsten. Hingegen zeigt der Vergleich der Ausreißerwerte aller Boxplots
der Abbildung 13, dass die Originaldaten am besten durch die der Mittelwert-
und Regressionsimputation beschrieben werden. Das Boxplot der Daten nach dem
EM-Algorithmus weist deutlich mehr und vor allem zwei sehr hohe Ausreißer auf.
Die Auswertung der Daten gemäß MAR (vgl. Abbildung 14) fällt ähnlich aus,
wobei in diesem Beispiel die imputierten Daten des EM-Algorithmus niedrigere
Ausreißer aufweisen als bei dem selben Fehlanteil gemäß MCAR.
Abbildung 13: Boxplot des Originaldatensatzes sowie der imputierten Datensätze
gemäß MCAR 15% Fehlanteil (von links nach rechts: Originalda-
tensatz, Mittelwert-, Regressionsimputation, EM-Algorithmus)
Die Boxplots für die anderen simulierten Fehlanteile unterscheiden sich nicht si-
gnifikant von den hier dargestellten, weshalb auf die Diagramme an dieser Stelle
verzichtet wird. Lediglich ist ein Unterschied in der Anzahl und Höhe der Ausrei-
ßer der imputierten Daten des EM-Algorithmus zwischen den unterschiedlichen
Fehlanteilen zu vermerken. Die exakten Werte der Kennzahlen der vervollstän-
digten Datensätze im Vergleich zu denen des Originaldatensatzes können den
Tabellen A.13, A.14 und A.15 im Anhang entnommen werden.
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Abbildung 14: Boxplot des Originaldatensatzes sowie der imputierten Datensätze
gemäß MAR 15% Fehlanteil (von links nach rechts: Originaldaten-
satz, Mittelwert-, Regressionsimputation, EM-Algorithmus)
Darüber hinaus wird im Folgenden die Qualität der Verfahren mittels der zwei
Parameter Mittelwert und Varianz verglichen. Diese Parameter werden auf den
betreffenden vollständig imputierten Datensatz angewendet und dem jeweiligen
Parameter des Originaldatensatzes gegenübergestellt. Als erster Parameter wird
der Mittelwert (arithmetisches Mittel) x̄ der vollständigen Datensätze betrachtet.
Dieser wird gemäß der Formel A.7 im Anhang berechnet. Dabei symbolisiert xi
das i-te Objekt von V _FLEISTUNG1. Der Mittelwert gibt lediglich Informa-
tionen zur Häufigkeitsverteilung der beobachteten Werte und erweist sich als sehr
empfindlich gegenüber Ausreißern.
Die Tabelle A.16 im Anhang zeigt die Mittelwerte der vervollständigten Datensät-
ze. Dabei wird zwischen MCAR und MAR unterschieden. Die Abweichung vom
wahren Mittelwert, der dem Originaldatensatz srv_bereinigt sowie der Tabelle
6 entnommen werden kann, ist in Klammern hinter dem jeweiligen Mittelwert
aufgeführt. Besitzt die Abweichung ein negatives Vorzeichen, liegt eine Unter-
schätzung des Parameters, bei einem positiven Vorzeichen eine Überschätzung
vor. Aus der Tabelle A.16 im Anhang wird deutlich, dass der Mittelwert der
Datensätze, bei den Daten aus einer Mittelwert- beziehungsweise Regressionsim-
putation, bei einem MDM gemäß MCAR geringere absolute Abweichungen vom
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Originalmittelwert erzielen als bei denen gemäß MAR. Die Mittelwerte der mit
Hilfe des EM-Algorithmus’ vervollständigten Datensätze unterscheiden sich hin-
gegen nicht signifikant zwischen MCAR und MAR. Insgesamt ist zu bemerken,
dass der Mittelwert aller Datensätze, unabhängig vom Fehlanteil und MDM, nur
geringe Abweichungen aufweist. Dies wird auch in der Abbildung 15, welche die
prozentuale Abweichung vom Mittelwert der vervollständigten Datensätze unter-
schiedlicher Fehlanteile und MDM aller drei Imputationsverfahren zeigt, deutlich.
Die größte prozentuale Abweichung des imputierten vom wahren Mittelwert liegt
bei MAR bei etwa minus sieben (Mittelwertimputation), bei MCAR lediglich
bei knapp minus zwei Prozent (Regressionsimputation). Dabei sind die Abwei-
chungen der Datensätze nach der Regressionsimputaton bei MCAR insgesamt
am größten, bei MAR aber bei den Datensätzen, die mittels Mittelwertimputati-
on vervollständigt wurden. Weiterhin kann aus der Abbildung abgeleitet werden,
dass mit zunehmendem Fehlanteil gemäß MAR, die Abweichung bei den Daten-
sätzen nach der Mittelwert- und Regressionsimputation deutlich größer wird. Dies
ist auch, in geringen Maßen, bei MCAR der Fall. Hingegen sind die Mittelwert-
abweichungen der Datensätze des EM-Algorithmus, sowohl bei MCAR als auch
MAR, in allen Fehlanteilen nahezu konstant nahe null Prozent.
Abbildung 15: Abweichung der Verfahren vom wahren Mittelwert 15,29 Tkm
(links: MCAR, rechts: MAR)
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Als weiterer Parameter dient die Varianz. Dieser Streuungsparameter misst die
mittlere quadratische Abweichung der Werte vom arithmetischen Mittel. Die Qua-
drierung der Differenz bewirkt neben einem positiven Vorzeichen, dass weit ent-
fernte Werte vom Mittelwert zu großen Abweichungen führen. Fällt die Varianz
klein aus36, so streuen die Daten eng um den Mittelwert; eine große Varianz
bedingt eine weite Streuung um den Mittelwert. Für die Berechnung der Vari-
anz wird die im Anhang befindliche Formel A.7 herangezogen. (vgl. Fahrmeir, L.
et al., 2011, S.53ff.)
Die Varianzen der vervollständigten Datensätze für das jeweilige Imputationsver-
fahren und MDM gemäß MCAR beziehungsweise MAR sind in der Tabelle A.17
im Anhang dargestellt. Die Abweichung von der wahren Varianz des Originalda-
tensatzes srv_bereinigt (vgl. Tabelle 6) ist wiederum in Klammern hinter der
dazugehörigen Varianz vorzufinden. In der Tabelle ist zu erkennen, dass die Da-
ten, die mittels Mittelwert- beziehungsweise Regressionsimputation ersetzt wur-
den, deutlich signifikantere absolute Abweichungen bedingen als jene Daten, die
mit Hilfe des EM-Algorithmus imputiert wurden. Dabei liegen bei den beiden
erstgenannten Verfahren Varianzunterschätzungen (negatives Vorzeichen), beim
EM-Algorithmus jedoch, bis auf eine Ausnahme (10 Prozent Fehlanteil gemäß
MCAR), Varianzüberschätzungen vor. Darüber hinaus weisen die Varianzen der
Datensätze nach der Mittelwert- und Regressionsimputation gemäß MCAR ge-
ringere absolute Abweichungen vom wahren Wert auf als jene, die in den MAR
Szenarios imputiert worden sind. Des Weiteren ist im Allgemeinen mit zuneh-
mendem Fehlanteil eine steigende Abweichung festzustellen. Die Abbildung 16
verdeutlicht die Aussagen der Tabelle A.17. Die Grafiken stellen dabei die prozen-
tuale Abweichung der vervollständigten Datensätze mittels der drei Verfahren von
der wahren Varianz gemäß MCAR beziehungsweise MAR dar. Die Abweichungen
von der Varianz der Datensätze nach der Regressions- und Mittelwertimputa-
tion gemäß MCAR reichen dabei bis circa minus 20 beziehungsweise minus 25
Prozent, gemäß MAR sogar bis etwa minus 25 beziehungsweise minus 35 Pro-
zent. Die Varianzen der Datensätze, die aus dem EM-Algorithmus hervorgehen,
weichen dahingegen lediglich bis maximal 15 Prozent (bei 25 Prozent Fehlanteil
gemäß MAR) von der wahren Varianz ab. Ferner betragen die Abweichungen bei
Daten des EM-Algorithmus’ bis zehn Prozent Fehlstellen nahe Null Prozent.
36Null impliziert keine Streuung
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Abbildung 16: Abweichung der Verfahren von der wahren Varianz 182,76 Tkm2




In diesem Kapitel folgt die Diskussion der in dieser Arbeit simulierten Verfah-
ren, deren Annahmen, Ergebnisse sowie die Verallgemeinerung des angestellten
Vergleichs. Die Resultate werden so weit wie möglich mit denen aus der Litera-
tur verglichen. Weiterhin werden an dieser Stelle Empfehlungen für die Wahl des
geeigneten Imputationsverfahrens abgeleitet.
7.1 Diskussion der Annahmen
Bevor die Ergebnisse der Verfahren kritisch gewürdigt werden können, ist ei-
ne Diskussion der getroffenen Annahmen notwendig. Die Berücksichtigung der
Voraussetzungen des MDM für die einzelnen Verfahren wurde aufgrund der Ei-
genschaft der Ignorierbarkeit, anlehnend an andere Studien (vgl. Kapitel 2), ver-
nachlässigt, was zu keinerlei Problemen in der Umsetzung führte. Des Weiteren
wird für die Anwendung des EM-Algorithmus eine multivariate Normalverteilung
vorausgesetzt. Dies ist in realen Datensätzen, wie auch in dem vorliegenden, je-
doch selten der Fall. Aus diesem Grund wird gemäß der Empfehlung von Schafer,
J. L. & Graham J. W. (2002) und Hippel, P. T. (2012), eine Transformation der
entsprechenden Variable vorgenommen. Eine Annäherung an die Normalvertei-
lung mit Hilfe einer geeigneten Transformation der fehlenden Variable konnte in
dieser Simulation mittels einer Wurzeltransformation37 nur in geringem Ausmaß
erzielt werden, was jedoch laut Curran, P. et al. (1995) aufgrund der Einhaltung
der Schiefe und Kurtosis tolerabel ist. Hippel, P. T. (2012) zeigt, dass eine geeig-
nete Transformation der entsprechenden Variable bei univariatem Fehlendmuster
zu unverzerrten Ergebnissen der Mittelwert- und Varianzschätzer der mittels Im-
putation vervollständigten Datensätze führt 38.
Weiterhin ist die Güte der ersetzten Werte mittels der Regressionsimputation
zu beurteilen, die wiederum von der Qualität des aufgestellten Modells abhängt.
Bei den in dieser Simulation erarbeiteten Modellen sind einige Schwachstellen
zu vermerken: Aufgrund der vielen kategorialen abhängigen Variablen kann kei-
ne Linearität geprüft und diese somit nicht garantiert werden. Zudem sprechen
die geringen adjustierten Bestimmtheitsmaße für keinen zufriedenstellenden Er-
klärungsgehalt der fehlenden Variable. Dies ist möglicherweise auf den umfang-
37andere Transformationen, wie beispielsweise mittels des Logarithmus’ führten zu noch unge-
nügenderer Annäherung der Normalverteilung
38nicht auf den multivariaten Fall übertragbar
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reichen Datensatz und die schwachen Korrelationen39 zwischen den Variablen
zurückzuführen. Überdies kann infolge der zahlreichen vorliegenden Variablen
des SrV-Datensatzes die Beachtung aller relevanten Variablen nicht gewährleistet
werden, wenngleich die Korrelationen für die Auswahl der abhängigen Variablen
herangezogen wurden. Im Falle einer Vernachlässigung relevanter Variablen wären
die Schätzer verzerrt und würden somit auch zu einer Beeinflussung der Genau-
igkeit der ersetzten Werte führen. Trotz der genannten Einschränkungen werden
die mittels der Regressionsimputation vervollständigten Datensätze als relevant
für den Vergleich der Verfahren erachtet.
7.2 Diskussion der Plausibilität
Die imputierten Werte der durchgeführten Szenarien können für alle Verfahren,
aufgrund deren Wertebereichen, als plausibel eingestuft werden. Trotz alledem
sind teils deutliche Unterschiede zwischen den Ergebnissen der Imputationsver-
fahren zu vermerken: Während bei der Mittelwert- und Regressionsimputation
(bis auf eine Ausnahme bei der Regressionsimputation) alle Werte in dem Inter-
vall des Originaldatensatzes (zwischen Null und 200 Tkm) liegen, führt der EM-
Algorithmus einige sehr hohe imputierte Werte außerhalb dieses Bereichs mit sich.
Die höchste ersetzte Fahrleistung der Variable V _FLEISTUNG1 beträgt dem-
nach knapp 400 Tkm, was einer durchschnittlichen Fahrleistung von etwa 1000
Kilometer für jeden Tag des Jahres 2012 entsprechen würde. Dies stellt keine
realistische Fahrleistung dar. Jedoch enthält bereits der originale SrV-Datensatz
Werte bis 200 Tkm (vgl. Tabelle 3). Eine jährliche Fahrleistung von 200 Tkm ent-
spräche bereits einer Fahrleistung von knapp 500 Kilometer pro Tag und ist als
fragwürdig anzusehen. Aus diesem Grund wurden neben den hier aufgezeigten Si-
mulationen weiterhin Simulationen ohne den Daten, die eine V _FLEISTUNG1
von größer gleich 100 Tkm (dies betrifft 51 Haushalte) aufweisen, durchgeführt.
Die Gesamtaussagen bezüglich der Ergebnisse des Kapitels 6.2 ändern sich aber
dadurch nicht. Lediglich bei einzelnen Werten der Fehlerquadratsummen und der
Abweichungen von der Varianz der vervollständigen Datensätze sind Änderun-
gen zu verzeichnen: Ein Ausschluss der hohen Werte von V _FLEISTUNG1
führt zu niedrigeren (spezifischen) Fehlerquadratsummen der mittels Mittelwer-
timputation und Regressionsimputation ersetzen Daten, die jedoch immer noch
39lediglich für 35 Variablen getestet, da für die restlichen Variablen des Datensatzes, vor al-




größer sind als die des EM-Algorithmus’ (vgl. Abbildung A.4 im Anhang). Ins-
gesamt sind mit dieser Vorgehensweise signifikant weniger extreme Ausreißer bei
allen Imputationstechniken zu vermerken. Ferner hat ein Eingrenzen des Werte-
bereichs der zu imputierenden Variable günstige Auswirkungen auf die Varianz
der vervollständigten Datensätze des EM-Algorithmus. Die Abweichung der Va-
rianz der mittels EM-Algorithmus vervollständigten Datensätze sinkt bei denen
mit fünf, zehn beziehungsweise 15 Prozent Fehlstellen gemäß MCAR auf nahe
Null Prozent. Lediglich bei einem Fehlanteil von 25 Prozent weicht die Varianz
der imputierten Daten um etwa 20 Prozent von der wahren Varianz des einge-
grenzten Datensatzes ab (vgl. Abbildung A.5).
7.3 Diskussion der Ergebnisse
Zur Klärung der Forschungsfrage, wie gut die fehlenden Werte durch die ein-
zelnen Verfahren rekonstruiert werden können, werden die Parameter Mittelwert
und Varianz herangezogen. Die Mittelwerte der vervollständigten Datensätze (vgl.
Kapitel 6.2) werden von den drei simulierten Verfahren unter allen Fehlanteilen
gemäß MCAR zuverlässig geschätzt, wobei der EM-Algorithmus im Allgemeinen
die genauesten Werte erzielt. Mit steigendem Fehlanteil sinkt jedoch die Schätz-
genauigkeit in geringem Maße. Analoge Resultate finden sich auch bei Hohl, K.
(1986). Die Mittelwerte der Regressionsimputation und des EM-Algorithmus’ un-
ter MAR unterscheiden sich nicht signifikant von denen gemäß MCAR. Dagegen
ist dieser Schätzer der mittels Mittelwertimputation vervollständigten Datensätze
bei MAR deutlich schlechter als unter MCAR. Somit können die Ergebnisse von
Schafer, J. L. & Graham J. W. (2002) in dieser Studie bestätigt werden. Die un-
genaueren Schätzer unter MAR sind auf die Vernachlässigung der Voraussetzung
des MDM, das für dieses Verfahren MCAR vorsieht, zurückzuführen. Werden die
Varianzen für den Vergleich der Verfahren herangezogen, so ergibt sich für die
nach der Mittelwert- beziehungsweise Regressionsimputation vervollständigten
Datensätze keine zufriedenstellende Schätzgenauigkeit. Diese Daten wurden für
die beiden Imputationsverfahren signifikant unterschätzt. Die Behauptung von
Toutenburg, H. et al. (2004), dass die Varianz der vervollständigten Datensätze
nach der Mittelwertimputation um den Faktor (n(j) − 1)/(n − 1) kleiner ist als
die originale Varianz kann in dieser Studie im Allgemeinen bestätigt werden (vgl.
Tabelle A.18 im Anhang). Die Varianzen der Daten nach dem EM-Algorithmus
fallen hingegen deutlich besser aus, wenngleich sie zum Teil etwas überschätzt
werden. Mit den Ergebnissen der angestellten Simulationen können auch die Er-
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gebnisse von Mayer, B. (2010) bestätigt werden. Demnach sinkt, unabhängig vom
betrachteten Parameter, vom MDM beziehungsweise vom Imputationsverfahren
- mit wenigen Ausnahmen - die Schätzgenauigkeit mit steigendem Fehlanteil. Die
größte Genauigkeit der Parameter ist im Allgemeinen unter MCAR zu erwarten.
Trotz Nicht-Gewährleistung der Annahme einer multivariaten Normalverteilung
für den EM-Algorithmus ergeben sich für die vervollständigten Datensätze bei
Anwendung dieses Verfahrens die besten Schätzer für den Mittelwert und die
Varianz. Dies gilt auch für den Vergleich zwischen dem Boxplot der Original-
daten mit den Boxplots der vervollständigten Datensätze sowie den dazugehö-
rigen deskriptiven Kennwerten. Die Mittelwertimputation stellt sich dabei als
die schlechteste Imputationsmethode heraus, wobei die Kennwerte der Datensät-
ze, die gemäß MCAR erhalten worden sind, die originalen besser repräsentieren
als die Datensätze gemäß MAR. Lediglich Minimum und Maximum werden bei
allen Fehlanteilen zuverlässig geschätzt. Das erste Quartil und der Median sind
ebenfalls zum Großteil akzeptabel. Etwas exaktere Schätzer liefern die Datensätze
nach der Regressionsimputation, sowohl gemäß MCAR als auch MAR. Minimum,
Maximum und Median sind, bis auf einzelne Ausnahmen, recht zuverlässig. Die
geringsten Abweichungen der Kennwerte von den originalen Daten weist demnach
der EM-Algorithmus auf. Dieser schätzt, bis auf das Maximum, die Kennwerte
am genauesten. Die Unterschiede sind jedoch nicht so signifikant zu erkennen
wie bei der Analyse der Varianzen. Wird die (spezifische) Fehlerquadratsum-
me für den Vergleich herangezogen, beschreiben die Datensätze, die mit Hilfe
des EM-Algorithmus vervollständigt wurden, den Originaldatensatz ebenfalls am
Besten. Die Boxplots der Abweichungen des imputierten vom wahren Wert ver-
deutlichen diesen Aspekt. Trotz der im Allgemeinen geringen Abweichungen der
imputierten vom wahren Wert werden, teils extreme, Ausreißer in den Boxplots
sichtbar. Diesbezüglich wäre eine Überführung der unplausiblen Werte auf das
Maximum beziehungsweise auf den Mittelwert der entsprechenden (realistischen)
Variablen angebracht. Dieses Vorgehen führt - bei den in dieser Studie betrach-
teten Szenarien - zu einer signifikanten Verbesserung der Varianzen der mittels
EM-Algorithmus imputierten Datensätze (vgl. Abbildungen A.6 und A.7 im An-
hang). Bei einer Analyse der anderen aufgeführten Kennwerte, wie Fehlerqua-
dratsummen und Mittelwerte, sind keine signifikanten Unterschiede zu den unter
Beibehaltung der unplausiblen Werte gewonnenen Daten zu verzeichnen.
Obwohl der EM-Algorithmus, wie bei den Arbeiten von Gold, M. S. & Bentler,
P. M. (2000) und Schafer, J. L. & Graham J. W. (2002) die besten Ergebnisse
liefert, kann aber in dieser Arbeit keine allgemeine Empfehlung für diese Impu-
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tationstechnik abgegeben werden. Die Wahl des Imputationsverfahrens sollte von
mehreren Kriterien abhängig gemacht werden. Dabei ist vor allem die Betrach-
tung und Prüfung der Voraussetzungen für den Einsatz der einzelnen Verfah-
ren unabdingbar. Trotz einer nicht vorliegenden multivariaten Normalverteilung
sind in diesen Simulationen akzeptable Ergebnisse erzielt worden. Dieser Erfolg
ist von der Transformation der zu imputierenden Variable V _FLEISTUNG1
begünstigt worden. Außerdem sind die interessierenden Parameter des vorliegen-
den Datensatzes zu analysieren. Soll lediglich der Mittelwert in der Auswertung
herangezogen werden und liegen die Daten gemäß MCAR vor oder fehlen nur in
geringem Ausmaß, so ist eine Ersetzung der fehlenden Werte mit Hilfe der Mittel-
wertimputation ausreichend. Dieses Vorgehen erspart unnötigen Rechenaufwand
und liefert zuverlässige Ergebnisse. Werden hingegen obendrein die Varianz und
weitere Parameter für die Auswertung notwendig, so lohnt sich ein zusätzlicher
Rechenaufwand durch die Imputation mittels EM-Algorithmus. Von einer Erset-
zung der Werte mit Hilfe der Mittelwert- beziehungsweise Regressionsimputation
ist in diesen Fällen, anlehnend an Schafer, J. L. & Graham J. W. (2002) und
Lüdtke, O. et al. (2007), aufgrund verzerrter Schätzer abzuraten. Dies gilt auch
für eine Betrachtung der Quartile beziehungsweise Quantile. Darüber hinaus sind
die Ergebnisse des großen Aufwands der Regressionsimputation bei Datensätzen
mit vielen Variablen nicht zufriedenstellend. Des Weiteren ist von der Anwendung
der Regressionsimputation bei geringen Korrelationen zwischen den unabhängi-
gen mit der zu imputierenden Variable ebenfalls Abstand zu nehmen. Weisen die
Variablen hingegen aber einen starken linearen Zusammenhang auf, so ist die
Regressionsimputation als Imputationsverfahren durchaus denkbar. Letztendlich
ist auch das Skalenniveau der fehlenden Variable entscheidend für die Wahl des
Imputationsverfahren. In dieser Studie sind lediglich Imputationsverfahren zur
Ersetzung einer metrisch skalierten Variable verglichen worden. Es gibt aber auch
Verfahren, die speziell für Variablen mit kategorialem Skalenniveau gedacht sind,
hier jedoch nicht betrachtet wurden. Diesbezüglich wird an dieser Stelle auf die
Arbeit von Hohl, K. (1986) verwiesen.
7.4 Diskussion der Vergleichbarkeit der Imputationsverfahren
Abschließend ist die Objektivität des vorgenommen Vergleichs zu kritisieren. Die-
se kann aufgrund zwei Aspekten nicht gewährleistet werden. Zum einen ist ledig-
lich eine Variable für den Vergleich herangezogen worden, zum anderen erfolgte
in dieser Studie nur eine Simulation für jedes Szenario. Im Sinne einer hohen
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Objektivität wären mehrfach durchgeführte Simulationen von mehreren fehlen-
den Variablen mit unterschiedlichen Verteilungsfunktionen und Skalenniveaus aus
verschiedenen Datensätzen für einen Vergleich der Imputationsverfahren ange-
bracht. Dies war aufgrund des enormen Rechenaufwands im Rahmen dieser Ar-
beit jedoch nicht möglich. Darüber hinaus beruht der vorliegende Vergleich der
Verfahren auf einem realen Datensatz. Diese Vorgehensweise wurde gewählt, um
so von einem praxisnahen Bezug zu profitieren, wohingegen die Anwendung ei-
nes hypothetischen Datensatzes nicht die Realität widerspiegelt. Oftmals wird
in den simulierten Studien vielmehr lediglich der Optimalfall, d.h. multivariat
normalverteilte Datensätze, betrachtet, der in der Praxis nur in Ausnahmefällen
vorliegt. Studien, die unterschiedliche Verteilungsannahmen treffen sind - außer
denen im Literaturüberblick genannten (vgl. Hu, M. & Salvucci, S. M. (1998) und
Gold, M. S. & Bentler, P. M. (2000)) - nicht bekannt. Die Verteilungen der ent-
haltenen Variablen dieser Studie unterliegen jedoch aufgrund realer Daten keiner
eindeutigen Verteilungsfunktion. Deshalb ist ein Vergleich mit den Ergebnissen
anderer Studien nur bedingt möglich, sodass die Ergebnisse nicht verallgemeinert
und ohne weiteres übernommen werden können. Für eine allgemeine Übertragung
wäre ein Vergleich der Verfahren auf der Basis eines hypothetischen Datensatzes
angebracht40. Die Hauptaussagen der zitierten Studien mit hypothetischen Da-
tensätzen, nämlich ein Ablehnen der Mittelwert- und Regressionsimputation auf-
grund verzerrter Schätzer und ein Präferieren des EM-Algorithmus, konnten in
dieser Arbeit trotz alledem bestätigt werden. Des Weiteren zeigen Gold, M. S. &
Bentler, P. M. (2000) in Ihrer Studie, dass die Kernaussagen unabhängig von der
Verteilungsfunktion gelten, weshalb auch die Ergebnisse dieser Arbeit Beachtung
verdienen.
40Ein hypothetischer Datensatz könnte zum Beispiel mit der Cumulative Distribution Function
(CDF) Methode simuliert werden. Bei dieser wird mit Hilfe der inversen Summenverteilung
eine gewünschte Verteilung mit bekannten Parametern erstellt. Dieses Vorgehen erzeugt bei
großen Datensätzen laut Demirtas, H. & Hedeker, D. (2008) realistische Zufallsvariablen.
Jedoch kann es bei kleinen Datensätze zu Problemen führen.
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Fehlende Daten können schwerwiegende Probleme bereiten. Ist ein Vermeiden
dieser, beispielsweise durch angemessene Fragen beziehungsweise Fragestellungen,
nicht möglich, sollten die fehlenden Werte geeignet ersetzt werden. Die vorliegende
Arbeit vergleicht, anhand des SrV-Datensatzes von 2013, die Mittelwert- und Re-
gressionsimputation sowie den Expectation-Maximization-Algorithmus mit Hilfe
einer Simulation. Zu diesem Zweck werden für eine ausgewählte metrische Va-
riable unterschiedliche Fehlanteile (fünf, zehn, 15, 20 und 25 Prozent) gemäß
Missing completely at random beziehungsweise Missing at random generiert. Die
Fehlstellen der daraus resultierenden zehn Szenarien werden im Anschluss mit
den drei Imputationsverfahren ersetzt. Zur Klärung der Forschungsfrage, wie gut
die fehlenden Werte durch die jeweiligen Verfahren rekonstruiert werden, erfolgt
nach der Imputation eine Gegenüberstellung der vervollständigten Datensätze mit
den wahren Werten. Weiterhin werden einige Kennwerte, einschließlich Mittel-
werte und Varianzen, der aus den Imputationsverfahren gewonnenen Datensätze
verglichen. Das Simulationsergebnis zeigt, dass der Expectation-Maximization-
Algorithmus, trotz Nicht-Einhaltung der geforderten Normalverteilungsannahme,
unabhängig vom Missing Data Mechanismus und Fehlanteil, die Daten am zuver-
lässigsten schätzt. Während die erhaltenen Mittelwertschätzer der Mittelwertim-
putation und Regressionsimputation bei den Daten gemäß Missing completely at
random nur geringe Abweichungen vom wahren Mittelwert hervorbringen, sind
die Varianzen dieser Imputationsverfahren, sowohl unter Missing completely at
random als auch Missing at random, stark verzerrt. Diese Verzerrung wird, un-
abhängig vom Parameter und Imputationsverfahren, umso größer, je höher der
Anteil fehlender Daten ist. Bei einem Vergleich der Quartile der vervollständig-
ten Datensätze stellt sich ebenfalls der Expectation-Maximization-Algorithmus
als genauestes Verfahren heraus. Eine direkte Gegenüberstellung der imputier-
ten mit den entsprechenden originalen Werten mittels der Fehlerquadratsumme
(bezogen auf die Anzahl der Fehlstellen) offenbart, dass die imputierten Daten
der Mittelwertimputation, gefolgt von der Regressionsimputation insgesamt am
stärksten von ihrem Originalwert abweichen. Dies zeigt sich auch in den Kenn-
werten der direkten Abweichungen, die ferner einzelne extreme Ausreißer, vor
allem bei den Daten nach einer Ersetzung mittels des Expectation-Maximization-
Algorithmus’, erkennen lassen. Eine Verbesserung der Imputationstechniken lässt
sich durch eine Überführung der unplausiblen Werten auf ein gesetztes realitäts-
nahes Maximum erreichen.
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Die Resultate dieser Studie zeigen, dass mit dem Einsatz des Expectation-Maxi-
mization-Algorithmus die zuverlässigsten Schätzer erzielt werden. Dieses Impu-
tationsverfahren bietet demzufolge eine gute Möglichkeit für die Ersetzung der
fehlenden Daten. Da dieses Verfahren jedoch auch, aufgrund eines höheren Zeit-
aufwands und seiner notwendigen Einsatzvoraussetzung eine multivariaten Nor-
malverteilung zu gewährleisten, einige Schwierigkeiten in der Anwendung mit sich
führt und überdies der Vergleich der vorliegenden Daten angesichts unbekannter
Verteilungsfunktionen nicht verallgemeinert werden kann, lässt die Studie kei-
ne eindeutige Empfehlung für ein alleiniges Imputationsverfahren zu. Vielmehr
ist eine Abwägung unterschiedlicher Kriterien, wie beispielsweise der vorliegenden
Struktur der Daten oder der interessierenden Parameter des Datensatzes sinnvoll.
Weiterer Forschungsbedarf besteht vor allem in Hinblick auf die Ersetzung mul-
tivariater fehlender Daten sowie von nicht normalverteilten Variablen. Da in der
Praxis selten normalverteilte Daten vorliegen, wird dieser Aspekt als besonders
wichtig erachtet. Diesbezüglich wäre ein empirischer Vergleich von Verfahren,
die keine normalverteilten Daten voraussetzen, wie beispielsweise die Hot- oder
Cold-Deck-Methode, angebracht. Außerdem erscheint eine Analyse verschiedener
Verfahren, die eine Normalverteilung approximieren, erfolgversprechend. In die-
sem Zusammenhang ist vor allem die Cumulative Distribution Function Methode
zu nennen. Darüber hinaus wäre das Einbeziehen von zusätzlichen zu den hier
vorgestellten Parametern, wie beispielsweise dem Root-Mean-Squared-Error, für
den Vergleich der Imputationsverfahren sinnvoll. Eine detailliertere Analyse mit
feiner abgestimmten Fehlanteilen ist ebenfalls empfehlenswert. Mit deren Hilfe





Variable Beschreibung Skalierung Kodierung
min_V _EINSCHR_ Mobilitätseinschrän- logisch 0 Nein
NEIN kung im Haushalt 1 Ja
A_V _ERW Anzahl Personen metrisch 1...4
Vollzeit beschäftigt
max_V _SCHULAB Höchster Schulabschluss nominal 0...3
max_V _BAUSB Höchste Berufsausbildung nominal 0...3
min_V _FUEHR_ Führerschein für Pkw nominal 1...2
PKW
min_V _FUEHR_ Führerschein für Motorrad nominal 1...2
MOT
min_V _OEV Nutzung öffentlicher nominal 1...2
Verkehrsmittel in den
vergangenen 12 Monaten
A_V _OEV _FK Anzahl Zeitkarten metrisch 0...6
max_V _TECH_ Verfügbarkeit über ein logisch 0 Nein
NAV I Navigationssystem 1 Ja
max_V _TECH_ Verfügbarkeit über ein logisch 0 Nein
SMART Smartphone 1 Ja
max_V _TECH_ Verfügbarkeit über einen logisch 0 Nein
INET Computer mit Internet 1 Ja
max_V _TECH_ Verfügbarkeit über ein logisch 0 Nein
HANDY Handy 1 Ja
































max_V _TECH_NAV I 0,2127
A_V _OEV _FK 0,0122
max_V _SCHULAB 0,1912
sum_V _LAENGE 0,3487
Tabelle A.2: Korrelationen (nach Spearman) der Variablen des Personenfragebo-
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Variable Beschreibung Skalierung Kodierung
V _ANZ_ Anzahl dienstlicher Metrisch 0...15
PKW_DIENS Pkw im Haushalt
V _ANZ_RAD Anzahl betriebsbereiter Metrisch 0...15
Fahrräder im Haushalt
V _ZUL1 Zulassungsort des Nominal 1...3
meistgenutzten Pkw
V _EINK Monatliches Netto- Ordinal 1...10
einkommen des Haushalts
E_HHG Haushaltsgröße Nominal 1...4
E_ANZ_PKW Anzahl privater und Metrisch 0...15
dienstlicher Pkw im Haushalt




Variable Beschreibung Skalierung Kodierung
V _ANZ_PERS Anzahl Personen im Haushalt Metrisch 1...12
V _ANZ_ Anzahl Motorräder Metrisch 0...15
MOT125 (> 125 ccm)
im Haushalt
V _ANZ_ Anzahl Mopeds/ Metrisch 0...15
MOPMOT Motorroller
im Haushalt
V _ANZ_E_ Anzahl betriebsbereiter Metrisch 0...15
RAD Elektrofahrräder
im Haushalt
V _STELLPL1 Stellplatz des Nominal 1...3
meistgenutzten Pkw
V _WOHN Wohndauer in der Nominal 1...4
DAUER derzeitigen Wohnung
V _GEHZEIT Gehzeit zur nächst- Metrisch 1...99
BUS_HH gelegenen Bushaltestelle
V _GEHZEIT Gehzeit zur nächst- Metrisch 1...99
SBAHN_HH gelegenen S-Bahnhaltestelle
V _GEHZEIT Gehzeit zum nächst- Metrisch 1...99
NFZUG_HH gelegenen Bahnhof eines
Nah- oder Fernverkehrszuges
E_MOTTY P Motorisierungstyp des Haus- Nominal 1...6
halts (Privat-& Dienst-Pkw)
sowie motorisierte Zweiräder
E_HHTY P Haushaltstyp Nominal 1...4
E_FLEIST Geschätzte Fahrleistung Metrisch 0...300
UNG des Haushalts (nur die drei
meistgenutzten Pkw) [Tkm]
Tabelle A.6: Übersicht der zusätzlich relevanten Variablen des Haushaltsfragebo-
gens für den EM-Algorithmus (Ahrens, G.-A., 2014b)
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A.4 Durchführung der Simulationsstudie
Fehlanteil MCAR MAR
5% modell_IE2 (0.2408) modell_IE3 (0.2365)
10% modell_IE2 (0.2415) modell_IE2 (0.2329)
15% modell_IE2 (0.2440) modell_IE2 (0.2281)
20% modell_IE2 (0.2455) modell_IE2 (0.2348)
25% modell_IE3 (0.2344) modell_IE2 (0.2277)
Tabelle A.7: Für die Regressionsimputation verwendete Modelle der jeweiligen
Fehlanteile gemäß MCAR bzw. MAR, Adj.R2 in Klammern
Variablen Schätzer Standard- t-Wert Pr(>|t|)
fehler
(Intercept) 2,7153 0,0671 40,4892 0,0000 ***
E_HHG2 0,0690 0,0386 1,7890 0,0736 .
E_HHG3 0,1176 0,0468 2,5106 0,0121 *
E_HHG4 0,1290 0,0461 2,8005 0,0051 **
V _ANZ_PKW_DIENS 0,7625 0,0387 19,7172 0,0000 ***
E_ANZ_PKW 0,1698 0,0266 6,3872 0,0000 ***
EINK_geringTRUE -0,2784 0,0474 -5,8701 0,0000 ***
EINK_mittelTRUE -0,1295 0,0298 -4,3523 0,0000 ***
V _ZUL12 0,0282 0,1095 0,2574 0,7969
V _ZUL13 1,9761 0,7468 2,6462 0,0082 **
A_V _ERW 0,2178 0,0193 11,2935 0,0000 ***
max_V _TECH_NAV I1 0,2374 0,0280 8,4853 0,0000 ***
max_V _TECH_INET1 0,1667 0,0468 3,5584 0,0004 ***
max_V _TECH_SMART1 0,0996 0,0286 3,4885 0,0005 ***
SCHULAB_geringTRUE -0,2365 0,0508 -4,6552 0,0000 ***
SCHULAB_mittelTRUE -0,0656 0,0290 -2,2633 0,0236 *
sum_V _LAENGE 0,0005 0,0001 8,0048 0,0000 ***
E_ANZ_PKW : V _ZUL12 0,4243 0,0688 6,1649 0,0000 ***
E_ANZ_PKW : V _ZUL13 -0,7046 0,5369 -1,3124 0,1894
Tabelle A.8: Regressionskoeffizienten, beispielhaft für das zur Imputation genutz-
te Modell mit 15% Fehlanteil gemäß MCAR (Signifikanzcodes: ***
0.001, ** 0.01, * 0.05, . 0.1, 1)
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A.5 Vergleich der simulierten Imputationsverfahren





5% -7,2914 -0,1057 -3,2914 4,7086
10 % -7,3738 -0,8759 -3,3738 2,6263
15% -7,2352 0,3397 -3,2352 4,7648
20% -7,3671 -0,4049 -3,3671 4,6329




5% -5,1584 2,5569 -0,1584 4,8416
10 % -4,933 3,531 0,067 5,067
15% -4,6174 4,4596 0,3827 6,3827
20% -4,5516 3,6726 0,4484 5,4484
25% -4,2705 4,0629 0,7295 5,7295
Tabelle A.9: Kennzahlen der Abweichung des imputierten vom wahren Wert (in
Tkm) nach der Mittelwertimputation gemäß MCAR bzw. MAR





5% -4,6984 1,2012 -0,8354 3,9974
10 % -4,4574 0,3431 -1,2696 3,576
15% -4,2392 1,5285 -0,4996 4,7938
20% -4,3871 1,1413 -0,8372 4,0639





5% -5,5133 1,1417 -1,775 4,7132
10 % -5,2464 1,4006 -1,06 4,8944
15% -5,2395 1,9354 -0,9178 5,6125
20% -5,5692 1,1431 -1,4271 4,8934
25% -5,834 1,2472 -1,3342 5,1215
Tabelle A.10: Kennzahlen der Abweichung des imputierten vom wahren Wert (in
Tkm) nach der Regressionsimputation gemäß MCAR bzw. MAR
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5% -1,6878 -0,1114 0,3455 2,4435
10 % -1,4701 0,5528 0,1985 2,3614
15% -1,4159 0,289 0,4023 2,7554
20% -1,5528 0,3178 0,2469 2,6226




5% -1,9892 -0,1568 -0,0693 2,4767
10 % -1,7554 0,1746 0,253 2,9769
15% -1,5768 0,2262 0,5615 3,1944
20% -1,6621 0,0857 0,2841 2,9929
25% -1,8771 -0,2916 0,0774 2,6794
Tabelle A.11: Kennzahlen der Abweichung des imputierten vom wahren Wert (in






5% 94656 (164,33) 75467 (131,02) 57405 (99,66)
10% 149479 (129,64) 163809 (142,07) 43358 (37,60)
15% 312612 (180,81) 286805 (165,88) 169963 (98,30)
20% 362664 (157,27) 300517 (130,32) 117541 (50,97)




5% 113753 (197,49) 88328 (153,35) 22865 (39,70)
10% 254124 (220,40) 192412 (166,88) 58534 (50,77)
15% 459963 (266,03) 359112 (207,70) 142343 (82,33)
20% 523787 (227,14) 416232 (180,50) 176931 (76,73)
25% 694887 (241,11) 547057 (189,82) 221895 (76,99)
Tabelle A.12: Fehlerquadratsumme, spezifische Fehlerquadratsumme in
Klammern, der Mittelwert-, Regressionsimputation und EM-
Algorithmus unter verschiedenen Fehlendanteilen gemäß MCAR
bzw. MAR (in Tkm2)
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Minimum 1.Quartil Median 3.Quartil Maximum





5% 0 9 12 18 200
10% 0 9 12 17 200
15% 0 9 14 15,24 200
20% 0 9 15 15,37 200




5% 0 8 12 18 200
10% 0 9 12 16 200
15% 0 9 12 15 200
20% 0 9 14 15 200
25% 0 9 14,27 15 200
Tabelle A.13: Kennzahlen (in Tkm) der Datensätze nach der Mittelwertim-
putation gemäß MCAR bzw. MAR im Vergleich zu denen des
Originaldatensatzes
Minimum 1.Quartil Median 3.Quartil Maximum





5% 0 8 12 18 200
10% 0 9 12 18 236,30
15% 0 9 12 17,24 200
20% 0 9 12 17 200




5% 0 8 12 18 200
10% 0 9 12 18 200
15% 0 9 12 17,64 200
20% 0 9 12,07 17,02 200
25% 0 9 12,76 17,42 200
Tabelle A.14: Kennzahlen (in Tkm) der Datensätze nach der Regressionsim-
putation gemäß MCAR bzw. MAR im Vergleich zu denen des
Originaldatensatzes
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A.5 Vergleich der simulierten Imputationsverfahren
Minimum 1.Quartil Median 3.Quartil Maximum





5% 0 8 12 19 224,20
10% 0 8 12 18 200
15% 0 8,26 12 18 400,70
20% 0 8,47 12 18 228,10




5% 0 8 12 19 200
10% 0 8 12 18 215,70
15% 0 8,57 12 18 267
20% 0 8,77 12 17,99 302,30
25% 0 9 12 17,94 305,40
Tabelle A.15: Kennzahlen (in Tkm) der Datensätze nach dem EM-Algorithmus
gemäß MCAR bzw. MAR im Vergleich zu denen des
Originaldatensatzes





5% 15,29 (+0,0053) 15,23 (-0,0600) 15,29 (+0,0056)
10% 15,37 (+0,0876) 15,25 (-0,0343) 15,23 (-0,0550)
15% 15,24 (-0,0509) 15,05 (-0,2292) 15,24 (-0,0430)
20% 15,37 (+0,0809) 15,06 (-0,2283) 15,22 (-0,0634)




5% 15,16 (-0,1277) 15,23 (-0,0570) 15,29 (+0,0080)
10% 14,93 (-0,3531) 15,15 (-0,1401) 15,27 (-0,0175)
15% 14,62 (-0,6688) 15,00 (-0,2902) 15,25 (-0,0339)
20% 14,55 (-0,7346) 15,06 (-0,2286) 15,27 (-0,0171)
25% 14,27 (-1,0156) 14,97 (-0,3118) 15,36 (+0,0728)
Tabelle A.16: Mittelwert, absolute Abweichung vom wahren Wert (15,29 Tkm) in
Klammern, der Mittelwert-, Regressionsimputation und des EM-
Algorithmus’ unter verschiedenen Anteilen an Fehlstellen gemäß
MCAR bzw. MAR (in Tkm)
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A Anhang





5% 174,55 (-8,2109) 176,27 (-6,4883) 186,49 (+3,7298)
10% 169,80 (-12,9589) 177,64 (-5,1127) 180,16 (-2,5953)
15% 155,64 (-27,1150) 163,97 (-18,78) 200,30 (+17,5393)
20% 151,30 (-31,4528) 158,07 (-24,6829) 188,78 (+6,0269)




5% 172,90 (-9,8512) 174,55 (-8,2096) 182,90 (+0,1444)
10% 160,84 (-21,9194) 165,36 (-17,3993) 188,32 (+5,5594)
15% 143,30 (-39,4523) 151,04 (-31,7118) 194,82 (+12,0680)
20% 137,86 (-44,8964) 147,81 (-34,9456) 202,98 (+20,2251)
25% 123,51 (-59,2466) 135,95 (-46,8065) 209,51 (+26,7566)
Tabelle A.17: Varianz, absolute Abweichung vom wahren Wert (182,76 Tkm2) in
Klammern, der Mittelwert-, Regressionsimputation und des EM-
Algorithmus’ unter verschiedenen Anteilen an Fehlstellen gemäß
MCAR bzw. MAR (in Tkm2)
A.6 Diskussion
Abbildung A.4: Spezifische Fehlerquadratsummen (mit Einschränkung Wertebe-
reich der Originaldaten) der imputierten Daten unter Beachtung
der drei Imputationsverfahren (links: MCAR, rechts: MAR)
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A.6 Diskussion
Abbildung A.5: Abweichung der Verfahren (mit Einschränkung Wertebereich der
Originaldaten) von der wahren Varianz 182,76 Tkm2 (links:
MCAR, rechts: MAR)
Faktor laut Formel aus tatsächlicher Faktor






















Abbildung A.6: Abweichung der Verfahren (mit Überführung unplausibler Werte
auf das Maximum der Originaldaten) von der wahren Varianz
182,76 Tkm2 (links: MCAR, rechts: MAR)
Abbildung A.7: Abweichung der Verfahren (mit Überführung unplausibler Werte
auf den Mittelwert der Originaldaten) von der wahren Varianz





β0 = ȳ − β1 · x̄1 − β2 · x̄2 − ... − βn · x̄n (A.1)
βj =
∑n




























xn·q, falls n · q /∈ Z
xn·q+xn·q+1
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1 ###1. S c h r i t t : Nega t i v e Werte zu NA###
2 #System v o r b e r e i t e n :
3 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
4 ca t ( "\014") #l o e s c h t d i e Konso le
5 ca t (" Fuer j ed en n e g a t i v e n Wert de r T a b e l l e w i rd de r Wert durch not a v a i l a b l e (NA) e r s e t z t . " , " \ n ")
6
7 #Ausgangsda te i l aden ( gg f . Pfad aendern )
8 s r v <− r ead . c sv2 ( f i l e ="C: / Pfad / W_SrV2013_Sc iUse_Grosse_Verg le ichsstaedte . c s v " , heade r=TRUE)
9 #Dateinamen f u e r Ausgabedate i mit Endung f e s t l e g e n z . b . " Dateiname . c sv "
10 Dateiname<−"SrV_W_NA. c sv "
11
12 ca t (" E r s e t z e n hat begonnen ( d i e s kann e i n i g e Minuten dauern ) " , " \ n ")
13 f o r ( i i n 1 : n co l ( s r v ) ){ #f u e r a l l e Spa l t en
14 ca t (" S p a l t e " , i , " von " , n co l ( s r v ) , " \ n " ) ; #F o r t s c h r i t t s a n z e i g e
15 f o r ( j i n 1 : nrow ( s r v ) ){ #f u e r a l l e Z e i l e n
16 i f ( i s . na ( s r v [ j , i ] ) | s r v [ j , i ] <0){ #wenn Wert n e g a t i v oder n i c h t vorhanden




21 ca t (" E r s e t z e n i s t beendet " , "\ n ")
22
23 #E x p o r t i e r e n :
















25 ca t (" Date i wurde un t e r " , Dateiname , " g e s p e i c h e r t . " , " \ n ")
1 ###2.S c h r i t t : Agg rega t i on im Per sonen f r agebogen
2
3 ###2.1 Minimum
4 #System v o r b e r e i t e n
5 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
6 ca t ( "\014") #l o e s c h t d i e Konso le
7 ca t (" Je gewaeh l t e V a r i a b l e werden d i e min . Werte j e Haushaltsnummer i n e i n e r T a b e l l e g e s p e i c h e r t . " , " \ n ")
8 ca t (" Voraus se t zung i s t , da s s a l l e f e h l e n d e n Werte mit NA gekennz e i c hne t s i n d " , "\ n ")
9
10 #Ausgangsda te i l aden ( gg f . Pfad aendern )
11 #s r v <− r ead . c sv2 ( f i l e ="Pfad /SrV_P_NA . c sv " , heade r=TRUE)
12
13 #Auswahl de r zu b e r e i n i g e n d e n V a r i a b l e n durch an und auskomment ieren de r Z e i l e n
14 Var_Auswahl<−mat r i x ( 0 , 1 , 1 ) #D e f i n i t i o n de r V a r i a b l e n m a t r i x ( mit e i n e r l e e r e n Z e i l e )
15 Var_Auswahl<−Var_Auswahl [ −1 , ] #l o e s c h e n de r e r s t e n Z e i l e
16
17 Var_Auswahl<−r b i n d ( Var_Auswahl , " V_EINSCHR_NEIN")
18 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_OEV")
19 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_FUEHR_PKW")
20 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_FUEHR_MOT")
21
22 #E i n l e s e n de r Haushaltsnummer a l s e i n z e l n e r Vektor −> d i e n t nur de r v e r e i n f a c h t e n S c h r e i b w e i s e
23 HHNR <− s r v [ , c ( "HHNR" ) ]
24












27 F i l l V e k t o r <−f u n c t i o n ( ){
28 #Funkt ion zu r Abarbe i tung des Samme lk r i t e r i ums und F u e l l e n des Sammelvektors
29 i f ( ! i s . na ( V a r i a b l e [ i ] ) ) { #f a l l s de r Wert g u e l t i g i s t
30 z2<<−z2 +1; #der Zaeh l e r des Vekto r s w i rd w i ede r au f e i n s g e s e t z t




35 F i l l M a t r i x <−f u n c t i o n ( ){
36 #Funkt ion zu r Agg rega t i on des Sammelvektors und anfuegen des aggr . Wertes an d i e Matr i x
37 z1<<−z1 +1; #Zaeh l e r de r Mat r i x um 1 hochse t z en
38 Vektor_ausgabe<−min ( Vektor ) ; #Berechne das Minimum des g e f u e l l t e n Vekto r s
39 srv_neu<<−r b i n d ( srv_neu , c (HHNR_alt , Vektor_ausgabe ) ) ; #fuege neue Z e i l e an Matr i x an
40 HHNR_alt<<−HHNR[ i ] ; #s e t z e d i e a l t e HHNR g l e i c h de r A k t u e l l e n
41 Vektor<<−NA; #Sammelvektor l o e s c h e n




46 f o r ( v i n 1 : nrow ( Var_Auswahl ) ){ #f ü r j e d e V a r i a b l e
47 #b e n o e t i g t e Z w i s c h e n s p e i c h e r ( Zaeh l e r , Vektor und Matr i x ) g e n e r i e r e n und Werte uebergeben
48 Va r i a b l e <−s r v [ , c ( Var_Auswahl [ v ] ) ] #Uebe rg i b t d i e T abe l l e nw e r t e der gewaeh l t en
49 #V a r i a b l e dem Vektor V a r i a b l e
50 Var iab lenname <− pas t e0 (" min_ " , Var_Auswahl [ v ] ) #neue r Var iab lenname = min_+ j e w e i l i g e V a r i a b l e
51 HHNR_alt<−0 #V a r i a b l e f ü r HHNR[ i −1] a l s Z w i s c h e n s p e i c h e r
52 z1<−0 #Z aeh l e r 1 f ü r M a t r i x z e i l e i n i t i a l i s i e r e n

















54 Vektor<−NA #Sammelvektor i n i t i a l i s i e r e n
55 srv_neu<−mat r i x ( 0 , 1 , 2 ) #Matr i x f ü r s p a e t e r Ausgabe i n i t i a l i s i e r e n
56 srv_neu<−s rv_neu [ −1 , ] #l o e s c h e n de r e r s t e n Z e i l e aus de r Ausgabematr ix
57 co lnames ( srv_neu)<− c ("HHNR" , Var iab lenname ) #K o p f z e i l e de r Ausgabematr ix w i rd mit HHNR und
58 #dem neuen Var iab lennamen g e f u e l l t
59 Dateiname<−pas t e0 ( Var iab lenname , " . c s v " ) #Dateiname f ü r d i e E x p o r t d a t e i w i rd e r z e u g t
60
61 #Gib f ü r j ed en Hausha l t den min Wert f ü r d i e r e l e v a n t e V a r i a b l e aus
62 f o r ( i i n 1 : nrow ( s r v ) ){ #von 1 b i s Anzahl de r Z e i l e n des SrV
63 i f ( i ==1){ #F a l l s 1 . Z e i l e ,
64 HHNR_alt<−HHNR[ i ] ; #s e t z e d i e Haushaltsnummer a l t g l e i c h de r a k t u e l l e n
65 F i l l V e k t o r ( )
66 }
67 e l s e i f ( i !=nrow ( s r v ) & i !=1){ #s o n s t f a l l s i n i c h t l e t z t e Z e i l e und n i c h t e r s t e Z e i l e
68 i f (HHNR[ i ] !=HHNR_alt ){ #f a l l s d i e a k t u e l l e HHNR n i c h t d i e aus de r Z e i l e zuvo r i s t
69 F i l l M a t r i x ( )
70 F i l l V e k t o r ( )
71 }
72 e l s e { #s o n s t (HHNR=HHNR aus de r Z e i l e v o r h e r )
73 F i l l V e k t o r ( )
74 }
75 }
76 e l s e { #s o n s t ( l e t z t e Z e i l e i n T a b e l l e )
77 i f (HHNR[ i ] !=HHNR_alt ){ #f a l l s d i e a k t u e l l e HHNR n i c h t d i e aus de r Z e i l e zuvo r i s t
78 F i l l M a t r i x ( )













81 e l s e { #s o n s t (HHNR=HHNR aus de r l e t z t e n Z e i l e )




86 #l e t z t e Z e i l e an Matr i x an fuegen
87 F i l l M a t r i x ( )
88
89 #E x p o r t i e r e n
90 w r i t e . t a b l e ( x=srv_neu , f i l e =Dateiname , sep=" " , dec =" ," , row . names=FALSE , c o l . names=TRUE, quote=TRUE)
91 ca t ( Dateiname , " wurde g e s p e i c h e r t " , "\ n ")
92 }
1 ###2.1 Maximum
2 #System v o r b e r e i t e n :
3 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
4 ca t ( "\014") #l o e s c h t d i e Konso le
5 ca t (" Je gewaeh l t e V a r i a b l e werden d i e max . Werte j e Haushaltsnummer i n e i n e r T a b e l l e g e s p e i c h e r t . " , " \ n ")
6 ca t (" Voraus se t zung i s t , da s s a l l e f e h l e n d e n Werte mit NA gekennz e i c hne t s i n d " , "\ n ")
7
8 #Ausgangsda te i l aden ( gg f . Pfad aendern )
9 #s r v <− r ead . c sv2 ( f i l e ="Pfad /SrV_P_NA . c sv " , heade r=TRUE)
10
11 #Auswahl de r zu b e r e i n i g e n d e n V a r i a b l e n durch an und auskomment ieren de r Z e i l e n
12 Var_Auswahl<−mat r i x ( 0 , 1 , 1 ) #D e f i n i t i o n de r V a r i a b l e n m a t r i x ( mit e i n e r l e e r e n Z e i l e )
13 Var_Auswahl<−Var_Auswahl [ −1 , ] #l o e s c h e n de r e r s t e n Z e i l e
14

















16 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_TECH_HANDY")
17 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_TECH_SMART")
18 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_TECH_INET")
19 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_TECH_NAVI")
20 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_BAUSB")
21
22 #f ü r S c h u l a b s c h l u s s : 4 bedeu t e t k e i n en Absch l u s s −> Werte Aendern von 4 au f 0
23 #f ü r B e r u f s a u s b i l d u n g : 4 bedeu t e t k e i n en Absch l u s s −> Werte Aendern von 4 au f 0
24 #da Maximum b e n o e t i g t w i rd
25
26 f o r ( i i n 1 : nrow ( s r v ) ){ #f u e r a l l e Z e i l e n
27 i f ( ! i s . na ( s r v [ i , "V_SCHULAB" ] ) ) { #f a l l s Wert vorhanden
28 i f ( s r v [ i , "V_SCHULAB"] >3){ s r v [ i , "V_SCHULAB"]<−0} #und Wert =4 s e t z e Wert 0
29 }
30 i f ( ! i s . na ( s r v [ i , "V_BAUSB" ] ) ) { #f a l l s Wert vorhanden




35 #E i n l e s e n de r Haushaltsnummer a l s e i n z e l n e r Vektor −> d i e n t nur de r v e r e i n f a c h t e n S c h r e i b w e i s e
36 HHNR <− s r v [ , c ( "HHNR" ) ]
1 ###2.3 Anzahl A_V_ERW
2 #System v o r b e r e i t e n :
3 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
4 ca t ( "\014") #l o e s c h t d i e Konso le
5 ca t (" G ib t d i e Anzahl de r Ve r k eh r s e i n s ch r a enkkungen f u e r j ed en Hausha l t i n e i n e r Date i aus . " , " \ n ")












8 #Ausgangsda te i l aden ( gg f . Pfad aendern )
9 #s r v <− r ead . c sv2 ( f i l e ="Pfad /SrV_P_NA . c sv " , heade r=TRUE)
10
11 #E i n l e s e n de r Haushaltsnummer a l s e i n z e l n e r Vektor −> d i e n t nur de r v e r e i n f a c h t e n S c h r e i b w e i s e
12 HHNR <− s r v [ , c ( "HHNR" ) ]
13
14 #b e n o e t i g t e Z w i s c h e n s p e i c h e r ( Zaeh l e r , Vektor und Matr i x ) g e n e r i e r e n und Werte uebergeben
15 Va r i a b l e <−s r v [ , c ( "V_ERW" ) ] #Gibt Werte de r gewaeh l t en V a r i a b l e dem Vektor V a r i a b l e
16 Var iab lenname <− pas t e0 ("A_" , "V_ERW") #neuer Var iab lenname : A_+ j e w e i l i g e V a r i a b l e
17 HHNR_alt<−0 #V a r i a b l e f u e r HHNR[ i −1] a l s Z w i s c h e n s p e i c h e r
18 z1<−0 #Za eh l e r 1 f u e r M a t r i x z e i l e i n i t i a l i s i e r e n
19 z2<−0 #Za eh l e r 2 f u e r Samme l v ek t o r z e i l e i n i t i a l i s i e r e n
20 Vektor<−NA #Sammelvektor i n i t i a l i s i e r e n
21 srv_neu<−mat r i x ( 0 , 1 , 2 ) #Matr i x f u e r s p a e t e r e Ausgabe i n i t i a l i s i e r e n
22 srv_neu<−s rv_neu [ −1 , ] #l o e s c h e n de r e r s t e n Z e i l e aus de r Ausgabematr ix
23 co lnames ( srv_neu)<− c ("HHNR" , Var iab lenname ) #K o p f z e i l e de r Ausgabematr ix w i rd mit HHNR und dem
24 #neuen Var iab lennamen g e f u e l l t
25 Dateiname<−pas t e0 ( Var iab lenname , " . c s v " ) #Dateiname f u e r d i e s p a e t e r e E x p o r t d a t e i w i rd e r z e u g t
26
27 #Funkt ionen d e f i n i e r e n :
28
29 F i l l V e k t o r <−f u n c t i o n ( ){
30 #Funkt ion zu r Abarbe i tung des Samme lk r i t e r i ums und F u e l l e n des Sammelvektors
31 i f ( ! i s . na ( V a r i a b l e [ i ] ) ) { #f a l l s de r Wert g u e l t i g i s t dann
32 z2<<−z2 +1; #s e t z e V e k t o r z a e h l e r e i n s hoch
















34 Vektor [ z2]<<−1 #F u e l l e den Vektor mit dem Wert 1
35 }
36 e l s e { #s o n s t ( Wert u n g l e i c h 9)





42 F i l l M a t r i x <−f u n c t i o n ( ){
43 #Funkt ion zu r Agg rega t i on des Sammelvektors und anfuegen des aggr . Wertes an d i e Matr i x
44 z1<<−z1+1 #M a t r i x z a e h l e r um e i n s hochse t z en
45 Vektor_ausgabe<−sum( Vektor ) #Berechne d i e Summe des Vekto r s
46 srv_neu<<−r b i n d ( srv_neu , c (HHNR_alt , Vektor_ausgabe ) ) ; #fuege neue Z e i l e an Matr i x an
47 HHNR_alt<<−HHNR[ i ] ; #s e t z e d i e a l t e HHNR g l e i c h de r A k t u e l l e n
48 Vektor<<−NA; #Sammelvektor l o e s c h e n
49 z2<<−0 #V e k t o r z a e h l e r Nu l l s e t z e n
50 }
51
52 #Gib f u e r j ed en Hausha l t d i e Anzahl de r ( V o l l z e i t −) E r w e r b s t a e t i g e n Personen an
53 f o r ( i i n 1 : nrow ( s r v ) ){ #von 1 b i s Anzahl de r Z e i l e n des SrV
54 i f ( i ==1){ #F a l l s 1 . Z e i l e ,
55 HHNR_alt<−HHNR[ i ] ; #Haushaltsnummer a l t g l e i c h de r a k t u e l l e n
56 F i l l V e k t o r ( )
57 } #Ende f a l l s i =1
58 e l s e i f ( i !=nrow ( s r v ) & i !=1){ #f a l l s i n i c h t l e t z t e und n i c h t e r s t e Z e i l e
59 i f (HHNR[ i ] !=HHNR_alt ){ #f a l l s d i e a k t u e l l e HHNR u n g l e i c h HHNR[ i −1]












61 F i l l V e k t o r ( )
62 }
63 e l s e { #s o n s t (HHNR=HHNR aus de r l e t z t e n Z e i l e )
64 F i l l V e k t o r ( )
65 }
66 } #Ende i n i c h t e r s t e und n i c h t l e t z t e Z e i l e
67 e l s e { #s o n s t l e t z t e Z e i l e i n T a b e l l e
68 i f (HHNR[ i ] !=HHNR_alt ){ #f a l l s a k t u e l l e HHNR u n g l e i c h HHNR[ i −1]
69 F i l l M a t r i x ( )
70 F i l l V e k t o r ( )
71 }
72 e l s e { #s o n s t (HHNR=HHNR aus de r l e t z t e n Z e i l e )
73 F i l l V e k t o r ( )
74 }
75 }
76 } # Ende For−S c h l e i f e
77 #Matr i x mit dem l e t z t e n Vekto rwer t f u e l l e n
78 F i l l M a t r i x ( )
79
80 #E x p o r t i e r e n
81 w r i t e . t a b l e ( x=srv_neu , f i l e =Dateiname , sep =";" , dec =" ," , row . names=FALSE , c o l . names=TRUE, quote=TRUE)
82 ca t ( Dateiname , " wurde g e s p e i c h e r t " , "\ n ")
1 ###2.4 Anzahl A_V_OEV_FK
2 #System v o r b e r e i t e n :
3 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
4 ca t ( "\014") #l o e s c h t d i e Konso le

















6 ca t (" Voraus se t zung i s t , da s s a l l e f e h l e n d e n Werte mit NA gekennz e i c hne t s i n d " , "\ n ")
7
8 #Ausgangsda te i l aden ( gg f . Pfad aendern )
9 #s r v <− r ead . c sv2 ( f i l e ="Pfad /SrV_P_NA . c sv " , heade r=TRUE)
10
11 #E i n l e s e n de r Haushaltsnummer a l s e i n z e l n e r Vektor −> d i e n t nur de r v e r e i n f a c h t e n S c h r e i b w e i s e
12 HHNR <− s r v [ , c ( "HHNR" ) ]
13
14 #b e n o e t i g t e Z w i s c h e n s p e i c h e r ( Zaeh l e r , Vektor und Matr i x ) g e n e r i e r e n und Werte uebergeben
15 Va r i a b l e <−s r v [ , c ( "V_OEV_FK" ) ] #Uebe rg i b t Werte de r V a r i a b l e dem Vektor V a r i a b l e
16 Var iab lenname <− pas t e0 ("A_" , "V_OEV_FK") #neuer Var iab lenname wi rd g e n e r i e r t : A_+ V a r i a b l e
17 HHNR_alt<−0 #V a r i a b l e f ü r HHNR[ i −1] a l s Z w i s c h e n s p e i c h e r
18 z1<−0 #Z aeh l e r 1 f ü r Matr i x i n i t i a l i s i e r e n
19 z2<−0 #Z aeh l e r 2 f ü r Vektor i n i t i a l i s i e r e n
20 Vektor<−NA #Sammelvektor i n i t i a l i s i e r e n
21 srv_neu<−mat r i x ( 0 , 1 , 2 ) #Matr i x f ü r s p a e t e r Ausgabe i n i t i a l i s i e r e n
22 srv_neu<−s rv_neu [ −1 , ] #l o e s c h e n de r e r s t e n Z e i l e aus de r Ausgabematr ix
23 co lnames ( srv_neu)<− c ("HHNR" , Var iab lenname ) #K o p f z e i l e de r Ausgabematr ix w i rd mit HHNR und
24 #dem neuen Var iab lennamen g e f u e l l t
25 Dateiname<−pas t e0 ( Var iab lenname , " . c s v " ) #Dateiname f ü r d i e s p a e t e r e E x p o r t d a t e i w i rd e r z e u g t
26
27 #Funkt ionen d e f i n i e r e n :
28
29 F i l l V e k t o r <−f u n c t i o n ( ){
30 #Funkt ion zu r Abarbe i tung des Samme lk r i t e r i ums und F u e l l e n des Sammelvektors
31 i f ( ! i s . na ( V a r i a b l e [ i ] ) ) { #f a l l s de r Wert g u e l t i g i s t dann












33 i f ( V a r i a b l e [ i ]>4 & V a r i a b l e [ i ] <8){ #f a l l s de r 4 < Wert < 8 dann
34 Vektor [ z2]<<−1 #F u e l l e den Vektor mit dem Wert 1
35 }
36 e l s e { #s o n s t





42 F i l l M a t r i x <−f u n c t i o n ( ){
43 #Funkt ion zu r Agg rega t i on des Sammelvektors und anfuegen des aggr . Wertes an d i e Matr i x
44 z1<<−z1+1 #M a t r i x z a e h l e r um e i n s hochse t z en
45 Vektor_ausgabe<−sum( Vektor ) #Berechne d i e Summe des Vekto r s
46 srv_neu<<−r b i n d ( srv_neu , c (HHNR_alt , Vektor_ausgabe ) ) ; #fuege neue Z e i l e an Matr i x an
47 HHNR_alt<<−HHNR[ i ] ; #s e t z e d i e a l t e HHNR g l e i c h de r A k t u e l l e n
48 Vektor<<−NA; #Sammelvektor l o e s c h e n
49 z2<<−0 #V e k t o r z a e h l e r Nu l l s e t z e n
50 }
51
52 #Gib f ü r j ed en Hausha l t d i e Anzahl de r Z e i t k a r t e n an
53 f o r ( i i n 1 : nrow ( s r v ) ){ #von 1 b i s Anzahl de r Z e i l e n des SrV
54 i f ( i ==1){ #F a l l s 1 . Z e i l e ,
55 HHNR_alt<−HHNR[ i ] ; #s e t z e d i e Haushaltsnummer a l t g l e i c h de r A k t u e l l e n
56 F i l l V e k t o r ( )
57 }
58 e l s e i f ( i !=nrow ( s r v ) & i !=1){ #f a l l s i n i c h t l e t z t e Z e i l e und n i c h t e r s t e Z e i l e

















60 F i l l M a t r i x ( )
61 F i l l V e k t o r ( )
62 }
63 e l s e { #s o n s t (HHNR=HHNR aus de r l e t z t e n Z e i l e )
64 F i l l V e k t o r ( )
65 }
66 }
67 e l s e { #s o n s t ( l e t z t e Z e i l e i n T a b e l l e )
68 i f (HHNR[ i ] !=HHNR_alt ){ #f a l l s d i e a k t u e l l e HHNR u n g l e i c h HHNR[ i −1]
69 F i l l M a t r i x ( )
70 F i l l V e k t o r ( )
71 }
72 e l s e { #s o n s t (HHNR=HHNR aus de r l e t z t e n Z e i l e )
73 F i l l V e k t o r ( )
74 }
75 }
76 }#Ende For−S c h l e i f e
77 #l e t z t e Z e i l e f u e l l e n :
78 F i l l M a t r i x ( )
79
80 #E x p o r t i e r e n
81 w r i t e . t a b l e ( x=srv_neu , f i l e =Dateiname , sep =";" , dec =" ," , row . names=FALSE , c o l . names=TRUE, quote=TRUE)
82 ca t ( Dateiname , " wurde g e s p e i c h e r t " , "\ n ")
1 ###2.5 Sum_V_LAENGE
2 #System v o r b e r e i t e n :
3 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment












5 ca t (" Für d i e V a r i a b l e V_LAENGE wi rd f ü r j ed en Hausha l t d i e Summe be r e chne t und i n e i n e r T a b e l l e g e s p e i c h e r t . " , " \ n ")
6 ca t (" Voraus se t zung i s t , da s s a l l e f e h l e n d e n Werte mit NA gekennz e i c hne t s i n d " , "\ n ")
7
8 #Ausgangsda te i l aden ( gg f . Pfad aendern )
9 #s r v <− r ead . c sv2 ( f i l e ="C: / Pfad /SrV_W_NA. c sv " , heade r=TRUE)
10
11 #E i n l e s e n de r Haushaltsnummer und V_LAENGE a l s e i n z e l n e r Vektor
12 HHNR <− s r v [ , c ( "HHNR" ) ] #d i e n t nur de r v e r e i n f a c h t e n S c h r e i b w e i s e
13 Va r i a b l e <−srv$V_LAENGE #Gibt Werte de r gewaeh l t en V a r i a b l e dem Vektor V a r i a b l e
14
15 #b e n o e t i g t e Z w i s c h e n s p e i c h e r ( Zaeh l e r , Vektor und Matr i x ) g e n e r i e r e n und Werte uebergeben
16 Var iab lenname <− pas t e0 ("A_" , "V_ERW") #neuer Var iab lenname : A_+ j e w e i l i g e V a r i a b l e
17 HHNR_alt<−0 #V a r i a b l e f u e r HHNR[ i −1] a l s Z w i s c h e n s p e i c h e r
18 z1<−0 #Za eh l e r 1 f u e r M a t r i x z e i l e i n i t i a l i s i e r e n
19 z2<−0 #Za eh l e r 2 f u e r Samme l v ek t o r z e i l e i n i t i a l i s i e r e n
20 Vektor<−NA #Sammelvektor i n i t i a l i s i e r e n
21 srv_neu<−mat r i x ( 0 , 1 , 2 ) #Matr i x f u e r s p a e t e r e Ausgabe i n i t i a l i s i e r e n
22 srv_neu<−s rv_neu [ −1 , ] #l o e s c h e n de r e r s t e n Z e i l e aus de r Ausgabematr ix
23 co lnames ( srv_neu)<− c ("HHNR" , "SUM_V_LAENGE") #K o p f z e i l e de r Ausgabematr ix w i rd mit HHNR und
24 #neuen Var iab lennamen g e f u e l l t
25 Dateiname<−pas t e0 ("SUM_V_LAENGE. c sv " ) #Dateiname f ü r d i e s p a e t e r e E x p o r t d a t e i w i rd e r z e u g t
26
27 #Funkt ionen d e f i n i e r e n :
28
29 F i l l V e k t o r <−f u n c t i o n ( ){
30 #Funkt ion zu r Abarbe i tung des Samme lk r i t e r i ums und F u e l l e n des Sammelvektors


















32 z2<<−z2 +1; #s e t z e V e k t o r z a e h l e r e i n s hoch





38 F i l l M a t r i x <−f u n c t i o n ( ){
39 #Funkt ion zu r Agg rega t i on des Sammelvektors und anfuegen des aggr . Wertes an d i e Matr i x
40 z1<<−z1+1 #M a t r i x z a e h l e r um e i n s hochse t z en
41 Vektor_ausgabe<−sum( Vektor ) #Berechne d i e Summe des Vekto r s
42 srv_neu<<−r b i n d ( srv_neu , c (HHNR_alt , Vektor_ausgabe ) ) ; #fuege neue Z e i l e an Matr i x an
43 HHNR_alt<<−HHNR[ i ] ; #s e t z e d i e a l t e HHNR g l e i c h de r A k t u e l l e n
44 Vektor<<−NA; #Sammelvektor l o e s c h e n
45 z2<<−0 #V e k t o r z a e h l e r Nu l l s e t z e n
46 }
47
48 #Gib f ü r j ed en Hausha l t d i e Summe der z u r u e c k g e l e g t e n Wege an
49 f o r ( i i n 1 : nrow ( s r v ) ){ #von 1 b i s Anzahl de r Z e i l e n des SrV
50 i f ( i ==1){ #F a l l s 1 . Z e i l e ,
51 HHNR_alt<−HHNR[ i ] ; #Haushaltsnummer a l t g l e i c h de r a k t u e l l e n
52 F i l l V e k t o r ( )
53 } #Ende f a l l s i =1
54 e l s e i f ( i !=nrow ( s r v ) & i !=1){ #f a l l s i n i c h t l e t z t e und n i c h t e r s t e Z e i l e
55 i f (HHNR[ i ] !=HHNR_alt ){ #f a l l s d i e a k t u e l l e HHNR u n g l e i c h HHNR[ i −1]
56 F i l l M a t r i x ( )














59 e l s e { #s o n s t (HHNR=HHNR aus de r l e t z t e n Z e i l e )
60 F i l l V e k t o r ( )
61 }
62 } #Ende i n i c h t e r s t e und n i c h t l e t z t e Z e i l e
63 e l s e { #s o n s t l e t z t e Z e i l e i n T a b e l l e
64 i f (HHNR[ i ] !=HHNR_alt ){ #f a l l s a k t u e l l e HHNR u n g l e i c h HHNR[ i −1]
65 F i l l M a t r i x ( )
66 F i l l V e k t o r ( )
67 }
68 e l s e { #s o n s t (HHNR=HHNR aus de r l e t z t e n Z e i l e )
69 F i l l V e k t o r ( )
70 }
71 }
72 } # Ende For−S c h l e i f e
73 #Matr i x mit dem l e t z t e n Vekto rwer t f u e l l e n
74 F i l l M a t r i x ( )
75
76 #E x p o r t i e r e n
77 w r i t e . t a b l e ( x=srv_neu , f i l e =Dateiname , sep =";" , dec =" ," , row . names=FALSE , c o l . names=TRUE, quote=TRUE)
78 ca t ( Dateiname , " wurde g e s p e i c h e r t " , "\ n ")
1 ###3. S c h r i t t : Frageboegen zusammenfuegen
2 #System v o r b e r e i t e n
3 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
4 ca t ( "\014") #l o e s c h t d i e Konso le
5
6 #Fuegt a l l e r e l e v a n t e n Datensae t ze zusammen und e r m i t t e l t Schn i t tmenge


















8 #r e l e v a n t e Datensae t ze e i n l e s e n
9 srv_H_komplett <− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " SrV_H_NA . c sv " ) , heade r=TRUE)
10 srv_BAUSB<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " P e r s o n e n f r a g e b o g e n _ b e a rb e i t e t /max_V_BAUSB. c sv " ) , heade r=TRUE)
11 srv_EINSCHR<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " P e r s o n e n f r a g e b o g e n _ b e a rb e i t e t /min_V_EINSCHR_NEIN . c sv " ) , heade r=TRUE)
12 srv_ERW<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " P e r s o n e n f r a g e b o g e n _ b e a rb e i t e t /A_V_ERW. csv " ) , heade r=TRUE)
13 srv_FUEHR_MOT<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " P e r s o n e n f r a g e b o g e n _ b e a rb e i t e t /min_V_FUEHR_MOT. csv " ) , heade r=TRUE)
14 srv_FUEHR_PKW<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " P e r s o n e n f r a g e b o g e n _ b e a rb e i t e t /min_V_FUEHR_PKW. csv " ) , heade r=TRUE)
15 srv_HANDY<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " P e r s o n e n f r a g e b o g e n _ b e a rb e i t e t /max_V_TECH_HANDY. c sv " ) , heade r=TRUE)
16 srv_INET<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " P e r s o n e n f r a g e b o g e n _ b e a rb e i t e t /max_V_TECH_INET . c sv " ) , heade r=TRUE)
17 srv_SMART<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " P e r s o n e n f r a g e b o g e n _ b e a rb e i t e t /max_V_TECH_SMART. c sv " ) , heade r=TRUE)
18 srv_NAVI<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " P e r s o n e n f r a g e b o g e n _ b e a rb e i t e t /max_V_TECH_NAVI . c sv " ) , heade r=TRUE)
19 srv_OEV<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " P e r s o n e n f r a g e b o g e n _ b e a rb e i t e t /min_V_OEV . c sv " ) , heade r=TRUE)
20 srv_OEV_FK<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " P e r s o n e n f r a g e b o g e n _ b e a rb e i t e t /A_V_OEV_FK. c sv " ) , heade r=TRUE)
21 srv_SCHULAB<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " P e r s o n e n f r a g e b o g e n _ b e a rb e i t e t /max_V_SCHULAB. c sv " ) , heade r=TRUE)
22 srv_V_LAENGE<− r ead . c sv2 ( f i l e =pas t e0 ( Pfad , " Wege f ragebogen_bea rbe i t e t /V_LAENGE. c sv " ) , heade r=TRUE)
23
24 #Datensae t ze ( b e z u e g l i c h de r HHNR) zusammensp ie l en
25 s r v 1=merge ( srv_H_komplett , srv_BAUSB , by="HHNR" , a l l=FALSE)
26 s r v 2=merge ( s rv1 , srv_EINSCHR , by="HHNR" , a l l=FALSE)
27 s r v 3=merge ( s rv2 , srv_ERW , by="HHNR" , a l l=FALSE)
28 s r v 4=merge ( s rv3 , srv_FUEHR_MOT, by="HHNR" , a l l=FALSE)
29 s r v 5=merge ( s rv4 , srv_FUEHR_PKW, by="HHNR" , a l l=FALSE)
30 s r v 6=merge ( s rv5 , srv_HANDY , by="HHNR" , a l l=FALSE)
31 s r v 7=merge ( s rv6 , srv_INET , by="HHNR" , a l l=FALSE)
32 s r v 8=merge ( s rv7 , srv_SMART , by="HHNR" , a l l=FALSE)
33 s r v 9=merge ( s rv8 , srv_NAVI , by="HHNR" , a l l=FALSE)












35 s r v11=merge ( s rv10 , srv_OEV_FK , by="HHNR" , a l l=FALSE)
36 s r v12=merge ( s rv11 , srv_SCHULAB , by="HHNR" , a l l=FALSE)
37 s r v13=merge ( s rv12 , srv_V_LAENGE , by="HHNR" , a l l=FALSE)
38
39 #E x p o r t i e r e n
40 w r i t e . t a b l e ( x=( s r v13 ) , f i l e ="s rv_komp le t t . c s v " , sep =";" , dec =" ," , row . names=FALSE , c o l . names=TRUE, quote=TRUE)
41 ca t (" T a b e l l e wurde g e s p e i c h e r t " , "\ n ")
1 ###4.S c h r i t t : SrV von echten F e h l s t e l l e n b e r e i n i g e n###
2 #System v o r b e r e i t e n
3 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
4 ca t ( "\014") #l 0 e s c h t d i e Konso le
5
6 ca t (" A l l e Z e i l e n mit f e h l e n d e n Werten i n den ausgewaeh l t en V a r i a b l e n werden g e l o e s c h t . " , " \ n ")
7 ca t (" We i t e r h i n werden a l l e HHNR g e l o e s c h t i n den k e i n PKW ( P r i v a t oder D i en s t ) vorhanden i s t . " , " \ n ")
8 ca t (" Die b e r e i n i g t e T a b e l l e w i rd a l s csv−Date i g e s p e i c h e r t . " , " \ n ")
9
10 ca t ("\ n ") #L e e r z e i l e
11
12 #Dateiname f ü r Ausgabedate i ohne Endung e ingeben z .B . " s r v _ b e r e i n i g t "
13 Dateiname<−" s r v _ b e r e i n i g t "
14 Dateiname<−pas t e0 ( Dateiname , " . c s v " ) #f u e g t dem Dateinamen d i e Endung . c sv h inzu
15
16 #Ausgangs−Date i l aden
17 s rv <− r ead . c sv2 ( f i l e ="C: / Pfad / s rv_komp le t t . c s v " , heade r=TRUE)
18 ca t (" T a b e l l e hat vo r Re in i gung " , n co l ( s r v ) , " V a r i a b l e n und " , nrow ( s r v ) , " Beobachtungen . " , " \ n ")
19















21 Var_Auswahl<−mat r i x ( 0 , 1 , 1 ) #D e f i n i t i o n de r V a r i a b l e n m a t r i x mit e i n e r l e e r e n Z e i l e
22 Var_Auswahl<−Var_Auswahl [ −1 , ] #l o e s c h e n de r e r s t e n l e e r e n Z e i l e
23
24 #aus Hau sha l t s f r a g ebogen
25 #Var_Auswahl<−r b i n d ( Var_Auswahl , "HHNR")
26 Var_Auswahl<−r b i n d ( Var_Auswahl , " V_FLEISTUNG1")
27 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_ANZ_PERS")
28 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_ANZ_MOT125")
29 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_ANZ_MOPMOT")
30 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_ANZ_RAD")
31 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_ANZ_ERAD")
32 #Var_Auswahl<−r b i n d ( Var_Auswahl , " V_FLEISTUNG2")
33 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_WOHNDAUER")
34 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_GEHZEIT_BUS_H")
35 #Var_Auswahl<−r b i n d ( Var_Auswahl , " V_GEHZEIT_STRAB") #z u v i e l e k e i n e Angaben −> n i c h t b e t r a c h t e n
36 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_GEHZEIT_SBAHN")
37 #Var_Auswahl<−r b i n d ( Var_Auswahl , "V_GEHZEIT_UBAHN") #z u v i e l e k e i n e Angaben −> n i c h t b e t r a c h t e n
38 #Var_Auswahl<−r b i n d ( Var_Auswahl , " V_GEHZEIT_FAEHR") #z u v i e l e k e i n e Angaben −> n i c h t b e t r a c h t e n
39 Var_Auswahl<−r b i n d ( Var_Auswahl , "V_GEHZEIT_NFZUG")
40 Var_Auswahl<−r b i n d ( Var_Auswahl , " V_EINK") #v i e l e n i c h t angegeben abe r w i c h t i g e Groeße
41 Var_Auswahl<−r b i n d ( Var_Auswahl , "E_HHG")
42 Var_Auswahl<−r b i n d ( Var_Auswahl , "E_MOTTYP")
43 Var_Auswahl<−r b i n d ( Var_Auswahl , "E_HHTYP")
44 Var_Auswahl<−r b i n d ( Var_Auswahl , "E_ANZ_PKW")
45
46 #aus Pe r sonen f r agebogen









48 Var_Auswahl<−r b i n d ( Var_Auswahl , "max_V_TECH_HANDY")
49 Var_Auswahl<−r b i n d ( Var_Auswahl , "max_V_TECH_SMART")
50 Var_Auswahl<−r b i n d ( Var_Auswahl , " max_V_TECH_INET")
51 Var_Auswahl<−r b i n d ( Var_Auswahl , " max_V_TECH_NAVI")
52 Var_Auswahl<−r b i n d ( Var_Auswahl , "max_V_BAUSB")
53 Var_Auswahl<−r b i n d ( Var_Auswahl , " min_V_EINSCHR_NEIN")
54 Var_Auswahl<−r b i n d ( Var_Auswahl , " min_V_OEV")
55 Var_Auswahl<−r b i n d ( Var_Auswahl , "min_V_FUEHR_PKW")
56 Var_Auswahl<−r b i n d ( Var_Auswahl , "min_V_FUEHR_MOT")
57 Var_Auswahl<−r b i n d ( Var_Auswahl , "A_V_ERW")
58 Var_Auswahl<−r b i n d ( Var_Auswahl , "A_V_OEV_FK")
59
60 #aus Wegefragebogen
61 Var_Auswahl<−r b i n d ( Var_Auswahl , " sum_V_LAENGE")
62
63 s rv_sauber <−s r v [ ] #Uebergabe de r T a b e l l e an Z w i s c h e n s p e i c h e r
64 #−> e i n g e l e s e n e Date i b l e i b t zum V e r g l e i c h e r h a l t e n
65
66 f o r ( v i n 1 : l e n g t h ( Var_Auswahl ) ){ #f u e r j e d e V a r i a b l e
67 A_Z_loeschen<−l e n g t h ( which ( i s . na ( s r v_saube r [ , c ( Var_Auswahl [ v ] ) ] ) ) ) #Anzahl de r zu l o e s chenden Z e i l e n
68 i f ( A_Z_loeschen >0){ #f a l l s f e h l e n d e Werte e n t h a l t e n s i n d
69 #( b e i 0 s o n s t F e h l e r )
70 #s rv_saube r ( neu ) bekommt a l l e Beobachtungen von s r v_saube r ( a l t ) mit g u e l t i g e n Wert i n de r V a r i a b l e
71 s rv_sauber <−s r v_saube r [−which ( i s . na ( s r v_saube r [ , c ( Var_Auswahl [ v ] ) ] ) ) , ]
72 }#Ende de r S c h l e i f e
73 #Statusme ldung :
















75 " Z e i l e n g e l o e s c h t , " , " \ t " , nrow ( s r v_saube r ) , " noch u e b r i g " , "\ n ")
76 }
77
78 srv_Pkw<−s r v_saube r [ ] #Uebergabe de r T a b e l l e an Z w i s c h e n s p e i c h e r
79 #Anzahl de r zu l o e s chenden Z e i l e n e r m i t t e l n :
80 A_Z_loeschen<−l e n g t h ( which ( ( srv_Pkw$V_ANZ_PKW_PRIV==0) & (srv_Pkw$V_ANZ_PKW_DIENS==0 ) ) )
81 #im Folgenden nur d i e Daten be t r ach t en , b e i denen Hausha l t e i n en Pkw ( P r i v a t oder D i en s t ) b e s i t z t :
82 srv_Pkw<−s u b s e t ( srv_Pkw , (srv_Pkw$V_ANZ_PKW_PRIV > 0) | (srv_Pkw$V_ANZ_PKW_DIENS > 0))
83 #Statusme ldung :
84 ca t (" durch Anzahl PKW" ,"\ t " , A_Z_loeschen , " Z e i l e n
85 g e l o e s c h t , " , " \ t " , nrow ( srv_Pkw ) , " noch u e b r i g " , "\ n ")
86
87 #which ( ( srv_Pkw$V_ANZ_PKW_PRIV==0) & (srv_Pkw$V_ANZ_PKW_DIENS==0 ) ) #Test ob w i r k l i c h a l l e g e l o e s c h t s i n d
88 #which (srv_Pkw$V_ANZ_PKW_PRIV&&srv_Pkw$V_ANZ_PKW_DIENS==0) #Probe
89
90 ca t ("\ n ") #L e e r z e i l e
91 #Ausgabe des b e r e i n i g t e n Daten sa t z e s
92 #w r i t e . t a b l e ( x=srv_Pkw , f i l e =Dateiname , sep =";" , dec =" ," , row . names=FALSE , c o l . names=TRUE, quote=TRUE)
93 ca t ( Dateiname , " wurde g e s p e i c h e r t " , "\ n ")
1 ###5. S c h r i t t : Gene r i e r ung Z u f a l l s z a h l e n
2 ###5.1 MCAR
3 #e v e n t u e l l e A l t v a r i a b l e n aus dem System l o e s c h e n
4 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
5 ca t ( "\014") #l o e s c h t d i e Konso le
6 ca t (" E r s t e l l e n de r z u f a e l l i g e n F e h l s t e l l e n und Ausgabe i n e i n z e l n e n Date i en . " , " \ n ")
7











9 srv_H <−r ead . c sv2 ( f i l e ="C: / Pfad / s r v _ b e r e i n i g t . c s v " , heade r=TRUE)
10
11 #f ü r A u s g a b e p r o t o k o l l
12 ca t (" Nr " , "\ t " , " Beobachtungen " , "\ t " , " s o l l NA" , "\ t " , " i s t NA" , "\n ")
13
14 #S c h l e i f e e r s t e l l t j Date i en mit d e f i n i e r t e r Anzahl an F e h l s t e l l e n
15 f o r ( j i n 1 : 5 ) { #5 S c h r i t t e
16 p<−j ∗5/100 #i n 5% S c h r i t t e n ( von 5−25%)
17 srv_NA<−srv_H #v o l l s t a e n d i g e n Datensatz l aden
18
19 Beobachtungen<−l e n g t h ( srv_NA [ , c ( "V_FLEISTUNG1 " ) ] ) #Anzahl de r Beobachtungen e r m i t t e l n
20 Anzahl_NA<−round ( Beobachtungen ∗p , d i g i t s =0) #auf n a t u e r l i c h e Zahl ge runde t e Anzahl zu e r zeugende NA
21 # p r i n t ( Beobachtungen ) #Ausgabe de r Gesamtanzahl zu r K o n t r o l l e
22 # p r i n t ( Anzahl "Anzahl_NA ) #Ausgabe de r zu e r s t e l l e n d e n Anzahl NA’ s zu r K o n t r o l l e
23
24 #Z u f a l l s z a h l e n mit de r gewuenschten Anzahl an F e h l s t e l l e n g e n e r i e r e n
25 zz=sample ( 1 : Beobachtungen , Anzahl_NA , r e p l a c e=FALSE , prob=NULL)
26
27 #F a h r l e i s t u n g de r S t e l l e de r Z u f a l l s z a h l NA s e t z e n −> e r g i b t gewuenschte Anzahl NA−S t e l l e n im Datensatz
28 f o r ( i i n 1 : l e n g t h ( zz ) ){ srv_NA [ zz [ i ] : zz [ i ] , "V_FLEISTUNG1"]<−NA}
29
30 f e h l s t e l l e n <−which ( i s . na ( srv_NA [ , c ( "V_FLEISTUNG1 " ) ] ) ) #Vektor mit Z e i l e n i n de r V_FLEISTUNG1 NA i s t
31
32 #A u s g a b e p r o t o k o l l
33 ca t ( j , " \ t " , Beobachtungen , " \ t " , Anzahl_NA ,"\ t " , l e n g th ( f e h l s t e l l e n ) , "\ n ")
34
















36 Dateiname<−pas t e0 (" srv_MCAR" , p ∗100 , " . c s v " ) #Dateiname f ü r Ausgabedate i
37 #w r i t e . t a b l e ( x=(srv_NA ) , f i l e =Dateiname , sep =";" , dec =" ," , row . names=FALSE , c o l . names=TRUE, quote=TRUE)
38 ca t ( Dateiname , " wurde g e s p e i c h e r t " , "\ n ")
39 }#Ende de r S c h l e i f e
1 ###5.2 MAR
2 #System v o r b e r e i t e n :
3 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
4 ca t ( "\014") #l o e s c h t d i e Konso le
5 ca t (" E r s t e l l e n de r z u f a e l l i g e n F e h l s t e l l e n im oberen Be r e i c h de r V a r i a b l e und Ausgabe i n e i n z e l n e n Date i en . " , " \ n ")
6
7 #SrV−Date i l aden
8 srv_H <− r ead . c sv2 ( f i l e ="C: / Pfad / s r v _ b e r e i n i g t . c s v " , heade r=TRUE)
9
10 #Au f ru f de r abhaeng igen V a r i a b l e von V_FLEISTUNG ( K o r r e l a t i o n 0 ,34 ( s i e h e d e s k r i p t i v e s .R) )
11 V_EINKOMMEN <− srv_H [ , c ( "V_EINK " ) ]
12
13 #f ü r A u s g a b e p r o t o k o l l
14 ca t (" Nr " , "\ t " , " Beobachtungen " , "\ t " , " A_hohes Einkommen " , "\ t " , " s o l l NA" , "\ t " , " i s t NA" , "\n ")
15
16 s o r t i e r t <−srv_H [ o r d e r (V_EINKOMMEN, d e c r e a s i n g=TRUE) , ] #Datensatz a b s t e i g e n d nach Einkommen s o r t i e r e n
17 hohes_EINKOMMEN<−which ( s o r t i e r t [ , c ( "V_EINK")] >=7) #Vektor hohes Einkommen d e f i n i e r e n ,
18 #a l l e Ze i l e n , de ren Einkommen >= Einkommensk lasse 7
19 #hohes_EINKOMMEN #Ausgabe zu r K o n t r o l l e
20 Anzahl_hohes_Einkommen<−l e n g t h (hohes_EINKOMMEN) #Anzahl de r Hausha l t e mit hohem Einkommen
21 Beobachtungen<−nrow ( s o r t i e r t ) #Anzahl de r Beobachtungen
22










24 f o r ( j i n 1 : 5 ) { #i n 5 S c h r i t t e n
25 p <− j ∗5/100 #j e 5%
26 srv_NA<−s o r t i e r t [ ] #v o l l s t a e n d i g e n Datensatz neu l aden
27 Anzahl_NA<−round ( Beobachtungen ∗p , d i g i t s =0) #auf n a t u e r l i c h e Zahl ge runde t e Anzahl zu e r zeugende NA
28 #Ausgabe de r Gesamtanzahl und F e h l s t e l l e n zu r K o n t r o l l e
29 #p r i n t ( Beobachtungen ) #Ausgabe de r Gesamtanzahl zu r K o n t r o l l e
30 #p r i n t ( Anzahl_NA ) #Ausgabe de r zu e rzeugenden F e h l s t e l l e n zu r K o n t r o l l e
31 #p r i n t ( Anzahl_hohes_Einkommen ) #Ausgabe de r Anzahl Hausha l t e mit hohem Einkommen zur K o n t r o l l e
32
33 i f ( Anzahl_NA<=0.9∗Anzahl_hohes_Einkommen ){ #Wenn d i e Anzahl zu s e t z ende NA <= 90% von der
34 #Anzahl de r Hausha l t e mit hohen Einkommen i s t
35 #Z u f a l l s z a h l e n mit de r gewuenschten Anzahl an F e h l s t e l l e n g e n e r i e r e n
36 zz=sample ( 1 : Anzahl_hohes_Einkommen , Anzahl_NA , r e p l a c e=FALSE , prob=NULL)
37 #zz #Ausgabe de r Z u f a l l s z a h l e n zu r K o n t r o l l e
38
39 #F a h r l e i s t u n g de r S t e l l e de r Z u f a l l s z a h l NA s e t z e n −> e r g i b t gewuenschte Anzahl NA−S t e l l e n im Datensatz
40 f o r ( i i n 1 : l e n g t h ( zz ) ){ srv_NA [ zz [ i ] : zz [ i ] , "V_FLEISTUNG1"]<−NA}
41
42 f e h l s t e l l e n <−which ( i s . na ( srv_NA [ , c ( "V_FLEISTUNG1 " ) ] ) ) #Vektor mit Z e i l e n i n de r V_FLEISTUNG1 NA i s t
43
44 #A u s g a b e p r o t o k o l l
45 ca t ( j , " \ t " , Beobachtungen , " \ t " , Anzahl_hohes_Einkommen , " \ t " , Anzahl_NA , " \ t " , l e n g t h ( f e h l s t e l l e n ) , "\n ")
46
47 #E x p o r t i e r e n
48 srv_NA<−srv_NA [ o r d e r (srv_NA$HHNR , d e c r e a s i n g=FALSE ) , ] #Datensatz a u f s t e i g e n d nach HHNR s o r t i e r e n ( Urpsrung )
49 Dateiname<−pas t e0 (" srv_MAR " , p ∗100 , " . c s v " ) #Dateiname g e n e r i e r e n
















51 ca t ( Dateiname , " wurde g e s p e i c h e r t " , "\ n ")
52 }
53 e l s e {




1 ###1. Test au f N o r m a l v e r t e i l u n g
2 #System v o r b e r e i t e n :
3 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
4 ca t ( "\014") #l o e s c h t d i e Konso le
5 ca t (" A l l e Date i en au f N o r m a l v e r t e i l u n g g e t e s t e t , d i e r e s u l t i e r e n d e n P l o t s und Daten werden g e s p e i c h e r t . " , " \ n ")
6
7 #Date i l aden
8
9 # Date i en auswaeh len ( Z e i l e n e i n oder auskomment ieren ) und Dateinamen e ingeben
10 Date iauswah l <−0 # E r s t e l l t Vektor mit e r s t e r Z e i l e I n h a l t "0"
11 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR5 ") # f u e g t neue Z e i l e mit Dateiname an
12 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR10 ")
13 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR15 ")
14 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR20 ")
15 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR25 ")
16 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR5 ")
17 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR10 ")
18 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR15 ")











20 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR25 ")
21 Date iauswah l <−Date i auswah l [ −1 , ] # l o e s c h t e r s t e Z e i l e mit I n h a l t "0"
22
23 # Pfad e ingeben
24 #s r v <− r ead . c sv2 ( f i l e ="C: / Pfad / Z u f a l l s d a t e i e n " , heade r=TRUE)
25
26 #Eingaben Ende #############################
27
28 spa l tenname<−Date i auswah l #f ü r Spaltennamen de r T a b e l l e am Ende
29 NormalAnnahmen<−0 #Matr i x g e n e r i e r e n
30 s c h i e f e <−0 #V a r i a b l e f ü r S c h i e f e ( de r t r a n s f o r m i e r t e n V a r i a b l e V_FLEISTUNG1) g e n e r i e r e n
31 kurto <−0 #V a r i a b l e f ü r K u r t o s i s ( de r t r a n s f o r m i e r t e n V a r i a b l e V_FLEISTUNG1) g e n e r i e r e n
32 s c h i e f e 2 <−0 #V a r i a b l e f ü r S c h i e f e 2 de r o r i g i n a l e n Daten g e n e r i e r e n
33 kurto2 <−0 #V a r i a b l e f ü r K u r t o s i s 2 de r o r i g i n a l e n Daten g e n e r i e r e n
34
35 #notwend ige Pakete l aden
36 l i b r a r y ( l a t t i c e )
37 l i b r a r y ( g r a p h i c s )
38 l i b r a r y ( t s e r i e s )
39 l i b r a r y ( e1071 )
40
41 # f ü r j e d e Date i Daten e r s e t z e n und Ausgabe e i n e r v o l l s t a e n d i g e n Date i
42 f o r (D i n 1 : l e n g t h ( Date i au swah l ) ){ # von e i n s b i s Anzahl Date i en
43 # 1 . Date i l aden
44 ca t (" Date i " , Date i au swah l [D] , " w i rd f u e r d i e Imputa t i on e i n g e l e s e n . " , " \ n ")
45 Dateiname<− pas t e0 ( Pfad , Date i auswah l [D ] , " . c sv " ) # Pfad und Dateinamen zusammenfuegen

















48 #M u l t i v a r i a t e No rma l v e r t e i l u ng −>b e t r i f f t nur V a r i a b l e n d i e NA au fwe i s en −>nur f ü r V_FLEISTUNG1 r e l e v a n t !
49 #Test au f u n i v a r i a t e N o r m a l v e r t e i l u n g von V_FLEISTUNG1
50 #g r a f i s c h
51 g r a p h i c s . o f f ( )
52 #Boxp lot V_FLEISTUNG
53 Plotname<−pas t e0 (" Boxplot_VFLEISTUNG1 " , Date i auswah l [D ] , " . png ")
54 png ( f i l e n a m e=Plotname , width = 400 , h e i g h t = 400)
55 boxp l o t ( srv_zufall$V_FLEISTUNG1 , y l a b="V_FLEISTUNG1 i n Tkm" , main=’ Boxp lot de r V a r i a b l e V_FLEISTUNG1 ’ )
56 dev . o f f ( )
57
58 g r a p h i c s . o f f ( )
59 Plotname<−pas t e0 (" Histogramm_VFLEISTUNG1 " , Date i auswah l [D ] , " . png ")
60 png ( f i l e n a m e=Plotname , width = 400 , h e i g h t = 400)
61 h i s t ( srv_zufall$V_FLEISTUNG1 , f r e q=F , b r eak s= 20 , x l a b="V_FLEISTUNG1 i n Tkm" , y l a b=" r e l a t i v e
62 H a e u f i g k e i t s d i c h t e " , main = ’ V e r t e i l u n g de r V a r i a b l e V_FLEISTUNG1 ’ , c o l =’ grey ’ )
63 dev . o f f ( )
64
65 #h i s t ( srv_zufall$V_FLEISTUNG1 , f r e q=F , b r eak s= 20 , x l ab="V_FLEISTUNG1 i n Tkm" , y l a b=" r e l a t i v e
66 H a e u f i g k e i t s d i c h t e " , main = ’ V e r t e i l u n g de r V a r i a b l e V_FLEISTUNG1 ’ , c o l =’ grey ’ )
67 #boxp l o t ( srv_zufall$V_FLEISTUNG1 , y l a b="V_FLEISTUNG1 i n Tkm" , main=’ Boxp lo t de r V a r i a b l e
68 V_FLEISTUNG1 ’ ) #Boxp lo t
69
70 #qqnorm ( srv_zufal l$V_FLEISTUNG1 ) #Normal Q−Q−P lo t
71 #q q l i n e ( srv_zufal l$V_FLEISTUNG1 ) #b e i p e r f e k t e r N o r m a l v e r t e i l u n g l i e g e n a l l e Punkte au f de r Geraden












74 #Shap i ro −Wilk−Test H0 : S t i c h p r o b e stammt aus e i n e r No rma l v e r t e i l ung , ab l ehnen wenn T e s t v a r i a b l e
75 #k l e i n e r a l s k r i t i s c h e V a r i a b l e
76 s h a p i r o . t e s t ( ( srv_zufal l$V_FLEISTUNG1 [ 1 : 5 0 0 0 ] ) ) #Achtung : S t i c h p r o b e muss zw i s chen 3 und 5000 l i e g e n
77
78 #V a r i a b l e n g e e i g n e t t r a n s f o r m i e r e n , da n i c h t n o r m a l v e r t e i l t
79 V_FLEISTUNG_trans<−( s q r t ( srv_zufal l$V_FLEISTUNG1 ) )
80 V_FLEISTUNG_trans1<−( l o g ( srv_zufal l$V_FLEISTUNG1 ) )
81
82 #Tes t s mit t r a n s f o r m i e r t e r V a r i a b l e e r n eu t du r ch füh r en
83 g r a p h i c s . o f f ( )
84 Plotname<−pas t e0 (" Histogramm_trans_VFLEISTUNG1 " , Date i auswah l [D ] , " . png ")
85 png ( f i l e n a m e=Plotname , width = 400 , h e i g h t = 400)
86 h i s t ( V_FLEISTUNG_trans , f r e q=F , b r eak s= 20 , x l a b="Wurzel aus V_FLEISTUNG1 i n Wurzel Tkm" ,
87 y l ab=" r e l a t i v e H a e u f i g k e i t s d i c h t e " , main = ’ V e r t e i l u n g de r t r a n s f o r m i e r t e n Va r i a b l e ’ , c o l =’ grey ’ )
88 dev . o f f ( )
89
90 g r a p h i c s . o f f ( )
91 #Boxp lot
92 Plotname<−pas t e0 (" Boxplot_trans_VFLEISTUNG1 " , Date i auswah l [D ] , " . png ")
93 png ( f i l e n a m e=Plotname , width = 400 , h e i g h t = 400)
94 boxp l o t ( V_FLEISTUNG_trans , y l a b="V_FLEISTUNG1 i n Tkm" , main=’ Boxp lot de r t r a n s f o r m i e r t e n Va r i a b l e ’ )
95 dev . o f f ( )
96
97 #h i s t ( V_FLEISTUNG_trans , f r e q=F , b r eak s= 20 , x l a b="V_FLEISTUNG1 i n Tkm" , y l a b=" r e l a t i v e
98 H a e u f i g k e i t s d i c h t e " , main = ’ V e r t e i l u n g de r t r a n s f o r m i e r t e n Va r i a b l e ’ , c o l =’ grey ’)# annaehernd N o r m a l v e r t e i l t















101 qqnorm ( V_FLEISTUNG_trans ) #Normal Q−Q Plo t
102 q q l i n e ( V_FLEISTUNG_trans ) #b e i p e r f e k t e r N o r m a l v e r t e i l u n g l i e g e n #a l l e Punkte au f de r
103 #Geraden −> n i c h t de r F a l l abe r b e s s e r a l s vo r Tran s fo rmat i on
104
105 #Shap i ro −Wilk−Test H0 : S t i c h p r o b e stammt aus e i n e r No rma l v e r t e i l ung , ab l ehnen wenn T e s t v a r i a b l e
106 #k l e i n e r a l s k r i t i s c h e V a r i a b l e (p<=0.05)
107 s h a p i r o . t e s t ( ( V_FLEISTUNG_trans [ 1 : 5 0 0 0 ] ) ) #Achtung : S t i c h p r o b e muss zw i s chen 3 und 5000 l i e g e n
108
109 #l a u t West/ Curran / F inch (1995) Abweichung von N o r m a l v e r t e i l u n g ok , wenn f o l g e n d e s g i l t :
110 #f ü r n i c h t t r a n s f o r m i e r t e V a r i a b l e :
111 s c h i e f e 2 <−cb ind ( s c h i e f e 2 , skewness ( na . e x c l u d e ( srv_zufal l$V_FLEISTUNG1 ) ) ) #S c h i e f e <2
112 kurto2<−cb ind ( kurto2 , k u r t o s i s ( na . e x c l u d e ( srv_zufal l$V_FLEISTUNG1 ) ) ) #K u r t o s i s <7
113 #f ü r W u r z e l t r a n s f o r m i e r t e V a r i a b l e :
114 s c h i e f e <−cb ind ( s c h i e f e , skewness ( na . e x c l u d e ( V_FLEISTUNG_trans ) ) ) #S c h i e f e <2
115 kurto<−cb ind ( kurto , k u r t o s i s ( na . e x c l u d e ( V_FLEISTUNG_trans ) ) ) #K u r t o s i s <7
116
117 NormalAnnahmen<−r b i n d ( s c h i e f e 2 , s c h i e f e , kurto2 , ku r to ) #zusammenfügen
118
119 }#Ende For−S c h l e i f e
120
121 NormalAnnahmen<−NormalAnnahmen [ ,−1]# e r s t e u n s i n n i g e S p a l t e l o e s c h e n
122 rownames ( NormalAnnahmen)<−c (" S c h i e f e von V_FLEISTUNG1" , " S c h i e f e de r t r a n s f o r m i e r t e n V a r i a b l e " ,
123 " K u r t o s i s von V_FLEISTUNG1" , " K u r t o s i s de r t r a n s f o r m i e r t e n V a r i a b l e ")# Zei lennamen ve rgeben
124 co lnames ( NormalAnnahmen)<−c ( spa l tenname)#Spaltennamen ve rgeben
125
126 w r i t e . t a b l e ( x=NormalAnnahmen , f i l e ="NormalAnnahmen . c sv " , sep =";" , dec =" ," , row . names=TRUE, c o l . names=TRUE, quote=TRUE)









1 ###2. K o r r e l a t i o n
2 #System v o r b e r e i t e n :
3 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
4 ca t ( "\014") #l o e s c h t d i e Konso le
5 ca t (" Datensatz w i rd m i t t e l s Spearman K o r r e l a t i o n u n t e r s u c h t . " , " \ n ")
6 ca t (" Auswahl de r r e l e v a n t e n V a r i a b l e n muss manue l l e r f o l g e n . " , " \ n ")
7
8 #Date i l aden
9 #s r v <− r ead . c sv2 ( f i l e ="C: / Pfad / s r v _ b e r e i n i g t . c s v " , heade r=TRUE)
10
11 #K o r r e l a t i o n nach Spearman da e i n i g e V a r i a b l e n o r d i n a l / nomina l s k a l i e r t s i n d
12 v a r i a b l e n <−s r v [ , c ( 4 , 6 : 1 2 , 1 5 : 1 7 , 2 4 : 2 8 , 3 0 : 4 5 , 4 7 : 4 9 ) ] # Begruendung f ü r Spa l t enau swah l i n naechs t en 4 Z e i l e n :
13 #Spa l t en 1−3 und 5 sow ie S p a l t e 13 und 14 außen v o r l a s s e n , da k e i n e s i n n v o l l e n Daten ( z . b . HHNR, Quarta l , S t i c h t a g )
14 #Standardabwe ichung i s t n u l l −> i n min_V_OEV nur e i n s en , d i e s e S p a l t e (46) rausnehmen ,
15 #Spa l t en a u s s c h l i e s s e n , i n denen so gut wie k e i n e Angaben ( b e t r i f f t V_FLEISTUNG2 und V_FLEISTUNG3
16 #sowie de ren S t e l l p l a e t z e und Zu l a s s ung so r t , Gehze i t en STRAB, UBAHN und FAEHR sowie E_FLEISTUNG)
17
18 Kor<−co r ( v a r i a b l e n , method=c (" spearman " ) )
19 #K o r r e l a t i o n e n mit V_FLEISTUNG d i e k l e i n e r 0 ,15 −> V a r i a b l e n n i c h t w e i t e r b e t r a c h t e n
20
21 #um M u l t i k o l l i n e a r i t a e t e n zu verme iden : K o r r e l a t i o n e n zw i s chen den V a r i a b l e n >=0,7 e i n e V a r i a b l e e n t f e r n e n
22 #ANZ_PERSONEN hohe K o r r e l a t i o n mit E_HHG und E_HHTYP −> ANZ_PERSONEN und E_HHTYP rau s
23 #E_ANZ_PKW hohe K o r r e l a t i o n mit E_MOTTYP −>E_MOTTYP rau s
24
25 #ü b r i g b l e i b e n d e V a r i a b l e n :
26 #"V_FLEISTUNG1" , "V_ANZ_PKW_DIENS" , "V_ANZ_RAD" , "V_ZUL1" , "V_EINK" , "E_HHG" , "E_ANZ_PKW" , "A_V_ERW" ,















28 r e l e v a n t <−s r v [ , c ( 8 , 11 , 15 , 16 , 31 , 32 , 35 , 39 , 43 , 44 , 45 , 48 , 49 ) ]
29
30 #E x p o r t i e r e n
31 w r i t e . t a b l e ( x=Kor , f i l e =" K o r r e l a t i o n e n . c sv " , sep =";" , dec =" ," , row . names=FALSE , c o l . names=TRUE, quote=TRUE)
32 ca t (" Spearman−K o r r r e l a t i o n wurde g e s p e i c h e r t " , "\ n ")
1 ###3. Mi s s i ng Data Pa t t e rn
2 #System v o r b e r e i t e n :
3 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
4 ca t ( "\014") #l o e s c h t d i e Konso le
5 g r a p h i c s . o f f ( ) #a l t e P l o t s l o e s c h e n
6 ca t (" Fuer j e d e ausgewaeh l t e Date i , w i rd das Mi s s i ng Data Pa t t e rn (MDP) a l s Diagramm e r z e u g t . " , " \ n ")
7
8 #Date i l aden
9
10 # Date i en auswaeh len ( Z e i l e n e i n oder auskomment ieren ) und Dateinamen e ingeben
11 Date iauswah l <−0 # E r s t e l l t Vektor mit e r s t e r Z e i l e I n h a l t "0"
12 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR5 ") # f u e g t neue Z e i l e mit Dateiname e i n
13 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR10 ")
14 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR15 ")
15 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR20 ")
16 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR25 ")
17 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR5 ")
18 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR10 ")
19 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR15 ")
20 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR20 ")
21 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR25 ")











24 # Pfad e ingeben
25 #s r v <− r ead . c sv2 ( f i l e ="C: / Pfad / Z u f a l l s d a t e i e n " , heade r=TRUE)
26
27 #Eingaben Ende #############################
28
29 #notwend ige s Paket l aden
30 l i b r a r y ( mi )
31
32 # f ü r j e d e Date i Daten e r s e t z e n und Ausgabe e i n e r v o l l s t a e n d i g e n Date i
33 f o r (D i n 1 : l e n g t h ( Date i au swah l ) ){ # von e i n s b i s Anzahl Date i en
34 # 1 . Date i l aden
35 ca t (" Date i " , Date i au swah l [D] , " w i rd e i n g e l e s e n . " , " \ n ")
36 Dateiname<− pas t e0 ( Pfad , Date i auswah l [D ] , " . c s v " ) # Pfad und Dateinamen zusammenfuegen
37 s r v _ z u f a l l <− r ead . c sv2 ( f i l e =Dateiname , heade r=TRUE) # Date i l aden
38
39 # 2 . MDP mit den f ü r d i e R e g r e s s i o n r e l e v a n t e n V a r i a b l e n ( s i e h e K o r r e l a t i o n .R)
40 #MDP d e f i n i e r e n , Spa l t en g e e i g n e t s o r t i e r e n :
41 mdp <− mis s ing_data . f rame ( s r v _ z u f a l l [ nrow ( s r v _ z u f a l l ) : 1 , c (8 , 11 , 16 , 31 , 32 , 35 , 39 , 43 , 44 , 45 , 48 , 49 , 15 ) ] )
42 #Zusammenfassung von j e d e r V a r i a b l e ( min , 1 s t Qu , Median , Mean , 3 rd Qu . , max ) :
43 p r i n t ( summary (mdp) )
44 ca t (" Diagramm wi rd e r zeug t , d i e s kann e i n en Moment dauern . . . " , " \ n ")
45 image (mdp , g r a y s c a l e=TRUE) # MDP p l o t t e n
46 ca t (" f ü r naech s t e Date i b i t t e Ente r d ruecken " , "\ n ")
47 r e a d l i n e ( )
48 g r a p h i c s . o f f ( ) # a l t e P l o t s l o e s c h e n
















1 #e v e n t u e l l e A l t v a r i a b l e n aus dem System l o e s c h e n
2 rm( l i s t = l s ( a l l = TRUE) ) # l o e s c h t d i e G l oba l Env i ronment
3 ca t ( "\014") # l o e s c h t d i e Konso le
4 ca t (" S k r i p t e r s e t z t a l l e f e h l e n d e n Werte i n V_FLEISTUNG durch den M i t t e l w e r t a l l e r vorhandenen Daten . " , " \ n ")




9 # Date i en auswaeh len ( Z e i l e n e i n oder auskomment ieren ) und e ingeben
10 Date iauswah l <−0 # E r s t e l l t Vektor mit e r s t e r Z e i l e I n h a l t "0"
11 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR5 ")
12 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR10 ")
13 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR15 ")
14 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR20 ")
15 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR25 ")
16 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR5 ")
17 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR10 ")
18 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR15 ")
19 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR20 ")
20 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR25 ")
21 Date iauswah l <−Date i auswah l [ −1 , ] # l o e s c h t e r s t e Z e i l e mit I n h a l t "0"
22
23 # Pfad e i ngeben
24










27 # f ü r j e d e Date i Daten e r s e t z e n und Ausgabe e i n e r v o l l s t a e n d i g e n Date i
28 f o r (D i n 1 : l e n g t h ( Date i au swah l ) ){ # von e i n s b i s Anzahl Date i en
29 # 1 . Date i l aden
30 ca t (" Date i " , Date i au swah l [D] , " w i rd f u e r d i e Imputa t i on e i n g e l e s e n . " , " \ n ")
31 Dateiname <− pas t e0 ( Pfad , Date i auswah l [D ] , " . c s v " ) # Pfad und Dateinamen zusammenfuegen
32 s r v <− r ead . c sv2 ( f i l e =Dateiname , heade r=TRUE) # Date i l aden
33
34 Wer t f eh l t <−0 #f ü r V e r g l e i c h de r wahren Werte am Ende e i n e e x t r a S p a l t e e i n f u e g e n
35 f o r ( i i n 1 : nrow ( s r v ) ){ #f u e r a l l e Z e i l e n des Daten sa t z e s
36 i f ( i s . na ( srv$V_FLEISTUNG1 [ i ] ) ) { #f a l l s V_FLEISTUNG1 NA i s t
37 W e r t f e h l t [ i ]<−1} #s e t z e W e r t f e h l t 1
38 e l s e { W e r t f e h l t [ i ]<−0} #s o n s t 0
39 }
40 s rv <−cb ind ( s rv , W e r t f e h l t ) #fuege d i e neue V a r i a b l e W e r t f e h l t an den Datensatz an
41
42 # 2 . M i t t e l w e r t vo r de r Imputa t i on zu r K o n t r o l l e
43 M i t t e lwe r t_vo r <− mean ( na . e x c l u d e ( srv$V_FLEISTUNG1 ) ) # M i t t e l w e r t vo r de r Imputa t i on
44
45 # 3 . M i t t e l w e r t be rechnen und e r s e t z e n
46 ca t (" f e h l e n d e Werte werden e r s e t z t " , "\ n ")
47 M i t t e lwe r t <−mean ( na . e x c l u d e ( srv$V_FLEISTUNG1 ) ) # Berechnung aus a l l e Daten a u s s e r NA
48 s r v _ m i t t e l <−s r v # Uebergabe des zu impu t i e r enden Datensatzes , G e n e r i e r e n
49 f o r ( i i n 1 : l e n g t h ( srv_mittel$V_FLEISTUNG1 )){ # f u e r a l l e Z e i l e n de r V a r i a b l e V_FLEISTUNG1 i n s r v
50 i f ( i s . na ( srv_mittel$V_FLEISTUNG1 [ i ] ) ) { # f a l l s an de r i t e n S t e l l e de r V a r i a b l e NA s t e h t

















54 # 4 . i m p u t i e r t e Daten p l o t t e n
55 l i b r a r y ( g r a p h i c s )
56 p l o t ( rownames ( s r v ) , srv$V_FLEISTUNG1 , type="p " , x l a b="Zei lennummer de r Beobachtung " , y l a b="V_FLEISTUNG1 i n Tkm" ,
main = ’V_FLEISTUNG1 ( i m p u t i e r t e Daten i n r o t ) ’ , cex =0.8 , y l im=c (0 , 200 ) , yax t="n " , l a s =1, c o l =’ b lack ’ )
57 a x i s (2 , a t=seq (0 , 200 , 20 ) )
58 p o i n t s ( which ( i s . na ( srv$V_FLEISTUNG1 ) ) , srv_mittel$V_FLEISTUNG1 [ which ( i s . na ( srv$V_FLEISTUNG1 ) ) ] , t ype="p " , c o l =’ red ’ )
59 #i m p u t i e r t e Daten i n r o t u e b e r l a g e n
60
61 # 5 . M i t t e l w e r t nach de r Imputa t i on
62 Mi t t e lwe r t_nach <− mean ( srv_mittel$V_FLEISTUNG1 ) # M i t t e l w e r t nach de r Imputa t i on
63
64 # 6 . K o n t r o l l e
65 ca t (" K o n t r o l l e : " , " \ n ")
66 f e h l s t e l l e n <−which ( i s . na ( s r v _ m i t t e l [ , c ( "V_FLEISTUNG1 " ) ] ) ) #Vektor mit Z e i l e n d i e "NA" i n V_FLEISTUNG1 e n t h a l t e n
67 ca t (" Anzahl de r F e h l s t e l l e n nach de r E r s e t zung : " , l e n g t h ( f e h l s t e l l e n ) , "\ n ")
68 i f ( M i t t e lwe r t_vo r==Mit te lwe r t_nach ){ # V e r g l e i c h : i s t de r M i t t e l w e r t vo r und nach de r Imputa t i on g l e i c h ?
69 ca t (" M i t t e l w e r t e davor und danach s i n d i d e n t i s c h . " , " \ n ")
70 } e l s e {
71 ca t (" Achtung : M i t t e l w e r t e davor und danach s i n d n i c h t i d e n t i s c h ! " , " \ n ")
72 }
73
74 # 7 . E x p o r t i e r e n
75 E x p o r t d a t e i <− pas t e0 (" M i t t e lwe r t impu t a t i on_ " , Date i auswah l [D ] , " . c sv " ) # Dateinamen f u e r d i e Exp o rda t e i bestimmen
76 #w r i t e . t a b l e ( x=( s r v _ m i t t e l ) , f i l e =Expo r t da t e i , sep =";" , dec =" ," , row . names=FALSE , c o l . names=TRUE, quote=TRUE)
77 ca t (" Date i " , E x p o r t d a t e i , " wurde g e s p e i c h e r t " , "\ n ")
78 ca t ("\ n ")










1 #e v e n t u e l l e A l t v a r i a b l e n aus dem System l o e s c h e n
2 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
3 ca t ( "\014") #l o e s c h t d i e Konso le
4 ca t (" S k r i p t e r s t e l l t mehrere moeg l i che R e g r e s s i o n s m o d e l l e , p r u e f t d i e s e und wendet das b e s t e Mode l l




9 # Date i en auswaeh len ( Z e i l e n e i n oder auskomment ieren ) und Dateiname e ingeben
10 Date iauswah l <−0 # E r s t e l l t Vektor mit e r s t e r Z e i l e I n h a l t "0"
11 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR5 ") # f u e g t neue Z e i l e mit Dateiname an
12 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR10 ")
13 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR15 ")
14 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR20 ")
15 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR25 ")
16 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR5 ")
17 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR10 ")
18 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR15 ")
19 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR20 ")
20 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR25 ")
21 Date iauswah l <−Date i auswah l [ −1 , ] # l o e s c h t e r s t e Z e i l e mit I n h a l t "0"
22
23 #Pfad e ingeben
24
















27 ### notwend ige Pakete l aden
28 ca t (" Notwendige Pakete werden ge l aden . E v t l . zuvo r I n s t e l l a t i o n notwendig . " , " \ n ")
29 l i b r a r y (MASS)
30 l i b r a r y ( ca r )
31 l i b r a r y ( l m t e s t )
32 l i b r a r y ( f o r e i g n )
33 l i b r a r y ( l a t t i c e )
34 l i b r a r y ( g r a p h i c s )
35 l i b r a r y ( fa raway )
36
37 # f u e r j e d e Date i Daten e r s e t z e n und Ausgabe e i n e r v o l l s t a e n d i g e n Date i
38 f o r (D i n 1 : l e n g t h ( Date i au swah l ) ){ # von e i n s b i s Anzahl Date i en
39 # 1 . Date i l aden
40 ca t (" Date i " , Date i au swah l [D] , " w i rd f u e r d i e Imputa t i on e i n g e l e s e n . " , " \ n ")
41 Dateiname<− pas t e0 ( Pfad , Date i auswah l [D ] , " . c sv " ) # Pfad und Dateinamen zusammenfuegen
42 s r v <− r ead . c sv2 ( f i l e =Dateiname , heade r=TRUE) # Date i l aden
43
44 Wer t f eh l t <−0 #f u e r V e r g l e i c h de r wahren Werte am Ende e i n e e x t r a S p a l t e e i n f u e g e n
45 f o r ( i i n 1 : nrow ( s r v ) ){ #f u e r a l l e Z e i l e n des Daten sa t z e s
46 i f ( i s . na ( srv$V_FLEISTUNG1 [ i ] ) ) { #f a l l s V_FLEISTUNG1 NA i s t
47 W e r t f e h l t [ i ]<−1} #s e t z e W e r t f e h l t 1
48 e l s e { W e r t f e h l t [ i ]<−0}#s o n s t 0
49 }
50 s rv <−cb ind ( s rv , W e r t f e h l t )#fuege d i e neue V a r i a b l e W e r t f e h l t an den Datensatz an
51









54 V_FLEISTUNG<−s r v [ , c ( "V_FLEISTUNG1 " ) ]
55 srv$QUARTAL<−f a c t o r ( srv$QUARTAL)
56 srv$STICHTAG_WTAG<−f a c t o r (srv$STICHTAG_WTAG)
57 srv$V_ZUL1<−f a c t o r ( srv$V_ZUL1 )
58 srv$V_ZUL2<−f a c t o r ( srv$V_ZUL2 )
59 srv$V_ZUL3<−f a c t o r ( srv$V_ZUL3 )
60 srv$V_STELLPL1<−f a c t o r ( srv$V_STELLPL1 )
61 srv$V_STELLPL2<−f a c t o r ( srv$V_STELLPL2 )
62 srv$V_STELLPL3<−f a c t o r ( srv$V_STELLPL3 )
63 srv$V_WOHNDAUER<−f a c t o r (srv$V_WOHNDAUER)
64 srv$V_EINK<−o rde r ed ( srv$V_EINK )
65 srv$E_HHG<−f a c t o r ( srv$E_HHG )
66 srv$E_HHTYP<−f a c t o r ( srv$E_HHTYP)
67 srv$E_MOTTYP<−f a c t o r (srv$E_MOTTYP)
68 srv$max_V_BAUSB<−f a c t o r ( srv$max_V_BAUSB)
69 srv$max_V_SCHULAB<−f a c t o r ( srv$max_V_SCHULAB)
70 srv$min_V_EINSCHR_NEIN<−f a c t o r ( srv$min_V_EINSCHR_NEIN )
71 srv$min_V_FUEHR_PKW<−f a c t o r (srv$min_V_FUEHR_PKW)
72 srv$min_V_FUEHR_MOT<−f a c t o r (srv$min_V_FUEHR_MOT)
73 srv$max_V_TECH_HANDY<−f a c t o r (srv$max_V_TECH_HANDY)
74 srv$max_V_TECH_SMART<−f a c t o r (srv$max_V_TECH_SMART)
75 srv$max_V_TECH_INET<−f a c t o r ( srv$max_V_TECH_INET)
76 srv$max_V_TECH_NAVI<−f a c t o r ( srv$max_V_TECH_NAVI)
77
78 #Dummyvariablen e i n f u e h r e n
79 #Einkommensk lassen zusammenfassen















81 EINK_mittel<−srv$V_EINK == 4 | srv$V_EINK == 5 | srv$V_EINK == 6
82 EINK_hoch<−srv$V_EINK == 7 | srv$V_EINK == 8 | srv$V_EINK == 9 | srv$V_EINK == 10
83 #S c h u l a b s c h l u e s s e zusammenfassen




88 #neue V a r i a b l e n an SrV−Datensatz an fuegen
89 s rv <−cb ind ( s rv , EINK_gering )
90 s rv <−cb ind ( s rv , EINK_mitte l )
91 s rv <−cb ind ( s rv , EINK_hoch )
92 s rv <−cb ind ( s rv , SCHULAB_gering )
93 s rv <−cb ind ( s rv , SCHULAB_mittel )
94 s rv <−cb ind ( s rv , SCHULAB_hoch)
95
96 # 3 . A n a l y s e s c h r i t t e
97 ### a L i s t e moeg l i c h e r V a r i a b l e n e r s t e l l e n
98 ### s i e h e K o r r e l a t i o n .R
99
100 ### b K o r r e l a t i o n e n / Streudiagramme zw i schen abhaeng i g e r und unabhaeng igen V a r i a b l e n
101 ### s i e h e K o r r e l a t i o n .R
102
103 ### c M u l t i k o l l i n e a r i t a e t ve rme iden
104 ### s i e h e K o r r e l a t i o n .R
105 ### u e b r i g b l e i b e n d e r e l e v a n t e V a r i a b l e n f u e r R e g r e s s i o n ( aus K o r r e l a t i o n .R) und
106 ### NA aus Berechnungen a u s s c h l i e ß e n









108 "SCHULAB_mittel " , "SCHULAB_hoch" , "E_HHG" , "E_ANZ_PKW" , "A_V_ERW" ,"max_V_TECH_NAVI" , "max_V_TECH_INET" ,
109 "max_V_TECH_SMART" , " EINK_gering " , " EINK_mitte l " , "EINK_hoch " , "sum_V_LAENGE " ) ] )
110
111 #S c a t t e r P l o t s − Zusammenhaenge zw i s chen de r abhaeng igen und de r me t r i s ch en V a r i a b l e n v e r a n s c h a u l i c h e n
112 −> L i n e a r i t a e t s o l l gegeben s e i n −> s c h l e c h t zu deuten , da b e i den e r s t e n 4 V a r i a b l e n nur ganze Zah len
113 angenommen werden koennen .
114 g r a p h i c s . o f f ( )
115 p l o t ( srv_relevant$V_FLEISTUNG1 , srv_relevant$V_ANZ_PKW_DIENS , x l a b="V_FLEISTUNG1 [Tkm] " , y l a b="V_ANZ_PKW_DIENS" ,
116 main=’ S c a t t e r Plot ’ )
117 p l o t ( srv_relevant$V_FLEISTUNG1 , srv_relevant$V_ANZ_RAD , x l ab="V_FLEISTUNG1 [Tkm] " , y l a b="V_ANZ_RAD" ,
118 main=’ S c a t t e r Plot ’ )
119 p l o t ( srv_relevant$V_FLEISTUNG1 , srv_relevant$A_V_ERW , x l ab="V_FLEISTUNG1 [Tkm] " , y l a b="A_V_ERW" ,
120 main=’ S c a t t e r Plot ’ )
121 p l o t ( srv_relevant$V_FLEISTUNG1 , srv_relevant$E_ANZ_PKW , x l a b="V_FLEISTUNG1 [Tkm] " , y l a b="E_ANZ_PKW" ,
122 main=’ S c a t t e r Plot ’ )
123 p l o t ( srv_relevant$V_FLEISTUNG1 , srv_relevant$sum_V_LAENGE , x l a b="V_FLEISTUNG1 [Tkm] " , y l a b="sum_V_LAENGE
124 [km] " , main=’ S c a t t e r Plot ’ )
125
126 ### d M u l t i p l e R e g r e s s i o n du r ch fu eh r en###
127 ## moeg l i che R e g r e s s i o n s m o d e l l e a u f s t e l l e n
128 ca t (" Moeg l i che R e g r e s s i o n s m o d e l l e werden a u f g e s t e l l t . " , " \ n ")
129
130 mode l l_vo l l <−lm ( s q r t (V_FLEISTUNG1)~ E_HHG+V_ANZ_PKW_DIENS+V_ANZ_RAD+E_ANZ_PKW+EINK_gering+EINK_mitte l
131 +V_ZUL1+A_V_ERW+max_V_TECH_NAVI+max_V_TECH_INET+max_V_TECH_SMART+SCHULAB_gering+SCHULAB_mittel+sum_V_LAENGE,
132 data=s r v _ r e l e v a n t ) #v o l l s t a e n d i g e s Mode l l aus a l l e n r e l e v a n t e n Va r i ab l en , wo k e i n NA i n S p a l t e V_FLEISTUNG1 i s t ,
133 beachte : T rans f o rmat i on von V_FLEISTUNG1 da s i g n i f k a n t e r e E r g e b n i s s e e r z i e l t
















135 S i g n i f i k a n z n i v e a u s p : W a h r s c h e i n l i c h k e i t , da s s auß e r ha l b des I n t e r v a l l s [− t ;+ t ] l i e g t , F−Test : H0 ab l ehnen :
136 exogenen V a r i a b l e n l e i s t e n s i g n i f i k a n t e n B e i t r a g f u e r d i e E r k l a e r ung de r abhaeng igen V a r i a b l e
137 step <−s tepAIC ( mode l l_vo l l , d i r e c t i o n ="both ") #s t u f e n w e i s e S e l e k t i o n du r ch fu eh r en
138 mode l l_s tep <− lm ( fo rmu la ( s t ep ) , data = s r v _ r e l e v a n t ) #Ausfuehrung de r Re g r e s s i o n aus de r s t u f e n w e i s e n S e l e k t i o n :
139 Formel von Step w i rd f u e r d i e R e g r e s s i o n a u f g e r u f e n
140 #summary ( mode l l_s tep ) #Zusammenfassung Mode l l
141
142 #Mode l l e mit I n t e r a k t i o n s e f f e k t e :
143 mode l l_IE1 <− lm ( update ( mode l l_step , . ~ . +E_HHG: EINK_gering + E_HHG: EINK_mittel , data = s r v _ r e l e v a n t ) )
144 #summary ( mode l l_IE1 ) #Zusammenfassung Mode l l
145 mode l l_IE2 <− lm ( update ( mode l l_step , . ~ . +E_ANZ_PKW: V_ZUL1 , data = s r v _ r e l e v a n t ) )
146 #summary ( mode l l_IE2 ) #Zusammenfassung Mode l l
147 mode l l_IE3 <− lm ( update ( mode l l_step , . ~ . +A_V_ERW: EINK_gering +A_V_ERW: EINK_mittel , data = s r v _ r e l e v a n t ) )
148 #summary ( mode l l_IE3 ) #Zusammenfassung Mode l l
149
150 ### Mode l l d i agno s e
151 ca t (" Es f o l g t d i e Mode l l d i agno s e de r vorhanden Mode l l en . " , " \ n ")
152 M o d e l l v e r g l e i c h <−0 #Matr i x f u e r M o d e l l v e r g l e i c h g e n e r i e r e n
153 f o r ( i i n 1 : 5 ) { #E i n l e s e n des j e w e i l i g e n Mode l l s
154 i f ( i ==1) {Modell_Auswahl<−m o d e l l _ v o l l }
155 i f ( i ==2) {Modell_Auswahl<−mode l l_s tep }
156 i f ( i ==3) {Modell_Auswahl<−model l_IE1 }
157 i f ( i ==4) {Modell_Auswahl<−model l_IE2 }
158 i f ( i ==5) {Modell_Auswahl<−model l_IE3 }
159 V e r g l e i c h s v e k t o r <−0 #Vektor f u e r V e r g l e i c h g e n e r i e r e n
160 Vek t o r z a eh l e r <−0 #Vektor f u e r Zaeh l e r g e n e r i e r e n











162 ca t (" Cook´s D i s t anzen werden g e p r u e f t . " , " \ n ")
163 #E i n f l u e s s e
164 #Cook ’ s D i s t anzen (zum I d e n t z i f i z i e r e n von Werten d i e s c h l e c h t e E i n f l u e s s e haben ( hohes D) )
165 CD<−cooks . d i s t a n c e ( Model l_Auswahl ) #Werte ab 1 b e d e n k t l i c h
166 Vek t o r z a eh l e r <−V e k t o r z a e h l e r + 1 #V e k t o r z a e h l e r e i n s hochse t z en
167 V e r g l e i c h s v e k t o r [ V e k t o r z a e h l e r ]<− l e n g t h ( which (CD>=1))#Cooks Dis tanzen >=1 bedenk l i c h , V e r g l e i c h s v e k t o r uebergeben
168
169 ca t (" Es f o l g e n Tes t s au f M u l t i k o l l i n e a r i t a e t , A u t o k o r r e l a t i o n und H o mo s k e d a s t i z i t a e t . " , " \ n ")
170 #M u l t i k o l l i n e a r i t a e t ( b e d e n k l i c h wenn VIF >10)
171 E_TEST_Multi<−v i f ( Model l_Auswahl ) #VIF Wert be rechnen
172 Vek t o r z a eh l e r <−V e k t o r z a e h l e r + 1 #V e k t o r z a e h l e r e i n s hochse t z en
173 V e r g l e i c h s v e k t o r [ V e k t o r z a e h l e r ]<− l e n g t h ( which ( E_TEST_Multi >10)) #Werte >10 bedenk l i c h , V e r g l e i c h s v e k t o r uebergeben
174
175 #A u t o k o r r e l a t i o n
176 #Durbin Watson Test : H0 : k e i n e A u t o k o r r e l a t i o n
177 #f a l l s d=2 und p=0 −> k e i n e a u t o k o r r e l a t i o n
178 E_TEST_Auto<−dwtes t ( Model l_Auswahl ) #Durbin Watson Test du r ch fu eh r en
179 Vek t o r z a eh l e r <−V e k t o r z a e h l e r + 1 #V e k t o r z a e h l e r e i n s hochse t z en
180 V e r g l e i c h s v e k t o r [ V e k t o r z a e h l e r ]<−E_TEST_Auto [ 1 ] #D−Wert an V e r g l e i c h s v e k t o r uebergeben
181 Vek t o r z a eh l e r <−V e k t o r z a e h l e r + 1 #V e k t o r z a e h l e r e i n s hochse t z en
182 V e r g l e i c h s v e k t o r [ V e k t o r z a e h l e r ]<−E_TEST_Auto [ 4 ] #p−Wert an V e r g l e i c h s v e k t o r uebergeben
183
184 #Test au f H o m o s k ed a s t i z i t a e t ( kon s t an t e Va r i anz de r S t o e r g r o e ß e )
185 #Go ld f e l d −Quandt−Test : H0 : kon s t an t e S t o e r g r o e ß e n v a r i a n z
186 #b e i G u e l t i g k e i t de r H0 s o l l t e GQ−Wert nahe 1 s e i n
187 E_TEST_Hom<−g q t e s t ( Model l_Auswahl ) #Go ld f e l d −Quandt−Test du r ch fu eh r en
















189 V e r g l e i c h s v e k t o r [ V e k t o r z a e h l e r ]<−E_TEST_Hom[ 1 ] #Go ld f e l d −Quandt−Wert dem V e r g l e i c h s v e k t o r uebergeben
190 Vek t o r z a eh l e r <−V e k t o r z a e h l e r + 1 #V e k t o r z a e h l e r e i n s hochse t z en
191 V e r g l e i c h s v e k t o r [ V e k t o r z a e h l e r ]<−E_TEST_Hom[ 4 ] #p−Wert dem V e r g l e i c h s v e k t o r uebergeben
192
193 #AIC K r i t e r i u m
194 Vek t o r z a eh l e r <−V e k t o r z a e h l e r +1 #V e k t o r z a e h l e r e i n s hochse t z en
195 V e r g l e i c h s v e k t o r [ V e k t o r z a e h l e r ]<−AIC ( Model l_Auswahl ) #AIC Wert be rechnen und dem V e r g l e i c h s v e k t o r uebergeben
196
197 M o d e l l v e r g l e i c h <−cb ind ( M o d e l l v e r g l e i c h , V e r g l e i c h s v e k t o r ) #den a k t u e l l e n V e r g l e i c h s v e k t o r an d i e Mat r i x
198 M o d e l l v e r g l e i l c h a l s neue S p a l t e an fuegen
199 ca t (" neues Mode l l w i rd d i a g n o s t i z i e r t " , "\ n ")
200
201 }#Ende f o r S c h l e i f e de r Mode l l e
202
203 #M o d e l l v e r g l e i c h Spa l t en und Ze i l ennamen ve rgeben
204 rownames ( M o d e l l v e r g l e i c h )<−c ( " Anzahl Cook´s D i s t anzen >=1", " Anzahl b e d e n k l i c h VIF " , " Durbin−Watson−Wert " ,
205 " Durbin−Watson−p " , " Go l d f e l d −Quandt−Wert " , " Go l d f e l d −Quandt−p " , "AIC−Wert " , " A d j u s t i e r t e s Best immthe i tsmaß ")
206 M o d e l l v e r g l e i c h <−M o d e l l v e r g l e i c h [ , −1] #e r s t e u n s i n n i g e S p a l t e l o e s c h e n
207 co lnames ( M o d e l l v e r g l e i c h )<−c (" m o d e l l _ v o l l " , " mode l l_s tep " , " mode l l_IE1 " , " mode l l_IE2 " , " mode l l_IE3 ")
208
209 #A u s s c h l u s s k r i t e r i e n
210 i f ( l e n g t h ( which ( M o d e l l v e r g l e i c h [1 , ] >1) != 0)){ #wenn i n Z e i l e 1 e i n Wert g r o e ß e r 1
211 ( Anzahl b e d e n k l i c h e r Cook´s D i s t anzen )
212 M o d e l l v e r g l e i c h <−M o d e l l v e r g l e i c h [ , −( which ( M o d e l l v e r g l e i c h [ 1 , ] >1 ) ) ] } #dann l o e s c h e d i e dazugehoe r i g en S p a l t e
213 i f ( l e n g t h ( which ( M o d e l l v e r g l e i c h [2 , ] >0) != 0)){ #wenn i n Z e i l e 2 e i n Wert >0 ( Anzahl b e d e n k l i c h e r VIF Werte )
214 M o d e l l v e r g l e i c h <−M o d e l l v e r g l e i c h [ , −( which ( M o d e l l v e r g l e i c h [ 2 , ] >0 ) ) ] } #dann l o e s c h e d i e dazugehoe r i g en S p a l t e











216 M o d e l l v e r g l e i c h <−M o d e l l v e r g l e i c h [ , −( which ( M o d e l l v e r g l e i c h [3 , ] <=1.8 & M o d e l l v e r g l e i c h [3 , ] >=2.2) ) ]}
217 #I n t e r v a l l f u e r Durbin−Watson Werte f e s t l e g e n
218 i f ( l e n g t h ( which ( M o d e l l v e r g l e i c h [5 , ] <=0.8 | M o d e l l v e r g l e i c h [5 , ] >=1.2) != 0)){ #I n t e r v a l l f u e r
219 Go l d f e l d −Quandt−Werte f e s t l e g e n
220 M o d e l l v e r g l e i c h <−M o d e l l v e r g l e i c h [ , −( which ( M o d e l l v e r g l e i c h [5 , ] <=0.8 | M o d e l l v e r g l e i c h [5 , ] >=1.2) ) ] }
221
222 #AIC K r i t e r i u m
223 a i c_mat r i x <−0 #Matr i x f u e r AIC−Werte g e n e r i e r e n
224 f o r ( i i n 1 : l e n g t h ( M o d e l l v e r g l e i c h [ 7 , ] ) ) { i f ( l e n g t h ( M o d e l l v e r g l e i c h [ 7 , i ] >0) !=0){ #Wenn an de r i −ten S t e l l e AIC>0
225 a i c_mat r i x <−M o d e l l v e r g l e i c h [ 7 , ] } } #a i c_mat r i x e r s t e l l e n
226 f o r ( i i n 1 : l e n g t h ( a i c_mat r i x ) ){ be s t e sMode l l <−which . min ( a i c_mat r i x )} #Minimum der AIC−Werte
227 f i n d e n und a l s b e s t e s M o d e l l s p e i c h e r n
228
229 ### e Das b e s t e pas sende Mode l l verwenden###
230 # Punktprognose
231 # Model l f u e r Imputa t i on waehlen
232
233 #t e s t e f u e r a l l e Model le , we l che s f u e r d i e Imputa t i on genu t z t werden s o l l und s p e i c h e r e s un t e r " e r s e t z e n "
234 i f ( names ( b e s t e s M o d e l l )==" m o d e l l _ v o l l " ){ e r s e t z e n <−m o d e l l _ v o l l }
235 i f ( names ( b e s t e s M o d e l l )=="mode l l_s tep "){ e r s e t z e n <−mode l l_s tep }
236 i f ( names ( b e s t e s M o d e l l )=="mode l l_IE1 "){ e r s e t z e n <−model l_IE1 }
237 i f ( names ( b e s t e s M o d e l l )=="mode l l_IE2 "){ e r s e t z e n <−model l_IE2 }
238 i f ( names ( b e s t e s M o d e l l )=="mode l l_IE3 "){ e r s e t z e n <−model l_IE3 }
239 ca t ("\ n " , "Das b e s t e Mode l l l a u t e t : " , names ( b e s t e s M o d e l l ) , "\n ")
240
241 #b e s t e s Mode l l noche inma l s chae tzen , abe r ohne b e d e n k l i c h e Werte ( Cooks D i s t anzen )

















243 s r v_re l e van t_neu <−s r v _ r e l e v a n t [−which ( cooks . d i s t a n c e ( e r s e t z e n ) >=1) ,] #Datensatz von A u s r e i ß e r n e n t f e r n e n
244 } e l s e { s r v_re l e van t_neu <−s r v _ r e l e v a n t [ ] } #wenn k e i n e b e d e n k l i c h e n Werte : uebernehme den a l t e n Datensatz
245
246 er se tzen_neu <−lm ( fo rmu la=e r s e t z e n , data=s r v_ r e l e van t_neu ) #b e s t e s Mode l l e r n eu t s cha e t z en ohne k r i t i s c h e Werte
247 #g r a p h i c s . o f f ( )
248 #l a y o u t ( mat r i x ( c ( 1 , 2 , 3 , 4 ) , 2 , 2 ) ) # o p t i o n a l 4 Graph iken / S e i t e
249 #p l o t ( e r s e t z en_neu ) #R e s i d u e n p l o t s des Mode l l s , we l che s f u e r d i e E r s e t zung gewaeh l t wird , p l o t t e n und s p e i c h e r n
250 #Plotname<−pas t e0 (" Re s i duenp l o t s_ " , Date i auswah l [D ] , " . pdf " ) #Plotname geben
251 #dev . p r i n t ( pdf , Plotname ) #E x p o r t i e r t den P lo t
252
253 #Fuer Imputa t i on : v o l l s t a e n d i g e r Datensatz ( nun auch NA−Werte b e t r a c h t e n ) , r e l e v a n t e V a r i a b l e n aus K o r r e l a t i o n
254 s r v_re l e van t_na <−s r v [ , c ( "V_FLEISTUNG1" , "V_ANZ_PKW_DIENS" , "V_ANZ_RAD" , "V_ZUL1" , "SCHULAB_gering " ,
255 "SCHULAB_mittel " , "SCHULAB_hoch" , "E_HHG" , "E_ANZ_PKW" , "A_V_ERW" ,"max_V_TECH_NAVI" , "max_V_TECH_INET" ,
256 "max_V_TECH_SMART" , " EINK_gering " , " EINK_mitte l " , "EINK_hoch " , "sum_V_LAENGE " ) ]
257
258 #Matr i x e rzeugen , mit den Z e i l e n wo NA i n V_FLEISTUNG1 :
259 srv_na<−1 #Matr i x g e n e r i e r e n (1 notwendig da s o n s t Problem mit Fak t o r n i v e au i n 2 V a r i a b l e n e r s t e Z e i l e )
260 f o r ( i i n 1 : nrow ( s r v_ r e l e v an t_na ) ){ #f u e r a l l e Z e i l e n i n de r Matr i x des v o l l s t a e n d i g e n Daten sa t z e s
261 i f ( i s . na ( srv_relevant_na$V_FLEISTUNG1 [ i ] ) ) { #f a l l s an de r S t e l l e i i n de r S p a l t e V_FLEISTUNG1 NA
262 srv_na<−r b i n d ( srv_na , s r v_ r e l e v an t_na [ i , ] ) } } #srv_na bekommt z e i l e n w e i s e d i e en t sp r e chenden Z e i l e n zugew ie sen
263 srv_na<−srv_na [ −1 , ] #l o e s c h e n de r e r s t e Z e i l e , d i e unnoe t i g e r s t e l l t w i rd
264
265 #f u e r S c h u l a b s c h l u s s und Einkommen : FALSE und TRUE, da f u e r R e g r e s s i o n notwendig ( Ausgangsdaten l ag en so vo r )
266 srv_na$EINK_gering<−srv_na$EINK_ger ing==1

















273 # Datensatz f u e r R e g r e s s i o n s i m p u t a t i o n
274 s r v _ r e g r e s s i o n <−srv_na [ , −1] #f u e r d i e E r s e t zung nur d i e unabhaeng igen V a r i a b l e n be t ra ch t en , V_FLEISTUNG1
275
276 # Imputa t i on mit dem be s t en R e g r e s s i o n s m o d e l l du r ch f u eh r en
277 ca t ("\ n " , " Die Imputa t i on w i rd d u r c h g e f u e h r t . " , "\n ")
278 vekto r_reg <−( p r e d i c t ( e r se tzen_neu , newdata=s r v _ r e g r e s s i o n ) ) #Punktprognose f u e r a l l e NA
279 vekto r_reg <−vek to r_ reg ^2 #Zurueck t r an s f o rma t i on , da Wurzel aus V_FLEISTUNG gewaeh l t
280
281 # 4 . i m p u t i e r t e Daten ( Vektor ) i n Ausgangsda tensa tz e i n p f l e g e n
282 z<−0 # Zae h l e r g e n e r i e r e n
283 f o r ( i i n 1 : nrow ( s r v ) ){ # f u e r a l l e Z e i l e n im SrV−Datensatz
284 i f ( i s . na ( srv$V_FLEISTUNG1 [ i ] ) ) { #f a l l s V_FLEISTUNG1 an de r S t e l l e i NA i s t
285 z<−z +1; #Za eh l e r um 1 hochse t z en
286 srv$V_FLEISTUNG1 [ i ]<−vek to r_ reg [ z ] ; #der r e i h e nach durch vek to r_ reg d i e NA s t e l l e n e r s e t z e n
287 s r v []<− s r v [ ] ;
288 }}
289
290 # 5 . i m p u t i e r t e Daten p l o t t e n
291 g r a p h i c s . o f f ( )
292 p l o t ( rownames ( s r v ) , srv$V_FLEISTUNG1 , cex . l a b= 1 .25 , type="p " , x l a b="Zei lennummer de r Beobachtung " ,
293 y l ab="V_FLEISTUNG1 i n Tkm" , main = ’V_FLEISTUNG1 ( i m p u t i e r t e Daten i n r o t ) ’ , cex =0.8 , yax t="n " , l a s =1, c o l =’ b lack ’ )
294 #p l o t t e n de r vorhandenen Daten ( i n schwarz )
295 a x i s (2 , a t=seq (0 ,200 ,20))# y−Achse e i n t e i l e n


















298 # 6 . K o n t r o l l e
299 ca t ("\ n " , " K o n t r o l l e : " , " \ n ")
300 f e h l s t e l l e n <−which ( i s . na ( s r v [ , c ( "V_FLEISTUNG1 " ) ] ) ) # Vektor mit Z e i l e n d i e "NA" i n V_FLEISTUNG 1 e n t h a l t e n
301 ca t (" Anzahl de r F e h l s t e l l e n nach de r E r s e t zung : " , l e n g t h ( f e h l s t e l l e n ) , "\ n ")
302
303 # 7 . E x p o r t i e r e n
304 Expo r t da t e i <−pas t e0 (" Regress ion_AIC_ " , Date i auswah l [D ] , " . c sv " )
305 w r i t e . t a b l e ( x=( s r v ) , f i l e =Expo r t da t e i , sep =";" , dec =" ," , row . names=FALSE , c o l . names=TRUE, quote=TRUE)
306 ca t (" T a b e l l e wurde g e s p e i c h e r t " , "\ n ")
307
308 #E x p o r t i e r e n de r A u sg a be t a b e l l e n
309 Expo r tda t e i 1 <−pas t e0 (" Regress ion_AIC_Tabe l l e_ " , Date i auswah l [D ] , " . c s v " )
310 w r i t e . t a b l e ( x=( T a b e l l e ) , f i l e =Expo r tda t e i 1 , sep =";" , dec =" ," , row . names=TRUE, c o l . names=TRUE, quote=TRUE)
311 Expo r tda t e i 2 <−pas t e0 (" Reg r e s s i on_AIC_Koe f f i z i en t en_ " , Date i auswah l [D ] , " . c s v " )
312 w r i t e . t a b l e ( x=( Tabe l l e 1 ) , f i l e =Expo r tda t e i 2 , sep =";" , dec =" ," , row . names=TRUE, c o l . names=TRUE, quote=TRUE)
313
314 }#Ende f o r S c h l e i f e f u e r a l l e Date i en
EM-Algorithmus
1 #System v o r b e r e i t e n :
2 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
3 ca t ( "\014") #l o e s c h t d i e Konso le














8 # Date i en auswaeh len ( Z e i l e n e i n oder auskomment ieren ) und e ingeben
9 Date iauswah l <−0 # E r s t e l l t Vektor mit e r s t e r Z e i l e I n h a l t "0"
10 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR5 ")
11 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR10 ")
12 Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR15 ")
13 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR20 ")
14 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MCAR25 ")
15 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR5 ")
16 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR10 ")
17 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR15 ")
18 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR20 ")
19 #Date iauswah l <−r b i n d ( Date iauswah l , " srv_MAR25 ")
20 Date iauswah l <−Date i auswah l [ −1 , ] # l o e s c h t e r s t e Z e i l e mit I n h a l t "0"
21
22 #Pfad e ingeben
23
24 #Eingaben Ende #############################
25
26 #notwend ige s Paket l aden
27 ca t (" Notwendiges Paket w i rd ge laden , muss e v t l . noch i n s t a l l i e r t werden . " , "\n ")
28 l i b r a r y ( e1071 )
29
30 #EM−Algo r i thmus Funkt ion a u f s t e l l e n
31 EMalg <− f u n c t i o n ( x , t o l e r a n c e =.001){ #Funkt ion des EM Algo r i thmus e i n f ü h r e n
32 # x Datensatz mit F e h l s t e l l e n

















35 ### a neue V a r i a b l e n / Z aeh l e r g e n e r i e r e n
36 mis <− i s . na ( x ) #Datensatz mit f e h l e n d e n Werten aus Datensatz x
37 neu . i m p u t i e r t <− x #Datensatz nach de r Imputa t i on I t e r a t i o n i
38 a l t . i m p u t i e r t <− x #Z w i s c h e n s p e i c h e r f ü r i m p u t i e r t e n Datensatz I t e r a r t i o n i −1
39 #z a e h l e r <− 1 #Z aeh l e r g e n e r i e r e n und 1 s e t z e n
40 reach . t o l <− 0 #Anzahl de r Beobachtungen d i e To l e r anz e r f u e l l e n
41 va r . mat r i x <− as . mat r i x ( va r ( na . e x c l u d e ( x ) ) ) #Va r i a n zma t r i x aus den vorhandenen Werten
42 m i t t e l . v e k t o r <− as . mat r i x ( app l y ( na . e x c l u d e ( x ) , 2 , mean ) ) #M i t t e l w e r t v e k t o r
43 #app l y : wendet e i n e Fkt : h i e r M i t t e l w e r t au f d i e Spa l t en ( durch "2" r e p r a e s e n t i e r t ) von x an ( ohne NA Werte )
44 I t e r a t i o n <−1 #um Anzahl I t e r a t i o n e n zu e r m i t t e l n
45
46 ### b Algo r i thmus
47 w h i l e ( r each . t o l != nrow ( neu . i m p u t i e r t ) ) { #s o l a n g e n i c h t a l l e i m p u t i e r t e n Werte i n To l e r anz l i e g e n
48 f o r ( i i n 1 : nrow ( x ) ) { #f u e r a l l e Z e i l e n von x
49 y_mis <−(c ( mis [ i , ] ) ) #y_mis d e f i n i e r e n : i . t e r Wert de r f e h l e n d e n Daten w i rd ausgewaeh l t
50 i f ( sum( y_mis ) != 0 ) { #f a l l s d i e Summe der f e h l e n d e n Werte i n de r Z e i l e i u n g l e i c h 0
51 #( a l s o f a l l s noch NA Werte vorhanden )
52 # E−S c h r i t t
53 i n v e r s e . va r . mat r i x <− s o l v e ( va r . mat r i x [ ! y_mis , ! y_mis ] ) #s o l v e : I n v e r s e de r M a t r i x m u l t i p i k a t i o n ( i n R : %∗%)
54 #von de r Va r i anz de r Matr i x ohne NA und den f e h l e n d e n Vektoren
55 neu . i m p u t i e r t [ i , y_mis ] <− m i t t e l . v e k t o r [ y_mis ] +
56 va r . mat r i x [ y_mis , ! y_mis ] %∗%
57 i n v e r s e . va r . mat r i x %∗%
58 ( t ( neu . i m p u t i e r t [ i , ! y_mis ])− t ( t ( m i t t e l . v e k t o r [ ! y_mis ] ) ) )
59 #neu . i m p u t i e r t an de r i . t en S t e l l e i n de r S p a l t e des f e h l e n d e n Wertes e r g i b t s i c h aus m i t t e l . v e k t o r
60 #und der I n v e r s e n de r va r . mat r i x de r f e h l e n d e n Werten und den beobachte t en Werten M a t r i x m u l t i p l i k a t i o n mit












62 #t : t r a n s p o n i e r t von neu . i m p u t i e r t de r beobachten Werten − M i t t e l w e r t v e k t o r an de r s t e l l e de r beob . Werte
63 }
64 }
65 # M−S c h r i t t :
66 va r . mat r i x <− va r ( ( neu . i m p u t i e r t ) ) #va r . mat r i x de r Va r i anz de r neuen i m p u t i e r t e n
67 #Werte zuwe i s en
68 m i t t e l . v e k t o r <− as . mat r i x ( app l y ( neu . i m p u t i e r t , 2 , mean ) ) #auch m i t t e l . v e k t o r mit den neuen Werten g e n e r i e r e n
69
70 # Abb ruchk r i t e r i um
71 reach . t o l <−0 #Anzahl de r Z e i l e n 0 s e t z e n
72 #i f ( z a e h l e r > 1){ # f a l l s Za e h l e r > 1 ( f u e r d i e 1 . I t e r a t i o n n i c h t s i n n v o l l )
73 i f ( I t e r a t i o n > 1){ #( f u e r d i e 1 . I t e r a t i o n n i c h t s i n n v o l l )
74 f o r ( l i n 1 : nrow ( neu . i m p u t i e r t ) ){ #f u e r a l l e Z e i l e n von den neu i m p u t i e r t e n
75 #f o r (m i n 1 : n co l ( neu . i m p u t i e r t ) ){ #f u e r a l l e Spa l t en von den neu i m p u t i e r t e n
76 i f ( abs ( ( a l t . i m p u t i e r t [ l ,31] − neu . i m p u t i e r t [ l , 3 1 ] ) ) > t o l e r a n c e ){
77 #f a l l s de r a b s o l u t e Betrag des a l t e n Wertes − des neuen i m p u t i e r t e n g r o e ß e r de r f e s t g e l e g t e n To l e ranz
78 reach . t o l <− r each . t o l #Anzahl de r ( guten ) Z e i l e n b l e i b t unv e r a ende r t
79 } e l s e {





85 ca t (" I t e r a t i o n " , I t e r a t i o n , " a b g e s c h l o s s e n " , "\n ")
86 I t e r a t i o n <− I t e r a t i o n +1
87 #z a e h l e r <− z a e h l e r+1 #Z aeh l e r r a u f s e t z e n

















89 }#Ende Whi le
90 r e t u r n ( neu . i m p u t i e r t ) #Gib d i e neu i m p u t i e r t e Matr i x zu rueck
91 }#Ende D e f i n i t i o n EM−Algo r i thmus
92
93 # Imputa t i on :
94 # f u e r j e d e Date i Daten e r s e t z e n und Ausgabe e i n e r v o l l s t a e n d i g e n Date i
95 f o r (D i n 1 : l e n g t h ( Date i au swah l ) ){ #von e i n s b i s Anzahl Date i en
96 # 1 . Date i l aden
97 ca t (" Date i " , Date i au swah l [D] , " w i rd f u e r d i e Imputa t i on e i n g e l e s e n . " , " \ n ")
98 Dateiname<− pas t e0 ( Pfad , Date i auswah l [ 1 ] , " . c s v " ) #Pfad und Dateinamen zusammenfuegen
99 s r v <− r ead . c sv2 ( f i l e =Dateiname , heade r=TRUE) #Date i l aden
100
101 # 2 . Vo rbe r e i t ungen
102 #f u e r V e r g l e i c h de r wahren Werte am Ende e i n e e x t r a S p a l t e e i n f u e g e n
103 Wer t f eh l t <−0 #V a r i a b l e d e f i n i e r e n
104 f o r ( i i n 1 : nrow ( s r v ) ){ #f u e r a l l e Z e i l e n des Daten sa t z e s
105 i f ( i s . na ( srv$V_FLEISTUNG1 [ i ] ) ) { #f a l l s V_FLEISTUNG1 NA i s t
106 W e r t f e h l t [ i ]<−1} #s e t z e W e r t f e h l t 1
107 e l s e { W e r t f e h l t [ i ]<−0} #s o n s t 0
108 }
109 s rv <−cb ind ( s rv , W e r t f e h l t ) #fuege neue S p a l t e W e r t f e h l t an den Datensatz an
110
111 V_FLEISTUNG_trans<−s q r t ( srv$V_FLEISTUNG1 ) #V a r i a b l e g e e i g n e t t r a n s f o r m i e r e n
112 s rv <−cb ind ( s rv , V_FLEISTUNG_trans ) #und an Datensatz mit an fuegen
113
114 # 3 . EM auf t r a n s f o r m i e r t e V a r i a b l e ( S p a l t e 51) anwenden , dabe i V_FLEISTUNG 2 und 3 , de ren












116 #v o r l a s s e n ( z u v i e l e F e h l s t e l l e n )
117 srv_neu<−s r v [ , c ( 6 , 8 : 1 2 , 1 6 , 1 7 , 2 4 , 2 5 , 2 7 , 3 0 : 4 5 , 4 7 : 4 9 , 5 1 ) ] #ohne Va r i ab l en , d i e k e i n e s i n n v o l l e
118 #Bedeutung , wie HHNR, V_SONST, GEWICHT, STICHTAG und W e r t f e h l t ; ohne V a r i a b l e n d i e nur 0en
119 #oder 1en : min_V_FUEHR_PKW da M a t r i x r e c h e n r e g e l n , ohne V_ANZ_PKW_PRIV i d e n t i s c h E_ANZ_PKW
120 #(Detemer inante −> 0 −> Matr i x s i n g u l a e r )
121
122 # 4 . EM Algo r i thmus Funkt ion anwenden
123 ca t (" Der EM−Algo r i thmus w i rd g e s t a r t e t . " , "\n ")
124 srv_neu . i m p u t i e r t <− EMalg ( srv_neu , t o l e r a n c e =.0001) #Datensatz srv_neu
125 ca t (" Imputa t i on beendet . " , "\n ")
126
127 # 5 . z u r u e c k t r a n s f o r m i e r e n
128 V_FLEISTUNG1<−(srv_neu . imputiert$V_FLEISTUNG_trans )^2
129 srv_neu . i m p u t i e r t <−cb ind ( srv_neu . i m p u t i e r t , V_FLEISTUNG1) #an Datensatz mit an fuegen
130 srv_neu . i m p u t i e r t <−cb ind ( srv_neu . i m p u t i e r t , s r v $ W e r t f e h l t ) #an Datensatz mit an fuegen
131 srv_neu . i m p u t i e r t <−cb ind ( srv_neu . i m p u t i e r t , srv$HHNR )
132
133 # 6 . i m p u t i e r t e Daten p l o t t e n
134 g r a p h i c s . o f f ( )
135 p l o t ( rownames ( s r v ) , srv$V_FLEISTUNG1 , type="p " , x l a b="Zei lennummer de r Beobachtung " , y l a b="V_FLEISTUNG1 i n Tkm" ,
main = ’V_FLEISTUNG1 ( i m p u t i e r t e Daten i n r o t ) ’ , y l im=c (0 ,400 ) , cex =0.8 , l a s =1, c o l =’ b lack ’ )
136 p o i n t s ( which ( i s . na ( srv$V_FLEISTUNG1 ) ) , s rv_neu . imputiert$V_FLEISTUNG1 [ which ( i s . na ( srv$V_FLEISTUNG1 ) ) ] , t ype="p " ,
137 c o l =’ red ’ ) #i m p u t i e r t e Daten i n Rot u e b e r l a g e r n
138
139 # 7 . K o n t r o l l e
140 ca t (" K o n t r o l l e : " , " \ n ")

















142 e n t h a l t e n
143 ca t (" Anzahl de r F e h l s t e l l e n nach de r E r s e t zung : " , l e n g t h ( f e h l s t e l l e n ) , "\ n ")
144
145 # 8 . E x p o r t i e r e n
146 Expo r t da t e i <−pas t e0 (" EMAlgorithmus_ " , Date i auswah l [D ] , " . c sv " )
147 w r i t e . t a b l e ( x=(srv_neu . i m p u t i e r t ) , f i l e =Expo r t da t e i , sep =";" , dec =" ," , row . names=FALSE , c o l . names=TRUE, quote=TRUE)
148 ca t (" T a b e l l e wurde g e s p e i c h e r t " , "\ n ")
149 }#Ende f o r S c h l e i f e f u e r a l l e Date i en
Direkter Vergleich imputierter und wahrer Werte
1 #e v e n t u e l l e A l t v a r i a b l e n aus dem System l o e s c h e n
2 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
3 ca t ( "\014") #l o e s c h t d i e Konso le
4 ca t (" S k r i p t nimmt e i n en d i r e k t e n V e r g l e i c h t de r e r s e t z t e n Werte und den o r i g i n a l e n Daten vor . " , "\n ")
5 #Eingaben ############################
6 # Date i en auswaeh len ( Z e i l e n e i n oder auskomment ieren ) und e ingeben
7 Date iauswah l <−0 # E r s t e l l t Vektor mit e r s t e r Z e i l e I n h a l t "0"
8
9 #f u e r e i n e g e e i g n e t e D a r s t e l l u n g de r P l o t s ( Feh lerquadratsumme ) j e w e i l s a l l e MCAR bzw . MAR anwaehlen
10 #M i t t e l w e r t i m p u t a t i o n e n :
11 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MCAR5 ")
12 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MCAR10 ")
13 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MCAR15 ")
14 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MCAR20 ")
15 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MCAR25 ")
16 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MAR5 ")












18 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MAR15 ")
19 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MAR20 ")
20 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MAR25 ")
21
22 #R e g r e s s i o n s i m p u t a t i o n e n :
23 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MCAR5 ")
24 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MCAR10 ")
25 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MCAR15 ")
26 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MCAR20 ")
27 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MCAR25 ")
28 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MAR5 ")
29 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MAR10 ")
30 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MAR15 ")
31 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MAR20 ")
32 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MAR25 ")
33
34 #EM−Algo r i thmus :
35 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MCAR5 ")
36 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MCAR10 ")
37 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MCAR15 ")
38 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MCAR20 ")
39 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MCAR25 ")
40 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MAR5 ")
41 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MAR10 ")
42 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MAR15 ")
43 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MAR20 ")


















45 Date iauswah l <−Date i auswah l [ −1 , ] # l o e s c h t e r s t e Z e i l e mit I n h a l t "0"
46
47 # Pfad e i ngeben
48 #b e r e i n i g t e T a b e l l e ohne F e h l s t e l l e n ( f u e r " wahre " Werte ) :
49 s rv_komp le t t # SrV−Datensatz a l s Re f e r en z l aden
50
51 #Eingaben Ende #############################
52
53 #Vo rbe r e i t ung
54 spa l tenname<−Date i auswah l #Fuer d i e Uebergabe de r Spaltennamen am Ende
55 zaeh le r_min <−0 #Za eh l e r f u e r Wer t ebe r e i ch Minimum
56 zaehler_max <−0 #Za eh l e r f u e r Wer t ebe r e i ch Maximum
57 Max_imputiert <−0 #f u e r Ausgabe Wer t ebe r e i ch Maximum g e n e r i e r e n
58 Min_imput ie r t <−0 #f u e r Ausgabe Wer t ebe r e i ch Minimum g e n e r i e r e n
59 Zusammenfassung<−0 #Matr i x f u e r Zusammenfassung g e n e r i e r e n
60 Quar t i l_1 <−0 #Quar t i l_1 g e n e r i e r e n
61 Quar t i l_3 <−0 #Quar t i l_3 g e n e r i e r e n
62 mit t l e re_abw <−0 #m i t t l e r e Abweichung g e n e r i e r e n
63 Median<−0 #Median g e n e r i e r e n
64 Feh l e r quad ra t <−0 #F e h l e r q u a d r a t g e n e r i e r e n
65 Fehlerquadratsumme <−0 #Fehlerquadratsumme g e n e r i e r e n
66 Wer teVe rg l e i ch <−mat r i x ( 0 , 1 , 2 ) #Matr i x f u e r V e r g l e i c h wahrer mit i m p u t i e r t e r Werte g e n e r i e r e n
67 D i f f e r e n z <−0 #D i f f e r e n z f u e r Abweichung g e n e r i e r e n
68 Feh l e r <−0 #g e n e r i e r e n ( f u e r Feh lerquadratsumme )
69 F e h l s t e l l e n <−0 #Anzahl F e h l s t e l l e n f u e r s p e z i f i s c h e Feh lerquadratsumme g e n e r i e r e n
70













72 f o r (D i n 1 : l e n g t h ( Date i au swah l ) ){ # von e i n s b i s Anzahl Date i en
73 #Vo rbe r e i t ung
74 # 1 . Date i l aden
75 ca t (" Date i " , Date i au swah l [D] , " w i rd f u e r den V e r g l e i c h e i n g e l e s e n . " , " \ n ")
76 Dateiname<− pas t e0 ( Pfad , Date i auswah l [D ] , " . c s v " ) # Pfad und Dateinamen zusammenfuegen
77 s r v _ i m p u t i e r t <− r ead . c sv2 ( f i l e =Dateiname , heade r=TRUE) # Date i l aden
78
79 # Fuer V e r g l e i c h ohne u n p l a u s i b l e Werte : e i nma l A u s r e i s s e r au f das Maximum bzw . M i t t e l w e r t von
80 srv_komplett$V_FLEISTUNG1 s e t z e n
81 # f o r ( i i n 1 : l e n g t h ( srv_imputiert$V_FLEISTUNG1 )){
82 # Maximum :
83 #i f ( srv_imputiert$V_FLEISTUNG1 [ i ] >200){ srv_imputiert$V_FLEISTUNG1 [ i ]<−max( srv_komplett$V_FLEISTUNG1 )}}
84 # M i t t e l w e r t :
85 #i f ( srv_imputiert$V_FLEISTUNG1 [ i ] >200){ srv_imputiert$V_FLEISTUNG1 [ i ]<−mean( srv_komplett$V_FLEISTUNG1 )}}
86
87 #2. Wer t ebe r e i ch de r V a r i a b l e V_FLEISTUNG1 p ru e f en
88 zaeh le r_min<−zaeh l e r_min +1 #Z aeh l e r um e i n s hochse t z en
89 zaehler_max<−zaehler_max +1 #Zae h l e r um e i n s hochse t z en
90
91 Min_imput i e r t [ zaeh l e r_min ]<−min ( srv_imputiert$V_FLEISTUNG1 )
92 Max_imput iert [ zaeh ler_max]<−max( srv_imputiert$V_FLEISTUNG1 )
93 r b i n d ( Max_imputiert , Max_imput iert [ zaeh ler_max ] ) #Re ihenwe i s e anb inden
94
95 #3. V e r g l e i c h wahrer Wert ( de r f u e r Z u f a l l s d a t e i e n e n t f e r n t wurde ) mit den i m p u t i e r t e n
96 Wer teVe rg l e i ch <−0
97 f o r ( i i n 1 : nrow ( s r v _ i m p u t i e r t )){# f u e r a l l e Z e i l e n von s r v _ i m p u t i e r t


















99 Wer teVe rg l e i ch <−r b i n d ( Wer teVe rg l e i ch , c ( srv_komplett$V_FLEISTUNG1 [ i ] , srv_imputiert$V_FLEISTUNG1 [ i ] ) ) #S p a l t e
100 de r wahren Werte von V_FLEISTUNG1 anfuegen
101 }}
102 Wer teVe rg l e i ch <−Wer t eVe rg l e i c h [ −1 ,]# e r s t e u n s i n n i g e Z e i l e l o e s c h e n
103 D i f f e r e n z <−Wer t eVe rg l e i c h [ ,1 ] − Wer t eVe rg l e i c h [ ,2 ]# D i f f e r e n z x_wahr−x_imp ( Abweichung berechnen )
104
105 f e h l e n <−which ( s r v _ i m p u t i e r t $ W e r t f e h l t ==1) #Vektor mit a l l e n F e h l s t e l l e n
106 F e h l s t e l l e n <−l e n g t h ( f e h l e n ) #Anzahl F e h l s t e l l e n
107 mit t l e re_abw <−cb ind ( mit t l e re_abw , mean ( D i f f e r e n z ) ) #m i t t l e r e Abweichung berechnen und an Vektor uebergeben
108 Median<−cb ind ( Median , median ( D i f f e r e n z ) ) #Median berechnen und an Vektor uebergeben
109 Quar t i l_1 <−cb ind ( Quar t i l_1 , q u a n t i l e ( D i f f e r e n z , 0 . 2 5 ) ) #1. Q u a r t i l be rechnen und an Vektor uebergeben
110 Quar t i l_3 <−cb ind ( Quar t i l_3 , q u a n t i l e ( D i f f e r e n z , 0 . 7 5 ) ) #3. Q u a r t i l be rechnen und an Vektor uebergeben
111 Feh l e r quad ra t <−(D i f f e r e n z )^2 #F e h l e r q u a d r a t be rechnen
112 Fehlerquadratsumme<−cb ind ( Fehlerquadratsumme , sum( F e h l e r q u a d r a t ) ) #Fehlerquadratsumme an Vektor uebergeben
113 Feh l e r <−cb ind ( Feh l e r , sum( F e h l e r q u a d r a t )/ F e h l s t e l l e n ) #s p e z i f i s c h e r F e h l e r be rechnen und an Vektor uebergeben
114 Zusammenfassung<−r b i n d ( Quar t i l_1 , mit t l e re_abw , Median , Quar t i l_3 , Fehlerquadratsumme , F e h l e r )
115 #a l l e s an Zusammenfassung anb inden
116
117 #4. P l o t s
118 #4.1 Boxp lot de r Abweichungen
119 g r a p h i c s . o f f ( )
120 Plotname<−pas t e0 (" Boxplot_ " , Date i auswah l [D ] , " . png ")
121 png ( f i l e n a m e=Plotname , width = 250 , h e i g h t = 600)
122 boxp l o t ( D i f f e r e n z , cex . l a b =1.23 , y l im=c ( −300 ,200) , y l a b="Abweichung des i m p u t i e r t e n vom wahren Wert " )
123 a x i s (2 , a t=seq ( −300 ,200 ,50))# Beze ichnung x−Achse
124 dev . o f f ( )













127 #Zusammenfassung zum V e r g l e i c h wahre Werte und i m p u t i e r t e
128 Zusammenfassung<−Zusammenfassung [ , −1]# e r s t e u n s i n n i g e S p a l t e l o e s c h e n
129 rownames ( Zusammenfassung)<−c ( " 1 . Q u a r t i l " , " M i t t e l w e r t " , " Median " , " 3 . Q u a r t i l " , " Feh lerquadratsumme " ,
130 " s p e z i f i s c h e Fehlerquadratsumme ") #Zei lennamen
131 co lnames ( Zusammenfassung)<−c ( spa l tenname ) #Spaltennamen uebergeben
132
133 #Ausgabe Wer t ebe r e i ch de r i m p u t i e r t e n Daten
134 min ( Min_imput i e r t ) #Minimum von V_FLEISTUNG1 der i m p u t i e r t e n Daten = 0
135 max( Max_imput iert ) #Maximum von V_FLEISTUNG1 der i m p u t i e r t e n Daten = 401 ,27
136
137 #4.2 Fehlerquadratsumme
138 #g r a p h i c s . o f f ( )
139 #Plotname<−pas t e0 (" SpezFehler_MCAR . png ")
140 #png ( f i l e n a m e=Plotname , width = 400 , h e i g h t = 400)
141 #par ( mar=c (4 ,4 ,2 ,2))# Groeße / Raender des P l o t s e i n r i c h t e n
142 #x<−1:5# f u e r x−Achse Laenge e i n s t e l l e n
143 #f<−min ( Zusammenfassung [6 , ] )# f u e r y−Achse Min−Wert d e f i n i e r e n
144 #g<−max( Zusammenfassung [6 , ] )# f u e r y−Achse Max−Wert d e f i n i e r e n
145 #p l o t ( Zusammenfassung [ 6 , 1 : 5 ] , cex . l a b =1.4 , xax t="n " , y l im=c (0 , 400 ) , x l a b=" F e h l s t e l l e n i n %" ,
146 y l ab=" s p e z i f i s c h e Fehlerquadratsummen ")
147 #p o i n t s ( Zusammenfassung [ 6 , 6 : 1 0 ] , pch=2)
148 #p o i n t s ( Zusammenfassung [ 6 , 1 1 : 1 5 ] , pch=0)
149 #a x i s (1 , a t=x , l a b e l s=c ("5" , "10" , "15" , "20" , "25" ) )# Beze ichnung x−Achse
150 #legend (" t o p r i g h t " , c ( " M i t t e l w e r t i m p u t a t i o n " , " R e g r e s s i o n s i m p u t a t i o n " , "EM−Algo r i thmus " ) , cex =1.3 ,
151 pch=c (1 , 2 , 0 ) , xpd = TRUE) #Legende


















154 #5. E x p o r t i e r e n
155 w r i t e . t a b l e ( x=Zusammenfassung , f i l e ="Zusammenfassung_ohneAusre i s se r . c s v " , sep =";" , dec =" ," ,
156 row . names=TRUE, c o l . names=TRUE, quote=TRUE)
157 ca t (" T a b e l l e f u e r d i e Zusammenfassung wurde g e s p e i c h e r t " , "\ n ")
Vergleich kompletter Datensätze
1 #e v e n t u e l l e A l t v a r i a b l e n aus dem System l o e s c h e n
2 rm( l i s t = l s ( a l l = TRUE) ) #l o e s c h t d i e G l oba l Env i ronment
3 ca t ( "\014") #l o e s c h t d i e Konso le
4 ca t (" S k r i p t v e r g l e i c h t d i e v e r v o l l s t a e n d i g t e n Datensae t ze mit den o r i g i n a l e n Daten anhand de r K r i t e r i e n
5 M i t t e l w e r t und Var i anz . " , "\n ")
6 #Eingaben ############################
7 # Date i en auswaeh len ( Z e i l e n e i n oder auskomment ieren ) und e ingeben
8 Date iauswah l <−0 # E r s t e l l t Vektor mit e r s t e r Z e i l e I n h a l t "0"
9
10 #f u e r e i n e g e e i g n e t e D a r s t e l l u n g de r P l o t s ( M i t t e lwe r t , Va r i anz ) j e w e i l s a l l e MCAR bzw . MAR anwaehlen
11 #M i t t e l w e r t i m p u t a t i o n e n :
12 #Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MCAR5 ")
13 #Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MCAR10 ")
14 #Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MCAR15 ")
15 #Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MCAR20 ")
16 #Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MCAR25 ")
17 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MAR5 ")
18 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MAR10 ")
19 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MAR15 ")













21 Date iauswah l <−r b i n d ( Date iauswah l , " Mitte lwert imputat ion_srv_MAR25 ")
22
23 #R e g r e s s i o n s i m p u t a t i o n e n :
24 #Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MCAR5 ")
25 #Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MCAR10 ")
26 #Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MCAR15 ")
27 #Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MCAR20 ")
28 #Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MCAR25 ")
29 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MAR5 ")
30 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MAR10 ")
31 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MAR15 ")
32 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MAR20 ")
33 Date iauswah l <−r b i n d ( Date iauswah l , " Regression_AIC_srv_MAR25 ")
34
35 #EM−Algo r i thmus :
36 #Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MCAR5 ")
37 #Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MCAR10 ")
38 #Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MCAR15 ")
39 #Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MCAR20 ")
40 #Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MCAR25 ")
41 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MAR5 ")
42 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MAR10 ")
43 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MAR15 ")
44 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MAR20 ")
45 Date iauswah l <−r b i n d ( Date iauswah l , " EMAlgorithmus_srv_MAR25 ")



















48 #Pfad e ingeben
49 #b e r e i n i g t e T a b e l l e ohne F e h l s t e l l e n ( f u e r " wahre " Werte ) :
50 s rv_komp le t t # SrV Datensatz a l s Re f e r en z l aden
51
52 #Eingaben Ende #############################
53
54 #Vo rbe r e i t ung
55 v e r g l e i c h _ m i t t e l <−0 # T a b e l l e f u e r M i t t e l w e r t g e n e r i e r e n
56 v e r g l e i c h _ v a r i a n z <−0 # T a b e l l e f u e r Va r i anz g e n e r i e r e n
57 spa l tenname<−Date i auswah l # Fuer d i e Uebergabe de r Spaltennamen am Ende
58 Zfsg <−0 # Matr i x f u e r Zusammenfassung g e n e r i e r e n
59
60 #Re f e r en zda t en :
61 mi t t e l_komp l e t t <−mean( srv_komplett$V_FLEISTUNG1 ) # M i t t e l w e r t de r Ausgangsdaten
62 va r i anz_komp le t t <−va r ( srv_komplett$V_FLEISTUNG1 ) # Var i anz de r Ausgangsdaten
63 Minimum_or ig ina l<−min ( srv_komplett$V_FLEISTUNG1 ) # 0
64 Maximum_original<−max( srv_komplett$V_FLEISTUNG1 ) # 200
65
66 # f u e r j e d e Date i Daten v e r g l e i c h e n und Ausgabe e i n e r v o l l s t a e n d i g e n Date i f u e r j e d e s K r i t e r i u m
67 f o r (D i n 1 : l e n g t h ( Date i au swah l ) ){ # von e i n s b i s Anzahl Date i en
68
69 # 1 . Date i l aden
70 ca t (" Date i " , Date i au swah l [D] , " w i rd f u e r den V e r g l e i c h e i n g e l e s e n . " , " \ n ")
71 Dateiname<− pas t e0 ( Pfad , Date i auswah l [D ] , " . c sv " ) # Pfad und Dateinamen zusammenfuegen
72 s r v _ i m p u t i e r t <− r ead . c sv2 ( f i l e =Dateiname , heade r=TRUE) # Date i l aden
73













75 von srv_komplett$V_FLEISTUNG1 s e t z e n
76 # f o r ( i i n 1 : l e n g t h ( srv_imputiert$V_FLEISTUNG1 )){
77 # Maximum :
78 # i f ( srv_imputiert$V_FLEISTUNG1 [ i ] >200){ srv_imputiert$V_FLEISTUNG1 [ i ]<−max( srv_komplett$V_FLEISTUNG1 )}}
79 # M i t t e l w e r t :
80 # i f ( srv_imputiert$V_FLEISTUNG1 [ i ] >200){ srv_imputiert$V_FLEISTUNG1 [ i ]<−mean ( srv_komplett$V_FLEISTUNG1 )}}
81
82 # 2 . V e r g l e i c h
83 # 2 .1 M i t t e l w e r t
84 v e r g l e i c h s v e k t o r <−0 #V e r g l e i c h s v e k t o r 0 s e t z e n
85 v e k t o r z a e h l e r <−0 #V e k t o r z a e h l e r 0 s e t z e n
86
87 v e k t o r z a e h l e r <−v e k t o r z a e h l e r+1 #V e k t o r z a e h l e r e i n s hochse t z en
88 v e r g l e i c h s v e k t o r [ v e k t o r z a e h l e r ]<−mi t t e l_komp l e t t #M i t t e l w e r t de r komple t ten Daten i n V e r g l e i c h s v e k t o r s p e i c h e r n
89
90 m i t t e l _ i m p u t i e r t <−mean ( srv_imputiert$V_FLEISTUNG1 ) # M i t t e l w e r t de r i m p u t i e r t e n Daten berechnen
91 v e k t o r z a e h l e r <−v e k t o r z a e h l e r+1 # V e k t o r z a e h l e r um e i n s hoch s e t z e n
92 v e r g l e i c h s v e k t o r [ v e k t o r z a e h l e r ]<− m i t t e l _ i m p u t i e r t # M i t t e l w e r t de r i m p u t i e r t e n Daten s p e i c h e r n
93
94 abwe ichung_mit te l <−m i t t e l _ i m p u t i e r t −mi t t e l_komp l e t t # Abweichung des M i t t e l w e r t s de r i m p u t i e r t e n Daten berechnen
95 v e k t o r z a e h l e r <−v e k t o r z a e h l e r+1 # V e k t o r z a e h l e r e i n s hoch se t z en
96 v e r g l e i c h s v e k t o r [ v e k t o r z a e h l e r ]<−abwe i chung_mi t te l # Abweichung des M i t t e l w e r t s i n V e r g l e i c h s v e k t o r s p e i c h e r n
97
98 v e r g l e i c h _ m i t t e l <−cb ind ( v e r g l e i c h _ m i t t e l , v e r g l e i c h s v e k t o r ) #Matr i x v e r g l e i c h _ m i t t e l mit a k t u e l l e n Vektor f u e l l e n
99 rownames ( v e r g l e i c h _ m i t t e l )<−c (" M i t t e l w e r t beobach te t " , " M i t t e l w e r t i m p u t i e r t " , " Abweichung ") #Z e i l e n benennen
100


















102 v e r g l e i c h s v e k t o r <−0 #V e r g l e i c h s v e k t o r 0 s e t z e n
103 v e k t o r z a e h l e r <−0 #V e k t o r z a e h l e r 0 s e t z e n
104
105 v e k t o r z a e h l e r <−v e k t o r z a e h l e r+1 #V e k t o r z a e h l e r e i n s hochse t z en
106 v e r g l e i c h s v e k t o r [ v e k t o r z a e h l e r ]<−va r i anz_komp l e t t #Var i anz de r komple t ten Daten i n V e r g l e i c h s v e k t o r s p e i c h e r n
107
108 v a r i a n z _ i m p u t i e r t <−va r ( srv_imputiert$V_FLEISTUNG1 ) # Var i anz de r i m p u t i e r t e n Daten berechnen
109 v e k t o r z a e h l e r <−v e k t o r z a e h l e r+1 #V e k t o r z a e h l e r e i n s hochse t z en
110 v e r g l e i c h s v e k t o r [ v e k t o r z a e h l e r ]<− v a r i a n z _ i m p u t i e r t #Var i anz de r i m p u t i e r t e n Daten i n V e r g l e i c h s v e k t o r s p e i c h e r n
111
112 abwe ichung_var ianz <−v a r i a n z _ i m p u t i e r t −va r i anz_komp l e t t # Abweichung de r Va r i anz de r i m p u t i e r t e n Daten berechnen
113 v e k t o r z a e h l e r <−v e k t o r z a e h l e r+1 #V e k t o r z a e h l e r e i n s hochse t z en
114 v e r g l e i c h s v e k t o r [ v e k t o r z a e h l e r ]<−abwe ichung_var i anz #Abweichung de r Va r i anz i n V e r g l e i c h s v e k t o r s p e i c h e r n
115
116 v e r g l e i c h _ v a r i a n z <−cb ind ( v e r g l e i c h _ v a r i a n z , v e r g l e i c h s v e k t o r ) #Matr i x mit a k t u e l l e n Vektor f u e l l e n
117 rownames ( v e r g l e i c h _ v a r i a n z )<−c (" Va r i anz beobach te t " , " Va r i anz i m p u t i e r t " , " Abweichung ") #Matr i x Z e i l e n benennen
118
119 #3. P l o t s
120 #3.1 Boxp lo t s de r i m p u t i e r t e n Datensaetze , g e g e n u e b e r s t e l l e n mit wahrem Datensatz
121 g r a p h i c s . o f f ( )
122 Plotname<−pas t e0 (" Boxp lot_komplet t " , Date i au swah l [D ] , " . png ")
123 png ( f i l e n a m e=Plotname , width = 250 , h e i g h t = 600)
124 boxp l o t ( srv_imputiert$V_FLEISTUNG1 , cex . l a b =1.5 , y l ab="V_FLEISTUNG1 i n Tkm" , y l im=c (0 , 400 ) , xax t="n ")
125 a x i s (2 , a t=seq (0 ,400 ,50))# Beze ichnung y−Achse
126 dev . o f f ( )
127














130 } #Ende f u e r a l l e Date i en
131
132 #3.2 Boxp lo t s wahrer Datensatz
133 g r a p h i c s . o f f ( )
134 Plotname<−pas t e0 (" B o x p l o t _ o r i g i n a l 1 . png ")
135 png ( f i l e n a m e=Plotname , width = 250 , h e i g h t = 600)
136 boxp l o t ( srv_komplett$V_FLEISTUNG1 , cex . l a b =1.5 , y l a b="V_FLEISTUNG1 i n Tkm" , y l im=c (0 , 400 ) )
137 a x i s (2 , a t=seq (0 ,400 ,50))# Beze ichnung y−Achse
138 dev . o f f ( )
139
140 #Zusammenfassung Summary−Werte de r v e r v o l l s t a e n d i g t e n Datensae t ze
141 Zfsg<−Zfsg [ , −1] #e r s t e u n s i n n i g e S p a l t e l o e s c h e n
142 co lnames ( Zf sg)<−c ( spa l tenname ) #Spaltennamen uebergeben
143
144 v e r g l e i c h _ m i t t e l <−v e r g l e i c h _ m i t t e l [ , −1] # e r s t e u n s i n n i g e S p a l t e l o e s c h e n
145 v e r g l e i c h _ v a r i a n z <−v e r g l e i c h _ v a r i a n z [ , −1] # e r s t e u n s i n n i g e S p a l t e l o e s c h e n
146
147 # Spaltennamen s e t z e n
148 co lnames ( v e r g l e i c h _ m i t t e l )<−c ( spa l tenname ) #f u e r V e r g l e i c h _ m i t t e l
149 co lnames ( v e r g l e i c h _ v a r i a n z )<−c ( spa l tenname ) #f u e r V e r g l e i c h _ v a r i a n z
150
151 #3.3 P lo t f u e r Abweichung vom M i t t e l w e r t
152 g r a p h i c s . o f f ( )
153 Plotname<−pas t e0 (" Mittelwert_MAR . png ")
154 png ( f i l e n a m e=Plotname , width = 400 , h e i g h t = 400)



















156 x<−1:5# f u e r x−Achse Laenge e i n s t e l l e n
157 a<−min ( v e r g l e i c h _ m i t t e l [ 3 , ] / m i t t e l_komp l e t t ∗100)# f u e r y−Achse Min−Wert d e f i n i e r e n
158 b<−max( v e r g l e i c h _ m i t t e l [ 3 , ] / m i t t e l_komp l e t t ∗100)# f u e r y−Achse Max−Wert d e f i n i e r e n
159 p l o t ( v e r g l e i c h _ m i t t e l [ 3 , 1 : 5 ] / m i t t e l_komp l e t t ∗100 , cex . l a b =1.3 , x l a b=" F e h l s t e l l e n i n %" ,
160 y l ab=" r e l a t i v e Abweichung vom wahren M i t t e l w e r t i n %" , y l im=c ( −7 ,1) , xax t="n")# P lo t f u e r M i t t e l w e r t i m p u t a t i o n
161 a b l i n e ( h=0, l t y =2)
162 p o i n t s ( v e r g l e i c h _ m i t t e l [ 3 , 6 : 1 0 ] / m i t t e l_komp l e t t ∗100 , pch=2)#R e g r e s s i o n s i m p u t a t i o n Punkte h i n zu f u egen
163 p o i n t s ( v e r g l e i c h _ m i t t e l [ 3 , 1 1 : 1 5 ] / m i t t e l_komp l e t t ∗100 , pch=0)#EM−Algo r i thmus Punkte h i n zu f u egen
164 a x i s (1 , a t=x , l a b e l s=c ( "5" , "10" , "15" , "20" , "25" ) )# Beze ichnung x−Achse
165 l egend (" b o t t o m l e f t " , c ( " M i t t e l w e r t i m p u t a t i o n " , " R e g r e s s i o n s i m p u t a t i o n " , "EM−Algo r i thmus " ) , cex =1.3 ,
166 pch=c (1 , 2 , 0 ) , xpd = TRUE)#Legende
167 dev . o f f ( )
168
169 #3.4 P lo t f u e r Abweichung von de r Va r i anz
170 g r a p h i c s . o f f ( )
171 Plotname<−pas t e0 (" Varianz_MAR . png ")
172 png ( f i l e n a m e=Plotname , width = 400 , h e i g h t = 400)
173 par ( mar=c (4 ,4 ,1 ,1))# Groeße / Raender des P l o t s e i n r i c h t e n
174 x<−1:5# f u e r x−Achse Laenge e i n s t e l l e n
175 d<−min ( v e r g l e i c h _ v a r i a n z [ 3 , ] / va r i anz_komp l e t t ∗100)# f u e r y−Achse Min−Wert d e f i n i e r e n
176 e<−max( v e r g l e i c h _ v a r i a n z [ 3 , ] / va r i anz_komp l e t t ∗100)# f u e r y−Achse Max−Wert d e f i n i e r e n
177 p l o t ( v e r g l e i c h _ v a r i a n z [ 3 , 1 : 5 ] / va r i anz_komp l e t t ∗100 , cex . l a b =1.3 , x l a b=" F e h l s t e l l e n i n %" ,
178 y l ab=" r e l a t i v e Abweichung von de r wahren Var i anz i n %" , xax t="n " , y l im=c ( −35 ,15))# M i t t e l w e r t i m p u t a t i o n P lo t
179 a b l i n e ( h=0, l t y =2)
180 p o i n t s ( v e r g l e i c h _ v a r i a n z [ 3 , 6 : 1 0 ] / va r i anz_komp l e t t ∗100 , pch=2)#R e g r e s s i o n s i m p u t a t i o n Punkte h i n zu f u egen
181 p o i n t s ( v e r g l e i c h _ v a r i a n z [ 3 , 1 1 : 1 5 ] / va r i anz_komp l e t t ∗100 , pch=0)#EM−Algo r i thmus Punkte h i n zu f u egen














183 l eg end (" b o t t o m l e f t " , c ( " M i t t e l w e r t i m p u t a t i o n " , " R e g r e s s i o n s i m p u t a t i o n " , "EM−Algo r i thmus " ) , cex =1.3 ,
184 pch=c (1 , 2 , 0 ) , xpd = TRUE)#Legende
185 dev . o f f ( )
186
187 #4. E x p o r t i e r e n
188 w r i t e . t a b l e ( x=v e r g l e i c h _ m i t t e l , f i l e =" V e r g l e i c h _ m i t t e l . c s v " , sep =";" , dec =" ," , row . names=FALSE , c o l . names=TRUE)
189 ca t (" T a b e l l e f u e r den M i t t e l w e r t wurde g e s p e i c h e r t " , "\ n ")
190 w r i t e . t a b l e ( x=v e r g l e i c h _ v a r i a n z , f i l e =" V e r g l e i c h _ v a r i a n z . c sv " , sep =";" , dec =" ," , row . names=FALSE , c o l . names=TRUE)
191 ca t (" T a b e l l e f u e r d i e Va r i anz wurde g e s p e i c h e r t " , "\ n ")
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