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Abstract
The Burrows-Wheeler transform (BWT) is a permutation whose applications are prevalent in data
compression and text indexing. The bijective BWT is a bijective variant of it that has not yet
been studied for text indexing applications. We fill this gap by proposing a self-index built on the
bijective BWT. The self-index applies the backward search technique of the FM-index to find a
pattern P with O(|P | lg |P |) backward search steps.
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1 Introduction
The Burrows-Wheeler transform (BWT) [6] is a transformation permuting all symbols of a
given string T . It is obtained by sorting all cyclic rotations (conjugates) of T with respect to
the lexicographical order and writing the last character of the i-th sorted cyclic rotation in a
linear manner from i = 1 to i = |T |. The BWT tends to group identical characters together.
All cyclic rotations of a given string share the same BWT. However, there are strings that are
not the BWT of any string (e.g., bccaab cannot be reversed). A variant, called the bijective
BWT [15], is a bijective transformation. It is based on the Lyndon factorization [7] of the
input string. In this variant, the output consists of the last symbols of the lexicographically
sorted cyclic rotations of all Lyndon factors of the input. Since the Lyndon factorization of a
string is uniquely defined, the bijective BWT induces a bijection between strings of a given
length n and multisets of Lyndon words of total length n.
In the following, we call the BWT traditional to ease the distinguishability of both
transformations. It is well known that the traditional BWT has many applications in data
compression [1] and text indexing [9, 10, 11]. For the latter, the algorithms for pattern
searching are based on the backward search [20]: given a pattern P and the traditional BWT
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of T , the occurrences of P in a text T can be computed with O(|P |) backward search steps.
In this light, one may ask whether it is possible to build similar index data structures by
exchanging the traditional BWT with the bijective BWT.
In this article, we answer affirmatively the above question: We show that searching a
pattern P on the bijective BWT can be conducted with O(|P |p̂) backward search steps, where
p̂ is the number of distinct factors in the Lyndon factorization of the longest pre-Lyndon
suffix of P , where p̂ is known to be in O(lg |P |) [13]. Thus, we can reduce the number of
backward search steps to O(|P | lg |P |).
Our results are based on combinatoric properties of Lyndon words and the bijective BWT.
They may have applications in distributed implementations of the BWT index [14] or in
practical database systems storing dynamic yet compressed data [4, 5].
2 Preliminaries
Our computational model is the word RAM model with word size Ω(lgn). Accessing a word
costs O(1) time. We write [b(I)..e(I)] = I for an interval I of natural numbers.
2.1 Strings
Let Σ denote a finite alphabet. We call an element T ∈ Σ∗ a string. Its length is denoted
by |T |. Given an integer j with 1 ≤ j ≤ |T |, we access the j-th character of T with T [j].
Concatenating a string T ∈ Σ∗ k times is abbreviated by T k. A bit vector is a string on the
binary alphabet {0, 1}.
When T is represented by the concatenation of X,Y, Z ∈ Σ∗, i.e., T = XYZ, then X, Y
and Z are called a prefix, substring and suffix of T , respectively; A prefix X, substring Y , or
suffix Z is called proper if X 6= T , Y 6= T , or Z 6= T , respectively. For two integers i, j with
1 ≤ i ≤ j ≤ |T |, let T [i..j] denote the substring of T that begins at position i and ends at
position j in T . If i > j, then T [i..j] is the empty string. In particular, the suffix starting at
position j of T is called the j-th suffix of T , and denoted with T [j..]. An occurrence of a
substring S in T is treated as a sub-interval of [1..|T |] such that S = T [b(S)..e(S)].
The longest common prefix (LCP) of two strings S and T is the longest string that
is a prefix of both S and T . The length of the LCP of two strings S and T is given
by the function lcp(S, T ) returning an integer ` such that T [1..`] = S[1..`] and either (a)
T [`+ 1] 6= S[`+ 1] or (b) ` = min(|T |, |S|) holds.
Lexicographic Order. We denote the lexicographic order with ≺. Given two string S and
T , then S ≺ T if S is a prefix of T or there exists an integer ` with 1 ≤ ` ≤ min(|S|, |T |) such
that S[1..`− 1] = T [1..`− 1] and S[`] < T [`]. We write S ≺ω T if the infinite concatenation
Sω := SSS · · · is lexicographically smaller than Tω := TTT · · · . For instance, ab ≺ aba but
aba ≺ω ab.
Support Data Structures. Given a string T ∈ Σ∗, a character c ∈ Σ, and an integer j, the
rank query T.rankc(j) counts the occurrences of c in T [1..j], and the select query T.selectc(j)
gives the position of the j-th c in T . We stipulate that rankc(0) = selectc(0) = 0.
2.2 Lyndon Words
Given a string T = T [1..n], its i-th conjugate conji(T ) is defined as T [i+ 1..n]T [1..i] for an
integer i with 0 ≤ i ≤ n − 1. We say that T and every of its conjugates belongs to the
conjugate class conj(T ) := {conj0(T ), . . . , conjn−1(T )}. If a conjugate class contains exactly
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one conjugate that is lexicographically smaller than all other conjugates, then this conjugate
is called a Lyndon word [16]. Equivalently, a string T is said to be a Lyndon word if and only
if T ≺ S for every proper suffix S of T . A consequence is that a Lyndon word is border-free,
i.e., there is no Lyndon word T = SUS with S ∈ Σ+ and U ∈ Σ∗. A pre-Lyndon word is a
string that is a prefix of a Lyndon word.
The Lyndon factorization [7] of T ∈ Σ+ is the factorization of T into a sequence of
lexicographically non-increasing Lyndon words T1 · · ·Tt, where (a) each Tx ∈ Σ+ is a Lyndon
word, and (b) Tx ≥ Tx+1 for each 1 ≤ x < t.
I Lemma 1 ([8, Algo. 2.1]). The Lyndon-factorization of a string can be computed in
linear time.
Each Lyndon word Tx is called a Lyndon factor. We denote the multiset of T ’s Lyndon
factors by LynF(T ) := {T1, . . . , Tt}. There is a bijection between LynF(T ) and T in such a
sense that LynF(T ) uniquely defines T . That is because we can restore T by
1. sorting the Lyndon factors of LynF(T ) in lexicographically descending order, and
2. subsequently concatenating them.
The last factor Tt is special, as it has the following property:
I Lemma 2 ([8, Prop. 1.9]). The last Lyndon factor of a string T is the smallest suffix of T .
We borrow from [13, Sect. 2.2] the notation lfsT (j) := Tj · · ·Tt for the suffix of T starting
with the j-th Lyndon factor. For what follows, we fix a string T [1..n] over an alphabet
Σ with size σ. We use the string T := acababdababcababbab as our running example.
Its Lyndon factorization is LynF(T ) = {ac, ababd, ababc, ababb, ab}. The suffix lfsT (4) is
T4T5 = ababbab.
2.3 Bijective Burrows-Wheeler transform
We denote the bijective BWT of T by BBWT, where BBWT[i] is the last character of the
i-th string in the list storing the conjugates of all Lyndon factors T1, . . . , Tt of T sorted with
respect to ≺ω. Figure 1 shows BBWT for our running example.
Gill and Scott [12] and Mantaci et al. [19] postulated that BBWT can be built in linear
time. However, we could only verify an algorithm running in O(n lgn/ lg lgn) time in the
word RAM model with σ = nO(1), provided by Bonomo et al. [3]. This algorithm processes
all Lyndon factors in their lexicographical order, starting with the largest one. Since the
algorithm processes all Lyndon factors in text order, we can use it to build BBWT online,
i.e., we can build BBWT up to the Lyndon factor of a string T that starts with the longest
pre-Lyndon suffix of the currently read T . That is because all previous Lyndon factors cannot
change when appending characters to T .
I Theorem 3. The BBWT can be constructed online in O(n lgn/ lg lgn) time for a string
of length n.
This is an interesting property, since the only known online technique [23, 22] for
computing the traditional BWT needs the text to be given in reversed order (starting with
the last character).
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Figure 1 Constructing BBWT and restoring the original input. The Lyndon factors are colored
in dark yellow. Middle: Restoring the Lyndon factor ab with the backward search, where the array
F is defined by F [i] := c if C[c− 1] + 1 ≤ i ≤ C[c]. Right: Lyndon factors of T restored by visiting
all cycles of BBWT.
3 Backward Search Algorithm
For finding patterns, our index applies the same backward search as the FM-index [9], which
we briefly review. Prior to that, we define some necessary data structures:
Text Data Structures. Let SA and ISA denote the suffix array [18] and the inverse suffix
array of T , respectively. The entry SA[i] is the starting position of the i-th lexicographically
smallest suffix such that T [SA[i]..] ≺ T [SA[i + 1]..] for all integers i with 1 ≤ i ≤ n − 1.
The Burrows-Wheeler transform (BWT) [6] of T is the string BWT with BWT[i] = T [n] if
SA[i] = 1 and BWT[i] = T [SA[i]− 1] otherwise, for every i with 1 ≤ i ≤ n.
FM-Index. The FM-index uses BWT with the following auxiliary data structures:
an array C with σ lgn bits, where C[c] is the number of occurrences of those characters
in T that are smaller than c (for each character c with 1 ≤ c ≤ σ), and
a data structure that supports rank queries on BWT.
Given a pattern P whose characters are drawn from Σ, the occurrences of P in T are
represented by range(P ) storing an interval of SA such that SA[i] is a starting position of an
occurrence of P for each i ∈ range(P ). More formally, range(P ) denotes the range in BWT
such that
T [SA[j]..SA[j] + |P | − 1] = P if and only if j ∈ range(P ). (1)
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Figure 2 Setting of the proof of Lemma 6.
We obtain Ri = range(P [i..]) from Ri+1 = range(P [i+ 1..]) with a backward search step
b(Ri) = C[P [i]]+BWT.rankP [i](b(Ri+1)+1) and e(Ri) = C[P [i]]+BWT.rankP [i](e(Ri+1)).
(2)
We stipulate that the range of the empty string is [1..n]. Starting with the range of the empty
string range(P [|P |+ 1..]) and applying Equation (2) iteratively, we can find all occurrences
of the pattern P in T with |P | rank operations.
If we exchange BWT with BBWT, we need to take special care of a so-called rewinding.
Suppose that we matched an occurrence of P [i+ 1..] starting at position j + 1 in T .
If both text positions j and j + 1 are contained in a Lyndon factor Tx for an integer x
with 1 ≤ x ≤ t, the backward search step
C[P [i]] + BBWT.rankP [i](ISA[i+ 1]) (3)
yields the occurrence of P [i..] starting at position j in T .
Otherwise, j and j + 1 are contained in two different Lyndon factors. Let Tx be the
Lyndon factor with b(Tx) = j + 1 (and hence the text position j is contained in Tx−1).
Then the backward search gives ISA[e(Tx)], i.e., the starting position of the last conjugate
of Tx (in SA-order, cf. the cycle representing the Lyndon factor ab in Figure 1).
We call the second case rewinding, as the backward search counts down from the i-th
conjugate to the (i− 1)-th conjugate, but rewinds from the zeroth-conjugate (i.e., Tx itself)
to the last conjugate. Whenever we expect that no rewinding will happen, we can find a
pattern with the backward search of the FM-index:
I Lemma 4. Given a text T and a pattern P such that each occurrence of P in T is contained
in a Lyndon factor of T , we can compute these occurrences with the backward search of the
FM-index on the BBWT with |P | rank operations.
Proof. Since all occurrences of P are contained in Lyndon factors of T , the backward search
finds no occurrence of P [i..] starting at the beginning b(Tx) of a Lyndon factor Tx in T ,
for 2 ≤ i ≤ |P | and 1 ≤ x ≤ t. J
3.1 Lyndon Patterns
We first focus on the special case that the pattern itself is a Lyndon word. Subsequently, we
show the general case (Section 3.2) by applying the Lyndon factorization to the pattern P
and introduce an enhancement to the backward search for obtaining range(P [i..]) from
range(P [i+ 1..]) in the case that the suffix P [i+ 1..] starts with a Lyndon factor of T . For
all this we need a little helper lemma:
I Lemma 5 ([8, Prop. 1.10]). The longest prefix of T that is a Lyndon word is the first
Lyndon factor T1 of T . Given LynF(T ) = {T1, . . . , Tt}, LynF(T ) = {T1} ∪ LynF(T2 · · ·Tt).
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T1 · · · Tx · · · Ty · · · Tz · · · Tt
P [i..] P [i..] P [i..] P [i..] P [i..] P [i..]
Figure 3 Suffix P [i..] of pattern P matches the beginnings of some Lyndon factors of T . These
Lyndon factors Tx, . . . , Tz are all consecutive.
I Lemma 6. Let T be a string with LynF(T ) = {T1, . . . , Tt}, and let P be a pattern. If P is
a Lyndon word, then there is no occurrence of P in T that crosses the border of two Lyndon
factors, i.e., each occurrence of P in T is contained in a Lyndon factor Tx (1 ≤ x ≤ t).
Proof. Assume to the contrary that P = UV , where U ∈ Σ+ is a suffix of Tx and V ∈ Σ+ is
a prefix of Tx+1 · · ·Tt for an integer x with 1 ≤ x < t. This setting is illustrated in Figure 2.
Since Tx is the longest Lyndon prefix of Tx · · ·Tt (see Lemma 5), it is not possible that
U = Tx (otherwise we could extend Tx to UV to form a longer Lyndon word). We conclude
that U is a proper suffix of Tx. Since Tx is a Lyndon word, we have Tx ≺ U ′ for every proper
suffix U ′ of Tx (including U). This implies that TxV ≺ U ′V , and in particular TxV ≺ UV .
Since the pattern P is a Lyndon word, we have V ′  P = UV  TxV for every suffix V ′ of
V (including V itself).
Putting everything together, we have that TxV is lexicographically smaller than its proper
suffixes, and TxV thus is a Lyndon word. However, this again contradicts the setting that
Tx is the longest Lyndon prefix of Tx · · ·Tt. J
Combining this result with Lemma 4 yields:
I Corollary 7. Given a pattern P that is a Lyndon word, we can find all its occurrences
with |P | rank operations of the FM-index built on BBWT.
3.2 General Case
To find arbitrary patterns, we need to understand what happens during the rewinding.
Suppose that we matched P [i..] in T with the backward search. Further suppose that an
occurrence of P [i..] starts at position b(Ty) in T . Then we claim that Ty belongs to a
consecutive set of Lyndon factors Tx, . . . , Tz with x ≤ y ≤ z such that there is an occurrence
of P [i..] starting at position b(Ty′) in T for each Lyndon factor Ty′ with x ≤ y′ ≤ z. Figure 3
visualizes this setting. Assume that our claim is not true. Then there is an index y′ with
x ≤ y′ ≤ z and there is no occurrence of P [i..] starting at position b(Ty′) in T . This
contradicts Tx  Ty′  Tz. We conclude our observation with the following lemma.
I Lemma 8. If a string P is a prefix of Tx and Tz, then P is a prefix of Ty for each integer y
with x ≤ y ≤ z.
Suppose that we matched P [i..] and that there are occurrences of P [i..] starting with
Lyndon factors of T . These Lyndon factors are consecutive according to Lemma 8. Let these
Lyndon factors be Tx, . . . , Tz. Moreover, P [i..] starts with a Lyndon factor of P according to
Lemma 6, i.e., P [i..] = lfsP (w) for an integer w with 1 ≤ w ≤ p. A further backward search
step causes a rewinding for all occurrences of P [i..] starting at b(Tx), . . . , b(Tz), where the
following cases can occur:
If T [e(Tz)] = P [i − 1], but T [b(Tz+1)..] does not have lfsP (w) as a prefix, then the
backward search carries on a false occurrence.
If T [b(Tx) − 1] = P [i − 1], we would expect that the backward search reports that an
occurrence of P [i − 1..] starts at T [b(Tx) − 1] (we assume that T [e(Tx)] = P [i − 1]).
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However, this is not the case because of the rewinding, either reporting the text position
e(Tx) or dismissing this occurrence if e(Tx) 6= P [i− 1]. In either case, we say that there
is a missed occurrence of P [i− 1..] starting at b(Tx)− 1.
If T [e(Ty)] = P [i − 1] but T [e(Ty+1)] 6= P [i − 1] for an integer y with x ≤ y ≤ z − 1,
then the rewinding discards the occurrence of P [i..] starting at T [b(Ty+1)] although
T [b(Ty+1)− 1] = T [e(Ty)] = P [i− 1]. This looks like that the occurrence of P [i..] starting
at T [b(Ty+1)] becomes a missed occurrence. However, since T [b(Ty)] and T [b(Ty+1)] are
the starting positions of occurrences of P [i..], the occurrence of P [i..] starting at T [b(Ty)]
takes over the job from the occurrence starting at T [b(Ty+1)] after the rewinding, i.e.,
we obtain the starting position T [e(Ty)] = T [b(Ty+1)− 1] of the occurrence of P [i− 1..]
after rewinding it.
Similarly, the setting T [e(Ty)] 6= P [i− 1] but T [e(Ty+1)] = P [i− 1] for an integer y with
x ≤ y ≤ z − 1 seems to cause a false occurrence after rewinding the occurrence of P [i..]
starting at b(Ty), but actually this occurrence takes over the job from the occurrence
starting at T [b(Ty+1)].
In all other cases, for x+1 ≤ y ≤ z, T [e(Ty−1)]lfsP (w) = T [e(Ty)]lfsP (w), i.e., the rewound
positions are beginning positions of occurrences of P [i − 1..], where the occurrence of
P [i..] starting at b(Ty−1) takes the job from the occurrence starting at b(Ty) after the
rewinding.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
a c a b a b d a b a b c a b a b b a b
a b a b a b a b a b a b
P2 P3 P2 P3 P2 P3
T1 T2 T3 T4 T5
rewind rewind rewind
T =
Figure 4 Backward search of a pattern P with LynF(P ) = {P1, P2 = ab, P3 = ab} in our running
example T = acababdababcababbab after |P2P3| steps. The sub-pattern P2P3 has occurrences
starting at the starting positions of the Lyndon factors T2, T3, and T4 of the text. The effects of the
rewinding depend on P1. If P1 ends with c, then we derive a missed occurrence from lfsP (2) and T2.
If P1 ends with b, then we derive a false occurrence from lfsP (2) and T4.
In what follows, we study ways to limit the number of false and missed occurrences.
We say that a false (resp. missed) occurrence of P is derived from Pw and Tz (resp. Tx)
if it emerges on the rewinding at T [b(Tz)] (resp. T [b(Tx)]). See Figure 4 for an example.
According to Lemma 6 there are at most p rewindings, and hence at most p false and missed
occurrences. (We lower this upper bound in the subsequent section). The false occurrences
can be easily maintained in a separate list, in which each element corresponds to a false
occurrence (more precisely, applying SA to such an element yields its corresponding starting
position in the text). Each element of the list is subject to the backward search (Equation (3))
like the range itself (Equation (2)). Whenever a backward search step of an element of
the list yields not an occurrence (e.g., we obtain the element ISA[j] by a backward search
step from P [i+ 1..] to P [i..], but find out that T [j] 6= P [i]), then the false occurrence will
also vanish from the range such that we no longer need to manage that element. Similarly,
we keep track of the missed occurrences. For that, we take advantage of the fact that the
entries of BBWT corresponding to Lyndon factors are lexicographically sorted (see the dark
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yellow marked entries in Figure 1). To move from the beginning of a Lyndon factor to the
end of its preceding Lyndon factor, it suffices to locate the previously larger Lyndon factor
and apply a backward search step on it (to intentionally cause a rewinding). For that, we
add a bit vector BL marking the entries in BBWT corresponding to a Lyndon factor (and
not to one of its conjugates) with ‘1’. Then BL.select1(t − x + 1) corresponds to Tx and
the position ISA[b(Tx) − 1] = ISA[e(Tx−1)] is found by applying a backward search step
to BL.select1(t − x). Again, we keep the missed occurrences in a list whose elements are
(each individually) subject to the backward search. Finally, when we want to report all
occurrences of the complete pattern, we take the computed range range(P ), add all elements
of the list of missed occurrences, and remove all elements of the list of the false occurrences.
By doing so, we can restore the property of Equation (1). With the lists for the missed and
false occurrences and the bit vector BL, we can state the following theorem generalizing the
backward search for arbitrary patterns.
I Theorem 9. Given a text T and a pattern P , we can compute all occurrences of P in T
with the FM-index built on BBWT with O(|P |p) rank operations, where p is the number of
Lyndon factors of P .
In the following, we improve the O(|P |p) bound on the number of rank operations. There
is a problem with matching a pattern whose Lyndon factorization consists of the same
Lyndon factor that is equal to some Lyndon factors of the text. An example for such a case is
given by T = P = an. Here, P has n Lyndon factors, and therefore our current upper bound
on the number of rank operations stated in Theorem 9 is only O(n2). Multiple occurrences
of the same Lyndon factors (a) in the text as well as (b) in the pattern make the matching
difficult. However, as we will see, we can cope with both individually.
First, we start with (a) the text; (b) is treated in Section 3.3. Our solution is to build the
bijective BWT on all distinct Lyndon factors of T (along with their conjugates), remembering
the number of occurrences of a Lyndon factor, such that the Lyndon factorization T = T1 · · ·Tt
becomes T = T̃ τ11 · · · T̃
τt′
t′ , where T̃1, · · · T̃t′ are distinct Lyndon words with T̃x ≺ T̃x+1 for
1 ≤ x ≤ t′ − 1 ≤ t − 1, and for every 1 ≤ x ≤ t′ it holds that (a) τj ≥ 1 and (b) there is
an integer y with y ≥ x such that T̃x = Ty. The set {T̃ τ11 , . . . , T̃
τt′
t′ } is called the composed
Lyndon factorization of T . Given T̃x = Ty, we stipulate that b(T̃x) is the starting position of
the leftmost Lyndon factor Ty−τx+1 with Ty−τx+1 = T̃x. For instance, the composed Lyndon
factorization of T = bbabababa is T = T̃ 21 T̃ 32 T̃3 with T̃1 = b, T̃2 = ab, and T̃3 = a. The
starting position b(T̃2) is 3.
Now suppose that the Lyndon factor Pw occurs kw times in LynF(P ), and suppose that
Pw is the rightmost occurrence of them, i.e., Pw−kw 6= Pw−kw+1 = . . . = Pw−1 = Pw 6= Pw+1.
Whenever we match lfsP (w) with the beginning of the rightmost Lyndon factor Ty equal
to T̃x with |T̃x| ≤ |lfsP (w)| occurring τx times in T , we can directly match P kw−1w lfsP (w)
if τx ≥ kw, skipping the backward search for P [b(Pw−kw+1)..b(Pw)] such that we directly
match P [b(Pw−kw+1)..] for one occurrence O starting at T [b(T̃x)]. For that, we assumed that
T̃x = Pw−j for every integer j with 0 ≤ j ≤ kw − 1. This is true due to the following lemma:
I Lemma 10. Given an occurrence of Pw that starts at position b(Tx) in T , lfsP (w) is not
a proper prefix of Tx if and only if Pw = Tx.
Proof. Assume that lfsP (w) is not a proper prefix of Tx. Switching the roles of P and T
in Lemma 6, we yield that Tx cannot cross the border between Pw and Pw+1. Since
|lfsP (w)| ≥ |Tx|, it holds that Pw = Tx (otherwise we could extend Tx to a longer Lyndon
factor). J
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The further matching of the occurrence O is conducted separately to the backward search
with the range of occurrences range(P [b(Pw)..]). If τx < kw, then we cannot extend the
currently matched occurrence, and thus can ignore to follow this occurrence. We call this
technique of skipping consecutive Lyndon factors a composed jump.
The composed jump allows us to proceed as follows: We only count missed occurrences O
that were not derived from a missed occurrence (i.e., an occurrence belonging to the range
and not part of the list of missed occurrences), which we call in the following freshly
missed occurrences. We do not count a missed occurrence O′ that is derived from a missed
occurrence O. Instead, we only update the position of O to O′ in the list of missed occurrences.
This is justified as we cannot create a freshly missed occurrence during a later backward
search step:
missed occurrence
Pw lfsP (w + 1)
T̃x−1 T̃x T̃x+1
Pw lfsP (w + 1)
Pw′ · · · Pw−1 Pw lfsP (w + 1)
deriving again a missed occurrence
Figure 5 Setting of the proof of Lemma 11 where a false occurrence from lfsP (w′) and T̃x is
derived after a false occurrence was derived from lfsP (w) and T̃x with w′ < w. However, this is not
possible since then T̃x−1 = T̃x.
I Lemma 11. Let an occurrence of lfsP (w) start at position b(T̃x) in T and let |T̃x| <
|lfsP (w)|. If there is a missed occurrence derived from lfsP (w) and T̃x, there is no w′ < w
such that lfsP (w′) and T̃x derive a freshly missed occurrence.
Proof. By Lemma 10, Pw = T̃x. Assume that there is a freshly missed occurrence derived
from lfsP (w′) and T̃x for the largest such w′ with w′ < w. Then Pw′ · · ·Pw−1 = Pw and
lfsP (w′) = PwlfsP (w) = PwPwlfsP (w + 1). Hence, Pw = T̃x is a suffix of T̃x−1 (cf. Figure 5).
Since T̃x−1 is a Lyndon word with T̃x  T̃x−1, T̃x−1 = T̃x = Pw = Pw−1 must hold. However,
this contradicts the distinctness of T̃x in the composed Lyndon factorization. J
3.3 Improving the Number of Ranks
In this section, we study the case of multiple occurrences of the same Lyndon factor in
the pattern to improve the bound to O(|P |p′) rank operations, where p′ is the number of
different Lyndon factors of P . For that we show two lemmas:
T̃x−1 T̃x T̃x+1
Pw Pw+1 Pw−1
lfsP (w)
T̃x−1 T̃x T̃x+1
Pw Pw+1
lfsP (w)
Figure 6 Setting of the proof of Lemma 12 that seems to derive a false occurrence. A necessary
condition to derive a false occurrence from lfsP (w) and T̃x is that T̃x is the last Lyndon factor having
lfsP (w) as a prefix (left). Since T̃x must be border-free, T̃x = Pw holds (right).
I Lemma 12. If Pw−1 = Pw = Pw+1, then a false occurrence derived from lfsP (w) disappears
after matching |Pw| characters.
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Proof. Assume that there is a false occurrence derived from lfsP (w) and T̃x. Then (a) an
occurrence of lfsP (w) starts at position b(T̃x) in T and (b) Pw−1 is a suffix of T̃x. See
also Figure 6. Since a Lyndon word is border-free, T̃x = Pw. However, we derived a
false occurrence from lfsP (w) and T̃x such that T̃x+1 cannot start with Pw+1. This is a
contradiction, since we found an occurrence of lfsP (w) starting at position b(T̃x) in T ,
T̃x = Pw, and therefore T̃x+1 must start with Pw+1. J
T̃x−1 T̃x T̃x+1
Pw−1 Pw Pw−1
lfsP (w)
Figure 7 Setting of the proof of Lemma 13 that seems to derive a missed occurrence.
I Lemma 13. Given an occurrence of Pw starts at position b(T̃x) in T , a missed occurrence
derived from lfsP (w) and T̃x disappears after matching |Pw| characters if |lfsP (w)| ≤ |T̃x|
and Pw−1 = Pw.
Proof. Suppose that there is a missed occurrence derived from lfsP (w) and T̃x. We have the
following setting, which is sketched in Figure 7:
T̃x is the leftmost Lyndon factor of the composed Lyndon factorization of T that starts
with lfsP (w), and
Pw−1 is a suffix of T̃x−1.
Then Pw  lfsP (w)  T̃x (Pw is a prefix of lfsP (w) and lfsP (w) is a prefix of T̃x)
≺ T̃x−1 (Definition of the composed Lyndon factorization)
 Pw−1, (T̃x−1 is a Lyndon word and Pw−1 one of its suffixes)
contradicting the assumption Pw−1 = Pw. J
A conclusion is that all longest consecutive appearances of the same Lyndon factors
Pw = . . . = Pw+j for integers 1 ≤ w ≤ p and j ≥ 0 can cause at most one newly missed and
one false occurrence in total (which we need to keep track of). In other words, we know that
we only have to care about p′ freshly missed and false occurrences. Thus, we can improve
the number of rank operations to O(|P |p′).
3.4 Longest Pre-Lyndon Word
To obtain O(|P | lg |P |) rank operations, we need the notion of the longest pre-Lyndon
suffix λP , which is the smallest integer such that lfsP (w + 1) is a prefix of Pw for every
λP ≤ w ≤ p. In our running example (cf. Figure 1), λT = 4 since T5 is a prefix of T4, but T4
is not a prefix of T3.
lfsP (w)c|X|+1 = Pw lfsP (w + 1) c|X|+1
lfsP (w + 1) X
Figure 8 Setting of the proofs of Lemmas 14 and 18, where lfsP (w + 1)c|X|+1 is a Lyndon word
because lfsP (w + 1) is a prefix of Pw and c|X|+1  X.
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I Lemma 14. The string lfsP (w) is a pre-Lyndon word for every λP ≤ w ≤ p.
Proof. Since lfsP (w+ 1) is a prefix of Pw, there is a suffix X of Pw with Pw = lfsP (w+ 1)X
(cf. Figure 8). Given a c ∈ Σ with c|X|+1  X, lfsP (w)c|X|+1 = lfsP (w+1)XlfsP (w+1)c|X|+1
is a Lyndon word. J
We borrow the following facts from literature:
I Lemma 15 ([13, Lemma 11]). Pw is not a proper prefix of lfsP (w + 1) for every integer w
with 1 ≤ w ≤ λP − 1.
P [j..]X = lfsP (w) X
Pw lfsP (w + 1)
Y b Y a
` `
Figure 9 Setting of the proofs of Corollary 16 and Lemma 19, where a and b are characters with
a ≺ b, and Y = Pw[1..`] = lfsP (w + 1)[1..`]. There is no such string X that P [j..]X is a Lyndon
word.
I Corollary 16. lfsP (λP ) is the longest pre-Lyndon suffix of P .
Proof. Assume that there is a longer pre-Lyndon suffix P [j..]. This suffix has to start with
a Lyndon factor Pw for an integer w with 1 ≤ w ≤ p, otherwise lfsP (w) ≺ P [j..] with w such
that b(Pw) < j ≤ e(Pw) (since every proper suffix of Pw is lexicographically larger than Pw),
and therefore lfsP (w) would be a longer pre-Lyndon suffix.
According to Lemma 15, there is an ` := lcp(Pw, lfsP (w+ 1)) with ` < min(|Pw|, |lfsP (w+
1)|). Then Pw[`+1] > lfsP (w+1)[`+1] and therefore conj|Pw|(lfsP (w)X) = lfsP (w+1)XPw ≺
PwlfsP (w + 1)X = lfsP (w)X, regardless of the choice of the string X (cf. Figure 9). J
I Lemma 17 ([13, Lemma 12]). p′ − λP = O(lg |P |) where p′ is the number of distinct
Lyndon factors of P .
The next lemmas show the usefulness of λP :
I Lemma 18. Given an integer w with 1 ≤ w ≤ λP − 1, lfsP (w + 1) is not a prefix of Pw.
Proof. Assume to the contrary that lfsP (w + 1) is a prefix of Pw, and Pw = lfsP (w + 1)X
for a string X ∈ Σ+. Given a character c ∈ Σ with c|X|+1  X, lfsP (w)c|X|+1 = lfsP (w +
1)XlfsP (w + 1)c|X|+1 is a Lyndon word, contradicting the fact that lfsP (λP ) is the longest
pre-Lyndon word of P (cf. Corollary 16 and Figure 8). J
I Lemma 19. Given an occurrence of lfsP (w) with w < λP that starts at position b(T̃x)
in T for an integer x with 1 ≤ x ≤ t′, we have T̃x = Pw.
Proof. Since lfsP (λP ) is the longest pre-Lyndon suffix of P (see Corollary 16), lfsP (w) is
not a pre-Lyndon suffix of P . According to Lemma 18, lfsP (w + 1) is not a prefix of Pw.
Let ` := lcp(Pw, lfsP (w + 1)) < min(|Pw|, |lfsP (w + 1)|). Then Pw[`+ 1] > lfsP (w + 1)[`+ 1]
according to the Lyndon factorization of P , and therefore Pw is the longest Lyndon word
of T having an occurrence that starts at position b(T̃x) in T , i.e., T̃x = Pw. That is because
a longer Lyndon factor T̃x would contain PwlfsP (w + 1)[1..`+ 1], which is lexicographically
larger than conj|Pw|(PwlfsP (w + 1)[1..`+ 1]) = lfsP (w + 1)[1..`+ 1]Pw (cf. Figure 9). J
CPM 2019
17:12 Indexing the Bijective BWT
The above lemmas allow us to derive the following consequence:
I Corollary 20. There is no freshly missed occurrence derived from lfsP (w) for every integer w
with w < λP . If one of those lfsP (w) derives a false occurrence, then this false occurrence
disappears until the range range(P ) is matched.
Proof. Suppose there is an occurrence of lfsP (w) starting at position b(T̃x) in T , for a
composed Lyndon factor T̃x with 1 ≤ x ≤ t′. According to Lemma 19, Pw = T̃x. Since
w < λP ≤ p, we have that |T̃x| = |Pw| < |lfsP (w)|. Then with Lemma 11 we obtain that
lfsP (w) and T̃x cannot derive a freshly missed occurrence. By Lemma 15, Pw−1 is not a
proper prefix of lfsw(P ), such that after matching lcp(Pw−1, lfsw(P )) characters, a possibly
derived false occurrence will disappear, and thus does not need to be tracked. J
With Lemma 17 we obtain:
I Theorem 21. Given a text T and a pattern P , we can compute all occurrences of P in T
with the FM-index built on the bijective BWT of the composed Lyndon factors of T with
O(|P | lg |P |) rank operations.
Finally, we explain how to detect whether an occurrence of a suffix of the pattern starts
at the beginning of a Lyndon factor of the text. For that, after each backward search step, we
use the bit vector BL introduced in Section 3.2 marking now the entries corresponding to the
composed Lyndon factors in BBWT. If range(P [i..]) = [b..e] and BL.rank1(e)−BL.rank1(b−1)
is positive, then there is an occurrence of P [i..] starting at position b(T̃x) in T (after applying
a composed jump) for every x with t′ −BL.rank1(e) + 1 ≤ x ≤ t′ −BL.rank1(b− 1). In this
case, P [i..] = lfsP (w) for an integer w with 1 ≤ w ≤ p due to Lemma 6.
4 Construction and Outlook
Having the backward search technique of Theorem 21, we can construct and use an online
BBWT index data structure when combining the BBWT construction algorithm of Theorem 3
with a dynamic data structure for rank and select queries.
I Theorem 22. Given a text T of length n whose characters are drawn from an alphabet of
size σ, we can build a text index on the bijective BWT of T online in O(n lgn/ lg lgn) time.
The text index supports searching for all occurrences of a pattern P in O(|P | lg |P | lgn/ lg lgn)
time. The index uses |B̃BWT|(H0(B̃BWT)+H0(BL))+o(n lg σ)+O(σ lgn) bits, where B̃BWT
is the bijective BWT of the composed Lyndon factorization. It returns a range and a list of
positions in SA corresponding to starting positions of suffixes having P as a prefix.
Proof. We use the dynamic representation of Navarro and Nekrich [21] for the wavelet tree
of the FM-index, as well as for the bit vector BL. This data structure can be constructed
in O(n lgn/ lg lgn) time and can answer each type of query in optimal O(lgn/ lg lgn) time.
Our space bound is due to this data structure. The array C is stored in a plain form using
σ lgn bits. J
To actually report the matched positions in the text, we can use the approach of Mäkinen
and Navarro [17] who apply run-length compression on the traditional BWT and store a
suffix array entry for each run in the BWT, thus achieving r lgn bits additional cost for this
suffix array sampling, where r is the number of runs in the BWT. It is straight-forward to
adapt this technique for the bijective BWT: For that, we keep BL, but run-length compress
BBWT. The time bounds remain the same if σ = O(lgO(1) n) [17].
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Open Problems
We are unaware of an algorithm for which it is proven that it can build BBWT in linear time.
It seems hard to find a relation to suffix array construction algorithms, since the context of
the suffixes with respect to the lexicographic order and the context of the Lyndon words
with respect to ≺ω is different.
We are aware of a recently found redundancy [2] in the traditional BWT, and wonder
whether this result translates to the bijective variant.
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