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Anotace
C´ılem diplomove´ pra´ce je aplikace statisticky´ch metod ve vy´robn´ım procesu. Zada´n´ım je
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regresn´ı analy´zy, analy´zy rozptylu a cˇa´st z teorie pla´novane´ho experimentu. Druha´, prak-
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zpracova´na na za´kladeˇ pozˇadavk˚u spolecˇnosti EPCOS s.r.o. Sˇumperk. K vy´pocˇt˚um je
pouzˇit statisticky´ program MINITAB Release 14, ktery´ je spolecˇnost´ı podporova´n.
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1. U´vod
Diplomova´ pra´ce je zameˇrˇena na rˇesˇen´ı rea´lne´ho proble´mu spolecˇnosti EPCOS
s.r.o. Sˇumperk, ktera´ je vy´znamny´m sveˇtovy´m vy´robcem feritovy´ch jader a pozistor˚u.
C´ılem pra´ce je aplikace statisticky´ch metod ve vy´robeˇ. Pozornost je soustrˇedeˇna na
technologii vy´roby pozistor˚u, a to konkre´tneˇ na proces lisova´n´ı. Pozistory (PTC-
termistory) jsou keramicke´ polovodicˇove´ soucˇa´stky, ktere´ vykazuj´ı vysokou pozitivn´ı
za´vislost elektricke´ho odporu na teploteˇ. Jsou prˇedevsˇ´ım aplikova´ny jako ochrana
prˇed prˇehrˇa´t´ım elektricky´ch stroj˚u v rozpeˇt´ı 60◦C azˇ 180◦C. Da´le jsou pozistory
pouzˇ´ıva´ny v meˇrˇen´ı a regulaci jako hladinova´ cˇidla nebo jako zpozˇdeˇne´ odpojovacˇe, naprˇ.
prˇi odpojen´ı obvodu odmagnetizova´n´ı barevne´ obrazovky, v telekomunikacˇn´ı technice atd.
Technologie vy´roby pozistor˚u je standardn´ı technologi´ı pra´sˇkove´ metalurgie. Sta´vaj´ıc´ı
vy´roba pozistor˚u je umı´steˇna do vy´robn´ıch hal F2 (frontend), ktere´ zahrnuj´ı lisovnu a
pecovnu, a B2 (backend), pod ktere´ spadaj´ı dokoncˇovac´ı operace. Podle typu pozistoru
je pouzˇit odpov´ıdaj´ıc´ı granula´t, ktery´ je lisova´n dany´m mechanicky´m rotacˇn´ım lisem
do podoby polotovar˚u. Vy´stupem lisovny je vy´lisek pozistoru dany´ch rozmeˇr˚u urcˇeny´ k
vypa´len´ı (sintrova´n´ı) v pr˚ubeˇzˇny´ch elektricky´ch pec´ıch v pecovneˇ. Po vy´palu na´sleduj´ı
dokoncˇovac´ı operace (rˇeza´n´ı, brousˇen´ı, povlakova´n´ı, kontrola a balen´ı). Ve vy´robn´ım
programu je prˇiblizˇneˇ 1500 druh˚u pozistor˚u. Vsˇechny parametry a tolerance pro vy´robu
dane´ho typu, od lisova´n´ı pocˇ´ınaje azˇ po dokoncˇovac´ı operace, jsou popsa´ny v karteˇ
dane´ho typu pozistoru nazy´vane´ los.
Zada´n´ım pra´ce je v prvn´ı rˇadeˇ popsat a zhodnotit proces lisova´n´ı na mechanicke´m
rotacˇn´ım lisu FETTE PERFECTA 5 za pouzˇit´ı metod statisticke´ analy´zy. Na za´kladeˇ
pozˇadavk˚u spolecˇnosti se da´le zkoumal vliv steˇrky, jej´ızˇ funkce spocˇ´ıva´ ve st´ıra´n´ı
sypane´ho granula´tu, na proces lisova´n´ı. Za´meˇrem bylo nale´zt takove´ nastaven´ı steˇrky
a za´rovenˇ cele´ho lisu, ktere´ by sn´ızˇilo variabilitu lisova´n´ı, a t´ım navrhnout rˇesˇen´ı pro
zlepsˇen´ı jakosti procesu lisova´n´ı.
K rˇesˇen´ı proble´mu se prˇistupuje postupneˇ proveden´ım neˇkolika meˇrˇen´ı. Nejprve je
prˇipraveno meˇrˇen´ı, ktere´ poskytne potrˇebne´ informace pro popis geometrie vylisovany´ch
kus˚u, stabilitu procesu a odhalen´ı zdroj˚u variability. Po te´ je pozornost zameˇrˇena na
nalezen´ı ovlivnˇuj´ıc´ıch faktor˚u. Za u´cˇelem zjiˇsteˇn´ı za´vislosti sledovane´ promeˇnne´ na zv-
oleny´ch faktorech jsou navrzˇeny a provedeny pla´novane´ experimenty. C´ılem je naj´ıt
takove´ nastaven´ı faktor˚u, ktere´ by sn´ızˇilo variabilitu lisu. Vsˇechny za´veˇry jsou postaveny
na vy´sledc´ıch statisticke´ analy´zy nameˇrˇeny´ch dat. Hlavn´ımi pouzˇity´mi matematicko-
statisticky´mi metodami jsou t-test, F-test, analy´za rozptylu a regresn´ı analy´za. Hleda´n´ı
a sestavova´n´ı model˚u se rˇ´ıd´ı strategi´ı efektivn´ıho experimentova´n´ı, ktere´ spada´ do teorie
pla´novane´ho experimentu. K vy´pocˇt˚um je pouzˇit statisticky´ program MINITAB Release
14, ktery´ je spolecˇnost´ı podporova´n.
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2. Spolecˇnost EPCOS, s.r.o
2.1. O spolecˇnosti EPCOS, s.r.o
V roce 1989 byla zalozˇena spolecˇnost Siemens Matsushita Components A.G. se s´ıdlem
v Mnichoveˇ, ktera´ se v roce 1999 prˇejmenovala na EPCOS, A.G. Jej´ı dcerˇina´ spolecˇnost
EPCOS s.r.o. Sˇumperk s c´ılem vytvorˇit v Sˇumperku evropske´ centrum pro vy´robu ferit˚u
z magneticky´ch meˇkky´ch materia´l˚u provedla v te´mzˇe roce akvizici cˇa´sti vy´roby by´vale´ho
Prametu v Sˇumperku, ktera´ se zaby´vala vy´robou feritovy´ch jader. V roce 2000 byla na
zelene´ louce dokoncˇena vy´stavba novy´ch vy´robn´ıch hal, urcˇeny´ch pro prˇevzet´ı vy´robn´ıch
technologi´ı na vy´robu sˇiroke´ho sortimentu ferit˚u a dalˇs´ıch elektronicky´ch soucˇa´stek.
V na´sleduj´ıc´ıch letech 2000 azˇ 2006 tak dosˇlo k relokaci vy´robn´ıch zarˇ´ızen´ı z Mnichova,
a Bordeaux. Technologie vy´roby pozistor˚u je v soucˇasne´ dobeˇ provozova´na v pobocˇce
EPCOS Deutschlandsberg v Rakousku a za´rovenˇ od roku 2004 i v Sˇumperku. Kromeˇ
vy´roby feritovy´ch jader a pozistor˚u, tvorˇ´ı soucˇa´st akciove´ spolecˇnosti Epcos, A.G. dalˇs´ı di-
vize, zaby´vaj´ıc´ı se vy´robou kondenza´tor˚u, foliovy´ch kondenza´tor˚u, keramicky´ch soucˇa´stek,
indukcˇnost´ı, soucˇa´stek s povrchovou akustickou vlnou. Jednotlive´ divize te´to spolecˇnosti
jsou rozmı´steˇny na kontinentech Evropa, Asie a Amerika.
2.2. Proces lisova´n´ı
Vy´roba pozistor˚u zacˇ´ına´ prˇ´ıpravou granula´tu pro dany´ typ pozistoru. Tento granula´t je
lisova´n prˇ´ıslusˇny´m rotacˇn´ım lisem do podoby polotovar˚u. Vy´stupem lisovny jsou vy´lisky
pozˇadovane´ho tvaru, rozmeˇr˚u a va´hy. Lisovna je vybavena neˇkolika lisy r˚uzny´ch druh˚u. V
ra´mci te´to diplomove´ pra´ce se zameˇrˇ´ıme pouze na jeden z teˇchto lis˚u, a to konkre´tneˇ lis
FETTE PERFECTA 5, ktery´m je lisova´no vy´znacˇne´ procento pozistor˚u z celkove´ vy´roby.
Hlavn´ımi cˇa´stmi lisu FETTE PERFECTA 5 jsou dvana´ct razn´ık˚u a dvana´ct k nim
kompatibiln´ıch matric a rotacˇn´ı st˚ul s dvana´cti komorami pro tyto razn´ıky a matrice.
Razn´ıky a matrice tvorˇ´ı dvojice, ktere´ jsou umı´steˇny proti sobeˇ ve spolecˇne´ svisle´ ose.
Matrice se pohybuj´ı svisle v komora´ch rotacˇn´ıho stolu. Pohyb, ktery´ kazˇda´ dvojice razn´ık -
matrice vykona´va´ je rotacˇn´ı okolo osy teˇla lisu a translacˇn´ı ve smeˇru svisle´m protich˚udne´m
podle osy dane´ho pa´ru. Translacˇn´ı pohyb prob´ıha´ tak, zˇe matrice z kazˇde´ dvojice je vy-
sunuta prˇed mı´stem, kde docha´z´ı k nasypa´n´ı granula´tu do komory stolu a po setrˇen´ı
granula´tu je prˇitlacˇena razn´ıkem z prˇ´ıslusˇne´ho pa´ru. Matrice je vysunuta do takove´ vy´sˇky,
aby tvorˇila pozˇadovanou hloubku v komorˇe pro nasypa´n´ı granula´tu. Za mı´stem nasypa´n´ı
granula´tu je umı´steˇna steˇrka, ktera´ ma´ setrˇ´ıt prˇevysˇuj´ıc´ı mnozˇstv´ı granula´tu a zamezit
jeho u´niku po stole. Rotacˇn´ı pohyb, jenzˇ dvojice razn´ık - matrice vykona´vaj´ı dohromady
s rotacˇn´ım stolem, pak umozˇnˇuje funkcˇnost steˇrky a plynuly´ posuv razn´ık˚u a vylisovany´ch
kus˚u umı´steˇny´ch v komora´ch stolu smeˇrem k vy´stupu z lisu. Zde jsou kusy pokla´da´ny na
pohyblivy´ pa´s vedouc´ı smeˇrem k skla´dac´ımu stroji, ktery´ automaticky rovna´ kusy do
sloupc˚u a prosypa´va´ je smeˇs´ı India a Galia (InGa) a prokla´da´ tzv. aloxem proti slepen´ı
a zkroucen´ı kus˚u prˇi vy´palu. Vy´stupem lisu FETTE PERFECTA 5 jsou vy´lisky ob-
deln´ıkove´ho tvaru s na´sleduj´ıc´ımi parametry lisova´n´ı: rozmeˇr kus˚u je prˇiblizˇneˇ 50 × 40
milimetr˚u (mm), hmotnost 12 azˇ 14 gramu˚ (g) a tlousˇt’ka v pr˚umeˇru asi 2 mm. Pro kazˇdy´
typ pozistoru jsou tyto parametry prˇesneˇ zada´ny spolecˇneˇ se svy´mi tolerancemi.
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Proces lisova´n´ı dane´ho typu pozistoru zacˇ´ına´ nastaven´ım lisu na pozˇadovane´ parame-
try lisova´n´ı, jezˇ jsou uvedeny v losu pro kazˇdy´ typ pozistoru. Opera´tor lisu nejprve nastav´ı
vy´sˇku rotacˇn´ıho stolu, ktera´ ovlivnˇuje parametry tlousˇt’ku a va´hu lisovany´ch kus˚u. Lis se
spust´ı, odeberou se vy´lisky a zmeˇrˇ´ı se tlousˇt’ka uprostrˇed vy´lisk˚u a va´ha. Jsou-li tyto hod-
noty parametr˚u v toleranc´ıch, zacˇ´ına´ vy´roba. Nen´ı-li tomu tak, nasta´vaj´ı dalˇs´ı u´pravy, a
to bud’ opeˇt cele´ho stolu, nebo se jen douprav´ı celkova´ va´ha. Ta se reguluje ve spodn´ı cˇa´sti
lisu na tzv. noze, jenzˇ zveda´ plosˇku vespodu lisu ulozˇenou v mı´steˇ na´sypu ganula´tu pod
spodn´ımi matricemi, ktere´ se po n´ı pohybuj´ı a jsou j´ı zveda´ny pra´veˇ v tomto mı´steˇ na´sypu.
Prˇi zvednut´ı plosˇky tedy docha´z´ı k veˇtsˇ´ım vysunut´ı spodn´ı matrice, a t´ım ke zmensˇen´ı
hloubky komory ve stole, cozˇ ma´ za na´sledek sn´ızˇen´ı va´hy lisovany´ch kus˚u. Naopak lze
plosˇku i sn´ızˇit a efekt na parametry vy´lisk˚u je opacˇny´. Z d˚uvodu nedostatku meˇrˇ´ıc´ıho
zarˇ´ızen´ı na lisu je nastaven´ı a regulace lisu za´visla´ prˇedevsˇ´ım na zkusˇenosti a zrucˇnosti
opera´tora lisu. Na jizˇ zmı´neˇne´ noze lisu sice meˇrˇ´ıc´ı stupnice pro nastaven´ı existuje, avsˇak
vzhledem k velky´m zmeˇna´m vy´sledny´ch hodnot vylisovany´ch kus˚u prˇi maly´ch zmeˇna´ch v
nastaven´ı, je tato stupnice nedostatecˇneˇ prˇesna´.
2.3. Formulace proble´mu
Jakmile je lis nastaven podle parametr˚u lisova´n´ı zadany´ch v losu dane´ho typu pozistoru,
vy´roba je spusˇteˇna. Opera´tor lisu kazˇdou hodinu prˇemeˇrˇuje parametry lisova´n´ı, a t´ım
kontroluje nastaven´ı lisu. V prˇ´ıpadeˇ potrˇeby je regulova´na na spodn´ı noze celkova´ va´ha,
se kterou je spjata i zmeˇna tlousˇt’ky. Jak bylo rˇecˇeno, tlousˇt’ka je meˇrˇena uprostrˇed vy´lisk˚u
a mus´ı by´t v tolerancˇn´ım intervalu, ktery´ ve veˇtsˇineˇ prˇ´ıpad˚u by´va´ ±0, 02 mm. Prˇi kontrole
tlousˇt’ky vy´lisk˚u vsˇak t´ımto meˇrˇen´ım uprostrˇed docha´z´ı k poneˇkud zjednodusˇen´ı. Tlousˇt’ka
na vy´lisc´ıch totizˇ nen´ı ve vsˇech bodech plochy stejna´. Ota´zky z toho vyply´vaj´ıc´ı mohou
by´t charakteru:
1. Jaka´ je ve skutecˇnosti geometrie vylisovany´ch kus˚u?
2. Jsou tyto nerovnosti statisticky vy´znamne´?
3. Je nerovnost vy´lisk˚u podstatna´ z hlediska vy´roby?
4. Sn´ızˇila by se variabilita v na´sleduj´ıc´ıch operac´ıch, pokud bychom doka´zali sn´ızˇit
variabilitu jizˇ prˇi lisova´n´ı?
5. Lze naj´ıt cˇasovou za´vislost?
6. Jsou vsˇechny razn´ıky stejne´?
7. Co by mohlo tuto geometrii ovlivnit?
8. Existuj´ı podstatne´ faktory ovlivnˇuj´ıc´ı geometrii?
9. Lze variabilitu procesu lisova´n´ı sn´ızˇit?
V prvn´ı fa´zi experimentova´n´ı bude strˇedem nasˇeho za´jmu poznat proces lisova´n´ı.
Ve spolupra´ci s opera´tory lisu a technolog˚u pro proces lisova´n´ı se budeme snazˇit
navrhnout vhodne´ testy, ktere´ na´m poskytnou smysluplna´ data, pomoc´ı nichzˇ budeme
pozorovat, zkoumat a popisovat proces lisova´n´ı. Nasˇ´ım c´ılem bude naj´ıt odpoveˇd’ na vy´sˇe
polozˇene´ ota´zky. Po te´to prvn´ı cˇa´sti, ktera´ se zaby´va´ prˇedevsˇ´ım geometri´ı vy´lisk˚u, se da´le
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zameˇrˇ´ıme na hleda´n´ı dominantn´ıch faktor˚u, ktere´ by mohly sn´ızˇit variabilitu tlousˇteˇk
na vy´lisc´ıch a variabilitu mezi razn´ıky. Pro tento u´cˇel budou sestaveny dalˇs´ı testy, ktere´
zodpov´ı ota´zku ohledneˇ statisticke´ vy´znamnosti faktor˚u. Z teˇchto faktor˚u se nejv´ıce
zameˇrˇ´ıme na steˇrku, jej´ızˇ funkc´ı je st´ırat granula´t z komory prˇed mı´stem, kde docha´z´ı k
samotne´mu lisova´n´ı. Nameˇrˇena´ data budeme analyzovat za vyuzˇit´ı statisticky´ch metod,
a to prˇedevsˇ´ım analy´zy rozptylu.
V druhe´ fa´zi analy´zy procesu lisova´n´ı bude nasˇe pozornost soustrˇedeˇna na sestaven´ı
pla´novane´ho experimentu, prˇi ktere´m budeme pozorovat a identifikovat vy´stupn´ı sledovane´
promeˇnne´, ktere´ se meˇn´ı se zmeˇnou dominantn´ıch faktor˚u. Budou se testovat r˚uzna´ nas-
taven´ı steˇrky a hloubky komory a zkoumat jejich vliv na sledovane´ velicˇiny, ktery´mi
jsou tlousˇt’ka, va´ha, variabilita. Nasˇ´ım c´ılem je zjistit, zda-li existuje takove´ nastaven´ı
steˇrky a hloubky komory, ktere´ by na´m sn´ızˇilo variabilitu sledovane´ velicˇiny. K analy´ze
nameˇrˇeny´ch dat budou hlavn´ım na´strojem regresn´ı analy´za a analy´za rozptylu uzˇ´ıvane´ v
teorii pla´novane´ho experimentu.
6
3. Oveˇrˇen´ı prˇedpoklad˚u o datech
Na´sleduj´ıc´ı text vycha´z´ı ze znalosti za´klad˚u matematicke´ statistiky, ktere´ lze nale´zt
v dodatku 9, kde je uveden prˇehled za´kladn´ıch pojmu˚, metody odhadova´n´ı parametr˚u a
testova´n´ı statisticky´ch hypote´z.
Veˇtsˇina statisticky´ch metod vyzˇaduje splneˇn´ı urcˇity´ch prˇedpoklad˚u kladeny´ch na
pozorovane´ na´hodne´ velicˇiny. Velmi cˇasty´mi pozˇadavky jsou norma´ln´ı rozdeˇlen´ı a
neza´vislost prvk˚u na´hodne´ho vy´beˇru. Pro pouzˇit´ı analy´zy rozptylu, kterou se pozdeˇji
budeme zaby´vat, je nav´ıc d˚ulezˇite´ splneˇn´ı prˇedpokladu o rovnosti neboli homogeniteˇ
rozptyl˚u jednotlivy´ch vy´beˇr˚u. Prˇed samotnou aplikac´ı statisticky´ch metod je tedy nutno
zhodnotit, zda jsou splneˇny prˇedpoklady pro jejich pouzˇit´ı. K tomuto u´cˇelu na´m slouzˇ´ı
r˚uzne´ statisticke´ testy, z nichzˇ neˇktere´ pop´ıˇseme v ra´mci te´to kapitoly.
3.1. Oveˇrˇen´ı normality vy´beˇru
K pouzˇit´ı modelu norma´ln´ıho rozdeˇlen´ı pro rea´lna´ data, jejichzˇ rozdeˇlen´ı je na´m
nezna´me´, je trˇeba nejprve normalitu dat oveˇrˇit. K oveˇrˇen´ı normality dat se pouzˇ´ıvaj´ı
r˚uzne´ statisticke´ testy hypote´z, ktere´ zamı´tnou cˇi nezamı´tnou nulovou hypote´zu, zˇe data
pocha´zej´ı z norma´ln´ıho rozdeˇlen´ı. Prˇ´ıkladem teˇchto test˚u mu˚zˇe by´t Pearson˚uv χ2 test
dobre´ shody [1],[3],[6], Kolmogorov˚uv-Smirn˚uv, jeho modifikace Anderson˚uv-Darling˚uv
test, Shapireho-Wilkeho a jemu podobny´ Ryan˚uv-Joiner˚uv test nebo da´le testy pomoc´ı
vy´beˇrove´ sˇikmosti a vy´beˇrove´ sˇpicˇatosti [3], [6], jako je naprˇ´ıklad test Jarquea-Berra. My
zde uvedeme trˇi testy, ktere´ jsou implementova´ny v programu MINITAB.
Drˇ´ıve nezˇ prˇistoup´ıme k formulaci test˚u, prˇipomeneme pojem empiricka´ distribucˇn´ı
funkce.
Necht’ X1, . . . , Xn je na´hodny´ vy´beˇr z rozdeˇlen´ı, ktere´ ma´ distribucˇn´ı funkci F , x je
dane´ rea´lne´ cˇ´ıslo. Zaved’me na´hodne´ velicˇiny
ξi(x) =
{
1, je-li Xi < x,
0 je-li Xi ≥ x
pro i = 1, . . . , n. Polozˇme
Fn(x) =
1
n
n∑
i=1
ξi(x).
Funkce Fn(x) je empiricka´ distribucˇn´ı funkce.
Anderson˚uv-Darling˚uv test oveˇrˇuje nulovou hypote´zu H0 : Fn(x) = F (x) proti alter-
nativeˇ H1 : Fn(x) 6= F (x), kde Fn(x) je empiricka´ distribucˇn´ı funkce na´hodne´ho vy´beˇru
X1, . . . , Xn a F (x) je teoreticka´ distribucˇn´ı funkce na´hodne´ velicˇiny X. Pro testova´n´ı nor-
mality je tato funkce distribucˇn´ı funkc´ı norma´ln´ıho rozdeˇlen´ı pravdeˇpodobnosti N(µ, σ2),
kde µ, σ2 jsou nezna´me´ parametry. V testu postupujeme tak, zˇe nejprve usporˇa´da´me
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na´hodny´ vy´beˇr X1, . . . , Xn do neklesaj´ıc´ı posloupnosti X(1) ≤ X(2) ≤ . . . ≤ X(n), prˇicˇemzˇ
na´hodnou velicˇinu X(i) nazy´va´me i-ta´ porˇa´dkova´ statistika. Da´le vypocˇteme hodnoty
Ui =
X(i) − X¯
S
,
kde X¯ je vy´beˇrovy´ pr˚umeˇr a S je vy´beˇrova´ smeˇrodatna´ odchylka na´hodne´ho vy´beˇru
X1, . . . , Xn. Testove´ krite´rium definujeme vztahem
A2 = −n− 1
n
n∑
i=1
(2i− 1) (lnΦ(ui) + ln(1− Φ(un+1−i))) .
Vypocˇteme hodnotu kvantilu A∗1−α. Pro α = 0, 05 plat´ı prˇiblizˇny´ vztah
A∗0,95 = 1, 0348
(
1− 1, 013
n
− 0, 93
n2
)
.
Pokud A2 > A∗0,95, zamı´ta´me nulovou hypote´zu, zˇe dany´ vy´beˇr je z norma´ln´ıho rozdeˇlen´ı,
na hladineˇ vy´znamnosti 0, 05.
Tento test slouzˇ´ı prˇedevsˇ´ım pro vy´beˇry veˇtsˇ´ıch rozsah˚u.
V Shapiroveˇ-Wilkoveˇ testu je stanovena nulova´ hypote´za, zˇe na´hodny´ vy´beˇr pocha´z´ı
z norma´ln´ıho rozdeˇlen´ı o nezna´my´ch parametrech µ, σ2. Podobneˇ jako v prˇedchoz´ım
testu usporˇa´da´me na´hodny´ vy´beˇr X1, . . . , Xn do neklesaj´ıc´ı posloupnosti X(1), . . . , X(n).
Vypocˇteme konstanty ai podle vztahu
(a1, . . . , an) =
m′V −1
(m′V −1V −1m)1/2
,
kde V je kovariancˇn´ı matice ([1],[3]) porˇa´dkovy´ch statistik, m = (m1, . . . ,mn)
′ je vektor
ocˇeka´vany´ch hodnot porˇa´dkovy´ch statistik neza´visly´ch a stejneˇ rozdeˇleny´ch na´hodny´ch
velicˇin vybrany´ch z normovane´ho norma´ln´ıho rozdeˇlen´ı. Testovac´ı krite´rium definujeme
vztahem
W =
(
n∑
i=1
aiX(i)
)2
(
n∑
i=1
X(i)− X¯
)2 .
Vypocˇteme hodnotu kvantilu W ∗1−α podle pocˇ´ıtacˇoveˇ orientovane´ho Roystonova postupu
pro 7 ≤ n ≤ 2000, [3], [6]. Pokud W < W ∗1−α, zamı´ta´me nulovou hypote´zu, zˇe dany´ vy´beˇr
je z norma´ln´ıho rozdeˇlen´ı, na hladineˇ vy´znamnosti α.
Shapir˚uv-Wilk˚uv test slouzˇ´ı prˇedevsˇ´ım pro vy´beˇry mensˇ´ıch rozsah˚u 3 ≤ n ≤ 50,
jeho s´ıla pro detekci rozdeˇlen´ı jine´ho nezˇ je norma´ln´ı je podobna´ s´ıle testu Andersonova-
Darlingova.
Jednovy´beˇrovy´ Kolmogor˚uv-Smirn˚uv testma´ opeˇt nulovou hypote´zou, jestli se rozdeˇlen´ı
na´hodne´ velicˇiny rovna´ urcˇite´mu teoreticke´ho rozdeˇlen´ı, v nasˇem prˇ´ıpadeˇ norma´ln´ıho
rozdeˇlen´ı N(µ, σ2). Naznacˇ´ıme si pouze za´kladn´ı mysˇlenku tohoto testu, podrobny´ popis
lze nale´zt [1],[7],[15]. Prakticke´ proveden´ı Kolmogorovova-Smirnovova testu spocˇ´ıva´ ve
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vy´pocˇtu empiricke´ distribucˇn´ı funkce Fn(x) z na´hodne´ho vy´beˇru X = 1, . . . , n a testove´ho
krite´ria, ktere´ je tvaru
D(n) = sup
x
|Fn(x)− F (x)|.
Podle tzv. Glivenkovy veˇty plat´ı, zˇe pokud je vy´beˇr z rozdeˇlen´ı o distribucˇn´ı funkci F (x),
pak D(n) → 0 skoro jisteˇ prˇi n → ∞. Je-li cˇ´ıslo n male´, porovna´ se D(n) s prˇesny´mi
kriticky´mi hodnotami Dα(n). V prˇ´ıpadeˇ veˇtsˇ´ıch hodnot n se vyuzˇije tzv. Smirnovovy veˇty
[1],[15], polozˇ´ı se
λ0 =
√
nD(n)
a vypocˇte se
K(λ0) = 1− 2
∞∑
k=1
(−1)k+1 exp{−2k2λ20}.
Pokud vyjde K(λ0) ≥ 1 − α, zamı´ta´me hypote´zu H0 na hladineˇ, ktera´ se s rostouc´ımi
rozsahy vy´beˇr˚u bl´ızˇ´ı cˇ´ıslu α.
S´ıla tohoto testu pro detekci rozdeˇlen´ı jine´ho nezˇ je norma´ln´ı je vsˇak mensˇ´ı nezˇ
s´ıla prˇedchoz´ıch dvou test˚u. Existuje i dvouvy´beˇrovy´ Kolmogor˚uv-Smirnov˚uv test pro
porovna´va´n´ı rozdeˇlen´ı dvou vy´beˇr˚u.
Zjist´ıme-li na za´kladeˇ vy´sˇe uvedeny´ch test˚u, zˇe se rozdeˇlen´ı vy´beˇru systematicky
odliˇsuje od rozdeˇlen´ı norma´ln´ıho, lze v neˇktery´ch prˇ´ıpadech vhodnou transformac´ı
dat doc´ılit stabilizace rozptylu, zesymetricˇteˇn´ı dat a cˇasto i prˇibl´ızˇen´ı se norma´ln´ımu
rozdeˇlen´ı. Vycha´z´ı se z prˇedpokladu, zˇe analyzovana´ data jsou nelinea´rn´ı transformac´ı
norma´lneˇ rozdeˇlene´ na´hodne´ velicˇiny X. K nim se hleda´ inverzn´ı transformacˇn´ı funkce
g(X). Prˇ´ıkladem takove´to transformace mu˚zˇe by´t Box-Coxova transformace [3],[6], ktera´
umozˇnˇuje prˇibl´ızˇen´ı vy´beˇru k rozdeˇlen´ı norma´ln´ımu vzhledem k sˇikmosti a sˇpicˇatosti,
nebo Johnsonova transformace.
Dalˇs´ı prˇ´ıcˇinou narusˇuj´ıc´ı prˇedpoklad norma´ln´ıho rozdeˇlen´ı vy´beˇru mu˚zˇe by´t
prˇ´ıtomnost odlehly´ch meˇrˇen´ı. Odlehla´ meˇrˇen´ı, nebo take´ vybocˇuj´ıc´ı hodnoty, jsou takove´
hodnoty, ktere´ se znacˇneˇ liˇs´ı od ostatn´ıch, typicky se vyskytuj´ıc´ıch hodnot v souboru.
Existence odlehly´ch hodnot je obvykle povazˇova´na za neprˇ´ıjemny´ jev, v jehozˇ d˚usledku
vycha´zej´ı neprˇesne´ odhady charakteristik polohy a rozptylu, da´le mu˚zˇe by´t narusˇena
normalita a rozdeˇlen´ı se mu˚zˇe sta´t naprˇ´ıklad asymetricky´m. Obcˇas lze vyloucˇen´ım odlehle´
hodnoty tyto prˇ´ıcˇiny odstranit, prˇesto mus´ıme vsˇak by´t opatrn´ı, co se ty´cˇe vylucˇova´n´ı
odlehly´ch hodnot ze souboru, abychom t´ım neztratili d˚ulezˇite´ informace.
Identifikace odlehly´ch hodnot se prova´d´ı pomoc´ı statisticky´ch test˚u, a to naprˇ´ıklad
Grubbsova testu a Deanova - Dixonova testu. Tyto testy jsou pouzˇitelne´ pro trˇi a
v´ıce platny´ch meˇrˇen´ı. Nejprve se provede se porˇa´dkova´ statistika X(1), . . . , X(n) prvk˚u
na´hodne´ho vy´beˇru X1, . . . , Xn.
Grubbs˚uv test je zalozˇen na odlehlosti krajn´ıch hodnot od pr˚umeˇru. Testove´ statistiky
T1, Tn pro nejmensˇ´ı X(1) a nejveˇtsˇ´ı X(n) prvek vy´beˇru jsou
T1 =
X¯ −X(1)
S
, Tn =
X(n) − X¯
S
.
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Pro dany´ pocˇet n se vypocˇtene´ hodnoty T1 a Tn porovnaj´ı s tabelovanou kritickou hod-
notou Tα. Je-li T1 ≥ Tα nebo Tn ≥ Tα, pak je prˇ´ıslusˇna´ hodnota X(1) nebo X(n) vyloucˇena.
Dean˚uv - Dixon˚uv test zkouma´ odlehlost krajn´ıch hodnot od sousedn´ıch. Testove´ statis-
tiky Q1, Qn pro X(1) a X(n) jsou
Q1 =
X(2) −X(1)
X(n) −X(1) , Qn =
X(n) −X(n−1)
X(n) −X(1) .
Vypocˇtene´ hodnoty Q1 a Qn porovna´me s tabelovanou kritickou hodnotou Qα pro dany´
pocˇet hodnot n na zvolene´ hladineˇ vy´znamnosti α. Je-li Q1 ≥ Qα nebo Qn ≥ Qα, pak je
prˇ´ıslusˇna´ hodnota X(1) nebo X(n) vyloucˇena.
3.2. Oveˇrˇen´ı neza´vislosti prvk˚u vy´beˇru
Neza´vislost dat znamena´, zˇe prvky analyzovane´ho vy´beˇru nejsou spojeny zˇa´dny´m
skryty´m vztahem a byly z´ıska´ny neza´visle, bez ovlivneˇn´ı cˇloveˇkem, prˇ´ıstrojem cˇi pos-
tupem odbeˇru dat. Nejsou-li nameˇrˇena´ data neza´visla´, mus´ıme pocˇ´ıtat se selha´n´ım
veˇtsˇiny statisticky´ch vy´pocˇt˚u a nespra´vny´mi odhady. Prˇedpokla´dejme na´hodny´ vy´beˇr
X1, X2, ..., Xn o rozsahu n z neˇjake´ho rozdeˇlen´ı. Obecneˇ lze za´vislost cha´pat jako ovlivneˇn´ı
hodnoty Xi na´hodne´ho vy´beˇru prˇedchoz´ımi hodnotami, tedy
Xi = f(X1, X2, ..., Xi−1) + ei,
kde ei je na´hodna´ neza´visla´ velicˇina. Nejcˇasteˇjˇs´ım specia´ln´ım prˇ´ıpadem za´vislosti je au-
tokorelace, kde za´vislost f(X1, X2, ..., Xi−1) je linea´rn´ı. K identifikaci cˇasove´ za´vislosti
prvk˚u vy´beˇru nebo za´vislosti souvisej´ıc´ı s porˇad´ım jednotlivy´ch meˇrˇen´ı se testuje
vy´znamnost autokorelacˇn´ıho koeficientu prvn´ıho rˇa´du ρ1, ρ1 ∈ (−1, 1), podle testovac´ıho
von Neumannova krite´ria. Chceme testovat hypote´zu H0 : ρ1 = 0 proti alternativn´ı hy-
pote´ze H1 : ρ1 6= 0. Testovac´ı von Neumannovo krite´rium je
Tn =
T1
√
n+ 1√
1− T1
,
kde
T1 =
(
1− T
2
)√
n2 − 1
n2 − 4
a T je tzv. von Neumann˚uv pomeˇr
T =
n−1∑
i=1
(Xi+1 −Xi)2
n∑
i=1
(Xi − X¯)2
.
Na´hodna´ velicˇina Tn ma´ Studentovo rozdeˇlen´ı s (n + 1) stupni volnosti. Je-li |Tn| >
t1−α(n+ 1), pak zamı´ta´me H0 na hladineˇ vy´znamnosti α.
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3.3. Oveˇrˇen´ı rovnosti rozptyl˚u
K oveˇrˇen´ı homoskedasticity neboli shodnosti rozptyl˚u jednotlivy´ch vy´beˇr˚u se pouzˇ´ıvaj´ı
statisticke´ testy jako je naprˇ´ıklad Bartlett˚uv a Leven˚uv test, ktere´ jsou za´rovenˇ imple-
mentova´ny v programu MINITAB. Dalˇs´ımi prˇiklady test˚u mohou by´t Hartley˚uv test a
Cochran˚uv test [16].
Prˇedpokla´dejme, zˇe ma´me k neza´visly´ch vy´beˇr˚u (X11, . . . , X1n1), . . . , (Xk1, . . . , Xknk)
obecneˇ r˚uzny´ch rozsah˚u n1, . . . , nk z norma´ln´ıho rozdeˇlen´ı N(µ1, σ
2
1), . . . , N(µk, σ
2
k).
Bartlett˚uv test vyuzˇ´ıva´me k testova´n´ı sdruzˇeny´ch hypote´z
H0 : σ
2
1 = σ
2
2 = · · · = σ2k,
proti alternativeˇ H1 : neplat´ı H0 pro alesponˇ jedno σ
2
i , i = 1, . . . , k. Testovy´m krite´riem
Bartlettova testu je statistika B, definova´na
B =
[
(n− k) lnS2 −
k∑
i=1
(ni − 1) lnS2i
]
C
,
kde n =
k∑
i=1
ni je celkovy´ pocˇet prvk˚u ve vsˇech vy´beˇrech,
S2 =
1
n− 1
k∑
i=1
ni∑
j=1
(Xij − X¯i.)2
je celkovy´ rozptyl,
S2i =
1
ni − 1
ni∑
j=1
(Xij − X¯i.)2, i = 1, . . . , k
je rozptyl i-te´ho vy´beˇru a
C = 1 +
(
k∑
i=1
1
ni−1 − 1n−k
)
3(k − 1)
je konstanta. Testove´ krite´rium B ma´ za prˇedpokladu platnosti H0 a je-li ni ≥ 6, i =
1, . . . , k, prˇiblizˇneˇ rozdeˇlen´ı χ2(k − 1). Testovanou hypote´zu zamı´ta´me, pokud
B ≥ χ21−α(k − 1).
Jak je videˇt, Bartlett˚uv test lze pouzˇ´ıt jak pro vy´beˇry vyva´zˇene´, tak i pro nevyva´zˇene´.
Tento test je vsˇak pomeˇrneˇ slaby´ a dosti citlivy´ na porusˇen´ı prˇedpokladu norma´ln´ıho
rozdeˇlen´ı. Tyto nedostatky se jizˇ nevyskytuj´ı u druhe´ho testu, ktery´ si pop´ıˇseme, a to
Levenova testu.
Za´kladn´ı mysˇlenkou Levenova testu je proveden´ı analy´zy rozptylu na absolutn´ıch hod-
nota´ch rezidu´ı, ktere´ definujeme
Zij = Xij − Xˆij = Xij − X¯i.
i = 1, . . . , k, j = 1, . . . , ni,
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prˇicˇemzˇ symbolem Xˆij mı´n´ıme odhad hodnoty Xij. Testove´ F-krite´rium se na´sledneˇ
porovna´va´ s kritickou hodnotou F rozdeˇlen´ı F1−α(k − 1, n − k). Tento test je pouze
prˇiblizˇny´, poneˇvadzˇ velicˇiny Zij nejsou neza´visle´ a absolutn´ı hodnoty teˇchto velicˇin nemaj´ı
norma´ln´ı rozdeˇlen´ı. Existuj´ı modifikace Levenova testu, kdy se mı´sto vy´beˇrove´ho pr˚umeˇru
jako odhadu pouzˇije media´n.
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4. Regresn´ı Analy´za
Velmi rozsˇ´ıˇrenou u´lohou z oblasti analy´zy dat je hleda´n´ı a zkouma´n´ı pr˚ubeˇhu za´vislosti
promeˇnny´ch, jejichzˇ hodnoty byly z´ıska´ny realizac´ı experimentu. C´ılem je pak optimal-
izace teoreticke´ho modelu dane´ u´lohy tak, aby co nejv´ıce odpov´ıdal nameˇrˇeny´m dat˚um.
Meˇjme za´visle promeˇnnou y a neza´visle promeˇnne´ xj, j = 1, . . . , k. Necht’ jakoukoliv
hodnotu za´visle promeˇnne´ y lze jednoznacˇneˇ vyja´drˇit funkc´ı yi = f(x1, . . . , xk). Prˇi
prova´deˇn´ı experiment˚u na´s zaj´ıma´ pra´veˇ tato funkcˇn´ı za´vislost sledovane´ velicˇiny y
na zvoleny´ch faktorech x = x1, . . . , xk, avsˇak v d˚usledku p˚usoben´ı na´hodny´ch
cˇinitel˚u ma´ tato za´visle promeˇnna´ charakter na´hodne´ velicˇiny maj´ıc´ı urcˇite´ rozdeˇlen´ı
pravdeˇpodobnosti.
Uvazˇujme za´visle promeˇnnou na´hodnou velicˇinu Y a neza´visle promeˇnne´ velicˇiny
X = (X1, . . . , Xk), ktere´ mohou, ale nemus´ı by´t na´hodne´. K popisu, urcˇen´ı a vysˇetrˇova´n´ı
za´vislosti Y na X je uzˇ´ıva´na regresn´ı analy´za. Samotna´ za´vislost Y na X je vyja´drˇena
regresn´ı funkc´ı
y = ϕ(x,β) = ϕ(x1, . . . , xk, β1, . . . , βm) = E(Y/X = x),
kde x je pozorovana´ hodnota vektoru X, y je pozorovana´ hodnota na´hodne´ velicˇiny Y a β
je vektor rea´lny´ch parametr˚u, tzv. regresn´ı koeficienty. E(Y/X = x) je podmı´neˇna´ strˇedn´ı
hodnota na´hodne´ velicˇiny Y , tedy strˇedn´ı hodnota pro x = (x1, . . . , xk), [1],[7],[3],[6].
Je-li Y linea´rneˇ za´visle´ na parametrech β1, . . . , βm, hovorˇ´ıme o linea´rn´ı regresn´ı funkci.
Da´le budeme uvazˇovat pouze tento typ za´vislosti. Linea´rn´ı regresn´ı funkci mu˚zˇeme psa´t
jako
Y =
m∑
j=1
βjfj(x) + e,
kde fj(x) jsou zna´me´ funkce za´visle´ pouze na x a e je na´hodna´ chyba.
Prˇi vysˇetrˇova´n´ı za´vislosti Y na x1, . . . , xk prova´d´ıme n > m pozorova´n´ı. Uvazˇujeme
tzv. linea´rn´ı regresn´ı model, ktery´ mu˚zˇe by´t vyja´drˇen jako
Yi =
k∑
j=1
βjfij + ei, i = 1, . . . , n, (4.0.1)
kde Yi jsou na´hodne´ velicˇiny pro i = 1, . . . , n, tzv. odezvy, βj jsou nezna´me´ rea´lne´ parame-
try pro j = 1, . . . ,m. Da´le ei jsou na´hodne´ chyby, pro ktere´ plat´ı, zˇe jsou nesyste-
maticke´ Eei = 0, maj´ı stejny´ rozptyl Dei = σ
2 a jsou nekorelovane´ C(ei, ej) = 0 pro
i 6= j, i = 1, . . . , n, j = 1, . . . , n. Hodnoty fij = fj(xi) jsou hodnoty funkce fj(x) pro
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i = 1, . . . , n, j = 1, . . . ,m, prˇicˇemzˇ xi = (xi1, . . . , xik) pro i = 1, . . . , n. Teˇchto n po-
zorova´n´ı uvedeny´ch v (4.0.1) lze rozepsat dle na´sleduj´ıc´ıho
Y1 = β1f11 + β2f12 + · · ·+ βmf1m + e1
Y2 = β1f21 + β2f22 + · · ·+ βmf2m + e2
...
Yi = β1fi1 + β2fi2 + · · ·+ βmfim + ei
...
Yn = β1fn1 + β2fn2 + · · ·+ βmfnm + en.
Na´hodna´ velicˇina Yi ma´ strˇedn´ı hodnotu EYi =
k∑
j=0
βjfij a konstantn´ı rozptyl DYi = σ
2
pro i = 1, . . . , n.
4.1. Odhady parametr˚u
Nasˇ´ım c´ılem je odhadnout parametry β1, . . . , βm, a to pomoc´ı metody nejmensˇ´ıch cˇtverc˚u.
Vycha´z´ıme z podmı´nky, zˇe funkce
S(β) =
n∑
i=1
e2i =
n∑
i=1
(
Yi −
m∑
j=1
βjfij
)2
ma´ by´t minima´ln´ı vzhledem k β. Urcˇ´ıme tedy parcia´ln´ı derivace funkce S(β) podle
promeˇnny´ch β1, . . . , βm a polozˇ´ıme je rovny nule:
∂S(β)
∂β1
= −2
n∑
i=1
[(
Yi −
m∑
j=1
βjfij
)
fi1
]
= 0,
...
∂S(β)
∂βm
= −2
n∑
i=1
[(
Yi −
m∑
j=1
βjfij
)
fim
]
= 0,
(4.1.1)
Za´meˇnou koeficient˚u β1, . . . , βm v rovnici (4.1.1) za jejich odhady b1, . . . , bm z´ıska´me sous-
tavu linea´rn´ıch algebraicky´ch rovnic, tzv. soustavu norma´ln´ıch rovnic
b1
n∑
i=1
f 2i1 + b2
n∑
i=1
fi1fi2 + · · ·+ bm
n∑
i=1
fi1fim =
n∑
i=1
fi1Yi
...
b1
n∑
i=1
fi1fim + b2
n∑
i=1
fi2fim + · · ·+ bm
n∑
i=1
f 2im =
n∑
i=1
fimYi
(4.1.2)
Odhady parametr˚u β1, . . . , βm urcˇ´ıme jako rˇesˇen´ı b1, . . . , bm soustavy (4.1.2).
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Pro jednodusˇsˇ´ı a kratsˇ´ı za´pis zavedeme maticove´ znacˇen´ı:
Y =
 Y1...
Yn
 , β =
 β1...
βm
 , b =
 b1...
bm
 , e =
 e1...
en
 ,
F =

f11 f12 . . . f1m
f21 f22 . . . f2m
...
...
. . .
...
fn1 fn2 . . . fnm
 ,
(4.1.3)
kde Y je na´hodny´ vektor, β je vektor nezna´my´ch parametr˚u, b je vektor odhad˚u
parametr˚u, e je vektor na´hodny´ch chyb a F je matice dany´ch cˇ´ısel typu n × m, ktera´
ma´ linea´rneˇ neza´visle´ sloupce a jelikozˇ n > m, ma´ tato matice hodnost h(F) = m, z cˇehozˇ
da´le plyne, zˇe matice F′F je regula´rn´ı. Horn´ı index ′ oznacˇuje transpozici matice.
F′F =

n∑
i=1
fi1fi1
n∑
i=1
fi1fi2 . . .
n∑
i=1
fi1fim
n∑
i=1
fi2fi1
n∑
i=1
fi2fi2 . . .
n∑
i=1
fi2fim
...
...
. . .
...
n∑
i=1
fimfi1
n∑
i=1
fimfi2 . . .
n∑
i=1
fimfim

.
Nyn´ı podle znacˇen´ı (4.1.3) mu˚zˇeme psa´t linea´rn´ı regresn´ı model ve tvaru
Y = Fβ + e.
Odhad parametr˚u β provedeme stejny´m postupem vyuzˇ´ıvaj´ıc´ım metodu nejmensˇ´ıch
cˇtverc˚u, avsˇak nyn´ı budeme dodrzˇovat maticove´ znacˇen´ı. Pro odhad regresn´ıch koeficient˚u
minimalizujeme
S = S(β) = e′e = (Y − Fβ)′(Y − Fβ) (4.1.4)
vzhledem k parametr˚um β. Funkci (4.1.4) lze upravit na
S(β) = Y′Y − β′F′Y −YFβ + β′F′Fβ = Y′Y − 2β′F′Y + β′F′Fβ. (4.1.5)
Matice β′F′Y z rovnice (4.1.5) je typu 1 × 1, tud´ızˇ plat´ı, zˇe je za´rovenˇ rovna sve´
transpozici (β′F′Y)′ = Y′Fβ. Te´to vlastnosti vyuzˇijeme pro zjednodusˇen´ı vy´pocˇtu
parcia´ln´ıch derivac´ı (4.1.6).
Parcia´ln´ı derivace funkce S(β) jsou
∂S(β)
∂β
= −2F′Y + 2F′Fβ = 0. (4.1.6)
Rovnici (4.1.6) uprav´ıme na soustavu norma´ln´ıch rovnic
F′Fb = F′Y,
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ktera´ ma´ rˇesˇen´ı
b = (F′F)−1F′Y.
Odhad b je nestranny´m odhadem parametr˚u β, tedy plat´ı
Eb = E(F′F)−1F′Y = (F′F)−1F′EY = (F′F)−1F′Fβ = β.
Kovariancˇn´ı matice var(b) vektoru b je da´na
var(b) = E(b− Eb)(b− Eb)′ = σ2(F′F).
Na hlavn´ı diagona´le te´to matice je i-ty´ prvek rozptyl na´hodne´ velicˇiny bi a ij-ty´ prvek je
kovariance mezi na´hodny´mi velicˇinami bi a bj, kde i 6= j, i = 1, . . . , n, j = 1, . . . , n.
Vektor Yˆ vypocˇteny´ch hodnot
Yˆ = Fb = F(F′F)−1F′Y
mu˚zˇe by´t povazˇova´n za nejlepsˇ´ı aproximaci na´hodne´ho vektoru Y, jaka´ se da´ vytvorˇit
linea´rn´ı kombinac´ı sloupc˚u matice F.
Rozd´ıl mezi nameˇrˇeny´mi hodnotami Y a vypocˇteny´mi hodnotami Yˆ oznacˇujeme
Se = S(b) = (Y − Yˆ)′(Y − Yˆ)
a nazy´va´me rezidua´ln´ı soucˇet cˇtverc˚u. Nestranny´m odhadem rozptylu σ2 na´hodne´ velicˇiny
Y je
s2 =
Se
n−m.
Mı´ru kvality linea´rn´ı predikce pro nameˇrˇene´ hodnoty uda´va´ druha´ mocnina koeficientu
v´ıcena´sobne´ korelace tzv. koeficient determinace
R2 = 1− Se
ST
, R2 ∈ 〈0, 1〉
kde ST =
n∑
i=1
(Yi − Y¯ )2 je celkovy´ soucˇet cˇtverc˚u. Koeficient determinace vyjadrˇuje jaky´
pod´ıl variability v nameˇrˇeny´ch datech je vysveˇtlen na´mi navrzˇeny´m regresn´ım modelem.
Cˇasto se tento koeficient vyjadrˇuje v procentech R2100%. Prˇesnost regresn´ıho modelu
popisuje take´ korigovany´ nebolimodifikovany´ koeficient determinace, ktery´ je da´n vzorcem
R¯2 = 1− n− 1
n−m
Se
ST
, R¯2 ∈ 〈0, 1〉.
Tento koeficient je za´visly´ na pocˇtu parametr˚u v modelu. Cˇ´ım v´ıce je regresn´ıch
koeficient˚u v regresn´ım modelu sestaveny´m pro nameˇrˇena´ data, t´ım v´ıce je korigovany´
koeficient determinace bl´ızˇe k jednicˇce pro stejna´ nameˇrˇena´ data.
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4.2. Testova´n´ı statisticky´ch hypote´z
Pro testova´n´ı statisticky´ch hypote´z a urcˇen´ı intervalovy´ch odhad˚u budeme da´le nav´ıc
prˇedpokla´dat, zˇe na´hodne´ chyby maj´ı norma´ln´ı rozdeˇlen´ı e ∼ N(0, σ2I), kde I je
jednotkova´ matice. Z toho da´le plyne, zˇe na´hodny´ vektor Y ma´ take´ norma´ln´ı rozdeˇlen´ı,
Y ∼ N(Xβ, σ2I). Nav´ıc vektor Y je neza´visly´, poneˇvadzˇ na´hodne´ chyby jsou neza´visle´
prˇi splneˇn´ı prˇedpoklad˚u o jejich nekorelovanosti a normaliteˇ rozdeˇlen´ı. Jelikozˇ vektor
odhadnuty´ch parametr˚u b vznika´ z Y linea´rn´ı transformac´ı, ma´ tento vektor take´
norma´ln´ı rozdeˇlen´ı b = N(β, σ2W), kde W = (F′F)−1.
Pro libovolne´ c ∈ Rm plat´ı, zˇe na´hodna´ velicˇina
T =
c′b− c′β
s
√
c′Wc
∼ t(n−m) (4.2.1)
ma´ Studentovo rozdeˇlen´ı s n−m stupni volnosti.
Pomoc´ı statistiky (4.2.1) testujeme vy´znamnost jednotlivy´ch regresn´ıch koeficient˚u.
Zavedeme hypote´zu H0 : βj = βj0 prˇi alternativeˇ H1 : βj 6= βj0 na hladineˇ vy´znamnosti
α, kde j je pevneˇ zvoleny´ index, j = 1, . . . ,m. Je zrˇejme´, zˇe vektor c ∈ Rm je sloupcovy´
vektor tvaru c′ = (0, . . . , 0, 1, 0, . . . , 0), kde cˇ´ıslo 1 na prˇ´ıslusˇne´ j-te´ pozici odpov´ıda´ pozici
parametru βj ve vektoru β = (β1, . . . , βm). Prˇi platnosti H0 ma´ statistika
Tj =
bj − βj0√
s2wjj
,
kde wjj jsou prvky hlavn´ı diagona´ly maticeW = (F
′F)−1, Studentovo rozdeˇlen´ı t(n−m).
Na za´kladeˇ pozorovane´ hodnoty tohoto testove´ho krite´ria zamı´ta´me H0, pokud |Tj| >
t1−α
2
(n−m). Intervalovy´ odhad regresn´ıho koeficientu βj se spolehlivost´ı 1− α je〈
bj − t1−α
2
(n−m)
√
s2wjj; bj − t1−α(n−m)
√
s2wjj
〉
,
kde t1−α
2
(n − m) je (1− α
2
)
-kvantil Studentova rozdeˇlen´ı s n − m stupni volnosti.
Nejcˇasteˇji vol´ıme βj0 = 0. Oveˇrˇujeme tak, zda-li Y za´vis´ı na j-te´m sloupci matice F.
Pokud bychom hypote´zu H0 nezamı´tli, vypusˇteˇn´ım j-te´ho sloupce bychom tak prˇesˇli k
jednodusˇsˇ´ımu modelu.
Prˇedchoz´ı test se ty´ka´ pouze jednoho libovolne´ho regresn´ıho koeficientu. Cˇasto vsˇak
mus´ıme testovat hypote´zu o neˇkolika parametrech najednou pomoc´ı testu sdruzˇeny´ch
hypote´z [1], [2],[3],[6].
Intervalovy´ odhad strˇedn´ı funkcˇn´ı hodnoty y regresn´ı funkce odvod´ıme opeˇt pomoc´ı
statistiky (4.2.1), kde c bude vektor funkc´ı fj(x), j = 1, . . . , 1m. Tud´ızˇ 100(1 − α)%
interval pro E(Y/X = x) je〈
m∑
j=1
bjfj(x)− t1−α(n−m)s
√
h;
m∑
j=1
bjfj(x) + t1−α(n−m)s
√
h
〉
, (4.2.2)
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kde h = f ′(x)Wf(x), prˇicˇemzˇ f ′(x) = (f1(x), . . . , fm(x))′.
Intervalovy´ odhad individua´ln´ı funkcˇn´ı hodnoty y regresn´ı funkce obdrzˇ´ıme analogicky
jako interval (4.2.2) s jedinou vy´jimkou, zˇe mı´sto h vezmeme 1 + h. Tud´ızˇ 100(1 − α)%
interval pro Y/X = x je〈
m∑
j=1
bjfj(x)− t1−α(n−m)s
√
1 + h;
m∑
j=1
bjfj(x) + t1−α(n−m)s
√
1 + h
〉
. (4.2.3)
Intervalovy´ odhad (4.2.2) by´va´ nazy´va´n konfidencˇn´ı interval a intervalovy´ odhad (4.2.3)
je nazy´va´n predikcˇn´ı interval.
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5. Analy´za rozptylu
Analy´za rozptylu, neboli ANOVA, se pouzˇ´ıva´ bud’ jako technika umozˇnˇuj´ıc´ı posouzen´ı
vlivu neˇjaky´ch faktor˚u na sledovanou na´hodnou velicˇinu nebo jako postup umozˇnˇuj´ıc´ı
analy´zu zdroj˚u variability v linea´rn´ıch statisticky´ch modelech. Ze statisticke´ho hlediska lze
analy´zu rozptylu cha´pat jako specia´ln´ı prˇ´ıpad regresn´ı analy´zy, kde vysveˇtluj´ıc´ı promeˇnne´
naby´vaj´ı pouze hodnot 0 nebo 1, tedy jsou bina´rn´ıho charakteru, [3], [6].
V da´le popsany´ch za´kladn´ıch metoda´ch se budeme zaby´vat prˇeva´zˇneˇ posouzen´ım vlivu
faktor˚u na strˇedn´ı hodnotu pozorovane´ na´hodne´ velicˇiny. Jelikozˇ vsˇak vlastn´ı analy´za
vycha´z´ı z rozptylu pozorovany´ch hodnot te´to velicˇiny, hovorˇ´ıme o analy´ze rozptylu.
Podstatou ANOVY pak je rozklad celkove´ho rozptylu na slozˇky, jejichzˇ variabilita je
zna´ma a slozˇku s nezna´mou variabilitou, o ktere´ prˇedpokla´da´me, zˇe je na´hodna´. ANOVU
rozliˇsujeme podle pocˇtu ovlivnˇuj´ıc´ıch faktor˚u neboli trˇ´ıd´ıc´ıch znak˚u. Pro jeden fak-
tor hovorˇ´ıme o analy´ze rozptylu jednoduche´ho trˇ´ıdeˇn´ı, pro dva faktory ma´me analy´zu
rozptylu dvojne´ho trˇ´ıdeˇn´ı, a podobneˇ. Faktorem obecneˇ mu˚zˇe by´t kategoria´ln´ı nebo cˇ´ıselna´
neza´visle promeˇnna´ maj´ıc´ı vliv na pozorovanou velicˇinu. Jednotlive´ faktory se vyskytuj´ı
na jisty´ch u´rovn´ıch. Pokud na´s zaj´ımaj´ı pouze rozd´ıly mezi dany´mi u´rovneˇmi, jde o mod-
ely s pevny´mi efekty. Pokud jsou jednotlive´ u´rovneˇ vy´beˇrem z konecˇne´ho cˇi nekonecˇne´ho
souboru, hovorˇ´ıme o modelech s na´hodny´mi efekty.
5.1. Dvojne´ trˇ´ıdeˇn´ı s interakcemi
Uvazˇujme dva faktory A a B. Faktor A ma´ α1, . . . , αI u´rovn´ı, faktor B ma´ β1, . . . , βJ
u´rovn´ı. Meˇjme IJ neza´visly´ch vy´beˇr˚u z norma´ln´ıho rozdeˇlen´ı N(µij, σ
2), kde parametr
µij je strˇedn´ı hodnota, parametr σ
2 nen´ı zna´m, σ2 > 0 a i = 1, ..., I, j = 1, ..., J . Na´hodny´
ij-ty´ vy´beˇr z tohoto rozdeˇlen´ı oznacˇme Yij1, ..., YijKij . Jeho rozsah je tedy Kij. V prˇ´ıpadeˇ,
zˇe je Kij = K pro kazˇde´ i = 1, ..., I, j = 1, ..., J , mluv´ıme o vyva´zˇene´m trˇ´ıdeˇn´ı, neplat´ı-li
tato podmı´nka hovorˇ´ıme o nevyva´zˇene´m trˇ´ıdeˇn´ı. Prˇedpokla´dejme, zˇe plat´ı Kij = K pro
kazˇde´ i = 1, ..., I, j = 1, ..., J , pak vsˇechny vy´beˇry dohromady z rozdeˇlen´ı N(µij, σ
2) pro
i = 1, ..., I, j = 1, ..., J maj´ı N = IJK cˇlen˚u. Na´hodnou velicˇinu Yijk mu˚zˇeme cha´pat jako
k-te´ pozorova´n´ı k = 1, . . . , K, ktere´ odpov´ıda´ kombinaci u´rovneˇ αi faktoru A a u´rovneˇ βj
faktoru B.
Shleda´me velice uzˇitecˇny´m popsat pozorovanou na´hodnou velicˇinu Yi,j,k pomoc´ı
linea´rn´ıho modelu
Yijk = µij + eijk = µ+ αi + βj + λij + eijk,
i = 1, ..., I, j = 1, ..., J, k = 1, ..., K
(5.1.1)
kde µ, αi, βj a λij jsou nezna´me´ parametry a eijk jsou neza´visle´ na´hodne´ velicˇiny s
rozdeˇlen´ım N(0, σ2). Prˇitom µ nazy´va´me hlavn´ı efekt, αi jsou tzv. rˇa´dkove´ efekty nebo te´zˇ
u´rovneˇ faktoru A, βj jsou tzv. sloupcove´ efekty nebo take´ u´rovneˇ faktoru B a λij nazy´va´me
interakce. Podle takto zavedeny´ch pojmu˚ mu˚zˇeme rˇ´ıci, zˇe µij v modelu (5.1.1) je strˇedn´ı
hodnota vy´beˇru z norma´ln´ıho rozdeˇlen´ı, ktere´ odpov´ıda´ i-te´mu rˇa´dkove´mu efektu a j-te´mu
sloupcove´mu efektu.
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Da´le polozˇme
Yij. =
K∑
k=1
Yijk, Yi.. =
J∑
j=1
K∑
k=1
Yijk, Y... =
I∑
i=1
J∑
j=1
K∑
k=1
Yijk,
y¯ij. = Yij./K, y¯i.. = Yi../(JK), y¯... = y¯ = Y.../N
(5.1.2)
P´ısmeno Y , ktere´ ma´ neˇktere´ indexy nahrazeny tecˇkami, reprezentuje soucˇet
odpov´ıdaj´ıc´ıch hodnot Yijk prˇes ty indexy, mı´sto nichzˇ jsou psa´ny pouze tecˇky. Naproti
tomu pr˚umeˇry se oznacˇuj´ı pomoc´ı p´ısmene y¯, u neˇhozˇ tecˇky opeˇt znamenaj´ı obor, prˇes
ktery´ se pr˚umeˇr stanovuje. Analogicke´ oznacˇen´ı jako jsme zavedli v (5.1.2), pouzˇijeme i
prˇi jiny´ch kombinac´ıch index˚u.
5.1.1. Odhady parametr˚u
Pro zjednodusˇen´ı za´pisu zaved’me oznacˇen´ı α = (α1, . . . , αI), β = (β1, . . . , βJ), λ =
(λ11, . . . , λIJ). Nezna´me´ parametry µ,α,β,λ z modelu (5.1.1) odhadneme obdobny´m
zp˚usobem jako u regresn´ıho linea´rn´ıho modelu, viz kapitola 4, a to metodou nejmensˇ´ıch
cˇtverc˚u tak, zˇe funkce S ma´ by´t minima´ln´ı vzhledem k promeˇnny´m µ,α, β, λ:
S(µ,α,β,λ) =
I∑
i=1
J∑
j=1
K∑
k=1
e2ijk =
I∑
i=1
J∑
j=1
K∑
k=1
(Yijk − µ− αi − βj − λij)2.
Funkci S postupneˇ parcia´lneˇ derivujeme podle promeˇnny´ch µ,α, β, λ a tyto derivace
polozˇ´ıme rovny nule
∂S
∂µ
= −2
I∑
i=1
J∑
j=1
K∑
k=1
(Yijk − µ− αi − βj − λij),
∂S
∂αi
= −2
J∑
j=1
K∑
k=1
(Yijk − µ− αi − βj − λij), i = 1, . . . , I,
∂S
∂βj
= −2
I∑
i=1
K∑
k=1
(Yijk − µ− αi − βj − λij), j = 1, . . . , J,
∂S
∂µ
= −2
K∑
k=1
(Yijk − µ− αi − βj − λij), i = 1, . . . , I, j = 1, . . . , J.
Po u´praveˇ z´ıska´me soustavu
Nµ+ JK
I∑
i=1
αi + IK
J∑
j=1
βj +K
I∑
i=1
J∑
j=1
λij = Y...,
JKµ+ JKαi +K
J∑
j=1
βj +K
J∑
j=1
λij = Yi.., i = 1, ..., I,
JKµ+K
I∑
i=1
αi + IKβj +K
I∑
i=1
λij = Y.j., j = 1, ..., J,
Kµ+Kαi +Kβj +Kλij = Yij., i = 1, . . . , I, j = 1, . . . , J.
(5.1.3)
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Ma´me I + J + IJ + 1 rovnic, avsˇak soucˇet rovnic na druhe´m rˇa´dku da´ prvn´ı rˇa´dek
stejneˇ jako soucˇet rovnic na trˇet´ım a cˇtvrte´m rˇa´dku. Soustava (5.1.3) ma´ tedy singula´rn´ı
matici a jej´ı hodnost je IJ . Obvykle se k soustaveˇ norma´ln´ıch rovnic prˇipojuj´ı dalˇs´ı tzv.
reparametrizacˇn´ı rovnice tak, aby vznikla´ soustava jizˇ meˇla pra´veˇ jedno rˇesˇen´ı. V modelu
s pevny´mi efekty jsou vlivy jednotlivy´ch rˇa´dkovy´ch efekt˚u, sloupcovy´ch efekt˚u a interakc´ı
definova´ny jako odchylky od hlavn´ıho efektu neboli celkove´ho pr˚umeˇru. Reparametrizacˇn´ı
rovnice budou proto tvaru
I∑
i=1
αi = 0,
J∑
j=1
βj = 0,
I∑
i=1
λij = 0 j = 1, ..., J,
J∑
j=1
λij = 0 i = 1, . . . , I. (5.1.4)
Rˇesˇen´ım soustavy tvorˇene´ rovnicemi (5.1.3) a (5.1.4) jsou pozˇadovane´ odhady
parametr˚u µ˜, α˜i, β˜i, λ˜ij, dosta´va´me tedy
µ˜ = y¯..., α˜i = y¯i.. − y¯..., β˜j = y¯.j. − y¯...,
λ˜ij = y¯ij. − y¯i.. − y¯.j. + y¯....
V modelu (5.1.1) je velicˇina µˆijk = µ˜ + α˜i + β˜j + λ˜ij = y¯ij. nejlepsˇ´ım nestranny´m
odhadem na´hodne´ velicˇiny Yijk.
5.1.2. Testova´n´ı statisticky´ch hypote´z
Nyn´ı prˇecha´z´ıme k testova´n´ı statisticky´ch hypote´z. V nasˇem modelu by na´s zaj´ımalo, zda-
li interakce, resp. rˇa´dkove´ nebo sloupcove´ efekty, maj´ı vliv na hodnoty sledovane´ na´hodne´
velicˇiny Yijk. Proto budeme prˇedpokla´dat, zˇe vliv jednotlivy´ch efekt˚u je nulovy´. Za t´ımto
u´cˇelem budeme formulovat nulovou sdruzˇenou hypote´zu
H0 : λij = · · · = λIJ = 0,
resp. H0 : αi = · · · = αI = 0,
nebo H0 : βj = · · · = βJ = 0.
(5.1.5)
Takto stanovena´ sdruzˇena´ hypote´za se da´ interpretovat, zˇe dane´ interakce, resp.
rˇa´dkovy´ nebo sloupcovy´ efekt, nema´ vliv na sledovanou na´hodnou velicˇinu. Alternativn´ı
hypote´ze pak odpov´ıda´, zˇe alesponˇ jedno λij, resp. αi nebo βj, je r˚uzne´ od nuly, tj.
interakce, resp. faktor A nebo faktor B, je statisticky vy´znamny´ a tud´ızˇ ma´ vliv na
pozorovanou na´hodnou velicˇinu Yijk.
Jak bylo rˇecˇeno v u´vodu, na´zev analy´za rozptylu je odvozen od techniky, kdy
rozkla´da´me celkovy´ rozptyl soucˇtu cˇtverc˚u SST na slozˇky, jejichzˇ variabilita je zna´ma
SSA, SSB, SSAB a slozˇku s nezna´mou variabilitou SSE, o ktere´ prˇedpokla´da´me, zˇe je
na´hodna´. Pomoc´ı tohoto rozkladu pak prova´d´ıme testova´n´ı statisticky´ch hypote´z. Rozklad
soucˇtu cˇtverc˚u lze vyja´drˇit jako
SST = SSA+ SSB + SSAB + SSE
kde
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a) celkovy´ soucˇet cˇtverc˚u
SST =
I∑
i=1
J∑
j=1
K∑
k=1
(Yijk − y¯...)2 =
I∑
i=1
J∑
j=1
K∑
k=1
Y 2ijk −Ny¯2..,
b) soucˇet cˇtverc˚u rˇa´dkovy´ch efekt˚u
SSA = JK
I∑
i=1
(y¯i.. − y¯...)2 = JK
I∑
i=1
y¯2i.. −Ny¯2...,
c) soucˇet cˇtverc˚u sloupcovy´ch efekt˚u
SSB = JK
J∑
j=1
(y¯.j. − y¯...)2 = IK
J∑
j=1
y¯2.j. −Ny¯2...,
d) rezidua´ln´ı soucˇet cˇtverc˚u
SSE =
I∑
i=1
J∑
j=1
K∑
k=1
(Yijk − y¯ij.)2 =
I∑
i=1
J∑
j=1
K∑
k=1
Y 2ijk −K
I∑
i=1
J∑
j=1
y¯2ij.,
e) soucˇet cˇtverc˚u interakc´ı
SSAB = SST − SSA− SSB − SSE.
Pod´ıl soucˇtu cˇtverc˚u prˇ´ıslusˇny´mi stupni volnosti se oznacˇuje jako pr˚umeˇrne´ soucˇty
cˇtverc˚u a pro jednotlive´ slozˇky rozkladu ma´me
MSA =
SSA
I − 1 , MSB =
SSB
J − 1 ,
MSAB =
SSAB
(I − 1)(J − 1) , MSE =
SSE
n− IJ .
Strˇedn´ı hodnotu pr˚umeˇrne´ho rezidua´ln´ıho soucˇtu cˇtverc˚u urcˇ´ıme
E(MSE) = E
(
SSE
N − IJ
)
=
1
N − IJ E
(
I∑
i=1
J∑
j=1
K∑
k=1
(Yijk − y¯ij.)2
)
=
1
N − IJ E
(
I∑
i=1
J∑
j=1
K∑
k=1
(Y 2ijk − 2Yijky¯ij. + y¯2ij.)
)
=
1
N − IJ E
(
I∑
i=1
J∑
j=1
K∑
k=1
Y 2ijk − 2K
I∑
i=1
J∑
j=1
y¯2ij. +K
I∑
i=1
J∑
j=1
y¯2ij.
)
=
1
N − IJ E
(
I∑
i=1
J∑
j=1
K∑
k=1
Y 2ijk −
1
K
I∑
i=1
J∑
j=1
Y 2ij.
)
(5.1.6)
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Po dosazen´ı modelu (5.1.1) do rovnice (5.1.6) obdrzˇ´ıme
E(MSE) =
1
N − IJ E
(
I∑
i=1
J∑
j=1
K∑
k=1
(µ+ αi + βj + λij + eijk)
2
)
−
− 1
K(N − IJ)E
 I∑
i=1
J∑
j=1
(
K∑
k=1
(µ+ αi + βj + λij + eijk)
)2
=
1
N − IJ
(
Nµ+ JK
I∑
i=1
α2i + IK
J∑
j=1
β2j +K
I∑
i=1
J∑
j=1
λ2i +Nσ
2
)
−
− 1
N − IJ
(
Nµ+ JK
I∑
i=1
α2i + IK
J∑
j=1
β2j +K
I∑
i=1
J∑
j=1
λ2i + IJσ
2
)
,
= σ2.
(5.1.7)
Vid´ıme, zˇe pr˚umeˇrny´ rezidua´ln´ı soucˇet cˇtverc˚u MSE je nestranny´m odhadem parametru
σ2. Podobny´m postupem jako je v (5.1.6) a (5.1.7) lze uka´zat, zˇe
E(MSA) = σ2 +
JK
I − 1
I∑
i=1
α2i
E(MSB) = σ2 +
IK
J − 1
J∑
j=1
β2i
E(MSAB) = σ2 +
K
(I − 1)(J − 1)
I∑
i=1
J∑
j=1
λ2ij
(5.1.8)
Z rovnic (5.1.7) a (5.1.8) je zrˇejme´, zˇe pokud nen´ı zˇa´dny´ z efekt˚u cˇi interakc´ı
vy´znamny´m faktorem, tedy za prˇedpokladu platnosti nulovy´ch hypote´z (5.1.5), pak
MSA, MSB, MSAB jsou take´ nestranny´mi odhady σ2. Je-li vsˇak alesponˇ jeden z
teˇchto prˇedpoklad˚u nesplneˇn, pak strˇedn´ı hodnota pr˚umeˇrny´ch soucˇt˚u cˇtverc˚u je veˇtsˇ´ı
nezˇ σ2. Z toho vyply´va´, zˇe testova´n´ı vy´znamnosti jednotlivy´ch faktor˚u budeme prova´deˇt
porovna´va´n´ım teˇchto pr˚umeˇrny´ch soucˇt˚u cˇtverc˚u vzhledem k pr˚umeˇrne´mu rezidua´ln´ımu
soucˇtu cˇtverc˚u, a to konkre´tneˇ jejich pod´ılem.
Vy´pocˇty se shrnuj´ı v tabulce 5.1.2 analy´zy rozptylu. Soucˇet cˇtverc˚u se v n´ı oznacˇuje SS
(sum of squares), pocˇet stupnˇ˚u volnosti se oznacˇuje df (degrees of freedom) a pr˚umeˇrne´
soucˇty cˇtverc˚u MS (mean of sum of squares).
Statisticke´ testy se prova´deˇj´ı zaveden´ım vhodne´ho F-krite´ria, jak lze videˇt v posledn´ım
sloupci zvane´m testova´ statistika tabulky 5.1.2. Pro jednotlive´ rˇa´dky prˇitom oveˇrˇujeme
nulove´ hypote´zy, jak byly zavedeny v (5.1.5). Je-li prˇ´ıslusˇna´ testova´ statistika
F > F1−α(df1, df2),
kde F1−α(df1, df2) je (1 − α)-kvantil Fisherova-Snedecorova rozdeˇlen´ı s df1 a df2 stupni
volnosti, potom H0 zamı´ta´me na hladineˇ α.
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Zdroj Soucˇet Pocˇet stupnˇ˚u Pod´ıl Testova´
meˇnlivosti cˇtverc˚u volnosti statistika F
SS df MSS = MSS
df
MSS
s2
Rˇa´dky αi SSA dfA = I − 1 SSAdfA MSAMSE
Sloupce βi SSA dfB = J − 1 SSBdfB MSBMSE
Interakce λij SSA dfAB = (I − 1)(J − 1) SSABdfAB MSABMSE
Rezidua´ln´ı SSE dfE = N − IJ s2 = SSEdfE
Tota´ln´ı SST dfT = N − 1
Tabulka 5.1: Tabulka analy´zy rozptylu.
V softwarech, poskytuj´ıc´ıch statisticke´ vy´pocˇty (Excel, Minitab, Statistica), by´va´ tato
tabulka analy´zy rozptylu doplneˇna o pravy´ sloupec s p-hodnotami za u´cˇelem testovat
hypote´zy bez pouzˇit´ı F1−α kvantilu. Tato p-hodnota na´m rˇ´ıka´, s jakou pravdeˇpodobnost´ı
dosa´hneme nulove´ hypote´zy a take´ kdy jesˇteˇ hypote´zu zamı´ta´me. Tedy je-li p < α, kde
statistickou vy´znamnost α si sami vol´ıme, se spolehlivost´ı veˇtsˇ´ı nezˇ (1− α)100% nulovou
hypote´zu zamı´ta´me.
Prˇi interpretaci vy´sledk˚u je trˇeba obezrˇetnosti, jsou-li interakce statisticky vy´znamne´.
Tyto interakce v sobeˇ zahrnuj´ı soucˇasne´ p˚usoben´ı rˇa´dkovy´ch a sloupcovy´ch efekt˚u, vna´sˇ´ı
na´m tedy do modelu urcˇitou neaditivitu. Mu˚zˇe se sta´t, zˇe neˇktere´ interakce jsou mnohem
vy´razneˇjˇs´ı nezˇ prˇ´ıslusˇne´ rˇa´dkove´ cˇi sloupcove´ efekty, takzˇe by mechanicka´ interpretace
z´ıskany´ch vy´sledk˚u mohla by´t nespra´vna´. Matematicke´ vyja´drˇen´ı interakc´ı je na´sleduj´ıc´ı:
Funkce z = z(x, y) se da´ napsat jako soucˇet trˇ´ı slozˇek, z nichzˇ jedna je funkc´ı pouze
promeˇnne´ x, tzv. hlavn´ı u´cˇinek rˇa´dkovy´ch efekt˚u, druha´ pouze promeˇnne´ y, tzv. hlavn´ı
u´cˇinek sloupcovy´ch efekt˚u, a trˇet´ı slozˇka neobsahuje aditivn´ı funkci promeˇnne´ x, resp. y,
tedy z(x, y) = f(x) + g(y) + h(x, y), kde funkce h(x, y) vyjadrˇuje interakci sloupcovy´ch a
rˇa´dkovy´ch efekt˚u. Je-li h(x, y) ≡ 0, pak funkce z(x, y) neobsahuje interakci.
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6. Pla´nova´n´ı experiment˚u
Pla´nova´n´ı experiment˚u (Design of Experiments - DOE) je samostatne´ odveˇtv´ı apliko-
vane´ statistiky vyuzˇ´ıvaj´ıc´ı strategii efektivn´ıho pla´nova´n´ı experiment˚u, kdy pozˇadujeme,
aby rozsah experimentu byl co nejmensˇ´ı, ale objem a hodnota informac´ı nejkvalitneˇjˇs´ı.
DOE je silny´ na´stroj pro zlepsˇen´ı a optimalizaci proces˚u, sn´ızˇen´ı jejich variability prˇi
soucˇasne´m zvy´sˇen´ı vy´teˇzˇnosti a redukci cˇasu a celkove´ ceny.
6.1. Za´kladn´ı principy
Experimentem mu˚zˇeme rozumeˇt soubor pokus˚u, sestaveny´ch a provedeny´ch tak,
aby na´m jejich vy´sledky pomohly odhalit vztahy a za´vislosti dane´ho procesu nebo
syste´mu, ktery´ zkouma´me. Proces nebo syste´m mu˚zˇeme reprezentovat sche´matem
zna´zorneˇne´m na obra´zku 6.1. Faktorem neboli vstupn´ı promeˇnnou nazy´va´me tu neza´visle
Obr. 6.1: Obecne´ sche´ma procesu nebo syste´mu.
promeˇnnou, ktera´ ovlivnˇuje dany´ proces. Rozliˇsujeme faktory rˇiditelne´ x1, . . . , xn a
nerˇiditelne´ z1, . . . , zn. Faktory obecneˇ mohou by´t jak kvantitativn´ı - meˇrˇitelne´ (teplota,
rychlost ota´cˇek prˇi rˇeza´n´ı, nastaven´ı stroje cˇi cˇa´sti stroj˚u), tak kvalitativn´ı - kategoria´ln´ı
(r˚uzne´ technologie vy´roby, opera´torˇi vy´roby, druh vyra´beˇne´ho produktu). Hodnoty jed-
notlivy´ch rˇiditelny´ch faktor˚u nastavovane´ v experimentu nazy´va´me u´rovneˇ, vyja´drˇene´
cˇ´ıselneˇ v prˇ´ıpadeˇ meˇrˇitelny´ch a slovneˇ v prˇ´ıpadeˇ kategoria´ln´ıch faktor˚u.
Vy´stupn´ı za´visle promeˇnnou neboli odezvou y rozumı´me tu velicˇinu, kterou sledujeme,
abychom zlepsˇili jakost procesu. Odezva mu˚zˇe obecneˇ obsahovat v´ıce jakostn´ıch charak-
teristik. Lze rˇ´ıci, zˇe experimentem zkouma´me, jak se zmeˇny u´rovn´ı vstupn´ıch faktor˚u
projev´ı na sledovane´ vy´stupn´ı promeˇnne´.
Test nebo posloupnost test˚u, ve ktery´ch se vyuzˇ´ıva´ c´ıleny´ch zmeˇn vstupn´ıch faktor˚u
procesu nebo syste´mu, za u´cˇelem pozorova´n´ı a identifikace odpov´ıdaj´ıc´ı zmeˇny vy´stupn´ı
promeˇnne´, pak nazy´va´me pla´novany´ experiment (Designed Experiment).
C´ılem experimentu je:
a) Urcˇit ty faktory x1, . . . , xn, ktere´ podstatneˇ ovlivnˇuj´ı odezvu y.
b) Zjistit, zda-li existuj´ı takove´ u´rovneˇ faktor˚u, ktere´ by optimalizovali hodnotu y.
c) Jake´ nastaven´ı vstupn´ıch faktor˚u zarucˇ´ı malou variabilitu sledovane´ vy´stupn´ı
promeˇnne´.
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d) Jake´ nastaven´ı vstupn´ıch faktor˚u minimalizuje vliv nerˇiditelny´ch faktor˚u.
Statisticky´m pla´nova´n´ım experimentu oznacˇujeme proces, ve ktere´m se prˇipravuje a
sestavuje experiment tak, abychom z´ıskali vhodna´ data, jejichzˇ statistickou analy´zou
dosa´hneme smysluplny´ch za´veˇr˚u. Protozˇe kromeˇ faktor˚u, jejichzˇ u´rovneˇ v experimentu
kontrolujeme, p˚usob´ı i na´hodne´ vlivy, teorie statistiky je jediny´m rozumny´m na´strojem
pro analy´zu. Z toho d˚uvodu jsou pla´nova´n´ı experimentu a statisticka´ analy´za dat u´zce
spjaty v jake´mkoliv experimentu.
Prˇi efektivneˇ napla´novane´m experimentu lze z´ıskat z pomeˇrneˇ male´ho mnozˇstv´ı meˇrˇen´ı
mnoho informac´ı o procesu. Takto navrzˇeny´ experiment je o to v´ıc prˇ´ınosny´, ma´me-li
mnoho neza´visly´ch promeˇnny´ch. Prˇi hleda´n´ı a sestavova´n´ı empiricky´ch model˚u se tak
vyuzˇ´ıva´ strategie efektivn´ıho experimentova´n´ı, kterou lze zna´zornit sche´matem, ktere´ je
na obra´zku 6.2.
Obr. 6.2: Strategie efektivn´ıho pla´nova´n´ı.
Nezˇ zacˇneme pla´novat experiment, je vhodne´ promyslet a prove´st na´sleduj´ıc´ı kroky:
1. C´ıl experimentu:
a) Uveˇdomit si, jake´ ota´zky ma´ experiment zodpoveˇdeˇt.
b) Zjistit, zda-li existuj´ı prˇedesˇle´ informace o experimentu.
c) Urcˇit, jakou oblast experiment pokryje.
d) Uveˇdomit si, jestli hleda´me optima´ln´ı hodnoty promeˇnny´ch nebo jen jejich vliv.
2. Typ modelu:
a) Urcˇit za´visle´ a neza´visle´ promeˇnne´.
b) Nale´zt spra´vny´ model, pokud jej dosud nema´me.
c) Rozhodnout, zda-li budeme pouzˇ´ıvat empiricky´ model.
3. Program experimentu:
a) Urcˇit, ktere´ promeˇnne´ se budou meˇrˇit a v jake´ posloupnosti.
b) Rozhodnout o dominantnosti faktor˚u.
c) Rozmyslet si, jak minimalizovat vliv vedlejˇs´ıch faktor˚u.
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d) Uveˇdomit si, zda-li jsou promeˇnne´ na sobeˇ za´visle´.
e) Urcˇit, jaky´ rozptyl vy´sledk˚u ocˇeka´va´me.
4. Opakova´n´ı meˇrˇen´ı:
a) Navrhnout, kolik opakova´n´ı provedeme a jaky´ zp˚usobem.
Je nutne´ navrhovat experimenty tak, abychom systematicky rˇ´ıdili pro na´s zna´me´ rusˇive´
zdroje variability. Pro pla´novany´ experiment jsou charakteristicke´ trˇi techniky, ktere´ na´m
obecneˇ zvysˇuj´ı prˇesnost experimentu a statisticky´ch odhad˚u:
1. Replikace - jsou opakovana´ meˇrˇen´ı prˇi stejne´ kombinaci u´rovn´ı faktor˚u. Replikace
na´m umozˇn´ı z´ıskat odhad experimenta´ln´ı chyby, tedy neprˇesnosti meˇrˇen´ı a tak
zvy´sˇit spolehlivost za´veˇr˚u. Da´le pouzˇijeme-li k odhadu efektu faktoru vy´beˇrovy´
pr˚umeˇr, pak d´ıky replikac´ım z´ıska´me v´ıce prˇesny´ odhad tohoto efektu, jelikozˇ rozptyl
vy´beˇrove´ho pr˚umeˇru σ2
X¯
neprˇ´ımo u´meˇrneˇ za´vis´ı na pocˇtu prvk˚u vy´beˇru n, σ2
X¯
= σ
2
n
,
kde σ2 je rozptyl vy´beˇru.
2. Zna´hodneˇn´ı - je proveden´ı test˚u v experimentu v na´hodne´m porˇad´ı. T´ımto
prˇedejdeme vzniku systematicke´ chyby, ktera´ by se mohla vyskytnout prˇi nas-
tavova´n´ı u´rovn´ı faktor˚u ve stejne´m porˇad´ı. Zna´hodneˇn´ı na´m zarucˇ´ı neza´vislost
meˇrˇen´ı, cozˇ je cˇasty´m prˇedpokladem mnoha statisticky´ch metod. Na´hodne´ porˇad´ı
lze z´ıskat bud’to pomoc´ı softwaru s genera´torem na´hodny´ch cˇ´ısel nebo prosty´m vy-
losova´n´ım.
3. Usporˇa´da´n´ı do blok˚u - je technika uzˇ´ıvana´ za u´cˇelem sn´ızˇen´ı chyby meˇrˇen´ı o vari-
abilitu, ktera´ by mohla vzniknout prˇi nedodrzˇen´ı stejny´ch podmı´nek prˇi proveden´ı
experimentu. Jaka´koliv chyba meˇrˇen´ı zp˚usobena´ r˚uznorodost´ı vyskytuj´ıc´ı se beˇhem
experimentu (pouzˇity´ materia´l, r˚uzn´ı opera´torˇi, smeˇny...) se sn´ızˇ´ı t´ım, zˇe experiment
rozdeˇl´ıme do blok˚u prˇiblizˇneˇ stejny´ch podmı´nek. Pojmem blok rozumı´me urcˇity´ sou-
bor podmı´nek, ktery´ tvorˇ´ı z experimenta´ln´ıho hlediska homogenn´ı celek.
Obecny´ postup pro navrhova´n´ı experiment˚u lze shrnout do na´sleduj´ıc´ıch bod˚u, jejichzˇ
porˇad´ı se mu˚zˇe v za´vislosti na rˇesˇene´m proble´mu meˇnit:
1. Pozna´n´ı a popis proble´mu.
2. Vy´beˇr faktor˚u a jejich u´rovn´ı.
3. Stanoven´ı sledovane´ promeˇnne´ - odezvy.
4. Vy´beˇr pla´nu experimentu.
5. Proveden´ı experimentu.
6. Analy´za dat.
7. Za´veˇry a doporucˇen´ı.
Acˇkoliv ma´me obecne´ postupy, pravidla a na´stroje pro spra´vne´ a efektivn´ı navrhova´n´ı ex-
periment˚u, sestaven´ı pla´novane´ho experimentu vzˇdy za´vis´ı na konkre´tn´ım prˇ´ıpadu. Svou
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roli mu˚zˇe hra´t pocˇet faktor˚u, cˇasova´ na´rocˇnost, ekonomicke´ mozˇnosti, obecneˇ realizovatel-
nost.
6.2. Faktorovy´ experiment
Ve mnoha experimentech se zaby´va´me zkouma´n´ım vliv˚u dvou a v´ıce faktor˚u na sledovanou
velicˇinu. Pro takovy´to typ experiment˚u je ve veˇtsˇineˇ prˇ´ıpad˚u nejvhodneˇjˇs´ı tzv. faktorovy´
experiment (Factorial Design). Jestlizˇe se v experimentu realizuj´ı vsˇechny mozˇne´ kombi-
nace u´rovn´ı faktor˚u, hovorˇ´ıme o tzv. plne´m faktorove´m experimentu. Prˇi veˇtsˇ´ım pocˇtu
faktor˚u se neˇkdy da´ vyuzˇ´ıt tzv. zkra´cene´ho faktorove´ho experimentu, kde jsou neˇktere´
kombinace u´rovn´ı faktor˚u vynecha´ny.
Pro jednoduchost uvazˇujme dva faktory x a y, ktere´ jsou neza´visle promeˇnny´mi. Faktor
x ma´ dveˇ u´rovneˇ x1, x2, takte´zˇ faktor y ma´ dveˇ u´rovneˇ y1, y2. Pak prˇi plne´m faktorove´m
experimentu bude kazˇde´ opakova´n´ı obsahovat meˇrˇen´ı pro vsˇech 2 ·2 kombinac´ı, konkre´tneˇ
to jsou meˇrˇen´ı z11 pro kombinaci x1, y1, . . . , meˇrˇen´ı z22 pro kombinaci x2, y2. Pra´veˇ pop-
sany´ experiment zna´zornˇuje obra´zek 6.3.
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Obr. 6.3: Sche´ma faktorove´ho experimentu.
V experimentu budeme sledovat, zda zmeˇna dvou neza´visle promeˇnny´ch x, y ma´ vliv na
sledovanou za´visle promeˇnnou z, tzn. z = z(x, y). Tento vliv nazy´va´me efekty neboli
u´cˇinky U jednotlivy´ch faktor˚u.
V neˇktery´ch experimentech se mu˚zˇeme setkat se situac´ı, kdy u´cˇinek faktoru nen´ı
stejny´ pro vsˇechny u´rovneˇ ostatn´ıch faktor˚u. Tedy pro na´sˇ prˇ´ıpad by u´cˇinek (Ux)y1
faktoru x na u´rovni y1 nebyl stejny´ jako u´cˇinek (Ux)y2 faktoru x na u´rovni y2. Pak
bychom se mohli domn´ıvat, zˇe mezi faktory jsou prˇ´ıtomny interakce, tedy soucˇasne´
p˚usoben´ı v´ıce faktor˚u na sledovanou velicˇinu.
Na dosud diskutovane´m prˇ´ıkladu si vysveˇtl´ıme, v cˇem spocˇ´ıva´ vy´hoda pouzˇit´ı
pla´novane´ho experimentu v porovna´n´ı s pasivn´ım experimentem, v neˇmzˇ nejsou uplatneˇny
za´sady pla´novite´ho prˇ´ıstupu. Uvazˇujme opeˇt dva faktory x a y, jenzˇ maj´ı u´rovneˇ x1, x2 a
y1, y2.
Prˇi nepla´novite´m prˇ´ıstupu lze informaci o obou faktorech z´ıskat na´sleduj´ıc´ımi kombi-
nacemi u´rovn´ı faktor˚u: Zjist´ı se sledovana´ hodnota z11 prˇi u´rovn´ıch x1, y1. K urcˇen´ı u´cˇinku
Ux faktoru x potrˇebujeme dalˇs´ı hodnotu z prˇi zmeˇneˇne´m x, prˇicˇemzˇ u´rovenˇ faktoru y je
zachova´na. Tedy zjist´ıme hodnotu z21 prˇi u´rovn´ıch x2, y1. Podobneˇ pro z´ıska´n´ı informace o
28
vlivu promeˇnne´ y se najde hodnota z12 odpov´ıdaj´ıc´ı u´rovn´ım x1, y2. Z d˚uvodu prˇ´ıtomnosti
na´hodny´ch chyb je potrˇeba zna´t odhady rozptylu meˇrˇen´ı jako meˇrˇ´ıtko teˇchto chyb. Toho
snadno dosa´hneme tak, zˇe se vsˇechna meˇrˇen´ı zopakuj´ı a k odhadu efekt˚u faktor˚u pouzˇijeme
pr˚umeˇrne´ hodnoty sledovane´ promeˇnne´. Potrˇebujeme tedy celkem minima´lneˇ sˇest meˇrˇen´ı.
Hlavn´ı u´cˇinky Ux, Uy jednotlivy´ch faktor˚u x, y lze vypocˇ´ıtat z rozd´ıl˚u nameˇrˇeny´ch hodnot
dle na´sleduj´ıc´ıch vzorc˚u:
Ux = z21 − z11 Uy = z12 − z11
Je-li vsˇak proveden pla´novany´ experiment, je nutne´ podle definice faktorove´ho ex-
perimentu prove´st nav´ıc cˇtvrte´ meˇrˇen´ı na kombinaci x2, y2. Nyn´ı pouzˇit´ım celkoveˇ cˇtyrˇ
meˇrˇen´ı, jedno meˇrˇen´ı pro kazˇdou kombinaci u´rovn´ı faktor˚u, lze z´ıskat dva odhady u´cˇinku
faktoru x, a to z21 − z11 a z22 − z12. Z teˇchto odhad˚u pak vezmeme pr˚umeˇrnou hodnotu
a t´ım z´ıska´me prˇesneˇjˇs´ı odhad hlavn´ıch u´cˇink˚u faktoru x:
Ux =
1
2
2∑
i=1
z2i − 1
2
2∑
i=1
z1i =
1
2
(z21 + z22 − z11 − z12)
Analogicky urcˇ´ıme hlavn´ı u´cˇinek faktoru y:
Uy =
1
2
2∑
i=1
zi2 − 1
2
2∑
i=1
zi1 =
1
2
(z12 + z22 − z11 − z21)
Prvn´ı vy´hodou faktorove´ho experimentu proto jsou prˇesneˇjˇs´ı odhady hlavn´ıch u´cˇink˚u
z´ıskane´ nav´ıc mensˇ´ım pocˇtem meˇrˇen´ı. Mu˚zˇeme dokonce zna´zornit relativn´ı efektivitu
pla´novane´ho experimentu v˚ucˇi nepla´novane´mu prˇ´ıstupu jako pod´ıl pocˇtu provedeny´ch
meˇrˇen´ı - 6
4
= 1, 5. Tato za´vislost nav´ıc roste se zvysˇuj´ıc´ım se pocˇtem faktor˚u, jak vid´ıme
na grafu 6.4.
Obr. 6.4: Relativn´ı efektivita pla´novane´ho experimentu v˚ucˇi pasivn´ımu prˇ´ıstupu experi-
mentova´n´ı.
Prˇedpokla´dejme nyn´ı prˇ´ıtomnost interakc´ı. U pasivn´ıho experimentu bychom se mohli
dopustit za´vazˇne´ chyby na´sleduj´ıc´ı u´vahou. Jsou-li v nasˇem experimentu ve vy´sledku
lepsˇ´ı hodnoty z12, z21 nezˇ z11, pak bychom se mohli domn´ıvat, zˇe stejneˇ tak hodnota z22
bude lepsˇ´ı. Avsˇak z d˚uvodu prˇ´ıtomnosti interakc´ı je tomu pra´veˇ naopak, obra´zek 6.5.
Tuto informaci o interakc´ıch na´m poskytne pouze faktorovy´ experiment, ve ktere´m ma´me
meˇrˇen´ı pro vsˇechny cˇtyrˇi kombinace u´rovn´ı faktor˚u. Obecneˇ pla´novany´ prˇ´ıstup na´m da´va´
mnohem u´plneˇjˇs´ı informace nezˇ prˇ´ıstup nepla´novany´.
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Obr. 6.5: Faktorovy´ experiment s interakcemi.
6.2.1. 2k faktorovy´ experiment
Faktorove´ experimenty jsou sˇiroce uplatnˇova´ny v experimentech se dveˇma a v´ıce
faktory, kde je c´ılem urcˇit spolecˇny´ u´cˇinek teˇchto faktor˚u na sledovanou velicˇinu.
Specia´ln´ım prˇ´ıpadem je 2k faktorovy´ experiment, ve ktere´m zkouma´me vliv k faktor˚u, kde
kazˇdy´ z faktor˚u ma´ pra´veˇ dveˇ u´rovneˇ. Celkem je provedeno 2×2×· · ·×2 = 2k meˇrˇen´ı. Je-
likozˇ ma´me dveˇ u´rovneˇ kazˇde´ho faktoru, je nutne´ prˇedpokla´dat linea´rn´ı pr˚ubeˇh sledovane´
promeˇnne´ prˇes oblast, ze ktere´ u´rovneˇ faktor˚u vyb´ıra´me. 2k experiment je zvla´sˇteˇ uzˇitecˇny´
v prvotn´ıch fa´z´ıch experimenta´ln´ı pra´ce, kdy nasˇ´ı snahou je vysˇetrˇit mnoho faktor˚u, avsˇak
za pouzˇit´ı co nejmensˇ´ıho pocˇtu meˇrˇen´ı.
Uvazˇujme k faktor˚u x′1, . . . , x
′
k, kazˇdy´ z nich naby´vaj´ıc´ı dveˇ u´rovneˇ, ktere´ obecneˇ
lze oznacˇit jako ”maxima´ln´ı” a ”minima´ln´ı” hodnota. Protozˇe kazˇdy´ faktor ma´ pra´veˇ
dveˇ u´rovneˇ, jednoduchou linea´rn´ı transformac´ı z´ıska´me normovane´ hodnoty faktor˚u, tedy
u´rovneˇ −1, 1, ktere´S oznacˇujeme x1, . . . , xk:
xi =
x′i − 12(x′i−max − x′i−min)
1
2
(x′i−max − x′i−min)
, i = 1, . . . , k, (6.2.1)
prˇicˇemzˇ v rovnici (6.2.1) dosazujeme za x′i p˚uvodn´ı hodnoty faktor˚u.
Prˇedpokla´dejme k = 2. Nejprve hodnoty faktor˚u x′1, x
′
2 normujme, viz obra´zek 6.6.
x’
2_max
x’
2_min
x’
2
x’
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x’
1_max
x’
1
x
2
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[−1,−1] [1,−1]
[−1,1] [1,1]
Obr. 6.6: Linea´rn´ı transformace za u´cˇelem normalizace p˚uvodn´ıch hodnot faktor˚u.
Kombinace u´rovn´ı faktor˚u zna´zornˇuje matice X, ve ktere´ prvn´ı sloupec je fiktivn´ı
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promeˇnna´ x0, vektor samy´ch jednicˇek, a ostatn´ı sloupce jsou tvorˇeny normovany´mi hod-
notami faktor˚u x1, x2. Tato matice je nazy´va´na pla´nem experimentu:
X =

1 −1 −1
1 1 −1
1 −1 1
1 1 1

U mnoha 2k pla´n˚u se vyuzˇ´ıva´ vlastnosti ortogonality matice X. Jsou-li vsˇechny sloupce
matice X na sebe kolme´, tedy plat´ı-li
n∑
i=1
xijxik = 0 pro j 6= k, j, k = 0, 1, 2,
pak pla´n experimentu X nazy´va´me ortogona´ln´ı. Ortogona´ln´ı pla´ny maj´ı tu vy´hodu, zˇe
matice X′X je diagona´ln´ı:
X′X =
 1 1 1 1−1 1 −1 1
−1 −1 1 1
 ·

1 −1 −1
1 1 −1
1 −1 1
1 1 1
 =
 4 0 00 4 0
0 0 4

Z toho plyne, zˇe i matice (X′X)−1 je diagona´ln´ı:
(X′X)−1 =
 14 0 00 1
4
0
0 0 1
4

Pro dany´ 22 ortogona´ln´ı pla´n experimentu byla provedena meˇrˇen´ı na prˇ´ıslusˇny´ch kom-
binac´ı u´rovn´ı faktor˚u. Chceme urcˇit vhodny´ tvar regresn´ı funkce prˇiblizˇneˇ popisuj´ıc´ı pro-
ces. Jelikozˇ jsme pouzˇili 22 pla´nu, ktery´ prˇedpokla´da´ linea´rn´ı pr˚ubeˇh sledovane´ za´visle´
promeˇnne´, lze uvazˇovat dvoufaktorovy´ model 1. rˇa´du:
Yi = β0 + β1x1 + β2x2,
nebo dvoufaktorovy´ model 2. rˇa´du, ktery´ zahrnuje nav´ıc interakcˇn´ı cˇlen:
Yi = β0 + β1x1 + β2x2 + β3x1x2,
kde Yi jsou hodnoty sledovane´ za´visle promeˇnne´ a β jsou nezna´me´ parametry. Rˇa´d modelu
je nejvysˇsˇ´ı mocnina faktoru v modelu. Odhady parametr˚u β urcˇ´ıme metodou nejmensˇ´ıch
cˇtverc˚u popsanou v kapitole 4. Rˇesˇen´ı soustavy norma´ln´ıch rovnic jsou pozˇadovane´
odhady, ktere´ lze vyja´drˇit ve tvaru
b = (X′X)−1X′Y.
Nejlepsˇ´ı aproximac´ı vektoru Y pak je
Yˆ = Xb = X(X′X)−1X′Y.
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Jelikozˇ jsme doposud neuvazˇovali replikace, nejsme schopni posoudit adekva´tnost
z´ıskane´ho modelu vzhledem k nameˇrˇeny´m hodnota´m. Jiny´mi slovy nev´ıme, zda-li pouzˇity´
model je spra´vny´. Pro testova´n´ı adekva´tnosti modelu v nasˇem 22 faktorove´m experimentu
potrˇebujeme nejme´neˇ jedno dalˇs´ı meˇrˇen´ı. Abychom zachovali ortogonalitu matice, je
nejlepsˇ´ı volbou prove´st toto meˇrˇen´ı ve strˇedu pla´nu
X =

1 −1 −1
1 1 −1
1 −1 1
1 1 1
1 0 0
 ,
anebo prove´st stejny´ pocˇet replikac´ı na kazˇde´ kombinaci u´rovn´ı faktor˚u. Pokud na za´kladeˇ
nameˇrˇeny´ch dat zamı´tneme hypote´zu, zˇe dany´ model je adekva´tn´ı, je nutno vybrat jiny´
slozˇiteˇjˇs´ı model. Abychom mohli nale´zt odhad tohoto modelu mus´ıme pouzˇ´ıt v´ıcebodove´ho
pla´nu. Ten lze z´ıskat jak pomoc´ı ortogona´ln´ıch pla´n˚u, tak pomoc´ı naprˇ´ıklad rotabiln´ıho
pla´nu.
Rotabiln´ı pla´n je takovy´ pla´n experimentu, v neˇmzˇ rozptyl D(yˆi), kde yˆi je hodnota
vypocˇtena´ z modelu, je konstantn´ı ve vsˇech bodech stejneˇ vzda´leny´ch od strˇedu pla´nu.
Prˇesnost odhadu pozorovane´ za´visle promeˇnne´ je pak shodna´ ve stejny´ch vzda´lenostech
od strˇedu pla´nu a neza´visla´ na smeˇru.
Typicky´m prˇ´ıkladem dvoufaktorove´ho rotabiln´ıho pla´nu je pla´n, jehozˇ body lezˇ´ı ve
vrcholech pravidelne´ho n-u´heln´ıka, poprˇ´ıpadeˇ v jeho strˇedu. Prˇ´ıklad rotabiln´ıho pla´nu s
osmi vrcholy a strˇedem lze videˇt na obra´zku 6.7.
x
2
x
1
−1
1
−1 1
√
2
√
2
√
2
√
2
Obr. 6.7: Rotabiln´ı pla´n s normovany´mi hodnotami faktor˚u.
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Maticove´ vyja´drˇen´ı je 
1 −1 −1 1 1 1
1 1 −1 −1 1 1
1 −1 1 −1 1 1
1 1 1 1 1 1
1
√
2 0 0 2 0
1 −√2 0 0 2 0
1 0
√
2 0 0 2
1 0 −√2 0 0 2
1 0 0 0 0 0

, (6.2.2)
kde sloupce matice tvorˇ´ı mocniny normovany´ch faktor˚u v tomto porˇad´ı
(x0 x1 x2 x1x2 x
2
1 x
2
2).
Prˇi realizaci experiment˚u se nastavuj´ı u´rovneˇ faktor˚u pouze podle sloupc˚u v matici, kde
jsou faktory v prvn´ı mocnineˇ. Vektory vysˇsˇ´ıch mocnin a interakc´ı se dopln´ı prˇ´ıslusˇny´mi
vy´pocˇty. Obecneˇ je mnoho zp˚usob˚u jak definovat v´ıcebodove´ pla´ny experiment˚u, kromeˇ
rotabiln´ıho je take´ velmi cˇasto pouzˇ´ıvany´ tzv. centra´lneˇ kompozicˇn´ı pla´n, [2],[5].
Hodnoty za´visle promeˇnne´, nameˇrˇene´ pro kombinace u´rovn´ı faktor˚u zadane´ podle rota-
biln´ıho pla´nu 6.2.2, mohou by´t popsa´ny modelem, v neˇmzˇ se objevuj´ı druhe´ mocniny
u´rovn´ı faktor˚u. Prˇ´ıkladem takove´ho dvoufaktorove´ho modelu 2. rˇa´du mu˚zˇe by´t
Yi = β0 + β1x1 + β2x2 + β3x1x1 + β4x2x2 + β5x1x2 (6.2.3)
K vyhodnocen´ı nameˇrˇeny´ch dat je opeˇt uzˇita regresn´ı analy´za k odhadu nezna´my´ch
parametr˚u β a jejich statisticke´ vy´znamnosti. Da´le je vyuzˇito poznatk˚u z analy´zy rozptylu
umozˇnˇuj´ıc´ı analy´zu zdroj˚u variability v linea´rn´ıch statisticky´ch modelech a testova´n´ı jejich
adekva´tnosti v˚ucˇi nameˇrˇeny´m dat˚um.
6.2.2. Adekva´tnost modelu
Prˇedpokla´dejme, zˇe provedeme pi meˇrˇen´ı na kazˇde´ z n u´rovn´ı, prˇicˇemzˇ i = 1, . . . , n.
Jednotliva´ meˇrˇen´ı oznacˇme Yij, kde i = 1, . . . , n, j = 1, . . . , pi. Celkovy´ pocˇet meˇrˇen´ı je
tedy roven N =
n∑
i=1
pi, prˇicˇemzˇ pozˇadujeme, aby alesponˇ jedno pi > 1.
Test adekva´tnosti modelu posuzuje, zda-li rozd´ıly mezi pr˚umeˇrny´mi nameˇrˇeny´mi hod-
notami y a vypocˇteny´mi hodnotami z modelu yˆ jsou statisticky vy´znamneˇ r˚uzne´ od
variability zp˚usobene´ na´hodny´mi vlivy. Neprˇesnost meˇrˇen´ı mu˚zˇeme odhadnout pomoc´ı
rozptylu
s2e =
1
N − n
n∑
i=1
pi∑
j=1
(yij − y¯i)2,
kde y¯i je pr˚umeˇrna´ hodnota na i-te´ u´rovni vyja´drˇena´
y¯i =
1
pi
pi∑
j=1
yij.
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Mı´ru vzda´lenosti modelu od pr˚umeˇrny´ch hodnot urcˇuje rozptyl
s2r =
1
n− k − 1
n∑
i=1
(y¯i − yˆi)2,
prˇicˇemzˇ yˆi je vypocˇtena´ hodnota z modelu pro i-ty´ bod meˇrˇen´ı a k + 1 je pocˇet
odhadovany´ch parametr˚u v modelu. Testove´ krite´rium je tvaru
F =
s2r
s2e
.
Je-li F > F1−α(n − k − 1, N − n), kde kde F1−α(n − k − 1, N − n) je (1 − α)-kvantil
Fisherova-Snedecorova rozdeˇlen´ı s n − k − 1 a N − n stupni volnosti, potom zamı´ta´me
hypote´zu o adekva´tnosti zvolene´ho modelu na hladineˇ α.
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7. Analy´za procesu lisova´n´ı
Jak jizˇ bylo rˇecˇeno v u´vodu pra´ce prˇi formulaci proble´mu, nasˇ´ım prvn´ım c´ılem je
vhodneˇ navrhnout test pro z´ıska´n´ı dat, ktere´ na´m pomohou popsat a zhodnotit proces
lisova´n´ı pro rotacˇn´ı lis FETTE PERFECTA 5. V prvn´ım testu se sleduje geometrie vyliso-
vany´ch kus˚u neboli tlousˇt’ky vy´lisk˚u v neˇkolika prˇedem sranoveny´ch bodech. Dalˇs´ı cˇa´st
te´to kapitoly se veˇnuje na´vrhu a vyhodnocen´ı druhe´ho testu, v neˇmzˇ je nasˇe pozornost
soustrˇedeˇna na steˇrku jakozˇto jeden z mozˇny´ch vlivny´ch faktor˚u. Posledn´ı dveˇ podkapi-
toly vycha´z´ı z teorie pla´novane´ho experimentu. Jsou zde navrzˇeny dva modely pro popis
za´vislosti sledovany´ch promeˇnny´ch (tlousˇt’ka a va´ha) na zvoleny´ch faktorech (steˇrka a
hloubka matrice). Pro tento u´cˇel byly pouzˇity ortogona´ln´ı a rotabiln´ı pla´n experimentu.
7.1. Meˇrˇen´ı v peˇti bodech
Prvn´ı experiment ma´ za u´kol popsat
1. geometrii vylisovany´ch kus˚u,
2. vy´znamnost rozd´ıl˚u tlousˇteˇk mezi body,
3. vy´znamnost rozd´ıl˚u tlousˇteˇk mezi razn´ıky,
4. zmeˇny procesu lisova´n´ı v cˇase, prˇi nemeˇnne´m nastaven´ı lisu.
Geometri´ı vylisovany´ch kus˚u mı´n´ıme tlousˇt’ku vy´lisk˚u ve vsˇech bodech plochy. Z prak-
ticky´ch d˚uvod˚u provedeme zjednodusˇen´ı v tom smyslu, zˇe tlousˇt’ku budeme meˇrˇit pouze
v peˇti vy´znamny´ch bodech vy´lisk˚u, a to ve vsˇech roz´ıch a uprostrˇed. Volba teˇchto bod˚u
vycha´z´ı z hypote´zy, zˇe v roz´ıch jsou odchylky od pozˇadovane´ tlousˇt’ky nejveˇtsˇ´ı, zat´ımco
uprostrˇed jsou tyto odchylky nejmensˇ´ı. Da´le budeme prˇedpokla´dat, zˇe se plocha mezi
teˇmito body meˇn´ı prˇiblizˇneˇ linea´rneˇ.
7.1.1. Postup experimentu
U vsˇech provedeny´ch experiment˚u vycha´z´ıme z prˇedpokladu, zˇe vy´sledky teˇchto ex-
periment˚u nejsou ovlivneˇny druhem lisovane´ho granula´tu, a t´ım ani neza´vis´ı na typu
vyra´beˇne´ho pozistoru. Jiny´mi slovy za´veˇry postavene´ na analy´ze dat z´ıskany´ch neˇjaky´m
testem, provedene´ho prˇi vy´robeˇ jednoho typu pozistoru, lze zobecnit na celou vy´robu,
tedy pro jaky´koliv typ pozistoru jine´ho slozˇen´ı a jiny´ch parametr˚u lisova´n´ı. Dı´ky tomuto
zobecneˇn´ı lze experimenty prova´deˇt v pr˚ubeˇhu vy´roby napla´novane´ pro dany´ den, a tak
co nejme´neˇ narusˇovat standardn´ı beˇh lisovny.
Prvn´ı experiment zacˇ´ına´ ve chv´ıli, kdy je opera´torem nastaven lis na pozˇadovane´
parametry pro pozistor typu R303B 140A 210, jenzˇ je pro dany´ den v pla´nu vy´roby. Je
odebra´na prvn´ı sada dvana´cti vy´lisk˚u, vzˇdy jeden vy´lisek pro kazˇdy´ razn´ık. Ve dvaceti min-
utovy´ch intervalech je stejny´m postupem opakova´n odbeˇr vy´lisk˚u. Takto opakujeme vsˇe
trˇicet kra´t. Cele´ meˇrˇen´ı bylo uskutecˇneˇno prˇiblizˇneˇ beˇhem deseti hodin, prˇicˇemzˇ po tuto
dobu nebylo nijak meˇneˇno nastaven´ı lisu. Prˇi odbeˇru vy´lisk˚u bylo vzˇdy zachova´no porˇad´ı
razn´ık˚u, ocˇ´ıslovany´ch 1, 2, . . . , 12, a za´rovenˇ byla dodrzˇena stejna´ orientace vycha´zej´ıc´ıch
35
vzork˚u z lisu. Na tomto souboru vy´lisk˚u, tvorˇene´m trˇiceti vzorky pro kazˇdy´ z dvana´cti
razn´ık˚u, se meˇrˇila tlousˇt’ka v peˇti bodech, a to v roz´ıch a uprostrˇed. Rozlozˇen´ı bod˚u
a smeˇr vycha´zej´ıc´ıch kus˚u jsou zna´zorneˇny na obra´zku 7.1. Tlousˇt’ka vylisovany´ch kus˚u
se meˇrˇila digita´ln´ım meˇrˇ´ıc´ım prˇ´ıstrojem se dveˇma hroty firmy MITUTOYO s prˇesnost´ı
0, 001 mm. Jelikozˇ na´s zaj´ımaj´ı rozd´ıly mezi tlousˇt’kami jak v jednotlivy´ch bodech, tak i
A
B C
D
E
Obr. 7.1: Obecne´ sche´ma procesu nebo syste´mu.
mezi jednotlivy´mi razn´ıky, zvol´ıme jako prvn´ı faktor body, ve ktery´ch je provedeno meˇrˇen´ı
a jako druhy´ faktor ovlivnˇuj´ıc´ım razn´ık. Faktor bod ma´ peˇt u´rovn´ı, A, B, C, D, E, faktor
razn´ık ma´ dvana´ct u´rovn´ı 1, 2, . . . , 12, oba dva faktory jsou neza´visle promeˇnne´. Za´visle
promeˇnnou je tlousˇt’ka. Statistickou vy´znamnost rozd´ıl˚u tlousˇteˇk na jednotlivy´ch u´rovn´ıch
faktor˚u na´m pomu˚zˇe odhalit analy´za rozptylu. Z´ıskany´ statisticky´ soubor je tvorˇen hodno-
RAZN I´K
1 2 . . . 12
Y A y1,1,1, y1,1,2, . . . , y1,1,30 y1,2,1, y1,2,2, . . . , y1,2,30 . . . y1,12,1, y1,12,2, . . . , y1,12,30
D B y2,1,1, y2,1,2, . . . , y2,1,30 y2,2,1, y2,2,2, . . . , y2,2,30 . . . y2,12,1, y2,12,2, . . . , y2,12,30
O
...
...
...
. . .
...
B D y5,1,1, y5,1,2, . . . , y5,1,30 y5,2,1, y5,2,2, . . . , y5,2,30 . . . y5,12,1, y5,12,2, . . . , y5,12,30
Tabulka 7.1: Soubor nameˇrˇeny´ch dat.
tami nameˇrˇeny´ch tlousˇteˇk yijk, kde spodn´ı indexy znacˇ´ı k-te´ meˇrˇen´ı tlousˇt’ky pro i-ty´ bod
na vy´lisku a j-ty´ razn´ık, i = 1, . . . , 5, j = 1, . . . , 12, k = 1, . . . , 30. Abychom mohli takto
zave´st cˇ´ıselne´ indexova´n´ı i pro body, ve ktery´ch se meˇrˇ´ı tlousˇt’ka, provedli jsme prˇeznacˇen´ı
A = 1, B = 2, C = 3, D = 4, E = 5. Tento statisticky´ soubor nameˇrˇeny´ch dat lze
zna´zornit naprˇ´ıklad tabulkou 7.1. V jednotlivy´ch bunˇka´ch tabulky odpov´ıda´ porˇad´ı hod-
not tomu, jak byly vzorky odeb´ıra´ny v cˇase. Jedna bunˇka reprezentuje realizaci na´hodne´ho
vy´beˇru z neˇjake´ho rozdeˇlen´ı o rozsahu 30. Celkem tedy ma´me 5× 12 realizac´ı na´hodny´ch
vy´beˇr˚u.
7.1.2. Oveˇrˇen´ı prˇedpoklad˚u o datech
Nezˇ zacˇneme se samotnou analy´zou dat, je trˇeba nejprve oveˇrˇit prˇedpoklady o
nameˇrˇeny´ch datech. K vyhodnocen´ı dat budeme pouzˇ´ıvat analy´zu rozptylu, jezˇ vyzˇaduje
splneˇn´ı prˇedpokladu norma´ln´ıho rozdeˇlen´ı jednotlivy´ch na´hodny´ch vy´beˇr˚u, rovnosti jejich
rozptyl˚u a neza´vislosti prvk˚u v kazˇde´m z vy´beˇr˚u.
Grafy a vyhodnocen´ı k tomuto meˇrˇen´ı lze nale´zt v prˇ´ıloze na CD ve slozˇce
1 MERENI V 5 BODECH. V dalˇs´ım textu se budeme odkazovat na obsah te´to slozˇky.
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Prˇi oveˇrˇova´n´ı normality vy´beˇr˚u testujeme nulovou hypote´zu, zˇe data pocha´zej´ı z
norma´ln´ıho rozdeˇlen´ı. Graficky´m vy´stupem testu norma´ln´ıho rozdeˇlen´ı v programu
MINITAB je vykreslen´ı rankitove´ho neboli Q-Q grafu, [3],[6],[9], zna´zornˇuj´ıc´ım do jake´
mı´ry je rozdeˇlen´ı datove´ho souboru bl´ızke´ norma´ln´ımu rozdeˇlen´ı. Cˇ´ım je datovy´ soubor
blizˇsˇ´ı norma´ln´ımu rozdeˇlen´ı, t´ım v´ıce se hodnoty bl´ızˇ´ı prˇ´ımce, ktera´ odpov´ıda´ norma´ln´ımu
rozdeˇlen´ı. K testova´n´ı hypote´zy je na vy´beˇr ze trˇ´ı statisticky´ch test˚u, a to Anderson˚uv-
Darling˚uv, Ryan˚uv-Joiner˚uv podobny´ Shapiroveˇ-Wilkoveˇ a Kolmogor˚uv-Smirnov˚uv.
Rozhodnut´ı, zda-li zamı´tneme cˇi nezamı´tneme nulovou hypote´zu, se prova´d´ı na za´kladeˇ
p-hodnoty, ktera´ na´m rˇ´ıka´ s jakou pravdeˇpodobnost´ı dosa´hneme nulove´ hypote´zy a kdy
ji jesˇteˇ nezamı´ta´me prˇi zvolene´ hladineˇ vy´znamnosti α.
Pro nasˇe nameˇrˇena´ data byl vybra´n Anderson˚uv-Darling˚uv test. U veˇtsˇiny vy´beˇr˚u
byla vypocˇtena´ p-hodnota veˇtsˇ´ı nezˇ hladina vy´znamnosti α = 0, 05. Tedy u teˇchto vy´beˇr˚u
nezamı´ta´me hypote´zu, zˇe data pocha´zej´ı z norma´ln´ıho rozdeˇlen´ı. V neˇktery´ch prˇ´ıpadech
vsˇak dosˇlo k zamı´tnut´ı nulove´ hypote´zy. V teˇchto prˇ´ıpadech jsme oveˇrˇovali stejnou
nulovou hypote´zu pomoc´ı dalˇs´ıch dvou test˚u. Pokud i prˇesto dosˇlo k zamı´tnut´ı, bylo z
Q-Q grafu patrne´, zˇe normalitu dat narusˇuj´ı odlehla´ meˇrˇen´ı, jak lze videˇt na obra´zku
7.2. Pomoc´ı Dixonova testu jsme testovali statistickou hypote´zu, zˇe dane´ meˇrˇen´ı je
odlehle´. Tuto hodnotu jsme ze souboru vyrˇadili a na noveˇ vznikle´m souboru znovu oveˇrˇili
prˇedpoklad norma´ln´ıho rozdeˇlen´ı, ktery´ jizˇ zamı´tnut nebyl. Vy´sledny´ soubor nameˇrˇeny´ch
dat obsahuje neˇkolik vy´beˇr˚u, jejichzˇ rozsah je K = 29. T´ım jsme z´ıskali nevyva´zˇene´
trˇ´ıdeˇn´ı. V prave´ horn´ı cˇa´sti grafu na obra´zku 7.2 ma´me tabulku, ktera´ uda´va´ aritmeticky´
Obr. 7.2: Oveˇrˇen´ı normality vy´beˇru pomoc´ı Andersonova-Darlingova testu.
pr˚umeˇr (Mean) nameˇrˇeny´ch dat, smeˇrodatnou odchylku (StDev), pocˇet prvk˚u souboru
(N), hodnotu testove´ statistiky (AD) a pro na´s nejv´ıce d˚ulezˇitou p-hodnotu (P-Value),
ktera´ v tomto prˇ´ıpadeˇ je p < 0, 005, a t´ım i mensˇ´ı nezˇ hladina vy´znamnosti α = 0, 05,
proto nulovou hypote´zu zamı´ta´me. Vsˇechny grafy testu norma´ln´ıho rozdeˇlen´ı lze nale´zt
ve slozˇce OVERENI NORMALITY. Vy´sledky test˚u odlehly´ch hodnot lze naj´ıt v souboru
MERENI V 5 BODECH.mpj, worksheet s na´zvem TEST ODLEHLYCH MERENI.
Dalˇs´ım nutny´m prˇedpokladem analy´zy rozptylu je rovnost rozptyl˚u jednotlivy´ch
vy´beˇr˚u neboli homoskedasticity. K hodnocen´ı je pouzˇit Bartlet˚uv a Leven˚uv test. Oba
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testy lze vyuzˇ´ıt jak pro vyva´zˇene´, tak i pro nevyva´zˇene´ vy´beˇry. Vy´stupem je graficke´
zna´zorneˇn´ı 95% konfidencˇn´ıch interval˚u pro smeˇrodatne´ odchylky vypocˇtene´ z vy´beˇr˚u.
Nasˇe pozornost je opeˇt soustrˇedeˇna na p-hodnoty jednotlivy´ch test˚u, hladina vy´znamnosti
je zvolena α = 0, 05. Vy´sledkem pro nameˇrˇena´ data je p = 0, 000 < α u Bartletova
testu a p = 0, 059 > α u Levenova testu. Prˇestozˇe Bartlet˚uv test zamı´ta´ hypote´zu,
zˇe dane´ jednotlive´ vy´beˇry maj´ı stejny´ rozptyl, Leven˚uv test tuto hypote´zu nezamı´ta´
a to je pro nasˇe u´cˇely postacˇuj´ıc´ı podmı´nka. Vyhodnocen´ı testu rovnosti rozptyl˚u lze
nale´zt v souboru MERENI V 5 BODECH.mpj, graf s na´zvem Test for Equal Variances:
TLOUSTKY-nevyv versus BODY; RAZNIK.
Posledn´ım bodem ke splneˇn´ı vsˇech nutny´ch prˇedpoklad˚u pro analy´zu rozptylu je
oveˇrˇen´ı neza´vislosti prvk˚u kazˇde´ho vy´beˇru. K tomuto u´cˇelu je pouzˇito vykreslen´ı cˇasovy´ch
rˇad pro jednotlive´ vy´beˇry a vy´pocˇet autokorelac´ı, neboli korelac´ı mezi prvky cˇasove´
rˇady, [3], [6], [9]. Prˇi vyhodnocen´ı graf˚u cˇasovy´ch rˇad pro nasˇe data nebyl nalezen trend
u zˇa´dne´ho z vy´beˇr˚u ani vypocˇtena statisticky vy´znamna´ autokorelace, tud´ızˇ mu˚zˇeme
prˇedpokla´dat neza´vislost prvk˚u vsˇech vy´beˇr˚u. Nav´ıc z vykreslen´ı cˇasovy´ch rˇad vyply´va´
d˚ulezˇity´ za´veˇr, zˇe se po dobu deseti hodin, beˇhem ktere´ prob´ıhalo meˇrˇen´ı, neproka´zala
cˇasova´ za´vislost dat. Tedy hodnoty za´visle promeˇnne´ se meˇn´ı pouze v d˚usledku na´hodny´ch,
nikoliv vymezitelny´ch prˇ´ıcˇin. Jinak rˇecˇeno, nedocha´z´ı k zmeˇna´m v procesu lisova´n´ı, pokud
tomu tak nen´ı ucˇineˇno naprˇ´ıklad za´sahem opera´tora cˇi vlivem jine´ho faktoru.
7.1.3. Analy´za dat
Jelikozˇ jsou splneˇny prˇedpoklady analy´zy rozptylu, mu˚zˇeme prˇistoupit k samotne´mu vy-
hodnocen´ı. Nasˇ´ım c´ılem je porovnat tlousˇt’ky vy´lisk˚u nameˇrˇene´ pro r˚uzne´ u´rovneˇ dvou
pevny´ch faktor˚u (efekt˚u), kde prvn´ım faktorem je bod na vy´lisku αi a druhy´m faktorem je
razn´ık βj. K vyhodnocen´ı pouzˇijeme dvoufaktorovou analy´zu rozptylu s interakcemi pro
nevyva´zˇene´ trˇ´ıdeˇn´ı. Budeme tedy prˇedpokla´dat, zˇe tlousˇt’ky se rˇ´ıd´ı modelem
yijk = µ+ αi + βj + λij + eijk,
i = 1, ..., 5, j = 1, ..., 12, k = 1, ..., Kij,
(7.1.1)
kde µ je hlavn´ı efekt, λij je interakce faktor˚u bod a razn´ık, Kij je rozsah vy´beˇru v
jednotlivy´ch bunˇka´ch tabulky, ktera´ je svoj´ı strukturou podobna´ tabulce 7.1, avsˇak s
t´ım rozd´ılem, zˇe z neˇktery´ch vy´beˇr˚u jsme vyrˇadili pra´veˇ jedno odlehle´ meˇrˇen´ı, cˇ´ımzˇ
jsme dostali nevyva´zˇene´ trˇ´ıdeˇn´ı, tedy Kij = 30 nebo Kij = 29. Testujeme nulovou hy-
pote´zu, ktera´ rˇ´ıka´, zˇe vlivy vsˇech faktor˚u a interakc´ı na sledovanou promeˇnnou jsou nulove´.
Prˇi zpracova´n´ı ANOVY nevyva´zˇene´ho trˇ´ıdeˇn´ı v MINITABU je za´kladn´ım vy´stupem
strucˇny´ prˇehled informac´ı o faktorech a vy´sledky analy´zy rozptylu:
General Linear Model: TLOUSTKY_nevyv versus BODY; RAZNIK
Factor Type Levels Values
BODY fixed 5 A; B; C; D; E \\
RAZNIK fixed 12 1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12 \\
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Analysis of Variance for TLOUSTKY_nevyv, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P
BODY 4 0,1714848 0,1723352 0,0430838 286,40 0,000 \\
RAZNIK 11 0,1064815 0,1066656 0,0096969 64,46 0,000 \\
BODY*RAZNIK 44 0,1986079 0,1986079 0,0045138 30,01 0,000 \\
Error 1729 0,2600995 0,2600995 0,0001504 \\
Total 1788 0,7366737 \\
S = 0,0122651 R-Sq = 64,69% R-Sq(adj) = 63,49%
Ze sloupce p-hodnot je na prvn´ı pohled zrˇejme´, zˇe oba faktory a nav´ıc i jejich inter-
akce jsou statisticky vy´znamne´, nebot’ vsˇechny p-hodnoty jsou nulove´, a tud´ızˇ i mensˇ´ı
nezˇ zvolena´ hladina vy´znamnosti α = 0, 05. Du˚lezˇitou informac´ı jsou vy´znamne´ inter-
akce, ktere´ v sobeˇ zahrnuj´ı soucˇasne´ p˚usoben´ı obou faktor˚u a vna´sˇ´ı do modelu urcˇitou
neaditivitu, neboli vliv obou faktor˚u p˚usob´ıc´ıch soucˇasneˇ na sledovanou velicˇinu nelze
vyja´drˇit pouze soucˇtem jejich vliv˚u prˇi samostatne´m p˚usoben´ı kazˇde´ho z nich. Interakce
mohou by´t mnohem vy´razneˇjˇs´ı nezˇ vliv samotny´ch faktor˚u. U´cˇinky obou faktor˚u jsou
r˚uzne´ prˇi r˚uzny´ch u´rovn´ıch teˇchto faktor˚u. Tento fakt se da´ interpretovat tak, zˇe pro
kazˇdy´ razn´ık jsou rozd´ıly mezi tlousˇt’kami v jednotlivy´ch bodech vy´lisk˚u obecneˇ r˚uzne´.
To lze graficky zna´zornit souborem dvana´cti krabicovy´ch graf˚u, ve ktery´ch jsou nameˇrˇene´
hodnoty tlousˇteˇk v r˚uzny´ch bodech vy´lisk˚u prˇ´ıslusˇne´ho razn´ıku, viz graf na obra´zku 7.3.
Pomoc´ı teˇchto graf˚u si lze take´ prˇedstavit, jaka´ je geometrie vy´lisk˚u pro kazˇdy´ razn´ık.
Obr. 7.3: Krabicove´ grafy tlousˇteˇk v jednotlivy´ch bodech kazˇde´ho razn´ıku.
MINITAB pocˇ´ıta´ dva r˚uzne´ soucˇty cˇtverc˚u. V sloupci (Seq SS) jsou hodnoty
sekvencˇn´ıch soucˇt˚u cˇtverc˚u pro kazˇdy´ cˇlen v modelu. Tato statistika meˇrˇ´ı mnozˇstv´ı vari-
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ability v nameˇrˇeny´ch datech zp˚usobene´ postupny´m (sekvencˇn´ım) prˇida´n´ım cˇlen˚u do mod-
elu podle jejich porˇad´ı, viz sloupec (Source). Hodnota statistiky tedy za´vis´ı na porˇad´ı
dane´ho cˇlenu v linea´rn´ım modelu. Proto se zava´d´ı adjustovany´ soucˇet cˇtverc˚u (Adj SS),
ktery´ jizˇ na porˇad´ı neza´vis´ı. Tato statistika meˇrˇ´ı mnozˇstv´ı variability v nameˇrˇeny´ch dat-
ech zp˚usobene´ prˇida´n´ım cˇlenu do modelu za prˇedpokladu, zˇe ostatn´ı cˇleny jsou v neˇm jizˇ
zahrnuty. Hodnoty (Adj MS) jsou adjustovane´ soucˇty cˇtverc˚u deˇlene´ prˇ´ıslusˇny´mi stupni
volnosti. Z u´daj˚u v tomto sloupci plyne, zˇe nejveˇtsˇ´ı mnozˇstv´ı variability je vysveˇtleno
faktorem bod, kde MS = 0, 0430838.
Koeficient determinace (R-Sq) uda´va´ kolik procent variability v nameˇrˇeny´ch datech
je vysveˇtleno modelem. Hodnota R2 = 64, 69% naznacˇuje, zˇe vybrany´ model je sice pro
nasˇe za´veˇry dostatecˇny´, nicme´neˇ je zde sta´le vysoke´ procento variability, ktere´ dany´
model nepokryl.
Poznatky z prvn´ıho meˇrˇen´ı lze shrnout dle na´sleduj´ıc´ıho. Nerovnost vylisovany´ch kus˚u
je statisticky vy´znamna´ a nav´ıc je v interakci s razn´ıky, cˇili je take´ pro jednotlive´ razn´ıky
odliˇsna´. Rozd´ıly mezi razn´ıky jsou tedy take´ vy´znamne´ a prˇisp´ıvaj´ı k celkove´ variabiliteˇ
sledovane´ promeˇnne´ - tlousˇt’ka vy´lisk˚u. Nebyla odhalena zˇa´dna´ cˇasova´ za´vislost v datech,
tedy se mu˚zˇeme domn´ıvat, zˇe nedocha´z´ı k samovolne´ zmeˇneˇ v procesu lisova´n´ı nebo jeho
nastaven´ı nejme´neˇ po dobu jednoho dne.
V te´to fa´zi pozna´va´n´ı procesu lze rˇ´ıci, zˇe variabilita lisova´n´ı je slozˇena z variabil-
ity tlousˇteˇk mezi body na jednotlivy´ch vy´lisc´ıch, da´le variability mezi razn´ıky, variabil-
ity interakc´ı a variability na´hodny´ch chyb. Variabilita mezi body mu˚zˇe by´t vyja´drˇena
obecneˇ neˇjakou charakteristikou rozpty´len´ı vypocˇtenou ze vsˇech tlousˇteˇk nameˇrˇeny´ch
pouze na jednom razn´ıku. Variabilitou mezi razn´ıky mu˚zˇeme popsat neˇjakou charakteris-
tikou rozpty´len´ı vypocˇtenou z tlousˇteˇk nameˇrˇeny´ch pouze v jednom bodeˇ avsˇak pro vsˇech
dvana´ct razn´ık˚u. Variabilita mezi razn´ıky by naprˇ´ıklad mohla by´t sn´ızˇena serˇ´ızen´ım jed-
notlivy´ch razn´ık˚u, je-li to ovsˇem technicky realizovatelne´. Ota´zkou z˚usta´va´, zda serˇ´ızen´ı
jednoho razn´ıku, mu˚zˇe ovlivnit nastaven´ı neˇktere´ho z ostatn´ıch. Po konzultaci s tech-
nology vy´roby bylo rozhodnuto zacˇ´ıt v hleda´n´ı vlivny´ch rˇiditelny´ch faktor˚u, ktere´ by
prˇ´ıpadneˇ mohly neˇkterou ze slozˇek celkove´ variability sn´ızˇit. V tomto smeˇru je pozornost
soustrˇedeˇna prima´rneˇ na vliv steˇrky a jej´ı nastaven´ı, a to z d˚uvodu podezrˇen´ı, zˇe by steˇrka
mohla by´t jedn´ım z dominantn´ıch faktor˚u, avsˇak jej´ı vliv nebyl doposud testova´n.
7.2. Faktor steˇrka
Jak bylo rˇecˇeno drˇ´ıve, funkce steˇrky spocˇ´ıva´ ve st´ıra´n´ı nasypane´ho granula´tu do komory
(obra´zek 7.4). Za´meˇrem tohoto experimentu je urcˇit
1. za´vislost mezi r˚uzny´m nastaven´ım steˇrky a geometri´ı vylisovany´ch kus˚u,
2. vliv steˇrky na variabilitu mezi body,
3. vliv steˇrky na variabilitu mezi razn´ıky.
Ru˚zny´m nastaven´ım steˇrky ma´me na mysli zmeˇnu jej´ı polohy v˚ucˇi p˚uvodn´ımu nastaven´ı,
a to otocˇen´ım bud’to ve smeˇru anebo proti smeˇru ota´cˇen´ı rotacˇn´ıho stolu. U´hlova´ de´lka, o
kterou je prˇ´ıpustne´ steˇrku otocˇit je prˇiblizˇneˇ jeden centimetr na obeˇ strany. Tyto polohy
povazˇujeme za mezn´ı nastaven´ı, avsˇak nikoliv mezn´ı k mozˇne´mu posunu steˇrky. Oblast
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Obr. 7.4: Detail cˇa´sti lisu v mı´steˇ st´ıra´n´ı granula´tu.
prˇ´ıpustnosti nastaven´ı steˇrky je urcˇena takovou polohou, prˇi jej´ımzˇ prˇekrocˇen´ı docha´z´ı k
u´niku granula´tu ze stolu. Je nutno podotknout, zˇe lis nen´ı vybaven meˇrˇ´ıc´ı stupnic´ı pro
zmeˇnu polohy steˇrky, proto tyto u´daje jsou prozat´ım pouze aproximativn´ı.
Odpoveˇdi na vy´sˇe kladene´ c´ıle experimentu lze z´ıskat opeˇt pozorova´n´ım rozd´ıl˚u mezi
tlousˇt’kami vy´lisk˚u. Z meˇrˇen´ı 5bodu v´ıme, zˇe tyto tlousˇt’ky se vy´znamneˇ liˇs´ı na r˚uzny´ch
u´rovn´ıch faktor˚u bod a razn´ık. Poneˇvadzˇ na´s zaj´ıma´ jak nastaven´ı ovlivn´ı variabilitu bod˚u
a variabilitu mezi razn´ıky, faktory bod a razn´ık zachova´me a prˇida´me k nim trˇet´ı fak-
tor - nastaven´ı steˇrky. Zda-li jsou statisticky vy´znamne´ tyto trˇi faktory je mozˇno oveˇrˇit
trˇ´ıfaktorovou analy´zou rozptylu, prˇicˇemzˇ do modelu zahrneme i interakce.
7.2.1. Postup experimentu
Pro odhalen´ı vlivu zmeˇny nastaven´ı steˇrky jsme se rozhodli prove´st na´sleduj´ıc´ı experiment.
Postup meˇrˇen´ı je v neˇktery´ch bodech podobny´ testu 7.1. Po nastaven´ı lisu pro pozistor
typu R141 140A 10, je odebra´na prvn´ı sada vzork˚u - peˇtice vy´lisk˚u pro kazˇdy´ razn´ık.
Prˇi prvn´ım odbeˇru je zachova´no p˚uvodn´ı nastaven´ı steˇrky. Po te´ na´sleduje druhy´ odbeˇr
vzork˚u, znovu peˇt kus˚u vy´lisk˚u pro kazˇdy´ razn´ık. Prˇed t´ımto druhy´m odbeˇrem vsˇak bylo
zmeˇneˇno nastaven´ı steˇrky prˇiblizˇneˇ o jeden centimetr ve smeˇru ota´cˇen´ı rotacˇn´ıho stolu
lisu.
Na vylisovany´ch vzorc´ıch jsme meˇrˇili tlousˇt’ky v peˇti bodech. Tedy za´visle promeˇnnou
je tlousˇt’ka yijmk. Spodn´ı indexy ijk maj´ı stejny´ vy´znam jako v meˇrˇen´ı 7.1. Index m je
vyhrazen pro nastaven´ı polohy steˇrky, tj. m = 1 pro prvn´ı p˚uvodn´ı nastaven´ı, m = 2 pro
druhe´ nastaven´ı. Hodnoty yijmk mohou by´t zna´zorneˇny dveˇma tabulkami analogicky´mi
tabulce 7.1, pouze s t´ım rozd´ılem, zˇe rozsah vy´beˇr˚u v kazˇde´ bunˇce je nyn´ı 5 a kazˇda´
tabulka bude pouze pro jedno nastaven´ı polohy steˇrky, cˇ´ımzˇ eliminujeme doln´ı index m.
Z´ıskany´ statisticky´ soubor je tedy tvorˇen 5× 12 realizacemi na´hodny´ch vy´beˇr˚u o rozsahu
5 pro prvn´ı nastaven´ı steˇrky a stejny´m pocˇtem vy´beˇr˚u pro druhe´ nastaven´ı. Prˇitom jeden
vy´beˇr znamena´ soubor peˇti meˇrˇen´ı v dane´m bodeˇ vy´lisku lisovane´ho dany´m razn´ıkem prˇi
dane´m nastaven´ı polohy steˇrky.
41
7.2.2. Oveˇrˇen´ı prˇedpoklad˚u o datech
Pro korektn´ı pouzˇit´ı analy´zy rozptylu je opeˇt nutno oveˇrˇit nezbytne´ prˇedpoklady -
normalita a homoskedasticita vy´beˇr˚u a neza´vislost prvk˚u vy´beˇr˚u. Je pouzˇito shodny´ch
statisticky´ch test˚u a postup˚u, jako u oveˇrˇova´n´ı prˇedpoklad˚u v experimentu 7.1.
Grafy a vyhodnocen´ı k tomuto meˇrˇen´ı lze nale´zt v prˇ´ıloze na CD ve slozˇce
2 VLIV STERKY. V dalˇs´ım textu se budeme odkazovat na obsah te´to slozˇky.
Prˇedpoklad norma´ln´ıho rozdeˇlen´ı je splneˇn u veˇtsˇiny vy´beˇr˚u, azˇ na vy´jimku peˇti z
nich, u ktery´ch vsˇak byly identifikova´ny pomoc´ı Dixonova testu odlehla´ meˇrˇen´ı porusˇuj´ıc´ı
normalitu. Po vyrˇazen´ı teˇchto peˇti hodnot, jedna pro kazˇdy´ vy´beˇr, jizˇ nulova´ hypote´za
zamı´tnuta nebyla.
Vy´sledky test˚u a jim odpov´ıdaj´ıc´ı graficke´ vy´stupy jsou k nalezen´ı ve slozˇka´ch
OVERENI NORMALITY NASTAVENI 1 a OVERENI NORMALITY NASTAVENI 2. Vy´sledky
test˚u odlehly´ch hodnot lze naj´ıt v souboru VLIV STERKY.mpj, worksheet s na´zvem
TEST ODLEHLYCH MERENI.
Druhy´ prˇedpoklad homoskedasticity formulova´n pomoc´ı hypote´zy rovnosti rozptyl˚u
je splneˇn. Vy´sledkem Bartletova testu, kdy p = 0, 000, je sice zamı´tnut´ı hypote´zy,
ale Leven˚uv test, pro ktery´ je p = 0, 337, nulovou hypote´zu na hladineˇ vy´znamnosti
0, 05 nezamı´ta´. Neza´vislost prvk˚u vy´beˇru jsme neoveˇrˇovali, protozˇe ji prˇedpokla´da´me na
za´kladeˇ vy´sledk˚u z meˇrˇen´ı 7.1, kde nav´ıc vy´beˇry byly mnohem veˇtsˇ´ıho rozsahu.
7.2.3. Analy´za dat
Pozˇadovane´ prˇedpoklady ANOVY jsou splneˇny, mu˚zˇeme proto prˇistoupit k vyhodnocen´ı
nameˇrˇeny´ch dat. Budeme prˇedpokla´dat, zˇe hodnoty nameˇrˇeny´ch tlousˇteˇk se rˇ´ıd´ı modelem
yijmk = µ+ αi + βj + γm + λij + ηim + νjm + ζijm + eijmk,
i = 1, . . . , 5, j = 1, . . . , 12, m = 1, 2, k = 1, . . . , Kijm,
(7.2.1)
kde µ je hlavn´ı efekt, αi jsou u´rovneˇ faktoru bod, βj jsou u´rovneˇ faktoru razn´ık, γm
jsou u´rovneˇ faktoru nastaven´ı, λij jsou interakce faktor˚u bod∗razn´ık, ηim jsou inter-
akce faktor˚u bod∗nastaven´ı, νjm jsou interakce razn´ık∗nastaven´ı, ζijm jsou interakce
bod∗razn´ık∗nastaven´ı, eijmk jsou na´hodne´ chyby, Kijm je rozsah vy´beˇru z´ıskane´ho z meˇrˇen´ı
v i-te´m bodu vzorku lisovane´ho j-ty´m razn´ıkem prˇi m-te´m nastaven´ı steˇrky, prˇicˇemzˇ hod-
noty Kijm jsou pouze Kijm = 5 nebo Kijm = 4. Oveˇrˇujeme nulovou hypote´zu, zˇe zˇa´dny´ z
faktor˚u ani interakc´ı nemaj´ı vliv na sledovanou promeˇnnou. Za´kladn´ı popis faktor˚u a je-
jich u´rovn´ı, tabulku analy´zy rozptylu a vy´pocˇet koeficientu determinace ukazuj´ı vy´stupn´ı
data nevyva´zˇene´ ANOVY (General linear model):
General Linear Model: TL_nevyv versus BODY; RAZNIK; NASTAVENI
Factor Type Levels Values
BODY fixed 5 A; B; C;D; E \\
RAZNIK fixed 12 1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12 \\
NASTAVENI fixed 2 1; 2
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Analysis of Variance for TL_nevyv, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P \\
BODY 4 0,125794 0,122827 0,030706 134,87 0,000 \\
RAZNIK 11 0,092471 0,092510 0,008410 36,94 0,000 \\
NASTAVENI 1 0,086057 0,084271 0,084271 370,13 0,000 \\
BODY*RAZNIK 44 0,107672 0,107304 0,002438 10,71 0,000 \\
BODY*NASTAVENI 4 0,016180 0,015977 0,003994 17,54 0,000 \\
RAZNIK*NASTAVENI 11 0,003205 0,003215 0,000292 1,28 0,230 \\
BODY*RAZNIK*NASTAVENI 44 0,010440 0,010440 0,000237 1,04 0,402 \\
Error 472 0,107466 0,107466 0,000227 \\
Total 591 0,549288
S = 0,0150892 R-Sq = 80,44% R-Sq(adj) = 75,50%
Opeˇt jako prvn´ı nahle´dneme do prave´ho sloupce p-hodnot, ktery´ na´m zrˇetelneˇ posky-
tuje informaci o statisticke´ vy´znamnosti jednotlivy´ch cˇlen˚u v modelu (7.2.1). Nejprve se
zameˇrˇ´ıme na interakce. Pokud jsou neˇktere´ z nich vy´znamne´, nelze velikost vlivu faktor˚u
p˚usob´ıc´ıch soucˇasneˇ popsat pouze prostrˇednictv´ım soucˇtu jejich vliv˚u prˇi samostatne´m
p˚usoben´ı kazˇde´ho z nich. Statisticky vy´znamne´ prˇi zvolene´m α = 0, 05 jsou interakce λij
faktor˚u bod a razn´ık, p = 0, 000 < α, a ηim faktor˚u bod a nastaven´ı, p = 0, 000 < α.
Mu˚zˇeme tedy rˇ´ıci, zˇe tlousˇt’ka v jednotlivy´ch bodech vy´lisk˚u je za´visla´ jednak na razn´ıku,
ktery´m byl vy´lisek zpracova´n a nav´ıc i na nastaven´ı polohy steˇrky. Pro dalˇs´ı dva interakcˇn´ı
cˇleny νjm a ζijm modelu (7.2.1) jsou vypocˇtene´ p-hodnoty veˇtsˇ´ı nezˇ 0, 05, tud´ızˇ hypote´zu,
zˇe vliv teˇchto interakc´ı povazˇujeme za nulovy´, nezamı´ta´me na hladineˇ vy´znamnosti 0, 05.
Jiny´mi slovy, νjm nen´ı signifikantn´ı znamena´, zˇe nastaven´ı steˇrky neovlivnˇuje rozd´ıly ve
sledovane´ promeˇnne´ mezi jednotlivy´mi razn´ıky a tedy variabilita razn´ık˚u byla stejna´ jak
pro prvn´ı, tak pro druhe´ nastaven´ı. Vy´sledek, ζijm nen´ı signifikantn´ı, lze interpretovat
jako neza´vislost soucˇasne´ho p˚usoben´ı vsˇech trˇ´ı faktor˚u. Tyto poznatky je mozˇno podlozˇit
graficky´m zobrazen´ım na obra´zku 7.5. Prˇ´ıtomnost interakce se pozna´ tak, zˇe krˇivky, kde
jeden faktor je pevny´ a druhy´ je parametrem, se prot´ınaj´ı. A naopak, rovnobeˇzˇne´ krˇivky
znacˇ´ı neprˇ´ıtomnost interakc´ı, jak lze videˇt pro interakce mezi razn´ıky a nastaven´ım steˇrky.
Nejv´ıce vy´razne´ jsou interakce mezi body a razn´ıky, cozˇ bylo zjiˇsteˇno jizˇ v prvn´ım meˇrˇen´ı
7.1.
Vra´t´ıme-li se k tabulce ANOVY, nebyla da´le zamı´tnuta alternativn´ı hypote´za o vlivu
jednotlivy´ch faktor˚u, nebot’ pro kazˇdy´ ze trˇ´ı faktor˚u je p = 0, 000. Je vsˇak nutne´ si
uveˇdomit, zˇe nelze tyto vlivy interpretovat samostatneˇ bez zahrnut´ı interakc´ı. Z hodnot
ve sloupci pr˚umeˇrny´ch soucˇt˚u cˇtverc˚u plyne, zˇe nejveˇtsˇ´ı mnozˇstv´ı variability je vysveˇtleno
faktorem nastaven´ı, kde MS = 0, 0842710.
Velmi d˚ulezˇity´m poznatkem je skutecˇnost, zˇe zmeˇnou nastaven´ı steˇrky se zmeˇnila va´ha
vylisovany´ch kus˚u. Tato va´ha byla meˇrˇena pouze u neˇkolika na´hodneˇ vybrany´ch kus˚u a
byl u n´ı zaznamena´n pokles prˇiblizˇneˇ o 2%, prˇicˇemzˇ v zadany´ch toleranc´ıch je povolena
zmeˇna va´hy pouze do ±0, 4%. Jelikozˇ v dalˇs´ıch experimentech budeme i nada´le zkoumat
vliv steˇrky, mus´ıme nyn´ı sledovat i za´vislost va´hy na u´rovn´ıch jednotlivy´ch faktor˚u. Nyn´ı
v´ıme, zˇe nastaven´ı steˇrky ovlivnˇuje rozd´ıly mezi tlousˇt’kami meˇrˇeny´mi v r˚uzny´ch bodech
vy´lisk˚u. Nev´ıme ovsˇem jak steˇrka tyto rozd´ıly ovlivnˇuje. Nasˇ´ım c´ılem je sn´ızˇit variabilitu
cele´ho procesu, a proto budeme testovat odliˇsnost variabilit mezi soubory dat s r˚uzny´mi
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Obr. 7.5: Graficke´ zna´zorneˇn´ı interakc´ı.
u´rovneˇmi faktoru nastaven´ı. Prvn´ı soubor dat ma´ u´rovenˇ faktoru nastaven´ım = 1 a druhy´
soubor ma´ u´rovenˇ faktoru nastaven´ı m = 2. K testova´n´ı pouzˇijeme F-test, jehozˇ nulovou
hypote´zou bude rovnost rozptyl˚u dvou vybrany´ch vy´beˇr˚u. V programu MINITAB jsou
pro tento u´cˇel implementova´ny a prova´deˇny za´rovenˇ dva testy, F-test a Leven˚uv test.
Vy´sledkem pro nasˇe data je hodnota p = 0, 000 pro oba dva testy, a proto zamı´ta´me
nulovou hypote´zu na hladineˇ vy´znamnosti α = 0, 05. Variabilita teˇchto dvou vy´beˇr˚u je
tedy r˚uzna´. Pod´ıva´me-li se na vypocˇteny´ 95% konfidencˇn´ı interval pro odhad smeˇrodatne´
odchylky druhe´ho vy´beˇru (TL 2), je zrˇejme´, zˇe tento interval je uzˇsˇ´ı, odhady jsou tedy
prˇesneˇjˇs´ı, a to d´ıky sn´ızˇene´ variabiliteˇ mezi meˇrˇen´ımi:
N Lower StDev Upper
TL-1 300 0,0297955 0,0325333 0,0358024 \\
TL-2 300 0,0220345 0,0240592 0,0264768 \\
Beˇhem meˇrˇen´ı bylo zjiˇsteˇno, zˇe dosˇlo ke zmensˇen´ı tlousˇteˇk vy´lisk˚u po zmeˇneˇ polohy
steˇrky, tedy prˇi u´rovni faktoru nastaven´ı m = 2. Tuto domneˇnku je vsˇak nutno otesto-
vat, a to naprˇ´ıklad dvouvy´beˇrovy´m t-testem, ktery´ oveˇrˇuje hypote´zu rovnosti strˇedn´ıch
hodnot dvou vy´beˇr˚u. Jako alternativn´ı hypote´zu jsme zvolili, zˇe prvn´ı vy´beˇr ma´ veˇtsˇ´ı
strˇedn´ı hodnotu nezˇ druhy´. Vy´beˇry jsme porovna´vali pro kazˇdy´ z dvana´cti razn´ık˚u zvla´sˇt’
a nechali vykreslit krabicovy´ graf pro kazˇdy´ test. Tyto grafy jsou prˇ´ıstupne´ ve slozˇce
POKLES TLOUSTKY. Vsˇech dvana´ct test˚u zamı´tlo nulovou hypote´zu a soucˇasneˇ nezamı´tlo
alternativu, zˇe tlousˇt’ky druhe´ho vy´beˇru jsou mensˇ´ı, cozˇ potvrzuje nasˇi domneˇnku.
Mı´rne´ porusˇen´ı prˇedpoklad˚u normality nemus´ı zcela znehodnotit test. V souboru
dat nameˇrˇene´m prˇi druhe´ u´rovni faktoru nastaven´ı nebyl splneˇn prˇedpoklad norma´ln´ıho
rozdeˇlen´ı pouze u trˇ´ı z sˇedesa´ti vy´beˇr˚u, a to z d˚uvodu prˇ´ıtomnosti odlehly´ch meˇrˇen´ı.
Tato meˇrˇen´ı byla vyloucˇena, a t´ım jsme z´ıskali nevyva´zˇene´ trˇ´ıdeˇn´ı. MINITAB nab´ız´ı u
vyhodnocen´ı dvoufaktorove´ ANOVY vykreslen´ı 95% konfidencˇn´ıch interval˚u pro odhady
strˇedn´ıch hodnot pouze u vyva´zˇeny´ch vy´beˇr˚u. Nebudeme proto vyrˇazovat odlehla´ meˇrˇen´ı
z prˇ´ıslusˇny´ch vy´beˇr˚u a provedeme dvoufaktorovou analy´zu rozptylu vyva´zˇene´ho trˇ´ıdeˇn´ı
(Two-Way ANOVA).
44
Z vykreslen´ı konfidencˇn´ıch interval˚u ihned vid´ıme, jak velke´ rozd´ıly jsou mezi razn´ıky.
Kdyby tyto rozd´ıly nebyly statisticky vy´znamne´, konfidencˇn´ı intervaly by se alesponˇ z
cˇa´sti prˇekry´valy. Nav´ıc toto vyhodnocen´ı ma´ vysoky´ koeficient determinace R2 = 85, 84%,
tud´ızˇ model vysveˇtluje velke´ procento variability prˇ´ıtomne´ v nameˇrˇeny´ch datech.
Two-way ANOVA: TL-2 versus BODY; RAZNIK
Source DF SS MS F P \\
BODY 4 0,034059 0,0085147 82,94 0,000 \\
RAZNIK 11 0,053056 0,0048233 46,98 0,000 \\
Interaction 44 0,062218 0,0014140 13,77 0,000 \\
Error 240 0,024638 0,0001027 \\
Total 299 0,173972 \\
S = 0,01013 R-Sq = 85,84% R-Sq(adj) = 82,36%
Individual 95% CIs For Mean Based on
Pooled StDev
BODY Mean ---+---------+---------+---------+------ \\
A 2,06950 (--*-) \\
B 2,07625 (-*--) \\
C 2,10073 (--*-) \\
D 2,08803 (--*--) \\
E 2,08505 (--*--) \\
---+---------+---------+---------+------
2,070 2,080 2,090 2,100
Individual 95% CIs For Mean Based on
Pooled StDev
RAZNIK Mean --------+---------+---------+---------+- \\
1 2,07652 (-*--) \\
2 2,09140 (-*--) \\
3 2,06256 (--*--) \\
4 2,09380 (--*--) \\
5 2,07824 (-*--) \\
6 2,08868 (-*--) \\
7 2,06696 (--*--) \\
8 2,07280 (--*--) \\
9 2,11432 (--*-) \\
10 2,09156 (-*--) \\
11 2,08684 (-*--) \\
12 2,08328 (--*--) \\
--------+---------+---------+---------+- \\
2,070 2,085 2,100 2,115 \\
Ze statisticky´ch vy´pocˇt˚u plyne, zˇe nastaven´ı steˇrky mu˚zˇe by´t pro proces lisova´n´ı
vy´znamny´m faktorem maj´ıc´ım vliv na celkovou variabilitu, tlousˇt’ku a va´hu vy´lisk˚u.
Zmeˇna polohy steˇrky zaprˇ´ıcˇinila pokles va´hy a sn´ızˇen´ı tlousˇt’ky, prˇicˇemzˇ byly prˇekrocˇeny
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zadane´ tolerance pro dane´ parametry lisova´n´ı. Du˚sledkem toho byly vylisova´ny kusy, ktere´
neodpov´ıdaly zadane´ jakosti a musely by´t proto vyrˇazeny z vy´roby. Pozˇadovanou va´hu i
tlousˇt’ku vylisovany´ch kus˚u je mozˇne´ z´ıskat zveˇtsˇen´ım hloubky komory, do ktere´ se sype
granula´t, a to prostrˇednictv´ım regulace spodn´ı nohy lisu popsane´ v kapitole 2.2. Ota´zkou
je, zda-li jednotlive´ u´rovneˇ nastaven´ı steˇrky budou mı´t stejny´ u´cˇinek prˇi r˚uzny´ch u´rovn´ıch
nastaven´ı hloubky komory. Pro dalˇs´ı zkouma´n´ı vlivu nastaven´ı steˇrky a nastaven´ı hloubky
na parametry lisova´n´ı je vsˇak nutno nejprve technologicky vyrˇesˇit ota´zku meˇrˇ´ıc´ıch stupnic
pro zmeˇny v nastavova´n´ı steˇrky.
7.3. Pla´novany´ experiment - ortogona´ln´ı pla´n
Na za´kladeˇ vy´sledk˚u z experimentu 7.2 jsme se rozhodli da´le zkoumat vliv steˇrky na
tlousˇt’ku vy´lisku v peˇti stanoveny´ch bodech. Nasˇe pozornost bude da´le soustrˇedeˇna na
va´hu kazˇde´ho vy´lisku, ktera´ by mohla by´t r˚uzny´m nastaven´ım steˇrky ovlivneˇna. Poneˇvadzˇ
jsou u´cˇinky r˚uzny´ch nastaven´ı steˇrky nav´ıc ovlivneˇny nastaven´ım hloubky komory v
rotacˇn´ım stole, zahrneme i tato nastaven´ı. Nasˇ´ım c´ılem je tedy odhadnout vztah mezi
pozorovany´mi za´visle promeˇnny´mi - tlousˇt’ky a va´hy, a neza´visle promeˇnny´mi - u´rovneˇ
nastaven´ı steˇrky a hloubky komory. Prˇi hleda´n´ı te´to za´vislosti jsme zvolili efektivn´ı prˇ´ıstup
zalozˇeny´ na teorii pla´novane´ho experimentu.
S vyuzˇit´ım poznatk˚u z prˇedchoz´ıch meˇrˇen´ı 7.1, 7.2 je sestaven 22 faktorovy´ pla´novany´
experiment, jehozˇ c´ılem je urcˇit:
1. za´vislost tlousˇt’ky a va´hy na zvoleny´ch faktorech steˇrka a hloubka,
2. nastaven´ı steˇrky a hloubky komory, ktere´ sn´ızˇ´ı variabilitu procesu.
Prˇedpokla´da´me, zˇe nameˇrˇene´ sledovane´ velicˇiny yi se rˇ´ıd´ı nejjednodusˇsˇ´ım dvoufak-
torovy´m modelem 2. rˇa´du tvaru
yi = β0 + β1x1 + β2x2 + β3x1x2, (7.3.1)
kde βi, i = 1, 2, 3 jsou nezna´me´ parametry, x1 je faktor steˇrka a x2 je faktor hloubka.
Sledovany´mi velicˇinami jsou tlousˇt’ka vy´lisku v jednotlivy´ch bodech A, B, C, D, E a
jeho va´ha. Kazˇdy´ faktor bude mı´t dveˇ u´rovneˇ, minima´ln´ı x1−min, x2−min a maxima´ln´ı
x1−max, x2−max, pak prˇipoj´ıme strˇed teˇchto u´rovn´ı obou faktor˚u x1−0, x2−0. Pro takto
zvolene´ u´rovneˇ faktor˚u vytvorˇ´ıme peˇtibodovy´ ortogona´ln´ı pla´n experimentu se cˇtyrˇi
meˇrˇen´ımi v roz´ıch pla´nu a jedn´ım meˇrˇen´ım ve strˇedu pla´nu. Abychom mohli urcˇit
adekva´tnost zvolene´ho modelu, potrˇebujeme nav´ıc alesponˇ jedno meˇrˇen´ı, jehozˇ prˇida´n´ı
neporusˇ´ı ortogonalitu pla´nu. V kazˇde´m bodeˇ pla´nu jsme proto zvolili dveˇ replikace. Celkem
tedy ma´me deset r˚uzny´ch meˇrˇen´ı. Nakonec se provede u´prava, aby porˇad´ı jednotlivy´ch
test˚u, kde kazˇde´mu z nich odpov´ıda´ meˇrˇen´ı pro pra´veˇ jednu kombinaci u´rovn´ı faktor˚u,
bylo na´hodne´.
7.3.1. Postup experimentu
Abychom mohli nastavovat polohu steˇrky a toto nastaven´ı neˇjaky´m zp˚usobem kvantifiko-
vat, byla sestrojena pomocna´ kovova´ konstrukce, ktera´ se z boku lisu prˇipevn´ı do stejne´
vy´sˇky jako je steˇrka. U´hlova´ de´lka otocˇen´ı steˇrky se meˇrˇ´ı jako vzda´lenost te´to konstrukce
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drzˇa´ku steˇrky. U´rovenˇ faktoru hloubka se nastavuje pomoc´ı meˇrˇ´ıc´ı stupnice umı´steˇne´ na
spodn´ı noze lisu.
Jako prvn´ı je lis serˇ´ızen tak, aby parametry vy´lisk˚u byly v toleranc´ıch zadany´ch hodnot
pro pozistor typu R201 125 210. Aktua´ln´ı nastaven´ı steˇrky a hloubky komory oznacˇ´ıme
za referencˇn´ı a nav´ıc kombinace tohoto nastaven´ı tvorˇ´ı strˇed ortogona´ln´ıho pla´nu, tedy
u´rovneˇ x1−0 pro steˇrku a x2−0 pro hloubku. U´rovenˇ steˇrky x1−min jsme dosa´hli otocˇen´ım
steˇrky o 9 mm v˚ucˇi referencˇn´ı poloze proti smeˇru ota´cˇen´ı stolu a u´rovenˇ x1−max jsme
nastavili otocˇen´ım steˇrky o 9 mm ve smeˇru ota´cˇen´ı stolu. Po domluveˇ s opera´tory lisu byly
stanoveny meze pro nastavova´n´ı hloubky. U´rovenˇ hloubky x2−min jsme dosa´hli sn´ızˇen´ım
spodn´ı plosˇky o dva d´ılky na meˇrˇ´ıc´ı stupnici spodn´ı nohy a u´rovenˇ x2−max jsme nastavili
zvy´sˇen´ım plosˇky o dva d´ılky na te´to stupnici.
Nastavova´n´ı faktor˚u prob´ıhalo podle vygenerovane´ho faktorove´ho experimentu s orto-
gona´ln´ım pla´nem. Celkem bylo provedeno deset nastaven´ı v na´hodne´m porˇad´ı. Prˇi kazˇde´m
nastaven´ı byla odebra´na sada trˇ´ı vy´lisk˚u pro kazˇdy´ razn´ık a meˇrˇila se tlousˇt’ka v peˇti
bodech a va´ha kazˇde´ho z nich.
7.3.2. Vyhodnocen´ı
Z d˚uvodu male´ho pocˇtu meˇrˇen´ı pro kazˇdou kombinaci u´rovn´ı faktor˚u nen´ı trˇeba oveˇrˇovat
prˇedpoklady regresn´ı analy´zy, ktera´ pozˇaduje norma´ln´ı rozdeˇlen´ı, homoskedasticitu a
neza´vislost na´hodny´ch chyb.
Ke zvy´sˇen´ı prˇesnosti vy´pocˇt˚u lze vyuzˇ´ıt, zˇe pro kazˇdou kombinaci u´rovn´ı faktor˚u jsme
odebrali trˇi kusy vzork˚u. Kazˇdy´ odebrany´ vzorek budeme povazˇovat za dalˇs´ı replikace,
tedy za nove´ serˇ´ızen´ı stroje. T´ım vytvorˇ´ıme matici X s sˇesti replikacemi v kazˇde´m
bodeˇ pla´nu, prˇicˇemzˇ porˇad´ı kombinac´ı u´rovn´ı faktor˚u v matici je opeˇt na´hodne´. Takto
noveˇ zavedeny´ ortogona´ln´ı pla´n pouzˇijeme k vyhodnocen´ı nameˇrˇeny´ch dat. Na´strojem
bude regresn´ı analy´za, pomoc´ı n´ızˇ odhadujeme koeficienty modelu a testujeme jejich
statistickou vy´znamnost. Nulova´ hypote´za rˇ´ıka´, zˇe kazˇdy´ z koeficient˚u v modelu je roven
nule. Na´sledneˇ se aplikuje analy´za rozptylu umozˇnˇuj´ıc´ı vysˇetrˇova´n´ı zdroj˚u variability v
linea´rn´ıch modelech a testova´n´ı jejich adekva´tnosti.
Grafy a vyhodnocen´ı k tomuto meˇrˇen´ı lze nale´zt v prˇ´ıloze na CD ve slozˇce
3 DOE ORTOGON PLAN. V dalˇs´ım textu se budeme odkazovat na obsah te´to slozˇky.
Vy´sledky pla´novane´ho experimentu pro tlousˇt’ku v bodeˇ A razn´ıku 1 jsou:
Factorial Fit: A_1 versus sterka; hloubka
Estimated Effects and Coefficients for A_1 (coded units)
Term Effect Coef SE Coef T P
Constant 2,55125 0,002145 1189,31 0,000 \\
sterka 0,00050 0,00025 0,002145 0,12 0,908 \\
hloubka 0,19067 0,09533 0,002145 44,44 0,000 \\
sterka*hloubka -0,03667 -0,01833 0,002145 -8,55 0,000 \\
Ct Pt 0,02342 0,004797 4,88 0,000 \\
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S = 0,0105090 R-Sq = 98,81% R-Sq(adj) = 98,62%
Analysis of Variance for A_1 (coded units)
Source DF Seq SS Adj SS Adj MS F P
Main Effects 2 0,218124 0,218124 0,109062 987,52 0,000
2-Way Interactions 1 0,008067 0,008067 0,008067 73,04 0,000
Curvature 1 0,002632 0,002632 0,002632 23,83 0,000
Residual Error 25 0,002761 0,002761 0,000110
Pure Error 25 0,002761 0,002761 0,000110
Total 29 0,231584
Pravy´ sloupec p-hodnot prvn´ı tabulky ukazuje statisticke´ vy´znamnosti cˇlen˚u obsazˇeny´ch
v modelu. Hladina vy´znamnosti α je zvolena 0, 05. Jsou-li v modelu zahrnuty interakce,
je nutne´ nejdrˇ´ıve veˇnovat pozornost pra´veˇ jim. Na´sˇ model obsahuje jednu interakci, ktera´
odpov´ıda´ soucˇasne´mu p˚usoben´ı faktor˚u steˇrka a hloubka. Tato interakce je statisticky
vy´znamna´, nebot’ p = 0, 000. Pod´ıva´me-li se za´rovenˇ na vy´znamnost samotne´ steˇrky, kde
p = 0, 908, vy´sledkem je nezamı´ta´n´ı nulove´ hypote´zy, tedy jej´ı vliv je nulovy´. To ovsˇem
nen´ı korektn´ı za´veˇr, poneˇvadzˇ vliv steˇrky je statisticky vy´znamny´, a to prostrˇednictv´ım
interakc´ı. Ostatn´ı cˇleny modelu, pro neˇzˇ jsou hodnoty p = 0, 000, jsou povazˇova´ny za
signifikantn´ı. Podstatnou informac´ı je vy´znamnost bod˚u ve strˇedu pla´nu. Ta poukazuje
totizˇ na fakt, zˇe za´vislost sledovane´ promeˇnne´ nebude linea´rn´ı v oblasti vyhrazene´ krajn´ımi
body pla´nu. Koeficient determinace R2 = 98% indikuje, zˇe te´meˇrˇ vsˇechna variabilita v
nameˇrˇeny´ch datech je vysveˇtlena zvoleny´m modelem.
Sloupec s na´zvem Effect slouzˇ´ı k urcˇen´ı relativn´ıho vlivu faktor˚u (efekt˚u). Absolutn´ı
hodnota efektu vystihuje velikost vlivu. Cˇ´ım veˇtsˇ´ı hodnota, t´ım veˇtsˇ´ı vliv na sledovanou
promeˇnnou. Zname´nko efektu rˇ´ıka´, jake´ nastaven´ı faktoru ma´ za na´sledek vysˇsˇ´ı hodnotu
odezvy. Kladne´ zname´nko indikuje vysˇsˇ´ı hodnotu odezvy prˇi maxima´ln´ı u´rovni faktoru,
za´porne´ zname´nko rˇ´ıka´, zˇe minima´ln´ı u´rovenˇ faktoru bude mı´t za na´sledek vysˇsˇ´ı hodnotu
sledovane´ promeˇnne´.
Pomoc´ı prave´ho sloupce p-hodnot druhe´ tabulky testujeme statistickou vy´znamnost
zdroj˚u variability v modelu. Z vy´sledk˚u tabulky je zrˇejme´, zˇe variabilita samostatny´ch fak-
tor˚u a variabilita interakc´ı vy´znamneˇ prˇisp´ıvaj´ı k celkove´ variabiliteˇ v modelu. Du˚sledkem
statisticky vy´znamne´ krˇivosti je neadekva´tnost modelu. Jiny´mi slovy, zvoleny´ model
predikuje takove´ hodnoty tlousˇteˇk, zˇe jsou statisticky vy´znamneˇ rozd´ılne´ od nameˇrˇeny´ch
hodnot. Ma´me tedy nespra´vny´ model, mus´ıme jej zlepsˇit naprˇ´ıklad prˇida´n´ım dalˇs´ıch cˇlen˚u
do modelu, jako jsou mocniny faktor˚u alesponˇ druhe´ho rˇa´du.
Stejny´ postup vyhodnocen´ı byl proveden pro nameˇrˇene´ tlousˇt’ky v dalˇs´ıch bodech na
vy´lisc´ıch kazˇde´ho razn´ıku a take´ pro jejich va´hy, viz soubor ORTOGONALNI PLAN. Vy´sledky
analy´zy, a za´veˇry z nich plynouc´ı, pro ostatn´ı meˇrˇen´ı se shoduj´ı s vy´sˇe popsany´m vyhod-
nocen´ım.
Na za´kladeˇ vy´sledk˚u bylo rozhodnuto prove´st dalˇs´ı experiment, pomoc´ı neˇhozˇ bychom
mohli sestavit slozˇiteˇjˇs´ı model. Byl zvolen dev´ıti-bodovy´ rotabiln´ı pla´n tvorˇen osmi vrcholy
a strˇedem.
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7.4. Pla´novany´ experiment - rotabiln´ı pla´n
Z meˇrˇen´ı 7.3 jsme ucˇinili za´veˇr, zˇe vybrany´ nejjednodusˇsˇ´ı dvoufaktorovy´ model 2. rˇa´du
nen´ı vhodny´ k popisu za´vislosti tlousˇteˇk a va´hy na poloze steˇrky a hloubky komory.
Abychom mohli sestavit slozˇiteˇjˇs´ı model, je navrzˇen a proveden faktorovy´ experi-
ment s rotabiln´ım pla´nem popisovany´ a zna´zorneˇny´ v podkapitole 6.2.1 pla´nova´n´ı ex-
periment˚u. Pozorovane´ za´visle promeˇnne´, tlousˇt’ka a va´ha, a neza´visle promeˇnne´, faktor
steˇrka a hloubka, z˚usta´vaj´ı zachova´ny. Replikace jsou provedeny dveˇ v kazˇde´m vrcholu
osmi-u´heln´ıku a deset replikac´ı je ve strˇedu pla´nu.
C´ıl experimentu se shoduje s prˇedchoz´ım testem, ktery´ na´m nedoka´zal odpoveˇdeˇt:
1. jaka´ je za´vislost tlousˇt’ky a va´hy na zvoleny´ch faktorech steˇrka a hloubka,
2. zda-li existuje takove´ nastaven´ı steˇrky a hloubky komory, ktere´ sn´ızˇ´ı variabilitu
procesu.
Prˇedpokla´da´me, zˇe nameˇrˇene´ sledovane´ velicˇiny yi se rˇ´ıd´ı dvoufaktorovy´m modelem
2. rˇa´du tvaru
yi = β0 + β1x1 + β2x2 + β3x
2
1 + β4x
2
2 + β5x1x2, (7.4.1)
kde βi, i = 1, . . . , 5 jsou nezna´me´ parametry, x1 je faktor steˇrka a x2 je faktor hloubka.
Sledovany´mi velicˇinami jsou tlousˇt’ky vy´lisku v jednotlivy´ch bodech A, B, C, D, E a
jeho va´ha. Kazˇdy´ faktor bude mı´t trˇi u´rovneˇ, ktere´ v normovane´m tvaru vyja´drˇ´ıme cˇ´ısly
−1,√2, 1, a da´le prˇipoj´ıme strˇed, oznacˇeny´m jako 0.
Postup meˇrˇen´ı je shodny´ s postupem popsany´m v experimentu 7.3, avsˇak nyn´ı se
rˇ´ıd´ıme noveˇ vytvorˇeny´m rotabiln´ım pla´nem.
7.4.1. Vyhodnocen´ı
Vyhodnocen´ı k tomuto meˇrˇen´ı lze nale´zt v prˇ´ıloze na CD ve slozˇce
3 DOE ROTABILNI PLAN. V dalˇs´ım textu se budeme odkazovat na obsah te´to slozˇky.
Prˇi vyhodnocen´ı regresn´ıch model˚u, popisuj´ıc´ıch za´vislosti tlousˇteˇk na poloze steˇrky a
hloubky komory, jizˇ nebyly vy´sledky tak jednotne´ jako u prˇedchoz´ıho meˇrˇen´ı. U veˇtsˇiny
vy´beˇr˚u byla zamı´tnuta hypote´za, zˇe kvadraticke´ cˇleny v modelu 7.4.1 vysveˇtluj´ı variabil-
itu v nameˇrˇeny´ch datech. Vy´jimkou byly naprˇ´ıklad tlousˇt’ky v bodeˇ A razn´ıku 2, ozn.
A2, da´le D2, B3, D4, C7, A8, C9, D9, B10. Vsˇechna vyhodnocen´ı lze nale´zt v souboru
DOE ROTABILNI PLAN.mpj. Vliv faktor˚u v prvn´ı mocnineˇ a jejich interakce jsou statisticky
vy´znamne´. U vyhodnocen´ı model˚u, kde za´visle promeˇnnou byla va´ha, nebyla statisticky
vy´znamna´ zˇa´dna´ z druhy´ch mocnin faktor˚u, samostatne´ faktory v prvn´ı mocnineˇ a in-
terakce signifikantn´ı byly. Koeficient determinace regresn´ıch model˚u pro meˇrˇen´ı v dany´ch
bodech a pro dane´ razn´ıky u veˇtsˇiny model˚u je vysˇsˇ´ı nezˇ 80%. Model tedy vysveˇtluje
vysoke´ procento variability nameˇrˇeny´ch dat. Ocˇeka´vali bychom, zˇe vybrany´ model bude
adekva´tn´ı. K nasˇemu prˇekvapen´ı je tomu pra´veˇ naopak. Zˇa´dny´ z model˚u nen´ı adekva´tn´ı a
prˇitom nebyl proka´za´n vliv druhy´ch mocnin faktor˚u. Prˇ´ıcˇinou by mohlo by´t, zˇe na´sˇ model
nen´ı sta´le vyhovuj´ıc´ı a je tedy potrˇeba naj´ıt slozˇiteˇjˇs´ı model. Dalˇs´ım mozˇny´m vysveˇtlen´ım
je opomenut´ı a nezahrnut´ı neˇjake´ho dalˇs´ıho d˚ulezˇite´ho faktoru do modelu.
Jiny´ prˇ´ıstup jak nahl´ızˇet na nameˇrˇena´ data je z pozice jejich variability. Zaj´ıma´ na´s
opeˇt za´vislost sledovane´ promeˇnne´ na zvoleny´ch faktorech, ale sledovanou promeˇnnou je
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nyn´ı bud’to variabilita mezi razn´ıky, nebo variabilita mezi body. K cˇ´ıselne´mu vyja´drˇen´ı
pouzˇijeme smeˇrodatnou odchylku:
Variabilita mezi body j-te´ho razn´ıku
sj =
5∑
i=1
(yij − y¯.j)2.
Variabilita mezi razn´ıky v i-te´m bodeˇ
si =
12∑
j=1
(yij − y¯i.)2.
Hodnota yij je tlousˇt’ka nameˇrˇena´ v i-te´m bodeˇ j-te´ho razn´ıku.
Model 7.4.1 nen´ı vhodny´ k popisu za´vislosti variability mezi razn´ıky, poneˇvadzˇ ko-
eficient determinace je prˇ´ıliˇs n´ızky´. Na druhou stranu, kromeˇ variability mezi razn´ıky
v bodeˇ E, vycha´z´ı tyto modely adekva´tn´ı. Setka´va´me se s opacˇnou situac´ı nezˇ v
prˇedchoz´ım experimentu. Nyn´ı je koeficient determinace n´ızky´ u vy´beˇr˚u, pro neˇzˇ je
model adekva´tn´ı. Vyhodnocen´ı variabilit mezi razn´ıky i mezi body lze nale´zt v souboru
DOE ROTABILNI PLAN.mpj
Pod´ıvejme se na vy´sledky druhe´ za´visle promeˇnne´, a to variability mezi body pro jed-
notlive´ razn´ıky. Vyhodnocen´ı pla´novane´ho experimentu pro variabilitu mezi body razn´ıku
11 je:
Response Surface Regression: Sigma_raz11 versus sterka; hloubka
Estimated Regression Coefficients for Sigma_raz11
Term Coef SE Coef T P \\
Constant 0,011713 0,000743 15,758 0,000 \\
sterka -0,001052 0,000831 -1,266 0,220 \\
hloubka 0,004256 0,000831 5,121 0,000 \\
sterka*sterka -0,000840 0,001260 -0,666 0,513 \\
hloubka*hloubka -0,005190 0,001260 -4,118 0,001 \\
sterka*hloubka 0,003788 0,001662 2,279 0,034
S = 0,002351 R-Sq = 71,4% R-Sq(adj) = 64,3%
Analysis of Variance for Sigma_raz11
Source DF Seq SS Adj SS Adj MS F P
Regression 5 0,000276 0,000276 0,000055 10,00 0,000
Linear 2 0,000154 0,000154 0,000077 13,91 0,000
Square 2 0,000094 0,000094 0,000047 8,49 0,002
Interaction 1 0,000029 0,000029 0,000029 5,19 0,034
Residual Error 20 0,000110 0,000110 0,000006
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Lack-of-Fit 3 0,000033 0,000033 0,000011 2,41 0,102
Pure Error 17 0,000078 0,000078 0,000005
Total 25 0,000387
Ze sloupce p-hodnot tabulky odhad˚u regresn´ıch koeficient˚u odecˇteme statistickou
vy´znamnost prvn´ı a druhe´ mocniny faktoru hloubka a interakce steˇrky s hloubkou. Vliv
faktoru steˇrky je pouze prostrˇednictv´ım interakc´ı. Koeficient determinace R2 = 71, 4%
je prˇijatelny´, ale sta´le pomeˇrneˇ velke´ procento variability v nameˇrˇeny´ch datech model
nepokryl. V druhe´ tabulce rˇa´dek Lack-of-fit reprezentuje neadekva´tnost modelu. Hod-
nota p = 0, 102 indikuje, zˇe dany´ model je adekva´tn´ı.
Neadekva´tnost modelu mu˚zˇe by´t zp˚usobena nezahrnut´ım d˚ulezˇite´ho faktoru v modelu
nebo regresn´ı funkce nevysveˇtluje prˇ´ıtomnost neˇkolika velky´ch rezidu´ı. Koeficient deter-
minace da´va´ do pod´ılu variabilitu rezidu´ı s variabilitou meˇrˇen´ı. Koeficient determinace
je vysoky´ u vy´beˇr˚u, pro neˇzˇ model je neadekva´tn´ı, a naopak. Jedn´ım z d˚uvod˚u tohoto
vy´sledku, by mohla by´t vysoka´ neprˇesnost v nastavova´n´ı u´rovn´ı faktor˚u.
Provedeme-li stejnou analy´zu pro ostatn´ı razn´ıky, z´ıska´me odliˇsne´ za´veˇry co se ty´cˇe
vy´znamnosti jednotlivy´ch cˇlen˚u modelu, koeficient˚u determinace, zdroj˚u variability i test˚u
adekva´tnosti modelu. Naprˇ´ıklad pro neˇktere´ razn´ıky je model adekva´tn´ı a vysveˇtluje
dostatecˇneˇ velke´ procento variability v nameˇrˇeny´ch datech, pro jine´ razn´ıky je model zcela
nevyhovuj´ıc´ı. Du˚lezˇity´m za´veˇrem je, zˇe vliv steˇrky je statisticky vy´znamny´, prˇestozˇe jeho
u´cˇinky se liˇs´ı u jednotlivy´ch razn´ık˚u. Vliv hloubky komory je take´ obecneˇ r˚uzny´ pro kazˇdy´
razn´ık. Du˚sledkem teˇchto skutecˇnost´ı je, zˇe nen´ı mozˇne´ minimalizovat variabilitu na vsˇech
razn´ıc´ıch za´rovenˇ. Pokud se dany´m nastaven´ım faktor˚u variabilita mezi body sn´ızˇ´ı na
neˇktery´ch razn´ıc´ıch, na jiny´ch dojde ke vzr˚ustu, a naopak. Variabilita samotny´ch razn´ık˚u
znemozˇnˇuje sjednocen´ı vy´sledk˚u. Pro popis vliv˚u faktor˚u by bylo nutne´ navrhnout model
pro kazˇdy´ razn´ık zvla´sˇt’, cozˇ na´m nezarucˇ´ı nalezen´ı lepsˇ´ıho nastaven´ı lisu. Je proto nutne´
nejprve zameˇrˇit pozornost na razn´ıky a jejich variabilitu. Doporucˇen´ım je vymyslet techno-
logicky´ postup, ktery´m by bylo mozˇne´ sn´ızˇit rozd´ıly mezi razn´ıky. V te´to fa´zi je zkouma´n´ı
procesu na za´kladeˇ pouzˇit´ı statisticke´ analy´zy ukoncˇeno. Pokracˇovat ve vysˇetrˇova´n´ı pro-
cesu a vlivu steˇrky lze po technologicke´ u´praveˇ razn´ık˚u.
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8. Za´veˇr
Hlavn´ım c´ılem te´to diplomove´ pra´ce je aplikace metod matematicke´ statistiky ve
vy´robeˇ. Ve spolupra´ci se spolecˇnost´ı EPCOS s.r.o. Sˇumperk je pra´ce orientova´na na
pozna´va´n´ı, zkouma´n´ı a popisova´n´ı jednoho z proces˚u vy´roby pozistor˚u, a to konkre´tneˇ
procesu lisova´n´ı na rotacˇn´ım lise FETTE PERFECTA 5. Celkem jsou provedeny cˇtyrˇi
experimenty, k jejichzˇ vyhodnocen´ı jsou hlavn´ımi na´stroji analy´za rozptylu a regresn´ı
analy´za.
Jako prvn´ı je navrzˇen a proveden experiment, za u´cˇelem popisu geometrie vylisovany´ch
kus˚u a variability lisova´n´ı. Zkouma´ se vliv dvou faktor˚u na tlousˇt’ku vy´lisk˚u. Prvn´ım fak-
torem je bod na vy´lisku, v neˇmzˇ se meˇrˇ´ı tlousˇt’ka, a druhy´m faktorem je razn´ık. Z vy´sledk˚u
dvoufaktorove´ analy´zy rozptylu plyne, zˇe rozd´ıly tlousˇteˇk vy´lisk˚u mezi jednotlivy´mi body
i mezi razn´ıky jsou statisticky vy´znamne´ a nav´ıc z d˚uvod˚u interakc´ı je nerovnost vy´lisk˚u
pro kazˇdy´ razn´ık obecneˇ r˚uzna´. Variabilita lisova´n´ı je slozˇena z variability tlousˇteˇk mezi
body na jednotlivy´ch vy´lisc´ıch, da´le variability mezi razn´ıky, variability interakc´ı a vari-
ability na´hodny´ch chyb.
Na za´kladeˇ vy´sledk˚u prvn´ıho experimentu je stanoven novy´ c´ıl, zda-li existuje faktor
ovlivnˇuj´ıc´ı variabilitu lisova´n´ı. V tomto smeˇru maj´ı technologove´ za´jem o vysˇetrˇen´ı vlivu
nastaven´ı steˇrky, jej´ızˇ funkce spocˇ´ıva´ ve st´ıra´n´ı sypane´ho granula´tu prˇed mı´stem, kde
docha´z´ı k samotne´mu lisova´n´ı. Do modelu z prˇedchoz´ıho testu je prˇida´n trˇet´ı faktor -
nastaven´ı steˇrky - vcˇetneˇ jeho interakc´ı s ostatn´ımi a byla aplikova´na trˇ´ıfaktorova´ analy´za
rozptylu. Experiment proka´zal vliv steˇrky jak na variabilitu lisova´n´ı, tak na tlousˇt’ku
vy´lisk˚u a dokonce i va´hu. Vy´sledkem jsou vzorky nevyhovuj´ıc´ı zadany´m parametr˚um
lisova´n´ı. Tento nezˇa´douc´ı vliv lze odstranit u´pravou hloubky komory, do ktere´ se sype
granula´t. Nen´ı vsˇak zna´mo, jaky´ vliv bude mı´t nastaven´ı steˇrky prˇi r˚uzny´ch u´rovn´ıch
hloubky. Proto je navrzˇen trˇet´ı test, zkoumaj´ıc´ı vliv nastaven´ı steˇrky a hloubky komory
na tlousˇt’ku vy´lisk˚u.
Trˇet´ı i cˇtvrty´ test vycha´z´ı z teorie pla´novane´ho experimentu, kdy je prˇedem
napla´nova´no na jaky´ch kombinac´ıch u´rovn´ı zvoleny´ch faktor˚u budou provedena meˇrˇen´ı
sledovane´ promeˇnne´. Nejprve je prˇedpokla´da´n nejjednodusˇsˇ´ı dvoufaktorovy´ model 2. rˇa´du,
kde faktory jsou nastaven´ı steˇrky a hloubky komory a za´visle promeˇnnou jsou tlousˇt’ka
vy´lisku ve stanoveny´ch bodech a jejich va´ha. Kombinace u´rovn´ı faktor˚u odpov´ıdaj´ı or-
togona´ln´ımu pla´nu experimentu. Z vyhodnocen´ı experimentu vyply´va´, zˇe zvoleny´ model
nen´ı adekva´tn´ı ani pro za´vislost tlousˇteˇk na zvoleny´ch faktorech, ani pro va´hu. Je nutne´
zvolit slozˇiteˇjˇs´ı model.
V posledn´ım experimentu jsou zachova´ny za´visle i neza´visle promeˇnne´. Do modelu
jsou prˇida´ny druhe´ mocniny faktor˚u a je provedeno meˇrˇen´ı na kombinac´ıch u´rovn´ı fak-
tor˚u odpov´ıdaj´ıc´ıch rotabiln´ımu pla´nu. Na za´kladeˇ vy´sledk˚u nen´ı proka´za´na vy´znamnost
druhy´ch mocnin faktor˚u a modely jsou opeˇt neadekva´tn´ı. Proto je zvolen jiny´ prˇ´ıstup
vyhodnocen´ı, kdy za´visle promeˇnnou je variabilita mezi razn´ıky vypocˇtena´ z nameˇrˇeny´ch
tlousˇteˇk. Z vy´sledk˚u je zjiˇsteˇno, zˇe pro neˇktere´ razn´ıky je model adekva´tn´ı a vysveˇtluje
dostatecˇneˇ velke´ procento variability v nameˇrˇeny´ch datech, pro jine´ razn´ıky je model zcela
nevyhovuj´ıc´ı. Du˚lezˇity´m za´veˇrem je, zˇe vliv steˇrky je statisticky vy´znamny´, prˇestozˇe jeho
u´cˇinky se liˇs´ı u jednotlivy´ch razn´ık˚u. Variabilita samotny´ch razn´ık˚u znemozˇnˇuje sjed-
nocen´ı vy´sledk˚u. Je proto nutne´ nejprve zameˇrˇit pozornost na razn´ıky. Doporucˇen´ım je
vymyslet technologicky´ postup, ktery´m by bylo mozˇne´ sn´ızˇit rozd´ıly mezi razn´ıky. V te´to
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fa´zi je zkouma´n´ı procesu na za´kladeˇ pouzˇit´ı statisticke´ analy´zy ukoncˇeno. Pokracˇovat ve
vysˇetrˇova´n´ı procesu a vlivu steˇrky lze po technologicke´ u´praveˇ razn´ık˚u.
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9. Dodatek A
9.1. U´vod do matematicke´ statistiky
Prvotn´ım krokem v analy´ze dat veˇtsˇinou by´va´ odhad rozdeˇlen´ı nameˇrˇeny´ch dat a jeho
parametr˚u. Jelikozˇ se v nasˇ´ı pra´ci setka´me pouze s jednorozmeˇrny´mi daty, tedy pozoru-
jeme v dane´m pokusu pouze jednu velicˇinu, budeme v dalˇs´ım textu tuto skutecˇnost
prˇedpokla´dat, cˇ´ımzˇ se prˇedevsˇ´ım pocˇetn´ı u´kony vy´razneˇ zjednodusˇ´ı.
V ra´mci te´to kapitoly nejprve zopakujeme jizˇ zna´me´ za´kladn´ı pojmy z matematicke´
statistiky. Po te´ uvedeme prˇ´ıklady spojity´ch rozdeˇlen´ı, se ktery´mi se v pra´ci setka´me.
Strucˇny´m prˇehledem za´kladn´ıch pojmu˚ se zmı´n´ıme o metoda´ch bodovy´ch odhad˚u a
testova´n´ı statisticky´ch hypote´z. Nejrozsa´hlejˇs´ı cˇa´st kapitoly bude veˇnova´na oveˇrˇova´n´ı
prˇedpoklad˚u o datech a testech k tomuto pouzˇ´ıvany´ch.
9.1.1. Za´kladn´ı pojmy a oznacˇen´ı
Uvazˇujme pokus, ktery´m rozumı´me uskutecˇneˇn´ı pevneˇ dane´ho syste´mu podmı´nek. Mozˇny´
vy´sledek tohoto pokusu oznacˇme ω, nazy´vany´ te´zˇ elementa´rn´ı jev. Mnozˇinu vsˇech
mozˇny´ch vy´sledk˚u pokusu oznacˇ´ıme Ω a nazy´va´me ji prostor elementa´rn´ıch jev˚u. Da´le
necht’ na prostoru Ω je da´na σ-algebra A jeho podmnozˇin, nazy´vany´ch na´hodne´ jevy, pro
kterou plat´ı:
(i) A 6= ∅
(ii) A ∈ A ⇒ A¯ ∈ A
(iii) Ai ∈ A, i = 1, 2, · · · ⇒
∞⋃
i=1
Ai ∈ A.
Dvojici (Ω,A) nazy´va´me jevovy´m polem. Jednotlivy´m mnozˇina´m patrˇ´ıc´ım do A se pak
prˇipisuje pravdeˇpodobnost pomoc´ı hodnot mnozˇinove´ funkce P : A → R, ktera´ ma´
na´sleduj´ıc´ı vlastnosti:
(i) P (A) ≥ 0, A ∈ A,
(ii) P (Ω) = 1,
(iii) P je σ-aditivn´ı: Ai ∈ A, Ai ∩ Aj = ∅, i 6= j, i, j = 1, 2, · · · ⇒ P
( ∞⋃
i=1
Ai
)
=
∞∑
i=1
P (Ai).
Trojice (Ω,A, P ) se nazy´va´ pravdeˇpodobnostn´ı prostor. K zaveden´ı vsˇech dalˇs´ıch pojmu˚
je prˇedpokla´da´n takto definovany´ pravdeˇpodobnostn´ı prostor.
Pro libovolne´ dva jevy A,B ∈ A, kde P (B) > 0, definujeme podmı´neˇnou
pravdeˇpodobnost jevu A za podmı´nky jevu B vztahem
P (A|B) = P (A ∩B)
P (B)
.
55
Rˇekneme, zˇe dva na´hodne´ jevy A,B jsou neza´visle´, kdyzˇ P (A ∩ B) = P (A)P (B).
Rˇekneme, zˇe na´hodne´ jevy A1, . . . , An jsou skupinoveˇ neza´visle´, kdyzˇ plat´ı:
• P (Ai ∩ Aj) = P (Ai)P (Aj), i 6= j, i, j = 1, . . . , n,
• P (Ai ∩ Aj ∩ Ak) = P (Ai)P (Aj)P (Ak), i 6= j, j 6= k, i, j, k = 1, . . . , n,
• P
(
n⋂
i=1
Ai
)
=
n∏
i=1
P (Ai).
Zobrazen´ı X : Ω → R nazveme na´hodnou velicˇinou, kdyzˇ pro ∀x ∈ R plat´ı
{ω : X(ω) ≤ x} ∈ A. Mnozˇinu na´hodny´ch jev˚u {ω : X(ω) ≤ x} zkra´ceneˇ oznacˇujeme
[X ≤ x] nebo take´ X−1((−∞, x〉).
Funkci F (x) = P ({ω : X(ω) ≤ x}), x ∈ R nazy´va´me distribucˇn´ı funkc´ı na´hodne´
velicˇiny X. Distribucˇn´ı funkce popisuje chova´n´ı na´hodne´ velicˇiny a oznacˇuje se
F (x) = P (X ≤ x). Vlastnosti distribucˇn´ı funkce F na´hodne´ velicˇiny X jsou:
(i) F je neklesaj´ıc´ı v R,
(ii) F je zprava spojita´ v R,
(iii) lim
x→∞
F (x) = 1, lim
x→−∞
F (x) = 0,
(iv) 0 ≤ F (x) ≤ 1 pro ∀x ∈ R,
(v) je-li x1 < x2, pak P (x1 < X ≤ x2) = F (x2)− F (x1),
(vi) P (X = x) = F (x)− lim
y→x−
F (y),
(vii) F (x) ma´ nejvy´sˇe spocˇetneˇ mnoho bod˚u nespojitosti.
Na´hodna´ velicˇina X je jednoznacˇneˇ zada´na svou distribucˇn´ı funkc´ı F (X). Kazˇda´ funkce
splnˇuj´ıc´ı vy´sˇe uvedene´ vlastnosti (i),(ii),(iii) je distribucˇn´ı funkc´ı neˇjake´ na´hodne´ velicˇiny.
Inverzn´ı funkci F−1 k distribucˇn´ı funkci F definovanou vztahem
F−1(u) = infx : F (x) ≥ u, u ∈ (0, 1)
nazy´va´me kvantilovou funkc´ı na´hodne´ velicˇiny X. Pro dane´ γ ∈ (0, 1) nazy´va´me cˇ´ıslo
xp = F
−1(p), p-kvantilem distribucˇn´ı funkce F . Kvantil je tedy hodnota na distribucˇn´ı
funkce odpov´ıdaj´ıc´ı zvolene´ pravdeˇpodobnosti.
Mnozˇinovou funkci PX : B → R definovanou vztahem PX(B) = P (X ∈ B), kde
B je syste´m borelovsky´ch mnozˇin v R, nazy´va´me rozdeˇlen´ı pravdeˇpodobnosti na´hodne´
velicˇiny X. Lze rˇ´ıci, zˇe rozdeˇlen´ı pravdeˇpodobnosti je pravidlo, jezˇ kazˇde´ hodnoteˇ nebo
mnozˇineˇ hodnot z kazˇde´ho intervalu prˇiˇrazuje pravdeˇpodobnost, zˇe na´hodna´ velicˇina
nabude te´to hodnoty nebo hodnoty z tohoto intervalu.
Prˇipomenˇme, zˇe borelovska´ σ-algebra B podmnozˇin euklidovske´ho prostoru R je
minima´ln´ı σ-algebra, ktera´ obsahuje vsˇechny otevrˇene´ intervaly.
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Necht’ X je na´hodna´ velicˇina a M nejvy´sˇe spocˇetna´ mnozˇina rea´lny´ch cˇ´ısel takova´, zˇe
plat´ı ∑
x∈M
P (X = x) = 1.
Pak rˇekneme, zˇe na´hodna´ velicˇina X je diskre´tn´ıho typu a funkci p(x) nazy´va´me
pravdeˇpodobnostn´ı funkc´ı na´hodne´ velicˇiny X, kde M je obor hodnot X a pro p(x) plat´ı
p(x) = P (X = x), x ∈M,
p(x) = 0, x /∈M.
Je cˇaste´ oznacˇen´ı X ∼ (M, p), ktere´ na´m rˇ´ıka´, zˇe na´hodna´ velicˇina X ma´ diskre´tn´ı
rozdeˇlen´ı pravdeˇpodobnosti s oborem hodnot M a pravdeˇpodobnostn´ı funkc´ı p.
Pravdeˇpodobnostn´ı funkce p(x) ma´ na´sleduj´ıc´ı vlastnosti:
(i) p(x) ≥ 0, ∑
x∈M
p(x) = 1,
(ii) p(x) = F (x)− lim
y→x−
F (y),
(iii) P (X ∈ B) = ∑
x∈B∩M
p(x),
(iv) F (x) =
∑
t∈M∩(−∞,x>
p(t).
Rˇekneme, zˇe na´hodna´ velicˇina X ma´ rozdeˇlen´ı absolutneˇ spojite´ho typu (strucˇneˇ: X ma´
spojite´ rozdeˇlen´ı pravdeˇpodobnosti), kdyzˇ existuje neza´porna´ funkce f(x), x ∈ R, takova´,
zˇe ∞∫
−∞
f(x)dx = 1,
a kdyzˇ distribucˇn´ı funkci F (x) na´hodne´ velicˇiny X lze pomoc´ı f(x) zapsat ve tvaru
F (x) =
x∫
−∞
f(t)dt.
Funkci f pak nazy´va´me hustotou na´hodne´ velicˇiny X, ktera´ ma´ na´sleduj´ıc´ı vlastnosti:
(i) f(x) ≥ 0,
∞∫
−∞
f(x)dx = 1,
x∫
−∞
f(t)dt = F (x),
(ii) f(x) = dF
dx
= F ′(x), pokud derivace existuje,
(iii) P (X ∈ B) = ∫
B
f(x)dx pro libovolnou borelovskou mnozˇinu B,
(iv) P (X = c) = 0 pro libovolne´ rea´lne´ c.
Jelikozˇ v te´to pra´ci budeme pozorovat pouze spojite´ velicˇiny, na´sˇ vy´klad se bude
vztahovat v dalˇs´ım textu pouze ke spojity´m na´hodny´m velicˇina´m.
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Pro aplikaci mnoha statisticky´ch metod je vyuzˇ´ıt prˇedpoklad neza´vislosti na´hodny´ch
velicˇin, ktery´ zavedeme pomoc´ı neza´vislosti na´hodny´ch jev˚u. Rˇekneme, zˇe na´hodne´
velicˇiny X1, . . . , Xn jsou neza´visle´, jestlizˇe pro libovolna´ rea´lna´ cˇ´ısla x1, . . . , xn plat´ı, zˇe
jsou neza´visle´ na´hodne´ jevy [X1 ≤ x1], ..., [Xn ≤ xn].
Pro popis rozdeˇlen´ı na´hodny´ch velicˇin pouzˇ´ıva´me cˇ´ıselne´ charakteristiky rozdeˇlen´ı.
Polohu rozdeˇlen´ı pravdeˇpodobnosti lze charakterizovat v neˇktery´ch prˇ´ıpadech cˇ´ıslem
EX =
∞∫
−∞
xf(x)dx,
ktere´ nazy´va´me strˇedn´ı hodnotou na´hodne´ velicˇiny X, kdyzˇ uvedeny´ integra´l absolutneˇ
konverguje. Pro strˇedn´ı hodnoty na´hodny´ch velicˇin X,X1, . . . , Xn plat´ı:
(i) E(aX + b) = aEX + b pro ∀a, b ∈ R,
(ii) E
(
n∑
i=1
Xi
)
=
n∑
i=1
EXi,
(iii) E
(
n∏
i=1
Xi
)
=
n∏
i=1
EXi, jsou-li na´hodne´ velicˇiny Xi neza´visle´.
Necht’ g je borelovska´ funkce. Pak Y = g(X) nazy´va´me transformovanou na´hodnou
velicˇinou a jej´ı strˇedn´ı hodnotu urcˇ´ıme EY =
∞∫
−∞
g(x)f(x)dx, kdyzˇ X ma´ hustotu f(x)
a EY existuje. Tedy pro vy´pocˇet strˇedn´ı hodnoty transformovane´ na´hodne´ velicˇiny
nemus´ıme zna´t jej´ı hustotu rozdeˇlen´ı pravdeˇpodobnosti.
Dalˇs´ı charakteristikou polohy je media´n, ozn. x˜ = x0,5 na´hodne´ velicˇiny X, ktery´
definujeme jako 0, 5-kvantil distribucˇn´ı funkce F (X).
Variabilitu rozdeˇlen´ı pravdeˇpodobnosti lze popsat rozptylem na´hodne´ velicˇiny X,
ktery´m rozumı´me cˇ´ıslo DX = E(X − EX)2, pokud uvedene´ strˇedn´ı hodnoty existuj´ı.
Pro rozptyly na´hodny´ch velicˇin X,X1, . . . , Xn plat´ı:
(i) DX ≥ 0,
(ii) DX = EX2 − E2X,
(iii) D(aX + b) = a2DX pro ∀a, b ∈ R,
(iv) D
(
n∑
i=1
Xi
)
=
n∑
i=1
DXi, jsou-li na´hodne´ velicˇiny Xi neza´visle´.
Smeˇrodatnou odchylkou na´hodne´ velicˇiny X rozumı´me cˇ´ıslo σX =
√
DX, pokud
rozptyl existuje.
Mı´ru linea´rn´ı za´vislosti Y = aX + b, a, b ∈ R, mezi na´hodny´mi velicˇinami X a Y lze
vyja´drˇit pomoc´ı cˇ´ısla
C(X, Y ) = E [(X − EX)(Y − EY )] ,
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ktere´ nazy´va´me kovarianc´ı na´hodny´ch velicˇin X a Y za prˇedpokladu, zˇe uvedene´ strˇedn´ı
hodnoty existuj´ı. Kovariance na´hodny´ch velicˇin X, Y ma´ na´sleduj´ıc´ı vlastnosti:
(i) C(X, Y ) = E(XY )− (EX)(EY ),
(ii) C(X, Y ) = C(Y,X),
(iii) C(X,X) = DX,
(iv) C(X, Y ) = 0, pokud jsou X,Y neza´visle´, opak vsˇak neplat´ı,
(v) D(X + Y ) = DX +DY + 2C(X, Y ),
(vi) C(aX + b, cY + d) = acC(X, Y ), kde a, b, c, d ∈ R,
(vii) |C(X, Y )| ≤ √DXDY = σXσY .
Meˇjme na´hodne´ velicˇiny X a Y . Prˇedpokla´dejme, zˇe existuj´ı DX,DY 6= 0. Cˇ´ıslo
ρ(X, Y ) =
C(X,Y )
σXσY
nazy´va´me korelacˇn´ı koeficient a cˇ´ıslo ρ2(X, Y ) nazy´va´me koeficient determinace X a Y .
Pro koeficient korelace dvou na´hodny´ch velicˇin X,Y plat´ı:
(i) ρ(X,Y ) = ρ(Y,X),
(ii) ρ(X,X) = 1,
(iii) ρ(a,X) = 0, kdyzˇ a je konstanta,
(iv) ρ(aX + b, cY + d) = ac|ac|ρ(X, Y ), kde a, b, c, d ∈ R, ac 6= 0,
(v) ρ(X,Y ) = 0, pokud X a Y jsou neza´visle´,
(vi) −1 ≤ ρ(X, Y ) ≤ 1, prˇicˇemzˇ |ρ(X,Y )| = 1, pra´veˇ kdyzˇ mezi X a Y je linea´rn´ı vztah.
Necht’ na´hodne´ velicˇiny X1, . . . , Xn jsou definova´ny na te´mzˇ pravdeˇpodobnostn´ım
prostoru (Ω,A, P ). Pak meˇrˇitelne´ zobrazen´ı X : Ω → Rn nazveme n-rozmeˇrny´m
na´hodny´m vektorem a p´ıˇseme X = (X1, . . . , Xn)
′. Sdruzˇena´ distribucˇn´ı funkce F
na´hodne´ho vektoru X = (X1, . . . , Xn)
′ je definova´na vzorcem
F (x1, . . . , xn) = P (X1 ≤ x1, . . . , Xn ≤ xn).
Podobneˇ jako u na´hodny´ch velicˇin zava´d´ıme charakteristiky na´hodny´ch vektor˚u, jejich
popis a vlastnosti lze nale´zt [1], [3], [6].
9.1.2. Spojita´ rozdeˇlen´ı
V dalˇs´ım textu se setka´me nejcˇasteˇji s na´sleduj´ıc´ımi cˇtyrˇmi druhy spojity´ch rozdeˇlen´ı, kde
model norma´ln´ıho rozdeˇlen´ı je pro technickou praxi nejbeˇzˇneˇjˇs´ı a na jeho vlastnostech je
postaveno velke´ mnozˇstv´ı statisticky´ch metod. Studentovo, F -rozdeˇlen´ı a χ2 rozdeˇlen´ı se
vyuzˇ´ıvaj´ı prˇedevsˇ´ım prˇi testova´n´ı statisticky´ch hypote´z.
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Norma´ln´ı rozdeˇlen´ı
Norma´ln´ı rozdeˇlen´ı je urcˇeno hustotou
f(x) =
1√
2piσ
exp
{
−(x− µ)
2
2σ2
}
,
kde µ ∈ R a σ2 > 0 jsou dane´ parametry. Na´hodnou velicˇinu s norma´ln´ım rozdeˇlen´ım
pravdeˇpodobnosti o parametrech µ a σ2 oznacˇujeme symbolem X ∼ N(µ, σ2). Jej´ı strˇedn´ı
hodnota je EX = µ a rozptyl je DX = σ2. Norma´ln´ımu rozdeˇlen´ı se cˇasto rˇ´ıka´ Gaussovo
a pro zvolene´ parametry lze videˇt grafy hustot na obr. 9.1.
Specia´ln´ım prˇ´ıpadem, kdy µ = 0 a σ = 0, je normovane´ (standardizovane´) norma´ln´ı
rozdeˇlen´ı N(0, 1) na´hodne´ velicˇiny U , jezˇ lze z´ıskat transformac´ı
U =
X − µ
σ
a jej´ı distribucˇn´ı funkce se oznacˇuje Φ(u).
−6 −4 −2 0 2 4 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
f(x
)
µ = 0, σ2 = 1
µ = 1,σ2 = 0.5
µ = 0, σ2 = 2
x
Obr. 9.1: Grafy hustot norma´ln´ıho rozdeˇlen´ı s r˚uzny´mi parametry µ, σ2.
χ2 rozdeˇlen´ı
Necht’ U1, . . . , Un, n ≥ 1 jsou neza´visle´ na´hodne´ velicˇiny Ui ∼ N(0, 1). Pak rozdeˇlen´ı
K = U21 + U
2
2 + · · ·+ U2n
nazy´va´me Pearsonovo χ2 rozdeˇlen´ı o n stupn´ıch volnosti, p´ıˇseme K ∼ χ2(n). Hustota je
vyja´drˇena vzorcem
f(x) =
1
2n/2Γ
(
n
2
)xn/2−1e−x/2, x > 0,
kde Γ je gamma funkce definovana´ vztahem
Γ(a) =
∞∫
0
xa−1e−xdx.
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Obr. 9.2: Grafy hustot χ2 rozdeˇlen´ı s n stupni volnosti.
Grafy hustot χ2 rozdeˇlen´ı pro zvolene´ stupneˇ volnosti jsou na obr. 9.2. Strˇedn´ı hodnota
tohoto rozdeˇlen´ı je rovna pocˇtu stupnˇ˚u volnosti a rozptyl dvojna´sobku pocˇtu stupnˇ˚u
volnosti.
Studentovo rozdeˇlen´ı
Necht’ U a K jsou na´hodne´ velicˇiny, U ∼ N(0, 1), K ∼ χ2(n), n ≥ 1. Pak rozdeˇlen´ı
na´hodne´ velicˇiny
T =
U√
K
n
se nazy´va´ t nebo take´ Studentovo rozdeˇlen´ı o n stupn´ıch volnosti, oznacˇujeme t(n), a ma´
hustotu
f(x) =
Γ
(
n+1
2
)
Γ
(
n
2
)√
pin
(
1 +
x2
n
)−n+1
2
.
Nejcˇasteˇji se toto rozdeˇlen´ı pouzˇ´ıva´ v testova´n´ı hypote´z a prˇi pocˇ´ıta´n´ı intervalovy´ch
odhad˚u strˇedn´ı hodnoty. Grafy hustot pro zvolene´ stupneˇ volnosti jsou na obr. 9.3.
F rozdeˇlen´ı
Necht’ K1, K2 jsou neza´visle´ na´hodne´ velicˇiny, K1 ∼ χ2(m), K2 ∼ χ2(n), m ≥ 1, n ≥ 1.
Rozdeˇlen´ı na´hodne´ velicˇiny
F =
K1
K2
n
m
nazy´va´me rozdeˇlen´ı F o m a n stupn´ıch volnosti, ktere´mu se take´ rˇ´ıka´ Fisherovo-
Snedecorovo rozdeˇlen´ı a oznacˇuje se symbolem F (m,n). Hustota tohoto rozdeˇlen´ı je tvaru
fm,n =
Γ
(
m+n
2
)
Γ
(
m
2
)
Γ
(
n
2
) (m
n
)m/2
xm/2−1
(
1 +
m
n
x
)−(m+n)/2
, x > 0.
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Obr. 9.3: Grafy hustot Studentova rozdeˇlen´ı s n stupni volnosti.
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Obr. 9.4: Grafy hustot F rozdeˇlen´ı o m a n stupn´ıch volnosti.
a jej´ı grafy pro zvolene´ stupneˇ volnosti jsou na obr. 9.4.
9.1.3. Na´hodny´ vy´beˇr a jeho charakteristiky
Abychom mohli popsat na´hodnou velicˇinu, vlastnosti jej´ıho rozdeˇlen´ı pravdeˇpodobnosti
a odhady parametr˚u tohoto rozdeˇlen´ı, prova´d´ıme pozorova´n´ı, ktery´mi z´ıska´me realizace
te´to na´hodne´ velicˇiny.
Necht’ X1, X2, ..., Xn jsou neza´visle´ na´hodne´ velicˇiny definovane´ na pravdeˇpo-
dobnostn´ım prostoru (Ω,A, P ) a maj´ı stejne´ rozdeˇlen´ı pravdeˇpodobnosti o distribucˇn´ı
funkci F (x) = F (x,θ), kde θ = (θ1, . . . , θk) je k-rozmeˇrny´ parametr, θ ∈ Rk. Pak
na´hodny´ vektor X = (X1, . . . , Xn) nazveme na´hodny´m vy´beˇrem rozsahu n z rozdeˇlen´ı
o distribucˇn´ı funkci F (x,θ). Libovolnou funkci γ(θ) parametru θ nazveme parametrickou
funkc´ı.
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Z na´hodny´ch vy´beˇr˚u se vypocˇ´ıta´vaj´ı hodnoty r˚uzny´ch ukazatel˚u, tzv. vy´beˇrovy´ch
charakteristik nebo te´zˇ statistik. Statistikou je kazˇda´ funkce T = T (X1, . . . , Xn)
na´hodny´ch velicˇin X1, X2, ..., Xn, k jej´ımuzˇ urcˇen´ı nen´ı trˇeba znalosti hodnot parametr˚u
prˇ´ıslusˇne´ho rozdeˇlen´ı. Mezi nejpouzˇ´ıvaneˇjˇs´ı statistiky rˇad´ıme
vy´beˇrovy´ pr˚umeˇr
X¯ =
1
n
n∑
i=1
Xi,
vy´beˇrovy´ rozptyl
S2 =
1
n− 1
n∑
i=1
(Xi − X¯)2,
vy´beˇrova´ smeˇrodatnou odchylku
S =
√
S2,
vy´beˇrovy´ koeficient korelace
R =
1
n
n∑
i=1
(Xi − X¯)(Yi − Y¯ )
SXSY
.
Tyto statistiky jsou take´ na´hodny´mi velicˇinami s urcˇity´m rozdeˇlen´ım pravdeˇpo-
dobnosti, strˇedn´ı hodnotou a rozptylem. Pro vy´beˇrovy´ pr˚umeˇr X¯ na´hodne´ velicˇiny X
se strˇedn´ı hodnotou EX a rozptylem DX plat´ı
EX¯ = EX, DX¯ =
DX
n
, σX¯ =
σX√
n
a vy´beˇrovy´ rozptyl S2 dane´ na´hodne´ velicˇiny ma´ vlastnost
ES2 = DX.
Tedy vy´beˇrovy´ pr˚umeˇr je nestranny´m odhadem strˇedn´ı hodnoty a vy´beˇrovy´ rozptyl je
nestranny´m odhadem rozptylu, viz kapitola 9.1.4.
Opakujeme-li n-kra´t neza´visle na sobeˇ, za stejny´ch podmı´nek pokus, jeho vy´sledkem
jsou hodnoty sledovane´ velicˇiny x1, x2, ..., xn. Na tyto hodnoty lze nahl´ızˇet jako na re-
alizace na´hodne´ho vy´beˇru X1, X2, ..., Xn z rozdeˇlen´ı o distribucˇn´ı funkci F (x). Je trˇeba
si uveˇdomit, zˇe nyn´ı libovolna´ funkce z hodnot nameˇrˇeny´ch velicˇin jizˇ nen´ı statistikou
T = T (X1, . . . , Xn), ale jej´ı realizac´ı t = T (x1, . . . , xn), kterou nazy´va´me empirickou
charakteristikou nebo te´zˇ pozorovanou hodnotou statistiky T . Z vy´beˇrove´ho pr˚umeˇru a
vy´beˇrove´ho rozptylu z´ıska´me aritmeticky´ pr˚umeˇr
x¯ =
1
n
n∑
i=1
xi
a empiricky´ rozptyl
s2 =
1
n− 1
n∑
i=1
(xi − x¯)2.
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9.1.4. Metody odhadu parametr˚u
Ma´me-li na´hodny´ vy´beˇr X1, . . . , Xn z neˇjake´ho rozdeˇlen´ı, nasˇ´ı snahou je odhadnout
parametry tohoto rozdeˇlen´ı zvolen´ım vhodne´ statistiky T = T (X1, . . . , Xn). Hovorˇ´ıme
o odhadu, poneˇvadzˇ prˇesny´ch hodnot parametr˚u nelze dosa´hnout.
Necht’ X = (X1, . . . , Xn) je na´hodny´ vy´beˇr z rozdeˇlen´ı o distribucˇn´ı funkci F (x,θ),
γ(θ) dana´ parametricka´ funkce. Bodovy´m odhadem parametricke´ funkce γ(θ) rozumı´me
libovolnou statistiku T = T (X1, . . . , Xn).
Statistiku T = T (X1, . . . , Xn) nazveme
(i) nestranny´m (nevychy´leny´m) odhadem γ(θ), kdyzˇ ET = γ(θ) pro kazˇde´ θ,
(i) nejlepsˇ´ım nestranny´m odhadem γ(θ), kdyzˇ tato statistika je nestranny´m odhadem
γ(θ) a pro kazˇde´ θ plat´ı pro jaky´koliv jiny´ nestranny´ odhad T = T (X1, . . . , Xn)
funkce γ(θ) nerovnost
D[T (X)] ≤ D[T ∗(X)],
(ii) asymptoticky nestranny´m odhadem γ(θ), kdyzˇ lim
n→∞
ET (X1, . . . , Xn) = γ(θ) pro ∀θ,
(iii) konzistentn´ım odhadem γ(θ), kdyzˇ T = T (X1, . . . , Xn) stochasticky konverguje k
parametricke´ funkci γ(θ) pro kazˇde´ θ.
Existuje neˇkolik metod konstrukc´ı bodovy´ch odhad˚u, jako je metoda maxima´ln´ı
veˇrohodnosti, momentove´ metody, Bayesovske´ odhady, viz [1],[3].
Jelikozˇ budeme pracovat s daty, u nichzˇ prˇedpokla´da´me, zˇe jsou vy´beˇrem z norma´ln´ıho
rozdeˇlen´ı, uvedeme si pa´r vy´znacˇny´ch vlastnost´ı tohoto rozdeˇlen´ı. Pro na´hodnou velicˇinu
X ∼ N(µ, σ2) plat´ı:
(i) X¯ ma´ norma´ln´ı rozdeˇlen´ı N(µ, σ
2
n
),
(ii) X¯−µ
σ
√
n ma´ norma´ln´ı rozdeˇlen´ı N(0, 1),
(iii) X¯−µ
S
√
n ma´ Studentovo rozdeˇlen´ı t(n− 1),
(iv) n−1
σ2
S2 ma´ Pearsonovo rozdeˇlen´ı χ2(n− 1).
Necht’ α ∈ (0, 1) a D = D(X1, . . . , Xn), H = H(X1, . . . , Xn) jsou statistiky. Pak
interval (D,H) nazy´va´me 100(1− α)% oboustranny´ interval spolehlivosti pro γ(θ), kdyzˇ
P (D < γ(θ) < H) ≥ 1− α.
Da´le interval (−∞, H) nazy´va´me pravostranny´ interval spolehlivosti pro γ(θ), kdyzˇ
P (γ(θ) < H) ≥ 1− α.
Konecˇneˇ interval (D,∞) nazy´va´me levostranny´ interval spolehlivosti pro γ(θ), kdyzˇ
P (D < γ(θ)) ≥ 1− α.
Je-li (−∞, H), resp. (D,∞), pravostranny´, resp. levostranny´, interval spolehlivosti pro
γ(θ), pak H, resp. D, nazy´va´me horn´ı, resp. doln´ı, odhad γ(θ) s rizikem α.
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9.1.5. Testova´n´ı statisticky´ch hypote´z
Statisticka´ hypote´za je prˇedpoklad o rozdeˇlen´ı pravdeˇpodobnosti jedne´ nebo v´ıce po-
zorovany´ch na´hodny´ch velicˇin s distribucˇn´ı funkc´ı F (x,θ), θ ∈ Θ, kde mnozˇinu Θ
nazy´va´me parametricky´ prostor. Prˇedpoklad se ty´ka´ parametr˚u θ rozdeˇlen´ı na´hodne´
velicˇiny nebo se mu˚zˇe vztahovat pouze k distribucˇn´ı funkci cˇi hustoteˇ na´hodne´ velicˇiny.
Necht’ Θ1 je nepra´zdna´ vlastn´ı podmnozˇina Θ. Rozliˇsujeme dva typy hypote´z:
1. nulova´ hypote´za H0 : θ ∈ Θ1 ∈ Θ,
2. alternativn´ı hypote´za H1 : θ ∈ Θ−Θ1.
Je-li Θ1 jednobodova´, hovorˇ´ıme o jednoduchy´ch hypote´za´ch.
Test statisticke´ hypote´zy je rozhodovac´ı pravidlo, ktere´ kazˇde´ hodnoteˇ na´hodne´ho
vy´beˇru prˇiˇrad´ı jedno ze dvou mozˇny´ch rozhodnut´ı:
1. H0 zamı´ta´me (nezamı´ta´me alternativu H1).
2. H0 nezamı´ta´me (zamı´ta´me alternativu H1).
Jestlizˇe H0 je jednoducha´ nulova´ hypote´za, zˇe parametr θ ma´ hodnotu θ0, p´ıˇseme
H0 : θ = θ0. Alternativn´ı hypote´za pak mu˚zˇe by´t dvoustranna´ H1 : θ 6= θ0 nebo
jednostranna´ H1 : θ ≤ θ0, resp. H1 : θ ≥ θ0.
Nulovou hypote´zu proti zvolene´ alternativn´ı hypote´ze testujeme pomoc´ı vhodneˇ zkon-
struovane´ statistiky T = T (X1, . . . , Xn), tzv. testove´ krite´rium. Obor hodnot testove´ho
krite´ria T = T (X1, . . . , Xn) se za prˇedpokladu, zˇe plat´ı H0 rozdeˇl´ı na dveˇ disjunktn´ı
podmnozˇiny, a to kriticky´ obor Wα a jeho doplneˇk W α. Obor W α by´va´ ve tvaru 〈t1, t2〉,
kde t1, t2 jsou kvantily statistiky T nazy´vane´ kriticke´ hodnoty. Cˇ´ıslo α ∈ (0, 1) se nazy´va´
hladina vy´znamnosti testu (nejcˇasteˇji vol´ıme 0, 05; 0, 01; 0, 1). Kriticky´ obor Wα se vzhle-
dem k alternativn´ı hypote´ze stanov´ı tak, aby pravdeˇpodobnost P (T ∈Wα) = α.
Prˇi testova´n´ı hypote´zy H0 mohou nastat cˇtyrˇi mozˇnosti. Jestlizˇe zamı´ta´me neplatnou
hypote´zu H0 nebo nezamı´ta´me platnou hypote´zu H0, je vsˇe v porˇa´dku, avsˇak v dalˇs´ıch
dvou mozˇnostech se dopousˇt´ıme dvou druh˚u chyb:
1. chyba I. druhu, jestlizˇe zamı´ta´me platnou hypote´zu H0,
2. chyba II. druhu, pokud nezamı´ta´me neplatnou hypote´zu H0.
Pravdeˇpodobnost chyby I. druhu je rovna hladineˇ vy´znamnosti α = P (T ∈ Wα/H0)
a pravdeˇpodobnost chyby II. druhu je oznacˇova´na β, kde β = P (T ∈ W α/H1). Da´le
pravdeˇpodobnost 1− β = P (T ∈Wα/H1) nazy´va´me silou testu.
Princip testu spocˇ´ıva´ ve volbeˇ hladiny vy´znamnosti a konstrukce testu tak, aby
pravdeˇpodobnost chyby I. druhu byla nejvy´sˇe rovna cˇ´ıslu α. Za te´to podmı´nky pak
minimalizujeme pravdeˇpodobnost chyby II. druhu a t´ım zvysˇujeme s´ılu testu. Pomoc´ı
pozorovany´ch hodnot x1, . . . , xn na´hodne´ velicˇiny X pak rozhodujeme o H0 na´sleduj´ıc´ım
zp˚usobem:
1. je-li t = T (x1, . . . , xn) ∈ Wα, pak zamı´ta´me H0 a soucˇasneˇ nezamı´ta´me H1 na
hladineˇ vy´znamnosti α,
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2. nebo t = T (x1, . . . , xn) ∈ W α, pak nezamı´ta´me H0 a soucˇasneˇ zamı´ta´me H1 na
hladineˇ vy´znamnosti α.
K testova´n´ı statisticky´ch hypote´z lze prˇ´ımo pouzˇ´ıt intervalove´ odhady 〈D,H〉 parametru
θ. Pak nezamı´ta´me nulovou hypote´zu H0 : θ = θ0, plat´ı-li θ0 ∈ (D,H), a zamı´ta´me H0,
je-li θ0 /∈ (D,H).
9.1.6. Testy hypote´z o parametrech norma´ln´ıho rozdeˇlen´ı
Prˇedpokla´dejme, zˇe ma´me na´hodny´ vy´beˇr X1, . . . , Xn z N(µ, σ
2). Statisticky´ test,
ve ktere´m ma´ testove´ krite´rium Studentovo rozdeˇlen´ı za podmı´nky platnostiH0, nazy´va´me
t-test. Prvn´ım cˇasto pouzˇ´ıvany´m t-testem je tzv. jednovy´beˇrovy´ t-test, ktery´ testuje
nulovou hypote´zu H0 : µ = µ0, kde µ0 je prˇedepsana´ strˇedn´ı hodnota, proti alternativeˇ
H1 : µ 6= µ0, prˇicˇemzˇ σ2 na´hodne´ho vy´beˇru je nezna´me´. Testovy´m krite´riem je
T =
X¯ − µ0
S
√
n ∼ t(n− 1)
a doplnˇkem kriticke´ho oboru neboli oborem nezamı´tnut´ı H0 je interval
Wα =
〈
tα
2
(n− 1); t1−α
2
(n− 1)〉 .
Je-li T ∈ Wα pak nezamı´ta´me nulovou hypote´zu na hladineˇ vy´znamnosti α.
Pro konstrukci intervalove´ho odhadu vycha´z´ıme ze vztahu
P
(
tα
2
(n− 1) < X¯ − µ0
S
√
n < t1−α
2
(n− 1)
)
= 1− α
po u´praveˇ z´ıska´me 100(1− α)% interval spolehlivosti pro µ0(
S
X¯
t1−α
2
(n− 1); S
X¯
tα
2
(n− 1)
)
.
Prˇedpokla´dejme, zˇe ma´me dva na´hodne´ vy´beˇry X1, . . . , Xn z N(µ1, σ
2
1)
a Y1, . . . , Yn z N(µ2, σ
2
2). Druhy´m velmi cˇasty´m t-testem je dvouvy´beˇrovy´ t-test, jenzˇ
oveˇrˇuje hypote´zu H0 : µ1 = µ2, prˇicˇemzˇ rozptyly obou vy´beˇr˚u σ
2
1, σ
2
2 jsou nezna´me´,
avsˇak stejne´ σ21 = σ
2
2. Alternativn´ı hypote´zou je H1 : µ1 6= µ2. Testove´ krite´rium ma´ tvar
T =
X¯ − Y¯√
(n1 − 1)S21 + (n2 − 1)S22
√
n1n2(n1 + n2 − 2)
n1 + n2
∼ t(n1 + n2 − 2)
a oborem nezamı´tnut´ı H0 je interval
W α =
〈
tα
2
(n1 + n2 − 2); t1−α
2
(n1 + n2 − 2)
〉
.
Je-li T ∈ Wα pak nezamı´ta´me nulovou hypote´zu na hladineˇ vy´znamnosti α.
Pro konstrukci intervalove´ho odhadu vycha´z´ıme ze vztahu
P
tα
2
(n− 1) < X¯ − Y¯ − (µ1 − µ2)√
(n1 − 1)S21 + (n2 − 1)S22
√
n1n2(n1 + n2 − 2)
n1 + n2
< t1−α
2
(n− 1)
 = 1−α.
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Dalˇs´ı t-testy je mozˇno nale´zt naprˇ´ıklad v [1], [2], [3], [5].
Statisticky´ test, ve ktere´m ma´ testove´ krite´rium F rozdeˇlen´ı za podmı´nky platnosti H0,
nazy´va´me F-test. Necht’ X1, . . . , Xn je na´hodny´ vy´beˇr z N(µ1, σ
2
1) a Y1, . . . , Yn je na´hodny´
vy´beˇr z N(µ2, σ
2
2) a necht’ jsou oba tyto vy´beˇry na sobeˇ neza´visle´. Testujeme nulovou
hypote´zu H0 : σ
2
1 = σ
2
2, proti alternativeˇ H1 : σ
2
1 6= σ22. Testovy´m krite´riem je
F =
S21
S22
∼ F (n1 − 1, n2 − 1)
a doplnˇkem kriticke´ho oboru je interval
Wα =
〈
Fα
2
(n1 − 1, n2 − 1);F1−α
2
(n1 − 1, n2 − 1)
〉
.
Je-li T ∈W α pak nezamı´ta´me nulovou hypote´zu na hladineˇ vy´znamnosti α.
Pro konstrukci intervalove´ho odhadu vycha´z´ıme ze vztahu
P
(
Fα
2
(n1 − 1, n2 − 1) < S
2
1
S22
σ22
σ21
< t1−α
2
(n1 − 1, n2 − 1)
)
= 1− α.
Pro kriticke´ hodnoty F-rozdeˇlen´ı plat´ı vztah Fα(n1, n2) = F1−α(n2, n1). Po u´praveˇ tedy
dosta´va´me 100(1− α)% interval spolehlivosti pro σ21
σ22(
S21
S22
1
Fα
2
(n1 − 1, n2 − 1);
S21
S22
Fα
2
(n2 − 1, n1 − 1)
)
.
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10. Dodatek B
10.1. Seznam prˇ´ıloh na CD
1. 1 MERENI V 5 BODECH
1.1 OVERENI NEZAVISLOSTI
1.1 OVERENI NEZAVISLOSTI
1.1 MERENI V 5 BODECH
2. 2 VLIV STERKY
2.1 VLIV NORMALITY NASTAVENI 1
2.2 VLIV NORMALITY NASTAVENI 2
2.3 POKLES TLOUSTKY
2.4 VLIV STERKY.mpj
3. 3 DOE ORTOGON PLAN
3.1 ORTOGONALNI PLAN.mpj
4. 4 DOE ROTABILNI PLAN
4.1 ROTABILNI PLAN.mpj
5. STATISTICKA ANALYZA VYROBY.pdf
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