Stochastic Gradient Langevin Dynamics (SGLD) is a combination of a Robbins-Monro type algorithm with Langevin dynamics. In this paper, the SGLD method with fixed step size λ is considered in order to sample from a logconcave target distribution π, known up to a normalisation factor. We assume that unbiased estimates of the gradient from possibly dependent observations are available. It is shown that, for all ε > 0, the Wasserstein-2 distance of the nth iterate of the SGLD algorithm from π is dominated by c1(ε)[λ 1/2−ε + e −aλn ] with appropriate constants c1(ε) and a > 0, whereas for the case of i.i.d. data the upper bound is improved to c1[λ 1/2 + e −aλn ].
Introduction
Sampling target distributions is an important topic in statistics and applied probability. In this paper, we are concerned with sampling from a distribution π defined by where B(R d ) denotes the Borel sets of R d and U : R d → R + is continuously differentiable.
One of the sampling schemes considered in this paper is the unadjusted Langevin algorithm (a.k.a. Langevin Monte Carlo). The idea is to construct a Markov chain which is the Euler discretization of a continuous-time diffusion process that has an invariant distribution π.
We work on a fixed probability space (Ω, F , P ) throughout the paper. We consider the so-called overdamped Langevin stochastic differential equation (SDE)
with a (possibly random) initial condition θ 0 , where h := ∇U and (B t ) t≥0 is a d-dimensional Brownian motion. It is well-known that, under appropriate conditions, the Markov semigroup associated with the Langevin diffusion (1) is reversible with respect to π, and the rate of convergence to π is geometric in the total variation norm (see [21] , [27, Theorem 1.2] , and [1, Theorem 1.6]). The Euler-Maruyama discretization scheme for SDE (1) , which is referred to as the unadjusted Langevin algorithm (ULA), is given by
where (ξ n ) n∈N is a sequence of independent, standard d-dimensional Gaussian random variables, λ ∈ (0, 1] is the step size and θ 0 is an R d -valued random variable denoting the initial values of both (2) and (1) . When the step size λ is fixed, the homogeneous Markov chain (θ λ n ) n∈N converges to a distribution π λ (under suitable assumptions) which differs from π but, for small λ, it is close to π in an appropriate sense; see [5] , [9] and Section 5.
We now adopt a framework where the exact gradient h is unknown, however one can observe at each iteration an unbiased estimator. Let H :
be a measurable function and X := (X n ) n∈Z be an R m -valued process satisfying
where the existence of the expectation is implicitly assumed. Note that (3) holds, in particular, when (X n ) n∈N is a strictly stationary process. We assume that there is a filtration G n := σ(ε j , j ≤ n, j ∈ Z), n ∈ N given where (ε n ) n∈Z is an independent sequence with values in a Polish space X . We assume that (X n ) n∈N is adapted to (G n ) n∈N . In addition, it is assumed henceforth that θ 0 , (ε n ) n∈Z , (ξ n ) n∈N are independent.
For each 0 < λ ≤ 1, define the R d -valued random process (θ 
Such a sampling scheme is often called a stochastic gradient Langevin dynamics (SGLD) algorithm; see [28] , [6] and [30] . The goal of this work is to establish an upper bound on the Wasserstein distance between the target distribution π and its approximations (Law(θ λ n )) n∈N generated by the SGLD algorithm (4) . This goal is achieved while the rate of convergence is improved with respect to the findings in [24] , see also [32] . Moreover, we prove the validity of sampling procedures driven by SGLD (4) within a framework where X n are not assumed i.i.d. and hence θ λ n fails to be Markovian.
Data sequences are in general not i.i.d., not even Markovian. They may exhibit strong non-Markovian features as it is observed in phenomena of diverse application areas such as finance and queueing theory, see e.g. [31, 4, 10] . It is thus crucial to ensure the validity of sampling procedures for such data sets. We will assume a certain mixing condition, conditional L-mixing for the data sequence (X n ) n∈N . This can be established e.g. for variants of the models in [4, 10] , see [3, Example 4.18 and Theorem 4.19] .
The paper is organized as follows. Section 2 introduces the theoretical concept of conditional L-mixing which is required below for the process X. This notion accommodates a large class of (possibly non-Markovian) processes. In Section 3, assumptions and main results are presented in the case of dependent and independent data respectively. Section 4 discusses the contributions of our work. In Section 5 and Subsection 6.1, the properties of (1), (2) , and (4) are analyzed. The proofs of main theorems are provided in Sections 6 and 7, while certain auxiliary results are presented to Section A.
Notation and conventions. Scalar product in R d is denoted by ·, · . We use · to denote the Euclidean norm (where the dimension of the space may vary).
x − x 0 ≤ R}, the closed ball of radius R centered at x 0 . For two sigma algebras F 1 , F 2 , we define F 1 ∨F 2 := σ (F 1 ∪ F 2 ) . Expectation of a random variable X will be denoted by E[X]. For any m ≥ 1, for any R m -valued random variable X and for any 1 ≤ p < ∞, let us set
. We denote by L p the set of X with X p < ∞. The indicator function of a set A will be denoted by ½ A . The Wasserstein distance of order p ∈ [1, ∞) between two probability measures µ and ν on B(R d ) is defined by
where Π(µ, ν) is the set of couplings of (µ, ν), see e.g. [29] .
2 Conditional L-mixing L-mixing processes and random fields were introduced in [12] . They proved to be useful in tackling difficult problems of system identification, see e.g. [13, 14, 15, 16, 25] . In [3] , in the context of stochastic gradient methods, the related concept of conditional L-mixing was introduced. We now recall its definition below. We consider the probability space (Ω, F , P ), equipped with a discrete-time filtration (F n ) n∈N as well as with a decreasing sequence of sigma-fields (F + n ) n∈N such that F n is independent of F + n , for all n ∈ N. For a family (Z i ) i∈I of real-valued random variables (where the index set I may have arbitrary cardinality), there exists one and (up to a.s. equality) only one random variable g = ess sup i∈I Z i such that: 
m is called a random field. We drop dependence on ω ∈ Ω in the notation henceforth and write (U n (θ)) n∈N,θ∈D . A random process (U n ) n∈N corresponds to a random field where D is a singleton. A random field is L r -bounded for some r ≥ 1 if
Let (U n (θ)) n∈N,θ∈D be L r -bounded for each r ≥ 1. Define, for each n ∈ N, and for τ ≥ 0,
When necessary, M n r (U, D), γ n r (τ, U, D) and Γ n r (U, D) are used to emphasize dependence of these quantities on the domain D which may vary.
r -bounded for all r ≥ 1. In the case of stochastic processes (when D is a singleton) the terminology "conditionally L-mixing process" is used.
Remark 2.2. Although we do not use the concept of L-mixing in the present paper it is worth noting that the definition of a uniformly L-mixing process follows naturally from the above definition if one sets n = 0 and F n is replaced by the trivial σ-algebra in the definitions of M n r (U ), γ n r (τ, U ) and Γ n r (U ). Then, one obtains M r (U ), γ r (τ, U ), Γ r (U ) and the required condition for these quantities becomes M r (X) + Γ r (X) < ∞. For more details, one can consult [3] and [12] .
Let U n , n ∈ N be a conditionally L-mixing process. For later use, we also introduce the quantities for r, s ≥ 1,
The interpretation of M r (U ) is straightforward while C r,s (U ) serves as a certain measure of dependence for the process U .
Example 2.4. Let us consider, for example, a functional of a linear process U := {U n (θ)} n∈Z , such that
In order to help the reader further understand how extensive is the class of processes which fall under our framework, we provide the following remark.
Remark 2.5. If (X n ) n∈N is a conditionally L-mixing process with respect to (F n , F + n ) n∈N then so is (F (X n )) n∈N for any Lipschitz-continuous function F , see Remark 2.3 of [3] . Finally, we know from Remark 7.3 of [11] that a broad class of functionals of geometrically ergodic Markov chains have the L-mixing property. It is possible to show, along the same lines, the conditional L-mixing property of these functionals, too.
Assumptions and main results

Dependent data
Let us recall the filtration G n := σ(ε j , j ≤ n, j ∈ Z), n ∈ N and define also the decreasing sequence of sigma-algebras
Assumption 3.1 implies, in particular, that X 0 ∈ L r , for any r ≥ 1, thus, under Assumptions 3.1 and 3.2,
is indeed well-defined.
There is a constant a > 0 such that for all θ, θ
Two important properties immediately follow from Assumptions 3.2 and 3.3.
(B2) There exists a constant a > 0 such that, for all θ, θ
[22, Theorem 2.1.12] shows that, under these assumptions, for all θ, θ
where we have setã
Our aim initially is to estimate θ λ n − θ λ n 2 , uniformly in n ∈ N. To begin with, an example is presented where explicit calculations are possible.
Example 3.4. Let d := 1, H(θ, x) := θ + x and let (X n ) n∈Z be a sequence of independent R-valued standard Gaussian random variables, independent of (ξ n ) n∈N . We observe that the function H satisfies Assumptions 3.2 and 3.3. Take θ 0 := 0. It is straightforward to check that, for any λ ∈ (0, 1),
which clearly has variance
It follows that
This shows that the best estimate we may hope to obtain for sup n∈N θ
is of the order √ λ. Our Theorem 3.5 below achieves this bound asymptotically as p → ∞.
Our main results may be stated as follows. 
there exists
holds for a constant C • (p) that is explicitly given in the proof. It depends only on a, L 1 , L 2 , d, p and the process X through the quantities (7).
Proof. The proof of this theorem is postponed to Section 6.2.
The next result relates our findings in Theorems 3.5 to the problem of sampling from the probability law π. (14) .
Theorem 3.6. Let Assumptions 3.1, 3.2 and 3.3 hold andλ is given by
where
and on the process X.
Proof. The proof of this theorem is postponed to Section 6.3.
Independent data
When the data sequences (X n ) n∈Z are i.i.d., then the full rate is recovered under more relaxed conditions for the unbiased estimator of the gradient of U . More concretely, one may assume the following:
Assumption 3.8. The process (X n ) n∈N is i.i.d. with X 0 2(ρ+1) and θ 0 2 being finite.
Assumption 3.9. There exists a mapping
and, for all θ, θ
with the smallest eigenvalue of the matrix E[A(X 0 )] being a positive real number which is denoted by a.
It is clear then that properties (B1) and (B2) are still valid for the gradient h of U , with the only difference that the Lipschitz constant in (B1) is given by
. This allows us to obtain the following result.
Theorem 3.10. Let Assumptions 3.7, 3.8 and 3.9 hold andλ is given by (14) .
where c Proof. The proof of this Theorem is postponed to Section 7.
Related work and discussion
Rate of convergence. Theorem 3.6 significantly improves on some of the results in [24] in certain cases, compare also to [32] . In [24] the monotonicity assumption (9) is not imposed, only a dissipativity condition is required and a more general recursive scheme is investigated. However, the input sequence (X n ) n∈N is assumed i.i.d. In that setting, [24, Theorem 2.1] applies to (4) (with the choice δ = 0, β = 1 and d fixed, see also the last paragraph of Subsection 1.1 of [24] ), which implies that
holds whenever λ ≤ c 3 (ǫ/ ln(1/ǫ)) 4 and n ≥ c4 ǫ 4 ln 5 (1/ǫ) with some c 3 , c 4 > 0. For the case of i.i.d. (X n ) n∈N see also the very recent [18] . Our results provide the sharper estimates (16) in a setting where (X n ) n∈N may have dependencies. One notes, further, that a noisy Langevin Monte Carlo algorithm (nLMC) with inaccurate drift is proposed in [6] , where the drift is assumed to be a linear combination of the original gradient and of random noise represented by a dependent sequence of random vectors with non-zero means. Thus, a particular form of dependency is included in this approach. A convergence result, [6, Theorem 4], in Wasserstein-2 distance between nLMC and the target distribution π is provided, which is in agreement with our findings, i.e. rate of convergence equal to 1/2 is given when the biased term is eliminated. Thus, a somewhat improved rate is obtained in comparison to 1/2-ǫ in (15) but for a significantly smaller class of dependent data.
Choice of step size. It is pointed out in [27] that the ergodicity property of (2) is sensitive to the step size λ. Moreover, [19, Lemma 6.3 ] gives an example in which the Euler-Maruyama discretization is transient. As pointed out in [19] , under discretization, the minorization condition is insensitive with appropriate sampling rate while the Lyapunov condition may be lost. An invariant measure exists if the two conditions hold simultaneously, see [19, Theorem 7.3] and also [27, Theorem 3.2] for similar discussions. In this work, an approach similar to [5] is chosen, in that strong convexity of U is assumed together with Lipschitzness of its gradient and, thus, the ergodicity of (2) is obtained.
More on exponential rates. The convergence rate of the Euler-Maruyama scheme (2) to its stationary distribution is comparable to that of the Langevin SDE (1), see [27] or the discussion after Proposition 3.2 of [24] . However, [24] proved the exponential convergence of (1) by using its version with the inverse temperature parameter , which is denoted by β, as follows
under the condition that β > 2/m, where m appears in the (uniform in x) dissipativity condition (A.3) of [24] ,
Let us consider the same setting with strongly convex h and β = 1. The constant m, which controls the quadratic term, plays a similar role to a in our Assumption 3.3. In [24] , m has to be larger than 2, i.e., outside a compact set, the function U should be sufficiently convex. From the present paper it becomes clear that for the approximation (2) to work, strong convexity (a > 0) is enough. Our result is stronger and not included in [24] , however, it requires global convexity. Note also that the dimension d has different effects on convergence rate: it is exp(−λn exp(Õ(d))) in [24] and exp(−λn)O(d 3/4 ) in our case, see Remark 6.7 immediately after the proof of Theorem 3.5.
The Langevin SDE and the Unadjusted Langevin Algorithm
By [22, Theorem 2.1.8], U has a unique minimum at some point θ * ∈ R d . Note that due to the Lipschitz condition (B1), the SDE (1) has a unique strong solution. It is a well-known result that the Langevin SDE (1) admits a unique invariant measure π. By [17, Theorem 4.20] , one constructs the associated strongly Markovian semigroup (P t ) t≥0 given for all t ≥ 0,
The following lemma from [9] with adapted statement provides the explicit bound of the second moment of the Langevin diffusion, which allows the analysis of the Wasserstein-2 distance between π and the aforementioned sampling algorithms.
Lemma 5.1 (Proposition 1 in [9]). Let Assumptions 3.2 and 3.3 hold and thus
(ii) The stationary distribution π satisfies
For a fixed step size λ ∈ (0, 1], consider the Markov kernel R λ given for all
The discrete-time Langevin recursion (2) defines a time-homogeneous Markov chain, and for any n ≥ 1, and for any bounded (or non-negative) Borel function
Lemma 5.2 below is also a result from [9] and along with Lemma 5.1 are presented here for completeness by using the notation of this article. In particular, Lemma 5.2 states that R λ admits a unique stationary distribution π λ , which may differ from π.
Lemma 5.2. Let Assumption 3.3 hold and thus (B2) is thereby implied. Then, for all λ <λ, whereλ is defined in (14) , the following hold:
(ii) The Markov kernel R λ has a unique stationary distribution π λ which satisfies
whereã is defined in (13) .
(iv) For all n ∈ N and square-integrable Note that by Lemma 5.2, a Foster-Lyapunov type drift condition is satisfied with V 1 (θ) := θ − θ * 2 , which yields that sup n≥0 θ λ n 2 < ∞. This allows the analysis of the convergence between the recursive scheme (2) and the stationary distribution π in Wasserstein-2 distance (see Theorem 6.8 below). However, in order to obtain the rate of convergence between (2) and the SGLD scheme (4), the finiteness of higher moments is required. In the following Lemma, one obtains the drift condition with V p (θ) := θ − θ * 2p , p ∈ N \ {0}.
Lemma 5.3. Let Assumptions 3.1, 3.2 and 3.3 hold. For any integer
. Then, the process θ λ satisfies, for any n ∈ N and λ <λ, whereλ is defined in (14) ,
where ρ λ = 1 −ãλ ∈ (0, 1) and
Moreover, sup
and
Proof. Recall equation (2) and define
Then, one calculates
where the last term is clearly zero. Thus, due to Lemma A.4,
Moreover, one recalls that for λ < 2/(a + L 1 )
As a result, for θ
which yields (20) . Consequently, by Lemma A.5 below,
Thus, one obtains the desired result regarding the uniform bounds. The estimate
follows, noting the trivial inequalities:
6 Proof of main results: dependent data
Analysis for the SGLD scheme
One notes initially that the process in (2) is Markovian while the one in (4) is not. However, uniform bounds are obtained in Lemma 6.1, below, for the 2p-th moment of the SGLD scheme (4), for any p ≥ 1. This result complements the findings of Lemma 5.3 and is used in the proof of Theorem 3.5, which examines the convergence between the two sampling algorithms, ULA (2) and SGLD (4), in Wasserstein-2 distance. The following inequalities, derived from Assumptions 3.2 and 3.3, are often used:
Lemma 6.1.
Let Assumptions 3.1, 3.2 and 3.3 hold. Let
for some integer p ≥ 1. The process θ λ satisfies, for any n ∈ N and λ <λ, whereλ is defined in (14) ,
As a result,
It follows also that
Proof. For each n ∈ N, denote by ∆ n = θ
. By direct calculations, one obtains,
where the last inequality holds due to Lemma A.4, and further calculations yield
where the second inequality follows the same argument as in the proof of Lemma 5.3. Moreover, for λ < 2/(a + L 1 ),
Then, substituting the above estimate into (30) yields
where g(X n+1 ) = (2 2p dp(2p
Using the trivial (x + y) 2p ≤ 2 2p−1 (x 2p + y 2p ), x, y ≥ 0 and Lemma A.5, we have
Finally, denote by ρ λ = 1 −ãλ ∈ (0, 1), then by induction, one obtains
Uniform L 2 bounds for the process in (4) are obtained in [24] under dissipativity condition on ∇U and the L 2 error of the stochastic gradient, i.e.
2 ], see their Assumptions (A.3), (A.4). In that paper a large size mini-batch could be used to reduce the variance of the estimator, which requires more computational costs. We could also incorporate mini-batches in our algorithm but this is not pursued here. For stability, the variance of the estimator has to be controlled, see [28] .
Proof of Theorem 3.5
We now sketch a roadmap for the proof of Theorem 3.5. The time axis is cut into intervals of size T . An auxiliary process z λ is introduced which equals θ λ at the points nT , n ∈ N but it follows the averaged dynamics on [nT, (n + 1)T ), see (2) . Using the conditional L-mixing property, one obtains estimates for the L 2 -distance between z λ and θ λ . If z λ were uniformly bounded, these would be of the order √ λ. However, z λ is unbounded hence its maximal process needs to be controlled which leads to the somewhat weaker rate λ 1 2 −ε , for ε > 0 arbitrarily small.
Next, estimates for the difference between z λ and θ λ are derived using the contraction property of the dynamics of θ λ , see Lemma 5.2. It follows that this is of the same order as z λ − θ λ . These observations then allows us to conclude. We proceed now with the rigorous arguments. Let
Observe first that, since (X n ) n∈N is conditionally L-mixing with respect to (G n , G + n ) n∈N , it is conditionally L-mixing with respect to (H n , H + n ) n∈N , too, and the corresponding quantities (M , Γ, C) remain the same.
For each θ ∈ R d , 0 ≤ i ≤ j, one recursively defines
Let T := ⌊1/λ⌋, then for each n ∈ N and for each nT ≤ k < (n + 1)T , one defines z Lemma 6.2. Let q ≥ 1 be an integer. Then, for all λ <λ, whereλ is defined in (14) , sup
holds for
where c ′ (q), c ′′ (q) are as in Lemmata 5.3 and 6.1.
Let k ∈ N be arbitrary and let n ∈ N be such that nT ≤ k < (n + 1)T . Note that (22) and (28) imply
Lemma 6.3. For all λ <λ, whereλ is defined in (14) , it holds that
Proof. The first inequality of (26) implies
Combining this with Lemma 6.1 (applied with p = 1) shows that
A similar argument can be applied to h(z λ n ), in view of (7),
where C(1) is given by (31).
Lemma 6.4. For each j ∈ N and ϑ ∈ R d , the random field H(θ, X n ), n ∈ N, θ ∈ B(ϑ, j) satisfies
The first inequality of (26) and Minkowski's inequality imply for k ≥ n,
and hence
One also notes that, due to Lemma A.3,
which implies the second statement, too.
We shall also need the following measure-theoretical lemma.
Lemma 6.5. Let k ≥ nT be an integer. There exists a version h k,nT :
Proof. For a fixed θ ∈ R d , the following conditional expectation
is a H nT -measurable random variable. We will construct a function
that is measurable in its second variable and, for all 
is a B(N )-valued random variable and, by (26) ,
which clearly has finite expectation as the process X n , n ∈ N is conditionally L-mixing. Moreover, [23, Proposition V.2.5] implies the existence of a B(N )-valued random variable G N such that, for each b in the dual space
This implies, in particular, that for all θ ∈ B(θ * , N ),
We may thus set h k,nT (ω,
is measurable in its first variable and continuous in the second, it is, in particular, jointly measurable, see e.g. [2, Lemma 4.50].
Lemma 6.6. The following moment estimate holds
This implies that
Proof of Theorem 3.5. Fix n ∈ N and let nT ≤ k < (n+1)T be an arbitrary integer. By the triangle inequality, the difference of θ λ and θ λ is decomposed into two parts θ
be the functional constructed in Lemma 6.5. Then, one estimates
due to Assumption 3.2. Thanks to Lemmas 6.1, 6.2, 6.3, and 6.6 all the terms on the RHS of the previous inequality are almsot-surely finite. A discrete-time version of Grönwall's lemma and taking squares lead to
Now, by recalling the definition of T and taking H nT -conditional expectations, one obtains
Define for n ∈ N,
Recalling the H nT -measurability of z λ k , nT ≤ k < (n + 1)T , and arguing like in Lemma 6.4, one obtains
With these notation, for each j ∈ N, the process defined by
Notice that Z λ n,nT (j) = 0 hence the maximum can be taken over nT < m < (n + 1)T instead of nT ≤ m < (n + 1)T . One then applies Theorem A.1 with the choice ℓ = nT , r = 3,
where C 3 is the constant appearing in Theorem A.1. Now we turn to estimating N nT . Let q ≥ 4 be an arbitrary integer. Let us apply Lemma A.2 with the choice r := 6 and p := 2q to obtain
which implies, by Lemma 6.2,
By the Cauchy-Schwarz inequality, the trivial {j − 1 ≤ N nT < j} ⊂ {j ≤ N nT + 1}, the Markov inequality, (36) and (39) we can perform the auxiliary estimate
using the notation introduced for conditionally L-mixing processes in (6) and the trivial T ≥ 1 (in the last inequality). We define
, where the latter constant is given by
We conclude from (37) with C 3 = 20, (40) and (41) that
, for all k ∈ N. Now we turn to estimating z λ k − θ λ k for nT ≤ k < (n + 1)T . We compute
By Lemma 5.2-iv, we estimate
Using Lemma 6.3, the estimation continues as follows
The proof is complete by setting 
Proof of Theorem 3.6
To prove Theorem 3.6, another convergence result is needed, which is the rate of convergence to stationarity of the recursive scheme (2) in Wasserstein-2 distance. Note that with Lemma 5.1 and 5.2, the convergence in Wasserstein-2 distance can be considered. The following is the adapted statement in [9, Corollary 7] using the notation of this article. (14) . Then, the Markov chain (θ λ n ) n∈N admits an invariant measure π λ such that, for all n ∈ N;
whereĉ is coming from (iii) Lemma 5.2:
Furthermore,
withã defined in (12) .
Note that for the Langevin SDE (1), the Euler and Milstein schemes coincide, which implies that the optimal rate of convergence for scheme (2) is 1 instead of 1/2. The bound provided in Theorem 6.8 can thus be improved under an additional smoothness assumption for the drift coefficient of (1). However, as our main focus is the behaviour of the SGLD algorithm (4) and, in view of Example 3.4, it is known that its optimal rate of convergence is 1/2, any improvement on the behaviour of scheme (2) does not change this fact.
Proof of Theorem 3.6. Take p large enough so that κ > 6/(p − 3) and thus 3/p ≤ κ/(κ + 2) holds. Denote byC = max{C
• (p),ĉ, c}. Theorems 3.5 and 6.8 imply that (1 + ln(2C)).
Proof of main results: independent data
For the case of independent data, it is enough to obtain the second moment of the SGLD scheme (4) before considering the convergence in Wasserstein-2 distance.
The following lemma provides an upper bound for the second moment of the scheme (4) with explicit constants. 
where C = 4L 
Crucially, one observes here that if ρ = 0 in Assumption 3.7, then H is cocoercive with the following property, for every x ∈ R m and all θ, θ
It follows that, in view of (45), one rewrites (44) as follows where c 0 = 2E θ 0 − θ * 2 + 2C/a + 2 θ * 2 , and C is given explicitly in Lemma 7.1. Then, using synchronous coupling for the schemes (2) and (4), one obtains Taking expectations on both sides and using (12) 
Moreover,
Consequently,
Thus, in view of (47) and (48), the desired result is obtained. .
