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There	 has	 been	 a	 growing	 interest	 in	machine-based	 recognition	 of	 emotions	
from	 body	 gait	 and	 posture,	 and	 its	 combination	 with	 other	 modalities.	
Applications	such	as	human	computer	 interaction,	 social	 robotics,	and	security	
have	 been	 the	 driving	 force	 behind	 such	 trend.	 The	majority	 of	 the	 previous	
work	in	automatic	affect	perception	deploys	only	either	local	features	or	global	
features.	 Whilst	 a	 combination	 of	 both	 types	 of	 features	 are	 deployed	 in	
applications	such	as	object	recognition	and	facial	recognition,	the	literature	does	
not	 reveal	any	study	 in	affect	 recognition	 from	body	 language	using	combined	
global	and	local	features.	In	this	thesis,	such	gap	is	addressed	by	examining	how	





were	 recorded	 electronically	 using	 an	 inertia	 motion	 capture	 system.	 A	
combination	 of	 local	 and	 global	 features	 proposed	 by	 Kapur	 et	 al.	 and	
Zacharatos	 et	 al.,	 respectively,	 were	 used	 in	 the	 classification	 process	 using	
WEKA	 classification	 system.	 Additional	 global	 features	 of	 shape	 flow	 and	





of	 local	 and	 global	 features	 leads	 to	 a	 more	 robust	 and	 reliable	 method	 for	
automatic	affect	recognition	from	body	language	as	it	improves	accuracy	across	
a	range	of	classifiers.	This	research	also	demonstrates	that	the	 inclusion	of	the	
additional	 features,	 which	 represent	 additional	 Laban	 Movement	 Analysis	
components,	 increases	 the	 maximum	 classification	 accuracy	 from	 88.5%	 to	
92.3%.		
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built	 into	 machine.	 Machine	 based	 affect	 recognition	 has	 the	 potential	 to	
enhance	 both	 human-robot	 and	 human-computer	 interactions.	 It	would	 allow	
machines	 to	 be	more	 effective	 in	 the	 area	 of	 social	 robotics	 and	 create	more	
entertaining	 interactions	 in	 the	 computer	 gaming	 industry.	 The	 ability	 of	 the	
intelligent	machines	to	recognise	and	respond	to	the	user’s	behaviour	allows	for	
more	 acceptance	 of	 a	 computer	 or	 robot,	 and	 engagement	with	 them.	 It	 can	







communicate	 a	 large	 amount	of	 information.	 Kozlowski	 et	 al.	 [4]	 showed	 that	
viewers	can	determine	the	sex	of	an	individual	by	viewing	only	Point	Light	(PL)	
 2 








It	 has	 also	 been	 shown	 that	 our	 body	 language	 can	 reveal	 our	 emotions.	
Brownlow	 et	 al.	 [7]	 found	 that	 observers	 were	 able	 to	 distinguish	 between	
happy	and	sad	dance	movements	by	observing	only	PL	displays.	
	
De	 Meijer	 [8]	 showed	 85	 adult	 subjects	 96	 recordings	 of	 body	 movements	
performed	 by	 three	 actors.	 The	 subjects	 rated	 each	 recording	 based	 on	 the	
emotional	 categories	 it	 conveyed.	 There	 were	 12	 emotional	 categories	
comprising	of	joy,	grief,	anger,	fear,	surprise,	disgust,	interest,	shame,	contempt,	
 3 
sympathy,	 antipathy	 and	 admiration.	 De	 Meijer	 concluded	 that	 body	
movements	revealed	specific	emotional	states.	This	was	not	 just	based	on	one	
specific	 movement	 such	 as	 raising	 a	 fist,	 but	 a	 combination	 of	 movements	
performed	by	various	body	segments.			
	
Walbot	 [9]	 also	 examined	 the	 connection	 between	 patterns	 of	 the	 body	








the	 number	 of	 sensors	 needed	 to	 recognise	 the	 body	movement.	 The	 subject	
was	correctly	identified	by	using	reflective	dot	markers	on	ten	different	points	of	
the	body	and	tracking	the	markers	using	a	TV	camera.	Only	five	reflective	points	
were	utilised	 to	 identify	 leg	motion.	 This	 study	demonstrated	 that	patterns	of	









The	work	 conducted	by	Atkinson	et	 al.	 [11]	 is	 another	 early	 study	of	 humans’	
ability	 to	 recognise	 emotion	 through	 gait.	 Ten	 trained	 but	 unrehearsed	 actors	
expressed	 the	 emotions	 of	 happiness,	 sadness,	 fear,	 anger	 and	 disgust.	 The	
actors	 were	 covered	 in	 black	 with	 13	 two-centimetre-wide	 strips	 of	 white	
reflective	 tape	placed	on	 their	 bodies.	 They	were	 given	 the	workspace	of	 two	
large	paces	around	them	and	were	given	freedom	to	walk	in	any	direction	whilst	
being	 filmed.	 Two	 versions	were	 created:	 a	 full	 video	 or	 Full	 Light	 (FL),	 and	 a	
white	 strip	 information	 video	 or	 PL.	 Emotions	 were	 identified	 from	 PL	
information,	 but	 the	 FL	 video	 had	 a	 higher	 recognition	 accuracy	 than	 PL	
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observations.	 The	 authors	 then	 compared	 the	 effectiveness	 of	 moderate	









they	 displayed	 sad,	 angry,	 joyous,	 content	 and	 neutral	 emotions	 while	 they	















The	 literature	 reveals	 interest	 in	 the	 study	 of	 automatic	 affect	 perception	 in	
applications	such	as	human	computer	interaction,	social	robotics,	and	security.	
	
There	 has	 been	 a	 large	 amount	 of	 research	 conducted	 on	 recognition	 of	
emotions	through	facial	expressions.	According	to	de	Gelder	[16],	 in	2009	95%	
of	the	literature	on	emotion	in	humans	had	been	focused	on	facial	expressions.	




illnesses	 such	 as	 multiple	 sclerosis	 [19].	 Niewiadomski	 et	 al.	 [20]	 also	
demonstrated	 that	 laughter	 can	 be	 identified	 by	 analysing	 the	 full	 body	
movement.		
	
In	 their	 survey	 paper,	 Kleinsmith	 and	 Bianchi-Berthouze	 [21]	 discussed	 the	
conflicting	views	that	were	reported	in	the	literature	on	the	importance	of	facial	
expressions	versus	body	expressions	 in	 communicating	emotions.	They	 cited	a	
study	 by	 Ekman	 and	 Friesen	 [22]	which	 studied	 emotional	 deception	 in	 facial	
expressions	 and	 body	 movements.	 Ekman	 and	 Friesen	 used	 the	 term	 “non-




it	 is	 easier	 to	 hide	 deception	 in	 facial	 expressions,	 body	 expressions	 are	
identified	as	potentially	a	better	media	for	emotion	recognition.	Kleinsmith	and	
Bianchi-Berthouze's	paper	also	suggested	that	analysing	body	expressions	could	









trunk	 and	 elevated	 shoulders	 than	 joyful	 or	 content	walkers,	 even	when	 they	
had	 a	 similar	walking	 speed.	 Nevertheless,	 there	were	many	movements	 that	
were	 common	 to	 different	 emotions	 that	 could	 lead	 to	 difficulties	 in	










Ekman	 and	 Friesen	 studied	 whether	 emotions	 conveyed	 by	 facial	 expressions	
were	 culture	 specific	 [23].	 The	 subjects	 selected	 had	 limited	 contact	 with	
western	 culture,	 hence,	 they	were	not	 influenced	by	media	 and	did	not	 know	
the	meaning	of	various	gestures	in	western	culture.	Happiness,	sadness,	anger,	
surprise,	 disgust	 and	 fear	 were	 explored.	 In	 order	 to	 overcome	 the	 language	
barrier	and	equivalent	words	for	emotions	not	existing	in	the	subject’s	culture,	a	
story	expressing	an	emotion	was	 read	 to	 the	 subjects	and	 they	were	asked	 to	
point	 to	 one	 of	 the	 three	 face	 pictures	 that	 best	 represented	 the	 emotions	
portrayed	 in	 the	story.	The	 results	 for	adults	and	children,	males	and	 females,	
showed	 support	 for	 the	 hypothesis	 that	 particular	 facial	 behaviours	 were	
universally	associated	with	particular	emotions	irrespective	of	culture.	
	
Kleinsmith	 et	 al.	 [24]	 tested	 the	 cross-cultural	 similarities	 and	 differences	 of	
emotion	perception	through	body	postures	of	people	from	Japan,	Sri	Lanka	and	
the	 United	 States	 of	 America.	 They	 deployed	 13	 actors	 (11	 Japanese,	 one	 Sri	
Lankan	 and	 one	 American)	 who	 adopted	 a	 posture	 to	 represent	 anger,	 fear,	
happiness	and	sadness.	These	postures	were	 recorded	using	a	motion	capture	
system	with	32	markers	on	the	actor’s	body	utilising	eight	cameras.	Non-gender,	





intensity	 of	 the	 emotions	 they	 perceived	 and	 to	 identify	which	 emotion	 label	
best	 represented	 the	posture.	 For	each	emotion	 they	had	 two	nuances	of	 the	
same	 emotion,	 i.e.	 anger	 (angry,	 upset),	 fear	 (fearful	 and	 surprise),	 happiness	
(happy,	 joy)	 and	 sadness	 (sad,	 depressed).	 When	 postures	 from	 all	 three	
cultures	 were	 combined,	 the	 observers	 were	 able	 to	 recognise	 the	 emotions	
with	accuracy	between	54%	and	56%	for	each	of	 the	three	different	groups	of	
observers.	 When	 they	 only	 observed	 members	 of	 their	 own	 culture,	 the	
Japanese	 had	 a	 success	 rate	 of	 90%,	 the	 Sri	 Lankans	 88%	 and	 the	 Americans	
78%.	Therefore,	although	there	were	differences	in	the	way	cultures	expressed	













research,	 we	 examined	 how	 using	 a	 combination	 of	 local	 and	 global	 features	
could	improve	the	recognition	rate.		
	
The	motion	data	used	 in	 the	study	was	obtained	by	an	 inertia	motion	capture	
system.	The	 raw	 joint	data	was	 imported	 into	Matlab	and	processed	 to	derive	
the	required	features.	A	combination	of	local	and	global	features	were	deployed	
to	recognise	emotions	expressed	by	actors	in	a	series	of	experiments.	The	global	
features	were	suggested	by	Zacharatos	et	al.	 [25],	and	the	 local	 features	were	
the	same	as	the	featured	used	by	Kapur	et	al	[26].	Additional	global	features	of	
Shape	flow	and	shaping	[8],	horizontal	and	vertical	symmetry	 [10]	were	added	
to	 the	 combination	 feature	 set	 to	 increase	 the	 performance	 of	 the	 classifier.	










Overall,	 the	 results	 showed	 that	 a	 combination	 of	 local	 and	 global	 features	
outperformed	the	affect	recognition	rate	against	scenarios	in	which	either	local	







recognition	 using	 gait	 analysis	 within	 the	 scope	 of	 a	 Master	 of	 Philosophy	
degree.	 While	 the	 degree	 offered	 the	 candidate	 numerous	 opportunities	 to	
acquire	generic	skills	on	how	to	systematically	manage	and	conduct	a	research	
and	 thoroughly	 apply	 scientific	 method	 to	 infer	 facts	 from	 observations	 and	
experimental	work,	it	has	resulted	in	a	number	of	tangible	outcomes	that	can	be	
listed	as	the	contribution	of	this	work:	
a) A	 rigorous	 and	 systematic	 literature	 review	 on	 machine-based	 affect	
recognition	using	gait	analysis	and	posture	was	conducted.	The	literature	
review,	 broad	 in	 its	 scope	 and	 rich	 in	 its	 depth,	 represents	 a	 unique	
collection	 of	 the	 previous	work	 in	 this	 area	 and	 proved	 to	 be	 a	major	
source	of	learning	and	training	for	the	candidate.		
b) A	 critical	 comparison	 of	 various	 methods	 of	 machine-based	 affect	
recognition	 using	 local	 features	 obtained	 in	 gait	 analysis	 and	 posture	




















The	methodology,	 results	 and	 analysis	 of	 combining	 local	 and	 global	 features	





















Chapter	 3	 provides	 the	 theoretical	 framework	 behind	 our	 research.	 A	
background	 on	 the	 Laban	Movement	 Analysis	model	 deployed	 in	 this	work	 is	
provided,	 alongside	 a	 justification	 of	 combining	 local	 features	 into	 a	 single	
classifier.	 We	 present	 the	 methods	 that	 our	 approach	 is	 based	 upon,	 and	




data	 collection	 process,	 including	 the	 software	 and	 hardware	 utilised.	 The	
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of	 the	 different	 feature	 sets	 with	 a	 variety	 of	 algorithms	 and	 tenfold	 cross	











In	 this	chapter	 the	results	of	 the	 literature	review	conducted	to	 identify	major	
previous	 work	 in	 affect	 recognition	 using	 body	 language	 are	 reported.	 The	
database	 and	 keywords	 used	 and	 the	 constraints	 imposed	 on	 our	 literature	
search	 are	 outlined	 in	 section	 2.2.	 In	 section	 2.3	 different	 methods	 of	 data	
collection	 for	 machine	 based	 affect	 recognition	 are	 outlined.	 2.4	 to	 2.7	 are	
mainly	 focussed	 on	 utilising	 machine	 based	 affect	 recognition	 from	 gait.	 For	
each	 method,	 the	 source	 of	 the	 data	 used,	 data	 and	 features	 extraction	
methods,	the	processing	techniques	and	classifiers	deployed	are	studied	and	the	





In	 order	 to	 identify	 the	 relevant	 literature,	 a	 search	 was	 performed	 on	 three	
databases:	 IEEE	Xplore,	 Scopus	and	Web	of	Science.	Different	 combinations	of	
combinations	 of	 words	 (emotion/affect,	 recognition/detect,	
gait/posture/body/gestures)	were	used	as	keywords.		
	
Results	 were	 refined	 to	 only	 include	 studies	 concerned	 with	 machine-based	
affective	 recognition	 from	 body	 language	 in	 human	 beings;	 as	 opposed	 to	
 16 
recognising	emotions	in	robots.	For	the	purpose	of	this	research,	body	language	








single	 person	 with	 minimal	 background	 noise.	 Currently,	 emotion	 detection	
studies	are	limited	to	recognising	emotions	as	simple	activities.	That	is,	they	are	
restricted	 to	 viewing	 one	 person,	 generally	 within	 a	 controlled	
environment/background.	A	 long-term	goal,	however,	 is	to	recognise	emotions	









data	 takes	 the	raw	data	and	either	performs	an	algorithm	to	 identify	key	data	
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points,	 combine	 data	 points	 and/or	 to	 give	 extra	 weighting	 to	 key	 data.	 The	
classifier	 is	 designed	 and	 trained	 to	 identify	 the	 key	 features	 representing	 a	
particular	emotion.	The	classifiers	used	are	further	explained	in	Section	2.4.	
	
In	 recent	 years,	 there	 has	 been	 a	 growing	 number	 of	 studies	 exploring	 the	
effectiveness	 of	 local	 features	 (raw	 data	 points)	 in	 automatic	 recognition	 of	
human	 emotions	manifested	 in	 gait	 and	 body	movement.	 The	 data	 collection	
methods	 used	 can	 be	 broadly	 categorised	 into	 two	 groups:	 perceptive	 and	
responsive	systems.	The	responsive	systems	use	sensors	such	as	motion	capture	




capture	 as	much	 data	 as	 possible,	 but	 since	 they	 require	 the	 subject	 to	wear	
multiple	sensors	they	are	impractical	in	natural	real	world	environments,	such	as	











In	 the	 FABO	database	 created	by	Gunes	 and	Picardi	 [29],	 body	postures	were	
obtained	from	video	recordings.	They	utilise	a	series	of	single	frames	rather	than	
treating	it	as	a	time	series	of	multiple	frames.	Only	the	major	points	in	the	body,	














surprise,	 positive	 surprise,	 uncertainty,	 puzzlement,	 and	
sadness	



































































































Microsoft	 Kinect	 utilises	 a	 video	 camera	 and	 a	 depth	 sensor.	 This	 provides	



















































































Optical	Motion	 Capture	 Systems	 utilise	multiple	 light	markers	 attached	 to	 the	
body,	 as	 shown	 in	 Figure	 5,	 which	 are	 tracked	 via	 infrared	 cameras.	 These	
additional	required	sensors	make	these	setups	impractical	in	natural	real	world	
scenarios	 such	as	 security	 camera	 systems	and	HRI,	but	 they	provide	accurate	
data	 points	 for	 testing	 and	 comparing	 feature	 extraction	 and	 classification	
methods.	Video	Cameras	alone	often	rely	on	crude	methods	of	tracking,	such	as	
silhouette	extraction,	that	don’t	provide	data	on	individual	joints.	Using	infrared	








Authors	 Emotions	Studied	 Dataset	 Classifier	 Truth	Comparison	 Success	Rate	 Sensors	
Venture	et	al.	[42]	 Neutral,	Joy,	Anger,	Sadness	 4	Professional	Actors		 Similarity	index	 20	Human	Observers	
90%	Agreement	except	Joy	
78%	for	an	individual,	69%	for	the	group	 Motion	Capture		







10	 Human	 Observers	 93%	
Agreement	
85.6%-91.8%	depending	on	classifier	used	 Motion	Capture		









Samadani	et	al.	[44]	 Sadness,	 Happiness,	 Fear	 and	
Anger	
13	Demonstrators	 FSCPA-GRBF	 Actor’s	Intended	Emotion	 53.6%	 Motion	Capture		




























13	Actors	 SVM	 Intended	emotion	 69%	(compared	to	human	success	of	63%)	









13	Actors	 WEKA	–	MLP	 4	Human	Observers	 85.27%	 Motion	
Capture	














A	 force	 platform	 can	 be	 used	 to	 measure	 the	 ground	 reaction	 forces	 from	 gait	 along	 a	
designated	path.	The	force	platform	setup	used	by	Janssen	et	al.	[50]	is	shown	in	Figure	6.	











Bianchi-Berthouze	 and	 Kleinsmith	 [51]	 explored	 the	 use	 of	 an	 associative	 neural	 network	
called	 Categorisation	 and	 Learning	Model	 (CALM)	 to	 learn	 over	 time.	 The	 VICON	motion	
capture	 system	 captured	 data	 on	 twelve	 subjects	 performing	 angry,	 happy	 and	 sad	





dance,	 consisting	 of	 normalized	 displacement	 of	 entire	 arm,	 normalized	 displacement	 of	
forearm,	normalized	extension	of	body	and	face	orientation.	The	order	of	presentation	was	
changed	 ten	 times,	 with	 each	 configuration	 repeated	 with	 five	 different	 sets	 of	 initial	
conditions.	The	average	error	was	0.043%	with	a	standard	deviation	of	0.002.		
	
Kapur	 et	 al.	 [26]	 demonstrated	 the	 high	 potential	 of	 automatically	 detecting	 emotions	
through	the	use	of	body	movements.	A	VICON	Motion	System	captured	14	reference	point	
markers	 placed	 on	 five	 different	 subjects.	 The	 participants	 acted	 out	 four	 basic	 emotions	
(sadness,	joy,	anger	and	fear).	To	serve	as	a	comparison	against	cognitive	recognition,	point	
light	 display	on	 fourteen	 reference	points	were	 recorded	 and	 shown	 to	 ten	 subjects.	 The	
subjects	 identified	 emotions	 from	 the	 markers	 with	 an	 accuracy	 of	 93%.	 Five	 different	
classifiers:	 logic	 regression,	 naïve	 bayes,	 decision	 tree,	 artificial	 neural	 network,	 and	 a	
support	 vector	machine,	were	 applied	 to	 the	data.	 The	 classifiers	 identified	 the	emotions	
with	 success	 rates	 between	 85.6%	 and	 91.8%.	 Artificial	 neural	 network	 and	 the	 support	
vector	 machine	 both	 produced	 the	 most	 accurate	 recognition	 rate.	 These	 rates	 were	
comparable	 to	 that	 of	 a	 human	 observer	 judging	 emotion	 based	 off	 point	 light	 displays.	
However,	 the	study	was	 limited	 to	 four	acted	emotions,	and	 the	deployment	of	a	motion	
system	that	utilises	six	cameras;	this	not	practical	in	real	life	scenarios.	
	
Venture	et	 al.	 [42]	proposed	 the	use	of	 vector	 analysis	 and	Principal	Component	Analysis	
(PCA)	decomposition	to	detect	emotions	from	gait.	Four	professional	actors	were	recorded	
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displaying	 four	 basic	 emotions	whilst	walking	 in	 a	 straight	 line	 through	 a	motion	 capture	
system’s	space.	The	affective	states	of	neutral,	 joy,	anger	and	sadness	were	repeated	 five	
times	by	each	actor	and	were	recorded	via	a	motion	capture	system	and	video	recording.	A	
comparison	 was	 made	 between	 the	 detected	 emotion	 and	 one	 identified	 by	 20	 human	
observers	 viewing	 animations	 to	 determine	 the	 accuracy.	 Vector	 analysis,	 as	 well	 the	
animations	 produced	 from	 the	 performed	 emotions,	 indicate	 that	 the	 lower	 torso,	 waist	
rotations	and	head	movements	are	the	most	important	features	in	affect	perception	as	leg	
and	arm	data	can	bias	the	recognition	process.	Hence,	in	the	emotions	recognition	process	
Venture	 et	 al.	 only	 deployed	 six	 Degrees	 of	 Freedom	 (DOF)	 to	 describe	 the	 lower	 torso,	
three	DOF	to	describe	waist	and	three	DOF	to	describe	the	head	movements.	Venture	et	al.	
then	 used	 a	 similarity	 index	 computation	 to	 test	 similarity	 between	 test	 data	 and	 the	
training	 data.	 Through	 the	 animation	 study	 they	 concluded	 that	 some	movements	 better	
conveyed	emotion	than	others.	For	this	reason,	they	applied	a	weighting	to	joints	that	had	
more	 impact	 in	 conveying	 emotions,	 resulting	 in	 overall	 improvement	 in	 their	 results.	
Weighting	resulted	in	an	improved	detection	rate	for	all	emotions	except	for	sadness,	which	
had	 the	 lowest	 accuracy.	 For	 a	 given	 subject,	 Venture	 et	 al.	 detected	 emotions	 with	 an	
average	success	of	78%.	A	global	database	was	developed	from	a	combination	of	data	from	
all	 participants	 and	 fed	 into	 their	 classifier.	 As	 a	 result,	 joy	 and	 anger	 had	 a	 decrease	 in	
performance,	there	was	no	effect	on	the	neutral	emotion	and	improvement	was	observed	





were	 used	 in	 the	 study	 with	 no	 difference	 in	 recognition	 rates.	 The	 false	 negative	
classification	seems	to	be	for	neutral	states	rather	than	the	other	emotions.	
	
Lim	 and	Okuno	 [49]	 developed	 a	 robot	 to	 study	multimodal	 emotional	 intelligence	 (MEI)	
and	trained	it	to	recognise	emotions	in	voice,	gesture	and	gait	from	voice	training	alone.	A	
unified	model	 for	all	 three	modalities	was	deployed	by	 considering	 the	 four	properties	of	
speed,	 intensity,	 irregularity	 and	 extent	 (SIRE)	 so	 that	 the	 emotional	 recognition	 was	 no	
longer	 context	 specific.	 Lim	 and	 Okuno	 assumed	 that	 human	 beings	 developed	 their	
recognition	 of	 affect	 displayed	 in	 body	 language	 by	 matching	 it	 to	 the	 corresponding	





both	 the	 training	 and	 testing	 process.	 Potential	 errors	 were	 identified	 when	 actors	
whispered	whilst	expressing	fear.	This	study	showed	potential	for	use	of	high-level	feature	
analysis	 instead	 of	 low	 level	 feature	 analysis	 to	 detect	 emotions,	 particularly	 when	 high	
success	rate	body	language	data	is	used.	
	
A	 number	 of	 studies	 on	 affective	 recognition	 from	 body	 posture	 and	movement	 rely	 on	










Kleinsmith	et	al.	 [47]	also	explored	the	 feasibility	of	 recognising	affective	states	of	players	








human	 recognition	 of	 emotions	 against	 machine	 recognition.	 Subsets	 one	 and	 two	 were	
used	 to	 compare	 the	agreement	between	 the	human	observations,	 and	 subset	 three	was	
used	as	the	training	data	and	subsequently	tested	against	subset	one.	An	agreement	rate	of	
66.7%	was	found	between	the	two	views	of	human	observation	and	machine	recognition.	










Laban	 sections	 of	 weight,	 time	 and	 flow;	 then	 translated	 combinations	 of	 these	 into	
sadness,	 joy,	 fear	 and	 anger.	 Fifteen	 20	 second	 recordings	 of	 waving	 patterns	 that	
demonstrated	happiness,	anger,	sadness	and	nervousness	were	captured	via	two	cameras.	
A	Neural	gas	algorithm	was	deployed	and	42	children	were	used	to	determine	the	ground	





Xiao	et	 al.	 [40]	 studied	 the	use	of	upper	body	gestures	 in	 the	 context	of	 virtual	 reality.	A	
wearable	 immersion	 cyberglove	 II	 captured	 hand	 gesture	 data	 and	 a	 Microsoft	 Kinect	
captured	 data	 on	 the	 arm	 and	 head	 posture.	 The	 action	 and	 gestures	 of	 confident,	 have	
question,	 object,	 praise,	 stop,	 succeed,	 weakly	 agree,	 call,	 drink,	 read	 and	 write	 were	







was	used	 to	 code	a	 comparison	 truth.	Kinect	 system	generated	a	3D	ellipsoid	model	of	 a	
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person’s	 static	 pose	 using	 the	 trunk	 and	 arm	 orientation	 towards	 the	 robot.	 Weka	 data	
mining	software	was	utilised	with	ten-fold	cross	validation.	Naïve	Bayes,	logistic	regression,	
random	 forest,	 k-nearest	 neighbour,	 Adaboost	 with	 Naïve	 Bayes,	 multilayer	 perceptron,	
support	 vector	 machine	 classifiers	 were	 used	 on	 300	 static	 poses	 from	 11	 different	






first	 experiment,	 the	 emotions	 of	 sadness,	 anger	 or	 happiness	 were	 prompted	 in	 their	
subjects	 by	 asking	 them	 to	 remember	 a	 time	 when	 they	 felt	 the	 emotion.	 The	 ground	
reaction	force	in	x,	y	and	z	dimensions	was	recorded	whilst	the	Subjects	walked	through	the	
test	zone.	This	data	was	then	fed	into	a	three-layer	neural	network.	The	system	was	trained	
on	 two	 thirds	 of	 the	 data	 and	 tested	 on	 the	 remaining	 third.	 For	 each	 individual	 they	
identified	 the	 emotion	 felt	 with	 an	 accuracy	 of	 80%.	 In	 the	 second	 experiment,	 subjects	
listened	to	either	calming	or	exciting	music,	or	no	music,	and	then	walked	through	the	test	
zone.	The	aim	was	to	identify	the	emotion	triggered	by	music.	In	this	experiment,	the	same	


























collected	 from	 a	motion	 capture	 system	 and	 thirteen	 demonstrators.	 The	 hand	 and	 arm	
dataset	 was	 collected	 independently	 from	 the	 full	 body	 data	 to	 prevent	 any	 confusion	












variety	 of	 dimensionality	 reduction	 techniques	 such	 as	 PCA,	 Fischer	 Discriminate	 Analysis	
(FDA),	 Functional	 supervised	 PCA	 (FSPCA)	 (with	 both	 a	 linear	 kernel	 and	 Gaussian	 radial	
basis	function	(GRBF)),	and	Functional	Isomap	was	then	applied.	Samadani	et	al.	tested	their	
algorithm	 against	 a	 hand	movement	 dataset	 and	 full	 body	movement	 dataset.	 The	 hand	




with	 the	 Linear	 FSPCA	 producing	 the	 highest	 recognition	 rate	 of	 96.7%	 on	 the	 hand	
movement.	The	algorithm	did	not	perform	as	well	on	full	body	motion	data	with	the	highest	













different	 stages,	 but	 then	 recombined	 with	 a	 different	 weighting	 given	 to	 the	 data	
associated	with	each	segment.	Their	work,	however,	could	also	be	applied	to	segmentation	
of	walking.	 In	both	studies,	Leave	One	Subject	Out	Cross	Validation	 (LOSO–CV)	 tests	were	
conducted	and	the	weighted	segment	approach	achieved	a	higher	accuracy	classifying	the	
motion	 as	 a	 whole	 action.	 Hence,	 some	 aspects	 of	 motion	 influenced	 the	 affect	
identification	 more	 strongly.	 In	 analysing	 time	 series	 such	 as	 gait	 data,	 the	 general	
assumption	 was	 that	 not	 all	 stages	 of	 walking	 equally	 contributed	 to	 the	 classification	
process.	 For	 example,	 raising	 the	 leg	 could	 provide	 more	 clues	 about	 the	 mood	 than	
lowering	the	leg.	Accordingly,	the	data	could	be	segmented	into	components	representing	










by	 deploying	 the	 temporal	 lobe	 approach	 compared	 to	 traditional	 deployment	 of	motion	
data.	
	
Bernhardt	 and	 Robinson	 [46]	 also	 showed	 the	 benefit	 of	 giving	 weightings	 to	 different	
segments	 of	 motion	 data	 in	 emotion	 recognition.	 They	 utilised	 a	 collection	 of	 knocking	
performed	 by	 30	 individuals	 in	 neutral,	 happy,	 angry	 and	 sad	 affective	 styles	 contained	
within	 the	 University	 of	 Glasgow	 motion	 capture	 database.	 The	 motion	 energy	 was	
calculated	by	a	weighted	 sum	of	 the	 rotational	 limb	 speeds	 to	detect	 the	emotion	of	 the	
individual.	 A	 set	 of	 accuracies	 ranging	 from	 50%	 to	 81%	 was	 achieved.	 This	 method,	
however,	 relied	 heavily	 on	 normalising	 the	 joint	 position	 data	 based	 on	 body	 size	 and	
known	 properties	 for	 that	 specific	 subject.	 For	 an	 unknown	 candidate,	 however,	 an	









Global	 features	 represent	 the	 overall	 characteristics	 of	 the	 posture	 rather	 than	 the	
properties	of	certain	key	points	on	the	posture.	Sanghvi	et	al.	 [35]	utilised	the	quantity	of	
motion	 and	 contraction	 index	 as	 global	 features.	 Quantity	 of	 motion	 was	 obtained	 by	
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subtracting	the	silhouette	of	the	subject	in	the	current	frame	from	the	previous	frame.	The	
difference	 in	 images	 represented	 how	much	movement	 had	 occurred.	 Contraction	 index	







effort,	 shape	and	 space),	 but	with	 focus	on	 the	effort	 and	 space	 components	only.	 Effort	
was	 broken	 down	 even	 further	 into	weight,	 time,	 space	 and	 flow	 factors	 and	 shape	was	
broken	down	into	shaping	and	shape	flow.	They	used	machined	based	recognition	to	extract	
the	 LMA	 components	 of	 ballet	 motion	 and	 made	 a	 comparison	 against	 the	 analysis	







techniques	 and	 classifiers	 [48].	 The	 Technische	 Universität	 München	 (TU	 München)	 gait	
database	 was	 utilised,	 which	 contained	 motion	 capture	 recordings	 of	 13	 male	 non-
professional	 actors	 demonstrating	 neutral,	 happy,	 sad	 and	 angry	 emotions.	 Initially,	 the	
motion	capture	data	was	applied	to	an	animated	puppet	in	order	to	determine	the	accuracy	
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in	 determining	 human	 emotions	 purely	 from	 the	 gait,	 without	 any	 influence	 of	 facial	
expressions	or	physique.	Human	observers	were	able	to	identify	emotions	portrayed	by	the	
puppet	 gait	with	 an	 average	 accuracy	 of	 63%.	 Karg	 et	 al.	 used	 velocity,	 stride	 length	 and	
cadence,	as	well	as	the	minimum,	maximum	and	mean	joint	angles	as	features.	The	feature	
space	was	transformed	using	three	different	methods:	principal	component	analysis	(PCA),	
kernel	 PCA	 (KPCA)	 and	 linear	 discriminant	 analysis	 (LDA).	 Three	 different	 classifiers	 were	
applied	 to	 each	 transformation,	 naïve	 bayes,	 nearest	 neighbour	 and	 a	 support	 vector	
machine,	to	categorise	the	emotion	based	on	the	data.	PCA	with	a	support	vector	machine	
classifier	 achieved	 the	 highest	 accuracy	 at	 69%.	 This	 was	 comparable	 to	 the	 accuracy	 of	




contentment,	 boredom,	 excitement	 and	obedience.	 These	 emotions	were	 chosen	 as	 they	
lied	at	the	extremes	of	the	PAD	model.	Using	the	same	SVM	from	data	from	all	joint	angles,	
the	 system	 produced	 an	 accuracy	 of	 88%	 for	 pleasure,	 97%	 for	 arousal	 and	 96%	 for	





Zacharatos	 et	 al.	 [25]	 applied	 Laban	 movement	 analysis	 to	 classify	 the	 emotions	 of	
candidates	playing	exergames.	 Thirteen	players	played	 sport	 games	 for	 30	minutes	on	an	
Xbox	with	 Kinect	whilst	 being	 recorded	 through	 an	 eight-camera	motion	 tracking	 system	
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and	a	separate	video	camera.	Ground-truth	was	determined	by	four	observers	labelling	the	
video	 footage.	 Out	 of	 the	 309	 clips	 recorded,	 only	 197	 were	 in	 agreement	 with	 the	
observers	and	were	hence	utilised.	For	 the	analysis,	 Zacharatos	et	al.	only	 considered	 the	
space	 and	 time	 motion	 factors	 of	 LMA.	 Concentration,	 meditation,	 excitement	 and	
frustration	were	recognised	with	an	overall	classification	accuracy	of	85.27%.	Motion	clips	
were	only	used	if	they	felt	the	subjects	exhibited	one	of	the	four	emotions	being	classified	
and	 if	 the	 four	 observers	 agreed	 on	 the	 portrayed	 emotion.	 The	 study	 did	 not	 take	 into	
account	a	range	of	other	emotions	that	may	be	misclassified	by	the	system.		
	
In	 their	 study,	 Woo	 Hyun	 et	 al.	 [37]	 proposed	 using	 an	 LMA	 to	 distinguish	 between	
emotions.	Microsoft	Kinect	was	deployed	to	study	20	points	on	the	body	considering	space,	
weight	and	time.	Flow	always	appears	in	a	state	of	motion	so	it	was	not	used.	Rejoicing	and	




McColl	et	al.	 [38]	set	out	to	 improve	social	robots	for	use	at	meal	times	 in	 long	term	care	
facilities.	They	recognised	the	need	for	a	caregiver	to	detect	the	emotions	of	their	patient	at	
meal	 times	 so	 that	 they	 can	 respond	 and	 interact	 appropriately.	 Body	 Posture	 and	
movements	 in	 a	 seated	 position	was	 utilised	 to	 determine	 affect.	 3D	 data	 from	 a	 Kinect	
system	was	deployed	 to	detect	different	body	 language	 features	 (e.g.	 speed	of	 the	body,	
bowing/stretching	of	 the	 trunk)	 to	classify	 the	valence	and	arousal	values	of	 the	subjects.	








Lourens	et	al.	 [55]	 studied	one	subject	performing	waving	 in	angry,	happy,	 sad	and	polite	
emotions,	discovering	that	they	each	produced	distinct	acceleration	profiles.	A	combination	
of	 skin	 colour	 tracking	and	motion	analysis	was	used	 to	view	 the	movement	of	hand	arm	








gestures	 (affect,	 emotion,	 and	 attitudes).	 Extraction	 of	 expressive	 features	 from	 human	
movement	was	carried	out	using	 the	EyesWeb	XMI	Expressive	Gesture	Processing	Library,	
utilising	head	and	hand	movements.	The	features	of	energy,	spatial	extent,	symmetry,	and	
forward-backward	 learning	 of	 head	 were	 used	 with	 PCA.	 They	 were	 able	 to	 rate	 the	





from	 dance	 image	 sequences.	 A	 camera	 captured	 four	 professional	 dancers	 freely	
performing	various	movements	of	dance	portraying	happiness,	surprise,	anger	and	sadness.	
They	 eliminated	 the	 background	 and	 extracted	 the	 number	 of	 dominant	 points	 on	 the	
boundary,	 the	 coordinates	 of	 centroid,	 the	 aspect	 ratio	 and	 the	 coordinates	 of	 rectangle,	
the	velocity	and	acceleration	of	each	feature.	Singular	value	decomposition	was	applied	to	
the	features	to	distinguish	those	that	were	reliable.	These	features	were	then	classified	into	
the	 emotion	 categories	 using	 a	 time	 delayed	 multi-layer	 perceptron.	 They	 were	 able	 to	
classify	the	emotions	with	an	average	accuracy	of	73%.	
	







different	 levels	 of	 difficulty	 was	 used.	 Because	 of	 their	 age,	 the	 participants	 they	 were	
unable	 to	 accurately	 identify	 their	 own	 levels	 of	 engagement.	 Instead	 Sanghvi	 et	 al.	 used	
three	 coders	 to	 manually	 label	 the	 different	 sections	 of	 video	 as	 either	 engaged,	 not	
engaged	or	unsure.	The	unsure	segments	were	discarded	in	order	to	remove	sections	of	the	
video	that	could	easily	confuse	the	machine.	In	order	to	measure	the	levels	of	engagement,	
Sanghvi	et	al.	used	 features	of	body	 lean	angle,	a	 slouch	 factor,	quantity	of	motion	and	a	
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A	combination	of	 local	and	global	 features	was	deployed	 in	object	recognition	[57],	action	
recognition	 [58]	 and,	 more	 recently,	 in	 facial	 expression	 recognition	 with	 encouraging	
results	 [59].	 In	 spite	 of	 rigorous	 search,	 no	 report	 of	 the	 application	 of	 this	 approach	 to	
automatic	affective	recognition	from	gait	and	posture	was	found	in	the	literature.		
	
Siddiqi	 and	 Vincent	 [60]	 deployed	 a	 combination	 of	 global	 and	 local	 features	 in	 writer	
identification	of	handwriting.	They	recognised	that	previous	techniques	were	classified	into	
global	 and	 local	 approaches,	 which	 contained	 different	 information.	 Global	 methods	
examined	 the	 overall	 look	 and	 feel	 of	 writing,	 whereas	 local	 methods	 utilised	 localised	
features	 of	writing	which	were	different	 to	 each	user.	 By	 combining	 these	 two	 groups	of	
features	they	were	able	to	effectively	identify	the	writer.			
	
He	 et	 al.	 [61]	 examined	 the	 detection	 of	 license	 plates	 from	 video.	 Previous	 detection	
systems	classified	the	license	plates	based	on	local	Haar-like	features	that	could	identify	an	
object	within	a	complex	backgrounds	invariant	to	colour,	illumination,	position	or	size	of	the	
object.	 [61].	Using	 these	Haar-like	 features,	 however,	 resulted	 in	 the	 classifiers	 becoming	
very	large,	leading	in	turn	to	complexity	and	instability.	In	order	to	overcome	this	deficiency,	










Spatio-temporal	 cuboids	were	deployed	 for	 their	 local	 features,	 and	 silhouette	 projection	
histograms	 for	 their	 global	 feature.	 They	 showed	 that	 using	 local	 and	 global	 features	 on	




Bosch	 et	 al.	 [62]	 examined	 the	 automatic	 detection	 of	 food	 items.	 Local	 colour,	 local	
entropy	 colour,	 Tamura	perceptual	 features,	Gabor	 filters,	 SIFT	descriptor,	Haar	wavelets,	
Steerable	filters,	and	DAISY	descriptor	for	a	patch	around	the	point	of	 interest	 in	the	food	
item	were	deployed	as	local	features.	The	average	of	colour	statistics,	entropy	statistics,	and	
predominant	 colour	 statistic	 across	 the	 whole	 image	 were	 utilised	 as	 global	 features.	 A	











and	 2013.	 Accuracy	 of	 90	 studies	 were	 reported	 on,	 including	 both	 uni-modal	 and	
multimodal	 approaches	 to	 affective	 recognition	 so	 that	 the	 two	 approaches	 could	 be	
compared	 without	 taking	 into	 account	 the	 individual	 aspects	 of	 the	 studies.	 Their	 study	
included	 different	 combinations	 of	 multimodal	 systems	 using	 information	 from	 the	 face,	
voice,	text,	physiology,	and	body.	Most	of	these	studies	used	a	combination	of	two	or	more	
modalities,	 but	 sometimes	 they	 used	 three	 or	 more.	 D’mello	 and	 Kory	 found	 that	 a	
multimodal	 approach	 to	 affective	 recognition	 consistently	 performed	 better	 than	 a	 uni-









not	 obstructing	 each	 other.	 The	 emotions	 of	 disgust,	 happiness,	 surprise,	 anger,	 happy-
surprise,	 fear,	 sadness	 and	 uncertainty	 were	 studied.	 For	 upper	 body	 information,	 body	
action	units	were	utilised	containing	classes	of	emotions	that	a	posture,	or	combination	of	




The	 system	 would	 therefore	 give	 extra	 weighting	 to	 the	 recognition	 of	 either	 of	 these	
emotions	portrayed	 in	 facial	expressions.	Body	modality	was	used	as	an	auxiliary	mode	 in	
their	 system	 to	 combine	 with	 facial	 recognition.	 Facial	 recognition	 and	 body	 posture	
recognition	were	first	 trained	separately	and	then	trained	together.	A	variety	of	classifiers	
were	 tested	with	BayesNet	providing	 the	best	 results	 for	 the	 face	and	C4.5	providing	 the	
best	results	for	body	posture.	Gunes	and	Picardi	were	able	to	increase	the	recognition	rate	
using	 facial	 information	 from	 72.83%	 to	 89.8%.	 They	 repeated	 the	 results	with	 Adaboost	









correction	analysis	 (CCA).	 In	 a	 single	modality	 alone,	 the	 system	achieved	72.6%	accuracy	
from	body	gestures	and	79.2%	accuracy	 from	facial	 recognition.	When	the	two	modalities	
were	 combined	 using	 canonical	 correction	 analysis,	 the	 system	 reached	 an	 accuracy	 of	
88.5%.	
	
Gunes	and	Picardi	 [29]	also	 investigated	the	difficulty	of	combining	emotional	 information	
from	 face	 and	 body	 modality	 when	 they	 had	 a	 temporal	 relationship	 but	 were	 not	
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necessarily	 synchronous.	 Body	modality	 was	 found	 to	 follow	 the	 facial	 modality	 in	 time,	
even	 though	 they	 appear	 to	 occur	 simultaneously.	 They	 proposed	 that	 since	 each	 of	 the	
feature	vectors	from	the	face	and	body	had	distinct	set	phases	(neutral-onset-apex-offset-
neutral)	 in	 a	 set	 order,	 then	 they	 could	 phase	 synchronise	 the	 apex	 from	 each	modality	
together.	 The	authors	were	not	 able	 to	 identify	 a	 suitable	database	at	 the	 time	and	 they	
created	their	own	database	(FABO).	Then	different	actors	using	a	scenario	approach	where	
they	provided	the	actors	with	a	short	scenario	that	outlined	an	emotion-eliciting	situation	
and	 then	 asked	 them	 to	 act	 as	 if	 they	were	 in	 this	 situation.	 The	 actors’	 responses	were	
recorded	 by	 two	 cameras,	 one	 for	 the	 face	 and	 another	 for	 the	 body	 against	 a	 plain	
coloured	 background	 to	 help	 the	 detection.	 Anger,	 anxiety,	 boredom,	 disgust,	 fear,	
happiness,	negative	surprise,	positive	surprise,	uncertainty,	puzzlement,	and	sadness	were	
examined.	 Frames	 from	 the	 face	 and	 body	 modalities	 were	 first	 classified	 into	 temporal	
segments,	 and	 the	 feature	 vectors	 from	 the	 apex	 frames	were	 used	 in	 the	 classification.	
Gunes	 and	Picardi	 classified	 these	 emotions	 using	 a	 variety	 of	 both	 frame	 and	 sequence-
based	classifiers.	Individual	frames	were	classified,	then	either	feature	level	or	decision	level	
fusion	was	performed.	 In	 feature	 level	 fusion,	 the	apex	 feature	vectors	 from	the	 face	and	
body	 were	 paired	 together	 and	 fed	 into	 a	 classifier	 for	 bimodal	 affect	 recognition.	 In	
decision	 level	 fusion,	 the	 two	 modalities	 were	 classified	 separately,	 then	 decision-level	
fusion	 provided	 the	 eventual	 bimodal	 affective	 recognition.	 Although	 Gunes	 and	 Picardi	
expected	 the	 face	 to	 be	 the	 primary	modality,	 experiments	 prove	 this	 assumption	wrong	
and	 they	 achieved	 a	 confidence	 level	 of	 0.3	 for	 the	 face	 modality	 and	 0.7	 for	 the	 body	
modality.	 For	 the	 body	modality,	 they	 focussed	 on	 emotions	 generated	with	 one	 or	 two	
hands,	 head,	 shoulders	 or	 combinations	 of	 these.	 For	 uni-modal	 approaches,	 they	 only	
obtained	a	success	rate	of	35.22%	for	facial	expressions	and	76.87%	for	body	gestures.	With	
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and	body	modalities.	 The	 categories	 of	 anger,	 anxiety,	 boredom,	disgust,	 joy,	 puzzlement	




Chen	 et	 al.	 [64]	 also	 considered	 fusing	 together	 information	 from	both	 facial	 expressions	
and	 body	 cues	 with	 a	 temporal	 relationship.	 An	 alternative	 method	 was	 proposed	 to	
compensate	for	complicated	real	time	processing.	A	motion	history	image	(MHI),	consistent	






overcome	 the	 significant	 variation	 in	 time	 resolutions	 of	 expressions.	 Classification	 was	
performed	by	a	SVM	with	an	RBF	kernel.	They	also	used	the	FABO	database	[29].	Two	thirds	
of	 the	data	was	used	as	 training	and	 the	other	 third	 for	 testing.	Chen	et	 al.	were	able	 to	
achieve	 an	 accuracy	of	 73%	 for	 combined	 facial	 expressions	 and	body	 gestures.	Although	
this	was	a	lower	accuracy	than	that	recorded	by	Gunes	and	Picardi,	Chen	et	al.	believed	that	
it	 was	 a	 more	 appropriate	 approach	 for	 real-time	 processing	 as	 it	 did	 not	 rely	 on	 facial	
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learning	 (MCMKL)	 based	 fusion	 approach	 in	 order	 to	 avoid	 any	 contamination	 from	 less	
discriminating	 features,	 as	 the	 margin	 could	 measure	 the	 discriminating	 power	 of	 each	
feature.	 After	 determining	 the	 base	 features,	 one	 vs	 one	 classifier	 is	 trained	 using	 the	
optimally	 combined	 kernel	 and	 evaluated	 on	 the	 FABO	database	 [29].	 The	 facial	 features	
image-HOG	and	MHI-hog	are	extracted	as	well	as	body	gesture	features	of	location,	motion	
area,	 image-HOG	 and	 MHI-HOG.	 As	 applied	 in	 [64],	 each	 expression	 is	 segmented	 into	
onset,	 apex,	 offset	 and	 neutral	 phases,	 and	 a	 temporal	 normalisation	 procedure	 is	




own	 database	 of	 ten	 people	 (non-actors)	 pronouncing	 a	 sentence	 while	 making	 eight	
different	 emotional	 expressions	 (anger,	 despair,	 interest,	 pleasure,	 sadness,	 irritation,	 joy	
and	pride)	was	utilised.	These	eight	emotions	were	chosen	as	they	were	equally	distributed	
within	 the	 valence	 and	 arousal	 space.	 The	 demonstrators	 belonged	 to	 five	 different	





deformation	 against	 a	 neutral	 frame.	 These	 FAPs,	 along	 with	 their	 calculated	 confidence	
levels	were	used	to	provide	the	facial	expression	estimation.	For	body	gestures,	Kessous	et	
al.	 used	 the	 EyesWeb	 expressive	 gesture	 processing	 library	 to	 extract	 the	 quantity	 of	
motion,	 contraction	 index	 of	 the	 body,	 velocity,	 acceleration	 and	 fluidity	 of	 the	 hands	
barycentre.	For	speech	features,	a	set	of	features	based	on	intensity,	pitch,	Mel	frequency	
cepstral	coefficient,	Bark	spectral	bands,	voice	segmented	characteristics	and	pause	length	
were	 utilised.	 The	 same	 classifier,	 BayesNet	 from	 the	 WEKA	 toolbox,	 was	 used	 on	 all	
classification	in	order	to	compare	unimodal,	bimodal	and	multimodal	system	performance.	
Kessous	et	al.	explored	both	the	use	of	feature	level	fusion	and	decision	level	fusion	for	the	






a	 multimodal	 system	 looking	 at	 information	 from	 speech,	 facial	 and	 body	 gestures	
combined	with	a	feature	level	future	fusion	method.	This	resulted	in	an	overall	accuracy	of	
78.3	 %.	 It	 is	 worth	 noting	 that	 the	 poorest	 emotion	 recognition	 is	 for	 despair,	 with	 an	
accuracy	of	53.33%,	whereas	the	other	emotions	each	had	a	recognition	rate	of	more	than	
70%.	 The	 decision	 level	 approach	 for	 multimodal	 recognition	 produced	 an	 accuracy	 of	
74.6%.	Bimodal	approaches	also	achieved	more	accurate	results	than	a	uni-modal	approach	
with	an	accuracy	of	62.5%	for	speech	and	face	modalities	and	75%	for	speech	and	gesture	
modalities.	 However,	 the	 accuracy	 of	 65%	 for	 facial	 expression	 and	 gesture	 did	 not	




















A	 number	 of	 studies	 were	 used	 to	 identify	 the	 emotions	 of	 subjects	 acting	 out	 various	
situations,	 though	 professional	 actors	 were	 not	 consistently	 used.	 The	 majority	 of	 the	











emotions,	 such	as	 the	studies	 ([47],	 [39])	performed	on	emotions	displayed	whilst	playing	
video	games.		
	
Both	 the	 number	 of	 actors	 and	 observers	 used	 in	 the	 databases	 and	 datasets	 deployed	
within	literature	are	quite	small	compared	to	what	is	currently	used	within	facial	expression	
databases.	These	low	numbers	decrease	the	reliability	of	any	result	obtained,	as	any	outlier	
of	 performance	 or	 opinion	 of	 the	 actors	 and	 observers	 has	 a	 large	 effect	 on	 the	 overall	













any	 special	 equipment	 in	 some	 studies,	 whereas	 other	 studies	 use	 wearable	 sensors	 or	
motion	suits,	and	multiple	cameras.	Hence,	intensive	computation	of	data	in	real	time	is	not	
possible.	 The	 latter	methods	 provide	 a	 better	 outcome	 but	 the	 ultimate	 goal	 is	 to	 apply	
affective	perception	in	real	time.	The	differences	in	approach	are	barriers	to	more	effective	




The	cited	works	used	different	databases	and	datasets	 that	 increased	 the	complexity	of	a	
comprehensive	 comparison	 between	 them.	 Several	 studies	 deployed	 the	 FABO	 database	
but	they	only	used	a	specific	selection	from	the	database	rather	than	the	whole	set.	Since	
each	 study	used	 its	 own	dataset	 and	data	 detection	method,	 comparing	 the	 analysis	 and	
classification	methods	can	be	difficult.	 Studies	 that	use	a	common	data	 set	and	detection	
method	 need	 to	 be	 undertaken	 to	 enable	 comparison	 of	 the	 various	 processing	 options	
(including	 raw	 data)	 to	 determine	 their	 comparative	 effectiveness.	 Comparing	 classifiers	




It	 is	 evident	 from	 the	 literature	 that	 machine	 based	 affective	 recognition	 from	 gait	 and	
posture	 is	 at	 an	 early	 stage	 of	 its	 development.	 The	 evidence	 produced	 by	 the	 studies	
presently	supports	the	conclusion	that	using	gait	alone	may	not	produce	results	which	are	
as	 accurate	 as	 those	 obtained	when	multimodal	 information	 is	 used.	 But,	 the	 studies	 on	
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multiple	modalities	 indicate	that	using	body	cues	still	provide	strong	performance	and	can	
be	 added	 to	 further	 improve	 facial	 and	 voice	 recognition.	 Underperformance	 of	 one	
modality,	however,	can	decrease	the	overall	accuracy	of	the	system	as	shown	by	Gunes	and	
Picardi	 [63].	 Therefore,	 improving	 body	modalities	will	 in	 turn	 increase	multiple	modality	
results	and	overall	affect	recognition	accuracy.		
	
As	 seen	 in	 the	 literature,	 moderately	 strong	 performance	 can	 be	 achieved	 with	 local	
(Section	2.4	&	2.5)	 or	 global	 features	by	 themselves	 (Section	2.6).	A	 combination	of	 local	
and	global	features	was	utilised	in	object	recognition	[57],	action	recognition	[58]	and,	more	
recently,	 in	 facial	 expression	 recognition	with	encouraging	 results	 [59].	 To	date,	however,	
this	approach	is	not	applied	to	automatic	affective	recognition	from	gait	and	posture.		
	
In	 this	 thesis,	 the	 performance	 the	 classifiers	 using	 of	 a	 combination	 of	 local	 and	 global	
features	 was	 studied.	 More	 specifically,	 the	 local	 features	 of	 Kapur	 [26]	 and	 the	 global	
features	 used	 by	 Zacharatos	 [25]	 were	 deployed	 in	 our	 analysis.	 The	 effect	 of	 additional	
global	 features	 that	 could	 further	 improve	 the	 performance	 of	 the	 classifier	 were	 also	
considered.	Overall,	four	datasets	were	deployed,	Kapur’s	local	features,	Zacharatos’	global	










The	 previous	 work	 on	 automatic	 affect	 recognition	 from	 gait	 are	 based	 on	 only	 local	 or	
global	 features,	 in	 isolation	 from	 each	 other.	 Local	 features	 are	 the	 characteristics	
associated	with	 specific	 locations	 in	 a	 pattern	 or	 an	 image.	Global	 features,	 on	 the	 other	
hand,	represent	the	characteristics	associated	with	all	the	points	 in	a	pattern	or	an	image.	
Although	 applied	 in	 other	 areas,	 there	 are	 no	 reports	 in	 the	 literature	 on	 the	 automatic	
affect	 recognition	 from	 gait	 utilising	 a	 combination	 of	 local	 and	 global	 features.	 In	 this	
thesis,	 the	 effectiveness	 of	 combining	 these	 two	 categories	 of	 features	 in	 increasing	 the	
accuracy	of	affect	recognition	is	explored.	The	local	feature	approach	developed	by	Kapur	et	
al.	 [26]	 (referred	 to	 as	 Kapur	 local	method)	 and	 the	 global	 feature	method	 proposed	 by	




rely	 heavily	 on	 Laban	 Movement	 Analysis	 [54],	 which	 is	 described	 in	 Section	 3.3.	 The	
Zacharatos	Global	method	is	outlined	in	Section	3.4.	The	theoretical	framework	behind	the	
expected	 improvement	 of	 combining	 local	 and	 global	 features	 into	 a	 single	 classifier	 is	
described	 in	 Section	 3.4.	 Section	 3.5	 outlines	 the	 additional	 features	 that	 are	 introduced,	
and	 the	 reasoning	 behind	 the	 resulting	 expected	 improvement.	 Finally,	 a	 detailed	








demonstrated	 the	 high	 potential	 of	 automatically	 detecting	 emotions	 through	 the	 use	 of	
body	movements.	A	VICON	Motion	System	was	used	to	capture	14	reference-point	markers	
placed	on	five	different	subjects.	The	participants	acted	out	 four	basic	emotions	 (sadness,	
joy,	 anger	 and	 fear).	 The	 VICON	 Motion	 Capture	 system	 recorded	 human	 movement	





was	 reconstructed	 to	 represent	 the	 velocity	 and	 acceleration.	 The	 mean	 and	 standard	






















Human	 movement	 is	 purposeful	 and	 intentional	 to	 satisfy	 a	 need.	 Thus,	 there	 are	 clear	












In	 Laban’s	 approach	 to	 the	 analysis	 of	 movement,	 all	 aspects	 of	 motion	 are	 analysed	 at	
































































Shape	 Flow,	Directional	Movement	 and	 Shaping/Carving.	 Shape	 Flow	 is	 a	measure	 of	 the	
size	that	the	torso	grows	or	shrinks,	and	the	opening	and	closing	of	body	limbs.	Directional	












































with	Kinect	whilst	being	 recorded	 through	an	eight-camera	motion	 tracking	 system	and	a	
separate	video	camera.	After	recording,	small	motion	clips	less	than	two	seconds	long	were	










The	 space	 feature	 vector	 was	 a	 combination	 of	 the	 change	 in	 head	 height	 and	 the	
prospective	 focus.	 The	 change	 in	 head	 height	 was	 calculated	 as	 a	 percentage	 and	 was	
referred	to	as	the	percentage	of	narrowing	down,	as	shown	in	equation	1.		
	
!"# = (&'()*)+,-.+/ −	&)/&'()*)+,-.+/ 	 (1)	
	 	
The	 dot	 product	 of	 the	 face	 features	 with	 the	 four	 extremity	 vectors	 represent	 the	
prospective	focus	of	the	movement	relative	to	a	given	point,	as	shown	in	equations	2	and	3.	
4 = {67+(/, 97+(/, 6:;;*, 9:;;*}	 (2)	
	
∀> ∈ 4, @ ∙ >	 (3)	
	
Together,	 these	 parameters	 form	 the	 components	 of	 the	 Space	 feature	 set,	 as	 shown	 in	








PND	 (&'()*)+,-.+/ −	&)/&'()*)+,-.+/ 	
DotLhandDirect	 @ ∙ 67+(/ 	
DotRhandDirect	 @ ∙ 97+(/ 	
DotLfootDirect	 @ ∙ 6:;;*	






































achieved	 in	 the	 previous	 work	 only	 through	 the	 use	 of	 either	 local	 features	 or	 global	
features.	 Local	 features	 examine	 movements	 within	 individual	 joints,	 whereas	 global	
features	examine	the	movement	of	the	whole	body	as	a	single	entity.		
	
As	 shown	 in	 a	 variety	 of	 contexts	 in	 Section	 2.7,	 combining	 the	 local	 and	 global	 features	
results	 in	 improved	 classification	 models.	 The	 model	 of	 global	 features	 used	 within	 this	
study	relies	on	LMA.	The	fifth	principal	stated	by	Moore	and	Yamamoto	[67]	underlying	LMA	





In	 Zacharatos	 global	 method,	 only	 two	 subsections	 of	 the	 Effort	 LMA	 component	 were	
utilised.	 In	 Kapur	 local	 method,	 the	 features	 describing	 the	 actual	 positions	 of	 the	 body	
parts	corresponding	to	the	Body	component	of	LMA	were	used.	By	deploying	a	combination	







used	 in	 Zacharatos	 global	 and	Kapur	 local	methods.	 In	 addition,	 each	 component	of	 LMA	
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contains	multiple	subsections,	which	are	not	all	utilised	 in	 the	 features	deployed	 thus	 far.	
Following	the	extraction	of	the	combination	feature	set,	we	employed	additional	features	to	




within	 the	 existing	 features.	 The	 features	 used	 by	 Hachimura	 et	 al	 were	 deployed	 to	
represent	 the	weight	 component	 of	 Effort,	 and	 the	 shape-flow	 component	 of	 Shape.	 The	








Weight	was	 also	 ignored	 because	 of	 its	 similarity	 to	 the	 velocity	 local	 feature.	 This	 study	
proposes	that	the	least	computationally	 intensive	method	for	calculating	the	shape	flow	is	
using	a	rectangular	parallelepiped	enclosing	the	whole	body	as	shown	in	Figure	7.	The	size	























centre^ − left^ − centre^ − right^
right^ − left^
	 (6)	




The	 classifiers	 are	 algorithms	 applied	 to	 the	 motion	 data	 for	 analysis	 and	 classification.	
More	 specifically,	 in	 affect	 recognition,	 these	 algorithms	 determine	 what	 features,	 or	
combinations	of	 features,	 can	be	used	 to	most	 accurately	predict	 the	associated	emotion	
category.	 In	this	section,	a	brief	outline	of	 the	most	commonly	used	classifiers	 in	machine	
based	 affect	 recognition	 is	 provided;	 alongside	 their	 advantages,	 disadvantages	 and	 an	



























BayesNet	 classifier	 is	 an	 implementation	 of	 a	 Bayesian	 Network	 algorithm.	 A	 Bayesian	
Network	is	a	graphical	model	that	represents	a	set	of	variables	that	have	dependence	upon	










The	 joint	probability	distribution	of	 this	network	 in	 Figure	8	 can	be	determined	using	 the	
product	 rule	 of	 probability	 based	 upon	 the	 product	 of	 conditional	 probabilities,	 as	
demonstrated	by	(7)	[77].		
	




distribution	 of	 a	 Bayesian	 network	 with	 K	 nodes	 is	 shown	 in	 Equation	 8	 [77],	 where	 pak	
denotes	the	set	of	parent	notes	of	xk,	and	the	input	data	x	=	{x1,	…,	xk}.	










Naïve	 Bayes	 classifier	 utilises	 Bayes	 Theorem	 under	 the	 assumption	 that	 features	 are	
independent,	as	shown	in	Figure	9.	It	requires	only	a	small	amount	of	training	data,	 is	fast	
and	 easy,	 and	 performs	 reasonably	 well.	 However,	 since	 it	 assumes	 that	 features	 are	


































In	MLP,	 initially,	 the	 input	 variables	 are	 linearly	 combined	with	 input	 biases	 and	weights.	
The	 result	 is	 then	 transformed	 using	 hidden	 units	 comprising	 differentiable	 non-linear	
activation	 functions,	 such	as	a	 logistic	 sigmoid	or	 the	 ‘tanh’	 functions.	These	hidden	units	
are	 again	 linearly	 combined	 together	 and	 transformed	 through	 an	 appropriate	 activation	






















































∅p > = ℎ(∥ > − xp ∥)	 (11)	
	
The	 goal	 is	 to	 find	 a	 smooth	 function	 f(x)	 for	 a	 set	 of	 input	 vectors	 (x1,	 ….,xn)	 and	
corresponding	 target	 values	 {t1,	 …	 ,	 tn)	 so	 that	 f(xn)	 =	 tn	 for	 n	 =	 1,…,N.	 This	 is	 achieved	
through	radial	basis	functions	centred	on	every	data	point,	as	shown	in	equation	12	[77].	























n |ÄÅ( Ç( n














nearest	 neighbour	 algorithm	 (right).	 It	 is	 a	 very	 simple	 classifier	 that	 can	work	well	 with	










The	k-nearest	neighbour	classification	algorithm	as	explained	by	Tan	et	al.	 [1]	 is	 shown	 in	
Figure	 14.	 The	 k	 number	 of	 nearest	 neighbours	 is	 determined	by	 calculating	 the	 distance	
between	each	 test	 point	 [z=(x,y)]	 and	every	 training	data	point	 [(x,y)	Î	D].	Majority	 class	
voting	is	performed	on	these	k	nearest	neighbours	to	determine	the	class	of	the	test	point,	
as	shown	in	equation	14	[1].	
















Let k be the number of nearest neighbours and D be the set of training examples 
for each test example z = (x', y') do 
 Compute (d(x', x), the distance between z and every example, (x,y)ÎD. 
 Select Dz Í D, the set of k closest training examples to  
 m′	 = 	 arg	max
ä
∑ ã(å = m))(çé,èé)∈êë  
end for 





























 if stopping_cond(E,F) = true then 
  leaf = createNode(). 
  leaf.label = Classify(E). 
  return leaf. 
 else 
  root = createNode() 
  root.test_cond = find_best_split(E,) 
  let V = {v|v is a possible outcome of root.test_cond } 
  for each v Î V do 
   Ev = {e | root.test_cond()  = v and e Î E}. 
   child =  TreeGrowth(Ev, F). 
   add child as descendent of root and label the edge ( root®child) as v 
  end for 
 end if 
 return root 








resistant	 to	 over	 fitting.	 The	 large	 collection	 of	 trees,	 however,	 can	make	 it	 slow	 for	 real	
time	processing.	The	upper	generalisation	error	bound	of	Random	Forest	converges	towards	














According	 to	 equation	 16	 [1],	 an	 increase	 in	 correlation	 between	 trees	 produces	 an	









also	 tested	 in	 this	 work	 as	 an	 alternative	 approach	 as	 it	 also	 demonstrates	 substantial	
accuracy	 in	this	research.	 J48	Graft	 is	similar	to	the	J48	algorithm	but	utilises	grafts	which	
adds	nodes	 to	 reduce	 the	prediction	error.	Grafting	 is	a	post	processing	 technique	 that	 is	
applied	 to	 decision	 trees	 to	 remove	 branches	 that	 either	 occupies	 space	 not	 contained	






























The	 Kapur	 local	 method	 and	 Zacharatos	 global	 method	 underlying	 our	 approach	 was	
outlined.	A	background	to	the	LMA	model	was	provided	and	the	theoretical	reasoning	was	
presented	 to	 justify	 the	 combination	 of	 local	 and	 global	 features	 into	 a	 single	 classifier.	









The	 experimental	 approach	 undertaken	 in	 our	 research	 is	 presented	 in	 this	 chapter.	 This	
includes	 the	hardware,	 software	 and	 techniques	 used	 to	 record	 and	 extract	 the	 features,	
and	 to	 classify	 the	 motion	 data.	 The	 hardware	 deployed	 to	 capture	 the	 motion	 data	 is	
described	 in	 Section	 4.2,	 and	 the	 data	 recording	 process	 is	 outlined	 in	 Section	 4.3.	 The	
software	utilised	to	record	and	store	the	data	is	described	in	Section	4.4	whilst	Section	4.5	
explains	 the	 methods	 used	 to	 extract	 and	 store	 the	 features	 from	 the	 data,	 ready	 for	
classification.	 The	 classification	 software	 toolbox	 is	 presented	 in	 Section	 4.6;	 and	 the	















does	not	 require	any	emitters	or	external	 cameras	 [88].	 The	MVN	system	utilises	17	MTx	














The	 initial	 location	 and	 orientation	 of	 these	 sensors	 are	 determined	 by	 a	 combination	 of	
measured	 body	 dimensions	 and	 initial	 alignment	 calibrations.	 For	 each	 subject,	
measurements	are	taken	of	the	body	height,	shoe	size,	arm	span,	hip	height,	knee	height,	
ankle	 height,	 hip	 width,	 shoulder	 width	 and	 the	 shoe	 sole	 thickness.	 Based	 on	 these	
measurements,	 the	 location	of	 the	 joints	 and	 sensors	 are	 estimated	by	 the	MVN	 system.	














Joint	 origins	 are	 determined	 based	 on	 the	 anatomical	 frame,	 and	 are	 described	 in	 the	













translates	 data	 obtained	 from	 the	 sensors	 into	 a	 23	 segment	 biomechanical	 model.	 The	











Figure 22 - X-Sens MVN Anatomical Landmarks 	[2]	
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During	the	motion,	 integration	drift	can	occur	within	the	data	due	to	sensor	noise,	sensor	
signal	 offset	 and	 sensor	 orientation	 errors.	 This	 is	 continuously	 corrected	 based	 on	 the	
biomechanical	 characteristics	 of	 the	 human	body.	 Joint	 characteristics	 and	 contact	 points	
are	used	 to	constrain	 the	position	and	 the	velocity.	An	additional	magnetic	 field	 sensor	 is	








The	 XSens	 MVN	 system	 deploys	 an	 Extended	 Kalman	 Filter	 (EKF)	 [89]	 to	 estimate	 and	
correct	 the	drift	 in	measurements.	The	EKF	compares	 the	estimated	orientation	based	on	
accelerometer	 data,	 inbuilt	 magnetometers	 measuring	 the	 deviation	 from	 the	 earth’s	





The	 kinematics	 data	 utilised	 in	 this	 work	 was	 produced	 at	 the	 Centre	 for	 Intelligent	
Mechatronic	Research	(CIMR)	at	University	of	Wollongong,	Australia	[90].	Nine	actors	(five	





with	 the	phone	on	 it	was	 the	 first	phase,	 the	actor	 reading	 the	 received	SMS	 formed	 the	









only	 the	motion	data	 recorded	 in	 the	 third	phase	was	used,	which	consisted	of	 the	acted	
emotion.	There	was,	however,	data	corruption	that	occurred	within	three	recordings	(2	Joy	















via	 the	 MVN	 Studio	 Program.	 This	 software	 package	 provides	 simulation	 of	 the	 motion	
capture	files	for	verification,	as	shown	in	Figure	25.	MVN	Studio	can	trim	recordings,	view	


















export	 the	 following	 parameters	 for	 each	 segment:	 orientation,	 position,	 velocity,	


























columns.	 The	 number	 of	 rows	 varied	 depending	 on	 the	 number	 of	 frames	 within	 the	
recording.	 These	 arrays	 could	 then	 be	 used	 to	 calculate	 the	 appropriate	 features.	 The	
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calculated	features	were	exported	into	a	CSV	file	format	were	read	by	the	classifier.	In	the	









[27]	 was	 used	 for	 classification	 (Figure	 27).	 WEKA	 is	 a	 graphical	 user	 interface	 based	
software	consisting	of	a	collection	of	machine	learning	algorithms.	It	was	developed	by	the	




WEKA	 allows	 us	 to	 quickly	 experiment	 on	 a	 variety	 of	 datasets	 using	 a	 range	 of	 learning	
algorithms.	 The	 Graphical	 User	 Interface,	 WEKA	 Explorer	 shown	 in	 Figure	 27,	 allows	 a	



















the	 standard	 deviation	 of	 position,	 velocity	 and	 acceleration	 of	 each	 of	 the	 markers.	 A	




vü†°hN, vü†°h^, vü†°h¢,vü†°qN, vü†°q^, vü†°q¢, …	vü†°q§N, vü†°q§^, vü†°q§¢, *)•.h
vü†°hN, vü†°h^, vü†°h¢,vü†°qN, vü†°q^, vü†°q¢, …	vü†°q§N, vü†°q§^, vü†°q§¢, *)•.q


























The	 eye	 direction	 was	 determined	 using	 the	 shoulder	 and	 head	 position,	 as	 shown	 in	
equations	25-34,	for	deployment	in	the	face	feature	vectors.		
àç = dáú7.+/ç − dáú®ß7;©,/ç	 (25)	
àè = dáú7.+/è − dáú®ß7;©,/è	 (26)	
à™ = dáú7.+/™ − dáú®ß7;©,/™	 (27)	
ḉ = dáú7.+/ç − dáú¨ß7;©,/ç	 (28)	
è́ = dáú7.+/è − dáú¨ß7;©,/è	 (29)	
™́ = dáú7.+/™ − dáú¨ß7;©,/™	 (30)	
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jmõç = àè ∗ ™́ − à™ ∗ è́	 (31)	
jmõè = àç ∗ ḉ − àç ∗ ™́	 (32)	
jmõ™ = àç ∗ è́ − àè ∗ ḉ	 (33)	






ÆáÇ6ieÅØÆÄbõ∞Ç = @ ∙ !áú¨-+(/ 	 (35)	
ÆáÇ9ieÅØÆÄbõ∞Ç = @ ∙ !áú®-+(/ 	 (36)	
ÆáÇ6@ááÇÆÄbõ∞Ç = @ ∙ !áú¨±;;*	 (37)	
ÆáÇ9@ááÇÆÄbõ∞Ç = @ ∙ !áú®±;;*	 (38)	
	
The	velocity,	acceleration	and	jerk	of	the	four	extremities	were	calculated	as	a	single	vector,	
rather	 than	one	 for	each	dimension.	A	 sample	calculation	of	velocity	 for	 the	 right	hand	 is	
shown	in	Equation	39.		
9ieÅØàõñ = 	 [|õeÅ åõñ®-+(/ç ]q + [|õeÅ åõñ®-+(/è ]q + [|õeÅ åõñ®-+(/™ ]q	 (39)	
	
This	velocity	calculation	was	repeated	for	each	of	the	other	three	extremities.	Additionally,	










































WeightO = WeightO∏ππ∫ + WeightOªπ† +WeightO
ºOP°†Ω	 (42)	
where	
	 WeightO∏ππ∫ = 	 aΩVO∏ππ∫
∂
	

















4ℎedõ@ñán = Öe>ç¿;ß − ÖÄÅç¿;ß ∗ Öe>è¿;ß − ÖÄÅè¿;ß
∗ Öe>™¿;ß − ÖÄÅ™¿;ß 	
(43)	
	 	
Shape-flow	 was	 created	 for	 each	 frame	 and	 stored	 in	 an	 array.	 The	mean	 and	 standard	
deviation	of	this	area	was	calculated	and	stored	as	a	feature	for	each	motion	data	file.	
	
Shaping	 was	 determined	 by	 the	 change	 of	 the	 root	 marker	 in	 the	 y-axis	 and	 z-axis.	 The	
variance	of	the	root	marker’s	motion	data	was	calculated,	as	shown	in	equations	44	and	45.	
	
4ℎedÄÅ{_m = àebÄeÅ∞õ(bááÇè)	 (44)	


















The	 local	 features	outlined	 in	Section	4.7,	 global	 features	outlined	 in	Section	4.8,	and	 the	
eight	extra	features	outlined	in	Section	4.9	were	combined	into	one	matrix	of	size	1	x	370	
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for	 the	 extra	 feature	 set.	 The	 combined	 feature	 set	 was	 exported	 into	 a	 single	 .csv	 file,	
resulting	 in	 370	 columns	and	one	 row	being	utilised	 for	 the	 first	 emotion	data	 recording.	
This	process	was	repeated	for	each	recording,	placing	features	from	each	successive	file	into	
a	new	row.	A	 total	of	370	columns	and	68	 rows	were	 filled	 from	the	68	motion	 files.	The	





main	device	was	 the	XSens	MVN	motion	capture	system	that	deployed	 inertial	 sensors	 to	
measure	and	kinematics	parameters	association	with	motion.	The	nature	of	data	produced	
by	 the	 motion	 capture	 device	 was	 discussed	 and	 the	 approach	 used	 to	 process	 it	 was	
described.	We	 then	 presented	 the	 software	 packages	 utilised	 to	 export	 the	 data	motion,	












The	 results	 for	 local	 features,	 global	 features,	 combined	 feature	 set	 and	 the	 additional	










For	 the	 local	 feature	 set,	 we	 deployed	 the	 mean	 of	 velocity	 and	 acceleration;	 and	 the	
































and	 highest	 accuracy	 (87.2%)	was	 lower	 than	 their	 average	 (84.2%)	 and	 highest	 accuracy	
(91.8%).	 However,	 their	 lowest	 accuracy	 (66.2%)	 was	 lower	 than	 our	 lowest	 accuracy	
(71.8%).	 These	 results	 are	 difficult	 to	 compare	 due	 to	 the	 difference	 in	 data	 collection	







was	 not	 the	 most	 appropriate	 classifier	 when	 only	 using	 raw	 joint	 data.	 SMO	 and	 MLP	
performed	strongly	in	both	tests,	suggesting	that	they	well	suited	to	these	styles	of	features.	
IBk,	however,	outperformed	both	of	SMO	and	MLP	in	our	study,	but	this	classifier	was	not	







For	 the	 global	 feature	 set,	 we	 deployed	 the	 percentage	 of	 narrowing	 down,	 prospective	
focus	 of	 movement	 (as	 represented	 by	 the	 four	 extremity	 vectors)	 and	 the	 velocity,	
acceleration	 and	 jerk	 of	 both	 hands	 and	 feet.	 A	 classification	 model	 was	 built	 in	 WEKA	
deploying	 the	 following	 classifiers:	 BayesNet,	 Naïve	 Bayes,	MLP,	 RBF	 Network,	 SMO,	 IBk,	
J48,	J48	Graft	and	Random	Forest.	
	























The	 result	 from	both	 Zacharatos’	 et	 al.’s	 and	 our	 data	 demonstrates	 that	 LMA	 alone	 can	
result	in	moderate	performance	across	a	variety	of	classifiers.	Our	average	accuracy	(74.4%)	
and	 highest	 accuracy	 (82.1%)	 are	 lower	 than	 Zacharatos’	 average	 accuracy	 (84.2%).	




In	 our	 data,	 SMO	 was	 the	 lowest	 performing	 classifier	 and	 IBK	 was	 again	 the	 most	
successful.	Zacharatos	et	al.	only	tested	the	MLP	classifier,	but	in	our	data	there	were	four	






cross	 validation	 is	 presented	 in	 Table	 12.	 The	 classification	 model	 was	 built	 in	 WEKA	
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deploying	 the	 following	 classifiers:	 BayesNet,	 Naïve	 Bayes,	MLP,	 RBF	 Network,	 SMO,	 IBk,	
J48,	J48	Graft	and	Random	Forest.	The	results	for	local	and	global	features	are	also	placed	
within	 the	 same	 table	 for	 comparison.	 The	 table	 contains	 the	 difference	 between	 the	
combined	 feature	 set	 and	 the	best	performer	out	of	 the	 local	 and	global	 feature	 sets	 for	












Bayes	Net	 71.8	 71.5	 71.8	 0	
Naïve	Bayes	 71.8	 70.5	 71.8	 0	
Multi-Layer	Perceptron	 84.6	 73.1	 84.6	 0	
RBF	Network	 73.1	 73.1	 75.6	 +2.5	
SMO	 82.1	 68	 85.9	 +3.8	
IBk	 87.2	 82.1	 88.5	 +1.3	
J48	 80.8	 77	 87.2	 +6.4	
J48Graft	 79.5	 74.4	 85.9	 +6.4	
Random	Forest	 80.8	 79.5	 80.8	 +0	
Average	 79.1	 74.4	 81.3	 +2.2	
	
improvement	on	average	 +2.3	








features	 and	 Global	 Features	 independent	 from	 each	 other.	 Multi-Layer	 Perceptron	
Algorithm	 and	 Random	 Forest	 also	 showed	 no	 improvement	 by	 combining	 the	 features	
together.	The	largest	improvement	was	produced	by	J48	and	J48	Graft	algorithms,	resulting	
in	 an	 increase	of	 6.4%.	By	 combining	 local	 and	 global	 features	 into	 a	 single	 classifier,	 the	
average	 accuracy	 increased	 by	 2.3%.	 A	 new	 high	 performance	 was	 achieved	 at	 88.5%	
through	the	deployment	of	IBk	algorithm.		
	
Combining	 the	 two	 types	 of	 features	 never	 resulted	 in	 a	 decrease	 of	 accuracy	 of	 the	
systems.	 On	 the	 contrary,	 for	 most	 of	 the	 classifiers,	 the	 combination	 resulted	 in	 an	
improved	 performance.	 Similar	 to	 what	 has	 been	 reported	 in	 the	 literature	 in	 other	





For	 the	 additional	 features,	 as	 the	 combined	 feature	 set	we	 deployed	 the	Weight,	 shape	
flow,	 shaping,	 vertical	 and	horizontal	 symmetry.	A	 classification	model	was	built	 in	WEKA	








and	 the	 best	 performer	 in	 local	 and	 global	 features	 for	 each	 classifier,	 as	 well	 as	 the	
difference	 in	accuracy	of	 the	additional	 feature	set	against	 the	combined	 feature	set.	The	
accuracy	 of	 the	 average	 and	maximum	 values	 across	 all	 classifiers	 is	 presented	 for	 each	






















Naive	Bayes	 71.8	 70.5	 71.8	 0	 71.8	 0	 0.0	
Multi-Layer	
Perceptron	
84.6	 73.1	 84.6	 0	 87.2	 2.6	 2.6	
RBF	Network	 73.1	 73.1	 75.6	 2.5	 76.9	 3.8	 1.3	
SMO	 82.1	 68	 85.9	 3.8	 88.5	 6.4	 2.6	
IBk	 87.2	 82.1	 88.5	 1.3	 92.3	 5.1	 3.8	
J48	 80.8	 77	 87.2	 6.4	 87.2	 6.4	 0.0	
J48Graft	 79.5	 74.4	 85.9	 6.4	 84.6	 5.1	 -1.3	
Random	Forest	 80.8	 79.5	 80.8	 0	 82.1	 1.3	 1.3	














the	 majority	 of	 classifiers	 deployed.	 The	 IBk	 classifier,	 produced	 the	 highest	
performance	when	examining	feature	set	with	an	accuracy	of	92.3%.	
	
With	 the	 inclusion	of	extra	 features,	most	of	 the	classifiers	showed	an	 increase	 in	
their	accuracy.	Only	J48Graft	had	a	very	small	 (1.3%)	decrease	 in	the	classification	
rate.	 The	 new	 additional	 features	 increased	 the	 average	 performance	 by	 2.5%,	
compared	to	the	deployment	of	the	combination	feature	set.	This	feature	set	also	
















language.	Within	existing	 literature,	 the	majority	of	systems	deploy	either	 local	or	






exported	 through	 MVN	 studio	 and	 imported	 into	 Matlab.	 Matlab	 extracted	 and	
calculated	the	required	feature	sets,	 then	exported	these	 into	a	CSV	file	ready	for	
classification.	Feature	set	one	contained	the	Kapur	local	method	features	consisting	
of	 the	mean	of	 velocity	 and	 acceleration;	 and	 the	 standard	 deviation	 of	 position,	
velocity	 and	 acceleration	 of	 each	 of	 the	markers.	 Feature	 set	 two	 contained	 the	
Zacharatos	 global	 method	 features,	 consisting	 of	 the	 percentage	 of	 narrowing	







global	 method	 features.	 Features	 set	 four,	 containing	 the	 expanded	 LMA	 set,	
produced	an	even	higher	accuracy	across	multiple	classifiers.		
	




The	 results	of	 classification	 from	the	combination	 feature	set	 three	outperformed	
classification	undertaken	with	only	the	local	features	or	global	features	individually	
for	a	variety	of	classifiers.	Several	classification	algorithms	achieved	an	even	higher	






results.	 On	 the	 contrary,	 for	 most	 classifiers,	 the	 combination	 resulted	 in	 an	
improved	 performance.	 Hence,	 it	 can	 be	 confidently	 stated	 that	 using	 a	
combination	 of	 local	 and	 global	 features	 results	 in	 a	 more	 robust	 and	 reliable	







Features	 set	 four,	 containing	 the	 expanded	 LMA	 set,	 produced	 an	 even	 higher	
accuracy	 across	 multiple	 classifiers.	 This	 supports	 the	 hypothesis	 that	 deploying	




As	 discussed	 in	 Chapter	 2,	 body	 language	 provides	 useful	 information	 in	
communicating	affect.	Although	the	use	of	multiple	modalities	in	affect	recognition	
tends	to	outperform	a	single	modality	being	used	by	itself,	improving	any	single	one	
of	 them	 in	 isolation	 will	 result	 in	 improvement	 when	 combined	 with	 other	
information.	This	research	demonstrates	a	different	approach	to	choosing	features	
deployed	in	classification	than	previously	reported	in	the	literature,	producing	more	




Our	 results	 show	 that	 the	 same	 classifier	 can	 have	 a	 range	 of	 performance	
depending	upon	the	style	of	feature	set	used.	For	example,	Multi-layer	Perceptron	
and	 SMO	 both	 had	 very	 poor	 accuracy	 with	 the	 Zacharatos	 global	 method,	 but	
performed	well	with	 the	others.	 In	 addition,	 an	 approach	 can	be	better	 suited	 to	





which	 may	 relate	 to	 the	 assumptions	 made	 for	 each	 individual	 classifier.	 The	










There	 are	 a	 number	of	 limitations	 associated	with	 the	 research	 conducted	 in	 this	



























As	 outlined	 in	 chapter	 2,	Moore	 and	 Yamamoto	 [67]	 state	 that	 the	 first	 principle	
underlying	 LMA	 is	 that	 movement	 is	 a	 process	 of	 change.	 The	 start	 and	 end	
positions	are	not	only	important	but	the	pattern	of	change	of	body	position	helps	to	
communicate	 emotion.	 We	 simplified	 this	 process	 by	 utilising	 mean	 values	 and	
variance	 of	 the	 features.	 This	 allowed	 us	 to	 feed	 in	 single	 values	 in	 each	 cell	 for	
classification.	 A	 more	 thorough	 approach	 would	 be	 to	 undertake	 discriminant	










processing	 techniques,	 such	 as	 segmentation	 and	 weighting	 [45],	 [46],	 or	
Dimensional	 Reduction	 [43],	 [44],	 have	 previously	 been	 deployed	 in	 affect	
recognition	with	success.	These	techniques,	however,	have	yet	to	be	applied	to	LMA	
which	 may	 improve	 its	 performance.	 These	 post-processing	 techniques	 may	 also	
benefit	the	combination	feature	sets	three	and	four.	
	
Our	 research	 only	 examined	 the	 three	 acted	 emotions	 of	 grieving,	 neutral	 and	
happy	by	nine	professional	 actors.	Acted	emotions,	 however,	 can	be	exaggerated	
and	less	subtle	and	the	inconsistent	performance	of	emotions	by	non-actors	may	be	
more	 indicative	 of	 how	 emotions	 are	 naturally	 portrayed.	 Future	 research	 could	


























percentage	 confidence	 rating	 could	 allow	 recognition	 of	 mixed	 emotions	 rather	
than	 single	 extreme	 emotions.	 The	 focus	 of	 this	 study	 was	 on	 three	 distinct	










real	 time	 applications.	Our	 research	 should	be	 replicated	with	 the	deployment	of	





combinations	 may	 change	 depending	 on	 the	 data	 source	 and	 the	 classifier	
deployed.	Some	classifiers	appear	to	work	better	with	different	feature	sets.	Some	
classifiers,	 such	 as	 Naïve	 Bayes,	 appear	 to	 benefit	 insignificantly	 from	 the	 added	
extra	features.	There	was	only	a	difference	of	1.5%	between	the	Zacharatos	global	
method	and	the	Kapur	local	method	features	using	these	classifiers,	and	there	was	
no	 improvement	 when	 deploying	 the	 combination	 feature	 set	 three,	 or	 with	 the	
extra	 information	 in	 feature	set	 four.	However,	some	studies	 ([38],	 [53])	 recorded	
Naïve	Bayes	with	Adaboost	as	their	highest	performing	classifier.	Their	feature	set	
may	 combine	 with	 a	 different	 complementary	 feature	 set	 to	 produce	 a	 higher	
performance	with	Naïve	Bayes	classification.	
	
Since	each	study	uses	 its	own	dataset	and	data	detection	method,	 it	 is	difficult	 to	
compare	 the	 analysis	 and	 classification	 methods	 of	 our	 technique	 against	 other	
previous	literature.	Studies	using	a	common	data	set	and	detection	method	need	to	
be	undertaken	 to	enable	 comparison	of	 various	processing	options	 (including	 raw	






feature	approach	with	 the	Kapur	 local	method	and	 the	Zacharatos	global	method	
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