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A Class of Second-Order Nonlinear Difference 
Equations. I. Extremum Principles and 
Approximation of Solutions 
N. ANIXRSON AND A. M. ARTHURS 
I. ISTRODUCTION 
Nonlinear boundary value problems in differential equations of the kind 
described by equations of the form 
4” = Kl.L 4, O<.Y< 1. (1.1) 
rjb(O) = 0. r/J( I ) = 0. (1.2) 
arc often treated numerically by the use of finite difference methods in 
which Eqs. ( I.1 ) and ( 1.2) are replaced by the larger, but algebraic, set of 
equations 
- d,, - I + v,, - 4,, I = - h?K(S,,, d,, 1 = 1’0,,. d,, 1. n = I 1 2..... ;V. (I.!) 
q$,=o. 4, , , =o. (I.41 
where 
and the interval [0, I] has been partitioned by grid points 
o=s,,<x<x2< “’ <.Y,<Sy.,= I (I.61 
with spacing h. Nonlinear difference equations of the form (1.3 1 are of 
interest in themselves as well as being a discrete analogue of ( I. I ). In this 
paper we investigate some properties of their solution c#J,, d?..... ,# v and 
present associated complementary variational principles which provide ;t 
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basis for the approximation of solutions. We shall consider the class of 
equations (1.3) in which 
f‘b,, 1 4,, ) < 0 for CJ~,, > 0 (1.7) 
and further we suppose that fis a differentiable function of c$,, such that 
We can write (1.3) in matrix-vector form 
M4 = f(4), 
where 
M= 
in which 
2-l 0 
-1 2 -1 
. . . . . . 
-1 2 -1 
o-1 2 
4,, = dd-u,, )3 .I;, =./I.~,, > 4,, 1. 
(1.8 
(1.9) 
(1.1 I) 
The matrix A4 is positive dclinite since. for any vector v with transpose 
v’ = (c:, , 1’2 )..., 1:,v), 
v’Mv=L$+(-lj+oz)2 
+(-rL.,+l:,)2+ ..’ +(-t’,w ,+c,yy+l”l30. (1.12) 
2. PRELIMINARY RESULTS 
We begin by proving two general propertics of solutions of the system in 
Eqs. ( I .3 )-( 1.1 1 ). 
If Eq. (1.9) has a solution, that solution is unique. To set this we sup- 
pose that 4 and w  are two distinct solutions, so that 
Mt$ -- f(Q) = 0 (2.1) 
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.lllq - f( yl ) = 0. 12.2 I 
Subtracting these, wc have 
wO-v)-f(+)+f(v)=O (2.3) 
which gives 
M+-v)-Q(~-v)=O (2.4) 
by the mean value theorem applied to each component of f, where the 
matrix Q is given by 
Q = diag (c:l,l‘,,$$,,), (2.5) 
with $,, = tj, + ~~(4, - $,,), 0 -CC,, -C 1. By (1.12), the matrix A4 is positive 
definite and by (1.8) the matrix-Q is positive, and so 
(4-v)‘CM-Ql($-VI>@ $#w. 
But from (2.4) we have 
($-w)‘CM-Ql(9-v)=0. $#W 
which contradicts (2.6). Hence Q 5 w  and the solution is unique. 
2.2 Sign of Solution 
(2.6) 
(2.7) 
Next we show that, with condition (1.7), the solution set {d,,) of the 
system (1.3) and (1.6) contains members all of which are negative: 
d,, < 0. n = 1 , 2 ,..., N. 
To prove this we write (1.3) and (1.4) as 
d,,-4,,+,=4, ,-4n+J‘(X”~~n)r n = 1, 2 ,..., N, (2.8) 
#o=O, #N+, =o. (2.9) 
(i) First, we suppose that 
fp,>O. (2.10) 
Then from (2.8) with n = 1, we have 
~I-~*=~o-~I+f(xl~~,)<o 
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using do = 0 and Eqs. ( 1.7) and (2.10). Thus 
4, <iz. (2.11) 
From (2.8) with n = 2, we have 
d*-~,=~,-~r+f(X2,~2)<0 
using (2.11) and ( 1.7). Thus 
42 < 4.3. 
Continuing in this way we obtain 
O~cb,<4*<4%< ... <dN<4N+1. 
But from (2.9) 
(2.12) 
(2.13) 
f&v+ ,=o (2.14) 
and so (2.13) cannot hold. Hence the supposition in (2.10) is incorrect, and 
therefore 
4, co. 
(ii) Next we suppose that 
&>,O. 
Then from (2.8) with n=2 we have 
(2.15) 
(2.16) 
using (2.15) (2.16), and (1.7). Thus 
From (2.8) with n = 3 
using (2.17) and (1.7). Thus 
f&(44. (2.18) 
Continuing we have 
(2.17) 
(2.19) 
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This contradicts CJ,, , , = 0, and so (2.16) cannot hold. Hence 
$f& < 0. 
(iii) In the same way, the supposition that 
4,, 2 0, n = S,.... IV 
(2.20 I 
(2.21) 
leads to a contradiction. Hence we have 
d,, < 0, n = 1, 2,.... N with & = 0, 4, + , = 0. (2.22) 
3. VARIATIONAL PRINCIPIIS 
We now derive variational and extremum principles for the matrix-vec- 
tor equation (1.9) namely, 
,%I+ f($)=O. (3.1) 
3. I. Euler Lugtungc~ Principles 
To give a direct variational formulation of this we seek a potential I($,) 
which is stationary at the solution $ of (3.1 ), that is. 
L,=MO-f(4), (3.2) 
where the subscript denotes an abstract derivative. Provided L, is sym- 
metric (cf. [ I I), which is the case hem since 
Id,, = hi’ - Q(4). (3.3) 
we can integrate (3.2) and obtain the required functional 
L(k) = ; 4:W, 4$x)? (3.4) 
where 
F(+)= [” f(o)’ de. (3.5) 
By construction. the functional L(+,) is stationary at the solution $ of 
(3.1). Further. since the matrix A4 is positive definite, the lirst term on the 
right of (3.4) is convex. as is the second term - F: It follows therefore that 
L(+,) is convex and so 
u+,)-u4h-(+, - WL,($,)20. (3.6) 
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If we choose 4, =$,, an arbitrary vector, and +z =+, the critical vector at 
which L, = 0, it follows from (3.6) that 
L(k) 3 L(4), (3.7) 
which is a global minimum principle associated with (3.1 ). 
3.2. Cunonicd Euler Principles 
To add to the foregoing principles we shall now develop a canonical 
approach (cf. [ 11) based on the fact that, since M is a positive detinite 
matrix. there is a matrix T such that 
44 = T’T. 
Equation (3.1 ) can therefore be written as 
7”T$ = .A$) 
and the associated Lagrangian functional (3.4) is 
(3.8 
(3.9 
L(~,)=IiT~,)‘(T~,)-F(~,). 
We can now define the vector u conjugate to I$ by 
(3.10) 
(3.11) 
and the Hamiltonian functional W(u, I$) by 
W(u, 4) = u’T+ - L(I$) 
= ; u’u + F(4). (3.12) 
Equation (3.4) is then split into the pair of canonical equations 
T$ = I+‘, = II, $4) = 0 = 4 v + I 3 (3.13) 
7-u = w, = f($), (3.14) 
which are the Euler equations associated with the potential I(u, $), where 
I, = TN+ - u, (3.15) 
I, = 7% - f( I$), (3.16) 
leading to 
I(u,$)=u’T&;u’u- F(4) (3.17) 
= (Th)’ $ - ; u’u -. F(t$). (3.18) 
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By construction, this functional /(u, 4) is stationary at the solution (u, 4) of 
(3.13) and (3.14) that is, 
Z”(U, 4 I= 0, I,(u, $,=O. (3.19) 
Now define two sets of vector functions 
Cl, = ((u,h): Z,(u,$)=O, i.e., T~=u, with &j=O=~,V+, ), (3.20) 
Q, = {(II, 4): Z,(u, $) = 0, i.e., l”u = f(Q) ). (3.21) 
Then the solution (u, $) of (3.1) with q& = 0 = qS,,, + , is in the intersection of 
52, and sZz. If now I(u, $) is concave in u and convex in 4 it follows that, 
for any vector pairs (u,, Qi) and (u,, $ j), 
I(% h) - &Y 4);) - (5 - UjY Z”(Uj, 4,) 
-(Qi-+j)'z~(ui, $i)GO. (3.22) 
Now let (u,, 4,) belong to L?, so that 
Z”(U,, 4,) = 0, $r.O=O, dz..2., I =o, (3.23) 
and let (u,~, $,]) belong to SL, so that 
&I? +I) = 0. (3.24) 
Then, with II,, 4, = II, 4 and u,, 4, = u,, 4, (3.22) gives the minimum prin- 
ciple 
Qu, fb) d Z(u,, cb,), (3.25 
while with u,, pi = up, Q,r and uj, $, = u, $, (3.22) gives the maximum prin 
ciple 
Z(U,D +?I G 44 $). (3.26) 
Combining these results (3.25) and (3.26) we therefore have the com- 
plementary extremum principles 
I(u,,, 9,J d 46 $1 f Z(u,, 4%). (3.27) 
The bounding functionals in (3.27) can be simplified by using the infor- 
mation contained in the subsets 0, and R2. Thus, since (II,, 4,) E Q2, we 
have 
u, = W, (3.28) 
4u,, 9,)=4W,, $,)=J(Q,). say, (3.29) 
where, by (3.17), 
and 
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J(~,)=(T~,)‘(T~,)-t(T~,)‘(T~,)-F(g.) 
=t$:wb-F($,). (3.30) 
Expressions (3.30) and (3.4) are identical, and so we have recovered the 
Lagrangian results of Section 3. I. 
For the lower bounding functional in (3.27) (up. $,!)EQ~, and so 
TU,l = f(4,lL (3.31) 
giving 
$J,, = f ‘U’u,,), 
assuming that the inverse function f ’ exists. Then we can write 
4u,,. $,A = QU,‘, f ‘(Pu,,)) = G’(u,A, say. 
where, by (3.18 ). 
(3.32 
(3.33 
G(~,,)=(7%,~)‘f ‘(Tu,,)-++I,~-F(f ‘(iru,,)). (3.34) 
Since the exact functions satisfy u = TI$ we shall choose u,{ to have the form 
uI’ = TV,,> (3.35) 
where w,{ (like @1) is an approximation to $. With this choice of u,] the 
functional G in (3.34) gives 
G( TV,,) = WV’,,)’ f- ‘WW,I) - 4 v$Myr,j - FIf-- ‘(Mv,J; 
= K(w,~), say. (3.36) 
In this form of the second functional WC avoid the need to have an explicit 
expression for the matrix T. 
Since -F is convex, it follows from (3.17) that the potential I(u, 4) is 
concave in u and convex in 4. and hence by (3.27) we have the complcmen- 
tary maximum and minimum principles 
K(W,,) 6 ou. 8, d J($,). 
where J is given by (3.30) and K is given by (3.36). 
(3.37) 
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TO illustrate these results WC consider an example solved numerically by 
Ortega and Poole [2] for which 
/,,= f(.\-,,, q3,,)= --/I-‘(.\-, + 39,,+ IOc,h,j,. (4.1 ) 
This satisfies conditions ( 1.7) and (1.8) and so (i) the exact solution #,, is 
nonpositive. and (ii) the complementary principles of (3.37) arc applicable. 
To use (3.37) WC need expressions for k’ and f ‘. 
From (4.1) and (3.5) we have 
where a’ = (D,, O1 ,.... @, ). 
To find f ’ we write 
where 
f(o) = i., 
Then 
0’ = (C/J, ..WJ . . . . . 01 \) 
i’ = (i.,, i.2 ,..., i,). i.,, = - /zq.q + 3w,, + IOW;:). 
f ‘(k)=o= (al I,..., Q,\)‘, 
where CO,, satisfies the cubic equation 
10~;: + 3w, + .$ = - i.,h 2, 
that is, 
&,h 
? + xz 
20 
“+fi - Jl}’ 
where 
A=(l.,h m2+~~)Z+ I 
400 1ooo’ 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
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TABLE I 
Variational Solutions 
.V" 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
-0, Ortega and Poole - vl, 
0 0058 0.0058 0.0060 
0~0117 0.0118 0.0120 
0.0175 0.0176 0.0180 
0.0229 0.0230 0.0235 
0 0274 0 0276 0.0281 
0.0302 0.0304 0.0309 
0.0304 0 0305 0.0309 
0.0265 0 0266 0 0269 
0~0170 0.0171 0.0173 
Calculations have been performed with 
h=O.l, N= 9, (4.9) 
and 
s, = nh, n=O, l,..., N+ 1. (4.10) 
For variational trial vectors we took 
a= (al,..., aN)’ (4.11) 
and 
I = (Y I,..., Y,,!)‘, (4.12) 
and minimised J(O) over the components @,,, n = l,..., N, and maximised 
K(V) over the components Y,, n = I,..., N. The results are given in Table I 
and show good agreement with those obtained by Ortega and Poole [2] 
using Newton’s method. 
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