ABSTRACT. -Moment conditions are derived for dynamic linear panel data models with linear individual specific effects in the mean and multiplicative individual effects in the conditional ARCH type variance function. The relation and correlation between the linear and multiplicative effects are unrestrained. Moment conditions are derived for non-autocorrelated error processes, MA(q) processes, and for models that allow for time varying parameters on both the linear mean effects and multiplicative variance effects. The small sample performance of a GMM estimator is investigated in a Monte Carlo simulation study.
Introduction
The estimation of dynamic processes using panel data with a large number of individuals but with a fixed number of time periods, and allowing for linear unobserved individual effects in the mean, are commonplace nowadays. The Generalized Method of Moments (GMM) estimator, see HANSEN [1982] , has been developed for dynamic panel data models by HOLTZ-EAKIN, NEWEY and ROSEN [1988] , ARELLANO and BOND [1991] , ARELLANO and BOVER [1995] , AHN and SCHMIDT [1995] , BLUNDELL and BOND [1998] and others.
In many applications it is important to model the higher order moments of the dynamic process, like the variance. An example is a model for income dynamics and uncertainty where it is likely that persons at different levels of the income distribution face a different variance of their time-income profile. As with the mean, it is further likely that unobserved individual attributes are important factors for the determination of this variance. One way of modelling this is to specify the dynamic variance process as an ARCH type variance with multiplicative individual effects. ARELLANO [1995] considered such processes, but restricted the multiplicative effects in the variance to be the square of the linear individual effects in the mean.
In this paper we relax this assumption and allow the multiplicative variance effects to be different from the linear mean effects. We derive conditional moment conditions for the parameters in the variance function for estimation by GMM.
In section 2 the basic dynamic autoregressive model with conditional heteroscedasticity is presented, and the moment conditions for the variance parameters are derived. Section 3 extends the analysis for a model with an MA error process, and section 4 considers the case where the individual mean effects are interacted with time effects, as in HOLTZ-EAKIN, NEWEY and ROSEN [1982] . In section 5 we present some Monte Carlo simulation results. Section 6 concludes.
Model and Moment Conditions
The panel consists of N individuals (denoted by i) and T time periods (denoted by t). The number of time periods is fixed and consistent estimation relies on a large cross sectional dimension N.
Consider the panel data AR(1) model with individual effects f i (2.1)
The error process u it has conditional mean zero, but its variance is conditionally heteroscedastic, dependent on the past values of the dependent variable and individual specific effects m i ,
for s > 0, and where y t−1 i = (y i1 ,. . . ,y it−1 ) and m i > 0. Since T is fixed, no consistent estimates of f i or m i can be obtained. To estimate α and γ consistently we can derive suitable orthogonality conditions. Such conditions for the estimation of α have been derived by HOLTZ-EAKIN, NEWEY and ROSEN [1988] , ARELLANO and BOND [1991] and AHN and SCHMIDT [1995] who apply HANSEN's [1982] Generalised Method of Moments (GMM) estimator. ARELLANO [1995] has shown how to estimate the coefficients γ under the assumption that m i = f 2 i . In this and the next two sections, we will focus on the derivation of moment conditions for the estimation of γ, assuming that α is known. Joint estimation of α and γ is considered in the Monte Carlo experiments as presented in section 5.
To derive the moment conditions for the estimation of γ, consider the differenced disturbance v it+1 − v it = u it+1 − u it , which is independent of the linear effects f i . The correlation of v it with v it+1 − v it is given by
utilising the assumptions (2.3), (2.4) and (2.5). Let
then it follows from (2.6) that
and consider the conditional expectation of the first difference r it (γ ) − r it−1 (γ ) conditional on information up to time t − 2,
using the law of iterated expectations, and further (2.8) i . The combination of (2.7) and (2.8) gives the desired moment conditions, which are summarised in the following lemma: LEMMA 2.1: In the model defined by (2.1) and (2.2) with assumptions (2.3), (2.4) and (2.5), conditional moment restrictions for the estimation of γ are given by
Using these moment conditions, the coefficients γ can be estimated by GMM as in HANSEN [1982] . In principle, all moment conditions of the type
are valid, for s = 1,...,T − t; l = 1,...,T − t + 1. However, the extra moment conditions are not informative for γ and are implied by
which together with the moment conditions
form the set of moment conditions for the estimation of α under assumptions (2.3) and (2.5), see AHN and SCHMIDT [1995] . From (2.9), when multiplied through by σ 2 t−1 (y
,γ ), it follows that the following moment conditions are also valid
and (2.9) and (2.10) are similar in spirit to the moment conditions derived for models with predetermined variables and multiplicative fixed effects in the mean by WOOLDRIDGE [1997] and CHAMBERLAIN [1992] respectively. When m i = f 2 i , the second moment of v it is given by
and the moment conditions for the estimation of γ are
There are various specifications possible for the variance function. For example, exponential ARCH type specifications with asymmetric response can be specified as
MA Errors
In the preceding section, the error process u it was not correlated over time. In this section we derive moment conditions for the estimation of γ when the error process has an MA error structure. 1 The MA(q) error process is given by
where the u it satisfy the conditions (2.3), (2.4) and (2.5). As
Lemma 2.1 is easily modified to deal with MA(q) errors. The result is stated in the next lemma.
LEMMA 3.1: In the model defined by (2.1) and (3.1) with assumptions (2.3), (2.4) and (2.5), conditional moment restrictions for the estimation of γ are given by
MOMENT CONDITIONS FOR DYNAMIC PANEL DATA MODELS 321
1. The case of autocorrelated errors can be more easily dealt with by adding lags of the dependent variable.
Individual Effects interacted with Time Effects
HOLTZ-EAKIN, NEWEY and ROSEN [1982] specified a dynamic model where the individual specific linear effects in the mean were allowed to have time specific coefficients. The model is specified as
and a set of moment conditions for the estimation of α are given by
If the variance process is the same as specified in section 1, i.e. the individual specific multiplicative effects are constant over time, then the moment conditions (2.9) can be adjusted straightforwardly to allow for the time varying mean effects. As
the moment conditions for γ are:
LEMMA 4.1: In the model defined by (4.1) with assumptions (2.3), (2.4) and (2.5), conditional moment restrictions for the estimation of γ are given by
When the multiplicative variance effects are further also allowed to vary over time, and the conditional variance function is specified as
then the moment conditions are:
LEMMA 4.2: In the model defined by (4.1) with assumptions (2.3), (4.2) and (2.5), conditional moment restrictions for the estimation of γ are given by
Estimation and Monte Carlo
The parameters α and γ in the model as defined by (2.1)-(2.5) can be jointly estimated by (non-linear) GMM, combining the moment conditions
2. The instruments for the moment conditions (5.3) can be any transformation of the y il , see the discussion in WOOLDRIDGE [1997] .
and
where I T −3 is the identity matrix of order T − 3. 3 Further, let θ = (α,γ ) and
The GMM estimator θ for θ minimises 
In order to investigate the performance of this GMM estimator, we consider the following data generating process:
Data is generated for T = 5 and 10, and N = 100, 500, and 1000. The process is started at y i0 = 0, then four periods are generated before the sample is generated. The value of the fixed effect variances are σ 2 f = σ 2 m = 0.25. The values for α are 0.5, 0.7 and 0.9, with values for γ equal to 0 and 0.2. The value of γ 0 is set in such a way that the sample variance of u it is approximately equal to 3σ 2 f . A one-step GMM estimator for θ, θ , is obtained by using the weight matrix Given θ , the efficient two-step GMM estimator uses as weight matrix Results for the Monte Carlo experiments are given in Table 1A and 1B for T = 5 and T = 10 respectively. 4 The estimator for α is upward biased for α = 0.7 and α = 0.9. There is no systematic bias in the estimator for γ. The MOMENT CONDITIONS FOR DYNAMIC PANEL DATA MODELS 327 4. For the minimisation of the GMM criterion function, we used the MAXLIK 4.0 routine in GAUSS. standard deviation of γ is relatively large when T = 5, but γ is estimated quite precisely when T = 10. For the estimator of γ, there is hardly any efficiency gain in using the optimal weight matrix, whereas there is quite a substantial gain in efficiency for the estimator for α. The estimated standard errors for the estimator of α are downward biased, especially for the two-step GMM estimator when T = 10. This is a similar result as in ARELLANO and BOND [1991] . The one-step estimated standard errors of the estimator of γ are upward biased, whereas the two-step estimated standard errors are quite close to the true values when T = 5, whereas they are downward biased when T = 10. Table 2 presents results for the SARGAN/HANSEN test statistic for the over identifying restrictions. Under the null, the test statistic is χ 2 distributed with 11 and 76 degrees of freedom for T = 5 and T = 10 respectively. For T = 5, the size performance of the test statistic is reasonable. For T = 10, however, the test underrejects when N = 100. It overrejects for larger N with the size of the test improving with increasing sample size, apart from when α = 0.9. The size is reasonable when α = 0.5 for large N. The problem of doing inference when there are many over identifying instruments is apparent and due to the estimation of the efficient weight matrix. A possible solution is to select a subset of the instruments, thus improving inference at the cost of efficiency loss. Alternatively, bootstrap methods may be used in order to perform better small sample inference (see HALL and HOROWITZ [1996] and BROWN, NEWEY and MAY [1998] ). Although the use of the combined moment conditions for the joint estimation of α and γ is more efficient, in practice it may be a better idea to estimate α and γ in stages. First, α can be estimated utilising moment conditions (5.1) and (5.2). Subsequently, γ can be estimated from (5.3) substituting in the consistent estimate for α. Advantages of this method are that the moment conditions for α and γ can be tested separately, and that the estimate for α will be consistent even if (5.3) is not valid. A slight disadvantage is that the asymptotic standard error for the estimator for γ has to be adjusted for the separate estimation of α, as in NEWEY [1984] . Simulation results for this twostage estimation procedure are presented in Table 3 for T = 5 and α = 0.7. The estimator for γ is conditional on the value of the two-step GMM estimator for α. Apart from the estimate for α when N = 100, which is downward biased, the two-step procedure performs better than the estimator that combines all moment conditions in terms of bias and mean squared error.
TABLE 2 Sargan Test Results
T = 5, DoF = 11 T = 10, DoF = 76 α = 0.5 α = 0.7 α = 0.9 α = 0.5 α = 0.7 α = 0.9 γ = 0 N = 100
Summary
We have derived orthogonality conditions for estimating the coefficients of the conditional variance of a simple linear autoregressive process with unobserved individual effects. The distinguishing characteristic of our model is that we allow for individual effects both in the conditional mean function and the conditional variance function. The relationship between these effects is left unconstrained. Moment conditions are derived for non-autocorrelated error processes, error processes with an MA(q) structure, and for models that allow for time varying individual effects. A Monte Carlo study shows that the estimation of the parameters of the conditional variance function is feasible, but that large sample sizes are needed for precision.
