Abstract-We have developed a second-order small-signal model for describing the nonlinear redistribution of noise in a saturated semiconductor optical amplifier. In this paper, the details of the model are presented. A numerical example is used to compare the model to statistical simulations. We show that the proper inclusion of second-order noise terms is required for describing the change in the skewness (third-order moment) of the noise distributions. The calculated probability density functions are described far out in the tails and can hence describe signals with very low bit error rate (BER). The work is relevant for describing the noise distribution and BER in, for example, optical regeneration.
I. INTRODUCTION

S
EMICONDUCTOR optical amplifiers (SOAs) have a number of promising applications within optical communication systems. Some examples are all-optical wavelength conversion [1] , [2] , regeneration [3] , [4] , limiting amplification [5] , and noise suppression in spectrum-sliced wavelength-division multiplexed systems [6] . In these applications, the performance, as measured by the bit error rate (BER), depends on the noise distribution of the signal after the SOAs. It is therefore important to describe the noise in an SOA in detail. However, the saturation and nonlinear properties of the SOA make this description complicated. Shtaif and coworkers used a first-order perturbation analysis for examining the noise spectra after a saturated SOA [7] and experimentally measured the noise distribution [8] . Bilenca and colleagues have made a detailed study of noise distributions in SOAs using multicanonical Monte Carlo simulation [9] and Fokker-Planck equations [10] . We have previously measured and calculated the probability density functions (PDFs) after amplification in a saturated SOA [11] . The calculations of the PDFs were based on statistical simulations, standard assumptions like Gaussian or noncentral -distributions, or used models [12] that are not able to describe the nonlinear noise redistribution shown in experiments [11] , [13] . Large-signal simulations can, in principle, include the nonlinear redistribution, but it is difficult to reach far out in the tails of the distributions, i.e., to simulate the rare occurrences of errors corresponding to low BERs. One way of expanding the range of BERs by simulations is through importance sampling [9] , but efficient application of that method is still somewhat of an art [14] , [15] . In this study, we have developed a detailed analytical model that, in principle, allows calculation of the PDF of a noisy signal at the output of an SOA including the tails of very low probability densities.
The model is an extension of the standard noncentral -distribution, which takes into account additional second-order noise contributions in the sense discussed in the following. We examine the noise properties of a generic type of SOA. The optical amplification in the SOA is assumed to take place in a waveguide of length , and the electrical field in the waveguide is described by its complex envelope normalized such that is the optical power. By solving the equations for the propagation of the electrical field through the SOA, one can determine the output field in terms of the input signal field and the spontaneous emission noise. The spontaneous emission is added and amplified during transmission, and it interacts in a nonlinear manner with the signal. In this paper, we shall only consider the case where is a CW signal to which we have added Gaussian noise terms. The field can then be expanded as (1) where (2) is the steady-state field in the absence of noise, is the saturation power to be introduced later, and and are the noise contributions to the phase and normalized amplitude of th order for . The optical output power is equal to , i.e.,
where is the steady-state power in the absence of noise. In the calculations of the PDF for , the approximation gives a Gaussian distribution of , while the approximation leads to a noncentral -distribution for . The latter includes the second-order term , but it does not include the -term, i.e., it does not comprise the full second-order 0018-9197/$25.00 © 2007 IEEE noise contribution. The -term contains, among other effects, the gain saturation caused by the copropagating amplified spontaneous emission (ASE). The main results of this paper are the derivation of an analytical expression for the PDF of to second order and the presentation of approximate methods for calculating the PDF. We also present examples that compare the distribution with the results obtained from a direct large-signal simulation of the time-domain equations for the field and the carrier density in the SOA. The distributions agree over the range in which we can obtain the simulated PDF within a reasonable computation time. Furthermore, we demonstrate that the full second-order calculation may give a BER, which at the level of 10 deviates by an order of magnitude from a noncentral calculation. Our present analysis assumes a CW incoming signal, but, in order to deal with most SOA applications (i.e., amplification of digital signals, wavelength conversion, and regeneration), it must be extended to include modulated signals. This can be done following our approach, but the calculations become substantially more numerically demanding. Our analysis also assumes copropagation of signal and ASE. In order to take into account counterpropagating ASE or reflections from the SOA facets, the model must include an extra field equation for the backward propagating field as in laser modeling. It is beyond the scope of this paper to extend the formalism to cope with modulated signals, counterpropagating ASE, or cases of low signal power, where the noise cannot be considered as a perturbation. However, we show that second-order effects become important when calculating low BERs, and we expect this conclusion to persist in analyses that go beyond our simplifying assumptions.
The paper is structured as follows. In Section II, the basic model is presented, while the details of the PDF calculations are presented in Section III and the numerical examples are analyzed and discussed in Section IV. The final conclusions are drawn in Section V. Some of the more detailed derivations are collected in the three Appendices.
II. NOISE MODEL FOR THE SOA
The analysis of noise in the SOA is performed in two different ways: a perturbation analysis to second order in the noise contributions and a large-signal simulation. Both approaches are based on a model for the SOA that is described in this section.
The model is a standard rate equation for the carrier density in an SOA and a propagation equation for the electric field , as described in [16] . The noise is incorporated in the equations by Langevin forces, in accordance with [7] and [17] . The resulting equations for carrier density and electric field are (4) (5) where is the injected current, is the elementary charge, is the active volume, is the spontaneous carrier lifetime, is the effective cross-section area of the active region, is the photon energy, is the linewidth enhancement factor, and is the waveguide loss. The time variable is a shifted time coordinate,
, where is the real time coordinate and is the group velocity. The propagation is unidirectional and perfect anti-reflection coatings are assumed, i.e., the reflectivities of the facets are zero. The gain is approximated as a linear function of the carrier density, and it is assumed that the carrier frequency is chosen at the gain peak. The gain is then (6) where is the differential modal gain and is the carrier density at transparency.
The functions and are Langevin noise terms, where describes the spontaneous emission noise and describes the carrier density noise imposed by carrier injection and recombination noise. The work in [7] presents a detailed analysis of the influence of carrier density noise on the relative intensity noise (RIN) spectrum of the output signal of a saturated SOA. The analysis shows that, for input powers of about 10 % of the saturation power, the carrier noise only gives a small contribution to the RIN at low frequencies compared with the carrier bandwidth. At higher input powers, the carrier noise becomes increasingly important and may even lead to quantum optical squeezing effects for input powers above the saturation power [18] . In this paper, we only consider cases of moderate saturation, and we shall therefore assume that . The Langevin function for spontaneous emission is considered as a Gaussian noise source with correlation relations (7) The Fourier transform of is the local spontaneous emission spectrum (8) where is the population-inversion factor. When we are dealing with a narrow frequency range around the carrier frequency , we can often assume that the spectrum is white, i.e., constant in frequency, and use the approximation . The corresponding is then (9) However, a constant, unlimited noise spectrum means that the noise power is infinite, which leads to divergent terms in the second-order noise contributions. We shall therefore use the form (10) where is finite and where the gain factor in is the steady-state gain . For the population-inversion factor , we use the approximation . In the simulations, we use the time step for the discrete sampling of the signal. By assuming that the signal is a sample-and-hold signal, i.e., the signal is constant between sampling points, the correlation in time becomes .
This correlation corresponds to a -shaped spectrum, which also limits the amount of noise power (12) Note that the unnormalized function is used. As long as the sampling interval is sufficiently short to make the noise spectrum much wider than any filtering in the system, this assumption gives first-order results very similar to the white noise assumption.
The injected field is chosen to be of the form (13) where is constant and the real functions and are Gaussian stochastic variables with zero mean and variance . They are sampled with time interval and satisfy the correlation relations (14) with given by (11) . is related to the input signal-to-noise ratio by noting that the input power has a noncentral -distribution with mean and variance given by (15) (16) where
. By comparing (13) with (1), we see that we must choose (17) (18) to ensure that (1) is satisfied to second order.
A. Large-Signal Simulations
In order to have a comparison for our second-order model, we have implemented a brute-force large-signal model, which uses statistical methods for simulating the PDF of the signal. The model has been presented in detail in [13] and is based on the work in [17] . The rate equations (4) and (5) are integrated numerically by discretizing the signal in time and the SOA in the -direction. Noise terms with statistics according to (14) and (7) are added to the signal field at the input and for each SOA section, respectively. At the output of the device, the signal field is filtered using an optical filter and then detected assuming an ideal noiseless detector including a low-pass electrical filter with filter function . The statistics of the detected signal are then extracted, and the PDF is estimated by making a histogram of the signal.
B. Perturbation Expansion
The perturbation analysis of (4) and (5) is based on the assumption that the Langevin noise term is small compared with the signal field and can be considered as a perturbation. The first step in the analysis is to derive the steady-state solution for . As mentioned above, we will throughout the paper assume that . Equations (6) and (4) lead to the following equation for the gain: (19) where is the saturation power (20) and is the unsaturated gain, i.e., the steady-state gain when as
The steady-state solution to (19) becomes (22) where is the steady-state normalized field amplitude introduced in (2). For , integration of (5) gives (23) Equations (22) and (23) can be solved numerically for given input field . In (1), the envelope field was factorized as , where the factor describes the perturbations due to noise as (24) By inserting into (5), it follows that satisfies the equation (25) Equations (19) The frequency-domain solution of these equations are given in Appendix A.
Equations (27)-(32) also apply to the case where the incoming field is modulated, provided that and are the time-dependent field and gain solutions to (5) and (19) in the absence of noise .
III. PDF OF A FILTERED OUTPUT SIGNAL
The output field from the SOA is assumed to be filtered by an optical filter with a bandwidth that is much smaller than the bandwidth of the spontaneous emission spectrum. The filter is described by a time response function , which we assume to be real to ensure that the filtering is symmetric around the carrier frequency . The filtered output field is then , where means convolution in the time domain. For the filtered output power, we obtain an expression similar to (3) as (33) We notice that the filtering induces a second-order phase-to-intensity conversion. The expression reduces to (3) when . The aim of this section is to calculate the PDF of . Since the power is assumed to be stationary, it is sufficient to determine the PDF for . The procedure is first to derive an expression for the moment generating function (MGF) (34)
The PDF of is then obtained from the inverse Laplace transform (35) where is a real number for which has no singularities for . In order to describe the set of frequency-domain noise functions , it is convenient to introduce a vector space spanned by the vectors and , where , is real, and is the label or . The vectors are assumed to satisfy the orthogonality relations (36) (37) (38)
A set of noise functions is then described by a vector with components (39) (40) i.e., the vector describes the real and imaginary parts of both the noise added along the length of the amplifier (39) and the noise of the input signal (40), which is independent of . Using this notation, it is shown in Appendix A that the filtered output power can be written as (41) where is the vector with components (70) and is the operator (42) is the operator with matrix elements given by (71)-(73). The probability of observing a particular noise vector is assumed to be given by the Gaussian functional (see, e.g., [19 From the MGF, it is straightforward to derive the mean value and the central moments (see, for example, [21] ) by using the cumulant-generating function (CGF) (46) From the CGF, the cumulants of order can be calculated by (47) The first-order cumulant is identical to the mean value, and orders two and three are identical to the respective central moments defined by (48) The distribution thus has the mean, variance, and third-order moments The first term in (50) corresponds to the spontaneous-spontaneous beat noise while the second term represents the signal-spontaneous beat noise.
It is shown in Appendix C that (45) reduces to the familiar MGF for a noncentral -distribution when the operator in (41) is zero as The expression (55) (multiplied by four) can be shown to be the frequency integral over the RIN spectrum. Thus far, we have treated the optical field and power, but, in order to compare with measurements, we need to introduce the conversion to the electrical domain by a detector. The detector model used here is an ideal noiseless square-law detector with unit responsivity and a limited frequency response. The effect on the PDF can thus be calculated by introducing a second filter acting on the optical power, which is the same as filtering the electrical current from the detector. The time-dependent current is then (56) where is the filter function of the detector. The result for the MGF expressed by (45) agrees with (56) if a new operator , with matrix elements given in Appendix A (74)-(76), and a new vector , with components as shown for in (70) but multiplied by , are substituted for and , respectively, in (45). The operator is very similar to , but the electrical filtering means that the matrix elements are multiplied by . In Section IV, we present a numerical analysis of the effect on the PDF of and the electrical filter.
IV. NUMERICAL EXAMPLES AND DISCUSSION
Here, the model is used to analyze a few specific examples. The examples are chosen to be similar to the ones in [11] in order to be able to compare with the measurements in that work. The PDFs from the second-order model are calculated by discretizing space and frequency and numerically solving (45) and (35). The matrix calculations, and especially calculating the determinant, requires a large computer memory when a fine discretization is used. In order to reduce the requirements and allow better numerical resolution, we instead calculate an appropriate number of terms in the sums of the expansions in (94) and (95) [with replaced by in (94)], as described in Appendix C. For each higher order moment to be included in the investigation, another term has to be included in the sums when calculating the MGF. In this investigation, we have limited ourself to the third-order moment and, hence, three terms of (94) and (95).
The parameters used in the calculations are a mixture of known physical parameters for the measurements of [11] (i.e., length of SOA, bias current, input powers and detection bandwidth), reasonable guesses (e.g., coupling losses, waveguide losses, linewidth enhancement factor, and carrier lifetime) and fitted parameters (i.e., small-signal gain, saturation power, and input signal-to-noise ratio). The fitted parameter values are chosen to give a qualitatively reasonable fit to the experimental results in [11] for both the standard deviation and the skewness, which is defined as the normalized third-order central moment of the distributions. No quantitative fitting procedure has been carried out. The chosen parameter values are shown in Table I . The filters used in the calculations are eighth-order Butterworth filters.
First, we will compare the PDFs. Fig. 1 shows the PDFs calculated with and without the proper inclusion of the second-order terms, as well as the simulations. The usefulness of analytical expressions for the PDFs is clearly seen when comparing the tails of the measured and simulated PDFs. The simulations do not reach very far out in the tails and hence do not include low BERs. In order to extend the simulations further, within a reasonable simulation time, more advanced simulation techniques, for example, importance sampling [14] , [15] , has to be used or extrapolations have to be made [22] . The perturbation model is, however, able to reach far out in the tails using a reasonable computation time.
The difference between disregarding the second-order terms included in and keeping them is not large when looking at the PDFs. However, if estimating the BER close to the difference is more relevant, as seen in Fig. 2 , where the difference gets close to one order of magnitude. This difference is also expected to be much larger for a more nonlinear system. The gain saturation model used in this work has proved to result in less nonlinear behavior than experiments [11] . It has also been shown that a more detailed model for the saturation of SOAs that takes into account counterpropagating ASE and includes nonzero facet reflectivities predicts a stronger nonlinearity [23] . In such a case of stronger nonlinearity, the role of higher order noise correlations is expected to be even more important.
The redistribution of the PDFs in the different models can be more quantitatively compared by considering the second-and third-order central moments or, equivalently, the standard deviation and skewness of the distributions, which are shown in Figs. 3 and 4 . The results demonstrate the nonlinear noise redistribution due to the gain saturation in the SOA, as is discussed in more detail for the experiments in [11] . In this study, we will focus on the differences between the models. For the standard Fig. 2 . BER of the CW signal corresponding to a long string of one bits as a function of decision threshold. The BER is calculated from the PDFs using the full second-order description (dash-dotted line) and when O = 0 (solid line) at input power 012 dBm and detection bandwidth 10 GHz. deviation, they all give very similar results, as seen by the overlapping lines in Fig. 3 .
In Fig. 4 , the symmetry of the distributions are investigated by plotting the skewness, which is defined as (57) where is the th-order central moment. The skewness thus gives a measure of how much the noise distribution has been reshaped by the SOA nonlinearity, with a negative value of the skewness corresponding to a dominating low-power tail and a positive value indicating a dominating high-power tail of the distribution. It is worth noting that a noncentral -distribution always has a positive skewness.
The solid and dash-dotted lines in Fig. 4 represent the secondorder model with and without the second-order terms described by the operator . The simulations do not give accurate results for the third-order moment due to a limited number of realizations (i.e., limited simulation time) and are therefore omitted in this figure. However, the qualitative results of the simulations do agree with the full second-order model. Fig. 4 shows that the nonlinear noise redistribution in the SOA skews the distribution in the negative direction compared to the noncentral -distribution. This effect is seen in the simulations (not shown) and second-order model, just like in the experiments in [11] , but only when all of the second-order terms are included . This indicates that higher order models or statistical simulations are needed for properly describing the nonlinear noise redistribution in saturated SOAs.
The redistribution of noise in the SOA depends on the carrier dynamics in the amplifier, and, thus, the effect is only noticeable within the limited modulation bandwidth of the SOA. By varying the detection bandwidth in Fig. 5 the dependence on the dynamics can be mapped out. For a small detection bandwidth, most of the detected noise is inside the response bandwidth of the SOA and hence experiences a strong redistribution, resulting in a more negatively skewed distribution. The second-order model shows the possibility of achieving negative skewness, as seen in the experiments in [11] , which the noncentral -distribution cannot. For a larger detection bandwidth, however, a large part of the noise is not influenced by the SOA nonlinearity and the effect of including the full secondorder model is less pronounced, as seen in the upper panel of Fig. 5 . In the lower panel of Fig. 5 , the standard deviation is plotted as a function of detection bandwidth. As seen before, the full second-order model and the noncentral -distribution give identical results, and the two lines overlap for the full range of investigated detection bandwidths.
V. CONCLUSION
We have developed a second-order perturbation model for describing the nonlinear redistribution of noise in saturated SOAs. A realistic example that was analyzed using the model shows that it can qualitatively describe the change in skewness of the distribution and calculate the PDFs far out in the tails, corresponding to very low BER. The full second-order model is needed for correctly describing the nonlinear redistribution of the PDFs by the saturated SOA, as described by the standard deviation and skewness, while the noncentral -distribution only describes the change of the standard deviation. For the presented case of a fairly weak nonlinearity, the difference between the second-order model and the more standard noncentral -distribution is small, but still leads to a difference in BER of about one order of magnitude at low BER. The difference is expected to be much more relevant if the model is applied to, for example, optical regenerators with strong nonlinearities in the decision gate.
Future studies may extend the formalism to modulated signals and include the effects of counterpropagating ASE and nonzero facet reflectivities. The case of low input powers, where the ASE cannot be treated as a perturbation of the signal, requires a modified approach, e.g., an iterative solution of (5). 
If we assume the symmetric form (12) for the spontaneous emission spectrum, the expressions (80) and (81) reduce to (82) and . By (14) , the diffusion function becomes This is a Fredholm integral equation of the second kind [24] from which can be calculated by conventional integral equation methods. If we ignore the operator in (42), the operator reduces to
We can therefore study the influence of the operator by introducing the factorization The second factor in (92) may be calculated by using the expansion (94) where the symbol means trace of the operator. For , the MGF in (45) reduces to (52), which is the MGF of a noncentral -distribution.
When the electrical filter of the detector is included, the factorization using and cannot be done. Instead, and have to be substituted for and , respectively, in the Fredholm integral equation described in (84) and (85). The solution is then (95) where .
