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Abstract
The simulation of cardiac electrophysiology requires small time steps and a ﬁne mesh in order to resolve very
sharp, but highly localized, wavefronts. The use of very high resolution meshes containing large numbers of nodes
results in a high computational cost, both in terms of CPU hours and memory footprint. In this paper an anisotropic
mesh adaptivity technique is implemented in the Chaste physiological simulation library in order to reduce the mesh
resolution away from the depolarization front. Adapting the mesh results in a reduction in the number of degrees of
freedom of the system to be solved by an order of magnitude during propagation and 2–3 orders of magnitude in the
subsequent plateau phase. As a result, a computational speedup by a factor of between 5 and 12 has been obtained
with no loss of accuracy, both in a slab-like geometry and for a realistic heart mesh with a spatial resolution of 0.125
mm.
Keywords: Cardiac electrophysiology, simulation, anisotropic mesh adaptivity, bidomain.
1. Introduction
The normal sinus rhythm of the heart is characterized by waves with a sharp depolarization front that travel across
the whole myocardium. This rapid variation in transmembrane potential means cardiac modellers require a very ﬁne
mesh resolution (node spacing of 0.2 mm or less [1]) in their simulations in order to ensure that the results are suﬃ-
ciently accurate. At this resolution, a mesh containing approximately 30 million nodes would be required to represent
a typical human heart (with a volume of 250 cm3). A recently published rabbit ventricular mesh with a mean spatial
resolution of 0.125 mm consists of 4.3 million nodes [2]. Running cardiac simulations on meshes with this number
of nodes is computationally expensive as it requires the repeated solution of linear systems with nearly 10 million
degrees of freedom (there are two independent variables at each node for the bidomain equations): simulating 400 ms
of cardiac activity on this rabbit mesh using the Chaste software package [3] takes 15 CPU days. Further, the memory
requirements of the simulations (both while they are running and in storing the data generated) become increasingly
large. The use of adaptive mesh methods provides a solution to both of these problems. By maintaining the extremely
ﬁne resolution only where it is needed (i.e. in the vicinity of the wavefront) and coarsening elsewhere the number of
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degrees of freedom could be greatly reduced, resulting in faster calculations, a lower memory overhead while running
the simulations and smaller output ﬁles to be processed following the simulation in order to extract the important
information. The key advances in this work are: the use of anisotropic adaptive mesh methods for unstructured ﬁnite
element meshes to eﬃciently capture solution curvature within complex, realistic in three dimensional geometries;
and to concentrate the resolution in the direction of rapid variations in the solution ﬁelds and reducing the frequency
at which the mesh is adapted to limit the overhead incurred by remeshing.
2. Numerical Modelling of Cardiac Electrophysiology
In this work an adaptive method is used to increase the computational eﬃciency of solving the bidomain equations
of cardiac electrophysiology [4], which can be written as:
χ
(
Cm
∂Vm
∂t
+ Iion(u,Vm)
)
− ∇ · (σi∇(Vm + φe)) = 0, (1)
∇ · ((σi + σe)∇φe + σi∇Vm) = −Ie, (2)
du
dt
= f(u,Vm), (3)
plus appropriate boundary conditions, where Vm(x, t) is the transmembrane potential, φe(x, t) is the extracellular po-
tential, u(t) is a vector of dependent variables, Iion is the total ionic current across the cell membrane per unit area, χ
is the cell surface to volume ratio, Cm is the membrane capacitance per unit area, σi and σe are the intracellular and
extracellular conductivity tensors respectively, Ie is an extracellular stimulus current (e.g. to model an electric shock
during deﬁbrillation), f is a vector-valued function that describes the cellular level behaviour, x is position and t is
time. Here, the Luo-Rudy I model [5], a system of seven state variables (plus the transmembrane potential), is used
for the function f.
Physically, this describes cardiac cells that are electrically connected both via gap junctions between neighbouring
cells and through the extracellular matrix that surrounds them. Cell membranes contain ion channels and pumps that
selectively allow ions to cross. The activity of these channels and pumps sets up potential gradients both across gap
junctions and in extracellular space, generating action potentials (APs) that propagate across the entire heart, both in
the extra- and intracellular spaces.
There are many diﬀerent ﬁnite diﬀerence, ﬁnite volume and ﬁnite element methods that can be used for solving
the bidomain equations [6–12]. Given the complex geometry of the domain and the potential need to develop accurate
error estimators in order to implement mesh adaptivity, the ﬁnite element method is the strategy adopted here.
Chaste [3] is a software development project that was set up in order to produce high-quality software for solving a
variety of related problems in the ﬁeld of computational biology, where “high-quality” means that the software is to be
extensible, robust, fast, accurate, maintainable and is to use state-of-the-art numerical techniques. In order to ensure
these high-quality goals are met, the library is written using modern agile software development techniques [13].
Chaste has been designed with the aim of being a generic multi-purpose library supporting computational sim-
ulations for a wide range of biological problems, but much of the software development to date has focused on the
mature area of cardiac electrophysiology. The mathematical modelling of the cardiac bidomain equations (and other
biological models) relies heavily on (i) accurate representation of a complex, realistic geometry provided through
ﬁnite-element meshes; (ii) ﬁnite-element assembly of PDEs from a given domain into a sparse system of linear equa-
tions; (iii) the iterative solution of large sparse systems via the PETSc scientiﬁc library [14] and (iv) the numerical
solution of ODE systems. These four common features of the model become four component libraries in the Chaste
code: mesh, pde, linalg and ode respectively. They are supported by two lower-level libraries, global (which is
responsible for initialization, book-keeping and exceptions) and io (which handles input and output). Classes for
solving the bidomain equations are built upon these generic components. See [3] for details.
3. Brief Survey of the Use of Mesh Adaptivity in Cardiac Electrophysiology Applications
Several previous studies have implemented adaptive mesh methods for the solution of problems in cardiac elec-
trophysiology, with varying degrees of success. However, many have been restricted to two-dimensional or structured
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grids (or both) and will most likely not be suitable for use with the three-dimensional unstructured ﬁnite element
meshes used to represent realistic geometries. Further, only one existing method exploits anisotropic mesh adaptiv-
ity in order to ensure a higher resolution in the direction of greatest change in transmembrane potential. To date,
almost all researchers have adapted the mesh at each time step. This appears to be an unnecessary expense as the
solution does not change very much from one time step to the next. As a result of all of these factors, no previous
study has been able to demonstrate a reduction in computational time by using adaptive mesh methods on a realistic
three-dimensional heart geometry.
A spatio-temporal ﬁnite diﬀerence adaptivity method is presented in [15]. This uses nested patches of uniform
Cartesian grids, guided by error estimators obtained from Richardson extrapolation. Results are presented which
show a factor ﬁve reduction in computational eﬀort and memory use without loss of accuracy. The authors comment
that it is not necessary to adapt the mesh every time step, although they do adapt every second time step in the work
presented. In [16] it is observed that the anisotropic nature of conductivities in the human heart (potential variation by
a factor of 4–10 between the longitudinal and transverse directions) leads to diﬀerences in wave speed and front width
depending on the direction of propagation. Hence the desired grid resolution is direction-dependent. The authors
comment that one can only achieve this with both Cartesian grids (whether ﬁxed or adaptive) if the anisotropy is
aligned with coordinate axes. When ﬁbres are not aligned this can lead to distorted waves when using Cartesian
grids unless the resolution is very high. Two- and three-dimensional examples in simple geometries show a factor 50
increase in computational eﬃciency. The inability of a Cartesian grid method to handle the curved boundaries typical
of realistic heart geometries is mentioned as a further potential drawback.
Mortar elements are used in [17] to form composite grid equations that deﬁne diﬀerent ﬁnite element meshes
in diﬀerent parts of the domain. Adaptive mesh reﬁnement (AMR) methods on quadrilateral grids are used in two
dimensions and the approach has the ability to use local time steps for each grid. The error estimator is based on a
hierarchical approach used to control both spatial and temporal adaptivity. Examples are given of wave propagation for
460 ms on a two-dimensional problem with simple geometry. Using a 320-by-320 uniform grid requires 4863 s time
of simulation, whereas AMR with ﬁve levels of reﬁnement had a timing of 2812 s. However, the mesh reﬁnement
is isotropic, has not been extended to three dimensions and suﬀers from the drawbacks of using structured grids
mentioned above.
In [18] the multi-scale nature of the problem is noted due to the presence of very steep wave fronts. Simple
two-dimensional geometries are considered and the gradient of solution variables is used to ﬂag elements close to the
front. A coarse mesh is used throughout the domain, with a ﬁner mesh used in the ﬂagged region (both are structured
grids). The ﬁne mesh is obtained by subdividing coarse elements into a higher number; nine are used here. The
author comments on the additional costs associated with recalculating discretization matrices on the ﬁne mesh and
that speedup therefore depends on the proportion of the domain using the ﬁne mesh. Analysis of two-dimensional
results indicate that factor 250 eﬃciency gains are possible with adaptive methods and it was postulated that speedups
are likely to be greater in three dimensions. However, no anisotropic or three-dimensional implementation has yet
been tested—and the method’s dependence on a structured mesh would likely make it unsuitable for use with realistic
heart geometries.
A series of recent papers [19–21] describe the application of the KARDOS library (for the solution of nonlinear
systems of parabolic PDEs) as an adaptive ﬁnite element solver for electrocardiology. In [19] simple geometries
are considered with an adaptive approach based upon hierarchical reﬁnement of the mesh according to multi-level
a posteriori error estimators. The level of reﬁnement or the total number of grid points is generally limited. This
work is extended upon in [20], with examples in realistic three-dimensional geometries. Up to ﬁve levels of hierar-
chical (isotropic) reﬁnement are used and this leads to the use of 2.1 million vertices. The authors comment that a
computation simulating 800 ms on an eight dual-core AMD machine takes six weeks of CPU time (representing a
degradation in performance compared with a non-adaptive scheme). The authors also use their previous experience
with KARDOS to discuss the likely eﬀects of the multi-scale nature of the problem and to compare the complexities
associated with solving the bidomain and monodomain eqauations with various choices of cell model and how this
might impact on the eﬀectiveness of an adaptive scheme. Most recently in [21] an interesting discussion is presented
on the mixed results of using adaptive methods in cardiac simulation to date. For example, a factor 150 reduction
in the number of vertices compared with ﬁxed grids with the same ﬁnest resolution has been seen, but this did not
translate into reduced CPU requirements. Some reasons for this are given and include: time step limitations by the
front speed and its width; the computation of error estimates being a signiﬁcant part of the overall computational
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Figure 1: Example of the edge split (left) and edge collapse (right) operations in 3D. The edge is split at its midpoint and the newly created node is
then connected to the vertices of the elements containing the edge, thus creating additional elements. For edge collapse, the elements surrounding
the edge are deleted and a node placed at the midpoint of the removed edge.
work; mesh modiﬁcations leading to the need to regularly re-compute discretization matrices, and this could happen
multiple times per time step; and ﬁnally the cost of the mesh modiﬁcations themselves and the associated non-local
data structures also take their toll. Note, however, that generally adapts have been performed at each time step. Since
the location of the wave front moves relatively slowly compared with the time step used this is likely to be much more
frequent than necessary.
The possible enhancements (compared with previous studies) in representing steep wave fronts that could result
from using anistotropic mesh reﬁnement are reported for the ﬁrst time in [22]. Examples of cardiac applications in
simple two-dimensional geometries are presented. The author comments that using this scheme the mesh must be
adapted every time step and that this uses 8–10 iterations of their mesh optimisation algorithm. It is also commented
that mesh-to-mesh interpolation can lead to numerical diﬀusion; this will be exacerbated by adapting the mesh every
time step. However, recently optimally accurate interpolation methods that help to minimize this issue have been
described in [23, 24]. On an analytical two-dimensional problem a factor 64 improvement in element count for the
same resulting accuracy is observed. On a two-dimensional spiral wave problem there was a factor 18 improvement.
In [25] the extension of the previous work to both three-dimensional problems and realistic geometries (canine heart)
is presented. For simplicity the monodomain equations are used. In contrast to the two-dimensional applications
which used hierarchical error estimators, here a Hessian based error indicator was used as the former approach is not
available in three dimensions. Adaptivity is again applied every time step. Several metrics are used to gauge solution
quality including Richardson extrapolation of the depolarization time at the centre of the box geometry. The adaptive
results are shown to behave favourably compared to uniformly high resolution meshes. On a cubic geometry a factor
43 reduction in degree of freedom count corresponds to a computational speedup of 6.4. Part of this discrepancy is due
to the computation of the error measure and the generation of a new mesh. However, no reduction in computational
time is reported on the heart mesh used. And, given that on this mesh the number of degrees of freedom is only
reduced by a factor of 2.3 it seems likely that the adaptive simulation will in fact have been slower than the ﬁxed mesh
simulation.
4. Anisotropic Mesh Adaptivity
In any numerical model the quality of the underlying computational mesh, in addition to the discretization method,
is crucial. The approach taken in this work is to apply the mesh optimization algorithm of [26] to modify the mesh
so that it is appropriate for the representation of the dynamics throughout the simulation. This class of mesh adap-
tivity method can be seen as a generalisation of the classical h-method as it makes use of local changes to the mesh
connectivity rather than hierarchical reﬁnement and coarsening.
The local operations employed in three dimensions are:
• Edge split: a node is inserted at the centre of an edge and surrounding elements created (Figure 1).
• Edge collapse: all elements belonging to the edge are deleted and the two nodes of the edge collapsed to its
centre (Figure 1), in cases where one of the nodes is used to deﬁne the domain geometry the nodes are collapsed
to that point, if both nodes deﬁne some geometrical structure then this operation is not permitted.
• Edge-face swap: if two tetrahedra share a common face, and provided their combined interior is convex, the
face is deleted and a new edge introduced between the two nodes not shared thus producing three tetrahedra
with diﬀerent alignment (Figure 2). The inverse operation where an edge is replaced by a face is also allowed.
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Figure 2: An example of the face to edge and edge to face swapping operation (left) and node movement (right) in 3D.
Figure 3: An example of the topological operation of edge to edge swapping in 3D.
• Edge-edge swap: S elements are assumed to lie around an edge which may be replaced by a diﬀerent edge
resulting in 2S − 4 elements with diﬀerent alignment (Figure 3).
• Limited node movement: the local topology of the mesh is preserved but mesh quality is improved by visiting
each node and moving it to the centroid of all surrounding nodes, i.e. ensuring that when measured in metric
space the lengths of all edges attached to this node are approximately equal (Figure 2).
Approaches based on these operations are often referred to as mesh optimisation methods since they involve
the deﬁnition of some objective function, usually a norm over the entire mesh of a local mesh quality estimate.
Optimisation of the mesh progresses by improving the worst elements through a series of elemental modiﬁcations to
the mesh in an attempt to minimise the functional and hence improve the overall quality of the mesh. Dynamic mesh
optimisation is achieved through the construction of metric with which the objective functional is evaluated and which
is itself dependent on the computed solution ﬁelds [26–30]. This allows local anisotropic features in a solution to be
made isotropic in a warped domain through a coordinate transformation. Mesh optimization is a subclass of adaptive
remeshing methods. Adaptive remeshing [31] is characterized by the absence of any necessary relationship between
the previous and adapted meshes; this is in contrast to hierarchical reﬁnement methods, where the adapted mesh is
intimately related to and constrained by the previous mesh. Mesh optimisation proceeds by identifying elements of
the mesh which do not satisfy the desired sizing and orientation criteria, by means of an element quality functional.
The worst elements are then improved by means of a series of local operations until the mesh satisﬁes the input
speciﬁcation. See [26] for a detailed discussion of the mesh quality functional and local optimisation operations used
in this work.
The desired output mesh is speciﬁed by means of a symmetric positive-deﬁnite metric tensor ﬁeld (i.e. the discrete
form of a non-Euclidean space), which describes the ideal element sizing and orientation at every point in space. This
metric is usually derived from consideration of interpolation error. In one dimension, the interpolation error over a
linear element is bounded by the second derivative of the function being interpolated. This result carries over to higher
dimensions, with the second derivative replaced by the Hessian of the function being interpolated, the tensor ﬁeld of
second partial derivatives [32]. The Hessian describes the curvature of the solution at each point in every direction;
using the Hessian for the error metric to guide anisotropic mesh adaptivity places resolution where the solution ﬁeld
curves. For elliptic problems, Ce´a’s lemma shows that the interpolation error bounds the discretisation error in the
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Table 1: Quantifying the error in the solutions on diﬀerent meshes. The second column records the L2-norm of the error in the spatial variation of
the solutions compared with a “gold standard” solution on a mesh containing 3.8 million nodes at a representative time step when the wavefront is
approximately midway across the cube (2 ms). The third column records the L2-norm of the error in the APs at the centre of the cube during the
ﬁrst 5 ms of simulation compared with the same gold standard solution.
Mesh Spatial error Temporal error
1,611 nodes 0.5935 1.1931
11,048 nodes 0.2541 0.4847
81,374 nodes 0.0618 0.1143
Adaptive 0.0688 0.1225
energy norm; in practice, minimising the interpolation error in this manner has been found to be highly eﬀective at
controlling the discretisation error, even for non-elliptic problems.
For a mesh of tetrahedra in 3D, assume a suﬃciently smooth function u ≡ u(x) is approximated by its piecewise-
linear Lagrange interpolant Πhu on element . The interpolation error on element  satisﬁes
u ≡ ||u − Πhu||∞, ≤ c ·max
x∈ maxv⊂ v
T |H|v ≤ c ·max
e∈E
eT |H¯|e, (4)
where c is a constant independent of the mesh, v is a vector in , E is the set of edges of , || · ||∞, is the inﬁnity
norm over , and H¯ is an element-valued Hessian deﬁned such that (4) holds [32]. |H| denotes the positive deﬁnite
metric formed by taking the absolute value of the eigenvalues of H and reﬂects the fact that it is the magnitude of the
curvature that is of interest, rather than the sign of the curvature.
In this work, the metric was designed to resolve eﬃciently the transmembrane potential ﬁeld, Vm, as it propagates
through the heart. In general, any number of metric tensor ﬁelds can be combined through a superposition procedure
so that a single metric tensor ﬁeld respects the edge length and requirements for controlling the error in each ﬁeld, see
[26, 33, 34].
The adaptive algorithm employed below applies interpolation by the basis functions to transfer data between the
previous and adapted meshes. Other approaches such as Galerkin projection [23, 24] are possible: Galerkin projection
is conservative, optimally accurate, and can be made bounded, but these features are not of ﬁrst-order importance in
this study.
The adaptive library used was provided by the Applied Modelling and Computational Group, Imperial College
London. The serial adaptive code is written in Fortran 77, and is wrapped with a C++ interface for use with third party
applications such as Chaste. The adaptive library is also parallelised; however work interfacing parallel adaptivity with
parallel Chaste was not completed in time for inclusion here and so only serial results are presented.
5. Results
In evaluating the performance of the adaptive method, two benchmark cases were considered. A simple cubic
geometry was used to determine the maximum potential speedup that might be available where no allowance needs
to be made for complex geometries, and a realistic heart geometry was used to quantify the impact of requiring
additional mesh nodes to be retained on the boundary in order to encapsulate the curved surface. In both cases the
non-adaptive simulations were run using the standard open-source release of Chaste [3]. Matrix assembly and solves
were performed using the same Chaste data structures and routines as for the non-adaptive case. The benchmarks
were run sequentially on a single node of a Linux cluster at Fujitsu Laboratories of Europe, consisting of a dual-core
Xeon 5160 processor (3.0 GHz).
5.1. Slab Benchmark
The results of simulating of 400 ms of bidomain activity with a Luo-Rudy I cell model on a simple 2 mm cube
of cardiac tissue are shown in Figure 4. The face x = 0 is stimulated at t = 0 and again at t = 375 ms in order to
generate APs. Time steps of 0.005 and 0.01 ms were used for the ODE and PDE solves respectively. Fixed mesh
simulations were run on meshes containing 81,374 nodes (average mesh spacing ≈ 0.06 mm), 11,048 nodes (average
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Figure 4: The computational load of simulating 400 ms of cardiac activity on a slab. On the left is shown the total computational time required
using three ﬁxed meshes and an adaptive mesh. On the right is the number of nodes in the adaptive mesh during the ﬁrst 5 ms of the simulation.
Figure 5: The action potentials at the point (0.1, 0.1, 0.1) for each mesh. The action potentials for the full duration of the simulation are shown on
the left. On the right the diﬀerences in the four solutions are shown by zooming in on the AP upstroke (0–4 ms).
mesh spacing ≈ 0.12 mm) and 1,611 nodes (average mesh spacing ≈ 0.23 mm). For the adaptive simulations the mesh
was adapted every 0.1 ms, based on the values of Vm. During each adapt, the maximum and minimum permitted edge
lengths were 0.4 and 0.025 mm and a maximum of 100,000 nodes was imposed.
Using adaptivity reduces the computational time by a factor of 5.4 compared with the highest resolution ﬁxed
mesh. To determine the accuracy of the adaptive method a “gold standard” solution was also computed on a very
ﬁne mesh containing 608,687 nodes (resolution ≈ 0.03 mm). The L2-norms of the diﬀerence in Vm between this
solution and each of the others was computed at various time steps via the construction of an intermediate supermesh,
as described in [35]. Further, the APs predicted at the mid-point of the cube for each simulation were computed (see
Figure 5) and the L2-norms of the errors in the ﬁrst 5 ms (since by this time the upstroke is complete everywhere in
the domain and the diﬀerences in solutions are much reduced) of these with respect to the “gold standard” solution
AP were also computed (see Table 1). It can be seen that both the adaptive solution and that on the 81,734 node mesh
are of approximately equivalent accuracy and that both are much more accurate than the solutions on the two coarser
meshes. So, the speedup obtained by using an adaptive method does not come at the expense of accuracy. Further,
it can be seen from Figure 5 that the adaptive simulation is able to resolve the second AP upstroke (at 375 ms), so
coarsening the mesh during the plateau phase does not result in errors if subsequent stimuli are applied.
5.2. Heart Benchmark
Figure 6 shows the results of simulating of 400 ms of bidomain activity with a Luo-Rudy I cell model on a realistic
heart geometry [2]. A volume stimulus of magnitude −5 × 103 mV is applied to the apex of the heart (nodes with
z < 0.04248 are stimulated) for 0.5 ms starting at t = 0. Time steps of 0.005 and 0.01 ms were used for the ODE and
PDE solves respectively. The non-adaptive simulations were run on meshes containing 4,310,704 nodes (equivalent
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Figure 6: The computational load of simulating 400 ms of cardiac activity on the Oxford heart geometry. On the left is shown the total computational
time required using three ﬁxed meshes and an adaptive mesh. On the right is the number of nodes in the adaptive mesh during the ﬁrst 100 ms of
the simulation.
Table 2: Quantifying the error in the solutions on diﬀerent meshes. The second column records the L2-norm of the error in the spatial variation of
the solutions compared with the solution on the adaptive mesh at a representative time step when the action potential wavefront is approximately
in the centre of the heart (12.5 ms). The third column records the L2-norm of the error in the APs at the point (1.0, 1.0, 0.55) during the ﬁrst 20 ms
of simulation compared with the AP at the same point in the adaptive mesh.
Mesh spacing Spatial error Temporal error
0.500 mm 22.7498 0.3970
0.250 mm 22.4878 1.4415
0.125 mm 2.1022 0.1783
to an average mesh spacing of approximately 0.125 mm), 572,066 nodes (average mesh spacing ≈ 0.25 mm) and
82,619 nodes (average mesh spacing ≈ 0.5 mm). These three meshes are representations of the same geometry, but at
diﬀerent resolutions—with the two coarser meshes obtained by downsampling the ﬁnest. For the adaptive simulations
the mesh was adapted every 50 PDE time steps (i.e. every 0.5 ms), based on the values of Vm. When adapting, the
maximum and minimum permitted edge lengths were 5 and 0.1 mm respectively and a maximum of 600,000 nodes
were permitted. In this case, the minimum permitted edge length is two-thirds of the average mesh spacing in the
highest resolution ﬁxed mesh. The mesh is adapted every 0.5 ms compared with every 0.1 ms for the slab benchmark.
This is justiﬁed since the minimum permitted edge length is four times as large for the heart as in the slab and the
tissue conductivities are the same in both benchmarks. So, the wavefront travels approximately as far relative to the
length of the edges in its neighbourhood in 0.5 ms in the heart as it does in 0.1 ms in the slab.
A speedup by a factor of 11.2 is obtained by using adaptivity compared with using the ﬁnest ﬁxed mesh (and
the adaptive method is slightly faster even than using the medium resolution ﬁxed mesh). The relative accuracies
of the simulations computed on each of the meshes were estimated as for the slab by computing the L2-norms of
the diﬀerences between the solutions at a typical timestep and in the APs generated at the point (1.0, 1.0, 0.55) on
each mesh. Since no higher resolution heart mesh is available the errors for each of the ﬁxed mesh simulations were
compared with the adaptive solution. The results are shown in Table 2. It can be seen that the adaptive solution
is very much closer to that on the ﬁne mesh than it is to those on either coarse mesh. This indicates that there is no
signiﬁcant loss of accuracy incurred by adapting the mesh. In the worst case scenario, the adaptive solution is an order
of magnitude more accurate than that on the medium resolution ﬁxed mesh (compared with that on the ﬁne mesh) —
and the solution is computed faster on the adaptive mesh than the medium one.
6. Discussion
In both benchmarks a signiﬁcant speedup has been obtained by utilizing adaptive methods, with no loss of ac-
curacy. Perhaps surprisingly, the speedup factor is greater for the heart (11.2) than for the slab (5.4), despite the
requirement to retain otherwise superﬂuous nodes to represent the curved surface geometry in regions away from the
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wavefront. This increased speedup is due to the much larger size of the heart (approximately 23 × 21 × 29 mm)
compared with the slab (0.2 mm in each dimension), the wavefront occupies a much smaller proportion of the volume
of the heart than in the slab, allowing coarsening compared with the ﬁxed mesh in a much larger region. For the
heart, the maximum number of nodes in the adaptive mesh is 266,499, or 6% of the number in the highest resolution
ﬁxed mesh (Figure 6), whereas the equivalent proportion is 50% for the slab (Figure 4). As expected, this is oﬀset by
the more complex geometry of the heart, which requires more mesh nodes to be retained on the surface of the heart
even during the plateau phase. Thus, the minimum number of nodes in the adaptive heart mesh is 65,011, which is
equivalent to 1.51% of the number in the highest resolution ﬁxed mesh, compared with just 0.45% for the slab. Note,
however, that the balance between these two factors is critically dependent on the initial geometrical representation of
the surface of the heart. In the results presented here, the coarse representation of the surface was used and the mesh
reﬁned. Starting with the ﬁnest representation and trying to coarsen would require more boundary nodes and may
greatly reduce the overall speedup.
The increased speed of the adaptive simulations results primarily from reducing the computational load of solving
the linear system resulting from the discretization of the PDE part of the bidomain equations. These linear solves
dominate the non-adaptive simulations (75% of computational load for the ﬁnest ﬁxed heart mesh and 81% for the
ﬁnest ﬁxed slab mesh), but account for only 12% of the load in both adaptive cases (a speedup factor of 36 for the
slab and 70 for the heart). The greatly reduced load is a direct consequence of the reduction in the number of mesh
nodes. The ODE solve and RHS vector assembly parts of the load (20% and 4% respectively of the total for the ﬁnest
ﬁxed heart mesh: the two largest contributions after the linear solve) are also greatly reduced (speedup factors of 57
and 53 respectively for the heart and 89 and 105 for the slab) in the adaptive simulations as they also depend on the
number of mesh nodes. These values suggest that if no additional expenses were incurred in adapting the mesh then
an overall speedup of more than 50 could be possible on the heart mesh and close to 40 for the slab.
However, speedups of this magnitude are not seen in this work since the computational cost of repeatedly adapting
the mesh dominates the adaptive simulations, accounting for 79% of the simulation time for the slab and 74% for the
heart. Further, it is also necessary to reassemble the system matrix at each time step in the adaptive simulations,
leading to an increase in the expense of this part of the code from well below 1% in the ﬁxed mesh cases to 6% when
adaptivity is used. This leads to two conclusions: reducing the cost of adapting the mesh is likely to lead to greater
reductions in the computational cost of solving the bidomain equations than improving solution methods for the linear
system or ODEs; and a more systematic way of determining when it is necessary to adapt should be investigated,
rather than simply adapting every n steps (to stop, for example, unnecessary adapts during the plateau phase incurring
additional costs). This is likely to be particularly signiﬁcant when extending the adaptive method to simulations of
re-entrant arrhythmia (when there is no plateau phase, so it is likely that more mesh nodes will be required throughout
the simulation) in. While both Chaste and the adaptivity library have been parallelised and been shown to scale well
to at least the order of 1000 processes; work on parallelizing the interface between Chaste and the adaptivity library
was not completed for the results presented here. This work is expected to be published in the near future. Finally,
research to determine the most eﬀective way of representing the surface geometry away from a wavefront will also be
carried out in an attempt to try to reduce the number of nodes used to encapsulate curved surfaces without reducing
the accuracy of the resulting simulations.
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