We introduce representations of the Cuntz algebra O N which are parameterized by sequences in the set of unit vectors in C N . These representations are natural generalization of permutative representations by Bratteli-Jorgensen and Davidson-Pitts. We show their existence, irreducibility, equivalence, uniqueness of irreducible decomposition and decomposition formulae by using parameters of representations.
Introduction
Permutative representations of the Cuntz algebra O N in [3, 5, 6] have rare properties in the theory of operator algebras, which are called the complete reducibility and the uniqueness of irreducible decomposition. We give a natural generalization and another characterization of them.
We have applications of them for representations of the fermion algebra ( [1, 8] ), classification of theories of quantum string fields ( [2] ) and classification of endomorphisms ( [7] ). Furthermore, the complete reducibility and the uniqueness of irreducible decomposition bring a new problem in operator algebras which is called a branching problem of representations. Of course, this problem is one of main themes in representation theory of groups but it is exceptional in that of operator algebras. In this way, we see that permutative representations and their generalization are very interesting and new subjects in the theory of operator algebras.
Define S(C N ) ≡ {z ∈ C N : z = 1}, S(C N ) ⊗k ≡ {z (1) ⊗ · · · ⊗ z (k) : z (i) ∈ S(C N ), i = 1, . . . , k} for k ≥ 1 and S(C N ) ∞ ≡ {(z (n) ) n∈N : z (n) ∈ S(C N ), n ∈ N}. Let s 1 , . . . , s N be canonical generators of O N . For z = (z i ) N i=1 ∈ C N , define s(z) ≡ z 1 s 1 + · · · + z N s N . Definition 1.1 Let (H, π) be a representation of O N .
(i) For z = z (1) ⊗ · · · ⊗ z (k) ∈ S(C N ) ⊗k , (H, π) is GP (z) if there is a unit cyclic vector Ω ∈ H such that π(s(z))Ω = Ω and {π(s(
is an orthonormal family in H where s(z) ≡ s(z (1) ) · · · s(z (k) ).
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(ii) For z = (z (n) ) n∈N ∈ S(C N ) ∞ , (H, π) is GP (z) if there is a unit cyclic vector Ω ∈ H such that {π(s(z (n) ) * · · · s(z (1) ) * )Ω : n ∈ N} is an orthonormal family in H.
For both cases, we call Ω by the GP vector of (H, π). We call (H, π) in (i) (resp. (ii)) by the GP (=generalized permutative) representation with a cycle (resp. a chain).
Define S(C N ) ⊗ * ≡ k≥1 S(C N ) ⊗k and S(C N ) # ≡ S(C N ) ⊗ * ∪S(C N ) ∞ .
Theorem 1.2 For z ∈ S(C N ) # , there is a representation (H, π) of O N which is GP (z). Such representation is unique up to unitary equivalence.
By Theorem 1.2, the symbol GP (z) makes sense as both a representation and an equivalence class of representations of O N . In this sense, succeeding statements are understood. For z ∈ S(C N ) ⊗ * , z is periodic if there are y ∈ S(C N ) ⊗l and p ≥ 2 such that z is equal to the tensor power y ⊗p of y. z = (z (n) ) n∈N ∈ S(C N ) ∞ is eventually periodic if there are positive integers p, M and a sequence (c n ) n≥M in U (1) ≡ {a ∈ C : |a| = 1} such that z (n+p) = c n z (n) for each n ≥ M . We call "eventually periodic" by "periodic" simply.
Theorem 1.3 For z ∈ S(C N ) # , GP (z) is irreducible if and only if z is non periodic.
For z = z (1) ⊗ · · · ⊗ z (k) ∈ S(C N ) ⊗k and y ∈ S(C N ) ⊗l , z ∼ y if l = k and y = z (σ(1)) ⊗ · · · ⊗ z (σ(k)) for some σ ∈ Z k . For z = (z (n) ) n∈N and y = (y (n) ) n∈N in S(C N ) ∞ , z ∼ y if there are non negative integers L and M , and a sequence (c n ) n∈N in U (1) such that y (n+L−1) = c n z (n) for each n > M . For each z ∈ S(C N ) ⊗ * and y ∈ S(C N ) ∞ , we define z ∼ y. For two representations (H, π) and ( 
This decomposition is unique up to unitary equivalence and multiplicity free.
(ii) If z ∈ S(C N ) ∞ is eventually periodic, then there is a non periodic element y ∈ S(C N ) ⊗ * such that the following direct integral decomposition holds:
where η is the Haar measure of U (1). If there is another y ′ ∈ S(C N ) ⊗ * which satisfies (1.1) with respect to z, then there is c 0 ∈ U (1) such that
In §2, we show Theorem 1.2. In §3.1, we show a part of Theorem 1.3. In §3.2, we show Theorem 1.4. In §4, we show the remaining part of Theorem 1.3 and Theorem 1.5. In §5, we show states and spectra of the Cuntz algebras associated with GP representations. In §6, we show that any cyclic permutative representation is a GP representation and we introduce examples which are neither permutative representation nor the rotation of permutative representation by the canonical action of U (N ).
Existence, canonical basis and uniqueness
For N ≥ 2, let O N be the Cuntz algebra ( [4] ), that is, it is a C * -algebra which is universally generated by generators s 1 , . . . , s N satisfying s * i s j = δ ij I for i, j = 1, . . . , N and s 1 s * 1 +· · ·+s N s * N = I. Let α be the canonical U (N ) action on O N . In this paper, any representation means a unital * -representation.
. .}, {e x } x∈Y k is the canonical basis of H and we define e 0,m ≡ e k,m for m ∈ N. Because e l,1 = π 0 (s
j for each l = 1, . . . , k and j = 1, . . . , N where g(l) = (g(l) ij ) N i,j=1 . Define a new representation π on H by π(s i )e l,m ≡ π 0 (α g(l−1) * (s i ))e l,m for i = 1, . . . , N and (l, m) ∈ Y k where we define g(0) ≡ g(k). Since α g(l) (s 1 ) = s(z (l) ), we have π(s(z (l−1) ))e l,1 = e l−1,1 for l = 1, . . . , k where we define
In order to show the uniqueness of GP representation, we construct a basis of the representation space of a given GP representation by the canonical way.
For
where E k+1 ≡ E 1 . Then E n,1 = E n and {E n,j : (n, j) ∈ {1, . . . , k} × {1, . . . , N }} is an orthonormal family in H. Let {1, . . . , N } m be the m-times direct product of {1, . . . , N } for m ≥ 1, {1, . . . , N } 0 ≡ {0} and {1, . . . , N } * be the union of {1, . . . , N } m with respect to every m = 0, 1, 2, . . . Define
where we define s 0 ≡ I for convenience. Then B(z) ≡ {E n } k n=1 ∪ {E J,n,j : (J, n, j) ∈ {1, . . . , N } * × {1, . . . , k} × {2, . . . , N }} is also an orthonormal family in H. Define a subset Λ(z) of S(C N ) ⊗ * by
is the canonical basis of C N and ε J ≡ ε j 1 ⊗· · ·⊗ε jm when J = (j 1 , . . . , j m ) ∈ {1, . . . , N } m .
Then C z is a complete orthonormal basis of H.
Proof. We can verify that C z = B(z). Hence C z is an orthonormal family in H. On the other hand,
In consequence, the statement holds.
) n∈Z which satisfies (2.1) and g(−n) = I for n ≥ 0. Let (H, π) be GP (z) with the GP vector Ω. Define
Then we see that π(s(z (n) ))E n = E n−1 for each n ∈ Z and {E n } n∈Z is an orthonormal family in H. Define
where
By the estimation of values of inner products, we see that {E n } n∈Z ∪{E J,n,j :
In the same way as the proof of Proposition 2.2, the following holds:.
with the GP vector Ω and {E n } n∈Z be in (2.3) . Define
Proof. Assume that both (H, π) and (H ′ , π ′ ) are GP (z). Then the natural correspondence among canonical basis of H and H ′ brings a unitary U from
Hence the statement holds.
By Proposition 2.1 and Proposition 2.4, Theorem 1.2 is proved. 3 Irreducibility and equivalence
Irreducibility
Let S(C N ) # N P be the set of all non periodic elements in S(C N ) # and S(C N )
⊗k P and S(C N ) ∞ P are defined in the same way. Then we see that 
Proof. (i) For a sufficient large m ∈ N, there are c m ∈ C and j ∈ {1, . . . , k} such that |c m | ≤ 1 and {π(s(z) * )} m E x = c m · E j . By assumption of b, we see that j = 1. The non-periodicity of z implies that c m → 0 when m → ∞.
Hence it is sufficient to consider the case v = π(s(x))Ω for x ∈ Λ(z). As-
When a is not a multiple of k, the statement holds by (i). Assume that a = kl for l ≥ 1. If
In consequence, the assertion holds.
′ ∈ H are cyclic vectors and they satisfy that π(s(z))Ω = Ω and
Proof. There are y ∈ H and c ∈ C such that Ω ′ = cΩ + y and < Ω|y >= 0. By assumption, we see that
with the GP vector Ω and {E n } n∈Z be in (2.3) . Then the following holds:
Proof. (i) By Schwarz's inequality, the statement holds.
(ii) By assumption,
Proof. Let (H, π) be GP (z) with the GP vector Ω. For a non zero vector v 0 ∈ H, it is sufficient to show that Ω ∈ π(O N )v 0 . Because H is cyclic, there is x ∈ O N such that < π(x)Ω|v 0 > = 0. Therefore we can assume that < Ω|v 0 >= 1 by replacing v and π(x * )v and normalizing it. Hence we can denote v 0 = Ω + y for y ∈ H such that < Ω|y >= 0. Assume that z ∈ S(C N ) ⊗k N P . By Lemma 3.1, we see that lim n→∞ (π(s(z) * ))
The inverse of Proposition 3.4 is shown in Proposition 4.8. Proof. Assume that z ∼ y and z ∈ S(C N ) ⊗k . Let (H, π) be GP (z) with the GP vector Ω, respectively. By assumption, there is n ∈ {1, . . . , k} such that
Equivalence
)Ω satisfies π(s(y))E n = E n and Ω ′ is also a cyclic vector. Hence (H, π) is GP (y). By Proposition 2.4, GP (z) ∼ GP (y).
Assume that z ∼ y and GP (z) ∼ GP (y). We show contradiction. By assumption, there is a representation (H, π) of O N such that there are unit cyclic vectors Ω, Ω ′ ∈ H which satisfy π(s(z))Ω = Ω and π(s(y))Ω ′ = Ω ′ . By the canonical basis of GP (z), there are a 1 , . . . , a k ∈ C and v ∈ H such that Ω ′ = a 1 E 1 + · · · + a k E k + v where E 1 = Ω and < E n |v >= 0 for each n = 1, . . . , k. By Lemma 3.5 and z ∼ y, we see that < Ω ′ |E n >= 0 for each
On the other hand, we see that
. This contradicts the choice of m 0 . Hence GP (z) ∼ GP (y). 
Proof. Let {E n } n∈Z and {E ′ n } n∈Z be in (2.3) with respect to z, Ω and y, Ω ′ , respectively. We see that
In the same way, we see that
. . , N } * and k, l ≥ 1. By this and Lemma 3.3 (ii), the assertion holds. Proof. For z ∈ S(C N ) ∞ , L ∈ N ∪ {0} and a sequence c = (c n ) n∈N in U (1), let z(L) ≡ (z (n+L) ) n∈N and c · z ≡ (c n z (n) ) n∈N . Then we can verify that GP (z(L)) ∼ GP (z) ∼ GP (c · z) by Proposition 2.4. This implies that if z ∼ y, then GP (z) ∼ GP (y). Assume that z ∼ y. If GP (z) ∼ GP (y), then there is a representation (H, π) of O N which is GP (z) and GP (y). Let Ω and Ω ′ be GP vectors of (H, π) with respect to z and y, respectively. By Lemma 3.7, π(O N )Ω and π(O N )Ω ′ are orthogonal. Because Ω and Ω ′ are cyclic vectors, this is contradiction. Therefore GP (z) ∼ GP (y).
We consider a relation between chain and cycle here. For a sequence
We denote ζ ∞ by z ∞ when there is no ambiguity. For z ∈ S(C N ) ⊗ * , the symbol z ∞ makes sense as an equivalence class in S(C N ) ∞ . This notation is convenient to describe decomposition of representations in §4. By definition, the following holds immediately: Proof. Assume that y ∈ S(C N ) ⊗p . Let {E n } n∈Z be in (2.3) with respect to z, Ω.
Proof. Assume that GP (y) ∼ GP (z). We derive contradiction. By assumption, there is a representation (H, π) of O N such that (H, π) is GP (z) with the GP vector Ω and (H, π) is also GP (y) with the GP vector Ω ′ . Let {E n } n∈Z be in (2.3) with respect to Ω and z. By Lemma 3.10, < Ω|Ω ′ >= 0. This implies that < E n |Ω ′ >= 0 for each n ∈ Z. Further, we have < π(s J )E n |Ω ′ >= 0 for each J ∈ {1, . . . , N } * and n ∈ Z. By Lemma 3.3 (ii), Ω ′ = 0. This is contradiction. Hence GP (z) ∼ GP (y).
By Proposition 3.6, Proposition 3.8 and Proposition 3.11, Theorem 1.4 is proved. Define
Decomposition of GP representations
On the other hand, the GP vector Ω of (H, π) belongs to Lin< 
where cv is the scalar multiple of v by c. (l) ))e kn+l,1 = e kn+l−1,1 and π(s(v))e kn,1 = e k(n−1),1 for each l = 1, . . . , k and n ∈ Z. As the same way of the proof of Proposition 2.1, we see that
. . , N and m ∈ N. Then we can verify that (K, π c ) is GP (cv) with the GP vector e 1,
By Proposition 4.4 and Proposition 4.5, Theorem 1.5 is proved.
where γ is the gauge action on O N .
Proof. By Proposition 4.5 and GP (v) • γc1/k = GP (cv) for c ∈ U (1), the statement holds. 
. By Proposition 3.8, y ∞ 0 ∼ y ∞ . By Lemma 3.9 (ii), there is c 0 ∈ U (1) such that k = l and y 0 ∼ c 0 y. 5 Another characterization of GP (z)
States associated with GP representations
Operator algebraists prefer state than representation. We show the relation between GP representations and states of O N .
For J ∈ {1, . . . , N } * , the length |J| of J is defined by |J| = k when
jm and z(0) ≡ 1 where we define z 
where η is the normalized Haar measure of U (1).
Proof. Let (H, π) be GP (z) with the GP vector Ω and (H 0 , π 0 ) be GP (y) with the GP vector Ω 0 . By Proposition 4.5, we can realize (H, π) as H = L 2 (U (1), H 0 ) and H c = {φ(c) : φ ∈ L 2 (U (1), H 0 )} and Ω(c) = Ω 0 for c ∈ U (1). By Corollary 4.
By Proposition 5.1 and Proposition 5.2, we have the following equation: For J, K ∈ {1, . . . , N } * , 
Spectrum of O

Examples
Permutative representations
We show the relation between GP representations and ordinary permutative representations by [3] . (H, π) is a permutative representation of O N if there is a complete orthonormal basis {e n } n∈Λ of H and a family f = {f i } N i=1 of maps on Λ such that π(s i )e n = e f i (n) for each n ∈ Λ and i = 1, . . . , N . For J = (j l ) k l=1 and c ∈ U (1) ≡ {a ∈ C : |a| = 1}, a representation (H, π) of O N is P (J; c) if there is a unit cyclic vector Ω ∈ H and c ∈ U (1) such that π(s J )Ω = cΩ and {π(s j l · · · s j k )Ω} k l=1 is an orthonormal family in H. We simply denote P (J; 1) by P (J).
(H, π) is a cyclic permutative representation of O N if and only if (H, π) is a cycle or a chain. We see that P (J; c) = GP (c · ε J ) for J ∈ {1, . . . , N } k and c ∈ U (1), and
fined by π S (s i )e n ≡ e N (n−1)+i for n ∈ N and i = 1, . . . , N where {e n } n∈N is the canonical basis of
(ii) Define a representation (l 2 (N), π) of O 3 by π(s 1 )e 1 ≡ e 2 , π(s 1 )e 2 ≡ e 1 , π(s 2 )e 1 ≡ e 3 , π(s 3 )e 1 ≡ e 4 , π(s 2 )e 2 ≡ e 5 , π(s 3 )e 2 ≡ e 6 , π(s i )e n ≡ e 3(n−1)+i for i = 1, 2, 3, n ≥ 3. Then e 1 is a cyclic vector of (l 2 (N), π) and π(s 1 s 1 )e 1 = e 1 . Therefore (l 2 (N), π) is GP ((1, 0, 0) ⊗ (1, 0, 0)). We have the irreducible decomposition l 2 (N) = V 1 ⊕ V 2 where V 1 ≡ π(O 3 )(e 1 + e 2 ) and V 2 ≡ π(O 3 )(e 1 − e 2 ). be a representation of O 2 defined by π(s 1 )e 1 ≡ ae 2 + ce 3 , π(s 1 )e 2 ≡ e 1 , π(s 2 )e 1 ≡ be 2 + de 3 , π(s 2 )e 2 ≡ e 4 , π(s 1 )e n ≡ e 2n−1 , π(s 2 )e n ≡ e 2n (n ≥ 3).
Non permutative representations
Then (l 2 (N), π) satisfies that π(s 1 (αs 1 +βs 2 ))e 1 = e 1 for g −1 = α γ β δ ∈ U (2). Hence this representation is GP (z) for z ≡ ε 1 ⊗(αε 1 +βε 2 ). If αβ = 0, then this representation does not belong to the class of representation by [3, 5, 6] . β = 0 if and only if z is non periodic. This is equivalent that GP (z) is irreducible. If β = 0, then |α| = 1 and the following equivalence holds:
Note that this representation is determined by only (α, β) ∈ C 2 , |α| 2 +|β| 2 = 1 up to unitary equivalence. (1, ξ n ) ∈ S(C 2 ) for n ∈ N.
Then z ξ ≡ (z (n) ξ ) n∈N ∈ S(C 2 ) ∞ is eventually periodic if and only if ξ is a root of unity. θ ≡ (cos 2πnθ, sin 2πnθ) ∈ S 1 ≡ {(x, y) ∈ R 2 : x 2 + y 2 = 1} (n ∈ N).
Then GP (z θ ) is irreducible if and only if θ ∈ Q. If there is p = min{q ∈ N : qθ ∈ N ∪ {0}}, then
GP (cz θ [p]) dη(c).
