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DIMENSIONS OF PROJECTIONS OF SETS ON RIEMANNIAN SURFACES
OF CONSTANT CURVATURE
ZOLTA´N M. BALOGH, ANNINA ISELI
Abstract. We apply the theory of Peres and Schlag to obtain generic lower bounds for Hausdorff
dimension of images of sets by orthogonal projections on simply connected two-dimensional Riemannian
manifolds of constant curvature. As a conclusion we obtain appropriate versions of Marstrand’s
theorem, Kaufman’s theorem and Falconer’s theorem in the above geometrical settings.
1. Introduction
Since orthogonal projections are Lipschitz maps, they decrease the Hausdorff dimension of sets.
For example, if we take a set A ⊂ R2 with dimA ≤ 1 then dimΠθ(A) ≤ dimA for all angles
θ ∈ [0, π) where Πθ : R2 → Lθ is the orthogonal projection onto the line through the origin in R2
which makes an θ with the x-axis. Marstrand [12] and later Kaufman [11] proved that that there
is a generic lower bound on the dimension distortion, namely that the equality dimΠθ(A) = dimA
holds for almost every θ ∈ [0, π). An improvement of these result estimating the size of exceptional
sets is due to Falconer [7]. For higher dimensional generalization and a unified exposition of this
type of results we refer to the books [13], [15], as well as to the expository articles [6] and [14].
It is a purpose of general interest to extend the above results to various settings of non-Euclidean
geometries. In this sense we mention the recent works [1, 2, 8] for the treatment of these questions
in the setting of the Heisenberg groups. Due to the complicated sub-Riemannian geometry of
the Heisenberg group the above mentioned results are much weaker and much less complete than
their Euclidean counterparts. It is expected that better results could be obtained in the setting
of Riemannian manifolds. Various questions of geometric measure theory have been already been
addressed in the setting of Riemannian manifolds. This includes the work of Brothers [4, 5] in
connection to Besicovitch-Federer type characterization of purely unrectifiable sets in terms of
projections in the setting of homogenous spaces and also the more recent work of Hovila, Ja¨rvenpa¨a¨,
Ja¨rvenpa¨a¨ and Ledrappiar [9, 10] on two-dimensional Riemann surfaces. To our knowledge no
Marstrand type result is yet available in the setting of curved geometries. The purpose of this note
is a first step in this direction.
Our main result shows that on simply connected two-dimensional Riemannian manifolds of con-
stant curvature, the same projection theorems hold as in the planar case. To formulate our main
result we consider MK to be a two-dimensional simply connected Riemannian manifold with con-
stant curvature K and p ∈ MK be a fixed point. If K ≤ 0 then the orthogonal projections Πθ
onto geodesic lines Lθ emanating from p are well defined in the whole space MK . Here Lθ is the
geodesic line in direction θ i.e. the image of the line lθ ⊂ R2 under the exponential map at p. If
K > 0 then the orthogonal projection Πθ as above is only defined on compact sets Ω ⊆ B(p, pi2√K ).
The main result of this note is formulated as follows:
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Theorem 1.1. Let MK be a complete, simply connected two-dimensional Riemannian manifold
with constant curvature K, p ∈ MK a base point, and Ω be a compact subset of MK . If K > 0
we assume that Ω ⊆ B(p, pi
2
√
K
). Denote by Πθ the orthogonal projection onto the geodesic line Lθ
emanating from p in direction θ. Then for all Borel sets A ⊆ Ω the following statements hold.
(1) If dimA > 1, then
(a) L 1(ΠθA) > 0 for L
1-a.e. θ ∈ (0, π).
(b) dim{θ ∈ (0, π) : L 1(ΠθA) = 0} ≤ 2− dimA.
(2) If dimA ≤ 1, then
(a) dim(ΠθA) = dimA for L
1-a.e. θ ∈ (0, π).
(b) For 0 < α ≤ dimA, dim{θ ∈ (0, π) : dim(ΠθA) < α} ≤ α.
Our proof is based on the theory of Peres and Schlag [16] which provides a general abstract
framework of generic Hausdorff dimension distortion results in metric spaces. The statements of
Threorem 1.1 will follow by the verification of the crucial conditions of regularity and transversality
of projections allowing the application of the results from [16]. This is based on considerations using
hyperbolic trigonometry for the case of negative curvature and spherical trigonometry in the case
of positive curvature.
The structure of the paper is as follows: In the first section we recall the notation and the
statement of the main result from [16] and reduce the statement of Theorem 1.1 to the hyperbolic
and spherical case. In the second section we prove the statement of the main theorem in the
hyperbolic case and in the third section we consider the spherical case. The last section is for final
remarks.
Acknowledegments: We thank the referee for carefully reading the paper and for helpful
remarks improving our presentation.
2. Preliminaries
We will now give a short summary of Peres and Schlag’s theory [16] and recall one of their main
results that we will apply to the Riemannian setting in the following sections. A nice summary of
Peres and Schlag’s work (inlcuding outlines of the main proofs) can also be found in [14] or [15].
Let (Ω,d) be a compact metric space, J ⊂ R an open interval and Π a continuous map
(2.1) Π : J × Ω→ R, (λ, ω) 7→ Π(λ, ω).
We think of Π as a family of projections Πλω := Π(λ, ω) over the parameter interval J . Let λ ∈ J
and ω1, ω2 ∈ Ω two distinct points. We define
(2.2) Φλ(ω1, ω2) =
Πλω1 −Πλω2
d(ω1, ω2)
.
Definition 2.1. (a) We say that Πλ has bounded derivatives in λ, if: For all ω ∈ Ω the function
λ 7→ Π(λ, ω) is smooth and for all compact intervals I ⊂ J and all l ∈ N0, there exists a
constant Cl,I such that for all λ ∈ I and ω ∈ Ω,∣∣∣∣ dldλlΠ(λ, ω)
∣∣∣∣ ≤ Cl,I .
(b) We call J an interval of transversality of order 0 for Π, or shorter, the transversality property
is satisfied, if there exists a constant C ′ > 0, such that for all pairs of distinct points ω1, ω2 ∈ Ω
and λ ∈ J ,
|Φλ(ω1, ω2)| ≤ C ′ ⇒
∣∣∣∣ ddλΦλ(ω1, ω2)
∣∣∣∣ ≥ C ′.
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(c) We say that Φ is ∞-regular, if for each l ∈ N there exist a constant Cl such that for all λ ∈ J
and distinct points ω1, ω2 ∈ Ω, ∣∣∣∣ dldλlΦλ(ω1, ω2)
∣∣∣∣ ≤ Cl.
This definition allows us to state the following theorem due to Peres and Schlag [16].
Theorem 2.2. Let Ω be a compact metric space which is bi-Lipschitz equivalent to a subset of a
Euclidean space; J an open interval and Π a continuous map as described in (2.1). Assume that
conditions (a), (b) and (c) of Definition 2.1 are satisfied. Then the following statements hold for
all Borel sets A ⊆ Ω.
(1) If dimA > 1, then
(a) L 1(ΠλA) > 0 for L
1-a.e. λ ∈ J ,
(b) dim{λ ∈ J : L 1(ΠλA) = 0} ≤ 2− dimA.
(2) If dimA ≤ 1, then
(a) dim(ΠλA) = dimA for L
1-a.e. λ ∈ J ,
(b) For 0 < α ≤ dimA, dim{λ ∈ J : dim(ΠλA) < α} ≤ α.
Theorem 1.1 will follow from Theorem 2.2 once we show that for orthogonal projection on MK
the conditions from Definition 2.1 are satisfied. On the other hand, simply connected, complete
two-dimensional Riemannian manifolds with constant curvature K are isometric to M2K = H
2
endowed with the metric dK =
1√
−Kd, where d denotes the hyperbolic metric on H
2 for K < 0 and
M2K = S
2 endowed with the metric dK =
1√
K
d, where d denotes the usual spherical metric on the
S
2 for K > 0. This implies that it is enough to verify the conditions of Definition 2.1 for the cases
of H2 and S2.
3. Projections in H2
3.1. Geodesic projections in H2. Let H2 denote the hyperbolic plane and d the hyperbolic
metric on H2. Let p be a fixed base point in H2 and v0 a vector of length 1 in the tangent plane
TpH
2 of H2 at p. We denote by L+0 the geodesic starting at p in direction v0 and by L
−
0 the geodesic
starting at p in the direction −v0. This defines the geodesic line L0 = L+0 ∪ L−0 through p. For
all angles θ ∈ (0, π) define vθ to be the unique vector of length 1 in TpH2 such that the counter-
clockwise angle from v0 to vθ is θ. Let L
+
θ be the geodesic starting from p in direction vθ and L
−
θ
be the geodesic starting from p in direction −vθ. This defines the geodesic line Lθ = L+θ ∪ L−θ .
For a point q ∈ H2, let Pθq be the unique point on Lθ that minimizes the distance between Lθ
and q. In other words, Pθq is the unique point of Lθ that satisfies,
d(q, Pθq) = inf{d(q, q′) : q′ ∈ Lθ}.
The existence and uniqueness of such a point Pθq holds in general for negatively curved spaces (see
e.g. Proposition 2.4 in [3], page 176). This allows us to define the mapping Pθ:
Pθ : H
2 → Lθ, q 7→ Pθq.
Proposition 2.4 of [3] implies, that Pθ is distance non-increasing and that for each q ∈ H2 the
geodesic connecting q to Pθq is orthogonal to Lθ. Therefore, we will refer to the mapping Pθ as the
orthogonal projection of H2 onto Lθ.
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In order to be consistent with the notion of projection used in [16] we define the generalized
projection
(3.1) Π : (0, π) ×H2 → R, (θ, q) 7→ Πθq := ±d(p, Pθq)
where the sign ”±” is to be understood as follows:
Πθq = d(p, Pθq) if Pθq ∈ L+θ , and Πθq = −d(p, Pθq) if Pθq ∈ L−θ .
Note that it is immediate from the definition of Πθ and Pθ that
(3.2) d(Pθp1, Pθp2) = dEucl.(Πθp1,Πθp2),
for all θ ∈ (0, π) and p1, p2 ∈ H2, where dEucl. denotes the Euclidean metric on R. Moreover, note
that Π is a continuous map as described in (2.1). The interval J of parameters λ from (2.1), here
is an interval (0, π) of angles θ. The fact that Pθ, for all θ ∈ (0, π), is a distance non-increasing
mapping, implies that Πθ is distance non-increasing, i.e., 1-Lipschitz, for all θ ∈ (0, π). In particular,
this implies that the dimension of a set can not increase under the projection Πq, q ∈ H2.
In order to express Πθ in a way that allows us to study its transversality and regularity properties,
we use basic facts from hyperbolic trigonometry. Consider a geodesic triangle in H2 with side lengths
a, b, c and opposite angles α, β, γ. It holds that
(3.3) cosh a = cosh b cosh c− sinh b sinh c cosα.
This formula is called the hyperbolic law of cosines, a proof can be found for example in [3] or [17].
Applying the hyperbolic law of cosines to a right-sided triangle twice, yields
(3.4) tanh b = tanh c cosα,
where γ = pi2 . To see this, consider a triangle as just described with γ =
pi
2 . From (3.3) it follows
that cosh c = cosh b cosh a and cosh a = cosh b cosh c − sinh b sinh c cosα. From these relations we
obtain cosh ccosh b = cosh b cosh c− sinh b sinh c cosα, which implies − cosh ccosh b sinh2 b = − sinh b sinh c cosα.
Thus, (3.4) follows.
Now for each point q ∈ H2 and angle θ ∈ [0, π), let us denote by αq,θ ∈ [0, 2π) the counter-
clockwise angle from L+θ to the geodesic segment connecting the base point p to q. As we will show
now, (3.4) implies that
(3.5) tanhΠθq = tanh d(p, q) cos(αq,θ),
for all angles θ ∈ (0, π) and all points q ∈ H2. Let q be a point in ∈ H2 and θ ∈ [0, π) an angle.
First, we consider the case when 0 ≤ αq,θ < pi2 . Then, Pθ(q) ∈ L+θ and the three points p, q and
Pθq span a geodesic triangle with side lengths a = d(q, Pθq), b = d(p, Pθq), c = d(p, q) and opposite
angles α = αq,θ, β, γ =
pi
2 . By (3.4), it follows that tanh d(p, Pθq) = tanh d(p, q) cos(αq,θ). Hence,
by the definition of Πθ and the fact that Pθ(q) ∈ L+θ , we obtain (3.5) for this case. The other cases:
pi
2 ≤ αq,θ < π; π ≤ αq,θ < 3pi2 and 3pi2 ≤ αq,θ < 2π can be treated similarly.
For each point q ∈ H2, let θq ∈ [0, 2π) be the counter-clockwise angle from L+0 to the geodesic
segment connecting the base point p to q. It is easy to see that cos(αq,θ) = cos(θq − θ) for all
θ ∈ (0, π). In conclusion:
(3.6) tanh d(p, Pθq) = tanh d(p, q) cos(θq − θ).
Motivated by this result, we introduce the following new family of generalized projections:
(3.7) Π˜ : (0, π) ×H2 → R, (θ, q) 7→ Π˜θq := tanh d(p, q) cos(θq − θ).
PROJECTIONS OF RIEMANNIAN SURFACES 5
Note that, for all θ ∈ (0, π) and q ∈ H2,
(3.8) Π˜θq = tanh(Πθq).
Thus, Π˜ : (0, π) × Ω → R is a continuous mapping with respect to d. Moreover, note that tanh is
1-Lipschitz on the whole of R. Recall, that for all θ ∈ (0, π), Πθ is 1-Lipschitz. Therefore, Π˜θ is
1-Lipschitz for all θ ∈ (0, π).
Now for all angles θ ∈ (0, π) and all pairs of distinct points p1, p2 ∈ H2 define,
(3.9) Φθ(p1, p2) =
Π˜θp1 − Π˜θp2
d(p1, p2)
,
analogous to (2.2) in the general setting.
3.2. Transversality and regularity properties in H2. Let Ω be a compact subset of H2. From
now on we will consider the metric space (Ω,d), where d denotes the restriction of the hyperbolic
metric to Ω. We will consider the projections Π and Π˜ as defined in (3.1) and (3.7), as well as the
function Φ as defined in (3.9), restricted to Ω.
We will now show that Definition 2.1 is satisfied in this just defined setting. For this purpose,
define Diag := {(p1, p2) ∈ Ω× Ω : p1 = p2}.
Proposition 3.1. There exist two functions
D : (Ω× Ω)\Diag → R+
θˆ : (Ω× Ω)\Diag → [0, 2π),
such that:
(1) For all pairs of points (p1, p2) ∈ (Ω ×Ω)\Diag and all angles θ ∈ (0, π),
Π˜θp1 − Π˜θp2 = D(p1, p2) cos(θ − θˆ(p1, p2)).
(2) There exist constants c > 0 and C > 0, such that for all (p1, p2) ∈ (Ω× Ω)\Diag,
c ≤ D(p1, p2)
d(p1, p2)
≤ C.
Proof of Proposition 3.1. Let (p1, p2) ∈ (Ω × Ω)\Diag. Throughout this proof, we will use the
following notation:
(3.10) d1 = d(p, p1), d2 = d(p, p2), d = d(p1, p2), d˜1 = tanh d(p1, p), d˜2 = tanh d(p2, p).
Moreover, we denote the counter-clockwise angle from L+0 to the geodesic segment connecting p to
p1 (resp. p2) by θ1 (resp. θ2).
By (3.5), we have Π˜θp1 = d˜1 cos(θ − θ1) and Π˜θp2 = d˜2 cos(θ − θ2). In order to make the
calculations clearer, write α = θ − θ2 and α0 = θ1 − θ2. Thus we obtain
(3.11) Π˜θp1 = d˜1 cos(α− α0), Π˜θp2 = d˜2 cos(α).
and by an elementary calculation
(3.12) Π˜θp1 − Π˜θp2 = (d˜1 cosα0 − d˜2) cosα+ d˜1 sinα0 sinα.
Define
(3.13) A = d˜1 cosα0 − d˜2, B = d˜1 sinα0.
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Note that A and B cannot both be 0, since (p1, p2) /∈ Diag. This allows us to make the following
definition: Let αˆ ∈ (0, 2π) be the angle that satisfies
(3.14) cos αˆ =
A√
A2 +B2
and sin αˆ =
B√
A2 +B2
.
In this notation, from (3.12) it follows that Π˜θp1− Π˜θp2 =
√
A2 +B2 cos(α− αˆ). Set θˆ = θ2+ αˆ
(see below (3.10) for the definition of θ2) and D =
√
A2 +B2. Observe that by their definition both
D and θˆ are independent of θ. Thus D = D(p1, p2) and θˆ = θˆ(p1, p2) are well-defined functions on
(Ω× Ω)\Diag. Moreover, by definition of α, αˆ and θˆ, we conclude
Π˜θp1 − Π˜θp2 = D cos(θ − θˆ).
This completes the proof of Proposition 3.1.(1).
For the proof of Proposition 3.1.(2) it suffices to show that c ≤ D(p1,p2)d(p1,p2) ≤ C for constants c > 0
and C > 0 independent of p1 and p2, where D(p1, p2) =
√
A2 +B2.
By the hyperbolic law of cosines (3.3) applied to the geodesic triangle spanned by p,p1 and p2,
it holds that cosh d = cosh d1 cosh d2 − sinh d1 sinh d2 cosα0, which implies,
(3.15) − 2 tanh d1 tanh d2 cosα0 = 2
(
cosh d
cosh d1 cosh d2
− 1
)
.
Applying (3.13) and (3.15), as well as elementary product-to-sum identities for hyperbolic and
trigonometric functions, yields
(3.16) A2 +B2 =
2cosh d cosh d1 cosh d2 − cosh2 d1 − cosh2 d2
cosh2 d1 cosh
2 d2
.
Note that the product cosh d1 cosh d2 is greater than 1 and is bounded from above since p1, p2 ∈ Ω
and Ω is compact. So we can derive the following upper bound for A2 +B2:
A2 +B2 ≤
(
1
cosh2 d1
+
1
cosh2 d1
)
(cosh d− 1) ≤ 2(cosh d− 1).
Hence, we conclude that
√
A2 +B2
d
≤
√
2
√
cosh d− 1
d
.
Note that
√
cosh d−1
d
is a continuous function in d > 0 and that limd→0+
√
cosh d−1
d
= 1√
2
< ∞.
Thus by the compactness of Ω, we have
√
A2+B2
d
≤ C for some constant C > 0 only depending on
the diameter of Ω. This proves the right-hand inequality in Proposition 3.1.(2). Now let us prove
the left-hand inequality.
Using the notation from (3.10), we define ρ = d1 − d2. By the triangle inequality ρ ∈ [−d, d],
i.e., |d| ≥ |ρ| and therefore cosh d ≥ cosh ρ. The following calculation only uses the definition of ρ
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and elementary calculation rules for cosh:
2 cosh d cosh d1 cosh d2 − cosh2 d1 − cosh2 d2
= 2cosh d cosh(d2 + ρ) cosh d2 − cosh2(d2 + ρ)− cosh2 d2
= cosh d(cosh(2d2 + ρ) + cosh ρ)− 1
2
(cosh(2(d2 + ρ)) + 1)− 1
2
(cosh(2d2) + 1)
= cosh d(cosh(2d2 + ρ) + cosh ρ)− 1
2
(cosh(2(d2 + ρ) + cosh(2d2))− 1
= cosh d(cosh(2d2 + ρ) + cosh ρ)− cosh(2d2 + ρ) cosh ρ− 1
= cosh d cosh ρ− 1 + (cosh d− cosh ρ) cosh(2d2 + ρ)
≥ cosh d cosh ρ− 1 ≥ cosh d− 1.
From the Taylor series representation of cosh it follows that cosh d− 1 ≥ 12d2. Consequently, the
estimate,
(3.17) 2 cosh d cosh d1 cosh d2 − cosh2 d1 − cosh2 d2 ≥ 1
2
d2,
follows. Now, since p1, p2 ∈ Ω and Ω compact, there exists a constant c˜ > 0 (only depending on Ω)
such that 1
cosh2 d1 cosh
2 d2
≥ c˜. Thus by (3.16) and (3.17), it follows that
√
A2+B2
d
≥ c for c =
√
c˜
2 .
This concludes the proof of Proposition 3.1. 
Proof of Theorem 1.1 in the negative curvature case: From Proposition 3.1.(1), it follows that for
all pairs of points (p1, p2) ∈ (Ω×Ω)\Diag and angle θ ∈ (0, π), Φθ(p1, p2) = D(p1,p2)d(p1,p2) cos(θ−θˆ(p1, p2))
and hence
(3.18)
d
dθ
(
Π˜θp1 − Π˜θp2
)
= −D(p1, p2) sin(θ − θˆ(p1, p2)).
Thus for all l ∈ N, dl
dθl
Φθ(p1, p2) is an element of the set
(3.19)
{
±D(p1, p2) sin(θ − θˆ(p1, p2))
d(p1, p2)
,±D(p1, p2) cos(θ − θˆ(p1, p2))
d(p1, p2)
}
Consequently, from Proposition 3.1.(2) it follows that Φθ is ∞-regular and has bounded partial
derivatives in the sense of Definition 2.1. Now let c′ > 0 such that c′ < c10 , where c is the constant
from Proposition 3.1.(2). Assume that |Φθ(p1, p2)| ≤ c′. Applying Proposition 3.1, yields
| cos(θ − θˆ(p1, p2))| ≤ c′ d(p1, p2)
D(p1, p2)
≤ c
′
c
<
1
10
,
and hence, | sin(θ − θˆ(p1, p2))| ≥ 110 . Now by (3.18), it follows that
∣∣ d
dθΦθ(p1, p2)
∣∣ ≥ c10 . Thus the
transversality property holds as well. Now, by applying Theorem 2.2, Theorem 1.1 follows for the
case when Ω is a compact subset of H2. As explained in Section 2, the statement of Theorem 1.1
in the negative curvature case follows from this. 
4. Projections in S2
4.1. Geodesic projections in S2. Let S2 denote the Euclidean two-sphere equipped with the
usual spherical metric d. Let p be a fixed base point in S2, m ∈ (0, pi2 ) a fixed number and
denote by B(p,m) the open ball of radius m centered at p. Let v0 be a vector of length 1 in the
tangent plane TpS
2 of S2 at p. We denote by L+0 the segment of the geodesic starting at p in
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direction v0 that is contained in B(p,m). Analogously, denote by L
−
0 the segment of the geodesic
starting at p in the direction −v0 that is contained in B(p,m). This defines the geodesic segment
L0 = L
+
0 ∪L−0 ⊂ B(p,m) through p. For an angle θ ∈ (0, π) let vθ be the unique vector of length 1
in TpS
2 such that the counter-clockwise angle from v0 to vθ is θ. Let L
+
θ be the segment of the
geodesic starting from p in direction vθ that is contained in B(p,m). Analogously define L
−
θ in
direction −vθ. This defines the geodesic segment Lθ = L+θ ∪ L−θ ⊂ B(p,m). Note that for each
direction v ∈ TpS2 there exists a geodesic line starting at p in direction v of length π. So the
restriction onto B(p,m) with m < pi2 might look too strong at this point. However, this restriction
is crucial in order for our results to hold. We will explain this in more detail in the last section.
Let Ω ⊂ S2 be a compact set that is contained in B(p,m). Then, due to the restriction m < pi2 ,
the orthogonal projection Pθ of Ω onto the geodesic line segment Lθ is well-defined by,
d(q, Pθq) = inf{d(q, q′) : q′ ∈ Lθ}.
(See [3], pages 176-178.) By the same argument as in the hyperbolic plane, for a point q ∈ Ω, the
geodesic segment connecting q to Pθq is orthogonal to Lθ. On the other hand Pθ is not 1-Lipschitz.
However, Pθ : Ω → Lθ, for all θ ∈ (0, π), still is a Lipschitz map for some constant that only
depends on m.
Define the generalized projection Π, analogously to (3.1):
(4.1) Π : (0, π) × Ω→ R, (θ, q) 7→ Πθq := ±d(p, Pθq).
It is immediate from this definition that
(4.2) d(Pθp1, Pθp2) = dEucl.(Πθp1,Πθp2).
In our considerations below we will use basic results of spherical trigonometry. The following
formula is what we call the spherical law of cosines, a proof can be found for example in [3] or [17].
For a geodesic triangle with side lengths a, b, c, each < π, and opposite angles α, β, γ, it holds that:
(4.3) cos a = cos b cos c+ sin b sin c cosα.
Applying the spherical law of cosines to a right-sided triangle twice, yields
(4.4) tan b = tan c cosα,
where γ = pi2 . (Note that (4.4) can be proved similarly to (3.4).) For each point q ∈ Ω, define the
angle θq as in the hyperbolic plane (see above (3.6)). Applying an argument similar to the proof
of (3.6), yields that
(4.5) tanΠθq = tan(d(p, q)) cos(θ − θq).
Motivated by (4.5), we define a new family of generalized projections:
(4.6) Π˜ : (0, π)× Ω→ R, (θ, q) 7→ Π˜θq := tan(d(p, q)) cos(θ − θq).
(Compare (3.5) and (3.7).) Note that for all θ ∈ (0, π) and q ∈ Ω,
(4.7) Π˜θ = tan(Πθ) .
Thus, Π˜ is continuous with respect to d and for all θ ∈ (0, π), Π˜θ is Lipschitz, for some Lipschitz
constant that only depends on m.
Now for all angles θ ∈ (0, π) and all pairs of distinct points p1, p2 ∈ Ω define,
Φθ(p1, p2) =
Π˜θp1 − Π˜θp2
d(p1, p2)
.
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4.2. Transversality and regularity properties in S2. We will now show that Definition 2.1 is
satisfied in the setting described in Section 4.1.
Proposition 4.1. There exist two functions
D : (Ω× Ω)\Diag → R+
θˆ : (Ω× Ω)\Diag → [0, 2π),
such that:
(1) For all pairs of points (p1, p2) ∈ (Ω ×Ω)\Diag and angle θ ∈ (0, π),
Π˜θp1 − Π˜θp2 = D(p1, p2) cos(θ − θˆ(p1, p2)).
(2) Moreover, there exist constants c > 0 and C > 0, such that for all (p1, p2) ∈ (Ω × Ω)\Diag
c ≤ D(p1, p2)
d(p1, p2)
≤ C.
Proof of Proposition 4.1. Let (p1, p2) ∈ (Ω × Ω)\Diag. Throughout this proof, we will use the
following notation:
(4.8) d1 = d(p, p1), d2 = d(p, p2), d = d(p1, p2), d˜1 = tan d(p1, p), d˜2 = tan d(p2, p).
Moreover, we denote the counter-clockwise angle from L+0 to the geodesic segment connecting p to
p1 (resp. p2) by θ1 (resp. θ2). With this notation, the proof of Proposition 4.1.(1) is similar to the
proof of Proposition 3.1.(1).
In order to prove Proposition 4.1.(2) it suffices to show that c ≤
√
A2+B2
d
≤ C, for constants
c > 0 and C > 0 independent of p1 and p2. Recall that A and B are defined as
(4.9) A = d˜1 cosα0 − d˜2 and B = d˜1 sinα0,
where α0 = θ1 − θ2, see (3.11) and (3.13).
By the spherical law of cosines (4.3), it holds that
cos d = cos d1 cos d2 + sin d1 sin d2 cosα0.
Since d1 and d2 are both strictly smaller than
pi
2 , cos d1 cos d2 6= 0, and we obtain
(4.10) − 2 tan d1 tan d2 cosα0 = 2
(
1− cos d
cos d1 cos d2
)
.
From (4.9), (4.10) and elementary calculation rules for trigonometric functions it follows that
(4.11) A2 +B2 =
cos2 d1 + cos
2 d2 − 2 cos d cos d1 cos d2
cos2 d1 cos2 d2
.
Using the fact that d1, d2 ∈ (0, pi2 ) and thus 0 < cos d1, cos d2 < 1, we can derive the following
lower bound for A2 +B2:
A2 +B2 ≥ 2 cos d1 cos d2 − 2 cos d cos d1 cos d2
cos2 d1 cos2 d2
=
2(1 − cos d)
cos d1 cos d2
≥ 2(1− cos d).
This implies that
(4.12)
√
A2 +B2
d
≥
√
2
√
1− cos d
d
.
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The function d 7→
√
1−cos d
d
is continuous on (0,∞) and limd→0+
√
1−cos d
d
= 1√
2
> 0. Since
0 < d < 2m < π, it follows that there exists a constant c, only depending on m, such that√
2
√
1−cos d
d
≥ c. This together with (4.12) proves the left-hand inequality in Proposition 4.1.(2).
Now let us prove the right-hand inequality. We define ρ = d1−d2, thus by the triangle inequality
0 < |ρ| ≤ |d| < π and therefore cos d ≤ cos ρ. The following calculation only uses the definition of
ρ and elementary calculation rules for cos::
cos2 d1 + cos
2 d2 − 2 cos d cos d1 cos d2
= cos2(d2 + ρ) + cos
2 d2 − 2 cos d cos(d2 + ρ) cos d2
=
1
2
(cos(2(d2 + ρ)) + 1) +
1
2
(cos(2d2) + 1)− cos d(cos(2d2 + ρ) + cos ρ)
= 1 +
1
2
(cos(2(d2 + ρ)) + cos(2d2))− cos d(cos(2d2 + ρ) + cos ρ)
= 1 + cos(2d2 + ρ) cos ρ− cos d(cos(2d2 + ρ) + cos ρ)
= 1− cos d cos ρ+ (cos ρ− cos d) cos(2d2 + ρ)
≤ 1− cos d cos ρ+ (cos ρ− cos d) ≤ 2(1 − cos d).
Note that 2(1− cos d) ≤ d2 for 0 < d < 2m < π. Consequently, the estimate,
(4.13) cos2 d1 + cos
2 d2 − 2 cos d cos d1 cos d2 ≤ d2
follows. Recall that d1, d2 < m. Set C =
1
cos4m , then
1
cos2 d1 cos2 d2
≤ C and hence, by (4.11) and
(4.13), we obtain
√
A2+B2
d
≤ C. 
Proof of Theorem 1.1 in the positive curvature case: By applying Proposition 4.1 (analogously to
the application of Proposition 3.1 in the proof of Theorem 1.1 in the negative curvature case) and
Theorem 2.2, Theorem 1.1 follows for the case of the projections on the Euclidean sphere S2. As
explained in Section 2, the statement of Theorem 1.1 in the positive curvature case follows. 
5. Final remarks
It is clear that the compactness of Ω ⊂ MK is not an essential condition in Theorem 1.1 in the
case when K < 0. Indeed, any set A ⊂ MK can be included in a countable union of compact
subsets {Ωk}k∈N. Applying the statements of the theorem for A ∩ Ωk they follow for A as well.
By a similar argument it can be shown that also in the case of K > 0 the compactness of Ω is
not essential for Theorem 1.1 to hold. However, the restriction Ω ⊂ B(p, pi2K ) is essential. To see
this let us consider the case of the sphere S2 in the standard R3 coordinate system. We choose
the base point p to be the intersection point of the equator with the positive y-axis and let L0
be the equator which is a (closed) geodesic through p. By Lθ we denote the great circle that is
obtained by rotating the equator by a positively oriented rotation around the y-axis by an angle θ.
We choose the point q ∈ S2 to be the north pole, q = N . Then, there is no unique projection point
P0q. Indeed, each point on the equator is at the same distance to the north pole. This means that
the only natural extension of P0 onto the entire sphere is a multivalued map at the point q = N .
(Obviously, the same thing is true for the south pole S.) In particular, this means that the measure
and dimension of the set {N} ”explode” under the map P0. On the other hand, there are sets that
are dramatically decreased in dimension under P0: Consider a connected segment I of the great
circle M = {q ∈ S2 : d(p, q) = pi2 } that does not contain the north and south poles. Then P0(I)
contains only one point, which we will further on denote by P0(I) = {p0}. In particular, P0 has
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shrunk a set of positive H 1-measure to a single point. If we assume in addition, that the segment I
is bounded away from the two poles, then there exists a small range of angles (0, ǫ), ǫ > 0, such that
Pθ(I) is a one point set for all θ ∈ (0, ǫ). In particular, this shows that Marstrand’s theorem does
not hold in this setting. So both the upper and the (generic) lower bound for dimension distortion
that hold in B(p, pi2 ) ⊂ S2, fail on S2.
In fact, the set of angles, for which these exceptional phenoma occur, can be described quite
precisely. We define the projection P : [0, π) × S2 → Lθ to be the multivalued map given by
Pθ(q) = {l ∈ Lθ : d(l, q) ≤ d(l′, q) for all l′ ∈ Lθ}. For a set A ⊆ S2, we write Pθ(A) for
⋃
q∈A Pθ(q).
By 〈·, ·〉 we denote the scalar product on R3. Then we can write M = {q ∈ S2 : 〈p, q〉 = 0}. Note
that on S2\M the mulitvalued projection Pθ (applied to points or sets) coincides with the one-
valued projections studied in the previous sections. We thus mainly wish to study the projection
of subsets of M .
For all points q ∈ S2 and angles θ ∈ [0, π), it holds that: Pθ(q) = Lθ if and only if 〈q, l〉 = 0 for
each l ∈ Lθ. Also, Pθ(q) = {p0} if and only if 〈q, l〉 6= 0 for some l ∈ Lθ. Note that for all angles
θ, there are exactly two points q ∈ M that satisfy 〈q, l〉 = 0 for all l ∈ Lθ. These are qθ := p × vθ
and −qθ, where × denotes the cross product in R3. Also, for all pairs {q,−q} of antipodal points
in M , there exists exactly one vθ, such that 〈q, vθ〉 = 0. Thus there is a one-to-one correspondence
between pairs {q,−q} and vectors vθ with θ ∈ [0, π). Since the assignment θ 7→ vθ is unique, this
yields a one-to-one correspondence between pairs {q,−q} and angles θ ∈ [0, π). We can consider
M to be a copy of S1 isometrically embedded in S2. Thus by identifying each point q ∈ M with
its antipodal point −q, we obtain a new manifold M˜ (we might call it the real projective space
of dimension 1) that itself can be considered to be an isometric copy of S1. Let u denote the
projections map u : M → M˜, q 7→ [q]. So the one-to-one correspondence between pairs {q,−q}
and angles θ ∈ [0, π) can be written as a bijection ψ : M˜ → [0, π), defined by: ψ([q]) = θ if and
only if 〈q, vθ〉 = 0. The well-definedness of this mapping follows from the above considerations. So
do the following results:
Let A ⊆M and by A˜ denote the corresponding set in M˜ , i.e. A˜ = u(A). Then
{θ ∈ [0, π) : Pθ(A) = Lθ} = {θ ∈ [0, π) : 〈vθ, q〉 = 0 for some q ∈ A} = ψ(A˜)
and
{θ ∈ [0, π) : Pθ(A) = {p0}} = ψ(M˜\A˜).
Furthermore,
dim{θ ∈ [0, π) : Pθ(A) = Lθ} = dim(A˜) = dim(A)
and
dim{θ ∈ [0, π) : Pθ(A) = {p0}} = dim(M˜\A˜).
Informally speaking, Marstrand’s Theorem says that for a large quantity of angles there is no
loss in the dimension of the image of the projection. The above discussion indicates this happens
even for set valued projections. It would be very interesting to study these phenomena in a more
general context, e.g. for set valued projections in positively curved spaces (with not necessarily
constant curvature).
In negatively curved spaces, e.g. in Cartan-Hadamard manifolds, closest point projections are
always single valued. It would be of interest to prove results similar to Theorem 1.1 in this more
general setting. One way to approach this question could be by reducing the problem to the constant
curvature case via appropriate comparison theorems. However, standard comparison theorems from
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Riemannian geometry, such as the Theorem of Topogonov or Rauch are not strong enough to imply
regularity and transversality properties of projections necessary for the Peres-Schlag theory.
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