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Abstract
We investigate and generalise some properties of a family of probability dis-
tributions closely related to the Riemann zeta function. Random variables
that have the property that divisibility by a set of distinct primes occurs
as a set of independent events are characterised in terms of functions that
are well known in number theory. We refer to random variables with this
independence property as Khinchin random variables.
In characterising the collection of Khinchin random variables, we make a
connection between the probabilistic theory of discrete distributions and the
number-theoretic concept of Dirichlet series. We outline some interesting
correspondences between discrete probability distributions and arithmetic
functions. A subset of the Khinchin random variables have infinitely divisible
logarithms. We establish the necessity of a condition, already known to be
sufficient, that ensures infinite divisibility.
Some Khinchin random variables admit a multiplicative decomposition
into a product of random prime numbers. The number of terms in such
a product follows a Poisson distribution. We explore two instances of this
decomposition: one related to the zeta distribution, and the other related to
the so-called prime zeta function.
We use the zeta distribution to derive known results from number theory
via probabilistic methods, and provide a generalisation of the distribution
for other unique factorisation domains.
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Section 1
Introduction
1.1 Preliminary remarks
In this thesis, I explore properties of a family of probability distributions
closely related to the Riemann zeta function. The theory is applied to a more
general class of functions known as Dirichlet series. The first section of the
report introduces the zeta function, Dirichlet series, and various properties
of arithmetic functions. One can define an arithmetic function as a function
f(n) that expresses some property of the integer n. We introduce, for each
real s > 1, the zeta distribution, Zeta(s), and develop intuition about its
behaviour.
In Section two, we construct a class of probability distributions closely
related to Dirichlet series, which we refer to as distributions of the Khinchin
type. A random variable X that has a Khinchin distribution has the following
property: if m and n are mutually prime positive numbers, then the events
{m divides X} and {n divides X} are independent. In Theorem 3.6, we
provide a necessary and sufficient condition for a probability distribution to
be of the Khinchin type.
In Section three, we find a condition on a Dirichlet series that holds
if and only if the logarithm of the associated Khinchin random variable is
infinitely divisible. We use infinite divisibility of the logarithm of a zeta
random variable to find a new representation of the zeta distribution in terms
of random prime numbers, presented in Example 3.2 in Section three.
Section four links the probabilistic theory developed in the previous chap-
ters to various aspects of classical number theory. The limiting case of the
zeta distribution as s approaches unity is not a bona-fide probability distri-
bution. Nevertheless, one can use the limiting case to study number theoretic
concepts known as densities. In Example 4.1, we prove a weak version of the
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prime number theorem. We examine an analogue of the Erdo¨s-Kac theorem
that applies to the zeta distribution. Roughly speaking, the Erdo¨s-Kac the-
orem states that the number of distinct prime factors of a large number n
behaves like a sample from a normal distribution with mean and variance
log(log(n)).
In the appendix, we sketch some miscellaneous ideas that do not fit into
the natural flow of the main body of the thesis. This section is intended to
be read as a heuristic guide to possible avenues for further development of
the theory.
We choose not to sacrifice clarity for the sake of brevity. Some calculations
may be laid out in rather more detail than is strictly necessary. Our aim is
to make comprehension of the subject as straightforward as possible. While
it is possible that some results in this thesis may already be known, all
unattributed calculations are due to the author, and are original to the best
of my knowledge. A brief summary of notation is included in the appendix.
1.2 Dirichlet series and the zeta function
The Riemann zeta function is a central object of study in analytic number
theory. Euler demonstrated, for positive integral values of s greater than
unity, that the sum
ζ(s) :=
∞∑
n=1
1
ns
<∞, (1.1)
converges, and that the sum diverges when s = 1. The domain of the zeta
function was extended by Chebychev from positive integral values of s > 1
to real values of s > 1. Riemann showed that the zeta function admits an
analytic continuation as a holomorphic function on the complex plane for
all s ∈ C except for a simple pole at s = 1. The literature on the zeta
function is vast, and no attempt at a survey will be made here. We mention
Whittaker and Watson [45], Titchmarsh [44], and Ivic´ [27], for example, as
being well-known accounts of the properties of ζ(s). See Edwards [16] for
historical information about the zeta function and an English translation of
Riemann’s original memoir on the subject.
A crucial feature of the zeta function is that for Re(s) > 1 it can be
expressed as a product over terms involving the prime numbers. This is a
consequence of the fundamental theorem of arithmetic, which states that
each integer admits a unique factorisation into primes. In particular, the
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following identity holds:
ζ(s) =
∏
p
(
1− p−s)−1 , Re(s) > 1, (1.2)
where p is understood to run over the set of all primes. The plausibility of
(1.2) can readily be seen by expanding each term in the product as a power
series, and formally multiplying the terms out. See, for example, Apostol [2,
Chapter 11] for more on Euler products.
One can generalise the notion of a zeta function in the following way.
Suppose we have some function a : N → C defined on the positive integers.
We refer to a(n) as an arithmetic function. We form the series
A(s) :=
∞∑
n=1
a(n)
ns
, (1.3)
assuming that the series converges for some s ∈ C. We refer to A(s) as
a Dirichlet series. A(s) is also known as the generating function of a(n).
Apostol [2, p. 233] shows that if a Dirichlet series converges absolutely for a
complex number s0 = σ0 + it0 then it converges absolutely for all s ∈ C sat-
isfying Re(s) > σ0. The same principle applies for conditional convergence.
Unless otherwise noted, we shall assume in what follows that Dirichlet se-
ries are absolutely convergent for all s with real part greater than some real
number σ0.
Multiplication of Dirichlet series is related to a well-known binary opera-
tion on arithmetic functions. If F (s) and G(s) are Dirichlet series, then the
product
F (s)G(s) =
( ∞∑
n=1
f(n)
ns
)( ∞∑
n=1
g(n)
ns
)
(1.4)
is another Dirichlet series, which we shall call H(s). By multiplying out the
terms in (1.4), one can see that
F (s)G(s) =f(1)g(1) +
f(2)g(1)
2s
+
f(1)g(2)
2s
+
f(3)g(1)
3s
+
f(1)g(3)
3s
+
f(4)g(1)
4s
+
f(2)g(2)
4s
+
f(1)g(4)
4s
+ . . . (1.5)
Grouping terms with the same denominator, one observes that
H(s) =
∞∑
n=1
h(n)
ns
, (1.6)
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where
h(n) =
∑
d divides n
f(d)g
(n
d
)
. (1.7)
This operation on the functions f(n) and g(n) is known as Dirichlet multi-
plication, or Dirichlet convolution. See Apostol [2, Chap. 2] for an overview.
For the Dirichlet product we shall write
h(n) = (f ∗ g)(n). (1.8)
One can show that the arithmetic functions that satisfy f(1) 6= 0 form
an Abelian group under Dirichlet convolution. The identity element in this
group is the function I(n) is defined by I(1) = 1, I(n) = 0 if n 6= 1. It should
be evident that the binary operation ∗ is associative.
Example 1.1. The unit function u(n) is defined by u(n) = 1 for all n.
The Dirichlet product of u(n) with u(n) is
(u ∗ u)(n) =
∑
d divides n
1. (1.9)
If n has k divisors including 1 and n, then there are k terms in this sum. We
define d(n) as the function that counts the divisors of n, including 1 and n
itself. Evidently, we have
(u ∗ u)(n) = d(n). (1.10)
Therefore, one can see from (1.6) and (1.7) that when <(s) > 1, we have
ζ(s)2 =
∞∑
n=1
(u ∗ u)(n)
ns
=
∞∑
n=1
d(n)
ns
. (1.11)
Example 1.2. One can use a combinatorial argument to show that the
Mo¨bius function, µ(n), n ∈ N defined by
µ(n) = 0 if n is divisible by a square
= 1 if n is a product of an even number of distinct primes
= −1 if n is a product of an odd number of distinct primes, (1.12)
is the Dirichlet inverse of u(n), in the sense that
(u ∗ µ)(n) = I(n). (1.13)
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Thus, ( ∞∑
n=1
µ(n)
ns
)
ζ(s) =
( ∞∑
n=1
µ(n)
ns
)( ∞∑
n=1
u(n)
ns
)
=
∞∑
n=1
(µ ∗ u)(n)
ns
=
∞∑
n=1
I(n)
ns
= 1. (1.14)
We therefore conclude that
∞∑
n=1
µ(n)
ns
=
1
ζ(s)
. (1.15)
See, for example, Bellman [6] for a concise introduction to analytic number
theory.
1.3 The zeta distribution
It has long been known that the function f(t), t ∈ R, defined for fixed real
s > 1 by
f(t) :=
ζ(s− it)
ζ(s)
(1.16)
is the characteristic function of an infinitely divisible probability distribution.
The history behind this important fact is a little obscure, but it seems the
result is usually attributed to Khinchin [31]. In any event a rather detailed
proof can be found, for example, in Ching [11]. The distribution associated
with the characteristic function (1.16) arises as follows.
We begin by recalling that for s > 1, ζ(s) is a convergent series of non-
negative terms. Thus, we can divide each term by ζ(s), whence
∞∑
n=1
1
nsζ(s)
= 1. (1.17)
We can therefore use the terms in the series to define a probability distribu-
tion. Suppose we have a probability space (Ω,F ,Ps). We label the measure
Ps for some fixed real value of s > 1 in anticipation of the introduction of
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a family of probability measures associated with different values of s. Let
n ∈ N and let Z be a random variable satisfying
Ps(Z = n) =
1
nsζ(s)
. (1.18)
This distribution is known variously as the zeta distribution, the discrete
Pareto distribution (Jacod & Protter [28, p. 31]), and the Zipf distribution
(Zipf [48]). Rota et al. [1] and Ehm [18], [19] study a stochastic process
which has the zeta distribution as its one-dimensional marginals.
The first systematic account of the properties of the zeta distribution
appears to be that of Golomb [22]. Mandelbrot evidently investigated the
zeta distribution (and generalised it to an analogue of the so-called Hurwitz
zeta function) in the course of his empirical studies of the Zipf law (see
Mandelbrot [34], [35]) and references cited therein). More recently, work has
been carried out by Lin and Hu [32], Gut [24], and others.
It is straightforward to see that the k-th moment of Z is given by
Es[Zk] =
∞∑
n=1
nk
nsζ(s)
=
ζ(s− k)
ζ(s)
, (1.19)
where Es[–] denotes expectation with respect to the measure Ps. We observe
that the variance does not exist for s ≤ 3 and the mean does not exist for
s ≤ 2.
In order to develop intuition about the speed at which Z grows under the
measure Ps as s decreases, we take note of the following asymptotic estimate
of the zeta function, as developed, for example, in Hardy & Wright [25]. As
usual, we say that a term f(s) is O(1) as s approaches 1 if
lim
s→1
|f(s)| <∞. (1.20)
Theorem 1.1. Let ζ(s), s > 1, be the Riemann zeta function. As s decreases
to unity, one has
ζ(s) =
1
s− 1 +O(1). (1.21)
Proof.
∞∑
n=1
1
ns
=
∫ ∞
1
dx
xs
+
∞∑
n=1
∫ n+1
n
(
1
ns
− 1
xs
)
dx
=
∫ ∞
1
dx
xs
+O(1). (1.22)
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See [25, p. 321].
Now, if s = 2 + n−1, for large n we have
Es[Z] =
ζ(1 + 1/n)
ζ(2 + 1/n)
=
n
ζ(2)
+O(1)
=
6n
pi2
+O(1). (1.23)
In the last line, we have used the fact that ζ(2) = pi2/6. See Hardy & Wright
[25, p. 320] for more on the identity for ζ(2).
While the n-th moment of Z fails to exist under Ps when s ≤ n+ 1, one
can show that the random variable log(Z) has moments of all orders. Since
the series representation for the zeta function converges absolutely for s > 1,
we can differentiate (1.1) term-by-term with respect to s. We obtain
ζ(k)(s) =
∞∑
n=1
(
d
ds
)k (
1
ns
)
=
∞∑
n=1
(
d
ds
)k (
e−s log(n)
)
=
∞∑
n=1
(− log(n))k
ns
. (1.24)
Using a similar argument to that in Theorem 1.1 and a straightforward
application of partial integration, one can show that
ζ(k)(s) = (−1)kΓ(k + 1)
(s− 1)k +O(1) (1.25)
as s approaches 1.
We calculate the moments of log(Z) and use (1.25) to derive conve-
nient approximations to these moments. The moment generating function of
log(Z) is given by
Es[et log(Z)] = Es[Zt]
=
ζ(s− t)
ζ(s)
, (1.26)
valid for s > t + 1. From (1.24) and (1.25), we have the following approxi-
mation for the k-th moment:
Es[log(Z)k] =
Γ(k + 1)
(s− 1)k +O(1). (1.27)
12
It is straightforward to see that the characteristic function of log(Z) is given
by (1.16).
As I remarked earlier, one can demonstrate that log(Z) is infinitely divis-
ible, as is shown in some detail for example in Chung [11]. That is, for each
natural number k there exists a set of independent, identically distributed
random variables {Y (k)i } such that
log(Z)
d
=
k∑
i=1
Y
(k)
i . (1.28)
We study this property and its implications later in Sections three and four.
13
Section 2
Khinchin distributions
2.1 The factorisation property
The zeta distribution has the striking property that prime factors of a zeta-
distributed random variable appear ‘independently’ of each other. More pre-
cisely, if m and n are mutually prime positive integers and Z has a zeta
distribution with parameter s under the measure Ps, then Z has the follow-
ing property:
Ps (m | Z and n | Z) = Ps (m | Z) Ps (n | Z) , (2.1)
where m | Z us inderstood to mean ‘m divides Z’. To see that this is indeed
the case, we note that the event {m divides Z} can be rewritten as follows:
{m divides Z} =
∞⋃
k=1
{Z = km}. (2.2)
Thus, for any m ∈ N we have
Ps(m divides Z) =
∞∑
k=1
Ps(Z = km)
=
∞∑
k=1
1
(km)sζ(s)
=
1
msζ(s)
∞∑
k=1
1
ks
=
1
ms
. (2.3)
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Similarly, we see that Ps(n divides Zs) = 1/ns and that Ps(mn divides Z) =
1/(mn)s. Thus we have
Ps (mn divides Z) = Ps (m divides Z) Ps (n divides Z) . (2.4)
Now, if m and n are mutually prime, mn divides Z if and only if both m and
n divide Z. Therefore,
Ps (mn divides Z) = Ps (m divides Z and n divides Z) , (2.5)
and we conclude that (2.1) holds.
Henceforth, we will refer to the property of Z expressed in (2.4) as the
factorisation property.
2.2 Prime Factors
A random variable X defined on a probability space (Ω,F ,P) that takes
values in the positive integers admits, for each ω ∈ Ω, a representation of the
following form:
X(ω) =
∞∏
i=1
p
Ni(ω)
i , (2.6)
where pi denotes the i-th prime number. Thus, given X, we are able to
define the random variables Ni (i = 1, 2, 3, . . . ). We note that the events
{pai divides X} and {Ni ≥ a} are equivalent. In what follows, we shall say
that the random variables {A,B,C, . . . } constitute an independent set if
A,B,C, . . . are independent. Then we have:
Theorem 2.1. X has the factorisation property if and only if the random
variables {Ni}i≥1 defined by (2.6) constitute an independent set.
Proof. Suppose X has the factorisation property. Let m =
∏∞
i=1 p
ai
i be a
positive integer. Clearly, pakk and m/p
ak
k are mutually prime for any k. This
allows us to apply the factorisation property and conclude that
P(m divides X) = P(pakk divides X) P
( ∞∏
i 6=k
paii divides X
)
, (2.7)
or equivalently
P
( ∞⋂
i=1
{Ni ≥ ai}
)
= P ({Nk ≥ ak})P
( ∞⋂
i 6=k
{Ni ≥ ai}
)
. (2.8)
15
Proceeding inductively, we see that the random variables {Ni}i≥1 are inde-
pendent. Conversely, it is straightforward to see that if the {Ni} are inde-
pendent, then the factorisation property holds.
If we assume the Ni in (2.6) are geometrically distributed in such a way
that Ps(Ni = a) = (1− p−si )p−asi for s > 1 and that {Ni}i≥1 are independent
under Ps, we can recover the zeta distribution. Let n ∈ N, and let
n =
∞∏
i=1
paii (2.9)
be its decomposition into prime factors (clearly only a finite number of the
exponents ai are nonzero). We reproduce a calculation from [10]:
Ps
( ∞∏
i=1
pNii = n
)
= Ps
( ∞∏
i=1
pNii =
∞∏
i=1
paii
)
=
∞∏
i=1
Ps(Ni = ai)
=
∞∏
i=1
(1− p−si )p−aisi
=
∞∏
i=1
(1− p−si )
( ∞∏
i=1
paii
)−s
=
1
nsζ(s)
. (2.10)
One can show that if X is a random variable taking values in the positive
integers, the zeta distribution is the maximum entropy distribution on X
conditional on knowing the mean of log(X) (see Guiasu [23]).
As an aside, we remark that one ought to take care when conducting
numerical experiments on the zeta distribution. The sampling method given
in Devroye [14], for example, does not preserve the factorisation property
(2.4). Neither does the implementation of the function ZipfDistribution in
Mathematica 7.0.
While Zs does not have a finite mean for 1 < s ≤ 2, we can use the
Borel-Cantelli lemma and representation (2.6) to show that Zs is finite with
probability one for all s > 1. Recall that the first Borel-Cantelli lemma
states that if {En}n≥1 is a sequence of events (not necessarily independent)
that satisfy
∞∑
n=1
P(En) <∞, (2.11)
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then only a finite number of these events will occur with probability one. In
other words
P({En infinitely often}) = 0. (2.12)
The second Borel-Cantelli lemma provides a partial converse: if the events
{En}n≥1 are independent, then
∞∑
n=1
P(En) =∞ implies P({En infinitely often}) = 1, (2.13)
so that with probability 1, an infinite number of the events {En} will occur.
See, for example, Williams [47] for more information on the Borel-Cantelli
lemmas.
To verify that Z is finite with probability one under Ps, observe that
Ps(Z <∞) = 1 if and only if
Ps({Ni > 0 for infinitely many i }) = 0, (2.14)
but ∞∑
i=1
Ps(Ni > 0) = P(s), (2.15)
where
P(s) =
∞∑
i=1
p−si . (2.16)
The right-hand side of (2.15) is known as the prime zeta function. It was
demonstrated by Euler to converge for s > 1 and to diverge if s ≤ 1 (see
Fro¨berg [21] for more information).
Since the right-hand side of (2.16) converges and the random variables
{Ni}i ≥1 are independent, we can apply the first Borel-Cantelli lemma (as is
observed in Ehm [18]), and conclude that
Ps(Z <∞) = 1 (2.17)
for s > 1. Taking the definition of Z as the left-hand side of (2.10), it follows
from the second Borel-Cantelli lemma that Z =∞ almost surely if s ≤ 1.
2.3 Characterisation of Khinchin distributions
One avenue of investigation which suggests itself is to classify the set of
probability distributions on N which satisfy the factorisation property (2.1).
We refer to such probability distributions as Khinchin distributions. We give
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them this name because Khinchin appears to have been the first to study
probability distributions of the zeta type [31].
Recall that two numbers are said to be mutually prime if their highest
common factor is 1. As usual, we write (m,n) for the greatest common
divisor of m and n. Clearly, if m and n are mutually prime, then (m,n) = 1.
In order to classify the set of Khinchin distributions, we need to introduce
the following concepts.
Definition 2.1. An arithmetic function f is said to be completely multi-
plicative if, for all positive integers m and n, f satisfies
f(m)f(n) = f(mn). (2.18)
Definition 2.2. An arithmetic function f is said to be multiplicative if,
for all positive integers m and n such that (m,n) = 1, f satisfies
f(m)f(n) = f(mn). (2.19)
Multiplicative functions satisfy f(1) = 1, and form a subgroup of the
group of arithmetic functions with f(1) 6= 0 and for which the group compo-
sition law is given by Dirichlet multiplication (as defined in (1.7)).
Our goal is now to determine a rather general sufficient condition to
characterise distributions that have the factorisation property. The result is
given below:
Theorem 2.2. A random variable X taking values in the positive integers
has the factorisation property under the measure Ps if its probability mass
function takes the form
Ps(X = n) =
f(n)
nsF (s)
(2.20)
for some non-negative multiplicative arithmetic function f , where F (s) is the
Dirichlet series
F (s) =
∞∑
n=1
f(n)
ns
. (2.21)
Before presenting the proof of Theorem 2.2, we review a preliminary
result, due to Hughston [26], which constitutes a special case of Theorem
2.2.
Proposition 2.3. Let X have the distribution defined by (2.20) and (2.21),
and let p and q be prime numbers. Then
P [{p divides X} ∩ {q divides X}]
=P [{p divides X}] P [{q divides X}] . (2.22)
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Moreover,
P [{p divides X}] =
∑∞
k=1 f(p
k)p−ks∑∞
k=0 f(p
k)p−ks
. (2.23)
Proof. We begin by deriving equation (2.23). We denote the event a divides b
by a | b.
P[{p | X}] =
∞∑
k=1
P
({pk | X} ∩ {pk+1 - X})
=
∞∑
k=1
(∑
(i,p)=1 f(i)i
−sf(pk)p−ks
F (s)
)
=
(∑
(i,p)=1 f(i)i
−s
F (s)
)( ∞∑
k=1
f(pk)p−ks
)
. (2.24)
On the other hand,
P[{p - X}] =
∑
(i,p)=1 f(i)i
−s
F (s)
. (2.25)
Let Q = P[{p | X}]. Then we have
Q = (1−Q)
( ∞∑
k=1
f(pk)p−ks
)
, (2.26)
and we conclude that
Q =
∑∞
k=1 f(p
k)p−ks∑∞
k=0 f(p
k)p−ks
, (2.27)
which is equation (2.23).
One can show that
P({pq | X}) =
 ∑
i:(i,p)=1
(i,q)=1
f(i)i−s
F (s)

( ∞∑
k=1
f(pk)p−ks
)( ∞∑
k=1
f(qk)q−ks
)
,
(2.28)
which we will write as
P({pq | X}) = RΣpΣq. (2.29)
Now, by elementary probability theory, we have
P({p - X} ∩ {q - X})
=1− P({p | X})− P({q | X}) + P({pq | X}). (2.30)
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From the previous calculations, it follows that
R = 1− Σp
1 + Σp
− Σq
1 + Σq
+RΣpΣq, (2.31)
and thus
R =
1
1 + Σp
1
1 + Σq
. (2.32)
Multiplying both sides of (2.32) by Σp Σq, one obtains
P({pq | X}) = P({p | X})P({q | X}). (2.33)
We can use a similar line of reasoning to prove the general case of Theorem
2.2, but the proof is complicated by the appearance of multiple prime factors
of different multiplicity in the integers m and n, which we assume to be
mutually prime. We now present the proof in full generality.
Proof of Theorem 2.2. Let n = pa11 . . . p
ak
k . For ease of notation, define the
upper and lower sums
Σun =
∞∑
d=an
f(pdn)p
−ds
n , (2.34)
and
Σln =
an−1∑
d=0
f(pdn)p
−ds
n . (2.35)
One can modify the argument in (2.24) to deduce that
P[{n | X}] =
(∑
(i,n)=1 f(i)i
−s
F (s)
)
Σu1 . . .Σ
u
k .
One also has
P[{n - X}] =
(∑
(i,n)=1 f(i)i
−s
F (s)
)
(Σu1 + Σ
l
1) . . . (Σ
u
k + Σ
l
k)
−
(∑
(i,n)=1 f(i)i
−s
F (s)
)
Σu1 . . .Σ
u
k , (2.36)
from which it follows that
P[{n | X}] = Σ
u
1 . . .Σ
u
k
(Σui + Σ
l
1) . . . (Σ
u
k + Σ
l
k)
. (2.37)
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Now, suppose m = p
ak+1
k+1 . . . p
ak+h
k+h is another integer mutually prime to n. We
set
R =
 ∑
i:(i,n)=1
(i,m)=1
f(i)i−s
F (s)
 . (2.38)
Then,
P(mn | X) = R(Σu1 . . .Σuk)(Σuk+1 . . .Σuk+h). (2.39)
Next, we make use of the identity
P({m - X} ∩ {n - X})
=1− P({m | X})− P({n | X}) + P({mn | X}). (2.40)
If we subsitiute (2.37) and (2.39) into (2.40), we can see that
R =1− Σ
u
1 . . .Σ
u
k
(Σu1 + Σ
l
1) . . . (Σ
u
k + Σ
l
k)
− Σ
u
k+1 . . .Σ
u
k+h
(Σuk+1 + Σ
l
k+1) . . . (Σ
u
k+h + Σ
l
k+h)
+R(Σu1 . . .Σ
u
k)(Σ
u
k+1 . . .Σ
u
k+h), (2.41)
and thus
R =
(
1
(Σu1 + Σ
l
1) . . . (Σ
u
k + Σ
l
k)
)
×
(
1
(Σuk+1 + Σ
l
k+1) . . . (Σ
u
k+h + Σ
l
k+h)
)
. (2.42)
Multiplying both sides of (2.42) by Σu1 . . .Σ
u
k+h, we arrive at
P({mn | X}) = P({m | X})P({n | X}). (2.43)
2.4 Construction of multiplicative arithmetic
functions
We shall show that if a random variable X has the factorisation property
then one can normalise its probability mass function so that the resulting
function is multiplicative.
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Theorem 2.4. Suppose X satisfies the relation
P(mn divides X) = P(m divides X)P(n divides X) (2.44)
for (m,n) = 1, and let P(X = 1) > 0. Then the function
f(n) =
P(X = n)
P(X = 1)
(2.45)
has the multiplicative property.
Proof. By Theorem 2.1, we can write X as a product of primes raised to
random powers that are mutually independent. In other words,
X =
∞∏
i=1
pNii , (2.46)
where the random variables {Ni} form an independent set. Note that we
require
∞∑
i=1
Ni <∞ (2.47)
almost surely to guarantee finiteness of X. Let m and n be mutually prime
natural numbers. For notational convenience, we can choose a non-canonical
indexing {qi}i≥1 of the primes, so that the first r primes are exactly the prime
factors of m, and the next s− r are the prime factors of n:
m =
r∏
i=1
qaii . (2.48)
n =
s∏
i=r+1
qaii . (2.49)
Now,
P(X = m) =
r∏
i=1
P(Ni = ai)
∞∏
i=r+1
P(Ni = 0). (2.50)
and
P(X = n) =
r∏
i=1
P(Ni = 0)
s∏
i=r+1
P(Ni = ai) (2.51)
×
∞∏
i=s+1
P(Ni = 0).
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Multiplying (2.50) by (2.51), we obtain
P(X = m)P(X = n) =
s∏
i=1
P(N1 = ai)
∞∏
i=s+1
P(Ni = 0)
×
∞∏
i=1
P(Ni = 0)
=P(X = mn)P(X = 1). (2.52)
It follows that the function f(n) defined by (2.45) is multiplicative.
Remark 2.1. If f(n) is defined as in (2.45), it is straightforward to see
that ∞∑
n=1
f(n) =
1
P(X = 1)
. (2.53)
2.5 Changes of measure
It is instructive to consider a change of measure on the probability space
(Ω,F ,Ps) on which a Khinchin random variable X is defined. To fix ideas,
we start with the specific example of the zeta distribution. Suppose s > 1
and Z has the zeta distribution with parameter s under Ps. Let t > 1 − s,
and define a new measure Ps+t by
Ps+t(A) = Es
[
I{A}
z−t
Es[z−t]
]
. (2.54)
Then
Ps+t(X = n) = Es
[
I{X=n}
z−t
Es[z−t]
]
=
n−t
nsζ(s)
ζ(s)
ζ(s+ t)
=
1
ns+tζ(s)
. (2.55)
Thus, we conclude that under the measure Ps+t, Z has the zeta distribution
with parameter s+ t.
The argument for the general case runs along similar lines. Suppose
X has the factorisation property under a probability measure Ps and that
Ps(X <∞) = 1. Consider the probability measure Ps+t, defined by
Ps+t(A) = Es
[
I{A}
e−t log(X)
Es [e−s log(X)]
]
. (2.56)
23
We calculate the distribution of X under Ps+t as follows:
Ps+t(X = n) = Es
[
I{X=n}
e−t log(X)
Es [e−t log(X)]
]
=
∞∑
k=1
Ps(X = k)I{X=n}
ktEs[X−t]
=
Ps(X = n)
ntEs[X−t]
. (2.57)
In particular,
Ps+t(X = 1) =
Ps(X = 1)
Es[X−t]
. (2.58)
Define the function F (s) = 1/Ps(X = 1). Then inverting (2.58), we have
F (s+ t) =
Es[X−t]
Ps(X = 1)
=
1
Ps(X = 1)
∞∑
k=1
Ps(X = n)
nt
=
∞∑
k=1
fˆ(k)
nt
, (2.59)
where fˆ(n) = Ps(X = n)/Ps(X = 1). For ease of notation, define the
arithmetic function f(n) = fˆ(n)n−s. This allows us to write
F (s+ t) =
∞∑
n=1
f(n)
ns+t
. (2.60)
From Theorem 2.4, we see that F (s) takes the form of a Dirichlet series
with multiplicative coefficients. Thus, every Dirichlet series with positive
multiplicative coefficients is naturally associated with a one-parameter family
of equivalent probability measures. Note that since a choice of ’reference‘
measure in (2.56) is arbitrary, the Dirichlet series in (2.59) is unique up to a
shift in parameter.
In what follows, we will typically take a Dirichlet series as given and use
its argument to parameterize our family of measures. That is, if F (s) is a
Dirichlet series with coefficients f(n), we assume the existence of a probability
measure Ps and a random variable X satisfying
Ps(X = n) =
f(n)
nsF (s)
. (2.61)
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Under this convention, the probability measure P0 will typically be ill-defined.
However, the notation is still convenient. If Pt(X =∞) = 1 or if the change
of measure (2.56) is ill-defined for a given measure Pt, we formally define
Pt(X = n)
Pt(X = 1)
=
f(n)
nt
. (2.62)
In particular, P0(X = n)/P0(X = 1) = f(n). The measure Ps is well defined
when F (s) <∞.
Nanopoulos [38] demonstrates that there is a bijection between the set
of multiplicative arithmetic functions satisfying
∑
f(n) < ∞ and the set of
additive measures on N with the factorisation property; however, no connec-
tion is made to Dirichlet series. This paper appears to have been overlooked
in the modern literature on the zeta distribution.
Essentially, the factorisation property is a consequence of the fact that
all Dirichlet series with multiplicative coefficients admit a representation as
an Euler product. If f is multiplicative, then its Dirichlet series F can be
represented as
F (s) =
∏
p
(
f(1) +
f(p)
ps
+
f(p2)
p2s
+ . . .
)
. (2.63)
In principle one could take the class of Dirichlet series which admit Euler
products and normalise them as F (s− it)/F (s). Expanding these functions
into Euler products, one might apply Bochner’s theorem to each term in the
product to identify characteristic functions. The set of Euler products which
admit normalisations as characteristic functions then correspond to sums of
independent random variables. By construction, these sums are logarithms
of Khinchin random variables.
2.6 Examples of Khinchin distributions
We now give several examples of Khinchin distributions t make interesting
connections between arithmetic functions commonly seen in number theory,
and discrete distributions commonly seen in probability theory.
Example 2.1. Lin and Hu [32] demonstrate a special case of Theorem
2.2. If f is any completely multiplicative nonnegative function, then the
corresponding Khinchin random variable with probability mass function
Ps(X = n) =
f(n)
nsF (s)
(2.64)
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admits a representation
X
d
=
∞∏
i=1
pNii , (2.65)
where {Ni}i≥1 are a set of independent random variables, and Ni has a
geometric distribution with parameter f(p)/ps. The proof is effectively the
same as in (2.10).
Example 2.2. Let X have the form (2.6), but suppose the {Ni} are inde-
pendent under Ps and Ni ∼ NegativeBinomial(r, p−si ), so that
Ps (Ni = αi) =
Γ(αi + r)
Γ(αi + 1)Γ(r)
(1− p−si )rp−αisi . (2.66)
Then if n =
∏∞
i=1 p
αi
i , then we compute the ratio of probabilities as in The-
orem 2.4 and find that
f(n) =
P0(X = n)
P0(X = 1)
=
Ps(X = n)
Ps(X = 1)
ns
=
∏∞
i=1 Ps(Ni = αi)∏∞
i=1 Ps(Ni = 0)
ns
=
∞∏
i=1
Γ(αi + r)
Γ(αi + 1)Γ(r)
. (2.67)
For r = 1, this function is identically 1 as expected, since for this value
of r the negative binomial distribution is equal to the geometric distribution.
For r = 2, f turns out to be the divisor function (see Example 1.1). For
integer values of r, f can be expressed as the r-fold Dirichlet convolution of
the unit function (see equation (1.7) onwards). When r is not an integer,
f can be interpreted in terms of a Dirichlet exponential. See Bateman and
Diamond [4, p. 28] for a concise introduction to Dirichlet exponentiation.
Example 2.3. Suppose the random variables {Ni} in (2.6) have the Bernoulli
distribution, with
Ps(Ni = 1) =
p−si
1 + p−si
,
Ps(Ni = 0) =
1
1 + p−si
. (2.68)
Clearly, the exponent of any given prime in the prime factorisation of X is
either 0 or 1 since Ni ≤ 1 . Thus, the probability that X is divisible by the
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square of a (non-unit) integer is 0. We call an integer which is not divisible
by a square ‘square-free’. Note that X is square-free by construction. Let
n = q1q2 . . . qk be a square-free number, (here, the qi are distinct primes).
Then,
Ps(X = n) = (q1q2 . . . qk)−s
∞∏
i=1
(1 + p−si )
−1
= n−s
∞∏
i=1
(1 + p−si )
−1, (2.69)
and
Ps(X = 1) =
∞∏
i=1
(1 + p−si )
−1. (2.70)
Therefore, on the assumption that n is square-free,
Ps(X = n)
Ps(X = 1)
ns = 1. (2.71)
We conclude that f(n) = P0(X = n)/P0(X = 1) is the indicator function
of the set of square-free numbers. That is, f(n) = 1 if n is square-free, or
0 otherwise. It is well-known in analytic number theory that the Dirichlet
series with coefficients f(n) is ζ(2s)/ζ(s).
Example 2.4. Given a Dirichlet series D(s) with suitable coefficients, we
can calculate the distribution of the random variables Ni in the product form
(2.6) of the associated Khinchin random variable. We now give a demonstra-
tion of this calculation.
Let d(n) be the divisor function defined in Example 1.1, and consider the
Dirichlet series
D(s) =
∞∑
n=1
1
d(n)ns
. (2.72)
Clearly D(s) < ζ(s) so that D(s) converges for s > 1. Let X be a random
variable on the probability space (Ω,F ,Ps) such that
Ps(X = n) =
1
d(n)nsD(s)
. (2.73)
We know X admits a representation
X(ω) =
∞∏
i=1
p
Ni(ω)
i . (2.74)
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Since 1/d(n) is positive and multiplicative, it follows from Theorem 2.2 that
the random variables {Ni}i≥1 are independent. As usual, let pi be the i-th
prime number, and let a be a nonnegative integer. It follows that
Ps(X = pai ) = Ps(Ni = a)
∞∏
j 6=i
Ps(Nj = 0)
=
Ps(Ni = a)
Ps(Ni = 0)
∞∏
j=1
Ps(Nj = 0)
=
Ps(Ni = a)
Ps(Ni = 0)
Ps(X = 1). (2.75)
Recalling that Ps(X = 1) = 1/D(s), we can combine (2.73) and (2.75) to see
that
Ps(Ni = a)
Ps(Ni = 0)
=
Ps(X = pai )
Ps(X = 1)
=
1
d(pa)pas
=
1
(a+ 1)pas
. (2.76)
We now sum over a to calculate 1/Ps(Ni = 0):
∞∑
a=0
Ps(Ni = a)
Ps(Ni = 0)
=
1
Ps(Ni = 0)
=
∞∑
a=0
1
(a+ 1)pas
= −ps log(1− p−s), (2.77)
and thus we conclude that
Ps(Ni = a) =
−1
log(1− p−s)
1
(a+ 1)p(a+1)s
. (2.78)
This is a shifted logarithmic series distribution.
Example 2.5. As a final example, we examine the form of the Dirichlet
series associated with the Khinchin random variable
Xs =
∞∏
i=1
pNii , (2.79)
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with {Ni}i≥1 independent and Ni ∼ Poisson(p−si ). This distribution appears
in Lloyd [33], who uses it as a modified form of the zeta distribution in order
to deduce asymptotic properties of the k-th largest prime factor of a large
number. We have
Ps(Ni = αi) = e−p
−s
i
p−αisi
αi!
, (2.80)
so that if n =
∏∞
i=1 p
αi
i , then
Ps(X = n) =
∞∏
n=1
e−p
−s
i
p−αisi
αi!
=
( ∞∏
i=1
e−p
−s
i
)( ∞∏
i=1
p−αisi
αi!
)
= exp
(
−
∞∑
i=1
1
psi
)( ∞∏
i=1
1
αi!
)( ∞∏
i=1
pαii
)−s
=
e−P(s)
ns
∞∏
i=1
1
αi!
. (2.81)
Here, P(s) is the prime zeta function
P(s) =
∑
p prime
1
ps
(2.82)
first seen in (2.16). The arithmetic function f(n) associated with X under
the measure P0 is
f(n) =
Ps(Xs = n)
Ps(Xs = 1)
ns
=
∞∏
i=1
1
αi(n)!
. (2.83)
As was mentioned earlier, αi(n) is the exponent of the i-th prime in the
prime factorisation of n. For clarity, we write αi(n) rather than αi in order
to emphasize dependence on n.
Since
P(Xs = 1) = e−P(s), (2.84)
We can use identity (2.58) to derive the interesting result
∞∑
n=1
( ∞∏
i=1
1
αi(n)!
)
n−s = exp (P(s)) . (2.85)
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In other words, the Dirichlet series associated with this Khinchin random
variable is the exponential of the prime zeta function. One can also derive
(2.85) combinatorially, or using a combination of the results on infinite series
of Dirichlet convolutions in Bateman and Diamond [4], and exponentiation
of Dirichlet series in Apostol [2]. However, the probabilistic nature of the
proof given above is more appealing.
Adding two independent Khinchin random variables does not preserve
the factorisation property, since the sum is almost surely greater than one.
However, the factorisation property is preserved under multiplication. We
now give an expression for the distribution of the product of two independent
Khinchin random variables.
Theorem 2.5. If
Ps(X = n) =
f(n)
nsF (s)
, (2.86)
and
Ps(Y = n) =
g(n)
nsG(s)
, (2.87)
then
Ps(XY = n) =
(f ∗ g)(n)
nsF (s)G(s)
. (2.88)
Proof.
Ps(XY = n) =
∑
d divides n
Ps ({X = d} ∩ {Y = n/d})
=
∑
d divides n
Ps (X = d)Ps (Y = n/d)
=
∑
d divides n
(
f(d)
ds F (s)
)(
g(n/d)
(n/d)sG(s)
)
=
(f ∗ g)(n)
nsF (s)G(s)
. (2.89)
With this in mind, we find a reasonable explanation for the appearance of
the negative binomial distribution in Example 2.2. The arithmetic function
which appears in the calculation is the r-fold Dirichlet convolution of the
unit function u(n) = 1. If Z has the zeta distribution, and X is defined as
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in Example 2.2, then an easy application of the previous theorem shows that
X is almost surely equal to the product of r independent copies of Z:
X =
r∏
n=1
Z
=
r∏
k=1
∞∏
i=1
p
N
(k)
i
i
=
∞∏
i=1
p
∑r N(k)i
i . (2.90)
Since the exponents in (2.90) are sums of i.i.d geometric random variables,
it follows that they have the negative binomial distribution under Ps.
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Section 3
Infinite divisibility
3.1 Logarithms of Khinchin distributions
In this chapter, we study the relation between Khinchin distributions and
infinite divisibility. We remind the reader that a random variable Y is in-
finitely divisible if it has the property that for every integer n, there exists
a random variable Y (n) such that Y is equal in distribution to the sum of n
independent copies of Y (n):
Y
d
=
n∑
i=1
Y
(n)
i . (3.1)
Steutel and Van Harn [42] show that the support of the distribution of
Y (n) must be the same as that of the distribution of Y when Y is a discrete
random variable. In addition, in the discrete case, it is necessary that P(Y =
0) > 0. In particular, Khinchin distributions themselves are never infinitely
divisible since their distributions have support in the positive integers.
It is possible to show that the logarithm of a random variable which
has the zeta distribution is infinitely divisible. However, not all Khinchin
distributions have infinitely divisible logs. Consider for example
X =
∞∏
i=1
pNii . (3.2)
Let N1 be have the Bernoulli distribution, and let Ni = 0 for i > 1. log(X) =
log(2)N1 is Bernoulli and hence not infinitely divisible. In order to investigate
the matter further, we need the following lemma:
Lemma 3.1. Let X =
∏
pNii be a Khinchin random variable defined on a
probability space (Ω,F ,Ps). Then log(X) is infinitely divisible if and only if
Ni is infinitely divisible for each i.
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Proof. By assumption,
log(X) =
∞∑
i=1
Ni log(pi). (3.3)
If each Ni is infinitely divisible, then so is log(X) since infinite divisibility
is preserved by addition and multiplication by constants (see reference [42,
Chapter 3]).
Conversely, suppose log(X) is infinitely divisible. We wish to show that
each Ni in (3.3) is infinitely divisible. By assumption, for each integer n,
there exists a random variable log(X(n)) such that
log(X)
d
=
n∑
k=1
log(X
(n)
k ), (3.4)
with {log(X(n)k )}1≤k≤n forming an independent set of random variables. Note
that no generality is lost in assuming that the summands on the right hand
side of (3.4) are logarithms because X ≥ 1. Since the distributions of log(X)
and log(X(n)) have the same support, we can exponentiate and see that the
distributions of X and X(n) also have the same support. X(n) also inherits the
factorisation property from X (from (3.4), X will not have the factorisation
property unless X(n) has it). Let
X
(n)
k =
∞∏
i=1
p
M
(n)
i,k
i . (3.5)
Then
X =
n∏
k=1
X
(n)
k
=
n∏
k=1
∞∏
i=1
p
M
(n)
i,k
i
=
∞∏
i=1
p
∑
M
(n)
i,k
i . (3.6)
The fundamental theorem of arithmetic (unique factorisation into primes)
allows us to conclude that
Ni
d
=
n∑
k=1
M
(n)
i,k . (3.7)
In other words, Ni is infinitely divisible.
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We now give a necessary and sufficient condition for a random variable
taking values in the nonnegative integers to be infinitely divisible. We recall
that an absolutely monotone function is an infinitely differentiable function
f such that f and all its derivatives are non-negative. We should also recall
that the probability generating function of a discrete random variable Y is
defined as
PY (z) =
∞∑
n=0
P(Y = n)zn . (3.8)
We reproduce the following theorem, found in reference [42].
Lemma 3.2. Let N be a random variable taking values in the nonnegative
integers, and let N have probability generating function P (z). Then N is
infinitely divisible if and only if P ′(z)/P (z) is absolutely monotone.
Proof. It is well known that a discrete random variable N is infinitely divis-
ible if and only if N is compound Poisson (see reference [42, p. 30]). The
probability generating function P of a compound Poisson distribution nec-
essarily has the form
P (z) = e−λ(1−Q(z)) (3.9)
for λ > 0 and some probability generating function Q(z) with Q(0) = 0. Let
Q(z) =
∞∑
i=1
uiz
i . (3.10)
Usually, we would choose coefficients of a probability generating function to
be, say, {pi} or {qi}, but this clashes with our standard representation for
sets of prime numbers. We choose {ui} instead.
This gives the following representation for P :
P (z) = exp (−λ(1−Q(z)))
= exp
(
−λ
(
1−
∞∑
i=1
uiz
i
))
= exp
(
−
( ∞∑
i=1
λui −
∞∑
i=1
λuiz
i
))
since
∑
i
ui = 1
= exp
(
−
( ∞∑
i=1
λui(1− zi)
))
. (3.11)
Now, setting ri = λ(i+ 1)ui+1,
P (z) = exp
(
−
( ∞∑
i=0
ri
i+ 1
(1− zi+1)
))
. (3.12)
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Since ui+1 ≥ 0 if and only if ri ≥ 0, the condition ri ≥ 0 for all i implies
that Q(z) is a true probability generating function. If Q(z) is a probability
generating function, we know that that that N has a compound Poisson
distribution, and hence is infinitely divisible.
Define the function
R(z) =
∞∑
i=0
riz
i. (3.13)
Now, since (
dn
dzn
R(z)
)∣∣∣∣
z=0
= n!rn , (3.14)
it is clear that ri ≥ 0 for all i if and only if R(z) is absolutely monotone on
[0, 1]. We can write the sum in the exponent of (3.12) as
∞∑
i=0
ri
i+ 1
(1− zi+1) =
∫ 1
z
( ∞∑
i=1
rix
i
)
dx
=
∫ 1
z
R(x)dx . (3.15)
Substituting this expression into (3.12),
P (z) = exp
(∫ z
1
R(x)dx
)
. (3.16)
Solving for R, we conclude that
R(z) =
P ′(z)
P (z)
, (3.17)
so the quotient on the right is absolutely monotone if and only if N is in-
finitely divisible.
We proceed to give a necessary and sufficient condition to guarantee in-
finite divisibility of the log of a Khinchin random variable.
Theorem 3.3. Let X be a Khinchin random variable with the usual product
representation X =
∏∞
i=1 p
Ni
i . Let X satisfy
Ps(X = n) =
f(n)
nsF (s)
(3.18)
for some multiplicative arithmetic function f and corresponding Dirichlet
series F . Then log(X) is infinitely divisible if and only if, for each prime pi,
the expression( ∞∑
n=1
Ps(X = pni )nzn−1
)/( ∞∑
n=0
Ps(X = pni )zn
)
(3.19)
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is absolutely monotone in z on [0, 1].
Proof. From Lemma 3.1, we know that log(X) is infinitely divisible if and
only if each exponent Ni in the product representation is infinitely divisible.
We calculate the probability generating function of Ni, and the theorem will
follow immediately from Lemma 3.2.
From the product representation of X,
Ps(X = pni ) = Ps(Ni = n)
∞∏
j 6=i
Ps(Nj = 0)
=
Ps(Ni = n)
Ps(Ni = 0)
∞∏
i=1
Ps(Ni = 0)
=
Ps(Ni = n)
Ps(Ni = 0)
Ps(X = 1). (3.20)
Solving for Ps(Ni = n), one can see that the probability generating function
for Ni is given by
PNi(z) =
∞∑
n=0
Ps(Ni = n)zn
=
Ps(Ni = 0)
Ps(X = 1)
∞∑
n=0
Ps(X = pni )zn. (3.21)
Thus, by lemma 3.2, Ni is infinitely divisible if and only if P
′
Ni
(z)/PNi(z) is
absolutely monotone. But
P ′Ni(z)/PNi(z) =
( ∞∑
n=1
Ps(X = pni )nzn−1
)/( ∞∑
n=0
Ps(X = pni )zn
)
. (3.22)
which is the expression appearing in the statement of the theorem.
In our final theorem, we shall require the following lemma. The reader is
advised to review the overview of Dirichlet multiplication at the beginning
of the thesis.
Lemma 3.4. If f and g are arithmetic functions, then( ∞∑
n=0
f(pn)zn
pns
)( ∞∑
n=0
g(pn)zn
pns
)
=
( ∞∑
n=0
(f ∗ g)(pn)zn
pns
)
, (3.23)
where ∗ denotes Dirichlet multiplication.
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Proof. This follows by multiplying out the left hand side and re-arranging
terms.
We now show that the condition above is equivalent to
Theorem 3.5. The logarithm of a Khinchin random variable is infinitely
divisible if and only if its associated arithmetic function f satisfies(
f ′ ∗ f−1) (n) ≥ 0 ∀ n, (3.24)
where f ′(n) = f(n) log(n) and f−1 is the inverse of f under Dirichlet con-
volution.
Proof. From equation (3.21), we know that the probability generating func-
tion for each Ni in the product representation of a Khinchin random variable
has the form
PNi(z) =
Ps(Ni = 0)
Ps(X = 1)
∞∑
n=0
Ps(X = pni )zn
=
Ps(Ni = 0)
Ps(X = 1)
∞∑
n=0
f(pni )z
n
pnsi F (s)
= Ps(Ni = 0)
∞∑
n=0
f(pni )z
n
pnsi
, (3.25)
where the last equality follows because Ps(X = 1) = 1/F (s). We differentiate
with respect to z to see that,
P ′Ni(z) = Ps(Ni = 0)
∞∑
n=1
f(pni )nz
n−1
pnsi
. (3.26)
Multiplying both sides by z log(pi), we have
(z log(pi))
(
P ′Ni(z)
)
= z log(pi)Ps(Ni = 0)
∞∑
n=1
f(pni )nz
n−1
pnsi
= Ps(Ni = 0)
∞∑
n=1
f(pni )(n log(pi))z
n
pnsi
= Ps(Ni = 0)
∞∑
n=1
f(pni ) log(p
n
i )z
n
pnsi
= Ps(Ni = 0)
∞∑
n=1
f ′(pni )z
n
pnsi
. (3.27)
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From Lemma 3.4, we know that
1
PNi(z)
=
(
Ps(Ni = 0)
∞∑
n=0
f(pni )z
n
pnsi
)−1
=
1
Ps(Ni = 0)
∞∑
n=0
f−1(pn)zn
pnsi
. (3.28)
and so, with another application of Lemma 3.4, it follows from (3.27) that
(z log(pi))
(
P ′Ni(z)
)( 1
PNi(z)
)
=
∞∑
n=0
(f ′ ∗ f−1)(pn)zn
pnsi
. (3.29)
Equivalently, since (f ′ ∗ f−1)(1) = 0, we can divide across by z to obtain
P ′Ni(z)
PNi(z)
=
1
log(pi)
∞∑
n=1
(f ′ ∗ f−1)(pn)zn−1
pnsi
. (3.30)
It follows easily from this equality that the left hand side is absolutely mono-
tone on [0, 1] if and only if the coefficients on the right hand side are non-
negative, i.e. (f ′ ∗ f−1)(pn) ≥ 0.
Bateman and Diamond [4, p. 33] show that if f is a multiplicative func-
tion, then (f ′ ∗f−1)(n) vanishes for all values of n which are not a power of a
prime. Hence, we have the following characterisation of a Khinchin random
variable with an infinitely divisible logarithm:
Theorem 3.6. A Khinchin random variable X satisfying
Ps(X = n) =
f(n)
nsF (s)
, (3.31)
where f is a multiplicative function, has the property that log(X) is infinitely
divisible if and only if (f ′ ∗ f−1)(n) ≥ 0 for all n.
Lin and Hu [32, Remark 1] note that (f ′∗f−1) ≥ 0 is sufficient for infinite
divisibility when given a random variable whose probability mass function is
given by the normalised terms of a Dirichlet series. The calculations leading
to Theorem 3.6 demonstrate that it is also necessary for a generic Khinchin
random variable.
38
3.2 Examples of Khinchin random variables
with infinitely divisible logarithms
We now examine some infinitely divisible distributions.
Example 3.1. This example is a continuation of Example 2.5. The reader
is advised to briefly review the material developed there before continuing.
The random variable defined on the probability space (Ω,F ,Ps) which
satisfies X =
∏∞
i=1 p
Ni
i , with Ni ∼ Poisson(p−si ) under Ps has an infinitely
divisible logarithm, since Poisson random variables are infinitely divisible.
We calculate the moment generating function of log(X), assuming s− t > 1.
Es
[
et log(X)
]
= Es[X t]
=
exp(P(s− t))
exp(P(s))
= exp (P(s− t)− P(s))
= exp
(
P(s)
(P(s− t)
P(s) − 1
))
. (3.32)
Gu¨t [24] used a similar method to demonstrate infinite divisibility of the log of
a zeta random variable. The expression on the right hand side of (3.32) is the
moment generating function of a compound poisson distribution. If we define
log(Q) to be the random variable with moment generating function P(s −
t)/P(s) (we have chosen to work with logarithms for notational convenience
in the future), we observe an equality in distribution as follows:
log(X)
d
=
Y∑
i=1
log (Qi) , (3.33)
where Y ∼ Poisson(P(s)) and {log(Qi)} are i.i.d random variables indexed
by i.
By analogy with the zeta distribution, we can make an educated guess
about the distribution of log(Q). Let {pi} be the set of primes, and define a
random variable Q which satisfies
Ps(Q = pi) =
1
psiP(s)
. (3.34)
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Then the moment generating function of log(Q) is
Es[et log(Q)] = Es[Qt]
=
∞∑
i=1
pti
psiP(s)
=
P(s− t)
P(s) . (3.35)
We recognise this as the moment generating function appearing in the expo-
nent of (3.32), and we can conclude that the random variables Qi,s in (3.33)
satisfy (3.34). Exponentiating both sides of (3.33), we have
X =
Y∏
i=1
Qi. (3.36)
Thus, X admits a multiplicative decomposition into independent, identically
distributed random prime numbers.
Example 3.2. We now apply a similar analysis to the zeta distribution.
Recall the Euler product formula for ζ(s):
ζ(s) =
∞∏
i=1
(1− p−si )−1. (3.37)
Taking logarithms and using the series expansion for log(1− x) when x < 1,
log(ζ(s)) =
∞∑
i=1
− log(1− p−si )
=
∞∑
i=1
∞∑
n=1
p−nsi
n
=
∞∑
n=1
1
n
∞∑
i=1
1
pnsi
=
∞∑
n=1
P(ns)
n
. (3.38)
Thus,
ζ(s) = exp
( ∞∑
n=1
P(ns)
n
)
. (3.39)
This is a well-known result (see Fro¨berg [21]).
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Using relation (3.39), we derive a new expression for the moment gener-
ating function of log(Z), where Z has the zeta distribution:
Es[et log(Z)] = Es[Zt]
=
ζ(s− t)
ζ(s)
= exp
( ∞∑
n=1
P(ns− nt)
n
)/
exp
( ∞∑
n=1
P(ns)
n
)
=
∞∏
n=1
exp
(P(ns− nt)− P(ns))
n
)
=
∞∏
n=1
exp
(P(ns)
n
(P(ns− nt)
P(ns) − 1
))
. (3.40)
This is an infinite product of moment generating functions of compound
Poisson distributions. Since the moment generating function of the sum of
a set of random variables is the product of the moment generating functions
of the summands, we can see that (3.40) is the moment generating function
of an infinite sum of compound Poisson distributions.
Define the random variable Qn under the measure Ps by
Ps(Qn = pi) =
1
pnsi P(s)
(3.41)
function of n log(Qn) is
Ens[exp(tn log(Qn))] = Es[(Qnn)
t]
=
P(ns− nt)
P(ns) . (3.42)
It follows from (3.40) and (3.42) that log(Z) admits the following identity in
distribution:
log(Z)
d
=
∞∑
n=1
Yn∑
i=1
n log(Qn,i), (3.43)
where Yn ∼ Poisson(P(ns)/n), and {Qn,i} are independent copies of Qn
indexed by i. Exponentiating, we can see that
Z
d
=
∞∏
n=1
(
Yn∏
i=1
Qn,i
)n
. (3.44)
This shows the zeta distribution can be decomposed into a product of
random prime numbers. To the best of the author’s knowledge, this is a
previously unknown result.
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Section 4
Density
4.1 Analytic and asymptotic density
In this section we introduce the number-theoretic concept of the density of
a set of integers. Intuitively, one might say that ‘half’ of all numbers are
divisible by two, or ‘one third’ are divisible by three. The notion of density
lends mathematical rigour to this heuristic idea. In this section, we will
define two separate types of density. In particular, we explore applications
of the zeta distribution to density results in number theory. Calculations of
this nature were explored in Golomb [22] an attempt to construct a ‘uniform’
distribution on the integers.
The simplest and most intuitive type of density is the so-called ‘natural
density’, also known as the asymptotic density. If A is a set of positive
integers, we follow Tenenbaum [43, p. 271] in defining the upper and lower
natural densities of A respectively as
dA = lim sup
x→∞
#{a ≤ x : a ∈ A}
x
. (4.1)
dA = lim inf
x→∞
#{a ≤ x : a ∈ A}
x
. (4.2)
The symbol #{·} is understood to mean the cardinality of the set. If the
limits are equal, we call this quantity the natural density of A, denoted dA.
It is straightforward to verify that if n is a positive integer, the set of all
multiples of n has natural density 1/n. Note that all finite sets have natural
density 0.
Density results are extremely important in number theory. The prime
number theorem, conjectured by Gauss and Legendre and proved indepen-
dently by de la Valle´e Poussin and Hadamard, states that the set of prime
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numbers less than or equal to a large number x satisfies
#{p ≤ x : p prime}
x
≈ 1
log(x)
. (4.3)
In particular, the set of prime numbers has natural density 0.
It is possible for the natural density of a set not to exist. Tenenbaum [43,
p. 271] shows that the set of natural numbers whose leading digit is 1 (in
base 10) has no natural density.
We now introduce a related concept known as zeta density. This is a
special case of the analytic density defined in Tenenbaum [43, p. 273]. If A
is a set of integers, we define the zeta density of A as
δA = lim
s→1
∑
n∈A
1
nsζ(s)
, (4.4)
assuming that the limit exists. Recalling the definition of the Riemann zeta
distribution (1.18), we can see that (4.4) can be written as
δA = lim
s→1
Ps(Z ∈ A). (4.5)
Note that natural density also has a probabilistic interpretation. Suppose we
have a probability space (Ω,F ,Pk) where k is a natural number and U is a
random variable such that
Pk(U = n) =
1
k
if n ∈ {1, . . . , k}
= 0 otherwise, (4.6)
then the natural density of A has the following representation:
dA = lim
k→∞
Pk(U ∈ A). (4.7)
Note that neither of the limiting measures (4.5) or (4.7) are bona-fide prob-
ability measures: the events {Zs = n} and {Uk = n} both occur with prob-
ability zero in the limit. However, the events {Zs ∈ N} and {Uk ∈ N} both
occur with probability one. Hence, the ‘probabilities’ are not countably ad-
ditive, and therefore they are not true probabilities. This is why we refer to
them as densities rather than probabilities.
In order to link the two concepts of density described above, we require
the following lemma (reproduced from Apostol [2, p. 77]):
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Lemma 4.1 (Abel’s identity). For an arithmetic function a(n), define
A(x) :=
∑
n≤x
a(n). (4.8)
If f has a continuous derivative on the interval [x, y], with 0 < y < x, then∑
y<n≤x
a(n)f(n) = A(x)f(x)− A(y)f(y)−
∫ x
y
A(t)f ′(t)dt . (4.9)
Proof. This follows by regarding the sum on the left as a Stieltjes integral
and applying integration by parts.
The following theorem uses a similar idea to the proof in reference [43,
p. 274], though the theorem we refer to is restricted to indicator functions.
Theorem 4.2. Let f be an arithmetic function such that
lim
x→∞
1
x
∑
n≤x
f(n) = c. (4.10)
Then if Z has the zeta distribution under Ps,
lim
s→1
Es [f(Z)] = c. (4.11)
Proof. Suppose s > 1 and x <∞. Lemma 4.1 allows us to conclude that∑
n≤x
f(n)
ns
=
1
xs
∑
n≤x
f(n) +
∫ x
1
(∑
n≤t
f(n)
)
s
ts+1
dt . (4.12)
As x→∞, the first term on the right vanishes by (4.10). Thus,
∞∑
n=1
f(n)
ns
= s
∫ ∞
1
(∑
n≤t
f(n)
)
1
ts+1
dt . (4.13)
From (4.10), ∑
n≤t
f(n) = (c+ o(1))t, (4.14)
where the o(1) term vanishes as t→∞. Substituting into (4.13),
∞∑
n=1
f(n)
ns
= s
∫ ∞
1
(c+ o(1))
1
ts
dt
=
cs
s− 1 + o
(
s
s− 1
)
. (4.15)
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Recall that in the first section, we showed that for s close to 1,
ζ(s) =
1
s− 1 +O(1). (4.16)
Dividing both sides of (4.15) by ζ(s), we have
1
ζ(s)
∞∑
n=1
f(n)
ns
= Es[f(Z)]
=
1
ζ(s)
cs
s− 1 +
1
ζ(s)
o
(
1
s− 1
)
∼ (s− 1) cs
s− 1 + (s− 1)o
(
1
s− 1
)
, (4.17)
which tends to c as s→ 1.
In particular, we can see the relationship between analytic and asymptotic
density by considering indicator functions on sets of integers.
As was noted earlier, the converse of Theorem 4.2 does not hold, since
one can construct sets of integers with analytic density but without natural
density.
Inferring results about asymptotic density from analytic density is a deli-
cate matter. See Diaconis [15] for an overview of some of the difficulties this
entails. Borwein [8] also discusses Tauberian theorems in relation to analytic
density. In special cases, one can apply the Wiener-Ikehara Tauberian the-
orem as is shown in Montgomery and Vaughan [36]. Nanaopulos [37] gives
necessary and sufficient conditions for the existence of analytic density of a
set of integers.
4.2 Examples from number theory
We now present some examples from classical number theory that can be
proved using the zeta distribution.
Example 4.1. Let 1p(n) take the value 1 if n is prime, or 0 otherwise.
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Consider
Es[log(Z)1p(Z)] =
1
ζ(s)
∞∑
n=1
log(n)1p(n)
ns
=
1
ζ(s)
∑
p prime
log(p)
ps
=
1
ζ(s)
d
ds
(
−
∑
p prime
1
ps
)
=
−P ′(s)
ζ(s)
. (4.18)
Fro¨berg [21] shows that the prime zeta function satisfies the following asymp-
totic equality as s→ 1:
P(s) ∼ log
(
1
s− 1
)
+ C (4.19)
for a certain constant C. We conclude that in the limit,
P ′(s) ∼ − 1
s− 1 . (4.20)
In equation (1.1), we saw that ζ(s) ∼ 1/(s − 1) as s → 1. We conclude
that the quotient in (4.18) is equal to 1 in the limit. Therefore, from Theorem
4.2, we know that if
lim
x→∞
1
x
∑
n≤x
log(n)1p(n) (4.21)
exists, then it must be equal to 1. This was originally demonstrated by
Chebyshev using another method (see Pereira [40] for a short proof).
One can show that the statement
lim
x→∞
1
x
∑
n≤x
log(n)1p(n) = 1 (4.22)
is equivalent to the prime number theorem, which states that the number of
primes less than or equal to a given number n is approximately n/ log(n).
This was a highly significant result in number theory, and was a major un-
solved problem for a century.
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One can derive some interesting results by examining (3.44). Observe
that Z is prime if Y1 = 1 and Yk = 0 for k > 1. Thus,
Ps(Z prime) = Ps(Y1 = 1)
∞∏
k=2
Ps(Yk = 0)
= P(s) exp(−P(s))
∞∏
k=2
exp (−P(ks)/k)
=
P(s)
ζ(s)
. (4.23)
Similarly, we can find the probability that Z is a product of two factors is
Ps(Y1 = 2)
∞∏
k=2
Ps(Yk = 0) + Ps(Y2 = 1)
∞∏
k 6=2
Ps(Yk = 0)
=
P(s)2
2ζ(s)
+
P(2s)
2ζ(s)
. (4.24)
and in general, the probability that Z is a product of k factors is
P(s)k
k!ζ(s)
+ o(1). (4.25)
This is closely related to a theorem of Landau [29, p. 77] which states that
if pik(n) counts the number of integers less than or equal to n which have
exactly k factors, then
pik(x) ∼ x
log(x)
log(log(x))k−1
(k − 1)! . (4.26)
Example 4.2. The Erdo¨s-Kac theorem, first proved in reference [20], states
that if ω(n) is the number of distinct prime factors of n, then, for real num-
bers a < b we have
lim
x→∞
1
x
#
{
n ≤ x : a ≤ ω(n)− log(log(n))√
log(log(n))
≤ b
}
= Φ(a, b). (4.27)
where
Φ(a, b) =
1√
2pi
∫ b
a
e−
x2
2 dx . (4.28)
In other words, the number of distinct prime factors of a large, randomly
chosen number n behaves like a sample from a normal distribution with
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mean and variance log(log(n)). We use the theory of the zeta distribution to
obtain results that are similar in spirit to this theorem.
Recall the representation (3.44) of a zeta random variable Z in terms or
random primes:
Z =
(
Y1∏
i=1
Q1,i
)(
Y2∏
i=1
Q2,i
)2( Y3∏
i=1
Q3,i
)3
. . . (4.29)
where Yk ∼ Poisson(P(ks)/k), and {Qk,i}i≥1 are independent, identically
distributed copies of the random variable Qk, which satisfies
Ps(Qk = pi) =
1
pksi P(ks)
. (4.30)
The total number of prime factors of Z including multiplicity, denoted Ω(Z),
is given by
Ω(Z) =
∞∑
n=1
nYn. (4.31)
Observe that in (4.31), as s → 1, every term in the sum except the first is
finite with probability 1. Moreover, the first term in the sum is a Poisson
random variable with a parameter which tends to infinity. A Poisson random
variable with parameter k is equal in distribution to the sum of k independent
Poisson random variables with parameter 1. We can therefore apply the
central limit theorem to see that
lim
s→1
Y1 − Es[Y1]√
V ar[Y1]
= W (0, 1), (4.32)
where W (0, 1) has the standard normal distribution, and convergence is in
the weak sense. Since the mean and variance of each element of {Yi}i≥2 is
bounded, as s→ 1 we have
Es[Ω(Z)] = Es[Y1] + o(1). (4.33)
Now,
Es[Y1] = P(s)
= log
(
1
s− 1
)
+ o(1), (4.34)
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and
Vars[Ω(Z)] = Vars[Y1] + o(1)
= Es[Y1] + o(1)
= log
(
1
s− 1
)
+ o(1), (4.35)
so that
lim
s→1
Ω(Z)− log(1/(s− 1))√
log(1/(s− 1)) = W (0, 1). (4.36)
Now, for s close to 1, we use integration by parts to see that
Es[log (log(Z)) 1{Z>1}] =
∞∑
n=2
log(log(n))
nsζ(s)
=
1
ζ(s)
∫ ∞
2
log(log(x))
xs
dx + O(1)
= log
(
1
s− 1
)
+O(1). (4.37)
With (4.36) in mind, we can see an analogue of the Erdo¨s-Kac theorem (4.27)
for the zeta distribution.
We can use (4.33) and (4.37) to obtain results about the asymptotic
density of Ω(n). For instance, one can use (4.36) to show that∑
n≤x
(Ω(n)− log(log(n))) = o(x log(log(x))) , (4.38)
subject, as usual, to the existence of the asymptotic limit. If we could write
(4.36) as
lim
s→1
Ω(Z)− log (log(Z)) 1{Z>1}√
log (log(Z)) 1{Z>1}
= W (0, 1), (4.39)
we would obtain a version of the Erdo¨s-Kac theorem which applies to an-
alytic density. Using known properties of the normal distribution such as
its variance and kurtosis, it is possible that one might generalise Erdo¨s-Kac
considerably. Research in this area is ongoing.
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Section 5
Concluding remarks
In this thesis, we have explored some probabilistic properties of the Riemann
zeta function and related series. Certainly, some results presented here could
be improved upon. It may be profitable to investigate the interpretation of
lim
s→t
Ps(X ∈ A) (5.1)
for A ⊆ N, where X is a Khinchin distribution other than the zeta dis-
tribution under Ps, and t is abcissa of convergence for the Dirichlet series
associated with X.
One could also investigate the application of Tauberian theorems to re-
sults concerning the analytic density of a set of numbers, so that results can
be translated into results concerning the asymptotic density. The results con-
cerning the Erdo¨s-Kac theorem might be improved. In fact, if one assumed
the Erdo¨s-Kac theorem, one might be able to use zeta methods to generalise
it.
With regard to zeta functions, the story does not end with Dirichlet series
and the Riemann zeta function: there are a large number of zeta functions
which appear in many diverse areas of mathematics. Deitmar [13] gives a
short introduction to a few well-known examples of zeta functions. These
functions typically have the form
ζ(s) =
∏
P
(
1− 1‖P‖s
)−1
, (5.2)
where {P} is a set of objects which behave superficially like prime numbers
through unique factorisation or asymptotic distribution, and ‖P‖ is a norm
on the set {P}.
One of the most straightforward generalisations of the Riemann zeta func-
tion is the Dedekind zeta function. It appears that one can use the Dedekind
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zeta function to construct a probability distribution on a unique factorisation
domain with a limiting property analogous to the analytic density covered
in Section four. Details are sketched in the note on Gaussian integers in
the appendix. Using the technique described below, it might be possible to
extend the theory to general unique factorisation domains.
All number fields have an associated Dedekind zeta function, but not all
are unique factorisation domains. It would be interesting to see whether a
‘uniform’ law like the analytic density described in chapter four could be
constructed for a number field where unique factorisation fails.
The Selberg zeta function of a compact hyperbolic Riemann surface of
has the form.
ζ(s) =
∏
P
∞∏
k=0
(1− p−s−k) (5.3)
While the formal definition of the Selberg zeta function is somewhat techni-
cal, one can informally think of {P} as the set of all primitive closed geodesics
on the manifold, and ‖P‖ is the length of P .
The Ihara zeta function of a finite graph is similar to the Selberg zeta
function. Here, {P} is the set of all ‘primitive’ cycles on the graph which do
not backtrack and which traverse the path only once. ‖P‖ is the number of
vertices in the cycle. The Ihara zeta function has the form
ζI(u) =
∏
P
(
1− u‖P‖)−1 . (5.4)
The function converges when |u| is sufficiently small. We normalise the Ihara
zeta function as
f(t) =
ζI (ue
it)
ζI(u)
=
∏
P
(
1− u‖P‖)/ (1− u‖P‖ei‖P‖t) , (5.5)
which we recognise as the characteristic function of a sum of independent
random variables ∑
P
‖Pi‖Ni, (5.6)
where Ni is geometric with
P(Ni = n) = (1− u‖P‖)u‖P‖n. (5.7)
Many more zeta functions exist, and the examples listed here are but a
sample. The form of (5.2) suggests that one can normalise the expression so
that ζ(s − it)/ζ(s) is a characteristic function. In each case, we expect the
geometric distribution to appear. It is possible that the connection between
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the analytic and asymptotic densities is a result of the memorylessness of
the geometric distribution. The Selberg and Ihara zeta functions might be
connected via this normalisation to random closed loops on a Riemannian
manifold and a graph respectively.
Another possible avenue of research concerns the relationship between
Brownian motion and the Riemann zeta function. The Riemann zeta function
is closely related to a family of functions known as theta functions, which
themselves are related to the heat diffusion equation (Bellman [5]). Smith
and Diaconis [41], Biane, Pitman and Yor [7], and Williams [46] discuss deep
connections between random walks, stochastic analysis and the Riemann zeta
function.
It is also plausible that one might generalise results from reference [7] by
studying Brownian motion on a Riemannian manifold, since both Brownian
motion and the Selberg zeta function are intimately related to the Laplace-
Beltrami operator.
There are many other examples of the interplay between probability and
number theory in the literature. Ehm [17] shows that one can use the Rie-
mann zeta function to generate an exponential family of probability distri-
butions. Bourgade, Fujita and Yor [9] examine the link between the Cauchy
distribution and values of ζ(2n). Neudecker and Williams [39] study a se-
quence of random numbers mimicking the primes which is generated by a
stochastic version of the sieve of Eratosthenes. It is shown that the Riemann
hypothesis holds almost surely for this sequence.
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Section 6
Appendix
6.1 Miscellaneous observations
6.1.1 The prime number theorem for arithmetic pro-
gressions
A Dirichlet character χ of order k is defined as a function from the positive
integers to the complex unit circle such that
χ(n) = χ(n+ k) for all n, (6.1)
χ(m)χ(n) = χ(mn) for all m,n, (6.2)
χ(n) = 0 unless n and k are mutually prime. (6.3)
One can think of a Dirichlet character as a group character on the set of
equivalence classes of the integers modulo k. A special case of a Dirichlet
character is known as the principal character of order k, which satisfies
χ(n) = 1 if n and k are mutually prime,
= 0 otherwise. (6.4)
Dirichlet’s theorem states that for an arithmetic progression
a, a+ b, a+ 2b, a+ 3b . . . , (6.5)
if a and b are mutually prime, then an infinite number of prime numbers are
contained in the sequence. It turns out that if we define Qs as in (3.34), the
statement
lim
s→1
Es[χ(Q)] = 0 (6.6)
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for all nonprincipal Dirichlet characters, and
lim
s→1
Es[χ(Q)] = 1 (6.7)
for all principal characters is equivalent to Dirichlet’s theorem. The proof is
sufficiently similar to the proof of Dirichlet’s theorem that we omit it. See
Kedlaya [30, Section 5] for a standard proof.
6.1.2 Gaussian integers
The Gaussian integers are defined as {a + ib : a, b ∈ Z}, with i = √−1 (see
Hardy and Wright [25] for an introduction). Multiplication and addition in
the ring of Gaussian integers are the usual operations defined on complex
numbers. If a and b are Gaussian integers, we say a divides b if there exists
a Gaussian integer c such that b = ac. We say a Gaussian integer is prime
if its only divisors are {1,−1, i,−i}: the elements of this set are known as
units.
One can show that the set of prime numbers congruent to 3 mod 4 are
also Gaussian primes, whereas the set of prime numbers congruent to 1 can
be represented as a product of two Gaussian primes.
Recall that in abstract algebra, an ideal is a subset of a ring such that
the product of any element of the ring and any element of the ideal is itself
contained in the ideal. Every ideal in the ring G of Gaussian integers has the
form
I = {ag : g ∈ G}, (6.8)
where a is a Gaussian integer (i.e. the Gaussian integers are a principal ideal
domain).
The Dedekind zeta function of a number field O is defined as
ζO(s) =
∑ 1
‖I‖s , (6.9)
where ‖I‖ is the cardinality of the quotient ring O/I. Intuitively, ‖I‖ is the
‘proportion’ of numbers divisible by the generator a of I. One can show that
a Dedekind zeta function admits an Euler product representation:
ζO(s) =
∏(
1− ‖P‖−s)−1 , (6.10)
where the product runs over all prime ideals of O. Each prime ideal is
generated by a Gaussian prime p. See Cohen [12] for more on Dedekind zeta
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functions. One can show that, for s > 1, the Dedekind zeta function for the
Gaussian integers is given by
ζG(s) =
1
(1− 2−s)
∏
p≡1 mod 4
1
(1− p−s)2
∏
p≡3 mod 4
1
(1− p−2s) , (6.11)
where the products run over the ordinary primes in N. It is possible to show
that the zeta function for the Gaussian integers satisfies
ζG(s) =
1
4
∑
g∈G
g 6=0
1
‖g‖s , (6.12)
where ‖x+ iy‖ = x2 + y2. One can also show that ζG(s) = ζ(s)L(χ, s) where
L(χ, s) is a Dirichlet L function which satisfies L(χ, 1) = pi/4. An informal
account of the Dedekind zeta function for the Gaussian integers can be found
in Baez [3].
If we reflect on the theory developed in the previous chapters, it becomes
apparent that a considerable amount of what was said depends only on the
fact that numbers admit a unique representation as a product of primes,
rather than on specific properties of the primes themselves. It is therefore
reasonable to consider the possibility of extending the theory to unique fac-
torisation domains, and the Gaussian integers in particular. Let (Ω,F ,Ps)
be a probability space, and define a random variable
Zs =
∏
p∈G
pNii , (6.13)
where the product runs over all Gaussian primes (up to multiplication by
a unit), and Ni is a geometric random variable under Ps with parameter
‖Pi‖−s, where Pi is the ideal generated by pi.
Let A be a subset of the Gaussian integers. We say A is symmetric if
g ∈ A implies that the associates −g, ig and −ig are also in A. If A is
symmetric, then following analogue of Theorem 4.2 holds:
Theorem 6.1. If
lim
x→∞
#{a+ ib ∈ A : a2 + b2 ≤ x}
#{a+ ib : a2 + b2 ≤ x} (6.14)
exists, then it is equal to
lim
s→1
Ps(Z ∈ A). (6.15)
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The symmetric condition on A is necessary because the random Gaus-
sian integer in (6.13) is unique only up to multiplication by a unit: given a
Gaussian integer g 6= 0, the distribution described above will have support
in only one of {g,−g, ig,−ig}. Thus, without the symmetric condition, one
can construct sets on which (6.14) and (6.15) are not equal. For example,
let A be the set of all Gaussian integers not in the support of Zs. Then, by
construction, Ps(Z ∈ A) = 0, but the asymptotic limit (6.14) is 3/4.
The technique used to prove Theorem 6.1 is similar to the method used
in 4.2.
Proof of Theorem 6.1. Suppose
lim
x→∞
#{a+ ib ∈ A : a2 + b2 ≤ x}
#{a+ ib : a2 + b2 ≤ x} = c (6.16)
By an extimate of Gauss, the number of Gaussian integers which satisfy
‖g‖ ≤ x is asymptotically equal to pix. Thus, (6.16) is equivalent to the
statement that
{g ∈ A : ‖g‖ ≤ x} = cpix+ o(x) (6.17)
By construction (recalling (6.12)),
Ps(Z ∈ A) = 1
4ζG(s)
∑
g∈G
I{A}(g)
‖g‖s . (6.18)
We examine the asymptotic behaviour of the sum on the right as s tends to
unity. First note that ∑
‖g‖≤x
I{A}(g)
‖g‖s =
∑
n≤x
∑
‖g‖=n
I{A}(g)
ns
. (6.19)
Now, define
a(A, n) :=
∑
‖g‖=n
I{A}(n). (6.20)
Note that (6.17) implies that a(A, n) = O(1). We can rewrite the right-hand
side of (6.19) as ∑
n≤x
∑
‖g‖=n
I{A}(g)
ns
=
∑
n≤x
a(A, n)
ns
. (6.21)
By partial summation,∑
n≤x
a(A, n)
ns
=
∑
n≤x a(A, n)
xs
+ s
∫ x
1
∑
n≤t a(A, n)
ts+1
dt. (6.22)
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Now, as x→∞, the first term on the right vanishes, and so
∞∑
n=1
a(A, n)
ns
= s
∫ ∞
1
∑
n≤t a(A, n)
ts+1
dt (6.23)
Substituting our approximation (6.17),
s
∫ ∞
1
∑
n≤t a(A, n)
ts+1
dt = s
∫ ∞
1
cpit+ o(1)
ts+1
dt
=
scpi
s− 1 + o
(
1
s− 1
)
(6.24)
We conclude that, as s→ 1
1
4ζG(s)
∑
g∈G
I{A}(g)
‖g‖s ∼
scpi
s− 1 . (6.25)
Recallling expression (6.18), it follows that as s tends to unity,
Ps(Z ∈ A) ∼ 1
4ζG(s)
scpi
s− 1 .
Now, since
ζG(s) = ζ(s)L(χ, s) ∼ pi
4(s− 1) , (6.26)
it follows that
Ps(Z ∈ A) = c. (6.27)
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6.2 Index of notation
In this section, we include a non-exhaustive list of notation used in the thesis.
#A : Cardinality of the set A.
a - b : a does not divide b.
χ(n) : (6.1) Dirichlet character.
d(n) : (1.10) Number of divisors of n, including 1 and n.
Es[X] : Expectation of a random variable X under the measure Ps.
f(x) = O(g(x)) : lim
x→t
∣∣∣∣f(x)g(x)
∣∣∣∣ <∞ for some specified constant t ∈ [−∞,∞].
f(x) = o(g(x)) : lim
x→t
f(x)
g(x)
= 0.
f(x) ∼ g(x) : lim
x→t
f(x)
g(x)
= 1.
(f ∗ g)(n) : (1.7) Dirichlet convolution of two arithmetic functions.
f−1(n) : Inverse of an arithmetic function f under Dirichlet convolution.
f ′(n) : f(n) log(n).
Γ(x) :
∫ ∞
0
tx−1e−tdt .
F (s) : Dirichlet series.
f(n) : Arithmetic function forming coefficients of F (s).
In general, we represent arithmetic functions with lower-case
letters and corresponding Dirichlet series with the same
upper-case letter.
G : Ring of Gaussian integers.
I : Ideal in the ring of Gaussian integers, i.e.
I = {ag : g ∈ G} for some a ∈ G.
‖I‖ : Cardinality of G/I. If a generates I, then G/I is the collection of
distinct sets {b+ ag : b, g ∈ G}.
=(σ) : Imaginary part of a complex number σ.
N : Positive integers.
N0 : Non-negative integers.
Ni : (2.46) Random exponent of a Kinchin random variable.
Ω(n) : Number of prime factors of n, including multiplicity.
ω(n) : Number of distinct prime factors of n.
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P(E) : Probability of a generic event E
P : Ideal generated by a Gaussian prime.
P(s) : (2.82) Prime zeta function.
{pi} : Canonical enumeration of prime numbers.
{qi} : Non-canonical enumeration of prime numbers.
Q : (3.34) Zeta distribution conditioned to be prime.
Q(z) : Probability generating function.
R(z) : Generating function closely related to Q(z).
<(σ) : Real part of a complex number σ.
σ : Generic complex number.
x ≈ y : x is approximately equal to y.
X : (2.46) Generic Khinchin distributed random variable.
Y : Generic random variable.
(sometimes also Poisson random variable).
Z : (1.18) Zeta distributed random variable.
ζ(s) : (1.1) Riemann zeta function.
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