An epidemic model is formulated by a reaction-diffusion system where the spatial pattern formation is driven by crossdiffusion. Whereas the reaction terms describe the local dynamics of susceptible and infected species, the diffusion terms account for the spatial distribution dynamics. For both self-diffusion and cross-diffusion nonlinear constitutive assumptions are suggested. To simulate the pattern formation two finite volume formulations are proposed, which employ a conservative and a non-conservative discretization, respectively. An efficient simulation is obtained by a fully adaptive multiresolution strategy. Numerical examples illustrate the impact of the cross-diffusion on the pattern formation.
Introduction
The knowledge of spreading dynamics of infectious diseases helps to design prevention measures [17, 34] . A generic model category for the quantitative description of the epidemic evolution dynamics by an ordinary differential equation are the so-called SIR models, which classify a population into 'susceptible' (S), 'infected' (I) and 'recovered' (R) subgroups and balance the changes between these. One very early and simple prototype of a SIR-model is due to Kermack-McKendrick [28] . It describes the population evolution by the system of ordinary differential equations
where α > 0 is the infection rate and β > 0 the recovery rate. There are several suggestions for improving the specification of these ODE-dynamics (see e.g. [29, 32, 47] ), and structural modifications like SIR-models in networks [33] or with delays [26] . See also [14, 27, 39] for a more general reflection on mathematical modeling in epidemiology. A key issue in epidemic modeling is the formation of spatial patterns [23] . Based on a general setting for the two-dimensional reaction-diffusion framework for epidemic processes [48] , there are several suggestions for the combination of the system of ordinary differential equations of the SIR-model with a spatially two-dimensional diffusion equations of the involved variables [25, 31, 36, 40, 45] . Moreover, several contributions have been proposed to study pattern formation induced by cross-diffusion [6, 38, 46] . In addition to a fundamental existence proof for general reaction-diffusion systems [15] , there are several approaches to analyze reaction-diffusion equations with one single "cross-diffusion" that lead to a system with upper triangular diffusion matrix [2, 3, 16, 44] ; the latter extends the method of [35] for a diagonal diffusion matrix. The structure of an upper triangular diffusion matrix has also been utilized in the existence analysis for systems of convection-diffusion equation with both Dirichlet and Neumann boundary conditions (see e.g. [8, 19, 20] ). Besides numerous contributions to the development of numerical methods to solve reaction-diffusion equations in related contexts [42, 49] , convergence proofs of associated finite volume schemes [1, 7] and finite element formulations [4, 21] have been provided.
The goal of this contribution is, on the one hand, to generate pattern formation in an epidemic model by a crossdiffusion term, and, on the other hand to prevent blow-up by the a non-linear limitation of the cross-diffusion. These assumptions are designed to qualitatively reflect psychological behavior. The cross-diffusion term has the interpretation that the susceptible population moves away from increasing gradients of the infected population. In addition, it is assumed that the cross-diffusion effect depends on the local population density. For the nonlinear cross-diffusion it is assumed that there exists carefreeness at a small and fatalism at a high total population number. At carefreeness and fatalism the susceptible population decreases its tendency to avoid agents of the infected population. Such an avoidance is most effective for intermediate (neither too small nor too large) population numbers.
The novelty of this article consists in the design of nonlinear self-diffusion and cross-diffusion functions, the appropriate discretization of these functions and the usage of adaptive strategies for this particular class of reaction-diffusion equations. Thereby, a robust and efficient simulation tool allowing any kind of nonlinear constitutive assumptions is promoted. The discretization of linear terms leaves an ambiguity on their generalization to the appropriate discretization of nonlinear terms. In particular there is the choice with respect to conservative versus non-conservative discretization. For both cases a discretization is suggested and tested.
The new nonlinear feature of the equation system is mainly embodied in the cross-diffusion coefficient, which generates pattern formation. The reaction part of the reaction-diffusion equation, which can be formulated as an ordinary differential equation, is asymptotically stable, i.e. converges to a stationary state. Without a cross-diffusion term the whole reaction-diffusion equation would in the same way converge to the stationary state. The cross-diffusion term counteracts this stability, leading to pattern formation. The proposed simulation tool allows to qualitatively study the effect of non-linear cross-diffusions.
In the subsequent Sections, the precise equations of the reaction-diffusion system are stated and nonlinear self-and cross-diffusion terms are proposed (Section 2). Given that pattern formation leads to a solution structure that shows sharp interfaces, a fully adaptive multiresolution scheme is employed (Section 3) on the basis of both a conservative and a non-conservative discretization. Finally, the effects of different parameter and model choices are compared and discussed (Section 4).
Epidemic model with cross diffusion
The two-dimensional reaction-diffusion system describing spatial epidemic dynamics with cross-diffusion is written as
where u and v denote the populations of susceptible and infected persons, respectively. No external input is imposed, therefore on the physical domain boundary ∂Ω it holds the Neumann boundary condition
where n is the outer normal vector to the physical domain boundary. In the system (2.1), an additional equation for the recuperated population is omitted because the model does not consider their feedback on the susceptible or infected population. With the notation
the system (2.1) can be written in compact form as
The model enforces phase separation since the susceptible species avoid the infected by a cross-diffusion term ∇ · (c(u, v)∇v) [45] . The cross-diffusion term directs the flow in the opposite direction of the gradient ∇v. Whenever there is an increase of the amount of infected then the susceptible agents move away from the direction of the increasing gradient. The reaction terms are considered to be given by the following specifications (see e.g. [45] )
where the model parameters are the carrying capacity of the susceptible species K, r is the intrinsic birth rate, β is the rate of disease transmission, and k represents the recovery rate of the infected species. The equilibrium points are pairs (u, v) such that f (u, v) = 0 and g(u, v) = 0. For (2.2), the equilibrium points are (0, 0) (trivial equilibrium), (K, 0), which corresponds to the disease-free point, and (u * , v * ), which corresponds to an endemic stationary state that is explicitly given by
In Figure 1 , the phase portrait of the ODE system associated to (2.1), (2.2) , i.e. the system (2.1) with reaction part but without diffusion part, is shown with several choices of initial data. The system is asymptotically stable in the sense that if the initial data are chosen close to the non-trivial equilibrium then the solution converges to this equilibrium. This can be shown analytically by demonstrating that the Jacobian matrix
has eigenvalues λ 1 , λ 2 with negative real part, which can be checked by
The Jacobian matrix corresponding to the specification (2.2) is
From now on, as model variants we will consider diffusion terms which are linear (Model 1) and nonlinear (Model 2). For better comparison, in Model 2 the same reaction kinetics as for Model 1 are used.
Model 1
For Model 1 we assume linear diffusion functions, where the diffusion coefficients are chosen to be the constants
which adopts the setting of [45] .
Model 2
In Model 2 we propose nonlinear model variants of the parametric functions. The self-diffusion terms are chosen to have the form
By the assumption that m ∈ (−1, 0) a degressive growth is described since
The biological interpretation is that the tendency to avoid crowds reduces with higher numbers as the population "gets used" to them. Using the notation of the Laplace operator,
we have
where A(u) and B(v) are sub-linear functions. For m = 0 the functions (2.5) of Model 2 boil down to those of the linear Model 1 (2.4) as
The construction of a conservative or non-conservative discretization depends roughly speaking on whether the differences are based on the formulation of the left-hand or right-hand side of (2.6), respectively. A nonlinear cross-diffusion function implements a situation-dependent tendency of the susceptible population to avoid the infected population. This situation-dependent behavior reflects an average psychological disposition. An approach to model such a disposition is as follows. From the perspective of the susceptible population, avoidance is pursued whenever there is a detectable fraction of the infected population. For a small number of populations the necessary awareness has not been matured or is temporarily not active, since then there is no vital urgency for self-protection. In the other extreme, at large population numbers, such a selective detection is neither possible nor makes sense, since there is less, or even no chance to avoid infection in the crowd. The population number affects the conscious disposition of avoidance. Therefore, the cross-diffusion coefficient is designed to be negligible for both small and large number of populations, which is imposed by the following constraints
where V is a Lipschitz continuous monotonically decreasing function with a zero for u > 0. For example, one might choose V (u) = c 1 − u with c 1 > 0. By these constraints, the reaction-diffusion equation with cross-diffusion (2.1) degenerates into an equation without cross-diffusion outside the domaiñ
The constraints (2.7) are satisfied, for example, by the cuadratic function
which is a convex function that takes its global maximum in
In the sequel some supporting arguments for the constraints (2.7) and in particular for the nonlinear model (2.8) are summarized. First of all, the constraint c(u, 0) = 0 for all u corresponds to carefreeness; during the absence, and also in the case of a small number of infected persons, the consciousness of the danger of the disease is not sufficiently present, even though there might be are some single dangerous intercoursesf. The constraint c(0, v) = 0 for all u is not only set for symmetry reasons, since, at a small number of susceptible agents, they have little chance to form a groups consciousness on the importance of a separation from the infected population; instead, the susceptible population is absorbed by the infected population. The maximum (û,v) has the interpretation that there is most avoidance when there is a fairly equal mixing of susceptible and infected population, whereas at small population numbers there is no need and at large total population numbers no possibility for avoidance.
In the situation of a large concentration of persons there is little possibility of a selective avoidance. Since the infected species is present anywhere and thus cannot be sustainably avoided in the crowd, there is small to no possibility to keep distance from the infected species. Thus, above a certain treshold 'upper' population number fatalism rules. This fatalism is modelled by the assumption that the cross-diffusion coefficient vanishes then above a treshold population number. This upper population bound is set by the function V such that c 1 sets a maximum population, where, in the case that c 1 = u + v, total fatalism rules.
A formal property of the constraints (2.7) is the that the cross-diffusion is switched off at a certain finite total population. By this setting, it is prevented that the population attains (unrealistic) local population peaks. In fact, by this limitation of the cross-diffusion, a maximum principle for the system (2.1) is imposed. The switch-off of the diffusion term can be seen in the context of equations with strongly degenerate diffusion, where the diffusion function is set to zero on an interval) as proposed in [5, 10] . There, sharper interfaces have been evidenced by the degenerate diffusion.
Numerical approximation
In order to provide a space-adaptive numerical scheme, we apply the technique of fully adaptive multiresolution [5, 11] constructed on the basis of a reference finite volume approximation [18] (see also e.g. [37] for a survey on multiresolution methods for PDEs). The success of this approach mainly relies on the strategy used for storing only the relevant information. The numerical approximation obtained in each time step is represented (and also computed) using a dynamically evolving adaptive mesh which is generated from a sequence of nested grids. An appropriate smoothness analysis of the solution is performed using a wavelet decomposition and such information on the local smoothness is used to locally adapt the mesh and the numerical scheme. Essentially, positions related to small wavelet coefficients may be discarded, allowing for substantial data and CPU-time compression.
Admissible rectangular meshes
These ideas are made precise, first by introducing a nested hierarchy of grids T 0 ⊂ · · · ⊂ T H , where each grid T , = 0, . . . , H is assumed to be an admissible rectangular mesh. The index = 0 corresponds to the coarsest and = H to the finest resolution level, which is fixed and chosen large enough at the beginning of the algorithm. That is, a partition of Ω formed by control volumes K (open rectangles of maximum diameter h K ), constrained by the condition that the segment joining the centers of two neighboring control volumes x K and x L must be orthogonal to the corresponding interface σ = σ(K , L ). The interface length is denoted by |σ| = |σ(K , L )|.
For instance, the mesh on the right of Figure 2 is admissible, and meshes as the one on the left are ruled out by the orthogonality condition. By E(K ) we denote the set of edges of K , E int (K ) corresponds to those is in the interior of T and E ext (K ) is the set of edges of K lying on the boundary ∂Ω, i.e.,
By E int and E ext we will denote the sets of all edges in the interior of T and lying on the boundary ∂Ω, respectively. For a given finite volume K , we denote by N (K ) the set of neighbors of K which share a common edge with K . 
Two one-level finite volume methods
In order to define the discrete marching formula for (2.1), we choose an admissible discretization of Ω T consisting of an admissible mesh T of Ω and a time step size ∆t > 0. We may choose N > 0 as the smallest integer such that N ∆t ≥ T , and set t n := n∆t for n ∈ {0, . . . , N }. We denote the cell averages of u and v on K ∈ T at time t = t n by the respective expressions
Furthermore, we define the coefficients 
The resulting finite volume scheme for the approximation of (2.1), defined on the multiresolution level l assumes values u n K and v n K for all K ∈ T at time t = t n and determines u n+1 K and v n+1 K for all K ∈ T at time t = t n+1 = t n + ∆t by a marching formula. For linear coefficients (2.4) the system (2.1) is discretized as
This marching formula is valid for all cells and in particular for the boundary cells. The no-slip boundary condition is considered automatically by not considering boundary fluxes, such that they are automatically set to zero. For nonlinear coefficient functions the generalization of (3.1) is not uniquely determined. Therefore, two versions are suggested, which are denoted by scheme A and scheme B, respectively. Scheme A has the form
Whereas the coefficient functions a(u, v) and b(u, v) are averaged, for the coefficient function c(u, v) the exchange coefficient in the cross-diffusion term is computed by the following harmonic mean formula (see e.g. [18] )
We note that (3.3) is consistent in the sense that c((u, v); (u, v)) = c(u, v).
Even though scheme A looks reasonable, it is not conservative. For the discretization of conservation laws, it is well known that a non-conservative discretization might converge to a wrong solution (see e.g. [24, 30] ). For nonconservative equations a possible remedy is the formulation of path-conservative schemes [13, 41] . For parabolic equations (as treated here) there is a similar situation, which demands a careful consideration. In [9, Figure 2 ] it is demonstrated that a non-conservative discretization of the parabolic term can produce spurious solutions; our scheme A is a two-dimensional version of the non-conservative discretization specified in their formula (12) . Therefore, we try to mimic in scheme B the conservative discretization, see e.g. their formula (13) . In other words, scheme B avoids averaged transmission coefficients, instead finite differences are calculated in terms of the antiderivatives A, B, C,
that retain the local nonlinear properties. Differencing with respect to these antiderivatives gives to the resulting scheme a conservative form. Scheme B has the form
which is justified due to the equalities
With respect to the definition of the coefficient C, there is the difficulty that
i.e. there remains the unresolvable term ∂C ∂u ∇u. Therefore a semi-averaged form of C n K is built as
The antiderivative of c(u, v) as defined in (2.8) with respect to the variable v is calculated as
Scheme B should be more accurate than scheme A since the nonlinear functions are better approximated; more information is retained when differencing instead of simply calculating averages. For linear coefficient functions, when
both schemes (3.2) and (3.4) are the same and reduce to (3.1). The schemes (3.1), (3.2), (3.4) are explicit taking the form
where the symbols F n K and G n K stand for the terms on the right-hand side in time step n. Denoting by F n+1 K and G n+1 K the corresponding expressions with unknowns evaluated in time step n + 1, as more general time advancing strategy, we now formulate the well known θ−method
which allows us to arbitrarily choose an implicit or explicit marching formula. The constant θ, 0 ≤ θ ≤ 1 is the weight factor representing the degree of implicitness of the scheme. The values θ = 0, 1/2 and 1 correspond to explicit, Crank-Nicolson, and implicit method respectively. The boundary scheme is specified accordingly, by using zero-flux boundary conditions. Scheme A can be rewritten in the following way: For a given function w and a given cell K , the discrete gradients ∇ h w on all edges σ ∈ E(K ) are approximated by
where the transmission coefficients τ n σ are defined by
The θ−method for scheme A thus becomes
Figure 3: Sketch of a graded tree structure. Here K is a parent node on level = H − 1, its children nodes (including S +1 ) belong to L(Λ); L is a virtual node and T +1 is a virtual leaf.
Multiresolution setting
In order to perform the multiresolution analysis, for x ∈ K we define the scale functionφ K (x) := |K | −1 χ K (x), where χ K is the characteristic function of K , and then we can write the mean value of u over K as
For the navigation between resolution levels, certain transfer operators are needed. These operators will allow us to determine a invertible transformation between finite volumes on level = H, and the set formed by finite volumes on the coarsest level = 0 and a sequence of so-called wavelet coefficients. To switch from fine to coarser levels, a projection or coarsening operator is defined by the following expression
where M K stands for the refinement set of the control volume K , whose four elements are control volumes contained in the spatial position occupied by K , that belong to T +1 . To move from coarse to finer levels, a prediction operator is needed, that, as in [12] , we choose to be the following polynomial reconstruction:
The setS K is the stencil of interpolation (of order s) or coarsening set, g K,T are prediction coefficients, and the tilde over u on the left-hand side denotes a predicted value. Details on the precise definition of these coefficients and stencils are given in e.g. [11] . For x ∈ K +1 , and depending on the choice of the predictor map, the wavelet function is defined asψ
where L +1 i ∈ M K , and the value of eachγ i+m depends on the coefficients g K,T of the prediction operator. The error induced by the prediction operator at the finite volume K is defined as the difference between the cell average and the predicted value, i.e., d It is known (see e.g. [37] ) that wavelet coefficients are related to the regularity of the solution, that is, if u is sufficiently smooth, then its wavelet coefficients decrease when going from coarser to finer levels, so the compression of data by discarding the information corresponding to small wavelet coefficients, or thresholding procedure, is automatically achieved. In practice, the algorithm consists in discarding all control volumes corresponding to wavelet coefficients that are smaller in absolute value than a level-dependent tolerance ε ,
Given a reference tolerance ε R , whose choice depends on the maximum values of the reaction and diffusion coefficients (see e.g. [5] for further details on its deduction) we can determine ε by
These level-dependent tolerances guarantee that the error due to thresholding is of the same order as the discretization error, and therefore the order of the underlying scheme is preserved. For multi-species problems, wavelet coefficients will be defined by
, for the refinement and coarsening procedures, respectively.
Dynamic tree structure
A core ingredient in the fully adaptive multiresolution framework is the graded tree data storage and an efficient procedure to navigate inside it (see Figure 3) . The root is the basis of the tree. A parent node has four children, and the children of the same parent are called brothers. A node without children is a leaf. A given node has s = 2 nearest neighbors in each spatial direction, needed for the computation of the fluxes of leaves; if these neighbors do not exist, we create them as virtual leaves. Brothers are also considered nearest neighbors. We denote by Λ the set of all nodes of the tree, by L(Λ) the restriction of Λ to the leaves, and by L(Λ ) the restriction of L(Λ) to the level , for = 0, . . . , H. Once the thresholding is performed, we add to the tree a safety zone, generated by adding one finer level to the tree in all leaves without violating the graded tree data structure. This is a crucial point, since it will avoid to perform the decoding of the solution back to the finest resolution level at each time step. In addition, to enforce conservativity of the scheme, we compute only the fluxes at level + 1 and we set the ingoing flux on the leaf at level l equal to the sum of the outgoing fluxes on the leaves of level + 1 sharing the same edge.
Notice that in the adaptive scheme, the marching formula (3.5) is performed not for all K ∈ Λ but for each K ∈ L(Λ ), = 0, . . . , H. We finally stress that at a given time t = t n , by construction, the resulting adaptive mesh will be in general non-admissible. However this fact does not cause a problem. Thanks to the generation of virtual leaves, the approximate fluxes are always computed between control volumes lying on the same resolution level.
Data compression rate and speed-up
The quantity η := N /(2 −2H N + #L(Λ)), called data compression rate [12] , is used to measure the improvement in data compression. Here, N is the number of control volumes in the full finest grid at level = H, and #L(Λ) is the number of leaves in the tree. The speed-up V between the CPU times of the numerical solutions obtained by the one-level finite volume method and the fully adaptive multiresolution method is defined by Table 1 : Corresponding simulated time, CPU ratio V, compression rate η and normalized errors for species u, using the fully adaptive multiresolution method (Example 1A). 
Numerical examples
In Example 1, Model 1 is simulated, where the parameters are chosen according to [45] . The simulation is performed using a Cartesian mesh of N = 262,144 control volumes in the highest resolution level H = 9 and the time stepping is explicit (θ = 0) with fixed time step ∆t = 0.01. The model parameters are set to K = 1000, β = 0.5, and the constant self-and cross-diffusion coefficients are chosen to be a 0 = 0.1, b 0 = 2, c 0 = 0.02. The reference tolerance for the multiresolution algorithm is ε R = 0.001. As initial data we assume that the density of both species is a random perturbation around the endemic stationary state (u * , v * ). That is,
where w(x) δ ∈ [0, 1] is a normally distributed variable, w ∈ {u, v}. We will run four examples (1A, 1B, 1C and 1D) . For Examples 1A, 1B, 1C we set d = 0.25, r = 0.27, which gives (u * , v * ) = (74.0741, 74.0741). The computational domain for Examples 1A, 1C and 1D is the square Ω = (0, 200) 2 , while for Example 1B, the size of the domain has been reduced (therefore decreasing the corresponding wavenumber) to observe in more detail the behavior of the solution.
For Example 1C, the only difference to Example 1A, is that the initial data is now randomly distributed at only one spatial point, that is, we have
∈ Ω, wherex = (100, 100).
We consider a fourth scenario (Example 1D) corresponding to a different set of model parameters that will also fall into a Turing space, giving raise to different spatial patterns. Here we take d = 0.15, r = 0.4, and the rest of the parameters as in Example 1A. In this case we obtain (u * , v * ) = (125, 291.666). those of u, therefore it is not shown), and corresponding graded tree representation for three different time instants for Examples 1A, 1B, 1C and 1D. It can be seen how the initial random distribution of the densities evolves to reach a non-constant stationary state, that is, we observe the formation of spatial patterns induced by the Turing phenomenon. This pattern formation is remarkable since the data of Example 1 give the Jacobian matrix (2.3)
which has the eigenvalues λ 1,2 = −0.01 ± √ 0.0024. That means that without the cross-diffusion term the solution would converge to a constant stationary state all over the two-dimensional domain.
For Examples 1A and 1B, "islands" of high concentration of susceptible individuals are formed. This reflects the phase separation triggered by the susceptible species avoiding the infected species.
In Example 1C, we notice that the perturbation in one single point leads to pattern formation in the whole domain. Furthermore, in contrast with the rest of the simulations, here the spatial patterns become clearly visible at earlier time steps. By the deterministic perturbation of the constant initial data the numerical solution becomes reproducible. In Figure 7 one can observe pattern reflection at the zero-flux but non-absorbing boundaries, that destroys the concentric structure. In order to produce solutions with more structured spatial patterns, a perturbation in two or three points would be sufficient.
As usual, the multiresolution procedure allows us to reduce the computational cost of the simulations by decreasing drastically the number of unknowns in each time step. The bottom rows in Figures 4,5,7,8 give evidence of the high compression achieved by refining the mesh in zones of high gradients of the approximate solution. Further insights on the qualitative behavior of the solution (and numerical method) can be obtained by analyzing a one-dimensional analogue of Example 1B. This is displayed in Figure 6 . Table 1 illustrates the efficiency and accuracy of the adaptive method in terms of CPU ratio V, the compression rate η, and estimated normalized errors for Example 1A. These errors correspond to the difference between the multiresolution solution reconstructed on the finest level at the final time and the uniform scheme solution on the same grid. By using the proposed multiresolution algorithm, we obtain an average data compression rate around 17, and an increasing speed-up rate up to 22. Moreover, the errors in three different norms remain of the order of ε R . Here we have computed normalized errors using a reference solution computed on a uniform mesh of 1,048,576 control volumes. To ensure that the error analysis is not affected by spurious numerical artifacts, the system has been evolved until the "random noise" which is imposed as an initial condition on the finest grid has been smoothed sufficiently and has adopted a wave-like structure; then, the solution is projected on coarser levels to obtain auxiliary initial conditions for all levels needed in order to perform the computation of errors.
In Example 2, Model 2 is simulated, where the parameters for the reaction equation are the same as in Example 1A-C. Tthe parameter of the nonlinear self-diffusion is m = −1/2. In Example 2A, the self-diffusion coefficients are set to a 0 = 1, b 0 = 6. For the cross-diffusion we put c 0 = 12, and the parameter c 1 is set to c 1 = u * + v * (total population in the endemic stationary state). The initial condition is now
where ρ = 1e −4 . The result of a qualitative comparison between Schemes A and B for Model 2 is given in Figure 10 . We have computed a numerical solution of a one-dimensional problem using both schemes with a maximal resolution of 512 control volumes. Even though scheme A is based on a non-conservative discretization, one can see that the two solutions are almost indistinguishable. On the other hand, in terms of computational effort, scheme B has found to be more efficient than scheme A. Therefore, the numerical solution for the two-dimensional case has been computed using scheme B enhanced with the multiresolution strategy. In this setting, we also observe (see Figure 9 ) the formation of spatial patterns. Notice however, that in contrast with the results related to Model 1, here the "islands" of high concentration values of the susceptible species are surrounded by a layer of low concentration values (also noticeable from Figure 10 ). This behavior is in well accordance with previous contributions in the field of numerical simulation of cross-diffusion systems (see e.g. [1, 21, 22] ). Finally, a study of the approximate errors is presented in Table 2 .
Comparing the profiles of Model 1 and Model 2 in Figures 6 and 10 , respectively, one recognizes that in both cases Table 2 : Corresponding simulated time, CPU ratio V, compression rate η and normalized errors for species u, using the fully adaptive multiresolution method combined with scheme B (Example 2A).
the maximum of species v is attained as the maximum of species u. Whereas the profile is sinusoidal for the linear Model 1, for the nonlinear Model 2 a more refined pattern can be observed. For Model 1 the species take values in a the broad range, whereas for Model 2 the range remains close to the equilibrium. However the range can be easily manipulated by parameter calibration, given that the parametric form of the model allows a non-stationary solution, as outlined in the sequel.
To quantitatively recover the orders of magnitudes of Model 1 by the parameters for Model 2B are calibrated by the following principles.
• The state of maximum avoidance (û,v) (2.9) is close to the equilibrium (u * , v * ):û ≈ u * ,v ≈ v * .
• The coefficient c 0 is chosen such that the cross-diffusion coefficient at the equilibrium c 0 u * v * (c 1 − u * − v * ) is larger than the coefficient in the corresponding linear parametrization. The idea is that the nonlinear crossdiffusion coefficient has in average the same value as the reference linear cross-diffusion coefficient.
The latter principle can be realized as follows: In the first instance one has to assure that c 1 u * + v * such that c 1 − u * + v * 0 as a non-vanishing value. Then one has to adjust c 0 such that c 0 uv(c 1 − u * − v * ) ≈ 0.02, i.e the model 2 reflects the values of model 1.
In consequence, for Example 2B (see Figure 11) we choose a 0 = 0.5, b 0 = 3, c 1 = 3u * , c 0 = 0.02(u * v * (c 1 − u * − v * )) −1 , and the remaining parameters as in Example 1B. From Figure 12 we notice that the solution recovers the same scaling as in Example 1A.
Conclusions
In this paper we have proposed a nonlinear cross-diffusion model for epidemic dynamics. The ordinary differential equations involving the proposed reaction terms of our epidemic model are asymptotically stable in the sense that if the initial data are chosen close to the equilibrium then the solution converges to the equilibrium. The numerical examples of the two-dimensional reaction-diffusion equation show that there is a spacial phase separation in spite of the convergence behavior of the pure reaction terms. This means that the cross-diffusion in the parabolic terms of the reaction-diffusion equation is "stronger" than the attraction of the reaction terms. This is a remarkable property in comparison with cross-diffusion models where the ordinary differential equations represented by the reaction part only show Lyapunov stability in the sense that initial data chosen in a close neighborhood of the equilibrium then the solution remains in this neighborhood.
For the simulation both a conservative and a non-conservative discretization have been proposed; both produce the same limit solution. The proposed schemes work stable both for the linear and nonlinear equations. The fully adaptive numerical method is particularly efficient to resolve phase interfaces due to the adaptive strategy.
From the numerical viewpoint, possible straightforward improvements include the use of time adaptive strategies such as local time stepping or Runge-Kutta-Fehlberg methods [5] , or the use of a multiresolution analysis defined on general unstructured meshes [43] .
From the model point of view one further issue is to choose different reaction kinetics in order study quantitatively how the pattern formation produced by the cross-diffusion term can be compensated by a stronger asymptotical stability of the reaction ODEs. 
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