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Let X and Y be real Banach spaces and G: XX F + Y be a twice continuously 
differentiable function which is not necessarily linear. Suppose G(u,, a,) = 0 and 
the dimension of the null space of G,(u,, a,,) is m, where 1 < m < co. Usually, S = 
((u, a): G(u, a) = O}, in a neighborhood of (u,, a,), consists of a finite number of 
curves emanating from (u,, a,,). We will determine the stability of points, (u, a), in 
S (i.e., the maximum of the real parts of the spectrum of G,(u, a) for each 
(u. a) E S) using a general perturbation theorem of Kato. Our results contain as a 
special case the stability theorems of Crandall and Rabinowitz for the case m = 1. 
We will also tie our stability theorems together with some bifurcation results of 
Decker and Keller. Finally we apply our results to systems of reaction diffusion 
equations. 
1. INTRODUCTION 
The equilibrium solutions of the dynamical system 
K $ = G(u, a), 
where K is a bounded linear operator from the Banach space X into the 
Banach space Y and G: X x R -+ Y is a smooth function, which is not 
necessarily linear, are given by solutions of the equation 
G(u, a) = 0. (2) 
Suppose (u,, a,) is a solution of (2). If GU(u,, a,) is nonsingular then, by the 
implicit function theorem, solutions of (2) in a neighborhood of (u,,, a,) are 
given by a smooth curve (u(a), a) for a in some neighborhood of a,. If 
GU(uO, a,,) is singular then there may be any number of curves bifurcating 
from (u,, a,) along which (2) holds. Let m equal the dimension of the null 
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space of G&,,, a,,). If m = 1, we say we have bifurcation from a simple 
eigenvalue. If 2 < m < co, we say we have bifurcation from a multiple eigen- 
value. 
An equilibrium solution, (u, a), of (1) is defined to be stable if the K- 
spectrum of G,(u, a), (which is defined as {c E C: GJu, a) - t;K is not 
invertible}) is contained in {c: Re [ < 0); it is defined to be unstable if the K- 
spectrum of G,(u, a) intersects {[: Re c > O}. 
For some quite general stability results, along with other references in the 
case of bifurcation from a simple eigenvalue, see Crandall and Rabinowitz 
[ 11, Kielhofer [6], and Weinberger [lo]. Up-to-date results on stability and 
bifurcation from multiple eigenvalues can be found in the survey article of 
Sattinger [9]. 
In this paper we will be concerned with the stability of points along each 
of the curves of equilibrium solutions of (1) which bifurcate from (u,,, a,) 
when the dimension of the null space of GU(u,,, a,,) is m where 1 < m < 00. 
In general terms, if (u(s), a(s)), 0 < s < so, is a bifurcating branch of (2) at 
(u,,, aJ = (u(O), a(0)) then, according to Decker and Keller [2,3], the 
possible values of (u’(O), a’(0)) are determined by the first and second order 
partial derivatives of G evaluated (u,,, a,) and then the third order partial 
derivatives of G evaluated at (ug, aO) determine (u”(O), a"(0)) for each of the 
possible values of (u’(O), a'(O)). Hence 
can be constructed from only knowing the first, second, and third order 
partial derivatives of G at (u,,, a,,). Then writing 
G,(u(s),a(s))= Gf' + sGy' +s*G',Z' + o(?) 
and using a perturbation result of Kato (see Theorem 0 in the Appendix) we 
can determine the real parts of the K-spectrum of G,(u(s), a(s)) for small s. 
The procedure, which will be demonstrated on a system of reaction-diffusion 
equations, is constructive, and depends on only knowing the first, second, 
and third order partial derivatives of G at (u,,, a,,). Our results will contain 
as a special case the stability results of Crandall and Rabinowitz [ 11, and 
will be stated in such a way as to complement he bifurcation results of 
Decker and Keller [3]. 
When the partial derivatives of G of the fourth and higher orders are 
needed for determining the stability of points on solutions of (2) the 
techniques developed here should work but the formulas would be quite 
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involved. However, in the case of bifurcation from a simple eigenvalue, even 
in the degenerate case, the solution to the stability problem is quite complete 
16, lo], provided the eigenvalue is also algebraically simple. 
2. PRELIMINARIES 
If X and Y are Banach spaces then B(X, Y) stands for the Banach space of 
bounded linear operators from X into Y. If T E B(X, Y) then the null space 
and range of T are denoted by N(T) and R(T), respectively. 
DEFINITION 1. If X and Y are complex Banach spaces and T, 
K E B(X, Y) then 
(a) PK(T)= (CEC: T-W is one to one and onto Y) and C,(T) = 
C -P&7; 
09 a complex number, A, is a K-eigenvalue of T if 
dimN(T-AK)> 1; 
(c) if A is a K-eigenvalue of T then the multiplicity of A is 
dim N(T - AK); 
(d) /z is a K-semisimple eigenvalue of T if the two numbers 
dim N( T - AK) and codim R(T-AK) 
are equal, finite, and positive, and 
K(N(T-AK)- {O})nR(T-AK)=QL 
Note that d is a K-semisimple eigenvalue of T of multiplicity one if and 
only if, in the notation of Crandall and Rabinowitz [ 11, 1 is a K-simple 
eigenvalue of T. 
To make the statement of the following lemma more meaningful, 
Theorem 0 in the Appendix should now be read. The main purpose of 
Lemmas 1 and 3 is to enable us to use Theorem 0 in the proof of Theorems 1 
and 2. 
LEMMA 1. Suppose X and Y are complex Banach spaces, T, K E B(X, Y) 
and A is a K-semisimple eigenvalue of T of multiplicity m. Then 
(a) /z is a K*-semisimple eigenvalue of r* of multiplicity m; 
(b) A is an isolated point of ZK(T). 
If; in addition, Ic P,(T) is a simple closed curve with A the only point of 
ZR(T) in its interior, {# ,,..., #,} is a basis of N(T - AK) and {VT,..., IJIG} is a 
basis of N(T* -AK*) with (IJ$, Ktij) = a,, (such a basis of N(P -AK*) 
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exists and is unique), P E B(Y, X) is given by Py = rzl (~7, y)~j, M” = 
(I - PK)(X), and N” = (I - KP)(Y) then 
(c) PKP=P=-(1/27ci)j,(T-&)-‘d[; 
(d) P*x* = Cj”= 1 (x*, q5j) I$, for x* E X*; 
(e) O=J,(C-ANT-1;K)-‘dC; 
(f) T - AK restricted to M” is an isomorphism from M” onto N”; 
(g) if L,,, E B(M”, N”) is the restriction of T - LK to M” and S = 
(L,,,)-‘(I-KP) then S= (1/2rri)j, (C-JI-‘(T-~;K)-’ d[. 
Proof. Let L = T-AK. By Kato [5, Problem 5.7, p. 233, Theorem 5.2, 
p. 23 1 ] and the fact that codim R(L) < 00 we have the range of L is closed 
in Y. By Kato [5, Theorem 5.13, p. 2341 we have R(L*) = N(L)‘, 
dim N(L*) = codim R(L*) = m, 
and the range of L* is closed in X*. Thus by Dunford and Schwartz [4, 
Theorem 4, p. 4881 we have R(L) = N(L*)‘. 
Let {$, ,..., $,} be a basis of N(L). Let {@,..., $z} be a basis of N(L*). 
We claim the determinant of the m x m matrix (I$, K$,J is nonzero, for 
otherwise for some b = (bl,..., b,,JT E Cm, b # 0, we would have 
0 = k$, ($, K#k) b, = ($7, WJ, j = 1, 2,.. ., m, 
where #0 = Cr= I b,#, E N(L) - {O). Thus K&, E N(L*)’ = R(L), which 
contradicts the K-semisimplicity of A. 
Let @ = Cj”=, cij$T, i = 1, 2 ,..., m, where (cij) is the unique m x m matrix 
determined by the equation cj”=-, Cij(~~i*, K#& = 6,. Then {VT,..., w:} is the 
unique basis of N(L*) satisfying 
(VT, K$k) = 6, * (3) 
Define P E B(Y,X) by Py = cy’i (~7, y) #j. It follows from (3) that 
PKP = P and thus PK and KP are projections. Let Q, = Z, - PK, Qy = 
I, - KP, M’ = (PK)(X), M” = Q,(X), N’ = (KP)(Y), and N” = Q,(Y). By 
Rudin [7, p. 1261, Q, and Q, are projections, M’, M”, N’, N” are all closed, 
X=M’@M”, and Y=N’@N”. 
One easily checks that 
P*X* = F (X*3 #j)vj*, 
j=l 
LP=O, PL = 0, 
(4) 
(5) 
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L(M) c N’, L(M”) c N”, K(M) c N’, and K(M”) c N”. Since P(Y) = 
(PKP)( Y) c (PK)(X) = M’ and M’ c P(Y) we have M’ = P(Y) = N(L). 
Define L ,M,, E B(M”, N”) by L,,,x= Lx. Then L,W., is one to one and 
R(L,,,,) = R(L) is a closed subspace of N”. We claim R(LM,,) = N”, for 
otherwise, by the Hahn-Banach theorem, there would be a linear functional 
y* E P such that y* # 0 and y*(N’ @R(L)) = 0, (since N’ is finite dimen- 
sional, N’ @ R(L) is closed by Rudin [ 7, p. 3 1 I). Since y* E R(L)’ = N(L*) 
and, by (4), N(L *) = R(P*), we have y* = P*x* for some x* E X*. Since 
y* # 0 and y*(N’) = (0) we have y*Q, # 0. So 0 #y*Q, =x*P(Z, - KP) = 
x*(P -P) = 0, a contradiction. So L,+,,, is an isomorphism, and by the open 
mapping theorem we have (L,W,,)-’ E B(N”, M”). 
Define S E B(Y, X) by S = (L,,,,,)- ’ Q,. Then 
LS=Q, (6) 
and SL = (LMIs)pl L. So SL lrM, = 0 = Qx (,V, and SL libl,, = ZiM8, = Q, I,MJ8. 
Therefore 
SL = Q,. 
Since R(S) c M” and QvKP = 0 we have 
PKS = 0 = SKP. 
For[Ed={[EC:O</[]<(2(]KSI]+l)-‘},let 
(7) 
(8) 
R(C) = -C-‘P + f r”S(KS)“. 
tt=O 
(9) 
Since, for 4’ E A, ]] rS(KS)” /] < 2 Pn ]] S ]/ we have R : A + B( Y, X) is analytic. 
Using (5), (7), and (8) we have for c E A that 
R(c) o (L - I;K) = -I;-‘PL + f r”(SK)“SL + PK- f r+‘(SK)n+’ 
PI=0 ?I=0 
=Z,-PK+ ‘f r”(SK)“+PK- 2 r,+‘(SK),+’ 
II=1 n=o 
=I,. 
Similarly, using (5), (6), and (8) we have for [E A that (L - @C) R(c) = IF. 
Thus for [E A we have R(c)= (L - z;K)-’ = (T- (A + lJK)-’ and 1 is an 
isolated point of ZK(7). Letting z = I + [ we have R(z - A) = (T - zK)- ‘. 
Thus using (9) and Cauchy’s theorem yields parts (c), (e) and (g) of 
Lemma 1. 
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It remains only to establish (a). Suppose x* E K*(N(L*) - {0}) n R(L*). 
Then x* = K* (cj”= i aj wj*), where (a i ,..., a,) E Cm - (0 } ; and since x* E 
R (L *) = N(L)’ we have 
o= 
a contradiction which establishes (a) and completes the proof of Lemma 1. 
The following elementary lemma will be needed several times in what 
follows: 
LEMMA 2. If X is a finite dimensional complex vector space, T E 
B(X, X), and ;1 is an eigenvalue of T whose corresponding Jordan blocks are 
diagonal, then for each basis (#1 ,..., 4, } of N(T - AI) there is a unique basis 
{VT,..., u/it1 of N(r* - 1J*> such that (~7, $j) = 6,. 
ProoJ: Let {$, ,..., J,} be a basis of X such that the matrix of T with 
respect to {$, ,..., $,} is a Jordan matrix, J, whose upper left hand m x m 
corner, J’, contains the Jordan blocks of T corresponding to the eigenvalue A. 
Since, by assumption, J’ is diagonal, we have {$, ,..., i,,,} is a basis of 
N(T - AI). Let {#, ..., 4, } be any basis of N(T - AI). Let dj = Jj for m + 1 < 
j< n. Clearly {d, ,..., d,} is a basis of X and the matrix of T with respect to 
this basis is again J. Let (VT,..., I,U~ } be the unique basis of X* such that 
(VT, #j) = 6,. Then the matrix of r” with respect to Iv:,..., wt} is Jr and 
since J’ is diagonal we have {VT,..., I&} is a basis of N(P - AZ*). To show 
the uniqueness of {VT,..., I&} we need only note that since I@,..., I&} is a 
basis of N(r’ - W) which annihilates the span of $,,,+ , ,..., 4, we have every 
other basis of N(rC -AZ*) does also; and so uniqueness follows from the 
uniqueness of the dual basis to {@1 ,..., $,}. 
DEFINITION 2. If J is an interval of real numbers with 0 E J, X and Y 
are complex Banach spaces, K E B(X, Y), T: J-+ B(X, Y) satisfies 
T(s) = PO’ + SF’) + s*p*) + o(s*) as s-+ 0, 
AC’) is a K-semisimple eigenvalue of F”’ of multiplicity m, {#, ..., #,} is a 
basis of N(p” -A”‘K), {VT,..., I&} is a basis of N(p”* -A”‘K*) such that 
(I,$, K#j) = 6, (such a basis of N(p’)* - A”‘K*) exists and is unique by 
Lemma 1) then M = M(T, K, A(‘), d1 ,..., 6,) is the m x m matrix 
M = ((VT> F”4j))* 
If, in addition, ,LI is an eigenvalue of M whose corresponding Jordan blocks 
are diagonal, {p, ,..., /I,,} c C m is a basis of N(M-,~1), {vi,..., q,} c 6” is a 
basis of N(MT -,uZ) with Crzl ~ik Pjk = 6,, (such a basis of N(MT -,uul) 
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exists and is unique by Lemma 2), Jj= JFkm_,,Bjkdk, $7 = Ckm_, qik~;, 
PC” E B( Y, X) is defined by PCo$ = Cj”- r (~7, y) dj, and CI~, j = 1, 2 ,.,., p is 
a solution of 
(PO’ - l(O’K) yi = (I - KP’O’) Tyjj, 
(v/T, Kaj) = O> i = 1, 2,..., m 
(10) 
(aj exists and is unique by Lemma 1 part (f)), then N = N(T, K, A”‘, ,a, 
d1 ,..., Jo) is the p x p matrix 
N = ((I$, 7”‘Jj - ;r”‘aj)). 
Because Definition 2 describes a finite number of steps for the 
construction of the matrices M and N from Z’(O), PI), and p*), it is as much 
an algorithm as a definition. (See Theorem 3 for a useful way of constructing 
w:,..., wz from F “, K, and 4, ,..., $,,,.I 
The following lemma relates the matrices M and N to Theorem 0. 
LEMMA 3. Let X, Y, J, T, K, A(‘), and 4, ,..., 4, be as in the first 
paragraph of Definition 2. Let S, P(s) and f(s) be as in Theorem 0. Then the 
matrix of p(O) with respect to the basis {4,, q$,..., #,} is M(T, K, A”‘, 
#,,..., 4,). If, in addition, p is an eigenvalue of M whose corresponding 
Jordan blocks are diagonal, 13 = -(1/27ci) j,(7”(0) - @)-’ dc, where i: is a 
small circle around ,LL), and 4, ,..., 4, are as in the second paragraph of 
Definition 2 then N(T, K, A”‘, ,u, 4, ,..., gp) is the matrix of pP(O) T(*’ - 
pP(O) F”Sp” in the subspace RF of X with respect to the basis $, ,..., {,, . 
Proof By Lemma 1, there is a unique basis {VT,..., I+v:} of 
N(PO’* - ,l”‘K*) such that 
(VT, K#j) = 6i.i. (11) 
Also, by Lemma 1, part (c), 
(12) 
and thus {#r ,..., 4,) is a basis of the domain of p(O). By (11) the (i - j)th 
element of the matrix of i;<O) with respect to the basis {dr,..., d,} is 
y/;Ki;(O) q5j = tyTKP(0) ,l’#j = I$~!“#~, 
where we have used 
y/TKP(O) = y$, (13) 
which follows from (11) and (12). 
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The complex number p is an eigenvalue of F(O) with eigenfunction 
C;=, /?k#k if and only if ,u/? = M/3, where p = (pi ,..., p,,Jr. Thus {$, ,..., Jo} is 
a basis of N(F(O) - ,uZ). By (1 l), y/TK, i = 1, 2,..., m (restricted to RP(0)) is 
a basis of (RF’(O))*. Also ,u is an eigenvalue of F(O)* with eigenvalue 
Cr’, yli yTK if and only if 
ru(rll wTK + ..- + t,-,,, I$K) = f ryityTKP(0) T(l) (14) 
i= I 
if and only if (applying both sides of (14) to Ok) 
where we have used (13). Thus, if I$:,..., I$,* are as in Definition 2 then 
{ @fK,..., I$,* K} is a basis of Z@(O)* - pZ*) satisfying 
(ij?;K, Jj) = 6, (15) 
and hence it follows that ,u is an I-semisimple eigenvalue of F(O). Hence, by 
Lemma 1 part (c), (taking T = F(O), K = Z, A = p) we have 
px= f- ($K,x)$~. 
,r, 
(16) 
So the (i - j)th element of the matrix of 
B(O) F*) -B(O) F1)sF” 
with respect to the basis $, ,..., 4, is 
(@K, (Z+(O) T”’ -PI’(O) T??p’)) +$) 
= ($K, l%‘(O) 7”‘Jj -l+(O) T%I~) 
= (I+?;, F2’Jj - T%lj), 
where we have used Lemma 1 part (g) and the fact that $TKpP(O) = I@, 
which follows from (13), (15), and (16). 
3. STABILITY RESULTS 
In this section we establish our main stability results. Because of the close 
connection of these results to the bifurcation results of Decker and Keller [3] 
we include the latter in the statements of Theorems 1 and 2. This connection 
580/44/i-3 
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between bifurcation and stability occurs throughout the literature (see the 
references in the introduction). A general result in the same spirit as 
Theorems 1 and 2 is the case of bifurcation from multiple eigenvalues was 
given by Sattinger [B, Sect. 71. Our results are not contained in [B] because 
they include the delicate case that the matrix which determines stability has 
purely imaginary eigenvalues. Also instead of assuming G, in Eq. (I), is 
analytic, we only assume G is C2. 
In this section we will be dealing with real Banach spaces, but the results 
of Section 2 can be used if we use the following conventions: If X and Y are 
real Banach spaces and T, KE B(X, Y) then by P,(T) and t;,(T) we will 
mean P&P) and Z&P), where P, Kr E B(X @ ix, Y 0 iY) are given by 
P(x, + ix2) = TX, + iTx, and similarly for K. Also “A E @ is a K- 
semisimple eigenvalue of T’ will mean A is a P‘-semisimple eigenvalue of 
r#. If A E C,T is real then we will always take our basis of N(F-AK? 
from X @ i{O}. 
Let (H,) be the hypotheses: 
(a) X and Y are real Banach spaces and K E B(X, Y); 
(b) G: 0 + Y is C’, where 0 is an open subset of X X I?; 
(c) (x,, a,J E 0 and G(x,, a,) = 0; 
(d) zero is a K-semisimple eigenvalue of Gt = Gx(xO, a,,), and 
{@, ,..., 4, } is a basis of Gz. 
If (Hi) holds and (x(s), a(s)), 0 <s < s, is a C2 curve in 0 with 
G(x(s), a(s)) = 0, (x(O), a(O)> = (x0, a,>, (x’(O), a’(O)) + (O,O) (17) 
then 
Gzx’(O) + GO, a’(0) = 0 
and hence either 
(i) GL 6Z R(Gz) and a’(0) = 0; 
or 
(ii) Gg E R(Gz). 
If (Hi) holds, then, by Lemma 1, there is a unique basis {VT,..., I&) of 
N(Gz*) such that (K*yT, #,J = 6,. If, in addition, (ii) holds then one easily 
checks that there is a unique solution, #,,, of 
G;#, + G: = 0, 
W*vT, A> = 0, i = 1, 2 ,..., m. 
(18) 
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DEFINI~ON 3. If (H,) holds then {VT,..., wz) is the unique basis of 
N(Gt*) satisfying (K* yl;, tiji> = 6,, and 
aiJk = (v/T, CL(#J~ #k))* 
If, in addition, (ii) holds then & is the unique solution of (18) and 
bij = (VT, GLYO 7 $ji> + GZetijh 
ci = (v/T? GZx(40,40> + 2G”,a40 + GSa). 
THEOREM 1. Suppose (H,) holds and (i) holds. If (x(s), a(s)), 0 < s < sO, 
is a C* curve in 0 satisfying (17) then 
x’(o) = $J tj#j 
j=l 
and a”(0) = 6, (19) 
where (6, cl ,..., r,) E W+ ’ is a nontrivial solution of the system 
j~~ai~kS,G+h(vf,G~)=O, i= l,..., m. (20) 
Conversely, if (6, <, ,..., &) E W + ’ is a nontrivial solution of (20), G is Ck in 
0, k>4,anddetJ#O, whereJisthe(m+l)~(m+l)matrix 
( 
M 
J= r*,...,r* 
f (VT, (2) 
0 i (21) 
and 
(22) 
then there exists a Ck-* curve (x(s), a(s)), 0 < s < s,,, satisfying (17) and 
(19). 
If (x(s), a(s)), 0 Q s < so, is a C* curve in 0 satisfying (17) and (19), and 
A4 is given by (22), then 
(a) if all the eigenvalues of M have negative real parts then there 
exists 6 E (0, so) and r > 0 such that the set 
IlIE G: ICI < 4 n~KG,(x(s), 4s)) (23) 
is contained in {c: Re c < 0) for 0 < s < 6; 
(b) if M has an eigenvalue with positive real part then for each r > 0 
there exists 6 E (0, so) such that the set (23) intersects (c: Re C > 0) for 
O<s<6. 
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For parts (c), (d) and (e) assume the maximum of the set of the real parts 
of the eigenvalues of M is zero and p, ,..., p, are the distinct eigenvalues of M 
with zero real parts. 
(c) If 0 is an eigenvalue of MT of algebraic multiplicity one with 
corresponding eigenvector 7 = (v, ,.**1 %7x E w - 10) such that 
CT=, ni(wt, Gi) # 0 then Cr=, niti # 0 and for each r > 0 there exists 
6 E (0, so) such that the set (23) intersects {<: Re [ > 0) whenever 0 < s < 6 
and 
If; in addition, {0} = {p ,,..., ,u,) then there exists r > 0 and 6 E (0, s,,) such 
that the set (23) is contained in {<: Re < < O] whenever 0 < s < 6 and the left 
side of (24) is positive. 
For parts (d) and (e) assume G is C3 in 0. 
(4 O-P E {~l,-.r p,,] is an eigenvalue of M of multiplicity p whose 
corresponding Jordan blocks are diagonal and N(G,(x(s), a(s)), K, 0, p, 
6, ,..., 4,) has an eigenvalue with positive real part then for each r > 0 there 
exists 6 E (0, so) such that for 0 < s < 6 the set (23) intersects {[: Re c > 0); 
(e) if each pi, i= 1, 2 ,..., n has diagonal Jordan blocks and all the 
eigenvalues of N(G,(x(s), a(s)), K, O,,ui, &t ,..., 6::) for i = l,..., n have 
negative real parts then there exists r > 0 and 6 E (0, so) such that for 
0 < s < 6 the set (23) is contained in ([: Re c < 0). 
Remark 1. Part (c) of Theorem 1 includes as a special case Theorem 3.6 
in Crandall and Rabinowitz [I], which deals with the case m = 1. The 
parameters 1, x0, and F,l(x, X) in [ 1 ] are what we are calling VI*, x’(O), Gi. 
Taking r = 1 we obtain from part (c), (or more specifically Eq. (30)), 
Theorem 3.6 of [ 11. 
Proof of Theorem 1. The first paragraph of Theorem 1 was proved by 
Decker and Keller [3]. 
Let T(s) = G,(x(s), a(s)), where (x(s), (T(S)), 0 6s < s0 is a C* curve 
satisfying (17), (19) and (20). Since a’(0) = 0 we have 
So M=M(T,K,O,# ,,..., 4,) and parts (a), (b), (d) and (e) follow from 
Lemma 3 and Theorem 0. 
Suppose the hypotheses of part (c) hold. From Dunford and Schwartz 
14, p. 4791 we have .?YK* T(O)* = C, T(0). So, by part (b) of Lemma 1, zero is 
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an isolated point of ZK* T(O)*. If rc P,@(O)) is a simple closed curve with 
zero the only point of 2;, T(0) inside of r, we have, taking the adjoint of part 
(e) of Lemma 1, that 
Let 
0 = 
I 
&r(o)* - tJK*)-’ dci. 
r 
Then 
P=& (T(o)-1;K)-‘dc. 
r 
P”=--&I (T(O)‘-I;K*)-‘dc 
r 
and by parts (c) and (d) of Lemma 1 we have (VT,..., wz} is a basis of 
R (P*). 
We are now in a position to use Theorem 0 with 7’(s) replaced with T(s)* 
and K replaced with K*. It can easily checked that the matrix of P*T’(O)* in 
the subspace RP* with respect o the basis iv:,..., I,v~} is MT. Since P = 0 is 
an eigenvalue of MT of algebraic multiplicity one, we have by Eqs. (49) and 
(50) of Theorem 0 that there are curves y(s)* in r* and n(s) in c defined in 
a right-sided neighborhood of s = 0 such that 
n(s) = o(s) and y(s)* = 2 nky$ + O(s) as s-+0+, (26) 
k=l 
where q = (II i ,..., q,)’ E Rm is a nonzero eigenvector of MT corresponding to 
the eigenvalue p = 0, and 
T(s)* y(s)* = A(s) K*y(s)*. (27) 
Upon differentiating G+(s), a(s)) = 0 we get 
T(s) x'(s) + G,(x(s), a(s)) a'(s) = 0. (28) 
Applying y(s)* to (28) and using (27) we obtain 
A(s)(Y(s)*, Kx’(s)) = -a’(s)(v*(s)v G,(x(sh a(s)>). (29) 
Thus 
. a’(s) 
$+ n(s) = - 
(~(o)*,Kx’(o)) = - CJLl Vjrj 
(Y(O)*, G:> CJY= 1Vj<WT, Gil ’ 
(30) 
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Since, by assumption, x7=, qj(y/r, Gi) # 0, we have by (26) and (30) that 
u”(O) = 0. Thus, by (20), r = (r, ,..., l,) ’ is in the null space of M. Since 
zero is an eigenvalue of M of algebraic multiplicity one, its corresponding 
Jordan block is 1 X 1 and hence diagonal. So, by Lemma 2, CT=, rjqj # 0 
and part (c) follows from (30) and Theorem 0. 
THEOREM 2. Suppose (H,) holds and (ii) holds. rf (x(s), a(s)), 
0 ,< s < sO, is a C2 curve in 0 satisfying (17) then 
k=O 
and a’(O) = to 3 (31) 
where (co, (I ,..., r,) E W+ ’ is a nontrivial solution of the system 
9 aijkCj<k+250 ,f bijrj+cir~=O, i = l,..., m. (32) 
i.k=l j=l 
Conversely, if (to, <, ..., t,) is a nontrivial solution of (32), G is Ck in 0, 
k>4,anddetJ#O,whereJisthe(m+l)X(m+l)matrix 
and 
n 
1 aijk’& +‘&bij 
k=l 
I (33) 
(34) 
then there exists a Cke2 curve (x(s), a(s)), 0 < s < so satisfying (17) and 
(31). 
Zf (x(s), a(s)), 0 <s < so is a C* curve in 0 satisfying (17) and (31), and 
M is given by (34) then statements (a) and (b) of Theorem 1 hold. Zf, in 
addition, the maximum of the set of real parts of the eigenvalues of A4 is zero 
and pI ,..., p,, are the distinct eigenvalues of M with zero real parts, then 
statements (d) and (e) of Theorem 1 hold. 
Furthermore, if 0 E (,a, ,..., ,a,) is an eigenvalue of MT of algebraic 
multiplicity one with corresponding eigenvector n = (n, ,..., v,,,)~ such that 
Cyj=, <jni(~T, GO,,#j) # 0, and G(x,, a) = 0 for a in some neighborhood of 
a,, then Cy= 1 ri ni # 0, a’(0) = 0, and for each r > 0 there exists 6 E (0, so) 
such that the set (23) intersects {[: Re c > 0) whenever 0 < s < 6 and 
(35) 
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Zf, in addition (0) = {p ,,..., ,un } then there exists r > 0 and 6 E (0, so) such 
that the set (23) is contained in {[: Re 4 < 0) whenever 0 < s < 6 and the 
left-side of (35) is positive. 
Remark 2. Note that the assumption in the last paragraph of Theorem 2 
that G(x,, a) = 0 implies that Gz = 0 and Gz, = 0 and hence #,, = 0, ci = 0, 
and b, = (I,$, GO,,#j). 
Remark 3. The results of the last paragraph of Theorem 2 cannot be 
applied to the bifurcating curve (x0, a0 + s), 0 < s < s,,, because for this 
curve x’(0) = 0 and hence r, = n .. = I&, = 0. However, if the maximum, 0, of 
the real parts of the eigenvalues of the m x m matrix (b,) = ((I$, GL,$j)) is 
not zero, (this in the case m = 1 is the assumption made by Crandall and 
Rabinowitz [ 1, Theorem 1.161) then the stability of thecurve (x,, a, + s), 
0 < s < s,,, is determined, according to the second paragraph of Theorem 2, 
by the sign ofa. 
Proof of Theorem 2. The first paragraph of Theorem 2 was proved by 
Decker and Keller [3]. 
Let T(s) = G,(x(s), a(s)), where (x(s), a(s)), 0 < s < s,, is a C* curve 
satisfying (17) and (3 1). Then 
k=l 
So M = M(T, K, 0, 4, ,..., 4,) and th e second paragraph of Theorem 2 follows 
from Lemma 3 and Theorem 0. 
Suppose the hypotheses of the last paragraph of Theorem 2 hold. As in the 
proof of Theorem 1, there are curves y(s)* in P and 1(s) in C defined in a 
right-sided neighborhood of s = 0 such that (26), (27), (28) and (29) hold. 
Since GO, = 0 and Gz, = 0 we have 
G&(s), a(s)> = [G~,x’(O)]s + o(s). (36) 
Substituting (36) in (29) we obtain 
sa’(s) 
?$n(s)=- 
(y(O)*, Kx’ (0)) Cy= 1 tj Vj 
(y(O)*, Gz,x’(O)) =- C&=1 TjVi(VT, GSx$ji) * (37) 
Since CTj=, cjri(r$, G~,~j) # 0 we have by (37) and (26) that a’(0) = 0. 
J-b by W), t= (C,,..., t;,)= IS in the null space of M. So, as in Theorem 1, 
cF!r rj~j # 0 and the last paragraph of Theorem 2 follows from (37) and 
Theorem 0. 
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Remark 4. In the last paragraph of Theorem 2, if m = 1 then we can 
take <, = q, = 1 and Eq. (37) becomes 
where 0 = (VT, Gi,#,) is as in Remark 3. Thus we have obtained 
Theorem 1.16 of Crandall and Rabinowitz [l]. 
If parts (a), (b), and (c) of hypothesis (H,) hold and 0 E Zc,(T), where 
T = G,(xo, a,) then, in order to use Theorems 1 and 2, we need a useful 
criterion for determining when 1= 0 is a K-semisimple eigenvalue of T, and, 
when this is the case, an easy way for finding I+$ and thus obtaining aijk, b,, 
and ci. This is the purpose of the following theorem. 
In many applications the following hypothesis (Hz) is satisfied: 
(a) H is a real Hilbert space with inner product denoted by ( , ]; 
(b) X and Y are real Banach spaces which are dense subsets of H, 
and the inclusions X + H and Y + H are both continuous; 
(c) K E B(X, Y) and K is compact. 
THEOREM 3. Suppose hypothesis (H,) holds, T E B(X, Y), 0 E Z,(T), 
and Zk(T) # C. Then for each A E C the three integers 
dim N(T- AK), dim N(Ty’ - AK*), codim R (T - AK) 
are equal and jmite. Let L be the (possibly unbounded) operator on H with 
Q(L) =X given by Lu = Tu. Let L* be the Hilbert space adjoint of L. Then 
dim N(L*) < dim N(L). Let (A) be the condition that for each # E 
N(L) - (0) there is a w E N(L*) such that {w, K$} # 0. Then condition (A) 
implies zero is a K-semisimple eigenvalue of T. 
If dim N(L*) > dim N(L) and zero is a K-semisimple eigenvalue of T then 
(a) condition (A) holds; 
@I if (41 y..+j Ani is a basis of N(L) then there is a unique basis 
iw , ,..., w,,,) of N(L*) such that (Wi, K9)j} = 6,, and if I,$ E Y* is defined by 
(VT, y) = (pi, y} then {VT ,..., I&} is a basis of N(P). 
Proof. Since ZK(ZJ # 6, for some nonzero complex number, A, we have 
(T - AK)-‘: Y+ X exists and is bounded by the open mapping theorem. 
Since K is compact we have K(T - AK)- ‘: Y -+ Y is compact. So, by Rudin 
[7, pp. lOl--1031, there is a finite positive integer m such that 
m = dim N(7) = dim N(P) = codim R(T) = dim N(L) 
and R(T) is closed in Y. Thus R(T) = N(F)‘. 
(38) 
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Consider the linear operator b: H + Y* given by bu = {u, . }. Let B > 0 be 
such that II YL, < B II yllv f or all y E Y. Then for u E H and y E Y we have 
I~~~~~~l=l~~~~~l~ll~ll,II~II,~~ll~ll~ll~ll~~ 
Thus bu E r* and I)bull,. <B IIuIIH. So b is continuous. Since Y is dense in 
H, bu = 0 implies u = 0. So b is one to one. Note that for all u E H and 
x E X we have 
(Pbu, x) = (bu, TX) = {u, Lx} = {L*u, x}, 
where the last equation holds if and only if u E %(L*). Thus b maps N(L*) 
onto N(P) n b(H), and hence 
dim N(L*) < dim N(P) = dim N(L), 
where we have used (38). 
(39) 
Suppose zero is not a K-semisimple eigenvalue of T. Then for some x0 E 
N(T) - {0} we have Kx, E R(T) = N(T*)‘c (bN(L*))‘, which means for 
all u E N(L *) we have 
0 = (bu, Kx,) = {u, Kx,} 
and thus condition (A) does not hold. So condition (A) implies zero is a K- 
semisimple eigenvalue of T. 
Suppose dim N(L*) > dim N(L) and zero is a K-semisimple eigenvalue of 
T. Then by (39) 
dim N(L*) = dim N(L) = dim N(P) 
and thus, from the second paragraph of this proof, we have 
b(N(L *)) = N( T”). (40) 
Let {q$ ,..., $,} be a basis of N(L) = N(T). By Lemma 1, there is unique 
basis (IJI:,..., IJ$} of N(P) such that (I$, Qj) = 6,. Thus (b) follows from 
(40). Also (b) clearly implies (a). This completes the proof of Theorem 3. 
To complete the description of our constructive procedure for applying 
Theorems 1 and 2 from knowing the first, second, and third order partial 
derivatives of G at (x0, a,,) we need only show how to construct the matrix N 
of Definition 2. To do this it suffices to construct (d*/ds’) G,(x(s), a(s)) IsEO 
and hence to construct (x”(O), a”(O)). This can always be done uniquely (up 
to a reparametrization of (x(s), a(s)) which does not affect (x’(O), a’(O))) in 
Theorems 1 and 2 provided det J# 0, where J is as in Theorems 1 and 2, 
respectively. The procedure (see also [2]) is as follows: 
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Suppose H, holds, (x(s), a(s)), 0 < s < sO, is a C3 curve in 0 satisfying 
(17), and G is C3 in 0. 
Case I. Suppose (i) holds and x’(O) and a”(O) satisfy (19) and (20). 
Differentiating (17) twice with respect o s and setting s = 0 we obtain 
Gix”(0) = -Gjtx(x’(0), x’(0)) - Gia”(0). 
Let u0 be the unique solution of 
Gtuo = -G&(x'(O), x'(0)) - GLa"(O), 
(v/i*, Ku,) = 0, i = 1, 2 ,..., m. 
Hence x”(O) = ur, f xJ& yj#j for some y = (yl ,..., y,,,) E R”. Differentiating 
(17) three times with respect to s, setting s = 0, and applying yi to the 
resulting equation yields 
J$l ($, aijr&) Yi + fGGia’“(O) 
= -wTGO,,(x’(O), q,) - fw~G~,x(x'(O), x'(O), x'(O)) 
- I&+GJ~~(x’(O), a”(O)). 
We can normalize x”(0) by requiring 
2 cjyj = 0. 
i=l 
This corresponds to a reparametrization of (x(s), a(s)), which does not affect 
(x’(O), a’(0)) or a"(0). Since J, as given by (21), is the matrix of the coef- 
ficients of the left-hand side of the last two equations taken as a system, we 
can uniquely solve this system for y and a”‘(O) provided det J # 0, and thus 
obtain X” (0). 
Case II. Suppose (ii) holds and (x’(O), a’(0)) satisfies (31) and (32). 
Differentiating (17) twice with respect o s and setting s = 0 we obtain 
G'$"(O) + Gia"(0) = -Gz,(x'(O), x'(0)) 
- 2G;,(x’(O), a’(0)) - G;,u’(~)~. 
Let u0 be the unique solution of 
G:u, = -G&(x'(O), x’(O)) - 2G;,Jx’(O), a’(0)) - G;,u’(~)~, 
(w;*, ml) = 03 i= I, 2 ,..., m. 
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Let y0 = a”(O). Then 
41 
x”(0) = uo + f yjqij 
j=O 
for some y = (yo, y1 ,..., y,) E Rm+ ‘. Differentiating (17) three times with 
respect to s, setting s = 0, and applying I,$ to the resulting equation yields 
= -wTG;,(x'(O), u,,) - wTG:&,, a'(O)) - wTG:,,(x'(O), x'(O), a'(O)) 
- wTG:,,(x'(O), a'(O), a'(O)> 
- ~[w~G:,,(x'(O), x'(O), x'(O)) + ~:G:,,a'(0)~]. 
We can normalize (x”(O), a”(0)) by requiring 
5 cfjyj=o. 
j=O 
This corresponds to a reparameterization of (x(s), a(s)), which does not 
affect (x’(O), a’(0)). Since J, as given by (33), is the matrix of the coefficients 
of the left-hand side of the last two equations taken as a system, we can 
uniquely solve this system for y provided det Jf 0, and thus obtain 
(x”(O), a”(O)). 
4. REACTION-DIFFUSION SYSTEMS 
In this and the following section we apply Theorems 1 and 3 to a reac- 
tion-diffusion system. Let Q be a bounded open subset of R” whose 
boundary is smooth enough to apply the divergence theorem. Let v be a 
positive integer and r E (0, 1). Let H be the real Hilbert space of functions, 
u: n + R”, which are measurable and satisfy so U’U dx < co, with inner 
product {u, u) = J”, uTu dx. Let X be the real Banach space of functions, 
U: J2 + R”, which are C**’ and satisfy (&/a~) = 0 on 80, where v is the unit 
outward normal, with the C2,’ norm. Let Y be the real Banach space of 
functions, U: s1+ R”, which are Co*’ with the Co,’ norm. Let K E B(X, Y) be 
the inclusion of X into Y. Let G: XX R -+ Y be given by 
G(u, a) = D Au + f(u, a), 
where D is a real constant v x v matrix whose associated quadratic form is 
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positive definite, f: R”’ x a; + II?” ’ IS C’, and f(u,, a,,) = 0. The hypothesis 
(H,) holds. 
Let 0 = (3, < cr2 < o3 < . . . be the eigenvalues (counted according to their 
geometric multiplicity) of the scalar equation 
A@+a@=O, 
m 
- 0, 
x- 
on 30. 
Let @, , Q2,... be a corresponding orthonormal system of eigenfunctions 
which form a basis of the Hilbert space L,(Q). 
Since A is a K eigenvalue of 
GO,=DA+Q, 
where Q = fU(u,, a,), with corresponding eigenfunction 4 = z?, bjQj if and 
only if 
(-ajO + Q - AZ) bj = 0, j = 1, 2,..., 
we have solutions of GO,@ = 0 are 4 = CJ?, bjQj, where bj E N(Q - ujD). 
Note that for (1 bll = 1 we have 
II Qbll’ II Qll* 
II aj Db II *’ o;bTDT Db 
,< IlQll’ 22’ j = 2, 3,..., ujc 
where c* is the smallest eigenvalue of DTD. Thus N(Q - ajD) # (0) implies 
u,~ < /I Qll/c. Therefore the sum for solutions, 4, of GO,@ = 0 is finite and 
extends over 
J= (j: N(Q - ujD) # (0)) 
and zero is a K eigenvalue of Gf if and only if Jf 0. We assume this is the 
case. For each j E J, let {bj ,..., by} be a basis of ZV(Q - crjD). Then a basis 
“fN(GO,) is Ibik@jljeJ,l<k<m.= {#lv**, #,I- 
As is well known, C,& # C. Thus the hypotheses of Theorem 3 are 
satisfied (with T = GE). Let L be the unboudned operator on H with domain 
X given by Lu = Giu. Then for all u, v E X we have by the divergence 
theorem that 
J [(Lu)~ v - uT(DT AV + Q’v)] dx R 
zz ;“- “iii 
i,Z I 
[(AUi)Vj-UiAVj]dx=O. 
n 
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Thus G?(L*) 3 X and 
L*v = 0’ Av + QTv 
for v E X. 
As above, v E X is a solution of L *v = 0 if and only if v = x,2, Cj Qj and 
cj E N(QT - ajO’). Since rank(QT - ajO’) = rank(Q - UjD) we have 
dim N(L) = dim(N(L*) n-X> < dim N(L*). 
So by Theorem 3, dim N(L) = dim N(L*) and N(L*) cX. Also by 
Theorem 3, zero is a K-semisimple eigenvalue of GO, if and only if for each 
b E N(Q - ujD) - {0} there is a c E N(Q’- UjD’) such that bTc # 0. We 
assume this condition is satisfied. (By Lemma 2, this condition is satisfied if 
the blocks, in the Jordan canonical form for Q - ojD corresponding to the 
zero eigenvalue are diagonal for each j E J.) Then by part (b) of Theorem 3, 
for each j EJ there is a basis {cj,..., cy} of N(Q’- 0~0’) such that 
cj’bj” = 6, for each j f J. If #i = bjkQj let vi = I$#~. Then (I,v, ,..., w,} is the 
unique basis of N(L*) such that I, I,$#~ dx = 6,. By Theorem 3, if VT E P 
is given by (VT, y) =jn wry dx then {VT,..., wz} is the unique basis of 
N(Gz*) which satisfies (I$, K#j) = 6,. 
5. AN EXAMPLE 
According to the terminology of Decker and Keller [3], Case (I) of 
Section 3 is called bifurcation from a limit point. In this section we give a 
simple example of bifurcation from a limit point, (contrary to the conjecture 
of Decker and Keller 13, p. 4271, that the construction of such examples 
would be difficult), and then, using Theorem 1, determine the stability of the 
points on each of the curves involved in this bifurcation. We will use the 
notation of Section 4 with (u,,, a,) = (0, 0), a any bounded region where the 
geometric multiplicity of uZ is one, (the geometric multiplicity of u, is one 
for all bounded regions Q), f: R* x R + R* given by 
where 
f(u, a) = aP + (Q + a&)u + +R(u, u), 
P= (;)3 Q=uz (-; -;)y a=~(:; 1;) 
(here y is a positive real parameter to be determined later), and R = 
(R(I) 9 R(*))‘: R* x R* + R* given by 
j,k=l 
i= 1,2, 
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where ,!i) = rci! Let 
Jk kl’ 
D= 
We can assume the constant function @r(x) is positive. 
It is easily verified that the eigenvalues of Q - ujD are in {[: Re [ ( Cl or 
(=O) for j= 1, 2,..., and zero is an eigenvalue of Q - ajD if and only if 
j = 1 or j = 2. The eigenspaces of Q, Q - ozD, QT, and QT - a,DT 
are spanned by 
b,= (-i), b2=i (-t), cl= (: ), and c,=f (i), 
respectively; {@r, #*}, where #r = b, @r and 42 = b,@,, is a basis of N(Gi); 
and since crb, = 1 = crb, we have {w,, wZ} is the unique basis of L* such 
that j, witij dx = 6,, where IJI, = c, @, and w2 = c, Q2. By Section 4, zero is 
a K-semisimple eigenvalue of GO,. Also 
aijk = (VT, Gi,(#jg #k)) = CrR(bj, bk) j @i@j @k dx. 
n 
From the orthogonality of @r and Q2 and the fact that @r is constant, we 
have 
a 112 =a 121 =a211 - -0 
From the symmetry of R we have a212 = az2,, 
Since Gi = P does not belong to the range of GO, = DA + Q, (this can be 
seen by expanding any solution, 4, of D Aqh + Q$ = P as 4 = z? I bj#j, and 
noting that the range of Q is spanned by (1, -l)T), we can use Theorem 1. 
We now choose R such that a 222 = 0. (For many regions, 52, which have a 
lot of symmetry, such as rectangular regions or circular regions, we have 
I, @J; dx = 0 for j # 1. Thus for these regions, a222 = 0 regardless of the 
choice ofR.) The bifurcation Eqs. (20) become 
allI C: + a,,,<: + a”(WwT, Gi> = 0, 
2a,,,t,& = 0, 
where we have used the fact that 
(41) 
(I&, G:) = c;Pi Q2 dx = 0. 
R 
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The 3 x 3 matrix, J, of Eq. (21) is 
where 
(42) 
and M, as given by Eq. (22), is 
M= ( 
a111 1 r r alz2 2 
a212 2 r r’ aZ12 1 )
We can normalize the solutions of (41) so that <: + {: = 1. Then the four 
solutions of (41) are 
(I) t-, = 1, (2 = 0; (II) (1 = 0, r* = 1; 
(III) <, = -1, & =o; (IV) <,=o, r2=-1. 
In order for det J to be nonzero we assume R is such that a212 # 0. Then, 
according to the results of Decker and Keller [3], to each of the above four 
solutions of (41) there corresponds a unique C2 curve (U(S), a(s)), 0 < s < s,,, 
satisfying (17) and (19); and in a neighborhood of (0,O) all solutions of 
G(u, a) = 0 lie on one of these four curves. 
In the case aIlI, a2,2, aIz2 are all nonzero and a212a,22 > 0 the sign of the 
maximum of the real parts of the spectrum of G&(s), a(s)) along the bifur- 
cating curves corresponding to (I), (II), (III) and (IV) can be quickly deter- 
mined by parts (a) and (b) of Theorem 1. To illustrate the more delicate 
results of parts (c), (d) and (e) of Theorem 1, we assume R is such that 
az12 < 0, a,22 > 0 and allI = 0 (one easily checks that many such R exists), 
and proceed to determine the stability of points on the curves corresponding 
to (I), (II), (III), and (IV). 
If (I and r2 satisfy (I) then, by (41) and (42), a”(O) = 0, and the eigen- 
values of M are zero and a2,2r which is negative. Let q = (1,O)‘. Then 
MTq = 0 and the left side of (24) is Za’(s)c. So by part (c) of Theorem 1, if 
(U(S), a(s)), 0 < s < sO, satisfies (17), (19) and (I) then the maximum of the 
real parts of the spectrum of G,(u(s), a(s)) is positive if a’(s) < 0 and 
negative if a’(s) > 0. Furthermore, by applying Theorem 1 in the case 
G: IR2 x iR + IR2 is given by G(u, a) = f(u, a) it follows that along this curve 
u(s) a constant function, (on Q) for all suficiently small positive values of s. 
If r, and r2 satisfy (III) then the eigenvalues of M are zero and -a2,*, 
which is positive. So by part (a) of Theorem 1, points along the curve 
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(U(S), a(s)), 0 < s < sO, satisfying (17), (19) and (III) are unstable, and as in 
the preceding paragraph U(S) is a constant function for all sufficiently small 
positive values of s. 
If I$, and & satisfy (II) then, by (41) and (42), a”(O) = -a,?,/2c < 0 and 
so we have subcritical bifurcation. The eigenvalues of A4 are ,D, = 
ida and P, = F, 3 and so parts (a), (b) or (c) of Theorem 1 cannot 
be used. Let T(s) = G,(u(s), a(s)),. where (U(S), a(s)), 0 <s < s, satisfies 
(17), (19) and (II). Since a’(0) = 0 and a”(0) < 0 we can choose our 
parametrization of (U(S), a(s)) so that a(s) = ia” s2. We have 
T’(O) = G”,,u’(O) = Rb, Q2, (43) 
T”(0) = Ru”(0) + oat’(O); (44) 
and by differentiating G(u(s), a(s)) = 0 three times with respect to s and 
evaluating at s = 0, and noting 
Go,, u’(O) = &b, @> = 0 
we obtain 
GO, u”(O) = -Gia”(O) - GO,,(u’(O), u’(O)), (45) 
GO,&‘(O), u”(O)) = fG;u”‘(O). (46) 
Taking w: of (46) and noting from (45) that, for some constants yi and yz, 
u”(O) = vo + Y141 + Yz42, 
where v. is the unique solution of (4.5), (for u”(0)) satisfying (VT, Kv,) = 0, 
i= 1,2, we have 
~i211’1 + ai22Y2 = -(VT? GO,u(u’(O), V ), i= 1,2. (47) 
Since the determinant of the coeficients of the left side of (47) is 
a12Za221 < 0, we have the solution, u”(O), of (45) and (46) is unique and 
hence u”(0) does not depend on Q. Since a”(O) = -a,,,/2c, a”(O) does not 
depend on & either. The eigenvectors of M - ,ui I, MT -p, Z, A4 - .u2Z, 
MT -,u2Z are 
-- , 
respectively. Also, IT/? = #2’T/3’2’ = 1. Let (b^‘“, @(l), a’” and JC2), I,#‘), 
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cP) correspond to ,~i, p(l), r,r(‘) and ,u,, /I(*), $*) respectively as in 
Definition 2. Let N, = N(T, K, 0, p, $‘I’) and N, = N( r, K, 0, ,u,, 6”‘) which 
are 1 x 1 matrices. Straightforward calculations give 
I,, Q Y 
*COT g(i) dx = zy (48) 
for i = 1, 2. So from (43), (44), (48) and the fact that a”(O), u”(O), r(O), 
($1’ 
,a (*) do not depend on & we have for all sufftciently large y that N, and 
N, are negative. So by part (e) of Theorem 1, for sufficiently large y, points 
on the bifurcating curve satisfying (17), (19) and (II) are stable. 
Furthermore, unlike the curve satisfying (I), this curve is not such that U(S) 
is a constant function for some s because u’(0) does not lie in the subspace 
of c**= consisting of constant functions. Thus we have established the 
existence of a curve, (u(s), a(s)) bifurcating from (0,O) consisting of non- 
constant stable equilibrium solutions. 
As in the preceding paragraph, the curve corresponding to case IV consists 
of stable nonconstant equilibrium solutions. 
APPENDIX 
The material in Kato [5, II Sect. 5, III, Sect. 6.51 contains all the 
ingredients for the proof of the following theorem which is essentially just a 
self-contained restatement of Theorem 5.11 in Kato [5, p. 1151. 
THEOREM 0. Let J be an interval of real numbers with 0 E J. Let X and 
Y be complex Banach spaces. Let K E B(X, Y). Let T: J-1 B(X, Y) satisfy 
T(s) = T”’ + ST(I) + s2Fz) + o(~*) 
as s + 0. Suppose A”’ is an isolated point of Z,(p”) and T c P,(T(“) is a 
simple closed curve with ,I (O’ the only point of Z,(F) in its interior. Let 
P(s)=-&.1 (T(s)-CK)-‘dl;, 
r 
D=-+-.l (C-Ao)(~o’-l;K)-‘dC, 
r 
S=&j (&Ao)-‘(To’-UC-‘dC 
r 
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Suppose 1 < dim R (P(0)) = m < co. Then for some P(O), PC’), PC” E B( Y, X) 
we have 
P(s) = P(O) + SP”’ + s2PC2’ + o(s2) 
as s --t 0. Suppose D = 0 and T(s): X-+X is given by 
F(s) = + P(s)(T(s) - A”‘K), s # 0, 
= pcoyu 3 s = 0, 
and T(s): P(s)Y -+ P(s) Y is the restriction of T(s) to P(s)Y. Then 
f(s) = T(0) + o( 1). 
Let (A~“}~=’ be the eigenvalues of T(0) and 
P;“(s) = -&i (F(s) - U)-’ dC, 
I-!” I 
(f(s) - 47-l &P(s), 
I 
where c.” c P, T(0) is a simple closed curve with As” the only point of 
Z,?(O) in its interior and c” c {exterior c.“} for i # j. Then T(s) has 
exactly rnj” = dim RF;“(O) repeated eigenvalues (the I”’ + sAj” group) of 
the form 
A”+slj”+o(s), as s-0, 
RP”’ = RP;“(O) @ . . . @ RP;‘(O), 
(49) 
and x E RP(s), s # 0, is an eigenvector of T(s), corresponding to the 
1”’ + SAG” group tf and only ifx E RPj(s). Also, Pj” has the form 
Iy(s) = P;“(o) + sy + o(s) as s-0 (50) 
and RF;“(s) = RF;“(s). If, in addition, A;” is an eigenvalue of F(O) whose 
corresponding Jordan blocks are diagonal then the rnj” repeated eigenvalues 
of the A(” + A;” group have the form 
A = A’O’ + s/y + s2pp + o(s2) 
k = I,..., rnj”, where ,u$‘, k = l,..., rnj” are the repeated eigenvalues of 
p;‘)(o) p(O’F*’ - Pj”(O) p(‘q”‘S’I”’ 
in the subspace RF)“(O) of X. 
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