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Magnetic field has been utilized in the biomedical applications for numerous decades, owing to 
contactless, noninvasive and harmless property, low cost and robustness in operation, and increased 
safety compared to other radiative fields. The medical applications using magnetic field have been 
investigated to enhance their performance. Such applications require accurate analysis of the magnetic 
field for improvement. However, it is difficult to compute the time-varying magnetic field, due to 
nonlinearity and interactions by various electromagnetic properties. The problems take a lot of 
computational time for analysis and cause the ill-posed condition.  
In this dissertation, the magnetic field is analyzed to develop the medical applications, using the 
extended distributed multi-pole (eDMP) method. The method utilizes the magnetic dipole moments to 
solve not only nonlinearity but also interactions and improve ill-posed condition. Based on the 
modeling method, the magnetic field can be controlled. Then the control method contributes to 
construct the magnetic field which enhance the performance of the applications.  
The methods are illustrated in two applications with experiments: a navigation sensor for an 
intubation tube and magnetic induction tomography (MIT). The navigation sensor for a tube is 
proposed to prevent a potential danger of perforation during tube intubation. A trajectory of the tube is 
reconstructed, based on the magnetic induction. The eDMP method is used to modeling the system 
and the optimal design is found, considering the practical usage.  
A MIT is a medical imaging device mapping conductivity of target objects. It shows inferior 
performance due to low signal-to-noise ratio and ill-posed condition. The eDMP method is applied to 
analyze the magnetic field of the MIT system and implement the system to reconstruct an image. The 
various materials with different conductivities are applied and their properties, such as the shape and 
conductivity, are characterized. Eventually, it is expected that the MIT system makes image of the 
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Magnetic field has been applied to the biomedical devices since it offers a number of advantages, 
such as relatively high sensitivity in measurement, robustness in operation against temperature 
changes, contactless target applicability, and increased safety compared to other radiative fields. For 
example, magnetic resonance imaging (MRI), a medical imaging device, applies the magnetic field to 
cause resonance in the human tissue to reconstruct image for the tissue for diagnosis. Transcranial 
magnetic stimulation (TMS) is a technique which treats neuron using magnetic pulse. Magnetic 
locomotion is utilized to manipulate a micro-robot wirelessly for drug deliver and capsule endoscopy. 
Magnetic induction tomography is a novel medical imaging device. As the performance of the 
applications depends on a magnetic field of each system, the applications can be developed by 
analyzing the magnetic field.  
However, it is difficult to analyze a magnetic field due to nonlinearity and interactions with other 
materials. There are many nonlinearities in the governing equations of the magnetic field. Even the 
accurate solver, it takes a lot of time for computation and thus the real-time applications, such as 
sensing and control, are limited. The magnetic interactions are caused with various materials and they 
depend on the electromagnetic properties, such as conductivity, permittivity and permeability. 
Geometry between the materials should be considered. Furthermore, the problems also cause ill-posed 
condition in the applications of the magnetic field. For example, MRI takes the signal from the 
patient’s body and compute inverse of the signal for analysis. But, the complexity of the magnetic 
field makes it hard. Then accuracy is reduced and computational time increases dramatically. 
Thus, in this dissertation, the novel modeling method solving the nonlinearity and interactions 
fast is proposed. Due to fast computation, it could be utilized to control the magnetic field, and further 
implement the real-time sensing. In particular, the applications using the magnetic induction are 
investigated to demonstrate the capability of the proposed method. 
 
1.2 Research tasks and contribution 
Magnetic field model has been investigated to analyze and utilize the magnetic field for several 
hundred years. The magnetic single dipole (SD) model provides accurate and fast analysis for the 
magnetic field. The method can be applied to control individual EMs in real time [1] although it 
generates a relatively accurate field in the case of needle-shaped magnets. The modeling error 
increases as the shape becomes complex so that it has been used to analyze the far field of antennas 
[2]. The extended distributed multipole (eDMP) method has been developed to overcome the 
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drawbacks of the SD method, and provide accurate modeling for the near magnetic field for EMs.  
In this research, the eDMP model is further investigated for various designs of EMs and applied 
to compute magnetic interactions in complex geometry. Then, the method is developed to control the 
strength and orientation of the magnetic field by using EMs. The methods can be validated by 
comparing with experiments.  
The practical biomedical applications using magnetic induction are presented: navigation sensor 
for intubation tube and magnetic induction tomography (MIT). The system of each application is 
analyzed, and then the system design is improved for better performance. 
 
1.2.1. Voice coil navigation sensor 
A navigation sensor has been used widely for the medical devices, such as minimally invasive 
surgical robotics [3, 4], flexible catheters, injecting needles and endoscopy [5], due to low cost, 
noncontact and harmless properties. It also could be applied to prevent damage during tube intubation. 
Tube intubation has been utilized for supplement of nutriment, fresh air and monitoring but could 
cause perforation. In Fig. 1.1, the utilization of intubation tube is shown and each path for esophagus 
and trachea are drawn. The path is curved sharply at throat area (red circle). As tube intubation 
depends on a hand of an operator, it could cause injury. Thus, real time navigation sensor is required 
to avoid damage.  
 
 
Fig. 1.1. Utilization of intubation tube 
 
Fig. 1.2 shows the concept of a navigation sensor, comprises exciter coil and sensor coil winding 
an intubation tube. The sensor coil is inclined and the exciter causes magnetic induction on the sensor. 
As the tube is bent, induced voltage on the sensor change. Even with the symmetrical bending, the 
induced voltage is different due to the inclined angle. Finally, a path of the tube can be reconstructed. 
The system is analyzed to demonstrate the feasibility and then, design is optimized to enhance 





(a) Without bending (b) With bending 
Fig. 1.2. Concept of coil navigation sensor 
 
1.2.2. Magnetic induction tomography 
Magnetic induction tomography (MIT) is a medical imaging device that uses conductivity to 
characterize a target object. The existing imaging devices, such as X-ray, CT, and MRI, have been in 
use for several decades. However, the instruments used in these devices are large and incur high 
power and cost. In addition, an expert is required to operate the devices, as they can be harmful. In 
contrast, MIT incurs low power and cost, and thus, is portable and can be used during emergency. In 
addition, owing to its noninvasive and harmless properties, experts are not required for operation. 
A system of MIT comprises transmitter (Tx) coil, receiver (Rx) coil and target objects, as Fig. 
1.3(a). A Tx generates the primary field Bp and then eddy current Ie is induced on the objects. The 
current generates the secondary field Bs and both fields are measured by a Rx. Bs causes phase shift as 




(b) Phase shift in Rx 
 
(a) MIT system (c) Imaging result 
Fig. 1.3. Principle of MIT 
 
The principle has been utilized in the industry to detect the metal crack for a hundred years [6]. 
MIT for low conductivity material has been investigated for early 90s [7]. But it still exhibits inferior 
15 
performance due to the nonlinearity, low signal-to-noise ratio of the magnetic field, and ill-posed 
inverse problem. Thus, the system is analyzed using the proposed modeling method and then, 
constructed to detect the living cell. 
 
1.3 Thesis organization 
This dissertation is organized as follows: Chapter 1 shows the research motivation and tasks for 
magnetic biomedical applications. In chapter 2, background studies for the research tasks are 
introduced. Electromagnetic field modeling methods are investigated and the origin of the eDMP 
method is explained. Then, researches about the magnetic field control are presented. Chapter 3 
presents electromagnetic field modeling and field control using the eDMP. The two illustrative 
applications, navigation sensor and MIT are investigated in chapter 4 and 5, respectively. The two 
applications are analyzed and constructed to prove their performance. Last, achievement and 
contribution of this dissertation are summarized and open issues are discussed in chapter 6.  
16 
2. Literature reviews 
 
In this chapter, background studies related to the research tasks are reviewed. First, the governing 
equation of magnetic field and the common solutions are introduced for magnetic field modeling. The 
distributed multi-pole (DMP) model for a permanent magnet (PM) is referred to explain the concept 
of the eDMP model. Next, literatures about magnetic field control are presented and their method, 
application and results are discussed. Last, researches for MIT are introduced to understand its 
research history, current performance and future works.  
 
2.1 Magnetic field analysis 
2.1.1 Background of electromagnetic field 
Magnetic field in a free space is basically expressed as the magnetic flux density B, following the 




  E  (2.1) 






E  (2.3) 
0 0 t
       
E
B J  (2.4) 
where E is an electric field of the electric charge density ρ; ε0 is permittivity of free space; t is time 
variable; μ0 is the permeability of free space; J is the electric current density. 
From (2.2), B can be presented as a curl of the magnetic vector potential A and gradient of scalar 
potential Φ as (2.5-6). 
 B A  (2.5) 
0 B  (2.6) 
There are four main types for a solution of the Maxwell’s equations: analytical and numerical 
method, lumped parameter model, dipole moment model. Analytical method uses a general solution 
while numerical method approximates the governing equation numerically. Lumped parameter model 
simplifies the system with first order accuracy and dipole moment model utilize the magnetic dipole 
moment to modeling the magnetic source.  
A general solution for the magnetic field is Biot-savart law, a function of current density loop J 
on a position r', as shown in Fig. 2.1. Then B and A on an arbitrary position r is computed as (2.7-8). 
But it is hard to compute integration for the complex shape of current loop.  
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Fig. 2.1. Analytical model of magnetic field. 



























Numerical method is capable of analyzing any complex geometry with high accuracy. There are 
many kinds of solution: finite element method (FEM), method of moment (MM), finite difference 
time domain method (FDTD). Each solution has different uses considering the system. Most solutions 
apply mesh to acquire reliability, as shown in Fig. 2.2. Thus, a lot of computational time is required. 
 
 
Fig. 2.2. MM method for a coil. 
 
Lumped parameter model converts a system to a simplified model with first order accuracy. Fig. 
2.3(a) shows an example of equivalent circuit model; two coil 1 and 2, and magnetic induction is 
caused between two coils. The system can be expressed as equivalent circuit in Fig. 2.3(b), with 
resistance R and self-inductance L. Magnetic induction is represented as mutual inductance M. As 
voltage vg with frequency ω is supplied, currents flowing each coil, I1 and I2, can be computed as (2.9). 
Due to fast and intuitive computation, the equivalent circuit model is applied to compute the input 
current or voltage of the system [8], and an equivalent inertia model computes the specific mechanical 
parameters, such as torque [9]. The methods analyze the interaction between PMs and EMs but they 
are limited in describing detailed characteristics of each PM and EM, such as size and shape. 
18 
 
(a) Magnetic induction between coils (b) Equivalent circuit model 
Fig. 2.3. Example of lumped parameter model. 
1 1 1
2 2 20
g R j L j M Iv
j M R j L I
 
 
    
           
 (2.9) 
Magnetic dipole model uses a magnetic dipole moment to approximate a current loop. As shown 
in Fig. 2.4(a), the actual source of magnetic field of an EM is the current loop. It can be represented as 
a single dipole (SD) moment m perpendicular to the current in Fig. 2.4(b) and magnetic field is 
computed as (2.10-11). The method can compute fast and has accuracy. The method can be applied to 
control individual EMs in real time [1] although it generates a relatively accurate field in the case of 
needle-shaped magnets. The modeling error increases as the shape becomes complex so that it has 
been used to analyze the far field of antennas [2]. 
 
  
(a) Current loop (b) Dipole moment 








   
















Various magnetic field modeling methods and their application in MIT are analyzed. It is 
confirmed that lumped parameter model and magnetic dipole model can compute fast while accuracy 
is low. Both models have been used in magnetic field control. Low accuracy can be supplemented by 
combining with the other methods. But the variety of fields that could be generated is reduced due to 
small control parameters.  
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2.1.2 Distributed multi-pole model 
The distributed multi-pole (DMP) method has been developed to overcome the drawbacks of the 
SD method for a permanent magnet (PM), offering accuracy at the near magnetic field [10]. As it is 
based on the dipole model, it has a closed form solution with fast computation. Fig. 2.5 shows a DMP 
model of a cylindrical magnet with radius a and height l, and the magnet is magnetized as M = Moez. 
Magnetic poles are distributed on loops with radius ja  and height j , following (2.12-14) and 
dipole moments mj are parallel to M. Rji+ and Rji- indicate the distances from source (red points) and 
sink (blue points) poles to an arbitrary position P. 
 
 
Fig. 2.5. DMP model of a cylindrical magnet [10] 
              / 1ja aj k    (j = 1, …, k) (2.11) 
/ 2z     (2.12) 
0     (2.13) 
At P, a magnetic scalar potential Φ is presented as (2.14) using a magnetic pole, satisfying (2.2) 
and (2.6). Then, scalar potential of a single dipole in (2.14) can be computed using the DMP model in 
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where m is the strength of the pole; p takes the value 0 or 1 designating that the pole is a source or a 
sink, respectively; and R is the distance from the pole to P. 
The modeling parameters, such as position and strength, can be determined by minimizing the 
error between the reference field and the DMP field as (2.16). The analytical method of Φ in (2.17) 
could yield good prediction for the reference field of the cylindrical PM. Finally, flux density B at P 
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where aR+ and aR- are the unit direction vector of Rji+ and Rji-, respectively.  
 
2.1.3 Magnetic field control 
The demand for magnetic field control is increasing for effective performance under the limited 
input power. One of the famous applications is wireless power transfer (WPT) [11]. Magnetic field 
should be focused on a receiver to maximize the transferred power and reduce charging time. It was 
achieved by designing the transmitter coil to spiral shape. But most applications have many 
requirements, such as controlling magnitude and orientations at multiple points. Constructing the 
gradient field is used for MRI and magnetic locomotion control. Hence, the systematic algorithm 
which arrange the EMs to yield the desired field is necessary. 
Kumer proposed eight coils controller to manipulate micro actuators using magnetic field [1]. Fig. 
2.6 shows the system setup for field control; eight coils have same design but different orientations, 
pointing out the center of the ROI. Only current of the coils could be changed to control the field. 
Dipole model was applied to compute current of the needle shape coils, as shown in Fig. 2.6 (b). Due 
to various orientations, the system took good controllability and the field was controlled to yield a 
trajectory of the actuator as desired within μm range.  
 
  
(a) Current loop (b) Dipole moment 
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(c) Results of robot trajectory 
Fig. 2.6. Magnetic field control [1] 
 
Fig. 2.7 shows the ROI was expanded as wide as coils are distributed, by J. H. Kim [12]. The 
system has been proposed to focus a magnetic field on a specific region precisely. Rectangular Tx 
coils were arranged in a z-direction on a plane. As their positions were assigned, the analytical method 
could be applied to modeling the system. Then, lumped parameter model was used to compute the 
required current of each coil to control the magnetic field. Fig. 2.7 (b) and (c) present the simulation 
and experimental results as the field focusing on a center point was desired and it shows good 
agreement. But, in this system, it is hard to control the orientations of the field since their 
arrangements are uniform and fixed.  
 
 
(a) System setup 
  
(b) Simulation (c) Experiment 




2.2 Biomedical applications 
2.2.1 Navigation sensor 
A navigation sensor as medical usage has been investigated with various types. Optical sensors 
are capable of detecting microscopic change in planar images in real time with fine resolution, but a 
light source and free line-of-sight are necessary [13]. It is difficult to secure line-of-sight during 
intubation since the light source is too bulky to insert into throat [14]. Ultrasound sensing offered the 
position and orientation of a surgical instrument in 3D [15]. Magnetic sensor, such as MRI, shows 
good performance in tracking [16], but MRI also requires a lot of cost.  
For intubation process, mechanical sensor, such as fiber bragg grating sensor, could measure 
structure 3D deformation in real time using mechanical strain of the fiber [17]. It could be integrated 
in flexible needle shape devices due to small size. But a light source is required for operation and then 
cost become high. An oxygen sensor is used to measure the oxygen level and improve accuracy. 
However, the sensor has a few centimeters diameter, thus it is difficult to apply to the narrow medical 
tubes, such as a nasogastric tube. X-ray sensor could be a solution offering good imaging quality. 
However, it yields radiation hazard to patients and accumulation of X-ray could cause cancers. 
Electromagnetic tracking has been researched to detect the position and orientation by attaching a 
small sensor to the medical device [18-20]. It utilizes compact devices satisfying the specific 
requirements without any risk.  
 
2.2.2 Magnetic induction tomography 
It is also applied to detect metal for the industrial applications, such as steel and alloy [21, 22]. 
MIT can be combined with existing techniques, such as magneto-acousto-electrical tomography [23] 
and holography technique [24]. A MIT system as biomedical imaging device has been initially 
proposed by H. Griffith and Korjenevsky [7, 25]. Biological tissues are extremely low conductivity 
materials, lower than 5 S/m and permeability of them can be treated as 1. Owing to the properties, it 
can be assumed that the tissue objects have infinite skin depth, but the signal-to-noise ratio (SNR) 
could decrease dramatically, in contrast of metal applications. Basic design is shown in Fig. 2.8; 
multiple transmitters and receivers are surrounding the ROI and magnetic shield screen prevents 
magnetic noise for them. Korjenevsky presented the MIT system using 16 coils and yielded image for 
the objects with tissue level conductivities, as shown in Fig. 2.9. Due to lack of data, resolution is low 
and the object shape is not clear. Thus, many researches have been attempted to acquire a lot of useful 
data and develop the system.  
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Fig. 2.8. Cylindrical MIT system. 
  
(a) True image (b) Experimental image 
Fig. 2.9 Initial MIT [25] 
 
H. Wei presented the rotational MIT in Fig. 2.10 to acquire many data [26]. As shown in Fig. 2.10 
(a), 8 channels of coils were used but a lot of data are measured by rotating the coils. For the iron 
object with triangle shape, imaging results showed its shape with three angles in Fig. 2.10 (c). 
 
  
(a) System setup (b) True image (c) Imaging result 
Fig. 2.10. Rotational MIT [29] 
 
Jinxi Xiang achieved imaging for low conductivity objects using gradiometers [27]. As the 
gradiometer could increase SNR by cancelling the primary field, it has been used in MIT researches 
[28-30]. Fig. 2.11 shows the MIT system of Jinxi Xiang which comprises 8 Txs and 8 gradiometers. 





(a) System setup (b) True image (c) Imaging result 
Fig. 2.11. MIT using gradiometer [27] 
 
Target objects was initially set to saline water [31] and agarose [32] with conductivity equal to 
human tissue. It could be expanded to living animals, rats [33] and rabbits [34, 35]. Fig. 2.12 shows 
the experimental setup and result for detection of bleeding in a rabbit head. As time goes by, blood 
spreads and phase shift become higher.    
 
 
(a) Experimental setup (b) Result of phase shift 
Fig. 2.12. MIT for rabbits [34] 
 
Changing designs and arrangements of Txs and Rxs have been suggested, such as multichannel 
Rxs with different orientations [36]. D. Gursoy attempted to find an optimal array of the cylindrical 
MIT system changing the Tx and Rx, in order to detect multi objects in a cylinder 3D ROI [37].  
In addition, a type of an Rx was changed, not only a voice coil but also atomic magnetometer 
[38], superconducting quantum interference device (SQUID). Atomic magnetometer and SQUID have 
precise sensitivity and resolution. To enhance SNR, shielding Txs and Rxs from noise and inserting an 
iron core into Txs are suggested in [39]. As the conductivity of human tissues depends on frequency, a 
multifrequency input has been applied to identify the function [29, 40, 41].  
Image reconstruction algorithm is one of the important parameters determining imaging quality, 
since the MIT system has ill-posed condition during inverse, hence imaging algorithms have been 
investigated [42, 43]. Tikhonov regularization is widely used non-iterative algorithm yielding good 
accuracy even with ill-posed condition. But it requires to determine regularization parameter for 
effective computation. Total variation method is capable of denoising for image. Landweber method 
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has been applied for X-ray imaging using iterative algorithm. X. Liu proposed a novel algorithm 
based on L1-Lp norm which enhance spatial resolution of the reconstructed image [43]. 
Even though the development of MIT, it still shows inferior performance because the magnetic 
field is intrinsically weak, and the analysis of the field is nonlinear and rather complicated. Numerical 
methods have been utilized to analyze the magnetic field and design MIT systems for high accuracy 
[44-46]. However, the method requires heavy computational effort and contributes to increasing the 
system volume. Thus, a novel approach demanding fast computation and high accuracy is required to 
achieve a MIT system. A lumped parameter method is applied to identify and control the system in 
real time with first-order accuracy. The equivalent circuit model can identify eddy current distribution, 
and its interaction in tissues [47, 48]. However, this method faces difficulty in describing the detailed 
characters of the system, such as positions and orientations of Txs and Rxs. Thus, various methods are 
used to supplement the drawback. For example, in [47], an analytic method computes the induced 
voltage, and in [48], a numerical method solves the forward problem of MIT. However, combining the 
analytic and numerical method still requires high computational resource. Thus, the novel method 
which reduces the computation effort is required to compensate the ill-posed condition. Then, MIT 





3. Magnetic field modeling and control 
 
3.1 Overview 
In this chapter, a magnetic field which is generated by an EM is analyzed, based on the eDMP 
model since it is applicable to control a magnetic field owing to fast computation. Magnetic 
interactions between dipoles, such as mutual inductance, magnetic attraction/repulsion force and 
torque, are also computed. Modeling capability accounting for characters of an EM, such as design 
and position, could be demonstrated by modeling EMs with various designs and compared to the 
existing modeling methods. Then, a practical application, transcranial magnetic stimulation (TMS), is 
introduced for illustration of the eDMP. As mentioned in the previous section, TMS is a method to 
investigate and treat neurological disorder of the brain using magnetic pulses [49]. The induced 
electromagnetic fields from the pulse modulate the neural activity at target depth. Various designs of 
the TMS coil have been proposed to control the pulse propagation since its strength is attenuated 
rapidly during penetration [50, 51]. The effects of TMS coil designs on attenuation performance is 
analyzed. 
In addition, the eDMP method is applied to control the magnetic field in the ROI such as a 
circular area. The magnetic field generated by two different EM designs is then simulated numerically 
and the results are compared to experimental. The active control for the magnetic field is 
demonstrated experimentally, and the experimental error is analyzed to validate controllability of the 
magnetic field. The control method is illustrated to manipulate the magnetic locomotion for the 
capsule endoscope. The capsule endoscope has replaced a conventional tube endoscope that often 
causes discomfort and injury to patients. Magnetic locomotion utilizes an actuator without additional 
batteries, unlike mechanical locomotion using motors. The locomotion of the actuator including 
magnetic materials could be controlled by implementing the magnetic field and its gradient. The 
results demonstrate capability and accuracy of the eDMP method to actively control magnetic field. 
 
3.2 Extended distributed multi-pole method 
3.2.1 Magnetic field modeling 
The eDMP is based on the concept of a magnet that consists of a number of magnetic dipole 
moments. The magnetic field can then be expressed as a finite number of dipole moments. The 
method was originally used to analyze PMs [10], and was subsequently applied to EMs [52, 53]. Fig. 
3.1 shows that the dipoles are distributed on two layers inside a cylinder coil with a current input I 




Fig. 3.1. eDMP model of a cylinder coil. 
 
The magnetic dipoles presenting the red arrows in Fig. 3.1 are placed to characterize the magnetic 
field of the EM using modeling parameters. The position rnk and the kth dipole moment mnk on the nth 
layer are expressed in accordance to (3.1) and (3.2). 
[ cos sin ]nk n nk n nk nR R l 
 r  (3.1) 
 = cos sin sin sin cosnk n nk n nk n n    

m m  (3.2) 
where Rn and ln are the radius and height of the nth layer, respectively. In addition, ϕn and ||mn|| are the 
orientation and strength of a dipole moment on the layer, θnk=2π(k-1)/Nk; k=1,2,..,Nk and n=0,1,2,..,Nn 
where Nk is the number of dipoles in the nth layer; Nn is the number of layers; Rn=0 at n=0. 
Based on the dipoles, the magnetic flux density (MFD) B, and the magnetic vector potential 
(MVP) A at an arbitrarily position r, are computed using (3.3) and (3.4). 
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where mnk is the kth dipole moment on the nth layer; rnk is a position of mnk; Nk is the number of dipoles 
in the nth layer; Nn is the number of layers. 
The parameters of the eDMP can be computed by minimizing the error between the 
predetermined magnetic field and the field described by (3.3) and (3.4). For the computation, the 
number of the magnetic dipoles and the layers, Nk and Nn, are initially set and increase when the error 
of field is not acceptable. Analytical or numerical methods could be used as a reference for the MFD, 
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where EDMP is the maximum desired error; d = ||rd|| and rd = ri - rnk ; i=1,2,..,Ni ; j=1,2,..,Nj, where  
Ni and Nj are the number of positions to compute the MVP and MFD respectively and should be as 
many as possible to characterize the EM satisfying (3.5).  
The magnetic field from dipole moments in (3.6) are based on a unit current input (I = 1). As 
input current changes, the MVP and MFD are proportional to the current input in (3.3) and (3.4). The 
eDMP algorithm is summarized in Fig. 3.2.  
 
Fig. 3.2. Algorithm of eDMP method. 
 
3.3.2 Magnetic induction 
For the time-varying magnetic field, mutual inductance between coils causes the induced voltage 
on both coils. Fig. 3.3 shows two coils, a and b, at arbitrary positions and both coils are expressed as 
the eDMP model, ma and mb on positions ra and rb, respectively. As ma generates the magnetic field 
Ba on rb, mutual inductance between two coils, Mab, is computed as (3.7). The method is capable of 
accounting for Mab with any geometries between the coils in real time [55].  
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Fig. 3.3. Mutual inductance between two coils. 
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where Nj is the number of dipoles of coil a; Ni is the number of dipoles of coil b; Ia and Ib are input 
current of coil a and b, respectively.  
Magnetic force and torque on magnet b caused by magnet a, Fab and Tab, are also expressed as a 
function of dipole moments in (3.8-9). Fig. 3.4 
 
Fig. 3.4. Mutual inductance between two coils. 
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3.3 Validation and application 
3.3.1 Experimental validation 
The eDMP method for the magnetic field of EMs is validated in two designs, namely, in a 
cylinder coil, and a taper coil. The coils are commonly described by the aspect ratio ɤ = 2r/h, with a 
radius r (mean radius in the taper coil) and a height h. However, the slant angle θ is only defined in 
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the taper coil. The eDMP model of the cylinder coil is shown in Fig. 3.5 (a), and the model of the 
taper coil in Fig. 3.5 (b). The error corresponding to (3.5) is computed along the green dot set due to 
symmetry of the MFD. Similar to the SD model, the eDMP shows good agreement for low-aspect 
ratio coils but for high-aspect ratios, an increased number of dipoles is required to achieve accuracy. 
In addition, the eDMP method is applied to the taper coil. Correspondingly, the coil can be 
approximated as assemble of n cylinder coils with the aspect ratio ɤn appropriately arranged to 




(a) Cylinder coil (b) Taper coil 
Fig. 3.5. eDMP model of coil. 
 
The magnetic fields of the coils are compared along the central axis of the coil, from the coil’s 
surface (z/h = 1) to a distance same as the coil’s height (z/h = 2) for every 1 cm. The gap distance of 1 
cm is precisely measured and controlled by a micrometer with ±1 μm accuracy. 
The four methods are used: eDMP, analytical, numerical, and experimental results with the 
Gausemeter GM08 (Hirst, in Falmauth, U.K.). Analytic method is derived from Biot-Savart law and 
the numerical method is computed using the commercial software, COMSOL.  
Cylinder coil: Three different aspect ratios, 0.5, 1.0 and 5.0, for the cylinder coils are compared in 
Fig. 3.6 (a). The parameters of the coils are listed in Table 3.1. Fig. 3.6 (b), (c), and (d) illustrate the 
individual results. 
 
Table 3.1. Cylinder coil geometry 
ɤ 0.5 1.0 5.0 
h (cm) 1.2 
r (cm) 0.3 0.6 3.0 
Wire diameter (mm) 0.3 
Number of turns 40 
Nn 2 2 8 
Nk [6 6] [6 12] 
[6 6 6 6 





(a) Coil designs (b) ɤ = 0.5 
  
(c) ɤ = 1.0 (d) ɤ = 5.0 
Fig. 3.6. MFD results of cylinder coils. 
 
The error between the simulation results and experiments can be computed in (3.10) at the 
maximum error occurred. The magnetic field in the experiments has been measured in three times and 
standard deviation of the mean is computed in Table 3.2. As the aspect ratio increases, the number of 
dipoles also increase, in particular, near the surface where the dipoles cause a mathematical 
singularity resulting in a maximum error.  
 
max










   (3.10) 
 
Table 3.2. Error analysis of Fig. 3.5 
ɤ 0.5 1 5 
eDMP (%) 13.2 10.5 33.7 
Numerical (%) 14.7 10.9 22.1 
Analytical (%) 14.2 12.2 31.3 
Standard deviation (mT) 0.0142 0.0589 0.0212 
 
Taper coil: The MFD of two slant angles of the coils in Fig. 3.6 (a), 60° and 75°, are compared on 
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both narrow and wide surfaces since the field of a narrower surface always has a larger Bz than the 
wider surface. The detailed geometrical and modeling parameters are shown in Table 3.3, and results 
are compared in Fig. 3.7. Similar to the cylinder coils, the errors are computed as in (3.10), and the 
results are listed in Table 3.4. The maximum error of each method is within 10% with respect to each 
other. 
 
Table 3.3. Taper coil geometry 
θ (deg) 60 75 
r (cm) 0.6 
Number of divisions 3 2 
ɤn 2.675 1.963 
Nn 3 4 
Nk [12 12 24] [6 6 12 12] 
 
  
(a) Narrow side with θ = 60° (b) Wide side with θ = 60° 
  
(c) Narrow side with θ = 75° (d) Wide side with θ = 75° 
Fig. 3.7. MFD results of taper coils 
 
 
Table 3.4. Error analysis of Fig. 3.6 
θ (deg) 
60 75 
Narrow Wide Narrow Wide 
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eDMP (%) 6.50 6.69 6.02 9.09 
Numerical (%) 6.90 7.49 5.77 11.1 
Analytical (%) 8.23 5.68 4.20 7.98 
Standard deviation (mT) 0.0214 0.0319 0.0167 0.0157 
 
3.3.2 Illustrative application I: TMS 
The eDMP method is utilized to analyze the stimulating performance of TMS coils. The 
attenuation during penetration and the spatial distribution of the MVP are analyzed for the three 
commercial coils in [51]. Fig. 3.8 (a), (c) and (e) show the design of the coils, the corresponding 
current flow I, and the model of the human head that is approximated as a sphere with a radius of 8 
cm. Relative permeability of the head can be assumed as 1 uniformly.  The detailed geometric 
parameters are listed in Table 3.5.  
Given that design I refers to a simple cylinder coil, the eDMP method can be applied as same as 
the cylinder coil in Fig. 3.5 (a). Design II is a taper coil and the required magnetic field is inside the 
coil winding unlike the taper coil in Fig. 3.5 (b). Thus, a set of magnetic dipoles are placed the outer 
layers of the coil winding. Design III has an arc shape, and it can be modelled as sum of a number of 
square coils along the circumference. Fig 3.8 (b), (d) and (f) show the eDMP model of each design, 
and the corresponding eDMP parameters are listed in Table 3.5. The strength of MVP is normalized 
by the maximum strength (in Table 3.5) and plotted on the ROI in the y-z plane in Fig. 3.9 (a)–(f). 
Furthermore, Fig. 3.10 shows the profiles taken from the location of the maximum vector potential to 
the center of the ROI, and the corresponding paths are illustrated in Fig. 3.9.  
 
Table 3.5. TMS coil geometry 
Design I II III 
Number of turns 7500 7500 7800 
R (cm) 9 
t (cm) 2.25 1.5 0.3 
β  3 cm ` 30 deg 
γ  3 cm 30 deg 150 deg 
Input current I (A) 1 
Current density (MA/m2) 14.1 
Nn 4 4 2 
Nk [6 6 12 12] [12 12 12 12] [10 10] 
Number of divisions 1 2 5 





(a) Design I (b) Design I – eDMP model 
 
 
(a) Design II (b) Design II – eDMP model 
 
 
(a) Design III (b) Design III – eDMP model 
Fig. 3.8. Design of TMS coils and eDMP model. 
 
As shown in Table 3.5 and Fig. 3.9, both designs I and II can be applied to superficial stimulation 
of target depths within the range of 2–3 cm. Design III has the weakest of maximum field and may not 
be an optimal design compared to designs I and II. In Fig. 3.10, the response of design I are attenuated 
rapidly along the penetration depth. On the contrary, design II and III exhibit slow attenuation and 
generate sufficient field in deep TMS regions, requiring target depths in the range of 3–5 cm. Design 
II has better energy efficiency, but superficial region is risky due to unintended pulse. Considering the 




(a) Design I in 3D (b) y-z plane 
  
(c) Design II in 3D (d) y-z plane 
  
(e) Design III in 3D (f) y-z plane 
Fig. 3.9. Normalized MVP for the proposed designs. 
36 
 
Fig. 3.10. Attenuation of MFD versus penetration depth. 
 
3.4 Magnetic field control 
3.4.1 Magnetic field control using eDMP 
Fig 3.11 shows that the magnetic field in the desired ROI is controlled by a set of EMs located at 
its circumference. Without loss of generality, the ROI can take any shape, but the circular ROI is 
considered for illustration. Similar to the eDMP method for the EMs, the method can be applied to 
control the desired magnetic field Bd in the ROI with a radius RROI. The magnetic field Bd is computed 
at a number of positions discretized in the ROI. The method initially applied to characterize the field 
in the ROI as a single dipole and then, for the detailed shape of the EM, the eDMP model have been 
fully applied based on the orientation and current inputs of each single dipole. 
 
 
Fig. 3.11. Concept of magnetic field control. 
 
For the circular ROI, position of the desired magnetic field in the ROI is set radially and 
uniformly, and the position rnk of a kth point on the nth layer is expressed in accordance to (3.11): 
[ cos sin 0]nk nk nk nk nkR R 
r  (3.11) 
where Rnk = RROIn/Nn, θnk = 2πk/kn, n=0,1,2,..,Nn, k=1,2,..,kn, and kn=Nkn. In addition, Nn is the number 
of layers, kn is the number of points on the nth layer, and Nk is the number of points on the first layer. 
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Nn, kn, and Nk, can be chosen as many as possible to describe adequately the desired field, considering 
too large number can make computation slow.  
Similarly, the position rpl of mpl with a radius REM and a height from -Lp to Lp, is expressed in 
accordance to (3.12): 
EM EM[ cos sin ( )]pl pl plR R Lp 


















p=1,2,..,Np, and l=1,2,..,Nl. Moreover, Np is the number of layers, and Nl is the number of EMs on the 
pth layer. The radius REM can be set as a constant, as close to the given ROI, since increasing the 
strength of the field from EMs using the input current is limited in practice due to heat on the EMs.  
The magnetic field B generated from the dipole moment mpl is computed in (3.13), and mpl could 
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where rd = rnk – rpl and d = ||rd||. 
Minimizing both the sum of errors in (3.15) and the maximum error in (3.16) ensures that the 
magnetic field at a specific location of the ROI can be controlled. 









  (3.15) 
 max nkE E  (3.16) 
where Emax is the given maximum sum of error in the ROI, E∞ is the maximal local error, and wnk is an 
error weight function (initially set as 1). Smaller wnk reduces the weight of the error at rnk.  
In general, the desired magnetic field is a continuous field, but here it is discretized as a finite 
number of positions for computation. Thus, a discretization error may cause undesired fluctuation in 
the estimation of the magnetic field B. It can be minimized by imposing a gradient magnetic field in 
(3.17) to compensate the error due to the discontinuity of the desired magnetic field, and reduce 
fluctuation in the field. The magnetic field thus becomes smooth and converges to the desired field 
  max  P m B . (3.17) 
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 (3.17b) 
In addition, the strength of a dipole moment cannot be larger than the strength at the maximum 
current owing to the limited input current to the EMs as 
max
m m . (3.18) 
The error in (3.14) can be minimized through (3.19-21) iteratively. The hth error ∆Bh between Bd 
and the field Bh is computed in (3.19) to be compensated by the ∆mh in (3.20). Then the (h+1)th dipole 
moment, mh+1, can be determined in (3.21) and recursively computed as ∆B converges to the desired 
error in (3.15) and (3.16). 
h h
d  B B B  (3.19) 
h h  P m B  (3.20) 
1h h h   m m m  (3.21) 
The magnetic field in (3.13) satisfying (3.15-17) can be refined by increasing the number of EMs 
and current inputs. However, this may be difficult to achieve due to practical limitations in 
computation. The eDMP model is furthermore applied to account for the shapes and sizes of the EMs 
to enhance accuracy and controllability under the limited input current. The entire procedure used to 




Fig. 3.12. Computational algorithm for magnetic field control. 
 
3.4.2 Experimental validation 
Three different magnetic fields are controlled by the set of EMs in the circular ROI: (i) uniform 
Bz along the z-axis of the entire ROI, (ii) uniform Br along the radial axis of the entire ROI, and (iii) 
uniform Bz along the z-axis in half area of the ROI. The experimental testbed shown in Fig. 3.13 (a) is 
made of nonmagnetic conducting materials and a number of EMs, it is shielded to avoid the external 
interference. The ROI is placed in accordance to the predetermined parameters in Table 3.6. Fig. 3.14 
(b) shows the EM energized by Li-ion 18650 batteries for a current supply. The input current is 
limited to 1.2 A due to the heat dissipation capacity of the EM. Table 3.7 shows the strength of the 
desired magnetic field within the ROI, considering the controllable range under the current limit. For 
case (iii), Bz is generated in the half of the ROI in S1 and the zero field in the other region S2.  
 
Table 3.6. Geometric parameters 
RROI (cm) 4.5 rin (cm) 0.3 
[Nn, Nk] [3, 8] rout (cm) 1.3 
REM (cm) 6.0 h (cm) 0.5 
L (cm) 3.0 Number of EMs 36 
[Np, Nl] [3, 6] Maximum current (A) 1.2  
 
Table 3.7. Desired Field Strength (μT) 
Model Uniform Bz Uniform Br Half Bz 
40 
S1 S2 
Bz 50 0 13 0 
Br 0 50 0 0 
 
Fig. 3.13 (c) shows the positions to control a desired magnetic field in the ROI, and the EMs 
similarly on the circumference of the ROI. Magnetic dipoles for the EMs in the simulation are 
interactively computed from (3.13)–(3.21). In the case of a uniform field, the error is small enough 
without the necessity for iterations, but for half the field in the case (iii), the error decreases and 
converges to 38 μT in the 4th iteration, as shown in Fig. 3.13 (d). Unlike the uniform field, the 
intensity of the magnetic field along its discontinuity causes large error due to mathematical 




(a) Magnetic field controller (b) constructed coil 
  
(c) Geometry (d) Error plot 
Fig. 3.13. Setup for magnetic field control. 
 
The EMs for the experiment are set based on the simulation. The sensor is initially calibrated to 
cancel a constant bias including Earth magnetic field. Controlled magnetic fields for both simulation 




(a) Uniform Bz simulation (b) Experimental result 
  
(c) Uniform Br simulation (d) Experimental result 
  
(e) Half Bz simulation (f) Experimental result 
Fig. 3.14. Results of magnetic control. 
 
The resultant magnetic fields are statically analyzed based on their mean, standard deviation of 
the entire field, maximum discrepancy and relative error, as detailed in Table 3.8. The standard 
deviation indicates the uniformity error of the field. The relative error of each experiment is computed 














Table 3.8. Analysis for the control experiments 
Model Uniform Bz Uniform Br Half Bz 
Figure (a) (b) (c) (d) 
(e) (f) 
S1 S2 S1 S2 
Average (μT) 
r 0.11 4.2 50 49 0.15 2.0 4.1 3.4 
z 50 52 0.93 3.9 12 1.1 18 2.3 
Standard deviation 
(μT) 
r 0.11 1.9 0.41 1.8 0.15 0.12 2.2 2.3 
z 0.21 2.1 0.92 1.7 1.6 1.6 2.4 2.5 
Maximum 
discrepancy (μT) 
r 0.34 7.0 2.0 7.3 0.68 0.66 13 11 
z 1.1 5.9 3.9 8.3 4.6 4.9 10 12 
Relative error (%) 
r N/A N/A 0.34 3.4 N/A N/A N/A N/A 
z 0.75 4.8 N/A N/A 8.5 N/A 35 N/A 
*N/A means ‘not applicable’ due to zero desired field in denominator 
 
Experimental results yield standard deviations in the range of 1–3 μT, while simulations yield 
0.11, 0.21, 0.41 and 0.92 μT, in Fig. 3.14 (a) and (c). It is expected that the measurement error of the 
sensor itself could be affected since the Gauss meter used for the measurements has a 2 μT resolution. 
In addition, other uncertainties such as alignment of the EM position and orientation between the 
simulation and experiment, cause differences in the magnetic field. Fig. 3.14 (f) shows that S2 yields a 
maximum standard deviation of 2.5 μT, and S1 yields a maximum discrepancy of 13 μT. The error is 
dominantly caused by the discontinuity of the desired magnetic field. Furthermore, the discrepancies 
of each of the models have similar scales for both the Br and Bz fields since the total magnetic flux of 
the experiments is same as in simulations. Variation of one component of the magnetic field directly 
affects other components. Comparison of the magnetic field distributions yields a good agreement 
indicating that the magnetic field is controllable.   
 
3.4.3 Illustrative application: Capsule endoscope 
Magnetic locomotion of a capsule is generally designed with PMs operating within the external 
magnetic field. The ability to manipulate the magnetic locomotion is verified in two cases: (i) rotation 
along the z-axis, and (ii) translation along the x-axis. Fig. 3.15 (a) and (b) shows the design of the PM 
capsule, comprising two cylinder PMs with M = 1.0 T that are enclosed with polystyrene. Fig. 3.15 (c) 
and (d) show the EMs and the ROI in the controller. The parameters of the ROI, the EM and capsule 
are listed in Table 3.14. The capsule is placed on the water surface since its locomotion can be 
observed clearly in that case. This design allows it to float on the water surface and move easily. Fig. 
3.15 (e)-(f) show the corresponding magnetic field. The magnetic field in Fig. 3.15 (e) describes 
uniform Bx for rotation along the z-axis. In Fig. 3.15 (f), it has a uniform gradient ∂Bx/∂x used for 
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translation along the x-axis. In Fig. 3.15 (f), numerous errors occur due to lack of a sufficient number 
of EMs, but gravity and buoyancy forces can cancel out locomotion due to Bz.  
 
  
(a) Constructed PM capsule (b) Corresponding design 
  
(c) Photograph of the constructed coil (d) ROI in a controller 
  
(e) Uniform Bx (f) Uniform ∂Bx/∂x 
Fig. 3.15. Setup for locomotion control. 
 
Table 3.9. Magnetic locomotion geometry 
RROI (cm) 3.0 rin (cm) 0.375 
[Nn, Nk] [2, 4] rout (cm) 1.6 
REM (cm) 8.0 h (cm) 0.5 
L (cm) 4 Number of EMs 6 
[Np, Nl] [1, 3] Maximum current (A) 2.5 
m (g) 0.754 J (g∙cm2) 0.838 
cF (g/s) 0.754 cT (g∙cm2/s) 0.608 
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Dynamics of the capsule can be expressed as two degrees of freedom motion in (3.23) and (3.24) 
for translation and rotation, respectively. Force F and torque T acting on the PMs by the external 
magnetic field can be computed using the eDMP model. Dipole moments of the PMs, mPM, can be 
computed as [10]. 
F PM EMmx c x   F m B   (3.23) 
   T PM EM PMJ c      T m B r F   (3.24) 
where J is moment of inertia; m is mass; rPM is position of the capsule. cT and cF are damping 
constants estimated by the experiments. All parameters are given in Table 3.9. 
Fig. 3.16 shows the experimental result to control the magnetic capsule for orientation and 
position respectively. In Fig. 3.16 (a), the orientation along the z-axis is controlled by the uniform 
magnetic field Bx and the capsule is pointed to the desired axis in the ROI. In Fig. 3.16 (b), the 
position of the capsule is controlled and translated along the x-axis by the uniform gradient magnetic 
field ∂Bx/∂x. Fig. 3.16 (c)-(f) show simulations and experimental results of angle, displacement, 
angular acceleration and acceleration respectively. Experimental errors with respect to simulation are 
5.4, 1.7, 22, and 1.6 % and are caused by various experimental uncertainties including water drag, 
EMs and magnetic field. However, it is shown that the eDMP method for the control can be applied to 
achieve magnetic locomotion by generating the required magnetic field. 
 
  
(a) Rotation control along the x-axis (b) Translation control along the x-axis 
  
(c) Angle (d) Displacement 
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(e) Angular acceleration (f) Acceleration 
Fig. 3.16. Motion of capsule. 
 
3.5 Discussion 
In this research, a novel method to actively control magnetic field in a region-of-interest is 
presented with the eDMP method for a number of EMs. The eDMP method is applied to characterize 
the magnetic field from EMs and control the magnetic field in the ROI. Position, orientation, and 
strength for a set of the EMs are determined to satisfy the desired magnetic field. Modeling and 
controllability are validated through the comparison of simulation and experimental results for various 
models. It is shown that the magnetic field can be controlled. Furthermore, TMS and magnetic 
locomotion as practical applications have been utilized to prove applicability of the method. The 
performance of each of the TMS coils is analyzed by the eDMP method. In addition, magnetic 
locomotion is illustrated through the experiments for both translation and rotation control. Usefulness 
and accuracy of the eDMP method and controllability of the magnetic field have been demonstrated. 
The method is expected to be applied to develop various magnetic applications. 
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4. Voice coil navigation sensor 
 
4.1 Overview 
In this chapter, a novel navigation sensor based on voice coils is proposed for an intubation tube. 
The navigation sensor comprises many sets of an exciter and sensors using a voice coil to measure the 
orientation and position. As the coils are wound along the intubation tube with thin layer, can be 
inserted in the human body. The curved path of the inserted tube can be reconstructed in real-time by 
measuring variance of the magnetic field due to bending of each tube segment. Design parameters of 
the sensor, including design of both exciter and sensor, geometry between two coils, can be analyzed 
to achieve the enhanced performance. Computing mutual inductance of various shaped coils with 
specific geometric relations has been studied in [56] and many detailed problems in [57-59] have been 
analyzed. Computation process for mutual inductance requires to solve series of integral operations 
for various positions, orientations and shapes of coils and takes a lot of computational effort. The 
extended distributed multi-pole (eDMP) method is developed to characterize the time-varying field 
and compute the mutual inductance, since it is a semi-analytical method capable of fast computing 
[55]. Then, the method is utilized to design a navigation sensor as a guidance of flexible intubation 
tube and investigates the design parameters for optimal performance. The proposed sensor is validated 
by comparing with experiments and further applied to measure the curve in throat.  
 
4.2 Magnetic field analysis 
4.2.1 Design concept 
A navigation sensor should be designed considering a tube shape for intubation procedure. Fig. 4.1 
shows the design concept of the voice coil navigation sensor for a flexible tube. A set of excitation 
coils (EX-N) and sensing coils (S-N) are wound alternately along the tube. Excitation and the sensing 
coils have different designs; the excitations are axis-symmetric cylinder coils, perpendicular to the 
tube; the sensing coils are inclined and two sensing coils are symmetrically wound at the same 
location of the tube. As alternative current input is applied to the excitation coils, time-harmonic 
magnetic field is generated along the tube. Consequently, the voltage is induced in each sensing coils. 
As the tube is straight in Fig. 4.1 (a), two sensing coils are symmetric and have the same induced 
voltages. Whereas, once the tube is bent in Fig. 4.1 (b), the induced voltages are different. Then, the 
bending angle of the flexible tube can be computed by measuring the difference between the two 
induced voltages and symmetric bending angle can be distinguished. The entire path of the tube can 
be reconstructed by utilizing a number of sets of the excitation coils and the sensing coils. 
Furthermore, two orthogonal orientations, pitch and yaw rotation in three-dimensional space, can be 
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measured individually by wounding sensing coils orthogonally. As the tube is smoothly bent and the 
distance l between the two neighboring excitation coils is small, it is reasonable to assume that each 
curvature C-1, 2,…, N between the neighboring coils is a constant as an elementary curve. The 
orientation based on a sensing signal from each sensor, S-1, 2, ..., N can be determined by the 
curvature. Furthermore, the whole tube path can be reconstructed by inverse kinematics, with the 
curvature information from each sensing coil and their locations from the elementary curve length l. 
 
 
(a) Straight tube 
 
(b) Tube with bending 
Fig. 4.1. Concept of navigation sensor. 
 
4.2.2 Magnetic field modeling  
The induced voltages in the sensing coils and the variance of the mutual inductance as the 
bending angle changes should be analyzed to enhance the sensing performance. The eDMP model can 
be applied to modeling the coils and compute a mutual inductance between two coils in real time, 
considering their relative positions and orientations [55]. Axis-symmetric cylinder coils has been 
already discussed in the previous chapter 3, and here the inclined sensing coils is analyzed. Fig. 4.2 
shows the geometry of the inclined coil with angle β and the eDMP model (red dots). The inclined 
cross-section of the coil is an ellipse with major axis r1 and minor axis r2, length is L. Considering its 
asymmetric geometry, the eDMP model has the modeling parameters rm1, rm2 and lm, and the error in 
(3.5) is computed on both major and minor axis (blue dots). Then, the parameters, including the 




Fig. 4.2. Modeling scheme of an inclined coil. 
 
Fig. 4.3 shows the eDMP model of a set of excitation and sensing coil along the bend tube. Coil a 
is excitation and coil b is sensing coil for measurement. The eDMP model of each coil is represented 
by the dipole moments m and dipole position P. The bending angle θ of the tube is expressed in the 
xyz coordinate. Once the modeling parameters are determined for the coils, the mutual inductance can 
be computed, and the induced voltage generated in the coil b by the coil a can be expressed in (4.1). 
Furthermore, the mutual inductance with respect to the bending angle θ is linearized as (4.2) and θ can 








b ab a bj ai
j ia b
dI





   
 
 m B  (4.1) 
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   (4.2) 
where Mab represents the mutual inductance between coil a and coil b; Ia and Ib represent the input 
current in coil a and b; ω is operating angular frequency of Ia; Na and Nb represent the dipole number 
of the eDMP model for the coil a and b; θ0 is a reference orientation angle without any bending.  
 
4.2.3 System design 
The induced voltage in (4.1) depends on various geometric design parameters such as the length 
of the coils, L and Lb, the distance l between the coils and diameter D of the coils, as shown in Fig. 4.4. 
The design and geometry of the coils should be optimized considering practical usage to achieve 
better performance. A length of the coil is determined by the number of turns. The excitation field is 
proportional to the number of turns of the exciter and decreasing the number of turns reduces the 
excitation field. Then, the sensing performance would be degraded. However, the coil length should 
be limited to preserve the flexibility of the tube.  
 
 
Fig. 4.4. Design parameters of proposed sensor. 
 
The geometry of the excitation coil and the distance between two coils affect the induced signal 
in a coupling way, since a magnified coil set will induce the exact same signal at a distance magnified 




   (4.3) 
l
D
   (4.4) 
where diameter D would be constant since the tube diameter is usually pre-determined by its specific 
application. Under the thin layer coil assumption, aspect ratio λ solely accounts for the coil shape. By 
multiplying λ and κ, the relation between L and l can be examined to decide whether the elementary 
sensor set is too long for the tube to be practically bent.  
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To characterize the sensing performance, resolution S and linearity γ of the mutual inductance in 










   (4.6) 
where the resolution S and linearity γ are calculated as the average and standard deviation of discrete 
sensitivity terms respectively. The resolution should be maximized while the linearity is minimized to 
optimize the sensing performance. 
 
4.3 Model simulation 
4.3.1 Modeling of an inclined angle 
The eDMP method for the inclined coil is numerically simulated and validated against other 
methods. The coil is wound around a 5 mm diameter tube with 60 deg inclination. The analytical 
solutions and numerical results using commercial software COMSOL are used to compare with the 
simulation results of the eDMP method. The detailed parameters of the coil, eDMP and COMSOL are 
given in Table 4.1. The simulated fields for Bx and Bz in Fig. 4.5 are calculated at the locations with a 
radical distance of 2.6 mm from the tube axis and z coordinates ranged from zero to twice the coil 
length. By is close to zero due to symmetric shape. An INTEL quad-core desktop computer with 16G 
RAM and 3GHz CPU is used for computing the numerical solutions.  
 Compared with the numerical results from COMSOL, the eDMP model provides much 
smoother results and less computation efforts. When the 2z/l is smaller than one, it can be seen that 
the discrepancy between the analytical solutions and eDMP modeling results is bigger. This is due to 
the limited model of the exact coil boundary since these locations are only 0.1 mm away from the coil 
surface.  
 




60    
eDMP Model 
Parameters 
[2.6 4.2]ml mm  
,1 2.5mr mm  
,2 1.3mr mm  
2[0.314 4 0.609 4]e e Am  m  
COMSOL parameters 
Mesh shape: free tetrahedral 
Volume element quantity: 1369 
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Volume mesh quality: 0.2634 
Boundary element quantity: 29767 
Boundary element quality:0.6733 
Minimum size: 0.2mm 
 
  
(a) Bx (b) Bz 
Fig. 4.5. Magnetic field simulation of an inclined coil. 
 
4.3.2 Design optimization 
The various geometric design parameters have been simplified in Fig. 4.4 to be ratios ,  and the 
inclination angle β, while the tube diameter D is pre-determined by application. A nasogastric feeding 
tube with diameter 5 mm is used for demonstration. To examine the effect of inclination angle on the 
mutual inductance, the distance l between the excitation coil and sensing coil is set to be 2 cm and the 
coil length is set to be 0.8 cm. The inclination angle is considered as the sole design parameter. The 
simulation results of mutual inductance versus the bending angles are shown in Fig. 4.6, with the 
inclination angle β.  
The results show that the relation between the mutual inductance and the bending angle is 
symmetric with respect to the zero-degree bending position. As the inclination angle varies, the 
mutual inductance with respect to the angle becomes linear. The slope increases with the inclination 
angle, indicating that better sensitivity can be expected for larger bending angles. The overall 
magnitude of the mutual inductance reduces as the bending angle increases, especially after the angle 
reaches 45 degree. This could cause a low signal-noise ratio and is susceptible to noise. Hence, the 
inclination angles, 45 degree and 60 degree are candidates for optimal design.   
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Fig. 4.6. Mutual inductance as inclination angle change. 
 
Two sensing coils in a single sensor set are identical except the perpendicular inclination surfaces 
as shown in Fig. 4.1. Without loss of generality, only one coil is considered during the design 
optimization. Three main factors in design, including coil geometry, distance and inclination angle, 
are analyzed to examine their coupling effects on performance. Various lengths of the excitation coil 
are set to be 4 mm, 6 mm, 8 mm, 10 mm, and 12 mm for practical implementation. The excitation coil 
with even longer length may disturb insertion of the tube. The design parameters of the sensing coil 
are summarized in Table 4.2 and model parameters for the excitation coil are shown in Table 4.3.  
 
Table 4.2. Summary of design parameters 
D(mm) 5  3:1/3:8 
 (-90⁰:10⁰:90⁰)  45°,60° 
 1.25, 0.83, 0.625, 0.5, 0.42 
 
For each combination of coils with different geometry, the mutual inductance with respect to the 
bending angle from -90 to 90 degree is computed. Linearity and resolution performance in (4.5) and 
(4.6) are shown in Fig. 4.7. 
 
Table 4.3. Model parameters for coils with different geometry 
 L(mm) Coil a 
0.42 12 21.356 4e Am m , 7.2ml mm  
0.5 10 21.121 4e Am m , 5.8ml mm    
0.625 8 28.882 5e Am m , 4.4ml mm   
0.83 6 26.578 5e Am m , 3.0ml mm    




(a) Linearity (b) Resolution 
Fig. 4.7. Effect of design parameters. 
 
The linearity of the mutual inductance reaches its maximum at λ = 0.42 and κ = 3 regardless of 
the inclination angle, indicating that the sensor performance may not be good. It gradually decreases 
as λ and κ increase. The resolution with respect to the mutual inductance shown in Fig. 4.7 becomes 
maximum at λ = 0.625 and κ = 3, corresponding to L = 8 mm and l = 15 mm. The inclination angle at 
60 degree provides even higher resolution with the same coil length and distance. In order to validate 
the optimal design, experiments are conducted and compared with a number of different designs. 
 
4.4 Experiments and results 
4.4.1 Experimental setup 
The sensor set for experiments is shown in Fig. 4.8 and the operational electronics is shown in 
Fig. 4.9. The single excitation coil and two sensing sets are installed on a flexible tube. The magnetic 
field is generated from the excitation coil by input current 2 A with 400 KHz, originated in a voltage 
source and magnified by an operational amplifier in Fig. 4.9 (b). Differential amplifier in Fig. 4.9 (c) 
is used to amplify the difference between the two sensing coils. The two sensing coils, inclined in two 
perpendicular surfaces, are capable of detecting orientations in three-dimensional space based on the 





Fig. 4.8. Flexible tube with the sensor sets. 
 
In order to enhance the performance of the navigation sensor, resolution for bending angle should 
be maximized. The resolution can be computed as a variation of induced voltage with bending angle 
change. The optimal design can be estimated considering design parameter and constraint. The design 
parameters of the system are length of coil a and b, distance between two coils and inclined angle β, 
as shown in Fig. 4.7. There are several design constraints: tube size and width of throat. In addition, 
flexibility of the tube should be maintained for operation. 
 
 
(a) Electrical diagram 
 
(b) Operational amplifier (c) Differential amplifier 
Fig. 4.9. Operational electronics. 
 
Magnetic coupling between two overlapped sensing coils in the single sensor set should be 
examined before measuring the inductive signal. It is inevitable that one sensing coil need to be 
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wound on top of the other sensing coil to measure all the orientation angles in three-dimensional 
space. However, this causes possible magnetic coupling with different geometries between the two 
sensing coils. When the bending of tube is conducted within the inclination surface of the inner coil, it 
is expected that the induced voltage in the inner coil is dominant compared to the outer coil. The 
effects of two overlapped coils on magnetic field coupling are simulated and compared to 
experimental results in Fig. 4.10 as the inner and outer coil are activated respectively. As the outer coil 
is activated, the variation of the outer and the inner coil is 3.59 mV and 0.07 mV. Similarly, when the 
inner coil is activated, the variation of the inner and the outer coil is 3.59 mV and 0.07 mV. The 
experimental results show the similar differences between the activated coil and the other: the 
variation of the outer coil is 3.97 mV when activated, while the variation of the inner coil is only 0.37 
mV. It is worth mentioning that the outer coil always provides a bigger measurement due to its bigger 
cross-section area, unlike the modeling results. In addition, the bent coils could be one of the reasons 
for discrepancy. However, it can be assumed that the magnetic field interference due to the outer and 
inner coils is small and can be decoupled. The detailed results including the eDMP and experiments 
are summarized in Table 4.4. 
 
  
(a) Outer coil activated (b) Inner coil activated 
Fig. 4.10. Comparison of field coupling between the coils. 
 
Table 4.4. Magnetic field interference between the coils 
Outer coil activated 
 Max Min Mean Variation 
eDMP(mV) 
Outer 1.66 -1.93 -0.05 3.59 
Inner 0.07 -0.00 -0.03 0.07 
Exp.(mV) 
Outer 2.15 -1.82 0.00 3.97 
Inner 0.37 0.00 0.14 0.37 
Inner coil activated 
 Max Min Mean Variation 
eDMP(mV) Outer 0.00 -0.07 -0.03 0.07 
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Inner 1.66 -1.93 -0.05 3.59 
Exp.(mV) 
Outer 0.22 -0.13 0.03 0.35 
Inner 1.16 -0.61 0.14 1.77 
 
4.4.2 Results and discussion 
Performance of the navigation sensor with design parameters is numerically and experimentally 
demonstrated in the range of bending angle  = -90°:10°:90°. Four design candidates, (Design A, B, C, 
and D) are considered with combination of various  and  in Fig. 4.4. Experimental set-up and 
design parameters are summarized in Table 4.5.  
 
Table 4.5. Experimental parameters 
Design A B C D 
 (= l/D) 3 5 3 5 
 (degree) 45 45 60 60 
D (mm) 5 
 (= D/L) 0.625 
Excitation 
current (A) 
0.707 ARMS, 400 kHz 
 
The experimental results are compared with the eDMP model and the COMSOL simulation in 
Fig. 4.11. The output voltage without any bending is calibrated as zero to remove a constant bias. 
Based on the experimental results, the 60 deg inclination shows more linear relation between the 
bending angle and the output voltage. 
 
 
(a) Design A 
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(b) Design B 
 
(c) Design C 
 
(d) Design D 
Fig. 4.11. Comparsions of simulation and experimental results. 
 
The error between the eDMP simulation results and experimental results can be computed as in 
(4.7). The maximum, minimum, and average errors in percentage and degrees with three times 








  (4.7) 
 
Table 4.6. Error analysis 
Design 
Max Min Mean Resolution 
mv/deg % deg % deg % deg 
A 22.8 5.12 0.25 0.00 13.0 2.08 0.0352 
B 42.5 13.8 5.15 0.00 21.1 4.36 0.0114 
C 52.4 0.31 5.31 2.50 19.7 3.68 0.0459 
D 54.7 0.66 0.94 0.04 20.4 2.75 0.0143 
 
The maximum errors for each design occur at the bending angles,  = 23.2, 32.6, -0.581, and -
1.21 degree, and the minimum errors at 46.4, -15.8, -47.0, and 45.9 degree respectively. From the 
results, Design C offers the highest resolution, smallest absolute error of the angle in Max (even 
though the min is relatively large but it occurs at  = -47 degree beyond the range of the operating 
region). In addition, the error and performance of Design C are investigated in more detail. The output 
voltages are measured while the bending angle ranges from -45 to 45 deg with every 5 deg as shown 
in Fig. 4.12. The maximum error is 1.19 deg at  = -6.12. Figure 4.12 (b) shows the resolution of each 
method as the single sensing coil, computed from (4.3). The resolution of the linear model is a 
constant as 0.0919 mV/deg while the eDMP offers the maximum 0.0943 mV/deg at  = 20 and the 
minimum 0.0732 mV/deg at  = -40. Similarly, the experimental results show the maximum and the 
minimum as 0.1139 mV/deg at  = 20 and 0.07 mV/deg at  = 40 respectively. The experimental 
result shows fluctuation and asymmetry due to imperfection of the coil winding uncertainties in 
electronics. However, the resolution, in general, decreases as higher bending angle due to large 
bending and deformation of the coil.  
 
(a) Output voltage versus θ (b) Resolution versus θ 




Trajectory of a flexible nasogastric tube is demonstrated using an anatomy manikin as shown in 
Fig. 4.13 (a). Trachea and esophagus paths are abstracted using the NDI Aurora tracking device (NDI 
Medical, Canada). The overall length of the esophagus path from the nose to the area near lungs is 23 
cm and that of the trachea is 22 cm. When the intubation device reaches the throat, the trachea bends 
towards the chest while the esophagus bends towards the back. The distance between them is about 
2.5 cm, as shown in Fig. 4.13 (b), though distance could be slightly different from patient to patient. 
The navigation sensors in Fig. 4.14 are wound along the stomach tube with the length 20 cm.  Five 
excitation coils are wound and four sensing coils are between the excitation coils. Each sensor set has 
a length of 4 cm. The reconstructed path is shown in Fig. 4.15, compared with the actual esophagus 
segment and trachea. Although the discrepancy between the actual and reconstructed intubation path 
increases with the intubation length, it is about 0.5 cm near the throat area and much smaller than the 
distance between the esophagus and trachea. The navigation sensor can be applied for preventing the 
tube from being mistakenly inserted into the trachea. 
 
 
(a) Anatomy manikin (b) Intubation paths 
Fig. 4.13. Intubation paths based on an anatomy manikin. 
 
Fig. 4.14. Sensor sets on a flexible nasogastric tube. 
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Fig. 4.15. Reconstructed path. 
 
4.5 Discussion 
In this research, a novel navigation sensor using the voice coil was presented and applied to guide 
the flexible intubation tube. A set of excitation coils and inclined sensing coils were wound along the 
tube and the induced voltage on the sensor was utilized to measure the curvature of the bent tube. The 
eDMP model was applied to modeling the coils and compute the mutual inductance between the coils. 
Based on the modeling, the effective design parameters were optimized to enhance the sensing 
performance, such as the resolution for the bending angle change. The eDMP method was validated 
by comparing with the numerical simulations and experiments. It presented that the eDMP method 
shows good agreement and the sensor design is optimized. Furthermore, the experiments 
demonstrated that the navigation sensor can distinguish the paths of trachea and esophagus. It 
indicated that the voice coil sensor is capable of navigating the intubation tube. 
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5. Magnetic induction tomography 
 
5.1 Overview 
In this chapter, a MIT system is analyzed by using the eDMP model and make image for the low 
conductivity objects. The fundamental of MIT is described by a term of dipole and validated by 
comparing with experiments. The system is implemented as electronics-level and applied to imaging 
various materials. 
The eDMP method has been proposed to enhance accuracy in the near-field and compute the 
interaction between magnetic fields, such as magnetic induction, Lorentz force, and torque fast [52-
54]. In this study, the eDMP method is applied to supplement the equivalent circuit model. The 
equivalent circuit modeling is applied to identify an entire system of the MIT using Z-parameters. 
Then, the eDMP can estimate the Z-parameters, considering the properties of the objects and system 
setup. Once forward modeling is constructed, an inverse algorithm can be developed. As the eDMP 
model based on the magnetic dipole moments takes less computational effort, the ill-posed condition 
can be compensated. Conductivity in the ROI can be determined by solving the inverse of phase shift 
and image processing can be achieved [60].  
The experiments are performed to demonstrate the method is applicable to a MIT system. The 
object with uniform conductivity is applied as illustration and the effect of the object properties, the 
position, shape and conductivity, is studied since it requires high sensitivity for variation in the 
properties. Based on the results, the detailed sensitivity and resolution of the MIT system can be 
estimated. In addition, the imaging quality for characterization of the object properties, the position, 
shape and conductivity, is predicted. For the implementation, the phase domain transceiver system can 
be constructed. 
 
5.2 Modeling using eDMP 
5.2.1 Magnetic field of MIT 
In Fig. 5.1, a pair of a kth transmitter (Tx) coil (k = 1, ..., Nk) and a lth receiver (Rx) coil (l = 1, ..., 
Nl) and conducting objects are shown for the illustration of the fundamental of MIT. The ith object (i = 
1, ..., Ni) has conductivity σi and permittivity εi. As the Tx coil generates time-harmonic magnetic flux 
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where j2 = -1 and ω is the operating angular frequency. 
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The current Ii (green loop) which is caused by Ei and σi generates the secondary magnetic field Bi 
(green dashed line), whose phase is different from that of the primary field. The Rx coil can identify 
the phase shifted by the secondary field, and the phase shift depends on conductivity, relative 
orientation, and position among Tx, Rx, and the object. Thus, conductivity distribution in the ROI can 
be obtained by analyzing the phase shift. 
 
 
Fig.5.1 eDMP model of MIT. 
 
The eDMP model utilizes multiple magnetic dipole moments to describe a coil and analyze the 
magnetic field. The number, arrangement, and strength of dipole moments are optimized, considering 
the design of a coil [54]. Magnetic vector potential A, flux density B and mutual inductance between 
two coils can be computed using the dipole moments in (3.3-4) and (3.7). Fig. 5.1 shows the eDMP 
applied to the MIT. Two coils, as Tx and Rx, are modeled with the dipole moments mk (blue arrows) 
and ml (brown arrows), with current input Ik (blue curved arrow) and Il (brown curved arrow), 
respectively. Unlike Tx and Rx, the objects can take various shapes, but not that of a coil. Thus, it is 
assumed that the object comprises numerous single-turn coils. The ith object coil carrying current Ii 
has a loop with radius ri (= ||ri||) and the cross-section area Ai of coil winding. Furthermore, the loop 
is composed of a material with σi and εi. Each single-turn coil is represented as an SD moment, mi 
(green arrow).  
For the given design of Tx and Rx coils, the orientation and strength of mi can be computed using 
(5.1) and (3.4). As in (5.1), the induced field Ei in the coil of Ii becomes perpendicular to the primary 
field at the ith object, Bik, which can be assumed to be uniform within the loop area Si (= πri2), 
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where t is time; ni is the unit normal vector of Si; dri is the unit tangent vector of loop Ii; and the 
negative sign follows Lenz’s law. 
Based on the orientations of Ei and Ii, the dipole moment mi per unit Ii can be obtained as (5.3), 
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The strengths of Ii and mi can be determined as functions of σi and εi using Ohm’s law. Thus, the 
equivalent circuit model is applied to solve Ohm’s law in the objects. Furthermore, the circuit model 
can compute the phase shift considering the source of Tx and load of Rx. Fig. 5.2 shows the 
equivalent circuit model of the MIT system shown in Fig. 5.1. The coils of Tx and Rx are represented 
as the RL circuit, composed of resistance Rk, Rl and self-inductance Lk, Ll, respectively and have 
source impedance ZS and load impedance ZL. The RL circuit is used to model the ith object with 
resistance Ri and self-inductance Li. Each circuit is connected through the mutual inductances Mk,i, Mi,l, 
and Mk,l between Tx and the object, Rx and the object, and Tx and Rx, respectively. As the Tx is 
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a a aZ R j L  (a = k, l, i) (5.4b) 
where Mk,o = [Mk,1 ... Mk,Ni]T; Ml,o = [Ml,1 ... Ml,Ni] T; 
i io i N N
Z Z  I ; and Io = [I1 ... INi] T. 
The circuit parameters of the objects modeled as a single-turn coil, Ri and Li, can be computed 
using the coil design shown in Fig. 5.1. Ri is estimated with complex conductivity κi (= σi + jωεi), as 
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The self-inductance of an object is defined as the magnetic flux passing through the current loop 
area per unit current and hence, Li is obtained in (5.6), using Appendix (A.2-A.4). Finally, Zi in (5.4b) 
is expressed as in (5.7). 
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The mutual inductances in (5.4a) can be computed by substituting mk, ml, and mi in (3.5). Then, 
the impedance Z in (5.4) can be estimated using (5.2)−(5.7). As in (5.8), Vkl0 and ΔVkl are the voltages 
induced on ZL due to the Tx and objects, respectively. The phase shift by the objects, Δφkl, is obtained 
in (5.9). 
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5.2.2 Conductivity estimation of MIT 
Fig. 5.3 shows that the number of Txs, Nk, and number of Rxs, Nl, are applied to the plane ROI 
with radius RROI. The Txs and Rxs surround the ROI, with radii RT and RR, respectively. It is crucial to 
measure several effective measurements from Rxs and estimate the conductivity of the number of 
objects, Ni, minimizing the ill-posed condition. In general, a Tx is energized with various input 
frequencies, and then, the phase shift is measured at every Rx due to the object. The various fields can 




Fig. 5.3. Design of the MIT system with multiple Txs and Rxs. 
 
The mutual inductance Ml,o in the third row of (5.4a) can be neglected since the effect of the 
magnetic field from the Rx coil on the object is small as the Rx yields a relatively weak field 
compared to the Tx coil. Thus, each eddy current Ii becomes directly proportional to Mk,i and is 
expressed using admittance Yi (= 1/Zi) in (5.10).  
, ,i k i k i k i k iI j M I Z j M I Y      (5.10) 
The voltage induced from the objects to the lth Rx is a linear combination of Yi, as shown in (5.11). 
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For each Tx and Rx, the phase shift due to the admittance Yo can be expressed using the 
sensitivity matrix P.  
   tan o φ P Y  (5.13) 
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where Yo = [1/Z1 ... 1/ZNi]T; Δφ = [Δφ1RT ... ΔφNkRT]T; ΔφkR = [Δφk1 ... ΔφkNl]T; Pk,Ro l iN N ; and 
 k l iN N NP  . 
The admittance Yo can be computed by solving inverse of (5.13), using Tikhonov regularization 
in (5.14). Finally, the conductivity can be estimated in (5.15). 
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where λ is the scalar regularization parameter. 
 
5.2.3 Effect of objects on magnetic field 
The magnetic field in the ROI is initially parallel to the primary field by mi of Txs without an 
object. Once the object is placed in the ROI, the field would be changed by the secondary field 
generated by the object dipoles. The original primary field should be reflected by the secondary field, 
which can be iteratively computed to converge to a steady-state field. At the (n-1)th iteration step, the 
ith object current Iin-1 and dipole min-1 are computed by (5.4) after (5.14). Then, the secondary field and 
total field on the ith object at the nth computation, Bio,n and Bik,n, can be estimated as shown in (5.16) 
and (5.17). Consequentially, the direction of mi is rearranged according to (5.18) and the conductivity 
can be accurately updated by repeating (5.4-15). The iteration is proceeded until the dipole moments 
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Fig. 5.4. Flowchart of eDMP modeling for MIT. 
 
5.2.4 Performance estimation 
Performance of the MIT system could be estimated by conductivity and spatial resolution. The 
resolutions can be defined as the variance of the parameters per unit phase shift. Phase shift ∆φlk could 
be represented as a function including variables accounting for position xi, conductivity σi and size 
Robj.  
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Conductivity resolution (CR) is calculated as phase shift variance due to conductivity change 
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For the low conductivity materials, it is assumed that imaginary term of Yi is neglected. Then 
∂σi/∂Yi become constant, Ai/2πri.  
Similarly, spatial resolution (SR) is computed using phase shift variance as position changes with 
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Considering the minimum detectable phase shift ∆φmin, resolution for the practical system can be 
computed as the minimum variance which is capable of yielding phase shift equal to ∆φmin. ∆φmin 


















where xi = [xi, σi]. 
Minimum detectable conductivity and size are computed as phase shift equals ∆φmin. 




The performance of MIT is estimated by examining the effects of conductivity, position, and 
shape of objects. First, the numerical simulations of both eDMP and finite-difference time domain 
(FDTD) methods are conducted, and then, the results are compared to the experiment results. Each 
experiment is repeated three times for reliability. The mean and standard deviation of the results are 
presented. 
5.3.1 MIT system setup 
The MIT system is constructed for experiments with one set of a Tx and Rx, as shown in Fig. 
5.5(a), and shielded from the external magnetic field. The geometry of the system and the design of 
the Tx and Rx are detailed in Tables 5.1 and 5.2, respectively. 
Physiological saline similar to the human body fluid is applied to the object. At room temperature, 
the salt concentration is 0.9 %, conductivity is 1.6 S/m, and relative permittivity is 80. Two shapes, 
circle and square, are used as the target object to examine the effect of shape. Physiological saline 40 




(b) circle object 
 
(a) MIT system (c) square object 
Fig. 5.5. Picture of MIT setup. 
 
Table 5.1. Geometry of the MIT System 
RT (cm) 7.6 
RR (cm) 5.6 
RROI (cm) 5.0 
 
Table 5.2. Coil design 
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 Tx Rx 
Radius (cm) 1.0 1.0 
Height (cm) 2.0 1.0 
Number of turns 60 18 
Diameter of wire (mm) 0.3 0.5 
Resistance (Ω) 0.5 0.2 
Inductance (μH) 20 8.5 
 
The experimental setup for the measurement is represented by the block diagram shown in Fig. 
5.6. The NI pxie-5632 vector network analyzer (VNA) is used to measure the S-parameters of the 
device under test, with bandwidth of 300 kHz to 8.5 GHz.  
 
 
Fig. 5.6. Block diagram of the MIT system. 
 
5.3.2 Simulation 
The FDTD method is used to estimate and compare the performance of MIT. Unlike other 
numerical methods based on the frequency domain, FDTD is simulated in time domain based on the 
partial differential form of Maxwell’s equations, so that a wide range of frequencies can be calculated 
simultaneously. FDTD has been applied to a range of systems, from ultralow frequency to visible light, 
due to the advantage of time-domain simulation and effectiveness.  
Fig. 5.7(a) and (b) show that FDTD is applied to the MIT system in Fig. 5.5(a) and a square ROI 
of 28.8 cm  28.8 cm  15.8 cm is divided by 204, 204, and 74 cells in the x-, y-, and z-axes, 
respectively. At the end of each axis, eight lines of the perfect matched layer are placed for absorbing 
the boundary condition. As the method requires a large computational resource due to the enormous 





(a) 3D view (b) x-y plane 
Fig. 5.7. FDTD model of the MIT system. 
 
Similarly, the eDMP method is applied in Fig. 5.8(a) based on the coil design in Table II. In Fig. 
5.8(b), the magnetic field generated by Tx is compared to that generated by FDTD for validation. In 
Figs. 5.8(c) and (d), the magnetic flux density B per current along the central axis of the Tx and Rx is 
computed, 10 cm from the surface of the coil, and the eDMP is compared with the FDTD. The mean 
discrepancy between the eDMP and FDTD is 0.0013 and 0.0044 mT. 
 
  
(a) eDMP model of a coil (b) FDTD model of a coil 
  
(c) ||B|| of Tx (d) ||B|| of Rx 
Fig. 5.8 Comparison of eDMP and FDTD. 
 
For the object modeling, the triangular distribution of object dipoles is used, since it can 
effectively account for various object shapes. Thus, object dipoles are arranged to form uniform 
regular triangles. Then, the following dipole parameters should be determined: ri, Ni, and Ai. ri in (5.3) 
can be set as half the length of the triangle to prevent overlapping between nearby dipoles. Ni should 
be large enough to describe the object shape and the primary field in the ROI. However, an 
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excessively large Ni increases the computational effort. Fig. 5.9 (a) shows that the total induced 
voltage in the plane ROI per unit Tx current converges as Ni increases. It is confirmed that the number 
larger than 1000 results in steady computation. Considering the computation resource, Ni is set as 
1270 and ri is set as 3 mm. It is difficult to estimate Ai accurately since the eddy current in the objects 
cannot be observed directly. But Ai can be removed by normalizing phase shift. Finally, the eDMP 
model of the MIT system in Fig. 5.5 (a) can be presented in Fig. 5.9 (b-c), where single arrows 
indicate orientation of the coil. The object dipoles corresponding to the saline in Fig. 5.5 (b) are 
represented as pink circles. Phase shift in the model can be computed using (5.13). In Fig. 5.9 (d), the 
phase shift, varying the Rx azimuth angle from -180 to 0°, is validated by comparing with other 
methods: the eDMP method including the mutual inductances between objects, Rxs and objects, in 
(5.4) and FDTD method. The phase shift in the results is normalized to the maximum of each result 
for comparison. It yields mean discrepancy 0.00003 with the eDMP including every term and 0.0096 




(a) Induced voltage in the ROI (b) x-y plane 
 
(c) 3D view (d) Comparison of phase shift 
Fig. 5.9. eDMP model of the MIT system. 
 
The operating frequency should be considered to enhance the system performance. The 
maximum allowable frequency for MIT is 30 MHz, due to β-dispersion in the living tissue, whereas 
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increasing the frequency can amplify the phase shift, as shown in (5.13). In addition, the impedance of 
Tx is proportional to the frequency, as shown in (5.4b), and the increment in Tx impedance can reduce 
the SNR. Impedance matching can reduce the impedance at the specific frequency. The Rx circuit can 
be ignored because the phase shift does not depend on Il in (5.13). Thus, for the design of a Tx coil in 
Table 5.2, the Tx circuit is tuned to operate at 24 MHz. 
 
5.3.3 Effect of conductivity variation 
In the human body, conductivity varies from 0.02 to 1.5 S/m. Blood conductivity is 1.14 S/m, 
muscle is 0.64, skin is 0.29, and bone is 0.02 [61]. Thus, the conductivity resolution of MIT should be 
high enough to determine the type of tissues. The MIT system is set in Fig. 5.10 (a). The circular 
object is placed at (0.01, 0) m, varying the conductivity within the range of human tissue, from 0.2 to 
1.6 S/m. The trend in the phase shift due to conductivity variation is consistent in every setup; thus, 
without loss of generality, the result can be taken in other setups. In Fig. 5.10 (b), the experimental 
result is normalized with respect to a point at 1.6 S/m and compared to the simulation results, yielding 
a mean error of 0.0341 with eDMP and 0.3849 with FDTD. For low conductivity (< 0.8 S/m), the 
phase shift increases with the conductivity. However, for a conductivity above 0.8 S/m, the phase shift 
decreases. In (5.4-4b), high conductivity reduces Ri, and then, self-inductance jωLi becomes dominant 
in Zo and the phase shift decreases. In FDTD, the phase shift is linear as the conductivity increases, 
because only resistance is considered. It is confirmed that the conductivity can be estimated from the 




(a) Design (b) Result 
Fig. 5.10. Phase shift as conductivity changes. 
 
5.3.4 Effect of position 
Phase shift, as the object position, indicates the spatial accuracy and resolution. In Fig. 5.11 (a), 
the system design is shown to move the object from -0.02 to 0.02 m, along the x-axis. The 
experimental result is compared to the simulation result in Fig. 5.11 (b), yielding a mean error of 
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0.0086 with eDMP and 0.0260 with the FDTD method. As the position changes from 0 to 0.02 m, the 
phase shift increases, and then, the position becomes distinguishable. However, within (-0.02-0) m, it 
is difficult to determine the position because the sensitivity in (5.13) is uniform within the region. 
Arranging the Tx and Rx on a symmetrical position can improve the spatial resolution in the region. 





(a) Design (b) Result 
Fig. 5.11. Phase shift as object moves. 
 
The relative position between the Tx and Rx can achieve the same performance as that obtained 
using multiple Txs and Rxs, as shown in Fig. 3. Thus, the Tx is placed at every 90° (Nk = 4) and the 
Rx is arranged every 5°, from -90° to 265° (Nl = 72). In total, 288 phase shifts are acquired in the 
system. The circular object is placed at (0, 0.01) m and the eDMP model of the circle is shown in Fig. 
5.12 (a). The phase shifts are arranged in Fig. 5.12, at (b) Tx1, (c) Tx2, and (d) Tx4, and normalized 
with respect to the maximum in Fig. 5.12 (b)−(d). The result at Tx3 is excepted since it is symmetrical 
to that at Tx1. The mean errors are listed in Table 5.3. In the simulation results, there are sharp peaks 
and discontinuities, such as Rx azimuth 150 and 210° in Fig. 5.12 (b), 60 and 120° in Fig. 5.12 (c). As 
an Rx coil is arranged perpendicular to the primary field, Mk,l in (5.13b) becomes small which result in 
discontinuities. In the experiments, the peaks are not observed because there is a bias voltage on Rx. 
Except for the few points, the phase shift is shown clearly as Txs and Rxs change. In addition, the 
position of the object can be characterized in the results. For example, the maximum phase shift in Fig. 




(a) eDMP model (b) Tx1 
  
(c) Tx2 (d) Tx4 
Fig. 5.12. Phase shift with multiple Txs and Rxs. 
 
Table 5.3. Mean Error of Simulations in Fig. 5.12 
Figure (b) (c) (d) 
eDMP 0.0528 0.0656 0.0669 
FDTD 0.0749 0.0675 0.0774 
 
 
5.3.5 Effect of object shape 
Various shapes of a target object are required to characterize the type of tissues with similar 
conductivity. Fig. 5.13 (a) shows the eDMP model with the square object in Fig. 5.5 (c) placed at (0, 
0.01) m to compare to the circle Fig. 5.13 (b)−(d) presents the results, yielding the mean errors as 
listed in Table 5.4. The phase shift in Fig. 5.13 is similar to that in Fig. 5.12, and has sharp peaks. 
Nevertheless, several differences are observed; the phase shift in Fig. 5.13 (b) has a higher gradient 
and sharper maximum than that in Fig. 5.12 (b). In addition, in Fig. 5.13 (d), the phase shift shows a 
blunt shape at the maximum, while the result of circle is sharp in Fig. 5.12 (d). It is confirmed that the 




(a) eDMP model of square (b) Tx1 
  
(c) Tx2 (d) Tx4 
Fig. 5.13. Phase shift for square. 
 
Table 5.4. Mean Error of Simulations in Fig. 5.13 
Figure (b) (c) (d) 
eDMP 0.0554 0.0470 0.0704 
FDTD 0.0789 0.0970 0.0872 
 
5.3.6 System analysis 
The MIT system in Fig. 5.5 is analyzed to estimate its performance in detail. As the given setup 
measure 288 data for phase shift, phase shift in (5.23) uses the maximum phase shift. Minimum 
detectable phase shift of the system is 0.5 deg. Fig. 5.14 (a) shows the eDMP models to compute 
resolution with respect to object position. A Tx and Rx are arranged to face each other for acquiring 
the maximum phase shift. The cylinder object with conductivity 1.6 S/m and radius 1 cm is moved 
from 0 to 0.038 m to compute the resolution. Fig. 5.14 (b-d) presents the phase shift, CR and SR as 
the object position changes. CR is similar as the inverse of phase shift and SR is the inverse of its 
gradient. Considering ∆φmin, an object with 1.6 S/m conductivity and radius 1 cm can be detected at 
larger than 0.01 m. At the point, CR is 1.4 S/m and SR is 0.03 m. Maximum CR and SR are 0.31 S/m 




(a) eDMP model for object position (b) Phase shift as position changes 
  
(c) CR as position changes (d) SR as position changes 
Fig. 5.14. Resolution as position changes. 
 
Fig. 5.15 (a) shows the object is placed on (0, 0.01) m, as Fig. 5.12 (a), and the radius increases 
from 1 to 3 cm. Phase shift and CR increase by the square of the radius increment. The object in Fig. 
5.5 (b), with diameter 5.6 cm, has CR 0.22 S/m and SR 5 mm.  
 
  
(a) eDMP model for object size (b) Phase shift as position changes 
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(c) CR as object size changes (d) SR as object size changes 
Fig. 5.15. Resolution as object size changes. 
 
The effect of conductivity change is investigated as the object with diameter 5.6 cm is placed on 
(0, 0.01) m. Fig. 5.16 shows the eDMP model and the analysis results. CR decreases as conductivity 
increases from 0.2 to 1.6 S/m. SR shows the same tendency as phase shift in Fig. 5.10. As 
conductivity is 0.8 S/m, SR is minimum, 4 mm. For the given object in Fig. 5.5 (b), the analysis 
presents the same resolution as Fig. 5.15 and it indicates the object position and shape larger than 5 
mm can be detected. 
 
  
(a) eDMP model for conductivity (b) Phase shift as conductivity changes 
  
(c) CR as conductivity changes (d) SR as conductivity changes 
Fig. 5.16. Resolution as conductivity changes. 
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5.3.7 Image reconstruction  
The image reconstruction can be achieved by solving the inverse in (5.14), using the results in 
Fig. 5.12 and 5.13. Considering that large Ni causes an ill-posed condition, in Fig. 5.17 (a) and (b), the 
object dipoles of the eDMP models are rearranged as ri is 4.5 mm and Ni is 456. True images are 
shown in Fig. 5.17 (c) for the circle and (d) for the square. Fig. 5.17 (e)−(f) is based on the eDMP 
simulation and Fig. 5.17 (g)−(h) shows the experimental results. In Fig. 5.17 (f), Tikhonov 
regularization coefficient in (5.14) is computed from the circle as a reference object for calibration 
and the corresponding coefficient is applied to the square in Fig. 5.17 (h). The final images are scaled 
to the absolute value for comparison. The simulation images show that the position and conductivity 
of the object corresponds with that of the true image and the object shape is distinguishable. But the 
results have the same resolution as that of the eDMP model shown in Fig. 5.17 (a)−(b), and thus, show 
coarser resolution than those of the true and experimental images. In the experimental images, the 
position of the objects corresponds with that of the true image. But conductivity is not uniform due to 
the measurement error in Fig. 5.12. The object shape is characterized: the circle in Fig. 5.17 (g) 
maintains curvature uniformly but has a smaller size than the true image. In Fig. 5.17 (h), the square 
has four edges, but the aspect ratio is less than one. 
 
  
(a) eDMP model of circle (b) eDMP model of square 
  
(c) True image of circle (d) True image of square 
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(e) Simulation results of circle (f) Simulation results of square 
  
(g) Experimental results of circle (h) Experimental results of square 
Fig. 5.14. Imaging results with ri = 4.5 mm. 
 
The image resolution can be improved by increasing the object dipoles in the vicinity of the 
object. In Fig. 18 (a) and (b), the eDMP models with ri reduced from 4.5 mm to 3 mm are shown. In 
addition, dipoles 4 cm away from the object center are eliminated to improve the ill-posed condition. 
Thus, 995 dipoles are applied to describe the object shape. Consequently, the simulation results in Fig. 
18 (c) and (d) show higher resolution than those in Fig. 17 (e) and (f). The experimental results are 
shown in Fig. 18 (e) and (f). The circle in Fig. 18 (e) is distorted more than that in Fig. 17 (g), but its 
size grows similar to the true image in Fig. 17 (c). In Fig. 18 (f), the aspect ratio of the square 
becomes one. Eventually, the results show that the MIT using the eDMP can be applied to reconstruct 




(a) eDMP model of circle (b) eDMP model of square 
  
(c) Simulation results of circle (d) Simulation results of square 
  
(e) Experimental results of circle (f) Experimental results of square 
Fig. 5.18. Imaging results with ri = 3 mm. 
 
5.4 Multi-channel MIT 
5.4.1 Phase-domain MIT transceiver 
The system in Fig. 5.5 comprises a single coil set and uses a massive instrument for data 
acquisition. That kinds of systems are hard to make a device portable. Thus, MIT transceiver using a 
phase-locked loop (PLL) and a phase-domain sigma-delta modulator (PD-ΔΣM) has been proposed to 
construct portable and low power system [62]. Fig. 5.19 shows a block diagram of the MIT 
transceiver system. The PLL is capable of sweeping frequency. The PD-ΔΣM acquires analog data of 




Fig. 5.19. Block diagram of MIT transceiver [62] 
 
5.4.2 Multi-channel MIT system 
The MIT transceiver system is constructed to implement the multi-channel MIT system. As 
shown in Fig. 5.20 (a), a MIT transceiver board comprises a chip for the phase domain computing, 
Mux for multi-channel measurement, power generator for a Tx, and Bluetooth connection for wireless 
data acquisition. 18650 Li-ion battery is used to input power. The board generates 1.5 MHz square 
wave with 3 V amplitude. Mux is capable of connecting 10 channels and has 70 ohms. Minimum 
voltage is 50 mVpp and maximum voltage is limited as 2 Vpp. Minimum detectable phase shift, ∆φmin 
is 0.1 deg. Based on the specification of the board, coils of the MIT system are designed. Fig. 5.20 (b) 
shows a Tx and a total of 7 Rxs are installed every 30 deg, considering the number of channels of 
Mux and size of the system. The circular ROI has 3 cm radius and Tx is designed to yield voltage 
larger than voltage limit. Detailed geometry is written in Table 5.5 and coil designs are in Table 5.6. 
Impedance matching for 1.5 MHz frequency is achieved at each coil considering voltage limit of the 
board. Tx is connected to 104 pF and Rx have 168, 221, 271, 276, 271, 221, 168 pF, from channel 1 to 
7. As the transceiver system is constructed, the phase shift of each Rx could be measured 




(a) Transceiver board 
 
(b) Experimental setup 
Fig. 5.20. Experimental setup of multi-channel MIT transceiver. 
 
Table 5.5. Geometry of system  
RT (cm) 5.0 Nk 24 
RR (cm) 5.1 Nl 7 
RROI (cm) 3.0   
 
Table 5.6. Geometry of coils  
 Tx Rx 
Radius (cm) 2.0 1.0 
Height (cm) 2.0 2.0 
Number of turns 60 60 
Diameter of wire (mm) 0.3 0.3 
Resistance (Ω) 0.5 0.5 
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Inductance (μH) 109 42 
 
Fig. 5.21 shows the system is represented as the eDMP model for sensitivity analysis. The object 
dipoles are placed with 1 mm distance and 2275 dipoles are applied to compute phase shift and 
resolution accurately. There are three planes of object dipoles to describe the volume of the object. 
 
  
(a) eDMP model of circle (b) eDMP model of square 
Fig. 5.21. eDMP model of MIT transceiver. 
 
5.4.3 System validation and analysis 
Due to frequency limitation of the MIT transceiver system, it should be applied to the high 
conductivity materials. In this research, a carbon rod is utilized to detect the crack on the carbon rod. 
Fig. 5.22 (a-b) shows the carbon rod with diameter 2.5 cm, thickness 1 mm and conductivity 3e5 
S/m and the phase shift result It is placed on the center of the ROI. Phase shift for the 7 Rxs is 
compared to the eDMP simulation for validation, yielding mean error 0.49 deg. Each measurement is 
repeated three times for reliability and the standard deviation of the measurements yields average 0.08 
deg. Due to symmetricity, phase shift is same as the system is rotated, and then image can be 
reconstructed. Fig. 5.22 (c-d) shows the true image and experimental image. In the experimental 
imaging, the carbon rod is expressed as a solid circle while the true image shows a thin rod. 
 
 
(a) Carbon rod (b) Phase shift  
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(c) True image (d) Experimental image 
Fig. 5.22. Imaging results of carbon rod. 
 
Sensitivity for the given system setup could be analyzed to estimate the detection capability of 
the system. It is based on the phase shift results in Fig. 5.20 (b), using (5.19-23). As the object 
conductivity is uniform as 300 kS/m, the analysis is applied to estimate the effect of the object 
position and size.  
Fig. 5.23 shows the analysis as object size, radius of the rod in here, increases from 0.5 to 2.5 cm, 
with thickness 1 mm. The object with carbon conductivity is placed on the center of the ROI to extend 
the radius as long as possible. The 4th Rx is utilized, since the Rx in the geometry yields the maximum 
phase shift. For the radius of the given carbon rod, 1.25 cm, spatial resolution is 1.8 mm. It indicates 
the shape and position deformation, such as squeezing and crack, larger than 1.8 mm can be detected 
for the system. 
 
  
(a) eDMP model for object size change (d) Phase shift as object size changes 
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(c) CR as object size changes (d) SR as object size changes 
Fig. 5.23. Analysis as object size changes. 
 
Fig. 5.24 shows the effect of the object position. As shown in Fig. 5.24 (a), an object with Robj = 
0.5 mm and σ0 = 3*105 S/m is placed on the position along y-axis from 0 to 0.028 m. Fig. 5.24 (b-d) 
present the effect of position as the phase shift and resolution. SR decreases rapidly as the object 
become closer to Tx and Rxs, while CR is reduced slowly since SR is a function of the gradient field. 
Considering ∆φmin, the object can be detected over the position 0.019 m. As shown in Fig. 5.23, the 
bigger object then 0.5 mm can be detected under the position. It also indicates the geometrical defect, 
such as a hole and crack, with 1 mm size, cannot be detected within the region. 
  
(a) eDMP model for position change (b) Phase shift as object size changes 
  
(c) CR as position changes (d) SR as position changes 
Fig. 5.24. Analysis as position changes. 
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Considering the application for the crack detection, the effect of the crack size on the system is 
investigated. Fig. 5.25 (a) shows the eDMP model with a crack on the carbon rod in Fig. 5.22 (a). The 
arrangement which the coils are aligned to the crack is set to ∆φ0 and the system rotates 90 deg for 
∆φ0 is ∆φ90. As ∆φ90 causes the maximum difference in phase shift with ∆φ0, the phase difference 
between ∆φ0 and ∆φ90 is computed to estimate the detection capability according to the size of crack. 
As shown in Fig. 5.25 (b), the phase difference is proportional to the crack size as it increases form 
0.2 mm to 5.4 mm. Considering 0.1 deg ∆φmin, the crack size larger than 1.7 mm can be detected in 
the MIT transceiver system with the given geometry of the carbon rod. 
 
  
(a) eDMP model of cracked rod (b) Phase difference as crack size changes 
Fig. 5.25. Analysis as crack size changes. 
 
5.4.4 Application: Carbon crack detection 
A crack occurs on the carbon rod in a straight line and three sizes, 1, 2.5 and 5 mm, are attempted. 
Fig. 5.26 shows the cracked rod and the imaging results of the crack detection. Due to crack, the 
circles are cut at the position of crack. 
 
 




(c) Crack 2.5 mm (d) Imaging of 2.5 mm crack 
 
 
(e) Crack 5 mm (f) Imaging of 5 mm crack 
Fig. 5.26. Imaging results of carbon crack detection. 
 
The part of crack is focused in Fig. 5.27 and both normal and cracked rod are compared. It is 
presented that 1 mm cracked rod has little difference with the normal rod, since the spatial resolution 
of the system is larger than 1 mm. In Fig. 5.27 (c-d), the gap with the normal circle is shown and 
grows as much as the size of the crack. It presents that the MIT transceiver system is capable of 
detecting a crack in the shape, comparing the reference. 
 
  
(a) Normal (b) 1 mm 
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(c) 2.5 mm (d) 5 mm 
Fig. 5.27. Crack imaging. 
 
5.5 Application: Egg imaging 
An egg is a living cell, containing two different conductivity objects, yolk and white. As shown in 
Fig. 5.28 (a), the yolk is suspended by a string and surrounded by the white. It has conductivity about 
0.3 S/m while albumen is 0.7 S/m at room temperature, due to fatty acid and water. The egg contains 
white 33 g and the yolk 17 g. Detailed geometry of egg is presented in Table 5.7. The similar MIT 
system in Fig. 5.5 (a) is used for egg detection as shown in Fig. 5.28 (b)-(d). RTx is reduced to 5.5 cm 
in order to increase SNR and Rxs with azimuth angle -30 to 210 deg are used to acquire the effective 
data. The egg in a plastic case is placed on the origin of the ROI. The object dipoles are distributed 
with ri = 2 mm and Ni = 439 per plane. 
 
 
(a) Geometry of egg (b) Picture of egg 
  
(c) eDMP model in x-y plane (d) eDMP model in 3D view 
Fig. 5.28. Setup for egg imaging. 
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Table 5.7. Geometry of egg 
l1 (cm) l2 (cm) l3 (cm) R1 (cm) 
2.3 2.1 2.2 1.0 
 
Fig. 5.29 shows the phase shift results and the reconstructed images of the egg. Mean error of the 
total phase shifts is 0.0507. The experimental image presents the shape of the egg but the yolk is not 
characterized, due to lack of resolutions, while the simulation imaging in Fig. 5.29 (b) indicates the 
position and shape of the yolk. It is challenging to observe the yolk, since the signal from the white is 
more dominant than that of the yolk. The size of the egg in Fig. 5.29 (c) is smaller than the geometry 
in Table 5.7 since the cross-section of the egg changes along the z-axis. But it indicates that the MIT 
system can be used to detect a living cell.  
 
 
(a) Phase shift of egg 
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(b) Simulation (c) Experiments 
Fig. 5.29. Experimental results of egg. 
 
5.6 Discussion 
In this study, a MIT was developed using the eDMP method for modeling and applied to detect 
target objects with various conductivity. The eDMP method utilized several dipoles for the objects to 
estimate the magnetic coupling between the coils and objects. The equivalent circuit modeling was 
applied to analyze the phase shift in the MIT system, considering the object properties. An inverse 
algorithm was applied using Tikhonov regularization. The phase shifts in the experiments, eDMP and 
FDTD numerical method were compared. The results showed good agreement as the conductivity, 
position, and shape of the object were changed. The sensitivity and resolution of the proposed system 
were estimated. Images were reconstructed and refined to present the properties of a circle and a 
square. It is expected that the eDMP method contribute to develop an MIT system and achieve better 
performance. Furthermore, the MIT transceiver system was implemented with automatic 
measurement and wireless data acquisition. The system observed the crack on the carbon rod and 
demonstrated the system could be portable. Finally, imaging egg is achieved and the MIT system 





6. Conclusion and open issue 
 
6.1 Achievement and contribution 
In this research, a method analyzing and controlling magnetic field was proposed to develop the 
magnetic biomedical devices using the dipole model. The two illustrative applications, navigation 
sensor for a tube and magnetic induction tomography were investigated. The navigation sensor 
reconstructed a path of the tube and MIT generated the tomographic image of low conductivity 
objects. The detailed achievement contribution is summarized as below: 
[Chapter 3] 
The eDMP method which is originated from the dipole model was developed to compute the 
time-varying magnetic field of EMs, including mutual inductance. Unlike single dipole model, the 
method can be applied to EMs with various designs. It was demonstrated by modeling cylinder coils 
with different aspect ratios and tapered coils with different slant angle. In case of the taper coils, they 
were treated as a summation of the cylinder coils. The modeling results were compared to 
experiments and the other modeling method: analytical method, numerical method (COMSOL). As a 
practical illustration, it was applied to modeling TMS coil with three designs and analyzed attenuation 
rate in the ROI. The best design according to the penetration depth could be determined. The eDMP 
model was used inversely to control the magnetic field. In the circular ROI, strength and orientation 
of the field were constructed as desired by modulating position, orientation, and strength for a set of 
the EMs. Practical limitation, such as maximum input power was considered. Controllability of the 
method was verified through the experiments for various models, changing strength and orientation of 
the field. The method was utilized to achieve magnetic locomotion for capsule endoscope. A capsule 
holding PMs took translation and rotation as desired.  
[Chapter 4] 
A navigation sensor was proposed for an intubation tube since the tube could make perforation 
during inserting tube, due to sharp curve at throat area. It utilized that mutual inductance between two 
coils changes as their relative orientation vary. Exciter coil and sensing coil were alternately wound 
along the tube to track the path of the tube and sensing coils were slanted to distinguish the symmetric 
position. The eDMP model was used to compute mutual inductance analyze the system. Based on the 
modeling, design of the navigation sensor was determined to enhance resolution for orientation angle, 
considering practical usage. Both modeling and design are validated by comparing with experiments 
and numerical simulations (COMSOL). Finally, it was presented that the navigation sensor could 
measure orientation at the sharp curve in throat and reconstruct the path of tube. 
[Chapter 5] 
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A novel approach to analyze the magnetic field of MIT using magnetic dipoles and a lumped 
parameter model was presented. MIT is a medical imaging technique imaging conductivity of target 
objects. It has a problem of inferior performance due to the nonlinearity, low SNR, and ill-posed 
condition in inverse problem. The eDMP model and a lumped parameter were used to solve the 
forward and inverse problem of MIT system. The method was validated through experiments, varying 
the modeling parameters, and the results were compared to numerical method using FDTD. It was 
demonstrated that the system can characterize conductivity, position and shape of the target object. 
The MIT transceiver system was constructed for automatic measurement and data acquisition. Images 
for the saline water and carbon rod were reconstructed. Comparing the normal image, anomality in the 
shape were observed. Finally it was used to imaging a living cell. The MIT was implemented as a 
system and reconstructed images for various materials. 
 
6.2 Open issue 
There are several open issues which require continuous investigation for implementation of the 
devices. Open issues of each chapter are listed below: 
[Chapter 3] 
Magnetic field modeling and applications in this research was conducted in the magnetic near 
field with time-harmonic property. The far field cause wave propagation delay which depends on the 
position. Modeling the far field with higher frequency will be investigated. In addition, the system 
with irregular motion, such as MRI, requires time-domain analysis. It can be achieved by modifying 
the modeling equation as a function of time. 
[Chapter 4] 
In this research, navigation of the sensor was performed in a 2D plane. Considering the practical 
environment of a patient, navigation in 3D should be achieved. Then, the real-time navigation system 
displaying 3D path will be implemented and contribute to prevent some injury. 
[Chapter 5] 
It is demonstrated that the MIT system is capable of detecting low conductivity materials using 
the eDMP model and the multi-channel MIT transceiver system is constructed. As a future work, the 
MIT transceiver system should be developed to detect low conductivity materials for medical usage. 
Imaging multiple objects with various conductivity will be performed to adjust to the practical tissue 
of human body. A target object would be developed from meat, animals to human. Some practical 
accidents can be simulated, such as cerebral hemorrhage, using the manikin and artificial blood. 
Furthermore, various types of sensors can be utilized. For example, a gradiometer and a 
superconducting quantum interference device (SQUID) provides the higher sensitivity than a coil 





The magnetic mutual induction in (4.2) is nonlinear and can be linearized in (4.3) by the eDMP 
method, detailed in A.1. 
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[Chapter 5] 
The magnetic flux density in (5.6) can be converted to vector potential Ai on the loop of Ii, as 
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