I. INTRODUCTION
N OWADAYS, the real-time three-dimensional (3-D) graphics are one of the attractive applications for mobile systems [1] . As 3-D graphics are becoming more and more familiar to people, there have been increasing demands for high-quality graphics for new applications such as avatar, advertisement, and games. Many 3-D graphics processors have been studied [1] , [2] to meet these requests. The mobile system has low resolution and a smaller screen size than a PC system. However, the mobile system also has limited resources in terms of CPU performance, memory capacity, and battery energy. Most mobile systems use low-power 32-bit processors such as ARM or MIPS, and the fixed-point arithmetic units have been used for lower power consumption since they consume less power than floating point units [2] .
The 3-D graphic processors require heavy arithmetic calculations like division, reciprocal, square-root, square, and powering operations in contrast to general processors. Fig. 1 shows the percentage of processing time of 3-D graphics rendering pipeline, and the heavy arithmetic functions take 83% of the total processing time [3] . Of course, these functions consume most of the computing power because they use most of the clock cycles in the real time 3-D graphics systems. Also, for the low power consumption, the clock cycles of these complex functions should be reduced as much as possible. Manuscript The logarithmic number system (LNS) has been studied to simplify arithmetic computations for lower computation complexity, high computation speed, and small gate counts [5] - [13] . Although there is conversion overhead from integer to logarithm or logarithmic to integer, the overhead is much smaller than that of conventional computation hardware. For this reason, there were trials to use the LNS for DSP applications [5] , [6] . However, they performed the addition and subtraction operations in a nonlinear function like LNS, which make them more complicated and result in slow operation speed and high power consumption.
Since Mitchell introduced the binary logarithmic converting algorithm [7] , the linear approximation algorithms for logarithmic arithmetic have been studied to minimize error in hardware implementation [7] - [11] . In the approximation methods, typically sizable errors occur during logarithmic and antilogarithmic converting. However, their operation errors have not been carefully examined in relation to the real applications. Although many approximation methods have been proposed for error reduction, their errors are still too large to be used for 3-D graphics systems. In this paper, we propose a new algorithm to reduce the logarithmic converting error and antilogarithmic converting error. In addition, we propose a logarithmic arithmetic unit with reduced hardware complexity by controlling its number range for fixed-point 3-D graphics applications while its speed and power consumption are improved. It can reduce the area and the power consumption to be suitable for mobile application. Moreover, a hybrid method that performs complex operations in LNS and simple addition/subtraction operations in fixed-point number systems is proposed for simple implementation of arithmetic functions with low cost. The proposed 32-bit logarithmic arithmetic unit is verified by fabrication and measurements of the real chip, and later its detail design and measurement results will be explained.
The organization of this paper is as follows. The proposed 32-bit logarithmic arithmetic unit will be discussed in Section II. In addition, in this section, the small error logarithmic and antilogarithmic conversion algorithms will be 0018-9200/$20.00 © 2006 IEEE described. The evaluation results will be shown in Section III, and implementation results and measurement results will be explained in Section IV. Finally, the conclusion of our work will be summarized in Section V.
II. 32-bit LOGARITHMIC ARITHMETIC UNIT (LAU)

A. 32-bit LAU
The LAU computes the complex functions such as multiplication, division, and square-root operations by using only simple addition, subtraction, and shift operations. When and , Table I summarizes the normal operations and their equivalent logarithmic operations. Contrary to complex functions, simple addition and subtraction operations need more complex nonlinear computations in LNS. In this study, we combine two different number systems into a unified arithmetic unit for better performance: simple addition/subtraction in a fixed-point number system and complex functions in LNS.
The top architecture of the proposed LAU is shown in Fig. 2 . The unit is composed of two binary logarithmic converters (LOG2s) in the first stage, a simple calculation unit (SCU), and a binary antilogarithmic converter (EXP2) in the second stage. The SCU is composed of an inverter, an adder/subtracter (ADD/SUB), and a barrel shifter (BSH). and are the operand for the LAU.
decides the number range of each computation, and selects the required operation. LAU is pipelined for fast operation at a high clock frequency. Since the logarithmic converter takes a longer time than the exponential converter does, the SCU is located in the second stage to distribute the time budget to each pipeline stage evenly. Thus, the LAU performs the functions given in Table I in two cycles except for the powering operation . Further explanation on the powering operation will be given in Section III. In addition, if single operand computations like square-root operation are performed, the second logarithmic converter is turned off by the clock gating to reduce the power consumption.
Usually, there are two reasons why the fixed-point number system is used instead of a floating-point number system [2] . First, the hardware architecture of the fixed-point arithmetic is much simpler than that of the floating-point arithmetic because the fixed-point arithmetic uses only integer datapath. Second, the fixed-point system can operate at higher clock frequencies. Each stage of the 3-D graphics pipeline requires its own number range for accuracy optimization. Therefore, the programmable number range which can vary the number range dynamically is necessary even if the fixed-point arithmetic is used for the flexibility of the number system hardware. The variable number range is denoted as Qm.n, where "m" is the number of bits representing the integer part and "n" is the number of bits representing the fractional part. Fig. 3(a) shows the details of the number format of Qm.n. The LAU supports the programmable number range of which input and output interfaces are varied by the external 5-bit input . However, the internal number range of LAU is fixed to Q6.26. as shown in Fig. 3(b) , to reduce the calculation complexity and latency. After LAU calculation, the output number range is modified to Qm.n. which is suitable to the programmer's convenience and the number system compatibility. Since the 32-bit fixed-point input range can be , which is equivalent to , 6 bit are needed to represent the 2's complement signed integer value. The six most significant digits of represent the integer part and the remaining 26 bits represent the fractional part.
B. Logarithmic Converter Block
In general, the piecewise interpolation methods were used in the binary logarithm conversion algorithms [7] - [11] . They usually used 2-6-region piecewise-linear methods. Their error ranges are shown in Table II , and the minimum error with number range of Q32.0 is 0.31% [7] - [11] . In this study, we divide the fraction part into eight regions to further reduce its error rate and use the straight linear interpolation in each region. Fig. 4 shows the proposed algorithm which tracks the exact value much better than Mitchell's [7] and Hall's [10] methods do.
The binary logarithmic conversion algorithm was first presented by Mitchell [7] . The modified logarithmic conversion algorithm can be summarized as follows.
Let be a fixed-point 32-bit input which has the variable number range of Qm.n. Its value can be written as (1) where is the characteristic value of the logarithm in Mitchell's equation [7] and is the number range decision value. Executing the variable number range operation, the characteristic value is replaced by the new value of , which is equal to . is the fraction parts in the range [0, 1] located on the right-hand side of the leading bit. Taking the binary logarithm for both sides of (1), the following equations can be obtained: where is the fractional part after the binary logarithmic conversion. This term is calculated by piecewise interpolation represented in (3). and are the coefficients which have 7-and 10-bit resolution, respectively, and decide the slope of the piecewise-linear interpolation. Since the fractional part is divided into eight regions, eight different coefficients are necessary for eight regions. Each coefficient is obtained through fitting (3) to the real value by varying and in order to reduce the complexity because they have a direct effect on the hardware implementation. Since the coefficients are the fraction numbers with powers of two as their denominators, they can be calculated by only shifters and adders. When defining the coefficients, the error range should be considered as well. Table III shows the  optimized values of and . Fig. 5 shows the proposed architecture of the logarithmic converter block. is an operand to be converted into the logarithmic number, and is the number range selection bit. The logarithmic converter block is composed of 32-bit count leading zero (CLZ), BSH, a characteristic generator (CGen), and fractional part generation block (FPGen). The variable input number range Qm.n. is modified to the fixed number range of Q6.26. at the end of the logarithmic converter. The CLZ block calculates the number of the leading zero bits of the input. The five bits of the CLZ block output decide the characteristic value and the amount of shift value of BSH. BSH converts the input number range of Qm.n. to Q6.26. After shifting operation, the fractional part is generated by the FPGen block and the characteristic part is generated by the CGen block. The above two values are combined to give the logarithmic conversion result.
Since the delay time of FPGen is the longest, it is important to optimize the FPGen to get the high operating frequency. The detailed architecture of the proposed FPGen is shown in Fig. 6 . FPGen generates the approximated fractional value of (3) and Table III . It is implemented by a hardwired shifter, MUX, carry save adder (CSA), and carry propagating adder (CPA). is the original fractional part value and is the modified value. is the approximation coefficient and are selection bits made by the three most significant bits of . , , and are compensation values of the slope for accuracy which are selected by the MUXes. The final result is calculated by adding these compensation values to the value of the original fraction part . Although the fractional part has very high resolution, the coefficients and are selected to minimize the number of MUXes and the adders in order to reduce the latency and power consumption. To calculate the 2's complement subtraction operation, the inverters and the adders are necessary. In this study, the coefficients consist of only the addition operations so that the internal overhead of the inverters and the adders can be removed.
The error of the logarithmic converting algorithm is given as (4) The maximum percent error range is , and Fig. 7 shows the error graph. The error range of the proposed method is the smallest among those of any other reported methods [7] - [11] because of its finely divided range and the optimized coefficients. The proposed logarithmic converter operates at a maximum frequency of 260 MHz as a simulation result, which is equivalent to 42FO4. It is much faster than the conventional scheme. For example, the simulation operating frequency of the conventional logarithmic converter [11] was 55 MHz in 0.6-m technology which is equivalent to 61FO4. The critical path and the maximum error of the logarithmic converter are reduced by 31% and 69.4%, respectively.
C. Antilogarithmic Converter Block
In general, the piecewise interpolation method is also used for the antilogarithmic converting algorithm [12] . The fixedpoint representation of the antilogarithm is composed of the six most significant bits representing the integer part and the remaining 26 bits of the fractional part representing as given in (5). This value is divided into two parts, according to the positive or the negative input : (5) where and values are replaced when is a negative value in order to make the fractional part a positive value. Thus, and are modified to and as given by the following first two equations: (6) where (7) (8) where Executing the variable number range, the final integer part result is modified to which is equals to by the number range selection value . The fractional part is calculated in piecewise interpolation represented by (9) . Because the output is produced by shifting the fractional value by integer number, it is very important to generate the accurate fractional value. The coefficients for fractional part are shown in Table IV . Fig. 8 shows the architecture of the antilogarithmic converter block. is an operand to be converted into antilogarithmic number, and is the number range selection bit as it is in the logarithmic converter. The antilogarithmic converter is composed of the integer part generation block (INTGen), FPGen, and BSH. The computation time is shorter than the logarithmic converter because the integer part and the fractional part are calculated separately. CGen calculates the integer part by using simple addition of , sign bits, and . FPGen is composed of a lookup table (LUT), carry save adders (CSAs), and a CPA similar to the logarithmic converter's. The final BSH shifts the fractional part value by the result value of the CGen block and then makes the output number range from Q6.26 to Qm.n as specified by the number range decision input .
The error of the antilogarithmic converting algorithm is equal to
The maximum percent error range is and Fig. 9 shows its error graph. The proposed eight-region interpolation algorithm is compared with the previous works of the antilogarithm converters [12] in Table V . The maximum error range of the antilogarithmic converter is reduced by over ten times.
III. EVALUATION RESULTS
The proposed LAU is verified in the 3-D graphics processing software environment before its chip is implemented. Fig. 10 is the test scene and the in-box shows a zoomed image for the accuracy comparison. The test model consists of 1700 polygons with lighting and texture mapping. The screen resolution is 512 512 and the texture size is 256 256. The variable number range Qm.n is used to evaluate the scene. Fig. 10(a) shows the results of the normal fixed-point calculation, and Fig. 10(b) shows the picture of LAU calculation. All 3-D graphics operations-vertex matrix transformation, vertex lighting, rendering, and texture mapping-of the second figure are performed by the LAU, except for addition and subtraction. No noticeable difference is found by naked eyes between the two images. Table VI shows the maximum error ranges of the LAU when calculating the test model, of which maximum error is less than 0.21%. Since the 0.21% error occurs when the value is , the error range should be much smaller if the value is less than . Its small error range is within a tolerable range for the small screen size images of the mobile system.
The specular lighting is one of the most time-consuming parts in the 3-D graphics lighting algorithm because of its powering computation [13] . In general, is computed by long iterations or using a large LUT [14] . A unique solution to is developed for LAU. or can be computed in only four steps by using six different operations as shown as follows.
Step 1)
Step 2)
Step 3)
Step 4)
The error induced by powering operation is less than 0.15%.
IV. CHIP IMPLEMENTATION AND MEASUREMENTS RESULTS
The proposed LAU is implemented into a chip by using 1-poly 6-metal 0.18-m CMOS technology to test its efficiency. A chip photograph is shown in Fig. 11 . Radix-4 reciprocal-square-root (RDX4) is also implemented for the performance comparison [2] . The gate counts of LAU and RDX4 are 9 k and 44 k, respectively. The core size is 1.0 mm 1.0 mm and the LAU size is m m. The fabricated LAU operates at the frequency of 231 MHz with 1.8-V supply voltage and its Shmoo plot is given in Fig. 12 . The maximum operating frequency of RDX4 is measured as 60 MHz. The measured waveforms of the critical path are shown in Fig. 13 .
The latency and throughput of the LAU is measured to be 2-cycle and 1-cycle, respectively, while those of RDX4 are measured as 10-cycle and 8-cycle, respectively. By using the LAU in fixed-point arithmetic, the performance is improved by five times compared with the complex RDX4 method. The power consumption of the LAU is 2.18 mW for one-operand computation and 3.07 mW for two-operand computation. The power consumption of RDX4 is 4.29 mW, which is 1.97 times that of LAU's. Table VII compares the performance of the LAU with that of RDX4, and Table VIII summarizes the characteristics of the fabricated LAU chip.
The LAU is applied to the real 3-D graphics rendering processor for texture mapping unit [15] . By implementing LAU instead RADIX-4 divider, the operating speed is improved by 4.2 times, and power consumption and silicon area can be reduced.
V. CONCLUSION
A 32-bit LAU is proposed for mobile 3-D graphics system. The arithmetic unit consists of a binary logarithmic converter, an adder, a shifter, and a binary exponential converter. It uses eight-region piecewise-linear interpolation approximation algorithms and supports a variable number range to compute complex functions fast and accurately. LAU is implemented with 0.18-m CMOS technology and it takes 9-k gates. The fabricated LAU runs at 231 MHz and performs multiplication, division, reciprocal, reciprocal-square-root, and square operations in only two cycles and powering operation in four cycles. The errors of computations are within 0.2%, which is tolerable in the case of small screen size, 512 512, of a mobile 3-D graphics system. It consumes 2.18 mW for one-operand computation and 3.07 mW for two-operand computation. It is integrated and successfully operated in a mobile 3-D graphics system [15] . 
