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Widths of weighted Sobolev classes with
restrictions f(a) = · · · = f (k−1)(a) = f (k)(b) =
· · · = f (r−1)(b) = 0 and spectra of non-linear
differential equations
A.A. Vasil’eva
1 Introduction
In papers of Pinkus [23], Buslaev and Tikhomirov [5] it was proved that the Kolmogorov
widths of the Sobolev class W rp [a, b] with some boundary conditions in the space
Lq[a, b] for p > q coincide with spectral numbers of some special non-linear differential
equation with the same boundary conditions. For weighted Sobolev classes with
piecewise continuous weights such theorems were obtained by Buslaev [3], [4], and
for r = 1 and g ∈ Lp′[a, b], v ∈ Lq[a, b], by Edmunds and Lang [9].
Buslaev and Tikhomirov [5] considered the following boundary conditions for
functions x: 1) x(j)(a) = 0, 0 6 j 6 r−1, 2) x(j)(a) = 0, x(j)(b) = 0, 0 6 j 6 r−1, 3)
no boundary conditions, 4) x(j)(a) = 0 for even j, x(j)(b) = 0 for odd j, 0 6 j 6 r−1,
5) periodic conditions. In case 1) this result was generalized in [30] for weighted
Sobolev classes in weighted Lebesgue space. It was supposed that the corresponding
two-weighted Riemann – Liouville operator (see formula (3)) is compact. Moreover,
it was proved that the widths always strictly decrease. Here we obtain the analogue
of this theorem for the boundary conditions x(a) = · · · = x(k−1)(a) = x(k)(b) = · · · =
x(r−1)(b) = 0.
We give the definition of the Kolmogorov, linear, Gelfand and Bernstein widths.
Let (X, ‖ · ‖X) be a normed space, let X
∗ be its dual, and let Ln(X), n ∈ Z+, be
the family of subspaces of X of dimension at most n. Denote by L(X, Y ) the space
of continuous linear operators from X into a normed space Y . Also, by rkA denote
the dimension of the image of an operator A ∈ L(X, Y ), and by ‖A‖X→Y , its norm.
By the Kolmogorov n-width of an absolutely convex set M ⊂ X in the space X,
we mean the quantity
dn(M, X) = inf
L∈Ln(X)
sup
x∈M
inf
y∈L
‖x− y‖X,
by the linear n-width, the quantity
λn(M, X) = inf
A∈L(X,X), rkA6n
sup
x∈M
‖x−Ax‖X ,
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by the Gelfand n-width, the quantity
dn(M, X) = inf
x∗1, ..., x
∗
n∈X
∗
sup{‖x‖ : x ∈ M, x∗j (x) = 0, 1 6 j 6 n},
and by the Bernstein n-width, the quantity
bn(M, X) = sup
dimL=n+1
sup{R > 0 : BR(0) ∩ L ⊂M}
(here the supremum is taken over the family of linear n+1-dimensional subspaces).
The following relations between widths are well-known (here M is an algebraic sum
of a compact and a finite dimensional subspace; see [26, p. 207]):
bn(M, X) 6 dn(M, X) 6 λn(M, X), bn(M, X) 6 d
n(M, X) 6 λn(M, X). (1)
In [21] a notion of strict s-numbers of a linear continuous operator was introduced.
Examples of strict s-numbers are the Kolmogorov numbers, the Gelfand numbers,
the approximation numbers and the Bernstein numbers. The Kolmogorov numbers
of an operator A ∈ L(X, Y ) are defined by
dn(A : X → Y ) = dn(A(BX), Y ),
the approximation numbers, by
an(A : X → Y ) = inf{‖A− An‖X→Y : rkAn 6 n},
the Gelfand numbers, by
cn(A : X → Y ) = inf
{x∗j}
n
j=1⊂X
∗
sup{‖Ax‖ : x ∈ ∩nj=1 ker x
∗
j , ‖x‖ 6 1},
the Bernstein numbers, by
bn(A : X → Y ) = sup
dim L>n+1
sup{R > 0 : BR(0) ⊂ A(BX ∩ L)}
(the supremum is taken over the family of subspaces in X of dimension n + 1 or
larger). Then bn(A : X → Y ) = bn(A(BX), Y ). Heinrich [13] proved that if the
operator A is a compact embedding, then
an(A : X → Y ) = λn(A(BX), Y ), cn(A : X → Y ) = d
n(A(BX), Y ). (2)
Let r ∈ N. For measurable nonnegative functions u, w and m ∈ N we define the
Riemann – Liouville operators
I˜m,u,w,bϕ(t) =
w(t)
(m−1)!
b∫
t
(s− t)m−1u(s)ϕ(s) ds,
Im,u,w,aψ(t) =
w(t)
(m−1)!
t∫
a
(t− s)m−1u(s)ψ(s) ds.
(3)
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If m = 1, they are called two-weighted Hardy-type operators. Given r > 2, 1 6 m 6
r − 1, we set
I˜a,b,mr,u,w = Im,1,w,a ◦ I˜r−m,u,1,b, I˜
m
r,u,w = I˜
0,1,m
r,u,w . (4)
The criterion of continuity of the operator I˜a,b,mr,u,w : Lp[a, b] → Lq[a, b] was obtained
by Heinig and Kufner [16]. The criterion of continuity of two-weighted Riemann –
Liouville operators Im,u,w,a : Lp[a, b]→ Lq[a, b] was obtained by Stepanov [24, 25].
Given 1 < p < ∞, we set p′ = p
p−1
. Then, if the operator I˜a,b,mr,u,w : Lp[a, b] →
Lq[a, b] is continuous, then its dual has the form I˜
a,b,r−m
r,w,u : Lq′ [a, b] → Lp′[a, b].
Let g, v : [a, b] → (0, ∞) be measurable functions, 1 < p < ∞, 1 < q < ∞,
r > 2, 1 6 k 6 r − 1, and let the operator I˜a,b,kr,g,v : Lp[a, b] → Lq[a, b] be continuous.
Then Heinig and Kufner’s criterion [16, Theorem 1 and Section 2] implies that for
any ε ∈ (0, 1)
g ∈ Lp′(a + ε, b], v ∈ Lq(a+ ε, b],
(s 7→ (s− a)kv(s)) ∈ Lq[a, b− ε), (s 7→ (s− a)
r−kg(s)) ∈ Lp′[a, b− ε).
(5)
We set
W r,kp,g [a, b] = {I˜
a,b,k
r,g,1ϕ : ‖ϕ‖Lp[a, b] 6 1}. (6)
From (5) it follows that the iterated integral
v(t)
(k − 1)!(r − k − 1)!
t∫
a
(t− s)k−1
b∫
s
(τ − s)r−k−1g(τ)ϕ(τ) dτ ds
is well-defined for all ϕ ∈ Lp[a, b]. We call the setW
r,k
p,g [a, b] a weighted Sobolev class
with restrictions f(a) = · · · = f (k−1)(a) = f (k)(b) = · · · = f (r−1)(b) = 0.
Let
‖f‖Lq,v[a, b] = ‖vf‖Lq[a, b], Lq,v[a, b] = {f : ‖f‖Lq,v[a, b] <∞}.
We call Lq,v[a, b] a weighted Lebesgue space.
We setWr,kp,g [a, b] = spanW
r,k
p,g [a, b] and endow this space with the norm ‖f‖Wr,kp,g [a, b] =∥∥∥f(r)g ∥∥∥
Lp[a, b]
.
Throughout we assume that 1 < q 6 p < ∞, g(t) > 0, v(t) > 0 a.e. and the
operator I˜a,b,kr,g,v : Lp[a, b] → Lq[a, b] is compact.
We denote
h(σ) = |h|
σ−1sgn h
3
and consider the following boundary value problem:
x(r) = (−1)r−kgp
′
y(p′),
y(r) = (−1)kθqvqx(q),
x(a) = · · · = x(k−1)(a) = x(k)(b) = · · · = x(r−1)(b) = 0,
y(a) = · · · = y(r−k−1)(a) = y(r−k)(b) = · · · = y(r−1)(b) = 0,∥∥∥x(r)g ∥∥∥
Lp[a, b]
= 1;
(7)
here θ > 0, the functions x, . . . , x(k−1), y, . . . , y(r−k−1) are locally absolutely continuous
on [a, b), and the functions x(k), . . . , x(r−1), y(r−k), . . . , y(r−1) are locally absolutely
continuous on (a, b].
Let f be a measurable function, n ∈ Z+. We say that f has exactly n points of
sign change if there are points a = t0 < t1 < · · · < tn < tn+1 = b such that
1. for any 1 6 j 6 n, t, s ∈ [tj−1, tj ] the inequality f(t)f(s) > 0; in addition, the
set {t ∈ [tj−1, tj ] : f(t) 6= 0} has a positive measure for each j ∈ {1, . . . , n};
2. for any 1 6 j 6 n− 1, t ∈ [tj−1, tj ], s ∈ [tj , tj+1] the inequality f(t)f(s) 6 0
holds.
We say that f has no more than n points of sign change if f has exactly m points
of sign change with 0 6 m 6 n.
Let x ∈ Wrp,g[a, b], y ∈ W
r
q′,v[a, b], θ > 0, n ∈ Z+. We say that (x, y, θ) ∈ SPn
(correspondingly, (x, y, θ) ∈ S˜P n), if (7) holds and the function x has exactly
n (correspondingly, no more that n) points of sign change; we call x the spectral
function. Denote by spn (correspondingly, by s˜pn) the set of numbers θ > 0 such
that (x, y, θ) ∈ SPn (correspondingly, (x, y, θ) ∈ S˜P n) for some x ∈ W
r
p,g[a, b],
y ∈ Wrq′,v[a, b]. We set θn = sup spn, θ˜n = sup s˜pn.
Theorem 1. Let 1 < q 6 p < ∞, g(t) > 0, v(t) > 0 a.e., the operator I˜a,b,kr,g,v :
Lp[a, b]→ Lq[a, b] is compact. Then
dn(W
r,k
p,g [a, b], Lq,v[a, b]) = λn(W
r,k
p,g [a, b], Lq,v[a, b]) = d
n(W r,kp,g [a, b], Lq,v[a, b]) = θ
−1
n .
(8)
Moreover, the widths strictly decrease with respect to n. If p = q, then the set spn is
a singleton and
bn(W
r,k
p,g [a, b], Lp,v[a, b]) = dn(W
r,k
p,g [a, b], Lp,v[a, b]) = θ
−1
n . (9)
The equality (9) is proved similarly as in [30, p. 392–393] and [23, p. 24–25].
Notice that in the paper of Edmunds and Lang [10] the coincidence of all strict
s-numbers of a compact two-weighted Hardy operator was proved for p = q.
The paper is organized as follows. In Section 2 we apply the method from the
paper of Buslaev and Tikhomirov [5] and prove (8) with θ˜n instead of θn. In proof
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of the upper estimate we use the integration operator with the kernel G(t, τ, ξ, η)
defined by formula (25), which differ from the kernel from [5].
In Sections 3–5 we prove that the widths are strictly decreasing. The method
of the proof is the same as in [30]. From the strict monotonicity of widths we now
obtain (8) with θn. Everywhere in §2–5 we write only the fragments of proof that
differ from arguments in [5] and [30]. Notice that everywhere in §2–5 without loss
of generality we may assume that [a, b] = [0, 1].
In Section 6 we apply the main result in estimating the spectral numbers for (7)
with weights g(x) = x−βg | ln x|−αgρg(| lnx|), v(x) = x
−βv | ln x|−αvρv(| ln x|); here ρg,
ρv are “slowly varying” functions, αg+αv = r+
1
q
− 1
p
. The order estimates immediately
follow from (8) and results of the paper [31]. In addition, if the parameters are such
that gv ∈ Lκ with
1
κ
= r+ 1
q
− 1
p
, then asymptotics of widths and spectral numbers
is obtained.
For piecewise continuous weights asymptotics of widths for p > q was obtained by
Buslaev [4], and for g ∈ Lp′[a, b], v ∈ Lq[a, b], r = 1, by Edmunds and Lang [8] (see
also Buslaev’s paper [3] for r ∈ N and some supplementary conditions on weights).
For p = q, r = 1 and more general conditions on weights asymptotics was obtained
by Evans, Harris, Lang, Edmunds and Kerman in [6, 7, 17], and for p > q, r ∈ N,
in [32].
The problem of determining exact values of widths was studied in papers of
Kolmogorov, Tikhomirov, Babadzanov, Makovoz, Ligun, Pinkus and others [15, 18,
19, 22, 27–29] (for details, see [5]). In paper of Malykhin [20] the asymptotics of
dn+r(W
r
∞[−1, 1], C[−1, 1])/dr(W
r
∞[−1, 1], C[−1, 1]), r →∞,
was obtained. In papers of Babenko and Parfinovich [1, 2] the subspaces of splines
of different defect were studied as extremal subspaces in the problem of calculating
widths.
2 The application of Buslaev and Tikhomirov’s method
We may assume that [a, b] = [0, 1].
First we prove that
dn(W
r,k
p,g [0, 1], Lq,v[0, 1]) > θ˜
−1
n , d
n(W r,kp,g [0, 1], Lq,v[0, 1]) > θ˜
−1
n . (10)
This together with (1) yield that the similar lower estimate holds for linear widths.
The system (7) with [a, b] = [0, 1] can be written as the system of integral
equations: 
x = I˜kr,g,1(g
p′−1y(p′)),
y = θq I˜r−kr,v,1(v
q−1x(q)),∥∥gp′−1y(p′)∥∥Lp[0, 1] = 1. (11)
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Notice that ‖gp
′−1y(p′)‖Lp[0, 1] = ‖gy‖Lp′[0, 1].
Let u be a piecewise continuous function with values ±1. The Buslaev’s iteration
process [5, §6] is written as follows:
x0(·, u) = I˜
k
r,g,1u(·);
for m ∈ N we set
ym(·, u) = θ
q
m−1(u)I˜
r−k
r,v,1[(vxm−1)(q)], (12)
xm(·, u) = I˜
k
r,g,1[(gym)(p′)]; (13)
here θm−1(u) > 0 is chosen so that
‖gym‖Lp′ [0, 1] = 1 (14)
(it is possible, since v(·)xm−1(·, u) 6= 0 a.e., which can be easily proved by induction).
Since the operator I˜kr,g,v : Lp[0, 1]→ Lq[0, 1] and its dual I˜
r−k
r,v,g : Lq′ [0, 1]→ Lp′[0, 1]
are compact, by induction method it can be proved that xm(·, u) ∈ Lq,v[0, 1]. Indeed,
u ∈ Lp[0, 1]. Therefore, x0(·, u) ∈ Lq,v[0, 1]. Let xm−1(·, u) ∈ Lq,v[0, 1]. Then
(v(·)xm−1(·, u))(q) ∈ Lq′ [0, 1] ⇒ g(·)ym(·, u) ∈ Lp′ [0, 1] ⇒
⇒ (g(·)ym(·, u))(p′) ∈ Lp[0, 1] ⇒ xm(·, u) ∈ Lq,v[0, 1].
(15)
The following lemma is similar to Lemma 1 from [5, §6].
Lemma 1. The following estimates hold:
‖xm−1(·, u)‖Lq,v[0, 1] 6 [θm−1(u)]
−1 6 ‖xm(·, u)‖Lq,v[0, 1].
Proof. The arguments are almost similar as in [5], but instead of integration by
parts we apply the Fubini theorem. Everywhere we denote xj = xj(·, u), θj = θj(u).
We have
1 =
1∫
0
∣∣∣∣∣x(r)mg
∣∣∣∣∣
p
dt
(13),(14)
=
1∫
0
x
(r)
m
g
(
x
(r)
m
g
)
(p)
dt
(13)
=
1∫
0
(−1)r−k
x
(r)
m
g
gym dt =: I.
Let
ϕ =
x
(r)
m
g
(13)
= (gym)(p′), ψ = v
q−1[xm−1](q). (16)
Then by (15) we get
ϕ ∈ Lp[0, 1], ψ ∈ Lq′[0, 1], gym ∈ Lp′[0, 1],
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I
(12)
= [θm−1]
q
1∫
0
ϕ · I˜r−kr,v,gψ dt
(3),(4)
=
=
[θm−1]
q
(k − 1)!(r − k − 1)!
1∫
0
ϕ(t)g(t)
∫ t
0
(t− s)r−k−1
1∫
s
(τ − s)k−1v(τ)ψ(τ) dτ ds dt =
=
[θm−1]
q
(k − 1)!(r − k − 1)!
1∫
0
ψ(τ)v(τ)
τ∫
0
(τ − s)k−1
1∫
s
(t− s)r−k−1g(t)ϕ(t) dt ds dτ
(3),(4)
=
= [θm−1]
q
1∫
0
ψ · I˜kr,g,vϕdτ
(13),(16)
= [θm−1]
q
1∫
0
vq−1[xm−1](q) · vxm dt 6
6 [θm−1]
q‖xm−1‖
q−1
Lq,v[0, 1]
‖xm‖Lq,v[0, 1].
Thus,
1 6 [θm−1]
q‖xm−1‖
q−1
Lq,v[0, 1]
‖xm‖Lq,v[0, 1]. (17)
Further,
1
(13),(14)
=
∥∥∥∥∥x
(r)
m−1
g
∥∥∥∥∥
Lp[0, 1]
∥∥∥∥∥x(r)mg
∥∥∥∥∥
p−1
Lp[0, 1]
>
1∫
0
(
x
(r)
m
g
)
(p)
x
(r)
m−1
g
dt
(13)
=
1∫
0
gym
x
(r)
m−1
g
dt =: J.
Applying (12) together with the Fubini theorem, we get that
J = [θm−1]
q
1∫
0
vq−1[xm−1](q) · I˜
k
r,g,v
x
(r)
m−1
g
dt = [θm−1]
q‖xm−1‖
q
Lq,v[0, 1]
.
Hence, ‖xm−1‖Lq,v[0, 1] 6 [θm−1]
−1. This together with (17) yields that [θm−1]
−1 6
‖xm‖Lq,v[0, 1].
Repeating arguments from [5] (see Lemma 2 from Section 6 and its corollary, as
well as Lemma 1 from Section 8), we get the following assertions.
1. One can choose a subsequence of {xm(·, u)}m∈N convergent to a spectral
function in the space Lq,v[0, 1].
2. The set SP0 is non-empty.
3. The estimates (10) hold.
7
Now we prove the inequality
λn(W
r,k
p,g [0, 1], Lq,v[0, 1]) 6 θ˜
−1
n . (18)
From (1) it follows that the same inequality holds for Kolmogorov and Gelfand
widths.
Similarly as in [30, p. 367] we prove that the set s˜pn is closed.
Let (x, y, θ) ∈ SPm, 0 6 m 6 n. We show that
λn(W
r,k
p,g [0, 1], Lq,v[0, 1]) 6 θ
−1
. (19)
Since the operator I˜kr,g,v : Lp[0, 1] → Lq[0, 1] is compact, by (6) and Heinrich’s
results (2) it is sufficient to prove that
an(I˜
k
r,g,v : Lp[0, 1]→ Lq[0, 1]) 6 θ
−1
(recall that an are the approximation numbers).
Applying the Rolle theorem and repeating arguments from Proposition 1 in [30]
(see also [5, p. 1594]), we obtain the following assertion.
Proposition 1. Let (x, y, θ) ∈ SPm, m ∈ Z+. Then the following assertions hold.
1. The functions x, y and their derivatives x(j), y(j), 1 6 j 6 r− 1, have exactly
m zeros on (0, 1).
2. Let
0 < ξ1 < · · · < ξm < 1, 0 < η1 < · · · < ηm < 1, x(ξi) = 0, y(ηi) = 0, 1 6 i 6 m.
Then ξi are points of sign change of the function x, ηi are points of sign change
of the function y.
3. We have x˙(ξi) 6= 0, y˙(ηi) 6= 0, 1 6 i 6 m.
Now we obtain the alternation condition for points ξi, ηi.
Proposition 2. Let the points ξi, ηi (1 6 i 6 m) be such as in Proposition 1. Then
ηj+k−r < ξj < ηj+k. (20)
Proof. From the Rolle theorem and the condition x(0) = · · · = x(k−1)(0) = 0 it
follows that the function x(k) has m zeroes 0 < µ1 < · · · < µm < 1 on the interval
(0, 1); moreover, the alternation condition µj < ξj < µj+k holds. By (7), the points
of sign change of the function x(r) coincide with zeroes of the function y on (0, 1). By
the Rolle theorem and the condition x(k)(1) = · · · = x(r−1)(1) = 0, the alternation
condition µj < ηj < µj+r−k holds. Hence, ξj < µj+k < ηj+k, ξj > µj > ηj+k−r. This
completes the proof of (20).
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Definition of the kernel G(t, τ, ξ, η). Let µ = {µj}
J
j=1 ⊂ [0, 1], ν = {νj}
J
j=1 ⊂
[0, 1], l ∈ N. We set
Kl(µ, ν) =
∣∣∣∣∣∣∣∣
(µ1 − ν1)
l−1
+ (µ2 − ν1)
l−1
+ . . . (µJ − ν1)
l−1
+
(µ1 − ν2)
l−1
+ (µ2 − ν2)
l−1
+ . . . (µJ − ν2)
l−1
+
. . . . . . . . . . . .
(µ1 − νJ)
l−1
+ (µ2 − νJ)
l−1
+ . . . (µJ − νJ)
l−1
+
∣∣∣∣∣∣∣∣ (21)
(if l = 1, then we set x0+ = 0 for x < 0 and x
0
+ = 1 for x > 0). In [14, Lemma 9.2] it
was proved that if µ1 < · · · < µJ , ν1 < · · · < νJ , then Kl(µ, ν) > 0; in addition, if
the alternation condition νj < µj < νj+l holds, then Kl(µ, ν) > 0.
Let now r > 2, 1 6 k 6 r− 1, µ = {µj}
J
j=1 ⊂ [0, 1], ν = {νj}
J
j=1 ⊂ [0, 1]. We set
Kr,k(µ, ν) =
∫
[0, 1]J
Kk(µ, α)Kr−k(ν, α) dα, (22)
where α = (α1, . . . , αJ).
Lemma 2. Let 0 < µ1 < · · · < µJ < 1, 0 < ν1 < · · · < νJ < 1. Then Kr,k(µ, ν) > 0.
In addition, if the alternation condition
νj+k−r < µj < νj+k, (23)
holds, then Kr,k(µ, ν) > 0.
Proof. There exists a rearrangement σ ∈ SJ such that ασ(1) 6 . . . 6 ασ(J). We set
α˜ = (ασ(1), . . . , ασ(J)). Then Kk(µ, α˜) > 0, Kr−k(ν, α˜) > 0. Rearranging lines in
the determinant, we obtain that
Kk(µ, α)Kr−k(ν, α) = (−1)
σKk(µ, α˜) · (−1)
σKr−k(ν, α˜) = Kk(µ, α˜) ·Kr−k(ν, α˜) > 0.
(24)
It remains to integrate over α.
Now let the alternation condition hold. We show that there exists a sequence
0 < α1 < · · · < αJ < 1 such that αj < µj < αj+k, αj < νj < αj+r−k. This together
with (24) implies that Kr,k(µ, ν) > 0.
We take a sufficiently small ε > 0 and set αj = min{µj, νj}−ε. Since µj < µj+1,
νj < νj+1, we have αj < αj+1 for small ε > 0. The inequalities αj < µj, αj < νj
hold by construction. We show that µj < αj+k and νj < αj+r−k. To this end, it is
sufficient to check the inequalities µj < min{µj+k, νj+k}, νj < min{µj+r−k, νj+r−k}.
They hold by the strict monotonicity of {µi}
J
i=1, {νi}
J
i=1 and the alternation condition
(23).
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Lemma 3. Let ϕ, ψ ∈ L∞([0, 1]
2). For µ = {µj}
J
j=1, ν = {νj}
J
j=1, α = {αj}
J
j=1 ⊂
[0, 1] we set
Φ(µ, α) =
∣∣∣∣∣∣∣∣
ϕ(µ1, α1) ϕ(µ2, α1) . . . ϕ(µJ , α1)
ϕ(µ1, α2) ϕ(µ2, α2) . . . ϕ(µJ , α2)
. . . . . . . . . . . .
ϕ(µ1, αJ) ϕ(µ2, αJ) . . . ϕ(µJ , αJ)
∣∣∣∣∣∣∣∣ ,
Ψ(ν, α) =
∣∣∣∣∣∣∣∣
ψ(ν1, α1) ψ(ν2, α1) . . . ψ(νJ , α1)
ψ(ν1, α2) ψ(ν2, α2) . . . ψ(νJ , α2)
. . . . . . . . . . . .
ψ(ν1, αJ) ψ(ν2, αJ) . . . ψ(νJ , αJ)
∣∣∣∣∣∣∣∣ ,
Λ(µ, ν) =
∫
[0,1]J
Φ(µ, α)Ψ(ν, α) dα, H(t, τ) =
1∫
0
ϕ(t, s)ψ(τ, s) ds.
Then
Λ(µ, ν) = J !
∣∣∣∣∣∣∣∣
H(µ1, ν1) H(µ2, ν1) . . . H(µJ , ν1)
H(µ1, ν2) H(µ2, ν2) . . . H(µJ , ν2)
. . . . . . . . . . . .
H(µ1, νJ ) H(µ2, νJ ) . . . H(µJ , νJ)
∣∣∣∣∣∣∣∣ .
The assertion is a consequence of the formula (3.12) in [14]. For convenience, we
give the proof.
Proof. We have
Λ(µ, ν) =
∑
σ∈SJ
∑
pi∈SJ
(−1)σ+pi
∫
[0, 1]J
J∏
i=1
ϕ(µσ(i), αi)
J∏
j=1
ψ(νpi(j), αj) dα1 . . . dαJ =
=
∑
σ∈SJ
∑
pi∈SJ
(−1)σ+pi
J∏
j=1
 1∫
0
ϕ(µσ(j), αj)ψ(νpi(j), αj) dαj
 =
=
∑
σ∈SJ
∑
pi∈SJ
(−1)σ+pi
J∏
j=1
H(µσ(j), νpi(j)) =
∑
σ∈SJ
∑
pi∈SJ
(−1)σ+pi
J∏
i=1
H(µi, νpi(σ−1(i))) =
=
∑
σ∈SJ
∑
ρ∈SJ
(−1)ρ
J∏
i=1
H(µi, νρ(i)) = J ! det(H(µi, νj))16i,j6J .
This completes the proof.
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Now let m ∈ Z+, 0 < ξ1 < · · · < ξm < 1, 0 < η1 < · · · < ηm < 1, and let the
alternation condition ηj+k−r < ξj < ηj+k hold. For t ∈ [0, 1], τ ∈ [0, 1] we set
G(t, τ, ξ, η) =
1
(k − 1)!(r − k − 1)!m
Kr,k(t, ξ1, . . . , ξm, τ, η1, . . . , ηm)
Kr,k(ξ1, . . . , ξm, η1, . . . , ηm)
. (25)
By Lemma 2 and the alternation condition, the denominator is strict positive. We
denote
H(t, τ) =
1∫
0
(t− s)k−1+ (τ − s)
r−k−1
+ ds. (26)
Then for a fixed t ∈ (0, 1)
H(t, τ) ≍
r,k,t
1 if τ is in a left neighborhood of 1, (27)
H(t, τ) ≍
r,k,t
τ r−k if τ is in a right neighborhood of 0. (28)
Lemma 4. The following assertions hold.
1. For any t ∈ [0, 1], τ ∈ [0, 1], 1 6 j 6 m the equalities G(ξj, τ, ξ, η) = 0 and
G(t, ηj , ξ, η) = 0 hold; in particular,
1∫
0
G(ξj, τ, ξ, η)ϕ(τ) dτ = 0, ϕ ∈ L
loc
1 (0, 1), (29)
1∫
0
G(t, ηj , ξ, η)ϕ(τ) dτ = 0, ϕ ∈ L
loc
1 (0, 1). (30)
2. If x ∈ W r,kp,g [0, 1], then
x(t)− (−1)r−k
1∫
0
G(t, τ, ξ, η)x(r)(τ) dτ =
m∑
j=1
cj(x)H(t, ηj), (31)
where x 7→ cj(x) are linear continuous functionals on W
r,k
p,g [0, 1].
3. Let (x, y, θ) ∈ SPm, let 0 < ξ1 < · · · < ξm < 1 be zeroes of x, and let
0 < η1 < · · · < ηm < 1 be zeroes of y. Then
x(t) = (−1)r−k
1∫
0
G(t, τ, ξ, η)x(r)(τ) dτ, y(τ) = (−1)k
1∫
0
G(t, τ, ξ, η)y(r)(t) dt.
(32)
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In addition,
(−1)r−kx(t)G(t, τ, ξ, η)x(r)(τ) > 0. (33)
Proof. From Lemma 3 and (21), (22), (25) it follows that
G(t, τ, ξ, η) =
1
C(k − 1)!(r − k − 1)!
∣∣∣∣∣∣∣∣
H(t, τ) H(ξ1, τ) . . . H(ξm, τ)
H(t, η1) H(ξ1, η1) . . . H(ξm, η1)
. . . . . . . . . . . .
H(t, ηm) H(ξ1, ηm) . . . H(ξm, ηm)
∣∣∣∣∣∣∣∣ ,
(34)
C =
∣∣∣∣∣∣
H(ξ1, η1) . . . H(ξm, η1)
. . . . . . . . .
H(ξ1, ηm) . . . H(ξm, ηm)
∣∣∣∣∣∣ > 0 (35)
by Proposition 2 and Lemma 2. This implies the first assertion of Lemma.
Let us prove the second assertion. Indeed, from (26), (34) and (35) we get that
(−1)r−k
1∫
0
G(t, τ, ξ, η)x(r)(τ) dτ =
m∑
j=1
c˜j(x)H(t, ηj)+
+
(−1)r−k
(k − 1)!(r − k − 1)!
∫
[0, 1]
∫
[0, 1]
(t− s)k−1+ (τ − s)
r−k−1
+ ds
x(r)(τ) dτ =
=
m∑
j=1
c˜j(x)H(t, ηj)+
+
(−1)r−k
(k − 1)!(r − k − 1)!
t∫
0
(t− s)k−1
1∫
s
(τ − s)r−k−1x(r)(τ) dτ ds
(6)
=
=
m∑
j=1
c˜j(x)H(t, ηj) + x(t),
where c˜j(x) are linear functionals. We set cj(x) = −c˜j(x). The values cj(x) are some
linear combinations of the integrals
1∫
0
H(ξi, τ)x
(r)(τ) dτ =
1∫
0
H(ξi, τ)g(τ)ϕ(τ) dτ, ϕ =
x(r)
g
.
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From (5), (27) and (28) it follows that the right part continuously depends on
ϕ ∈ Lp[0, 1]. This implies the continuity of the functionals cj on the spaceW
r,k
p,g [0, 1].
Let us prove the third assertion. By the second assertion, which is already proved,
x(t)− (−1)r−k
1∫
0
G(t, τ, ξ, η)x(r)(τ) dτ =
m∑
j=1
cj(x)H(t, ηj). (36)
By the condition of assertion 3 in Lemma, x(ξi) = 0. This together with (29) implies
that the left-hand side of (36) equals to zero in points ξi. Hence,
m∑
j=1
cj(x)H(ξi, ηj) = 0, 1 6 i 6 m.
By (35), we have cj(x) = 0.
The second equality (32) can be proved similarly (here we apply (30)).
Let us prove (33). If t < ξ1 < · · · < ξm, τ < η1 < · · · < ηm, then G(t, τ, ξ, η) > 0
by Lemma 2 and (25). Let t ∈ (ξi, ξi+1), τ ∈ (ηj , ηj+1). Then
G(t, τ, ξ, η) · (−1)i+j > 0.
Since ξi are points of sign change of the function x, and ηj are the points of
sign change of the function x(r) by the first equation (7), we get that the sign of
x(t)G(t, τ, ξ, η)x(r)(τ) is constant. Therefore, it is sufficient to prove the inequality
(−1)r−kx(t)x(r)(τ) > 0 for t, τ from a small neighborhood of zero. Without loss
of generality we may assume that x(r)(τ) > 0 in a neighborhood of zero. Then
(−1)mx(r)(τ) > 0 in a neighborhood of 1. Therefore, (−1)m+r−kx(k)(τ) > 0 in a
neighborhood of 1, which implies that (−1)r−kx(k)(τ) > 0 in a neighborhood of 0.
Hence, (−1)r−kx(τ) > 0 in a neighborhood of 0.
The further arguments in obtaining the upper estimate are the same as in [5,
§7], [30, p. 389–390].
3 Some properties of the kernel G(t, τ, ξ, η).
Let 0 < ξ1 < · · · < ξn < 1, 0 < η1 < · · · < ηn < 1, and let the alternation condition
ηj+k−r < ξj < ηj+k (37)
hold. We set ξ0 := η0 := 0, ξn+1 := ηn+1 := 1, ξ = (ξi)
n
i=1, η = (ηi)
n
i=1. Let
ξi−1 < t < ξi, ηj−1 < τ < ηj. We set
αl = ξl, 1 6 l 6 i− 1, αi = t, αl = ξl−1, i+ 1 6 l 6 n+ 1; (38)
βl = ηl, 1 6 l 6 j − 1, βj = τ, βl = ηl−1, j + 1 6 l 6 n+ 1. (39)
Then α1 < α2 < · · · < αn+1, β1 < β2 < · · · < βn+1.
Applying Lemma 2 and (25), we obtain the following assertion.
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Proposition 3. If
βl+k−r < αl < βl+k (40)
for any l, then G(t, τ, ξ, η) 6= 0.
For 1 6 i 6 n+ 1, 1 6 j 6 n+ 1 we set ∆i,j = (ξi−1, ξi) ∩ (ηj−1, ηj).
Proposition 4. Let ∆i,j 6= ∅. Then
i+ k − r 6 j 6 i+ k. (41)
Proof. We have 1 6 i 6 n+ 1, 1 6 j 6 n + 1.
If ∆i,j 6= ∅, then either ξi−1 6 ηj−1 < ξi or ηj−1 < ξi−1 < ηj.
Consider the first case. If i = 1, then i+ k − r < j. If i = n+ 1, then j < i+ k.
For i > 2 the inequality ηi−1+k−r
(37)
< ξi−1 holds; hence, ηi−1+k−r < ηj−1 and j >
i+ k − r. For i 6 n the inequality ξi
(37)
< ηi+k holds; therefore, ηj−1 < ξi < ηi+k and
j < i+ k + 1. Thus,
i+ k − r < j 6 i+ k. (42)
Let us consider the second case. If j = 1, then j < i + k. If j = n + 1, then
i− r+k < j. For j > 2 we have ξj−1−k
(37)
< ηj−1; therefore, ξj−1−k < ηj−1 < ξi−1 and
i > j − k. For j 6 n the inequality ηj
(37)
< ξj+r−k holds; hence, ξi−1 < ηj < ξj+r−k
and j > i− 1− r + k. Thus,
i− r + k 6 j < i+ k. (43)
The union of inequalities (42) and (43) gives (41).
Lemma 5. Let
∆i,j 6= ∅. (44)
1. If i − r + k + 1 6 j 6 i + k − 1, then for any τ ∈ ∆i,j, t ∈ ∆i,j we have
G(t, τ, ξ, η) 6= 0.
2. If j = i − r + k, then for any τ ∈ ∆i,j, t ∈ ∆i,j such that t > τ we have
G(t, τ, ξ, η) 6= 0.
3. If j = i + k, then for any τ ∈ ∆i,j, t ∈ ∆i,j such that t < τ , we have
G(t, τ, ξ, η) 6= 0.
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Proof. In all cases
t ∈ ∆i,j, τ ∈ ∆i,j; (45)
therefore,
ξ0 < ξ1 < · · · < ξi−1 < t < ξi < · · · < ξn < ξn+1,
η0 < η1 < · · · < ηj−1 < τ < ηj < · · · < ηn < ηn+1.
We define the points αl and βl by formulas (38), (39). Let us prove that the
alternation conditions βl+k−r < αl < βl+k hold and apply Proposition 3.
First we prove that βl+k−r < αl.
1. If l 6 i− 1, then αl
(38)
= ξl. Further, l+ k− r 6 i− 1+ k− r
(41)
6 j− 1. Hence,
βl+k−r
(39)
= ηl+k−r. It remains to apply (37).
2. If l = i, then αl
(38)
= t. By (41), j > i+ k − r.
• If i+ k− r 6 j− 1, then βi+k−r
(39)
= ηi+k−r; hence, it is sufficient to check
the inequality ηi+k−r < t. It follows from relations t
(45)
> ηj−1 > ηi+k−r.
• If j = i−r+k, then βi+k−r
(39)
= τ . By conditions of Lemma (see assertion
2), we have t > τ .
3. If l > i+ 1, then αl
(38)
= ξl−1.
• Let l + k − r 6 j − 1. Then βl+k−r
(39)
= ηl+k−r. The desired inequality
follows from relations βl+k−r = ηl+k−r 6 ηj−1
(44)
< ξi 6 ξl−1 = αl.
• Let l+ k− r = j. Then βl+k−r
(39)
= τ . The desired inequality follows from
relations βl+k−r = τ
(45)
< ξi 6 ξl−1 = αl.
• Let l+ k− r > j+1. Then βl+k−r
(39)
= ηl+k−r−1. It remains to apply (37).
Now we prove that αl < βl+k.
1. If l 6 i− 1, then αl
(38)
= ξl.
• Let l+k 6 j−1. Then βl+k
(39)
= ηl+k. The desired inequality follows from
(37).
• Let l + k = j. Then βl+k
(39)
= τ . The desired inequality follows from
relations αl = ξl 6 ξi−1
(45)
< τ = βl+k.
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• Let l + k > j + 1. Then βl+k
(39)
= ηl+k−1. The desired inequality follows
from relations αl = ξl 6 ξi−1
(44)
< ηj 6 ηl+k−1 = βl+k.
2. If l = i, then αl
(38)
= t. By (41), i+ k > j.
• Let i+ k > j. Then βi+k
(39)
= ηi+k−1 > ηj
(45)
> t = αi.
• Let i+ k = j. Then βi+k
(39)
= τ , and the inequality t < τ follows from the
condition of Lemma (see assertion 3).
3. Let l > i+1. Then αl
(38)
= ξl−1. Since l+k > i+k
(41)
> j, we have βl+k
(39)
= ηl−k−1.
Hence, the desired inequality follows from (37).
This completes the proof.
Lemma 6. Let ∆i,j 6= ∅, ξi−1 6= ηj−1, τ∗ = max{ξi−1, ηj−1}. Then there exist
t∗ ∈ (0, 1) and δ > 0 such that G(t, τ, ξ, η) 6= 0 for a.e. (t, τ) ∈ (t∗ − δ, t∗ + δ) ×
(τ∗ − δ, τ∗ + δ).
Proof. Case ξi−1 > ηj−1. Then τ∗ = ξi−1 and ξi−1 < ηj . We show that i > j−k+1.
Indeed, otherwise i
(41)
= j − k, ηj−1 < ξi−1 = ξj−k−1; this contradicts with (37).
1. Let i > j− k+2. We take t∗ ∈ ∆i,j and sufficiently small δ > 0. Then τ∗ < t∗.
If τ ∈ (τ∗, τ∗ + δ), |t − t∗| < δ, then τ < t, t, τ ∈ ∆i,j , and by Lemma 5 we
get G(t, τ, ξ, η) 6= 0. Let τ ∈ (τ∗ − δ, τ∗). Since ξi−1 > ηj−1, the points αl and
βl are defined by formulas (38), (39), as in the case τ ∈ (τ∗, τ∗ + δ). Hence,
it suffices to check that τ > αj−k and to apply Proposition 3. Indeed, since
j − k 6 i− 2, we have αj−k
(38)
= ξj−k 6 ξi−2 < τ .
2. Let i = j − k + 1. We take sufficiently small δ > 0 and t∗ ∈ ∆i−1,j . If τ ∈
(τ∗ − δ, τ∗), then for small δ > 0 we have τ > t. Since i = j − k + 1, the case
j = i − 1 − r + k is impossible. Hence, G(t, τ, ξ, η) 6= 0 by Lemma 5 with
i := i − 1, j := j. Let τ ∈ (τ∗, τ∗ + δ). Then points αl, βl are defined as in
case τ ∈ (τ∗ − δ, τ∗): αl = ξl for l 6 i − 2, αi−1 = t, αl = ξl−1 for l > i, βl
is defined by (39). Thus, in order to check the conditions (40) it is sufficient
to prove that τ < αj+r−k. Indeed, j + r − k = i + r − 1 > i + 1; therefore,
αj+r−k = ξj+r−k−1 > ξi > τ .
Case ξi−1 < ηj−1. Then i 6 j + r − k − 1 (otherwise, i
(41)
= j + r − k, ξi−1 <
ηj−1 = ηi−r+k−1, which contradicts with (37)). Moreover,
ξi > ηj−1, τ∗ = ηj−1. (46)
16
1. Let i 6 j + r− k− 2. We take t∗ ∈ ∆i,j−1. Then τ∗ = ηj−1 > t∗. If |t− t∗| < δ,
τ ∈ (τ∗− δ, τ∗), then for small δ > 0 the inequality t < τ holds and τ ∈ ∆i,j−1.
Here αl are defined by (38), βl = ηl for l 6 j− 2, βj−1 = τ , βl = ηl−1 for l > j.
By Lemma 5 with i := i, j := j − 1, G(t, τ, ξ, η) 6= 0. Let τ ∈ (τ∗, τ∗ + δ).
Then the numbers αl are defined by (38) as in the case τ ∈ (τ∗ − δ, τ∗). The
numbers βl are defined as follows: βl = ηl for l 6 j − 1, βj = τ , βl = ηl−1 for
l > i+1. Thus, in definition of βl we change βj−1 and βj: βj−1 = ηj−1, βj = τ .
Hence, in order to prove (40) it is sufficient to show that
αj−1−k < ηj−1 < αj−1+r−k, (47)
αj−k < τ < αj+r−k. (48)
Since t∗ ∈ ∆i,j−1, we have ξi−1 < t < ξi. By conditions of Lemma, ∆i,j 6= ∅.
Therefore, by (41), j − 1 − k 6 i − 1. Hence, αj−1−k
(38)
= ξj−1−k < ηj−1 by
(37). Further, since i 6 j + r − k − 2, we have j − 1 + r − k > i + 1 and
αj−1+r−k
(38)
= ξj−2+r−k > ξi
(46)
> ηj−1. This completes the proof of (47). Let
us check (48). We have αj+r−k = ξj+r−k−1 > ξi+1 > τ . In order to prove that
τ > αj−k it is sufficient to show that ηj−1 > αj−k (see the second inequality
of (46)). If j − k 6 i− 1, then αj−k
(38)
= ξj−k 6 ξi−1 < ηj−1. If j − k = i, then
αj−k = αi
(38)
= t < ηj−1 (since t∗ ∈ ∆i,j−1 and δ is sufficiently small).
2. Let i = j + r − k − 1. We take t∗ ∈ ∆i,j. Then t∗ > τ∗. If |t − t∗| < δ,
τ ∈ (τ∗, τ∗ + δ), then τ < t for small δ > 0. The case i+ k = j is impossible,
since r > 2. Therefore, G(t, τ, ξ, η) 6= 0 by Lemma 5. Let τ ∈ (τ∗ − δ, τ∗).
Then βj−1 = τ , βj = ηj−1, other numbers αl and βl are the same as for
τ ∈ (τ∗, τ∗ + δ); i.e., they are defined by (38) and (39). Hence, in order to
check the condition (40), it is sufficient to prove that
αj−k−1 < τ < αj−1+r−k, (49)
αj−k < ηj−1 < αj+r−k. (50)
We have j−k−1 = i− r 6 i−1; therefore, αj−k−1
(38)
= ξj−k−1 6 ξi−1 < τ (the
last inequality holds since ξi−1 < ηj−1, and τ is close to τ∗
(46)
= ηj−1). Further,
j − 1+ r− k = i; hence, αj−1+r−k = αi
(38)
= t > τ . This completes the proof of
(49). Let us check (50). We have αj+r−k = αi+1
(38)
= ξi
(46)
> ηj−1. Since r > 2,
we get j − k = i− r + 1 6 i− 1, and αj−k
(38)
= ξj−k 6 ξi−1 < ηj−1.
This completes the proof.
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Lemma 7. Let r > 3, ∆i,j 6= ∅, τ∗ = ξi−1 = ηj−1. Then there exist δ > 0 and
t∗ ∈ (0, 1) such that G(t, τ, ξ, η) 6= 0 for a.e. (t, τ) ∈ (t∗−δ, t∗+δ)×(τ∗−δ, τ∗+δ).
Proof. First we prove that i − 1 + k 6= j or i 6= j − 1 + r − k. Indeed, otherwise
i = j − k + 1, i = j − k − 1 + r; i.e., 1 = r − 1. It contradicts with condition r > 3.
We show that
i+ k 6= j, i− r + k 6= j. (51)
Indeed, if i + k = j or i = j + r − k, then ξi−1 = ηi+k−1 or ξi−1 = ηi−r+k−1. This
contradicts with the alternation condition (37).
Case i 6= j + 1− k. We take t∗ ∈ ∆i,j.
Let τ ∈ (τ∗, τ∗ + δ), |t − t∗| < δ. Then t ∈ ∆i,j, τ ∈ ∆i,j for small δ > 0. Since
i+ k 6= j, i− r + k 6= j, we get G(t, τ, ξ, η) 6= 0 by Lemma 5.
Let τ ∈ (τ∗ − δ, τ∗). Then
αl = ξl, l 6 i− 1, αi = t, αl = ξl−1, l > i+ 1, (52)
βl = ηl, l 6 j − 2, βj−1 = τ, βl = ηl−1, l > j. (53)
Let us prove that
βl+k−r < αl. (54)
1. If l 6 i − 1, then αl
(52)
= ξl, l + k − r 6 i − 1 + k − r
(41)
6 j − 1, and
βl+k−r
(53)
6 τ < ξi−1 = ξl.
2. If l = i, then αl
(52)
= t. Further, l + k − r = i + k − r
(41)
6 j; hence, βl+k−r 6
βj
(53)
= ηj−1. It remains to apply the inequality t > ηj−1 (it holds since t∗ ∈ ∆i,j
and δ is sufficiently small).
3. If l > i+1, then αl
(52)
= ξl−1. Let βl+k−r 6 τ . Then (54) follows from inequalities
τ < ξi 6 ξl−1. If βl+k−r > τ , then βl+k−r
(53)
= ηl+k−r−1, and (54) follows from
(37).
Now we prove that
αl < βl+k. (55)
1. If l 6 i− 1, then αl
(52)
= ξl.
• If l + k 6 j − 2, then βl+k
(53)
= ηl+k, and (55) follows from (37).
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• If l + k = j − 1, then βl+k
(53)
= τ > ξi−2 (the last inequality holds for
small δ > 0, since τ∗ = ξi−1 and τ > τ∗ − δ). Hence, if l + k = j − 1 and
l 6 i − 2, then βl+k > ξi−2 > ξl = αl. Let l + k = j − 1, l = i− 1. Then
ξl = ξi−1 = ηj−1 = ηl+k; this contradicts with (37).
• If l + k > j, then βl+k = ηl+k−1. Hence, (55) is equivalent to ξl < ηl+k−1.
We have ξl 6 ξi−1 = ηj−1 6 ηl+k−1; moreover, ξl = ηl+k−1 holds only for
l = i − 1, l + k = j. Then i = j + 1 − k, which contradicts with our
assumption.
2. If l = i, then αl
(52)
= t ∈ (ηj−1, ηj). Further, l+ k = i+ k
(41)
> j; thus, βl+k
(53)
=
ηi+k−1. By (41) and (51), we have i+ k− 1 > j; therefore, βl+k > ηj > t = αl.
3. If l > i+ 1, then αl
(52)
= ξl−1, l + k > i+ 1 + k
(41)
> j; hence, βl+k
(53)
= ηl+k−1,
and (55) follows from (37).
From (54), (55) and Proposition 3 it follows that G(t, τ, ξ, η) 6= 0.
Case i 6= j − 1 + r − k. We take t∗ ∈ ∆i−1,j−1.
Let τ ∈ (τ∗−δ, τ∗), |t− t∗| < δ. Then t ∈ ∆i−1,j−1, τ ∈ ∆i−1,j−1. Since i−1+k 6=
j − 1, i− 1− r + k 6= j − 1 by (51), we have G(t, τ, ξ, η) 6= 0 by Lemma 5.
Let now τ ∈ (τ∗, τ∗ + δ), δ > 0 is sufficiently small. Then
αl = ξl, l 6 i− 2, αi−1 = t, αl = ξl−1, l > i, (56)
βl = ηl, l 6 j − 1, βj = τ, βl = ηl−1, l > j + 1. (57)
We prove that
αl < βl+k. (58)
1. If l 6 i− 2, then αl
(56)
= ξl. In the case l+ k 6 j − 1 we get βl+k
(57)
= ηl+k, and
(58) follows from (37). If l+k = j, then βl+k
(57)
= τ > ξi−1 > ξl. If l+k > j+1,
then βl+k
(57)
= ηl+k−1 > ηj > t > ξi−2 > ξl.
2. If l = i− 1, then αl
(56)
= t, βl+k = βi−1+k. By (41), j 6 i+ k. If j 6 i− 1 + k,
then βi−1+k > βj
(57)
= τ > t. Let j = i+ k. Then βi−1+k = βj−1
(57)
= ηj−1 > t.
3. If l > i, then αl
(56)
= ξl−1. We have l + k > i + k
(41)
> j. Let l = i. Then
αl = ξi−1 < τ
(57)
= βj 6 βl+k. If l > i + 1, then αl = ξl−1
(37)
< ηl+k−1
(57)
= βl+k
(the last equality holds since l + k > i+ 1 + k
(41)
> j + 1).
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We prove that
βl+k−r < αl. (59)
1. If l 6 i − 2, then αl
(56)
= ξl. We show that l + k − r 6 j − 1. Indeed, by (41),
i 6 j+r−k; hence, l+k−r 6 i−2+k−r 6 j−1. Therefore, βl+k−r
(57)
= ηl+k−r,
and (59) follows from the alternation condition for ξ, η.
2. If l = i − 1, then αl
(56)
= t > ηj−2. Therefore, it is sufficient to prove that
βl+k−r 6 ηj−2. By (41) and (51), i 6 j + r − k − 1; hence, l + k − r =
i− 1 + k − r 6 j − 2. Therefore, βl+k−r
(57)
= ηl+k−r 6 ηj−2.
3. If l > i, then αl
(56)
= ξl−1.
• Let l + k − r > j + 1. Then βl+k−r
(57)
= ηl+k−r−1, and (59) follows from
the alternation condition for ξ, η.
• If l + k − r = j, then βl+k−r
(57)
= τ < ξi. Hence, it is sufficient to check
that ξl−1 > ξi, which means that l − 1 > i. Suppose the contrary: let
l = i. Then i = j + r − k, which contradicts with (51).
• Let l + k − r 6 j − 1. Then βl+k−r
(57)
= ηl+k−r, and (59) is equivlent
to the inequality ξl−1 > ηl+k−r. We have ξl−1 > ξi−1 = ηj−1 > ηl+k−r; in
addition, ξl−1 = ηl+k−r only if l = i, l+k−r = j−1. Then i = j−1+r−k,
which contradicts with our assumption.
From (58), (59) and Proposition 3 it follows thatG(t, τ, ξ, η) 6= 0. This completes
the proof.
Corollary 1. Let τ∗ ∈ (0, 1). Suppose that r > 3, or r = 2 and τ∗ /∈ {ηj : 1 6 j 6
n, ηj = ξj}. Then there exist δ > 0 and t∗ ∈ (0, 1) such that G(t, τ, ξ, η) 6= 0 for
a.e. (t, τ) ∈ (t∗ − δ, t∗ + δ)× (τ∗ − δ, τ∗ + δ).
4 Auxiliary assertions for r = 2
In this section we obtain analogues of Lemmas 10 and 11 from [30]. The main part
of the proof is similar to arguments from [30, §5].
Since r = 2, 1 6 k 6 r − 1, we have k = 1. From (26) it follows that
H(t, τ) = min{t, τ}. (60)
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Since the operator I˜kr,g,v : Lp[0, 1]→ Lq[0, 1] is bounded, from (5) it follows that
T∫
0
vq(t)tq dt <∞ for any 0 < T < 1. (61)
Let (x, y, θ) ∈ SPn. Then (see (7))
x¨ = −gp
′
y(p′), y¨ = −θ
q
vqx(q),
x(0) = x˙(1) = y(0) = y˙(1) = 0,∥∥∥ x¨g∥∥∥
Lp[0, 1]
= 1,
(62)
0 < ξ1 < ξ2 < · · · < ξn < 1 are points of sign change of the function x, 0 < η1 < η2 <
· · · < ηn < 1 are points of sign change of the function y. From the Rolle’s theorem
and Proposition 1 it follows that x˙ has exactly n points of sign change. Without loss
of generality we may assume that x(t) > 0 in the right punctured neighborhood of
zero. Hence, x˙(t) > 0 in the right punctured neighborhood of zero. Then
1. if n is even, then x˙(t) > 0 and x¨(t) 6 0 in the left punctured neighborhood of
1. By the first equation (62), y(t) > 0 in the left punctured neighborhood of
1. Since n is even, y(t) > 0 in the right punctured neighborhood of zero.
2. if n is odd, then x˙(t) < 0 and x¨(t) > 0 in the left punctured neighborhood of
1. By the first equation (62), y(t) < 0 in the left punctured neighborhood of
1. Since n is, y(t) > 0 in the right punctured neighborhood of zero.
Thus,
x(t) > 0, y(t) > 0 in the right neighborhood of zero. (63)
Denote ξ0 = η0 = 0, ξn+1 = ηn+1 = 1.
Let
Λ := {l = 1, n : ηi = ξi} 6= ∅. (64)
We denote the elements of Λ by ls, 1 6 s 6 m. Also we set l0 = 0, lm+1 = n + 1.
For f ∈ W 2,1p,g [0, 1] we denote
QLf(t) =
1∫
0
G(t, τ, ξ, η)f¨(τ) dτ. (65)
Then
QLf(ξj)
(29)
= 0, 1 6 j 6 n, (66)
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PLf := f +QLf
(31),(65)
∈ Ln :=
{
n∑
j=1
cjhj : cj ∈ R, 1 6 j 6 n
}
, (67)
where
hj(t) = H(t, ηj)
(60)
= min{t, ηj}. (68)
Let ψ1(t) = min{t, η1}. For 2 6 j 6 n we set
ψj(t) =

0, 0 6 t 6 ηj−1,
t− ηj−1, ηj−1 6 t 6 ηj,
ηj − ηj−1, ηj 6 t 6 1.
(69)
Then
hj =
j∑
i=1
ψi; (70)
hence,
Ln = span {ψj}
n
j=1. (71)
For 0 6 s 6 m− 1 we denote
η(s) = (ηls+1, ηls+2, . . . , ηls+1), ξ
(s) = (ξls+1, ξls+2, . . . , ξls+1).
In addition, we set η(m) = (ηlm+1, ηlm+2, . . . , ηn), ξ
(m) = (ξlm+1, ξlm+2, . . . , ξn). For
f ∈ W 2,1p,g [0, 1], 0 6 s 6 m we set
Q0sf(t) =
ηls+1∫
ηls
G(t, τ, ξ(s), η(s))f¨(τ) dτ.
The following assertion is the analogue of Lemma 5 from [30].
Lemma 8. The equality QLf |[ηls , ηls+1 ] = Q
0
sf holds.
Proof. Let 0 6 s 6 m− 1. By direct calculations it can be checked that
ηls+1∫
ηls
min{t− ηls, τ − ηls}f¨(τ) dτ = −f(t) + f(ηls) + (t− ηls)f˙(ηls+1). (72)
In addition,
(−f(t) + f(ηls) + (t− ηls)f˙(ηls+1))|t=ηls = 0,
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ddt
(−f(t) + f(ηls) + (t− ηls)f˙(ηls+1))
∣∣∣∣
t=ηls+1
= 0.
Therefore,
ηls+1∫
ηls
min{t− ηls , τ − ηls}f¨(τ) dτ −Q
0
sf(t) ∈ span{ψj}
ls+1
j=ls+1
(73)
(it is the analogue of formulas (67) and (71)). Since for any t ∈ [ηls , ηls+1 ] we have
t− ηls =
ls+1∑
j=ls+1
ψj(t), by (72) and (73) there are numbers {bj}
ls+1
j=lk+1
such that
f(t)− f(ηls) +Q
0
sf(t) =
ls+1∑
j=ls+1
bjψj(t), ηls 6 t 6 ηls+1. (74)
By (67) and (70), there are numbers {cj}
n
j=1 such that f(t) +QLf(t) =
n∑
j=1
cjψj .
For j > ls+1 + 1 we have ψj |[ηls , ηls+1 ]
(69)
≡ 0, for j 6 ls we have ψj |[ηls , ηls+1 ] ≡ const.
Hence, there is A ∈ R such that f(t)+QLf(t) = A+
ls+1∑
j=ls+1
cjψj . Since QLf(ηls)
(64)
=
QLf(ξls)
(66)
= 0 and ψj(ηls)
(69)
= 0, ls + 1 6 j 6 ls+1, we get A = f(ηls) and
f(t)− f(ηls) +QLf(t) =
ls+1∑
j=ls+1
cjψj(t), ηls 6 t 6 ηls+1 . (75)
Since QLf(ξi)
(66)
= 0 and similarly Q0sf(ξi) = 0, ls + 1 6 i 6 ls+1, we get from
(74) and (75) that
ls+1∑
j=ls+1
(cj − bj)ψj(ξi) = 0, ls + 1 6 i 6 ls+1.
Let us prove that the matrix (ψj(ξi))ls+16i, j6ls+1 is non-degenerate. By (68) and
(70), it holds if and only if the matrix (min(ξi, ηj))ls+16i, j6ls+1 is non-degenerate;
the last property follows from (60) and analogue of (35) for ls + 1 6 i, j 6 ls+1 (see
Proposition 2 and Lemma 2).
Thus, cj = bj . This together with (74) and (75) yields the assertion of Lemma
for s < m.
Let s = m. Then from (72), the condition f˙(1) = 0 and the equality
1∫
ηlm
min{t− ηlm , τ − ηlm}f¨(τ) dτ −Q
0
mf(t) ∈ span{ψj}
n
j=lm+1
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it follows that
f(t)− f(ηlm) +Q
0
mf(t) =
n∑
j=lm+1
bjψj(t), ηlm 6 t 6 1.
Similarly as formula (75) it can be proved that
f(t)− f(ηlm) +QLf(t) =
n∑
j=lm+1
cjψj(t), ηlm 6 t 6 1.
After that we argue similarly as for s < m.
For 0 6 α < β 6 1 we set Φ[α, β](f) =
β∫
α
|vf |q dt. Denote
Φs(f) =
{
Φ[ηls−1, ηls ](f), 1 6 s 6 m,
Φ[ηlm , ηlm+1](f), s = m+ 1,
ϕs = ψls , 1 6 s 6 m, (76)
ϕm+1 = ηlm+1 − ηlm − ψlm+1 for lm < n, ϕm+1 = 1 for lm = n. (77)
The following assertion can be proved by direct calculations (see, e.g., [12], p.
268, Exercise 8.29).
Proposition 5. Let µ be a measure, 1 < q < ∞, Φ(f) =
1∫
0
|f(t)|q dµ(t). Then the
function Φ has the Lagrange variation, which is equal to
Φ′(f)[h] = q
1∫
0
(f)(q)h dt. (78)
Remark 1. This function is Fre´chet differentiable and even in a more strong sense;
it follows from the uniform smoothness of the space Lq for 1 < q <∞ (see [12], §9).
The following lemma is similar to Proposition 6 from [30].
Lemma 9. The following inequalities hold:
x˙(ηls)Φ
′
s(x)[ϕs] < 0, 1 6 s 6 m, x˙(ηlm)Φ
′
m+1(x)[ϕm+1] > 0.
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Proof. We first consider the case 1 6 s 6 m. We have
Φ′s(x)[ϕs]
(69),(76),(78)
= q
ηls∫
ηls−1
vq(t)x(q)(t)(t− ηls−1) dt
(62)
= −qθ
−q
ηls∫
ηls−1
y¨(t)(t− ηls−1) dt =: Is.
(79)
If ls > 1, then y˙ ∈ AC[ηls−1, ηls]; we apply the formula of integration by parts and
obtain
ηls∫
ηls−1
y¨(t)(t− ηls−1) dt = (t− ηls−1)y˙(t)|
ηls
ηls−1
−
ηls∫
ηls−1
y˙(t) dt = (ηls − ηls−1)y˙(ηls)
(here we apply the equalities y(ηj) = 0, 1 6 j 6 n). Hence, there exists As > 0 such
that
Is = −Asy˙(ηls), 1 6 s 6 m, ls > 1. (80)
Let s = 1 and l1 = 1. Then ηl1−1 = 0. Since x ∈ Lq,v[0, 1], we have v
q−1x(q) ∈
Lq′ [0, 1]. This together with (61) and the Ho¨lder inequality yields that the function
vq(t)x(q)(t)t is Lebesgue integrable. By (62), the function y¨(t)t is also Lebesgue
integrable. From the formula of integration by parts we get for small ε > 0
η1∫
ε
y¨(t)t dt = ty˙(t)|η1ε −
η1∫
ε
y˙(t) dt = −εy˙(ε) + η1y˙(η1)− y(η1) + y(ε).
The both parts of this equality have a limit as ε→ 0+; here y(η1) = 0, y(ε) →
ε→0+
0
by (62). Let εy˙(ε) →
ε→0+
c. If c 6= 0, then for small δ > 0
δ∫
0
|y˙| dt >
|c|
2
δ∫
0
dt
t
.
Since y is absolutely continuous on [0, 1), the left-hand side has a finite limit.
The right-hand side is infinite, which leads to a contradiction. Hence, c = 0 and
η1∫
ε
y¨(t)t dt→ η1y˙(η1) as ε→ +0. Thus, there exists A1 > 0 such that
I1 = −A1y˙(ηl1), l1 = 1. (81)
Let now s = m+ 1. If lm < n, then
Φ′m+1(x)[ϕm+1]
(69),(77),(78)
= q
ηlm+1∫
ηlm
vq(t)x(q)(t)(ηlm+1 − t) dt
(62)
=
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= −qθ
−q
ηlm+1∫
ηlm
y¨(t)(ηlm+1 − t) dt =: Im+1.
Similarly as (80) we prove that
Im+1 = Am+1y˙(ηlm). (82)
Let lm = n. Then
Φ′m+1(x)[ϕm+1]
(77),(78)
= q
1∫
ηn
vq(t)x(q)(t) dt
(62)
= −qθ
−q
1∫
ηn
y¨(t) dt =: Im+1.
Since y˙ is absolutely continuous in a left neighborhood of 1 and y˙(1) = 0, then
Im+1 = qθ
−q
y˙(ηn). (83)
From (80), (81), (82), (83) it follows that in order to complete the proof it is
sufficient to check that x˙(ηls)y˙(ηls) > 0, 1 6 s 6 m (recall that by assertion 3 of
Proposition 1 we have x˙(ηls)y˙(ηls) 6= 0).
Let ls be even. By (63), in the left neighborhood of ηls we have x(t) < 0, y(t) < 0,
and in the right neighborhood of ηls we have x(t) > 0, y(t) > 0. Hence, x˙(ηls) > 0,
y˙(ηls) > 0. Similarly for odd ls we get x˙(ηls) < 0, y˙(ηls) < 0.
Now we introduce notation from [30].
For c = (c0, c1, . . . , cm) ∈ R
m+1 we denote
ψc =
m∑
s=0
cs
x¨
g
· χ[ηls , ηls+1 ].
Let
C =
c ∈ Rm+1 : ‖ψc‖pLp[0, 1] ≡
m∑
s=0
|cs|
p
ηls+1∫
ηls
∣∣∣∣ x¨g
∣∣∣∣p dt = 1
 . (84)
For δ > 0 we set
Mδ =
f ∈ W 2,1p,g [0, 1] : ∃c = c(f, δ) ∈ C :
∥∥∥∥∥ f¨g − ψc
∥∥∥∥∥
Lp[0, 1]
6 δ
 . (85)
Let f ∈ W 2,1p,g [0, 1]. For 1 6 s 6 m− 1 we set
Qsf(t) =

Q0sf(t), ηls 6 t 6 ηls+1,
(Q0sf)
′(ηls)(t− ηls) +
ηls∫
t
(τ − t)f¨(τ) dτ, 0 6 t 6 ηls.
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For 0 < γs < ηls − ηls−1 we set
Qˆsf(t) = Qsf(t)−
Qsf(ηls − γs)
ηls+1 − ηls + γs
(ηls+1 − t)+, t ∈ [ηls − γs, ηls+1 ].
Then Qˆsf(ηls − γs) = 0.
For ls = ls+1 − 1 we denote
ϕγss+1(t) =

0, 0 6 t 6 ηls − γs,
t− ηls + γs, ηls − γs 6 t 6 ηls+1,
ηls+1 − ηls + γs, ηls+1 6 t 6 1.
Let
ϕ˜s+1 =
{
ϕs+1, ls+1 − 1 > ls,
ϕγss+1, ls+1 − 1 = ls,
Q˜sf(t) = Qˆsf(t) + ρsϕ˜s+1(t), t ∈ [ηls − γs, ηls+1 − γs+1], 1 6 s 6 m− 1,
Q˜0f(t) = Q0f(t) + ρ0ϕ1(t), t ∈ [0, ηl1 − γ1],
Q˜mf(t) = Qmf(t) + ρmϕm+1(t), t ∈ [ηlm + γm+1, 1];
here the numbers ρs are such that Q˜sf(ηls+1 − γs+1) = 0, 0 6 s 6 m− 1, Q˜mf(ηlm +
γm+1) = 0. Denote Q
∗f(t) = −f(t) + f(ηlm − γm) + c(t − ηlm + γm), t ∈ [ηlm −
γm, ηlm + γm+1], where c ∈ R is such that Q
∗f(ηlm + γm+1) = 0;
Q˜f(t) =

Q˜0f(t), t ∈ [0, ηl1 − γ1],
Q˜sf(t), t ∈ [ηls − γs, ηls+1 − γs+1], 1 6 s 6 m− 1,
Q∗f(t), t ∈ [ηlm − γm, ηlm + γm+1],
Q˜mf(t), t ∈ [ηlm + γm+1, 1].
We set η˜ls = ηls−γs for 1 6 s 6 m, η˜j = ηj for j ∈ {1, . . . , lm−1}\{l1, . . . , lm−1},
η˜lm+1 = ηlm + γm+1, η˜j = ηj−1, j ∈ {lm + 2, . . . , n+ 1},
ψ˜j(t) =

0, 0 6 t 6 η˜j−1,
t− η˜j−1, η˜j−1 6 t 6 η˜j,
η˜j − η˜j−1, η˜j 6 t 6 1,
(86)
1 6 j 6 n + 1,
L˜ =
{
n+1∑
j=1
cjψ˜j : cj ∈ R
}
. (87)
Arguing similarly as in [30], we obtain the following assertions.
Lemma 10. The inclusion f + Q˜f ∈ L˜ holds.
Lemma 11. There are numbers δ > 0, γ0 > 0, and C∗ = C∗(g, v, p, q, x, y), for
which, for any γ ∈ (0, γ0), there are γ1, . . . , γm+1 ∈ (0, γ) such that
1∫
0
vq(t)|QLf(t)|
q dt−
1∫
0
vq(t)|Q˜f(t)|q dt > C∗γ
for any f ∈Mδ.
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5 The strict decreasing of widths
Let n ∈ Z+. We prove that
dn+1(W
r,k
p,g [0, 1], Lq,v[0, 1]) < dn(W
r,k
p,g [0, 1], Lq,v[0, 1]). (88)
Let θ = θn, (x, y, θ) ∈ SPn.
For r = 2 we define the set Λ by (64).
Consider two cases.
1. r = 2, Λ 6= ∅,
2. either r = 2 and Λ = ∅ or r > 3.
In the first case we choose δ according to Lemma 11 and take M = Mδ as defined
in (85). In the second case we set
M =
{
f ∈ W r,kp,g [0, 1] :
∥∥∥∥f (r)g − x(r)g
∥∥∥∥
Lp[0, 1]
6 δ or
∥∥∥∥f (r)g + x(r)g
∥∥∥∥
Lp[0, 1]
6 δ
}
.
For r = 2 we define the function PLf by formula (67). For r > 3 we set
PLx(t) := x(t)− (−1)
r−k
1∫
0
G(t, τ, ξ, η)x(r)(τ) dτ =
n∑
j=1
cj(x)H(t, ηj)
(see (31)).
Let N = W r,kp,g [0, 1]\M . We show that there exists σ > 0 such that
‖f − PLf‖Lq,v[0, 1] 6 θ
−1
− σ, f ∈ N. (89)
Suppose the contrary. Similarly as in [30, p. 389] it can be proved that there exists
a function x such that ‖x − PLx‖Lq,v[0, 1] = θ
−1
,
∥∥∥x(r)g ∥∥∥
Lp[0, 1]
= 1; in addition, in
case 1 the equality x¨
g
= ψc cannot hold for any c ∈ C (see (84)), and in case 2
x(r) 6= ±x(r). Hence, there exists τ∗ ∈ (0, 1) such that
x(r)
x(r)
∣∣∣
(τ∗−ε, τ∗+ε)
6= const for any
ε > 0; moreover, τ∗ /∈ {ηj : j ∈ Λ} in case 1. By Corollary 1, there exist intervals ∆
′,
∆′′ ⊂ (0, 1) such that G(t, τ, ξ, η) 6= 0 for a.e. (t, τ) ∈ ∆′×∆′′ and x
(r)
x(r)
∣∣∣
∆′′
6= const.
By (32) and (33),
(−1)r−k
G(t, τ, ξ, η)x(r)(τ)
x(t)
> 0,
1∫
0
G(t, τ, ξ, η)x(r)(τ)
x(t)
dτ = (−1)r−k.
Arguing as in [30, p. 389–390], we lead to a contradiction. This completes the proof
of (89).
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We construct a subspace L˜ of dimension n+ 1 such that
sup
x∈W r,kp,g [0, 1]
inf
z∈L˜
‖x− z‖Lq,v[0, 1] < θ
−1
. (90)
This implies (88).
Consider case 1. Define the functions ψ˜j and the space L˜ by formulas (86) and
(87) correspondingly. We choose δ > 0, γ0 > 0, and for arbitrary γ ∈ (0, γ0) we find
γ1, . . . , γm+1 such that the following inequality holds by Lemma 11:
1∫
0
vq(t)|QLx(t)|
q dt−
1∫
0
vq(t)|Q˜x(t)|q dt > C∗γ, x ∈M, γ ∈ (0, γ0). (91)
For x ∈ N we define the function P˜ x = P˜γx as follows: if PLx =
n∑
j=1
cj(x)ψj , then
we set P˜ x =
lm∑
j=1
cj(x)ψ˜j +
n+1∑
j=lm+2
cj−1(x)ψ˜j . By assertion 2 of Lemma 4 and (70), the
set {ci(x) : x ∈ W
2,1
p,g [0, 1], 1 6 i 6 n} is bounded; hence,
sup
x∈N
‖P˜γx− PLx‖Lq,v[0, 1] →
γ→0
0.
Therefore, if γ is sufficiently small, then ‖x− P˜ x‖Lq,v[0, 1]
(89)
6 θ
−1
− σ
2
for any x ∈ N .
Since x+ Q˜x ∈ L˜ by Lemma 10, this together with (91) implies (90).
In case 2 the arguments are similar as in [30, p. 391].
6 Applications
In [31] order estimates for Kolmogorov widths of classes W r,kp,g [0, e
−1] were obtained,
where
g(x) = x−βg | lnx|−αgρg(| lnx|), v(x) = x
−βv | lnx|−αvρv(| lnx|), (92)
βg + βv = r +
1
q
−
1
p
, βv /∈
{
1
q
,
1
q
+ 1, . . . ,
1
q
+ r − 1
}
, (93)
αg + αv >
(
1
q
−
1
p
)
+
, (94)
ρg, ρv were absolutely continuous functions such that
lim
y→+∞
yρ′g(y)
ρg(y)
= lim
y→+∞
yρ′v(y)
ρv(y)
= 0. (95)
Denote α = αg + αv, ρ(y) = ρg(y)ρv(y).
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Theorem 2. Let r ∈ N, 1 < q 6 p <∞, let conditions (92), (93), (94), (95) hold,
where βv ∈
(
1
q
+ k − 1, 1
q
+ k
)
, 1 6 k 6 r − 1. Let θn = sup spn, where the set spn
is defined according to (7). Then
θn ≍

nr, α > r + 1
q
− 1
p
,
nr(logn)−r−
1
q
+ 1
p , α > r + 1
q
− 1
p
, ρg ≡ 1, ρv ≡ 1,
nα−
1
q
+ 1
p [ρ(n)]−1, α < r + 1
q
− 1
p
.
(96)
Moreover, if α and ρ are such that gv ∈ Lκ[0, e
−1] with 1
κ
= r + 1
q
− 1
p
, then
lim
n→∞
nrθ−1n = λ
−1
rqp‖gv‖Lκ[0, e−1], (97)
where λrqp is the first eigenvalue for the problem
(−1)r+1((x(r))(p))
(r) + λqx(q) = 0
with periodic boundary conditions.
Proof. By Theorem 1,
θ−1n = dn(W
r,k
p,g [0, e
−1]).
This together with [31, Theorem 1, Examples 1–3] yields (96).
Let us prove (97). To this end we check that
‖I˜a,b,kr,g,vϕ‖Lq[a, b] .
g, v, p, q, r
‖gv‖Lκ[a, b]‖ϕ‖Lp[a, b]. (98)
If a > b
2
, then (98) follows from [31, Proposition 2]. Let a < b
2
. Then from [31,
Propositions 3, 4] it follows that
‖I˜a,b,kr,g,vϕ‖Lq[a, b] .
g, v, p, q, r
 | log a|∫
| log b|
t−
αpq
p−q [ρ(t)]
pq
p−q dt

1
q
− 1
p
(99)
(for p = q we take the norm in L∞). On the other hand,
‖gv‖Lκ[a, b]‖ϕ‖Lp[a, b] =
 | log a|∫
| log b|
t−ακ[ρ(t)]κ dt

1
κ
. (100)
From the inequality κ < pq
p−q
it follows that ‖(xn)n∈N‖l pq
p−q
6 ‖(xn)n∈N‖lκ for any
sequence (xn)n∈N. Writing the integrals (99) and (100) in terms of sums of integrals
over intervals of length l ∈ [1, 2], we obtain (98).
In order to complete the proof of (97) we argue similarly as in [32, §4]: we apply
the Buslaev’s result [4] for piecewise-continuous weights and pass to limit.
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