Sensing three-dimensional shape is a central problem in the development of robot systems for autonomous navigation and manipulation. Stereo vision is an attractive approach to this problem in several applications; however, stereo algorithms still lack reliability and generality. We address these problems by modelling the stereo depth map as a discrete random field, by formulating the matching problem in terms of Bayesian estimation, and by using this framework to develop a "bootstrap" procedure that employs fine camera motion to initialize stereo fusion. First, one camera is translated parallel to the stereo baseline to acquire a narrowbaseline image pair; then, the depth map obtained from the narrowbaseline image pair is used to constrain matching in a "widebaseline" image pair consisting of one image from each camera.
Introduction
The ability to sense 3 -D shape is essential in many applications of autonomous robots. Stereo vision is an attractive approach to 3 -D sensing, particularly in applications involving highly textured environments (e.g. outdoor navigtion) or requiring a non -emitting, non -scanning, or nonmechanical sensor. Although there has been considerable success in using stereo for components of the 3 -D sensing problem [4, 9, 10, 18, 25, 28, 30] , there is not yet an adequate paradigm for estimating shape (i.e. depth) from stereo image sequences in contexts where simple, featurebased primitives do not apply. To obtain such a paradigm, ' This research was sponsored by DARPA, monitored by the Air Force Avionics Lab under contract F33615 -87 -C -1499. The views and conclusi ms contained in this document are those of the authors and should not be i....rpreted as representing the official policies, either expressed or implied, of the funding agencies. one must consider both the mathematical formulation of the depth estimation problem and the system issues involved in obtaining an efficient, reliable solution.
The principal distinction to be made in formulating the problem is between feature -based and pixel -based models of depth. Feature -based models employ simple, geometric primitives such as line segments and planar patches. Statistical formulations of feature -based depth and/or motion estimation are discussed in [2, 9, 11, 18, 31] . Such models are appropriate for simple, well-structured environments consisting of man-made objects, but lack representative power in complex domains. Pixel -based models represent depth at each pixel in the image. Statistical formulations of pixelbased depth estimation, using random field models of the depth map, have been presented in [14, 19, 26] . Pixel - based depth models promise more generality than featurebased models; however, much remains to be done on both mathematical and system aspects of this approach.
The central "system" issue is how to find stereo correspondences efficiently and reliably. There are two types of approach: those that constrain depth estimation through heuristic assumptions about surface shape, in particular assumptions about local smoothness [4, 13, 23, 25, 27, 30] , and those that obtain constraint by augmenting the sensor, in particular by using redundant images. Redundant images can come from trinocular camera systems [21, 25] , fine -motion image sequences [3, 19] , or the use of fine motion to initialize stereo fusion [8] . Redundant sensing is the more effective of the two types of approach; however, questions remain about which sensing strategy is the most effective, about how to formulate the matching problem for a given sensing strategy, and about how to perform the search for optimal depth estimates. This paper combines a promising approach to formulating pixel -based depth estimation with an effective, redundant sensing strategy to obtain efficient, reliable algorithms for estimating depth for complex scenes. The approach models the depth map as a random field, employs areabased image similarity measurements, and formulates the matching problem in Bayesian terms. The sensing strategy uses fine camera motion to initialize stereo fusion by obtaining a narrow-baseline image pair through motion of 62 / SPIE Vol 1198 Sensor Fusion Il: Human and Machine Strategies (1989) A Bayesian Foundation for Active Stereo Vision1
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2Current address: Jet Propulsion Laboratory, 4800 Oak Grove Drive, Pasadena, CA 91109. one must consider both the mathematical formulation of the depth estimation problem and the system issues involved in obtaining an efficient, reliable solution.
The principal distinction to be made in formulating the problem is between feature-based and pixel-based models of depth. Feature-based models employ simple, geometric primitives such as line segments and planar patches. Statistical formulations of feature-based depth and/or motion estimation are discussed in [2, 9, 11, 18, 31] . Such models are appropriate for simple, well-structured environments consisting of man-made objects, but lack representative power in complex domains. Pixel-based models represent depth at each pixel in the image. Statistical formulations of pixelbased depth estimation, using random field models of the depth map, have been presented in [14, 19, 26] . Pixelbased depth models promise more generality than featurebased models; however, much remains to be done on both mathematical and system aspects of this approach.
The central "system" issue is how to find stereo correspondences efficiently and reliably. There are two types of approach: those that constrain depth estimation through heuristic assumptions about surface shape, in particular assumptions about local smoothness [4, 13, 23, 25, 27, 30] , and those that obtain constraint by augmenting the sensor, in particular by using redundant images. Redundant images can come from trinocular camera systems [21, 25] , fine-motion image sequences [3, 19] , or the use of fine motion to initialize stereo fusion [8] . Redundant sensing is the more effective of the two types of approach; however, questions remain about which sensing strategy is the most effective, about how to formulate the matching problem for a given sensing strategy, and about how to perform the search for optimal depth estimates. This paper combines a promising approach to formulating pixel-based depth estimation with an effective, redundant sensing strategy to obtain efficient, reliable algorithms for estimating depth for complex scenes. The approach models the depth map as a random field, employs areabased image similarity measurements, and formulates the matching problem in Bayesian terms. The sensing strategy uses fine camera motion to initialize stereo fusion by obtaining a narrow-baseline image pair through motion of one camera, then by using depth estimates from this image pair to constrain matching of a wide -baseline image pair obtained with both cameras (figure 1). This "bootstrap" o;: eration realizes one of the goals of "active vision" [1] by controlling the sensor to assist the scene interpretation process.
The following section outlines the overall approach at greater length. Sections 3 and 4 present the details of the formulation and the matching algorithm. Section 5 shows results obtained with scale models of difficult, outdoor scenes; these results demonstrate the potential of the approach.
Approach
At an intuitive level, the core of our approach is the use of small -area correlation to estimate depth at each pixel. Disparities computed to sub -pixel resolution with the narrowbaseline image pair are used to predict disparities for the wide -baseline image pair. Search windows for the widebaseline image pair are obtained from error margins applied to the narrow-baseline disparity estimates.
At a more formal level, we formulate the bootstrap operation as a statistical estimation problem, following the standard methodology outlined in [20] . The variables to be estimated are the depth at each pixel in the image, which we denote by the vector d. Uncertainty enters the problem through noise in the images and through probabilistic prior information that may be available about d. We model the prior information as a prior probability density for d (i.e. we model the depth map as a discrete random field), use Bayes' theorem to derive a posterior density for d, and use the MAP criterion to define optimal disparity estimates. The error variance of the disparity estimate at each pixel models the uncertainty of the estimate at that pixel.
The estimation problem can be formulated independently for each pixel, jointly for all pixels in each scanline (i.e. jointly in 1 -D), or jointly for all pixels in the image (jointly in 2 -D). In this paper, we examine only the independent case at a single scale of resolution. Joint cases are examined in [15, 16] . Section 3 reviews maximum -likelihood (ML) disparity estimation, based on intensity comparisons within a window, and derives the variance of the estimation error. Section 4 extends the ML formulation to Bayesian matching for the bootstrap operation.
Basic ML Image Matching
In this section, we review a basic formulation of ML disparity estimation based on intensity comparisons within small windows. This allows us to derive a model of uncertainty in the disparity estimate at each pixel and to show that correlations can exist between disparity estimates at neighboring pixels. It also sets the stage for extension to the Bayesian formulation of the following section. The derivation in this section is similar to derivations in [7, 24, 29] . For simplicity, we formulate the problem for 1 -D images; the extension to 2 -D is straightforward.
We model the left (II) and right (Ir) images of a stereo pair as displaced versions of the same deterministic signal, with noise added to each image. Thus,
Ir(x) = I(x + d(x)) + nr (x) where I is the underlying deterministic signal, d is the displacement or disparity between images It and 4, and nj and nr model the noise. In this paper, we assume that nj and nr are stationary, Gaussian white sequences with variance cr and o, respectively.
To find the disparity at pixel Ii(x1), we compare a suitable representation of the intensity variation in a region around h(xi) to regions of 1,. In this paper, the representation is the image itself and the comparison is just the intensity difference in a window around It(x;)4. Assuming that disparity is constant over the window, this gives a set of intensity errors e( x; +Zx¡;d)= Ir(
where .6x) indexes pixels in the window. We express the observations e(x; + ax); d) together as the vector e(xi;d) = [e(xi +Zlxl ;d),...,e(x; +Ax,,;d)]T where n is the size of the window. Under the noise model above, the joint p.d.f. of e is .f(eld) _ (27r)^ /2o. exp (_eTe) (1) 4Other representations, such as outputs of a set of band -pass filters [12] , may offer advantages in dealing with the issue of scale. camera, then by using depth estimates from this image pair to constrain matching of a wide-baseline image pair obtained with both cameras (figure 1). This "bootstrap" operation realizes one of the goals of "active vision" [1] by controlling the sensor to assist the scene interpretation process.
2 Approach A-t an intuitive level, the core of our approach is the use of small-area correlation to estimate depth at each pixel. Disparities computed to sub-pixel resolution with the narrowbaseline image pair are used to predict disparities for the wide-baseline image pair. Search windows for the widebaseline image pair are obtained from error margins applied to the narrow-baseline disparity estimates.
The estimation problem can be formulated independently for each pixel, jointly for all pixels in each scanline (i.e. jointly in 1-D), or jointly for all pixels in the image (jointly in 2-D). In this paper, we examine only the independent case at a single scale of resolution. Joint cases are examined in [15, 16] . Section 3 reviews maximum-likelihood (ML) disparity estimation, based on intensity comparisons within a window, and derives the variance of the estimation error. Section 4 extends the ML formulation to Bayesian matching for the bootstrap operation.
In this section, we review a basic formulation of ML disparity estimation based on intensity comparisons within small windows. This allows us to derive a model of uncertainty in the disparity estimate at each pixel and to show that correlations can exist between disparity estimates at neighboring pixels. It also sets the stage for extension to the Bayesian formulation of the following section. The derivation in this section is similar to derivations in [7, 24, 29] . For simplicity, we formulate the problem for 1-D images; the extension to 2-D is straightforward.
We model the left (//) and right (lr) images of a stereo pair as displaced versions of the same deterministic signal, with noise added to each image. Thus, /,(*) = where / is the underlying deterministic signal, d is the displacement or disparity between images // and 7r, and n\ and nr model the noise. In this paper, we assume that n\ and nr are stationary, Gaussian white sequences with variance of and of, respectively. To find the disparity at pixel //(*/), we compare a suitable representation of the intensity variation in a region around //(*, ) to regions of Ir. In this paper, the representation is the image itself and the comparison is just the intensity difference in a window around //(x/)4 . Assuming that disparity is constant over the window, this gives a set of intensity errors where cr2 = vi +cr2 is the sum of the noise variances in both images. An ML disparity estimate maximizes (1), which is equivalent to, minimizing the quadratic form eTe in the exponent. This is the familiar "squared intensity difference" IT itching criterion. This can be generalized by defining the ii..age comparison in terms of multiple, filtered versions of the image. For one such approach, see [12] .
For digital images, we estimate disparity in two steps. First, we evaluate eTe for every discrete d in a predefined search range to find the minimum to pixel resolution. This yields an initial estimate do of d at pixel resolution. Then, we obtain an estimate of d to sub -pixel resolution by taking a first -order expansion of e about d = do. This yields For implementation, the derivatives I' are estimated from It. Since 11 is noisy, the derivative estimates will also be noisy; this can be moderated by smoothing the image before differentiation. With the linearized model of e, the conditional density of e is
Taking the log of this and setting the derivative with respect to d to zero, we obtain the disparity estimate T d= do +JJ This can be iterated to refine the estimate. In practice, iterating will require estimating the intensity errors e at positions between pixels. This can be done by fitting curves to the discrete intensity image.
The uncertainty in the disparity estimate is expressed by the variance of the estimation error,
propagation techniques [20] lead to the following estimate of the error variance:
As discussed in [29] , this expression is actually a lower bound on the error variance. The variance estimate o-d relates the precision of the disparity estimate to the noise level o 2 and the "edginess" of the images, as expressed by the squared intensity derivatives JTJ [7] . This model of disparity uncertainty at each pixel in the image is valuable in the context of the bootstrap operation, as well as in larger system contexts where the uncertainty model may be important in constructing scene descriptions or in motion planning. Furthermore, the derivatives can be computed from Ii before attempting to match, so the variance estimate can be used as an interest operator to decide where matching should be attempted [6, 22] . Finally, the overlap of matching windows for nearby pixels will cause disparity estimates to be correlated for pixels separated by distances T < w, where w is the width of the matching windows. The existence of this correlation is one motivation for joint formulations of the matching problem.
Bayesian Image Matching
The ML formulation is appropriate when the only prior information about disparity is given by a fixed search interval. If prior information is available in the form of a Gaussian prior density at each pixel, a Bayesian approach can be formulated that leads to weighting the search interval with a quadratic penalty function obtained from the prior density. This situation occurs when initial depth estimates are available either from previous images, as in the bootstrap operation, or from another sensor. In this section, we formulate a single-scale, Bayesian approach to the bootstrap operation, treating the depth at each pixel as independent from other pixels in the depth map.
The images and matching steps of the bootstrap operation were illustrated in figure 1. We assume that the left camera acquires image Ito, moves to acquire image It,, and that the right camera acquires image I,. We model these images as follows:
Here d is the disparity function and the constant k is the ratio of the disparity between Ito and It, to the disparity between It and I.
To estimate disparity at pixel xi in image It we observe intensity differences between the images as in section where a-2 = <jj+<r| is the sum of the noise variances in both images. An ML disparity estimate maximizes (1), which is equivalent to, minimizing the quadratic form ere in the exponent. This is the familiar "squared intensity difference" IT etching criterion. This can be generalized by defining the ih.age comparison in terms of multiple, filtered versions of the image. For one such approach, see [12] . For digital images, we estimate disparity in two steps. First, we evaluate ere for every discrete d in a predefined search range to find the minimum to pixel resolution. This yields an initial estimate do of d at pixel resolution. Then, we obtain an estimate of d to sub-pixel resolution by taking a first-order expansion of e about d = do. This yields
ice the noise terms are modelled as white, nr(xi + AXJdo) -ni(xi + AXJ) can be abbreviated to «(#, + AXJ), where the variance of nfa+Axj) is a2. Collecting all e(xi+Axj\ d), l'(Xi + Axj)
, and nfa + AXJ) into the vectors e, J, and n, we obtain e w J(d -do) + n For implementation, the derivatives 7' are estimated from //. Since // is noisy, the derivative estimates will also be noisy; this can be moderated by smoothing the image before differentiation.
With the linearized model of e, the conditional density of e is
f(e\d) oc exp -2 [e -J(d -
Taking the log of this and setting the derivative with respect to d to zero, we obtain the disparity estimate This can be iterated to refine the estimate. In practice, iterating will require estimating the intensity errors e at positions between pixels. This can be done by fitting curves to the discrete intensity image.
The uncertainty in the disparity estimate is expressed by the variance of the estimation error, 9 standard error propagation techniques [20] lead to the following estimate of the error variance:
2 As discussed in [29] , this expression is actually a lower bound on the error variance.
The variance estimate a\ relates the precision of the disparity estimate to the noise level cr2 and the "edginess" of the images, as expressed by the squared intensity derivatives JrJ [7] . This model of disparity uncertainty at each pixel in the image is valuable in the context of the bootstrap operation, as well as in larger system contexts where the uncertainty model may be important in constructing scene descriptions or in motion planning. Furthermore, the derivatives can be computed from // before attempting to match, so the variance estimate can be used as an interest opera tor to decide where matching should be attempted [6, 22] . Finally, the overlap of matching windows for nearby pixels will cause disparity estimates to be correlated for pixels separated by distances r < w, where w is the width of the matching window5 . The existence of this correlation is one motivation for joint formulations of the matching problem.
Bayesian Image Matching
The images and matching steps of the bootstrap operation were illustrated in figure 1. We assume that the left camera acquires image 7/0 , moves to acquire image //t , and that the right camera acquires image 7r. We model these images as follows:
Ir(x) = Here d is the disparity function and the constant k is the ratio of the disparity between 7/0 and 1^ to the disparity between 7/t and 7r.
To estimate disparity at pixel xi in image 7^ , we observe intensity differences between the images as in section 3. Denoting observed intensity errors between 7/0 and 7/t as en and between 7/t and Ir as e\r and assuming that d(x) is constant in a small region around jc/, we obtain Figure 2 : Bayesian matching for a single pixel. Curve Cp represents the quadratic cost term from the prior density; CL illustrates the intensity error term. Local minima of Cc define candidate disparities.
We denote the intensity errors in a region around xi by the vectors ell and elr, respectively. To derive the estimator, we will extend the ML formulation of section 3 to a Bayesian fc,.mulation for the narrow-baseline image pair, then extend this result to the wide -baseline image pair.
Statistical Formulation for Ito and Il,
To estimate the disparity d at a single pixel, we use Bayes'
f(eu) to obtain the conditional (posterior) density of d, given ell, in terms of the joint density f (ell, d) and the marginal density f(ell). Optimal estimates of d will be defined by the maximum posterior probability (MAP) criterion. For a given set of observations ell, the marginal density in the denominator is a constant normalizing term that is not needed to obtain our results. We assume that any prior information about d comes from external sources, such as a laser scanner or a map database, and is independent of the image noise.
We assume the prior information can be modelled by a Gaussian density with mean d-and variance s ; that is,
When prior information about d is independent of the images, the conditional density is the same as in section 3:
With the MAP criterion, the optimal estimate of d maximizes f(dlell), which is equivalent to maximizing the loglikelihood
where K is a constant. We obtain disparity estimates to pixel resolution by maximizing this expression over d; equivalently, by minimizing the expression in braces:
This is just a combination of the intensity error term of the previous section, weighted by the inverse noise variance, with a quadratic penalty for deviation from the prior estimate, weighted by the variance of the prior estimate. Figure  2 illustrates this by plotting the quadratic term (curve Cp) and the intensity error term (CL) as a function of disparity. The latter may have several local minima, as shown in the figure. Intuitively, we can view the local minima of CL as defining candidate disparities and the prior term as influencing which candidate is considered optimal. Our implementation does exactly that by evaluating (3) only at local minima of CL. The best local minimum according this criterion defines the disparity estimate to pixel resolution, denoted by do.
Sub -pixel disparity estimates are obtained by linearizing the observed intensity errors as in section 3. Expanding ell about do yields
The negative sign on I' reflects the fact that the disparity between Il, and Ilo has the opposite sign from the disparity between I/, and Ir. Letting J be the vector of derivatives over a window around xi and letting no and n1 be the corresponding noise vectors, the linearized measurement vector We denote the intensity errors in a region around ;ct by the vectors e// and e/r, respectively. To derive the estimator, we will extend the ML formulation of section 3 to a Bayesian fumulation for the narrow-baseline image pair, then extend this result to the wide-baseline image pair.
Statistical Formulation for 7/0 and 1T
o estimate the disparity d at a single pixel, we use Bayes' theorem to obtain the conditional (posterior) density of d, given e//, in terms of the joint density /(e//, d) and the marginal density /(e//). Optimal estimates of d will be defined by the maximum posterior probability (MAP) criterion. For a given set of observations e//, the marginal density in the denominator is a constant normalizing term that is not needed to obtain our results. We assume that any prior information about d comes from external sources, such as a laser scanner or a map database, and is independent of the image noise.
We assume the prior information can be modelled by a Gaussian density with mean 3~ and variance s~ ; that is,
With the MAP criterion, the optimal estimate of d maximizes /(d|e//), which is equivalent to maximizing the loglikelihood (2) where A' is a constant. We obtain disparity estimates to pixel resolution by maximizing this expression over d\ equivalently, by minimizing the expression in braces:
This is just a combination of the intensity error term of the previous section, weighted by the inverse noise variance, with a quadratic penalty for deviation from the prior estimate, weighted by the variance of the prior estimate. Figure  2 illustrates this by plotting the quadratic term (curve C/>) and the intensity error term (Q,) as a function of disparity. The latter may have several local minima, as shown in the figure. Intuitively, we can view the local minima of CL as defining candidate disparities and the prior term as influencing which candidate is considered optimal. Our implementation does exactly that by evaluating (3) only at local minima of Q,. The best local minimum according this criterion defines the disparity estimate to pixel resolution, denoted by do. Sub-pixel disparity estimates are obtained by linearizing the observed intensity errors as in section 3. Expanding en about do yields
The negative sign on /' reflects the fact that the disparity between ltl and 7/0 has the opposite sign from the disparity between 1^ and Ir. Letting J be the vector of derivatives over a window around xi and letting n0 and n\ be the corresponding noise vectors, the linearized measurement vector is e// w -J(d -do) + n/0 -n/t Substituting this approximation for e// into (2), setting dt/dd = 0, and solving for d produces the disparity estimate
Note that (do+ J7e///JTJ) is the linearized ML estimate and that JrJ/<72 is the corresponding error variance. Denoting these terms by duL and <r^L gives (6) I i ir UM-,.d
VML
Thus, du is a weighted combination of the prior estimate d~ and the ML estimate duL-, where duL is computed by linearizing about the best pixel-resolution disparity. As in section 3, this process may be iterated to further refine the disparity esimate. The form of (5) 
Therefore, s!1 is the variance of the estimation error in dñ.
To summarize, we modelled the prior density of d at each pixel as Gaussian, with mean d-and variance s
Using the conditional density f(e1i1 d) from section 3, we derived the log -likelihood P(d). Local minima of the intensity error term of A(d) define a set of disparity candidates at pixel resolution; the candidate for which (3) is minimal becomes the initial disparity estimate do. Linearizing ell about do then leads to estimates of the posterior mean d7! (5) and variance sir (7) of d, which define the "best" estimate of d and the variance of the estimation error. If there is no prior information, s-is infinite and the equations reduce to the ML estimator.
Applying this procedure to each pixel in Ill provides an estimate of the entire disparity field. This will not be meaningful in regions of the image with negligible intensity variation. Since aim can be computed before matching, such regions can be detected by thresholding o L and matching only those pixels within threshold.
Statistical Formulation for Ill and I,
The disparity field estimated from the narrow-baseline image pair determines the prior density for matching the wide - The conditional density f(el,l ell, d) is somewhat more complex than the density f(ellld) for the narrow-baseline case.
In this paper, we avoid the extra complexity by treating the narrow-baseline depth estimate as if it were also from an external source; that is, we ignore correlations between it and the noise in image Il. With this simplification, the derivation of the estimator is very similar to the previous case. Collecting the observations over the area of the match window into the vector elr, the MAP estimate to pixel resolution minimizes 1 T (d_)2 2 el, eir + sir (8) This expression is used to determine the best disparity estimate to pixel resolution in the same manner as before. If there is no prior information for the narrow-baseline case (i.e. s = oo), then sir = o-2 /JTJ and the above expression This version is useful if the variance of the image noise is not well known, because then Q2 factors out of both terms and does not affect the match decision. Minimizing (8) or (9) produces the initial disparity estimate do.
Sub -pixel precision again is obtained by linearizing about do. Expanding e1 we obtain e,, Pe. kJ(d-do) +nr -n11
Following through the MAP derivation of equations (2) through (7) leads to the following disparity estimate and error variance:
[k2TJ+j_'
a sir In (10), the term (do +JTeir /JTJ) is the ML disparity estimate for this image pair, the factor of (1 /k) scales the correction term so that the disparity estimate is in units of the narrow baseline. Likewise, the term (k2 JTJ /Q2) is the inverse of ML error variance, scaled into units of the narrow baseline. Therefore, we can rewrite (10) as
which shows that the disparity estimate is again a weighted combination the prior estimate and a new measurement obtained from images I11 and Ir. The weight of k 2 attached to the new measurement reflects the longer baseline used to obtain it.
If no prior information is available for matching the narrow-baseline image pair (s = oo), (10) and (11) That is, the new disparity estimate is a weighted combination of two measurements obtained with baselines in the ratio of k : 1, which results in a weight ratio of k2 : 1. Note that if k = 1 (equal distances between both pairs of images), then the posterior disparity estimate is just the average of the two measurements and the posterior variance is half that of the measurements, as we would expect. disparity esimate^The form of (5) suggests the simplification of iterating d^L to convergence, then combining this with 2~ to compute 2,}.
By completing squares in the exponent of/(e//|d)/(d), it can be shown [5] that d£ as above is the mean of the posterior density /(d|e//) and that the posterior variance is
1 >ML Therefore, s^ is the variance of the estimation error in dfi.
To summarize, we modelled the prior density of d at each pixel as Gaussian, with mean 3~ and variance s~ . Using the conditional density /(e//|d) from section 3, we derived the log-likelihood i(d). Local minima of the intensity error term of £(d) define a set of disparity candidates at pixel resolution; the candidate for which (3) is minimal becomes the initial disparity estimate d0 . Linearizing e// about do then leads to estimates of the posterior mean 2,} (5) and variance s^ (7) of d, which define the "best" estimate of d and the variance of the estimation error. If there is no prior information, s~ is infinite and the equations reduce to the ML estimator.
Applying this procedure to each pixel in 7/t provides an estimate of the entire disparity field. This will not be meaningful in regions of the image with negligible intensity variation. Since a^L can be computed before matching, such regions can be detected by thresholding cr^L and matching only those pixels within threshold.
Statistical Formulation for Ifl and Ir
The disparity field estimated from the narrow-baseline image pair determines the prior density for matching the widebaseline image pair^ Therefore, what were the posterior mean and variance, d^l and jj, now become the prior mean and variance, d^ and ,$£ . The observed intensity errors for this image pair are
The appropriate form of Bayes' theorem is
The conditional density /(e/r |e//, d) is somewhat more complex than the density /(e//|d) for the narrow-baseline case. In this paper, we avoid the extra complexity by treating the narrow-baseline depth estimate as if it were also from an external source; that is, we ignore correlations between it and the noise in image //t . With this simplification, the derivation of the estimator is very similar to the previous case. Collecting the observations over the area of the match window into the vector e/r, the MAP estimate to pixel resolution minimizes This expression is used to determine the best disparity estimate to pixel resolution in the same manner as before. If there is no prior information for the narrow-baseline case (i.e. s~ = oo), then s^ = <r2/jrj and the above expression becomes 1 T -T e /r e *r + V~\2 (9) This version is useful if the variance of the image noise is not well known, because then a2 factors out of both terms and does not affect the match decision. Minimizing (8) or (9) produces the initial disparity estimate do.
Sub-pixel precision again is obtained by linearizing about do. Expanding eir, we obtain e/r « U(d -do) + nr -n,! Following through the MAP derivation of equations (2) through (7) leads to the following disparity estimate and error variance: (10) -1 (11) In (10), the term (do+Jre/r/JTJ) is the ML disparity estimate for this image pair; the factor of (I/A:) scales the correction term so that the disparity estimate is in units of the narrow baseline. Likewise, the term (k 2 JTJ/cr2) is the inverse of ML error variance, scaled into units of the narrow baseline. Therefore, we can rewrite (10) as which shows that the disparity estimate is again a weighted combination the prior estimate and a new measurement obtained from images 7/x and Ir. The weight of £ 2 attached to the new measurement reflects the longer baseline used to obtain it.
If no prior information is available for matching the narrow-baseline image pair (sr = oo), (10) and (11) reduce to That is, the new disparity estimate is a weighted combination of two measurements obtained with baselines in the ratio of k : 1, which results in a weight ratio of k 2 : 1. Note that if k = 1 (equal distances between both pairs of images), then the posterior disparity estimate is just the average of the two measurements and the posterior variance is half that of the measurements, as we would expect.
To summarize, we took the somewhat sub -optimal approach of applying the same estimator to the wide -baseline image pair as we did to the narrow-baseline image pair. An initial disparity estimate do at pixel resolution is obtained by minimizing (8) . From this, the disparity sub -pixel estimate and the error variance are obtained from (10) and (11) . The disparity estimate can be iterated as described in section 3. We also showed simpler forms of the equations that result when s-= oo. Finally, it can be shown that the optimal estimator leads to different weights for the terms comprising d'r and to a smaller final variance. We will not discuss the details here.
Overall Algorithm for the Bootstrap Operation
The entire algorithm for estimating depth from the narrow and wide -baseline images consists of the following steps:
Compute Qá from image I,, and threshold it to determine which pixels to match.
Match the narrow -baseline image pair for pixels within threshold. If prior information consists of disparity limits, use the ML operator; otherwise, use the Bayesian operator. Compute sub -pixel disparity estimates by linearization and iteration.
Match the wide -baseline image pair. In principal, search windows for this step could be established by deriving confidence limits from the prior estimate and centering the resulting range around the prior mean. In practice, we take a more conservative approach by searching fixed disparity intervals. These either span the entire range of disparities known to be present in the image, or they are derived from fixed error margins applied to the narrow -baseline disparity estimates (generally ± 0.5 to 0.7 pixels). Within the search interval, we use the Bayesian operator and compute sub -pixel disparity estimates.
The results of this procedure are estimates of disparity, computed to sub -pixel resolution, and error variance for each pixel within threshold of the interest operator.
Discussion
This algorithm is simple and efficient, because it estimates depth independently for each pixel. To be reliable, it requires appropriate choices of the narrow and wide baselines. This makes the choice of baseline, especially automating choice, an important problem. To date, we have made this choice manually. The noise model used here is probably too simple for real images; however, it provides a useful starting point for algorithm development and does lead to reasonable performance. The independent approach to matching can be generalized to joint formulations that couple the disparity estimates at neighboring pixels. These formulations require a more global optimization algorithm. This issue is discussed at greater length in section 6.
Results
Two issues to evaluate concerning the statistical formulation and the resulting matching algorithm are whether or not the algorithm finds correct matches and whether or not the model of disparity uncertainty accurately reflects the true error distribution. In this paper, we examine only the former issue. Images for the experiments described below were obtained in the Calibrated Imaging Lab (CIL) at CMU by translating a single camera (Sony XC -37 with 16mm lens) to simulate a stereo system. The baselines were quite small due to the scale -model nature of the scenes employed. First, we show results obtained with images of the flat calibration grid shown in figure 3a . The repeated pattern of the grid tests how effectively the algorithm distinguishes between correct and incorrect matches. Figure 3b shows the cost curves Cp (dashed line), CL, (dotted line), and their sum (solid line), as a function of disparity, for a particular pixel in the image. The correct disparity is about 24 pixels. The prior estimate (minimum of the Cp curve) is very close to correct and was obtained with a narrow baseline one -tenth the size of the wide baseline. The solid curve (Cp + CL) illustrates the effect of the prior term on the overall cost. Clearly, some disambiguation of the multiple local minima occurs, though it is difficult to judge from one example how significant the effect is. Figure 3c shows histograms of the inverse depth (1 /Z) for all matched pixels, computed with the ML matcher. The dotted and solid curves are histograms of estimates obtained from the narrow and wide -baseline image pairs, respectively. The histogram for the narrow -baseline pair has a single peak, reflecting very few matching errors, but is much broader than the main peak for the wide -baseline pair. This reflects the relatively lower precision of the depth estimates due to the smaller baseline. For the wide baseline image pair, search windows spanned four lines of the calibration grid, so four disparity candidates were found for most pixels in the image. Thus, the multiple peaks of the histogram reflect matching errors. Figure 3d shows the inverse depth histogram computed for the wide -baseline image pair using the Bayesian matching algorithm. Almost all matches are now correct, so the extra peaks have disappeared. Empirically, we conclude that the MAP cost function successfully discriminates between multiple disparity candidates. The discriminatory power will depend on the precision of the prior (narrow-baseline) estimate, which in turn depends on the magnitude of the intensity derivatives I' and the narrow -to -wide baseline ratio. Analyzing these effects is beyond the scope of this paper. Next, we show results from complex scenes to give a qualitative demonstration of the effectiveness of the algorithm. Figures 4a and 4b show the left (1,) To summarize, we took the somewhat sub-optimal approach of applying the same estimator to the wide-baseline image pair as we did to the narrow-baseline image pair. An initial disparity estimate ck at pixel resolution is obtained by minimizing (8) . From this, the disparity sub-pixel estimate and the error variance are obtained from (10) and (11) . The disparity estimate can be iterated as described in section 3. We also showed simpler forms of the equations that result when s~ =00. Finally, it can be shown that the optimal estimator leads to different weights for the terms comprising d£ and to a smaller final variance. We will not discuss the details here.
Overall Algorithm for the Bootstrap Op eration
The entire algorithm for estimating depth from the narrow and wide-baseline images consists of the following steps:
Compute a\ from image 7/t and threshold it to determine which pixels to match. Match the narrow-baseline image pair for pixels within threshold. If prior information consists of disparity limits, use the ML operator; otherwise, use the Bayesian operator. Compute sub-pixel disparity estimates by linearization and iteration. Match the wide-baseline image pair. In principal, search windows for this step could be established by deriving confidence limits from the prior estimate and centering the resulting range around the prior mean. In practice, we take a more conservative approach by searching fixed disparity intervals. These either span the entire range of disparities known to be present in the image, or they are derived from fixed error margins applied to the narrow-baseline disparity estimates (generally ± 0.5 to 0.7 pixels). Within the search interval, we use the Bayesian operator and compute sub-pixel disparity estimates. The results of this procedure are estimates of disparity, computed to sub-pixel resolution, and error variance for each pixel within threshold of the interest operator.
Discussion
Results
Two issues to evaluate concerning the statistical formulation and the resulting matching algorithm are whether or not the algorithm finds correct matches and whether or not the model of disparity uncertainty accurately reflects the true error distribution. In this paper, we examine only the former issue. Images for the experiments described below were obtained in the Calibrated Imaging Lab (CIL) at CMU by translating a single camera (Sony XC-37 with 16mm lens) to simulate a stereo system. The baselines were quite small due to the scale-model nature of the scenes employed.
First, we show results obtained with images of the flat calibration grid shown in figure 3a . The repeated pattern of the grid tests how effectively the algorithm distinguishes between correct and incorrect matches. Figure 3b shows the cost curves C/> (dashed line), CL (dotted line), and their sum (solid line), as a function of disparity, for a particular pixel in the image. The correct disparity is about 24 pixels. The prior estimate (minimum of the Cp curve) is very close to correct and was obtained with a narrow baseline one-tenth the size of the wide baseline. The solid curve (CP + CL) illustrates the effect of the prior term on the overall cost. Clearly, some disambiguation of the multiple local minima occurs, though it is difficult to judge from one example how significant the effect is. Figure 3c shows histograms of the inverse depth (1/Z) for all matched pixels, computed with the ML matcher. The dotted and solid curves are histograms of estimates obtained from the narrow and wide-baseline image pairs, respectively. The histogram for the narrow-baseline pair has a single peak, reflecting very few matching errors, but is much broader than the main peak for the wide-baseline pair. This reflects the relatively lower precision of the depth estimates due to the smaller baseline. For the wide baseline image pair, search windows spanned four lines of the calibration grid, so four disparity candidates were found for most pixels in the image. Thus, the multiple peaks of the histogram reflect matching errors. Figure 3d shows the inverse depth histogram computed for the wide-baseline image pair using the Bayesian matching algorithm. Almost all matches are now correct, so the extra peaks have disappeared. Empirically, we conclude that the MAP cost function successfully discriminates between multiple disparity candidates. The discriminatory power will depend on the precision of the prior (narrow-baseline) estimate, which in turn depends on the magnitude of the intensity derivatives /' and the narrow-to-wide baseline ratio. Analyzing these effects is beyond the scope of this paper.
Next, we show results from complex scenes to give a qualitative demonstration of the effectiveness of the algorithm. Figures 4a and 4b show the left (7/j) and right :. ,.:>. . ti ; t s :
}. >i5k;
.+c?:?: (Ir) images of the wide -baseline image pair for scene "CIL 1 ". The baselines were 0.135 and 1.35 inches, which gave disparities between 5% and 10% of the image width for the wide -baseline image pair. Figures 4c and 4d give an oblique view and a floorplan sketch to show how the main bLadings are situated. The scene contains strong highlights, fine structural detail, and many repeated patterns. Figure 5a shows the result of the "interest operator ", with unmatchable pixels shown in black. Figure 5b shows the depth map computed via ML, with 5 x 5 windows, from the wide -baseline image pair. Search windows in this case spanned the full range of disparity in the image (5 %-10% of the image width). Mismatches occur in many places, particularly on the railroad tracks, the repeated patterns on building faces, the calibration grid in the background, and on some occluding boundaries. Figure 5c shows the widebaseline depth map from the bootstrap operation. Very few errors remain, with many of those occurring at occluding boundaries. Figure 5d projects the pixels from this depth map onto the ground plane. Each group of points corresponds to the surface of a building, to the trees on the hillside, or the calibration grid behind the scale model. This can be compared with the floorplan to see that, quantitati.ely, the depth estimates are quite accurate.
Figures 6 and 7 show another data set ( "CIL 2 ") and corresponding results. Again, there is a marked difference between the wide -baseline depth maps estimated with and without the constraint afforded by the narrow-baseline estimates. To better visualize the results, we interpolated the wide-baseline depth map of figure 7b, then thresholded the surface slant to roughly segment the scene at occluding boundaries. Figure 7c shows the segmented depth map, with boundaries shown in black, and figure 7d overlays the boundaries on the original intensity image. All major components of the scene are separated well, including the buildings, the trees above and behind the buildings, and the background calibration grid. 6 
Conclusions and Extensions
In this paper, we argued that pixel -based representations of depth (i.e. depth maps) promise more generality than feature -based representations. We also argued that redundant sensing strategies will lead to more robust depth estimation than the use of heuristic assumptions about surface shape. We put these arguments into practice by developing an approach to "bootstrapping" depth map estimation with narrow and wide-baseline images. We formulated the bootstrap operation statistically by modelling uncertainty in the depth map estimated from the narrow-baseline image pair, then by using this uncertainty model to determine the prior density in a Bayesian approach to matching the wide -baseline image pair. The Bayesian formulation led to quadratic penalty functions that help to disambiguate multiple match candidates in the wide -baseline images. The end result is a single-scale, area -based matching algorithm that estimates depth independently for each pixel in the image. The algorithm is simple, efficient, and produces very good depth maps for scale models of difficult, outdoor scenes.
The model of uncertainty in the disparity estimate at each pixel is valuable both in formulating the bootstrap algorithm and as a basis for "sensor fusion" in the context of multi-sensor systems and incremental construction of 3-D scene descriptions. The formulation used here, which implicitly models the depth estimate at each pixel as statistically independent from other pixels, is a special case of more general random field models of the depth map [15, 26] and joint Bayesian formulations of the stereo matching problem [15, 16] . Whereas previous Bayesian approaches to stereo have obtained the prior density from heuristic, surface -smoothness considerations [15] , the bootstrap operation has the conceptual and practical advantage that the prior density for the wide -baseline image pair is derived from measurements of the current scene.
We conclude that the area -based approach, the bootstrap operation, and the statistical formulation employed here are successful and promising techniques for depth estimation in structured or unstructured environments. Much work remains to be done, including automating the choice of baselines in the bootstrap operation, examining the validity of the uncertainty model quantatively (see [17] ), examining joint estimators, and considering multi -scale matching algorithms. Finally, we believe that the approach here will provide a useful starting point for estimating depth continuously from stereo image sequences.
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