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Abstract
We describe a nonadaptive automatic cubature routine for integration over a wide variety of two-dimensional domains,
including innite regions. The underlying algorithm rst maps the region onto the unit square, applies a periodizing
sixth-order Sidi transformation and then generates a sequence of approximations based on embedded lattice rules. Numerical
experiments suggest that the routine is reliable and ecient for a wide range of integrand types and that it is often more
eective than other published routines for integrands with a singularity along the boundary and for integration over innite
domains. c© 1999 Elsevier Science B.V. All rights reserved.
Keywords: Automatic integration; Two-dimensional cubature; Lattice rules; Sidi transformation; Boundary singularities;
Innite domain
1. Introduction
In their book \Lattice Methods for Multiple Integration" [15, p. 141], Sloan and Joe observe in
relation to lattice rules:
\Although the two-dimensional case may not be of great practical interest, it does have a special
charm".
Indeed, it has been a commonly held view amongst researchers interested in the development of
general-purpose software for numerical cubature that in low dimensions, techniques based on the
use of lattice rules are unlikely to be competitive with sophisticated adaptive algorithms such as
Berntsen, Espelid and Genz’s DCUHRE [3], or a library of routines like Cools, Laurie and Pluym’s
CUBPACK++ [5]. In this paper, we demonstrate that the charm of two-dimensional lattices rules
can, in fact, be exploited to produce a reliable and ecient general purpose integrator.
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The algorithm we present, named d2lri (dimension 2 lattice rule integrator), is designed to accept
integrals of the formZ b
a
Z h(x)
g(x)
f(x; y) dy dx; (1)
over nite, semi-innite or doubly-innite domains and return an approximation to this integral
correct to a specied (absolute or relative) accuracy. If the algorithm determines that the requested
accuracy can not be achieved, it returns its best eort and an estimate of the accuracy present in
the cubature, together with a ag indicating that the required accuracy was not achieved.
d2lri is nonadaptive. Integrals are automatically mapped onto the domain [0; 1]2 before undergoing
a Sidi transformation of order 6 [13]. A sequence of lattice rules is then applied to the resulting
integral. This sequence of increasingly powerful rules is generated from a seed Fibonacci rule by
systematically augmenting the points in the underlying Fibonacci lattice.
The algorithm has been implemented within a C++ class called DoubleIntegral, the design
of which makes it extremely easy to use and undemanding of memory resources. Example code
illustrating how the algorithm is utilised is given in Section 4.7. A full version of the code may be
accessed from the web site http://www.cs.latrobe.edu.au/sta/ian.html.
In the following sections, we rst present (in Section 2) a brief summary of lattice rule results
which underpin the design of the algorithm and then (in Section 3) we show how a method of aug-
menting lattice rules due to Sloan and Joe [15] can be extended to produce a sequence of embedded
lattice rules of increasing power. In Section 4, we present a summary of the implementation details
in realising this lattice augmentation process as a practical algorithm.
d2lri’s performance on two well-known sets of test integrals is compared with the performances of
three other methods for two-dimensional cubature in Section 5. We make some concluding remarks
in Section 6.
2. Preliminary denitions
We start with a brief summary of the relevant denitions and results relating to the use of lattice
rules for numerical cubature. Since the algorithm we describe in this paper is for cubature in 2-D,
we have chosen to present this introductory material in terms of 2-D constructs. The generalisations
to higher-dimensional cases are straightforward. It can be assumed that all statements are made in a
2-D context unless it is stated otherwise. For a more detailed development of these ideas, see [15].
2.1. Integration lattices
LM is an integration lattice with point density M ,
1. Z2LM R2,
2. u; C 2 LM ) u  C 2 LM () 0 2 LM ),
3. u 2 LM ) u has a nite neighbourhood containing no other members of LM ,
4. M is the number of members of LM \ [0; 1)2.
LM has a basis faM ; bMg , 8u 2 LM ; 9;  2 Z : u = aM + bM .
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2.2. Lattice cubature rules
A cubature rule Q based on LM is given by Qf = (1=M)
P
uj2LM\[0;1)2 f(uj). Rules of the form
Qf =
1
N
N−1X
j=0
f

j
N
;
jA
N

; (2)
where
1. 2<A<N; A; N 2 Z
2. A and N are relatively prime,
3. (fj=N; jA=Ng)  (j=N; jA(modN )=N ),
are at the core of the algorithm described in this paper. The points used in this rule form a lattice
structure in [0; 1)2, as established in Theorem 3.2. Lattice rules are most eective (and only rec-
ommended) when applied to integrands which are 1-periodic in each variable. The success of d2lri
relies, in part, on the transformation of integrands into forms that have smooth, 1-periodic extensions
beyond [0; 1]2.
2.3. Trigonometric degree of precision
A cubature rule Q dened on a domain D has trigonometric degree of precision (TDOP) = T if,
for xy 2 Z ,
1. jxj+ jyj6T ) Q(e2i(xx+yy))−
RR
D e
2i(xx+yy) dy dx = 0, and
2. jxj+ jyj= T + 1) Q(e2i(xx+yy))−
RR
D e
2i(xx+yy) dy dx 6= 0.
For convenience, we say that a lattice LM has TDOP=T if the cubature rule Q based on the lattice
LM has TDOP = T .
2.4. The dual lattices of integration lattices
L?M is the dual lattice of LM . u 2 L?M , 8q 2 LM ; u  q 2 Z .
The dual lattice L?M is central to the standard error analysis associated with lattice rules. The points
in the dual lattice indicate which Fourier coecients from the Fourier expansion of the integrand
remain in the error term when a lattice rule based on LM is used to estimate the integral.
2.5. The Zaremba index
The Zaremba index of the lattice LM is given by
(LM ) = min
p2L⊥M nf0g
(px py) where v=

1; v= 0
jvj; v 6= 0:
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Both (LM ) and TDOP(LM ) are indicators of the \goodness" of LM when this lattice is used to
construct the corresponding cubature rule Q.
3. Embedded lattices
Sloan and Joe [15, Chapter 10] propose an s-D cubature method involving an embedded sequence
of lattices which, when restricted to 2-D, is the same as a single augmentation cycle (yet to be
dened) for the algorithm presented here. Sloan and Joe develop a cubature rule based on target
high-performance s-D lattices. By systematically adding points to a specically chosen seed lattice,
they create a number of intermediate lattices that are used to estimate the error in the nal cubature
calculated using the target lattice. If the required accuracy is not achieved, then the same procedure
is repeated, this time choosing an s-D target lattice of higher performance (and point density) than
before, using an entirely dierent seed lattice. Since these high-performance lattices have few if any
common points, there can be no re-use of function values when an initially chosen target lattice fails
to deliver the required accuracy.
In [11], Lyness et al. discuss (amongst other things) the creation of increasingly dense integration
lattices by performing operations on the generator matrix of the original lattice, although no algorithm
implementation is given.
This new 2-D cubature algorithm has its basis in lattice rules of the form given in Section 2.2.
In this section, we describe an augmentation procedure which will result in the production of a
sequence of lattice rules exhibiting predictable increases in the values of TDOP and , as well
as having complete re-use of function values. In presenting these ideas, we employ only simple
algebraic and geometric techniques.
3.1. Augmentation cycle for embedded 2-D lattices
Let SN denote the set of points which forms the initial cubature rule in an augmentation sequence:
SN =

j
N
;
jA(modN )
N

; j = 0; 1; : : : ; N − 1

:
Let LN be a 2-D lattice with point density N and a basis fa; bg: a=(1=N; A=N ); b=(1=N; (A−N )=N ).
We will assume that N is ODD, but this assumption will not become important until later in the
theoretical development. The algorithm could be adjusted to accommodate N EVEN.
Theorem 3.1. LN is an integration lattice
Proof. a− b=(0; 1) and (N −A)a+Ab=(1; 0). (0; 1) and (1; 0)2LN)LN is an integration lattice.
Theorem 3.2. SN = LN \ [0; 1)2.
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Proof. (i) p 2 SN , 9j 2 f0; 1; : : : ; N − 1g: p= (j=N; (jA(modN )=N )).
p 2 LN \ [0; 1)2 ) 9q; r 2 Z : qa + rb 2 LN \ [0; 1)2
) p=

q+ r
N
;
(q+ r)A− rN
N

2 LN \ [0; 1)2 )

06q+ r6N − 1;
06(q+ r)A− rN6N − 1
) 9k 2 Z : p=

j
N
;
jA
N

− k(0; 1) = ja − k(0; 1)) p 2 LN ) SN LN \ [0; 1)2:
(ii) Let j = q+ r: 06jA− rN6N − 1) jA(modN ) = jA− rN
) p=

j
N
;
jA(modN )
N

2 SN ) LN \ [0; 1)2 SN :
(i) and (ii) ) LN \ [0; 1)2 = SN .
We now make the assumption that N is ODD. This will simplify the augmentation procedure to
be described below.
Theorem 3.3. (0; 12 ); (
1
2 ; 0; ); (
1
2 ;
1
2 ) 62 SN .
Proof. p 2 SN , 9j 2 f0; 1; : : : ; N − 1g: p= (j=N; (jA(modN )=N )).
p= (0; 12 )) j = 0) jA(modN ) = 0 but
jA(modN )
N
= 12
) contradiction ) (0; 12 ) 62 SN :
p= (12 ; t)) 9j 2 f0; 1; : : : ; N − 1g: j=N = 12 ; but N is ODD
) contradiction ) ( 12 ; 0); ( 12 ; 12 ) 62 SN :
With the aid of Theorem 3.3, we illustrate the method of lattice augmentation by rst considering
the augmentation of the original lattice LN . Although the method is the same as that found in [15]
when applied to 2-D lattices, we develop the idea in terms of the vector bases of the augmented
lattices (see generator matrices in [15]). It is by studying the bases of these lattices, as well as other
lattices that are created if we extend the Sloan and Joe augmentation process, that we demonstrate
the signicant and predictable increases in TDOP and  which are fundamental to the eciency of
d2lri. We will assume for the remainder of this paper that LN specically denotes the rst (or seed)
lattice in the augmentation sequence.
LN can be augmented to produce three further lattices with point densities 2N , namely
L(1)2N with a basis

a;
b
2

; LN L(1)2N ;
L(2)2N with a basis

a
2
; b

; LN L(2)2N
and
L(3)2N with a basis

a + b
2
; b

; LN L(3)2N :
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We use two more theorems to construct the new lattices L(i)2N ; i = 1; 2; 3 by combining displaced
versions of LN .
Theorem 3.4.
(i) (a + b)=2 = b+ (0; 12 );
(ii)
a
2
=
8>>><
>>>:
A+ 1− N
2
a − A
2
b+

1
2
; 0

; A EVEN ;
A− N
2
a − A− 1
2
b+

1
2
;
1
2

; A ODD;
(iii)
b
2
=
8>>><
>>>:
A− 1− N
2
a − A− 2
2
b+

1
2
;
1
2

; A EVEN ;
A− N
2
a − A− 1
2
b+

1
2
; 0

; A ODD:
Proof. The reader can easily verify these results by expanding the terms.
Since A will not change within a given augmentation sequence, we will assume that A is EVEN.
(Similar results ow from assuming that A is ODD.)
Theorem 3.5. (i) L(1)2N = LN [

p+ (12 ;
1
2 ): p 2 LN
}
;
(ii) L(2)2N = LN [

p+ (12 ; 0): p 2 LN
}
,
(iii) L(3)2N = LN [

p+ (0; 12 ): p 2 LN
}
:
Proof. (i) Let p 2 L(1)2N ) 9u; v 2 Z : p= ua + v(b=2)
) p= ua + v

A− 1− N
2
a − A− 2
2
b

+ v

1
2
;
1
2

(A EVEN)
) p=
8>><
>>:
Ua + Vb; v EVEN ) p 2 LN
; U; V 2 Z
Ua + Vb+

1
2
;
1
2

; v ODD) p 62 LN
) L(1)2N = LN [ fp+ (12 ; 12 ): p 2 LNg:
The proofs of (ii) and (iii) follow in like fashion (maintaining the assumption that A is EVEN).
The lattice which completes an augmentation cycle is L4N with a basis fa=2; b=2g and a point
density of 4N . The result that L4N =fp+(=2; =2): p 2 LNg, where all combinations of ;  2 f0; 1g
are included, is readily established using arguments similar to those above.
Thus, L4N can be derived from LN and three additional displacements of LN . By the nature of the
lattice construction, L4N =L
(1)
2N [L(2)2N [L(3)2N . This is consistent with the augmentation method proposed
in [15]. The three possibilities for the initial augmentation cycle are depicted in Fig. 1.
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Fig. 1. Three possibilities for the initial augmentation cycle.
Traversing any of these paths from LN to L4N results in an augmentation cycle of three lattices,
with the point density successively doubling.
3.2. Example
Consider the case where LN is the lattice associated with the rule Qf= 17
P6
j=0 f(fj=7; 2j=7g). A
single lattice augmentation cycle is one of LN ! L(i)2N ! L4N ; i= 1; 2; 3; where each of these lattices
is as depicted in Fig. 2.
3.3. Repeated augmentation
The important feature of the augmentation cycle dened above is that a sequence of cycles can
be continued indenitely. Additional lattices are created by augmenting existing lattices LM with
the appropriate displaced versions of LN . The sizes of the displacements are integer multiples of
2−(2k+1); k = 0; 1; : : : . A partially extended sequence of these lattices is illustrated in Fig. 3.
The proof that the continuation of the augmentation sequence is achieved by the further addition
of displaced versions of LN follows previous arguments almost exactly: a factor of 2−2k is the
only dierence that emerges. Note that if one is to take advantage of certain possibly desirable
geometrical characteristics present in a particular intermediate lattice, one must have information
about the geometry of the basis fa; bg for the original lattice LN .
Furthermore, the lattices that appear in the sequence generated by the augmentation process all
exhibit a predictable increase in TDOP and . This is not dicult to demonstrate using arguments
relating to the dual lattices of LM and L4M .
Theorem 3.6. Let LM have a basis fa; bg and L?M have a basis fr; sg. Then L?4M has a basis f2r; 2sg
and there is a 1-to-1 mapping between points in L?M and L
?
4M : q 2 L?M $ 2q 2 L?4M .
Proof. The result is readily derived from material in [15, Chapter 2], dealing with the generator
matrices of LM and L?M .
Theorem 3.7. Let the cubature rule based on LM have TDOP = T . Then the cubature rule based
on L4M has TDOP = 2T + 1.
Proof. LM has TDOP = T means T + 1 = minu2L⊥M nf0g(juxj + juyj). In other words, 9 a \closest"
point to the origin (0; 0); p = (px; py): jpxj + jpyj = T + 1. It follows directly from Theorem 3.6
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Fig. 2. Possible augmentation cycles for the example in Section 3.2.
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Fig. 3. An example of an extended lattice augmentation sequence.
and induction that a corresponding \closest" point to the origin (0; 0) in L?4M is given by 2p =
(2px; 2py): j2pxj+ j2pyj= 2(T + 1). Thus, L?M has TDOP=2(T + 1)− 1 = 2T + 1.
Corollary. L22kM has TDOP = 2k(T + 1)− 1, where LM has TDOP = T .
Theorem 3.8. (L4M )>2(LM ).
Proof. Using Theorem 3.6 we have
(L4M ) = min
u2L⊥4Mnf0g
(ux uy) = min
C2L⊥M nf0g
(2vx 2vy)>2 min
C2L⊥M nf0g
(vx vy)) (L4M )>2(LM ):
Note that the behaviours of the TDOP and  in transitions of the type L22kN ! L(i)22k+1N and L(i)22k+1N !
L22k+2N have not been discussed here. What happens in these cases is largely dependent on the
combination of the specic seed lattice used to generate the sequence and whether i = 1; 2 or 3.
The repeated augmentation process is seen to generate a sequence of lattices exhibiting increasing
 and TDOP which can be used as the basis of a sequence of cubature rules of increasing power.
This resulting sequence of rules exhibits complete re-use of function values. The better the choice
of the seed lattice LN , the better will be the performance of the subsequent sequence of lattice rules.
4. The Algorithm d2lri
4.1. Transformation of the original domain
In order to apply the lattice integration rules, the very general integration domain of (1) must rst
be mapped onto [0; 1]2.
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To map the nite domain [p; q] onto [0; 1], the algorithm uses the transformationZ q
p
f(u) du= (q− p)
Z 1
0
f((q− p)v+ p) dv:
The transformations from innite and semi-innite domains onto [0; 1] used in d2lri areZ 1
p
f(u) du=
Z 1
0
1
v2
f

p− 1 + 1
v

dv:
Z q
−1
f(u) du=
Z 1
0
1
v2
f

q+ 1− 1
v

dv
and Z 1
−1
f(u) du=
Z 1
0
1
v(1− v)f

ln

1
v(1− v)

dv:
4.2. Periodizing transformations
Since lattice rules are principally designed for smooth, 1-periodic integrands, we choose to apply
a periodizing transformation to all integrands following the initial mapping onto the domain [0; 1]2.
Four periodizing transformations were assessed: the IMT transformation [10] and the Sidi trans-
formations of order 4, 6 and 8 [13]. The IMT transformation was approximated using optimized
Chebyshev polynomials applied to sub-domains of [0; 1]. This approach was employed by Robinson
and de Doncker in the DITAMO algorithm [12].
Extensive testing over a variety of integrand types in a strictly double precision (64-bit) envi-
ronment revealed that the most accurate results are generally obtained using the Sidi transformation
of order 6 (Sidi6). Using 128-bit computation and the same set of integrals, Sidi8 performed sig-
nicantly better than Sidi6. However, with 64-bit computations, use of Sidi8 revealed problems
associated with inaccurate internal representations of the resulting weights and abscissae. Sidi6 is
given by:Z 1
0
f(x) dx =
Z 1
0
0(t)f((t)) dt; where (t) = t − 45 sin 2t − 9 sin 4t + sin 6t
60
(3)
and
0(t) = 1− 15 cos 2t − 6 cos 4t + cos 6t
10
:
4.3. Choice of seed lattice
After theoretical investigation and numerical experimentation, we have chosen a Fibonacci lattice
as the preferred seed for the augmentation sequence. Cubature rules based on Fibonacci lattices were
rst devised by Bahvalov [1].
A Fibonacci lattice rule is of the form
Qf =
1
Fk
Fk−1X
j=0
f

j
Fk
;
jFk−1
Fk

;
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where Fk is the kth Fibonacci number. Fibonacci lattices possess excellent values of TDOP and
 for a given k. Let FL(k) be the Fibonacci lattice based on the kth Fibonacci number Fk , where
the points used in the Fibonacci lattice rule are given by FL(k) \ [0; 1)2 . Beckers and Cools in [2]
establish the results
TDOP[FL(2m+1)] = Fm+2 − 1 and TDOP [FL(2m)] = 2Fm − 1; m>2:
Reference to results derived in [6] indicates that several Fibonacci lattice rules employ either the
theoretical minimum number of points necessary to achieve a given TDOP or else a number of
points close to the theoretical minimum. In this sense, they are very good rules.
Further, Zaremba has derived the result (see [15])
(FL(k)) = Fk−2; k>3 (Zaremba; 1966);
prompting Sloan and Joe to state that Fibonacci lattices are a standard against which other 2-D
lattices are judged.
There is an additional advantage in using a Fibonacci lattice as the seed of the augmentation
sequence. Sloan and Joe [15] use the illustration that
(Fm−2; 1) 

1
Fm
;
Fm−1
Fm

= 1 2 Z;
indicating that (Fm−2; 1) 2 FL?(m). In a similar fashion, it is easy to show that (Fm−2; 0) 62 FL?(m).
This is important in understanding how the value of  increases in the transition LN ! L4N within
the augmentation cycle using LN =FL(m). Neither co-ordinate of (Fm−2; 1) is zero. Thus, we can say
LN = FL(m) ) (L4N ) = 4(LN ), which is the maximum possible increase in . Furthermore, simple
arguments associated with the geometries of the dual lattices of L22kN and L22k+2N in the augmentation
sequence based on LN = FL(m) establish that (L22k+2N ) = 4(L22kN ).
For the algorithm to work at its best, the rst lattice in the augmentation sequence, LN , needs to
exhibit values of TDOP and  that are as high as possible. Both parameters are important. This was
illustrated during our numerical experiments in a search for a suitable seed lattice.
Consider, for example, the (non-Fibonacci) rule
Qf =
1
85
84X
j=0
f

j
85
;
13j
85

;
which uses the minimum number of points required to produce a rule with TDOP=12 (see [6]). By
choosing the lattice associated with this rule as LN , other results from [6] lead us to the conclusion
that rules based on L22kN ; k=1; 2; : : :, use numbers of points within 0.6% of the theoretical minimum
required for a rule with the same TDOP; obviously an excellent sequence were only TDOP to be
considered.
However, our nal choice for LN was the Fibonacci rule
Qf =
1
89
88X
j=0
f

j
89
;
55j
89

;
based on F11 = 89 and F10 = 55. In this particular case, TDOP = 12 and  = 34. An augmentation
sequence with this seed results in L22kN -based rules that use approximately 20% more points than the
theoretical minimum required to achieve the same TDOP. Yet numerical experiments demonstrate
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conclusively that this Fibonacci-based augmentation sequence produces cubatures of signicantly
higher accuracy than the sequence based on the seed lattice with A = 13 and N = 85, reinforcing
the observation that one has to consider more than just a single measure of \goodness" in order to
assess a lattice rule’s potential overall performance.
4.4. Implementation of the repeated augmentation sequence
As described in Section 3.3, cubatures are calculated using rules based on lattices that are sys-
tematically augmented. Starting with a lattice rule of the form (2), N ODD, A EVEN and A and N
relatively prime, we augment LN with points from the sets
j
N
;
jA
N

+


22k+1
;

22k+1

;
where k=0; 1; 2; : : : ; and 06; < 22k+1. If A is ODD, the algorithm continues to be correct in that
it generates lattices of the required form, bases and point densities. The augmentation still proceeds
according to the union L22k+2N = L
(1)
22k+1N [ L(2)22k+1N [ L(3)22k+1N .
Following extended testing, the default path within a single augmentation cycle has been chosen
to be LM ! L(3)2M ! L4M . The intermediate lattice L(3)2M corresponds to the body-centred lattices as
termed by Sloan in 1985 [14].
4.5. Error estimation
Given the dependence of the theoretical error on coecients of the Fourier expansion of the
integrand, it seems impractical to base error estimates in the algorithm either on direct expressions
for the theoretical error or on the form of the theoretical error. Rather, as is common practice in
determining acceptable accuracies within a sequence of converging approximations, we employ error
estimates based on dierences between sequence members.
To assist in our explanation of the error estimates employed in the algorithm, it will be helpful
to separately identify the sub-sequences of integral approximations:

89 = fL89; L356; L1424; L5696; L22784g and 
(i)178 = fL(i)178; L(i)712; L(i)2848; L(i)11392g; i = 1; 2; 3:
Note that L89=FL(11). The actual sequence of approximations generated by our algorithm is obtained
by interlacing three of these sequences. The nal sequence is

 = fL89; L(3)178; L(1)178; L356; L(3)712; L(1)712; L1424; L(3)2848; L(1)2848; L5696; L(3)11392; L(1)11392; L22784g;
with corresponding total numbers of points generated for each member being
f89; 178; 267; 356; 712; 1068; 1424; 2848; 4272; 5696; 11392; 17088; 22784g:
The estimates in the sub-sequence 
(1)178 are easily extracted from those in 
89 and prove useful in
the error estimation procedure.
Supercially, it might seem that convenient error estimates are readily available based on dier-
ences between successive estimates in the interlaced sequence 
. However, whilst we have shown
that there is a predictable improvement in the TDOP and  when a lattice is produced from its
predecessor in any of the sub-sequences 
89 and 

(i)
178; i = 1; 2; 3 (involving a quadrupling in the
number of points used each time), we know of no such general result relating either the TDOP or 
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Table 1
Error behaviour for RD integral 23
Number of True relative ej
points error
89 1:64e{06
178 4:12e{06 5:76e{06
356 8:58e{08 4:03e{06
712 8:30e{09 7:55e{08
1424 7:10e{10 7:59e{09
2848 7.10e{10 1.00e{16
5696 3:66e{11 6:74e{10
11392 3.66e{11 2.22e{15
22784 6:95e{10 7:32e{10
Table 2
Error behaviour for RD integral 32
Number of True relative ej
points error
89 2:22e{06
178 2.38e{06 1.62e{07
356 1:16e{07 2:49e{06
712 8.88e{08 2.75e{08
1424 1:31e{09 8:75e{08
2848 3:14e{09 4:45e{09
5696 3.14e{09 1.00e{16
11392 6:25e{10 3:77e{09
22784 6.25e{10 1.02e{15
of successive approximations in 
. One might reasonably expect a measurable improvement in the
accuracy of successive approximations in any one of the sub-sequences, but not necessarily in the
accuracy of successive members of the interlaced sequence. Indeed, arithmetic limitations associated
with the computation of some very dicult integrals may lead to dierences between successive
approximations in the interlaced sequence providing unreliable estimates of the error in the integral
approximation. Sometimes, these estimates are grossly unreliable, as illustrated in Tables 1 and 2.
For these tables, if we let Cj be the jth cubature in the interlaced sequence 
89 [ 
(1)178, then the
error estimate ej is dened by ej = jCj − Cj−1j=jCjj. (RD integrals 23 and 32 are dened in the
Appendix.)
As a general observation, for any M =89 22k ; k =0; 1; 2; : : : ; it is common that the accuracy of
one or two of the approximations L(i)2M ; i=1; 2; 3; is a considerable improvement on the accuracy of
LM , whereas the accuracy of the other two or one of these approximations L
(i)
2M is no better than that
of LM . Thus, the safest error estimates result from the (theoretically sound) use of direct dierences
between successive members in any of the subsequences 
89 or 

(i)
178; i = 1; 2; 3; or from use of
the (practically sound) maximum of the dierences between an approximation L4M and its three
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constituent approximations L(i)2M ; i= 1; 2; 3. Use of these two error estimates results in a reliable but
generally very conservative algorithm.
In most cases, error estimates based on such dierences as these provide a measure of the accuracy
of the least accurate of the approximations used in the estimate. To make the algorithm more ecient,
whilst maintaining its overall reliability, heuristics are included, rst of all to identify when the
sub-sequences are converging at a reasonable rate and then to adjust the error estimates accordingly.
For example, if the estimated number of signicant gures present in the cubature calculated using
L356 is observed to be at least double that of the cubature calculated using L89, then instead of using
the estimate E= jL1424− L356j=jL1424j for the accuracy of the approximation L1424, the algorithm uses
E1:4 for the estimate of the error in L1424. This is based on the assumption that E is, in fact, an
estimate of the error in L356 and that the observed convergence from L89 to L356 will continue from
L356 to L1424 (though, for safety, we assume a slower rate). Details of the heuristics used can be
ascertained from the code (refer to the function DoubleIntegral::error estimate(...)).
4.6. Computational aspects
Rounding errors caused by subtractive cancellation can be a signicant problem in the calcula-
tion of the abscissae and weights, especially for rules using a large number of points. Applying
the formulae for the Sidi6 transformation given in (3) results in a loss of most signicant g-
ures of accuracy for any value x< 0:03, when normal double precision arithmetic (approximately
15 gures 1 ) is used.
To account for cases where the loss of accuracy in the weights and abscissae aects the nal
cubature, it is preferable to use Taylor series approximations to the transformations near x = 0. For
x near 1, we use the symmetrical relationship 0(x) = 0(1 − x); 06x61. Numerical testing has
established that the transformed values of the abscissae and weights are accurate to at least nine
gures if, for 06x60:03 and also for 0:976x61 in the case of 0(x), the transformations are
computed using their truncated Taylor series expansions:
T(x) =
 
166
35
!
x7 −
 
168
45
!
x9 +
 
11210
825
x11
!
−
 
204812
61425
!
x13;
T0(x) =
 
166
5
!
x6 −
 
168
5
!
x8 +
 
11210
75
!
x10 −
 
204812
4725
!
x12:
Numerical testing for 0:036x60:97 establishes that an alternative form of 0(x):
0A(x) = 
0(x) = 25(1− c(c(c − 3) + 3)); c = cos 2x;
provides more accurate results than the original form of 0(x). The direct use of (x) for x> 0:03
and 0A(x) for 0:036x60:97 provides at least 10 signicant gures (with this accuracy improving
rapidly as x moves away from the endpoints of the interval).
Another potential loss of accuracy exists in the realization of the f g operator in (2). Determining
the fractional part of x by direct use of the expression x − jxj, where x = p=q and p and q are
1 All numerical experimentation for this paper was performed using double precision arithmetic on 32-bit machines
(approximately 15 decimal gure accuracy).
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both integers, may result in the loss of several signicant gures when x is large. To overcome
this problem, the algorithm employs the equivalent expression x=p (mod q)=q when computing the
(pre-transformed) points of the lattice.
The default maximum number of function values set for d2lri is 5696, although users may specify
any maximum they wish up to 22784 in the current implementation. A test is also incorporated into
the algorithm to detect when the sequence of integral approximations is no longer converging at a
reasonable rate and as a result, it is judged that no greater accuracy can be achieved by continuing
the renement process. Specically, if after generating at least 5696 points, the error estimates for
successive approximations in any of the sequences 
89 and 

(i)
178; i=1; 2; 3, fail to improve by a factor
of at least 10 (i.e. an improvement of at least one signicant gure when the number of function
evaluations is quadrupled), then it is concluded that rounding errors prevent further convergence.
Under these conditions, the algorithm is terminated.
A further test in the code determines if the weight associated with the current point is zero, in
which case, the integrand is not evaluated. Thus, for example, although the default maximum number
of function evaluations is 5696, the actual default maximum number of function evaluations is 5681.
Results reported in the remainder of the paper reect the eect of this test.
4.7. Examples of use
There are a number of ways in which the integrator can be called. Readers are referred to the
les README and sample.cpp available at the web site http://www.cs.latrobe.edu.au/sta/ian.html
for a detailed description of the options, so they may choose the method most appropriate to their
needs. A simple \all-in-one" approach requires a call to the function:
double DoubleIntegral::evaluate (double a,
double b,
double (g)(double),
double (h)(double),
double (f)(double,double),
double & abs err,
int & flag,
double req rel acc,
double req abs acc,
unsigned max evals)
After the call, evaluate returns the value of the cubature, rel err est contains an estimate of
the relative error in the cubature and flag indicates whether or not the algorithm has judged that it
has achieved a cubature of the requested accuracy.
The default values of the last three parameters are 0.0, 0.0 and 5696, respectively. The values
returned for flag and their corresponding meanings are:
0 | normal termination,
1 | algorithm terminated due to roundoff,
2 | maximum number of function evaluations reached.
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The DoubleIntegral class also provides functions to independently access and modify the region,
the integrand function, the requested absolute or relative error, and so on.
In the following example code, we evaluate two of the RD test integrals [12], the rst by using
the \all-in-one" evaluate function, then the second by using some of the available access and
modication member functions of the class.
// Example.cpp
#include <iostream.h>
#include "d2lri.h" // math.h and stdlib.h are included in d2lri.h
// RD integral 6.
const double a6= 1.0;
const double b6= 0.0;
double g6(double x) freturn 1.0;g
double h6(double x) freturn 1.0 - 2.0x;g ;
double f6(double x, double y) freturn x(x + y);g ;
// RD integral 30.
const double a30= - INFINITY; //INFINITY = HUGE VAL is defined in d2lri.h
const double b30 = 0.0;
double g30(double x) freturn 0.0;g
double h30(double x) freturn INFINITY;g
double f30(double x, double y)
f
double z1 = y - x + 1.0;
z1 = z1  z1;
if (z1 == 0.0) return 0.0;
double z2 = - xy;
if (z2 <=0.0) return 0.0;
return z2 <=0.0 ? 0.0 : 1.0/(z1  sqrt(z2));
g
void main()
f
double result; // The value of the cubature.
double error; // The estimated absolute error.
int flag; // Flag to indicate success or failure.
DoubleIntegral I;
// Evaluate RD integral 6.
// Relative error required: 8 significant figures.
// Maximum number of function evaluations: 5696 (the default)
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result = I.evaluate (a6, b6, g6, h6, f6, error, flag, 0.0, 5.0e-09);
cout << "RD integral 6: " << result << endl;
cout << "Estimated relative error: " << error/fabs(result) << endl;
cout<<"True relative error : "<<fabs((result - 2.0/3.0)/result)<<endl;
cout << "Flag: " << flag << endl << endl;
// Evaluate RD integral 30.
// Relative error required: 6 significant figures.
// Maximum number of function evaluations: 10000.
I.set new integral(a30, b30, g30, h30, f30);
I.set max evals(10000);
result = I.evaluate(5.0e-07);
cout << "RD integral 30: " << result << endl;
cout << "Estimated relative error: " << I.rel err est() << endl;
cout << "True relative error: " << fabs((result - M PI)/result) << endl;
cout << "Flag: " << I.error flag() << endl;
g
This program (formatting omitted for the sake of brevity) produces the following output:
RD integral 6: 6.666666666666666e-01
Estimated relative error: 5.0e-15
True relative error: 5.0e-16
Flag: 0
RD integral 30: 3.141592625935943e+00
Estimated relative error: 1.4e-07
True relative error: 8.8e-09
Flag: 0
5. Results
d2lri has been tested using the battery of 34 integrals in [12] which we refer to as the RD integrals
(Robinson and de Doncker) and the six Genz families of integrals [9]. We have added a 35th integral
to the RD testbed so as to include an example of an integration over the entire plane:
RD intergral 35 =
Z 1
−1
Z 1
−1
e−((x
2+y2)=2)dx = 2:
Details of the RD integrals and the Genz families are given in the Appendix.
For comparative purposes, we include two other high-quality general purpose algorithms in the
testing. Berntsen, Espelid and Genz’s DCUHRE [3] is an adaptive algorithm (written in Fortran 77)
for integration over n-dimensional hypercubes. For DCUHRE’s inclusion in this comparison, the RD
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integrals were rst transformed to the unit square and function subprograms were written for the
resulting integrands. CUBPACK++ Version 1.1 [5] is a library of C++ functions for integration
over a variety of two-dimensional regions. The choice of the method employed by the library
depends on the integration domain. As far as possible, we followed the authors’ recommendations
for specifying the domains of the RD integrals.
The maximum number of function evaluations allowed in our tests were:
d2lri DCUHRE CUBPACK ++
22753 20000 100000
In the following two sub-sections, we present summaries of the performances of d2lri, DCUHRE and
CUBPACK++ on both sets of test integrals, for requested accuracies of 0:510−7 and 0:510−10.
For each algorithm and each integral type=family, the median number of function evaluations required
to achieve the requested accuracy is tabulated. Also tabulated is the number of times an algorithm
has determined that it could not achieve the accuracy (F) and the number of times it returned
erroneous results (E) (i.e. the accuracy was not achieved and the failure ag was not set).
5.1. The RD test integrals
Tables 3 and 4 provide summaries of the performances of d2lri, DCUHRE and CUBPACK++
on the RD integrals. We also reproduce the results published in [12] for the DITAMO algorithm.
No unagged errors were returned by any of the algorithms for the requested accuracies.
Table 3
RD integrals: seven signicant gures of accuracy
Integral DITAMO d2lri DCUHRE CUBPACK++
type F F F F
A 1521 0 353 0 195 0 74 0
B 1521 0 886 0 5460 1 22 572 1
C 5490 0 2841 0 19 955 3 100 011 3
D 5490 0 2841 0 14 105 4 15 766 1
A: Smooth integrand and boundary functions (16). B: Singular derivatives in the integrand or
in the boundary functions (6). C: Singular integrand functions (5). D: Innite regions (8).
Table 4
RD integrals: 10 signicant gures of accuracy
Integral DITAMO d2lri DCUHRE CUBPACK++
type F F F F
A 3969 0 1417 0 325 0 130 0
B 3969 0 1417 0 15 795 1 26 605 1
C (No data) 5 11 377 5 19 955 4 100 011 4
D 22 350 4 5681 2 19 955 5 50 959 2
A: Smooth integrand and boundary functions (16). B: Singular derivatives in the integrand or
in the boundary functions (6). C: Singular integrand functions (5). D: Innite regions (8).
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Table 5
RD integral 21
d2lri DCUHRE CUBPACK++
Requested Function Function Function
error Actual error evaluations Actual error evaluations Actual error evaluations
5:0e{02 1:5e{08 265 4e{03 4095 4:7e{04 333
5:0e{03 1:5e{08 265 2e{04 11 895 3:3e{05 2627
5:0e{04 1:5e{08 265 3e{05 19 955 2:8e{06 6993
5:0e{05 1:5e{08 265 3e{05 19 955 2:1e{07 13 209
5:0e{06 1:5e{08 265 3e{05 19 955 2:1e{08 21 053
5:0e{07 1:5e{08 265 3e{05 19 955 2:0e{09 30 747
5:0e{08 2:6e{12 1063 3e{05 19 955 2:1e{10 41 995
5:0e{09 1:4e{15 1417 3e{05 19 955 2:0e{11 55 093
5:0e{10 1:4e{15 1417 3e{05 19 955 1:7e{12 70 559
5:0e{11 1:4e{15 1417 3e{05 19 955 1:6e{13 90 539
5:0e{12 1:4e{15 1417 3e{05 19 955 8.1e{14 100 011
5:0e{13 1:4e{15 1417 3e{05 19 955 8.1e{14 100 011
5:0e{14 1:4e{15 1417 3e{05 19 955 8.1e{14 100 011
A comprehensive comparative analysis of these methods is not intended here. Indeed, the sum-
maries provided in Tables 3 and 4 present a considerable simplication of the total picture. What
can be ascertained from inspection of the results for all integrals over all relative accuracies from
1 to 13 signicant gures inclusive is that d2lri is 100% reliable and that it is extremely ecient
(and quite eective) in computing many integrals involving singularities along the boundary of the
integration domain and many integrals over innite regions (although accuracies in the most di-
cult cases were sometimes restricted to about nine signicant gures). In a large number of these
cases, the other methods tested were unable to meet requests for high accuracies and=or were very
expensive in comparison to d2lri.
In Tables 5{7, we present the results obtained by d2lri, DCUHRE and CUBPACK++ on examples
of the more dicult RD integrals, specically integral 21 (derivative singularity in the integrand along
a boundary), integral 25 (singularity in the integrand along a boundary) and integral 34 (integration
over a semi-innite region). Italicized errors and numbers of function evaluations indicate that the
algorithm returned with its failure ag set. Entries printed in bold font indicate that the particular
algorithm returned an erroneous result.
5.2. The Genz test families
Genz’s families may be briey categorized as follows:
1. Oscillatory.
2. Product peak.
3. Corner peak
4. Gaussian.
5. Continuous integrand, with discontinuous rst derivative.
6. Discontinuous integrand.
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Table 6
RD integral 25
d2lri DCUHRE CUBPACK++
Requested Function Function Function
error Actual error evaluations Actual error evaluations Actual error evaluations
5:0e{02 5:4e{07 265 9e{03 19 955 1:2e{03 7955
5:0e{03 5:4e{07 265 9e{03 19 955 1:2e{04 18 315
5:0e{04 5:4e{07 265 9e{03 19 955 1:2e{05 32 449
5:0e{05 5:4e{07 265 9e{03 19 955 1:2e{06 50 061
5:0e{06 5:4e{07 265 9e{03 19 955 1:2e{07 71 373
5:0e{07 4:8e{08 1063 9e{03 19 955 2:6e{08 95 645
5:0e{08 8:5e{09 2841 9e{03 19 955 2.3e{08 100 011
5:0e{09 8.5e{09 5681 9e{03 19 955 2.3e{08 100 011
5:0e{10 8.5e{09 5681 9e{03 19 955 2.3e{08 100 011
5:0e{11 8.5e{09 5681 9e{03 19 955 2.3e{08 100 011
5:0e{12 8.5e{09 5681 9e{03 19 955 2.3e{08 100 011
5:0e{13 8.5e{09 5681 9e{03 19 955 2.3e{08 100 011
5:0e{14 8.5e{09 5681 9e{03 19 955 2.3e{08 100 011
Table 7
RD integral 34
d2lri DCUHRE CUBPACK++
Requested Function Function Function
error Actual error evaluations Actual error evaluations Actual error evaluations
5:0e{02 2:1e{04 353 7e{03 1105 3:2e{05 911
5:0e{03 5:4e{07 709 2e{03 3055 5:8e{07 1613
5:0e{04 3:5e{08 1417 1e{05 6175 2:1e{07 2527
5:0e{05 3:5e{08 1417 2e{06 8775 2:1e{08 4351
5:0e{06 7:1e{13 2841 2e{07 12 545 2:7e{09 6571
5:0e{07 2:6e{14 5681 2e{08 17 225 6:5e{10 9605
5:0e{08 2:6e{14 5681 5e{09 19 955 3:5e{11 16 154
5:0e{09 2:6e{14 5681 5e{09 19 955 3:2e{11 23 702
5:0e{10 2:6e{14 5681 5e{09 19 955 2:8e{11 33 248
5:0e{11 2:6e{14 5681 5e{09 19 955 2:7e{11 47 752
5:0e{12 3:1e{16 11 377 5e{09 19 955 2.7e{11 69−952
5:0e{13 3:1e{16 11 377 5e{09 19 955 2.7e{11 100 070
5:0e{14 3:1e{16 11 377 5e{09 19 955 2.7e{11 100 070
For the results summarized in Tables 8 and 9, the diculty parameter hj was set to 30 and j was
set to 1 (refer to the Appendix for the denition of hj). The numbers of function evaluations are
the medians of 20 runs for each family (using dierent sets of random numbers for the relevant
parameters). Additional tests of d2lri using hj = 10; 20; 40; 50 conrmed the method’s robustness on
all the families and its general eciency for families 1{4.
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Table 8
Genz families: seven signicant gures of accuracy
Family d2lri DCUHRE CUBPACK++
F E F E F E
1 1417 0 0 1040 0 0 2516 0 0
2 5681 0 0 5005 0 0 3330 0 0
3 1417 0 0 1755 0 0 1517 0 0
4 5681 0 0 2665 0 0 3219 0 0
5 11 377 20 0 19 955 18 0 29 193 0 1
6 5681 20 0 19 955 20 0 19 684 0 6
Table 9
Genz families: 10 signicant gures of accuracy
Family d2lri DCUHRE CUBPACK++
F E F E F E
1 2841 0 0 3575 0 0 6253 0 0
2 5681 0 0 10 985 0 0 7992 0 0
3 2841 0 0 4485 0 0 4292 0 0
4 5681 0 0 6305 0 0 8510 0 0
5 11 377 20 0 19 955 20 0 100 048 17 3
6 5681 20 0 19 955 20 0 33 966 0 7
6. Concluding remarks
We have presented a new cubature algorithm which may be used for integration over two-
dimensional regions of great generality, including nite regions with variable boundaries and in-
nite and semi-innite regions.
The algorithm is applicable to a wide variety of integrand types and appears to be more eective
than adaptive methods in many cases involving singularities along a boundary of the region of
integration. Our limited testing suggests that d2lri may be particularly well suited to integration
over innite and semi-innite regions. It is not suited to the integration of functions with interior
singularities or discontinuities. In such circumstances, it is advisable to subdivide the region to
eliminate any discontinuities and contain singularities to the sub-region boundaries. The algorithm
can then be applied to each sub-region with condence.
At this time, as d2lri is designed as a general purpose algorithm with wide applicability, we have
not compared its performance with purpose-built algorithms designed for handling certain types of
singularities on certain xed regions (for example, TRIEX [7,8] and ADLEV [4]).
d2lri is easy to use and appears to be quite robust. Measured in terms of integrand function
evaluations, it is very ecient for many quite dicult integrals and when high accuracies are required.
Other methods frequently use fewer function evaluations for smooth functions and for low-accuracy
work. (The structure of d2lri is such that the minimum number of function values needed to estimate
any integral is 265.) For almost all integrals tested, d2lri obtains maximum achievable accuracy
within 5681 function evaluations.
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An important feature of the algorithm is its simplicity. There is relatively little overhead involved
and so the time spent evaluating the integrand will normally be a high percentage of the total time
needed for the cubature. Indeed, by utilizing the nonadaptive nature of d2lri, it is easy to design
an even faster version of the algorithm in which, instead of generating the weights and abscissae
as they are required, all of the (possibly 22753 or more) weights and abscissae are pre-computed
(to full double-precision accuracy using multiple precision arithmetic) and stored as constant arrays
within d2lri’s DoubleIntegral class. In such a version, all that is required is to evaluate the
integrand function at (subsets of) the provided points and compute a sequence of weighted sums
of these values (using the provided weights) until convergence is achieved or until it is decided to
terminate the algorithm abnormally. Such an implementation, would be extremely simple and very
fast, but would require somewhat more storage space than d2lri. In addition, the nonadaptive nature
of the algorithm and the regular structure of the lattices used by it have the potential to deliver high
speed-ups if d2lri were to be implemented in a parallel environment.
In principle, there is no reason why the approach taken in designing d2lri cannot be extended to
dimensions higher than two. However, in practice, the eciency of such an algorithm would depend
on a number of things, including the power of the lattice chosen as the seed for the augmentation
process and the method by which the error is estimated (especially if based on approximations whose
numbers of abscissae are increasing at a rate of 2s, where s is the dimension).
In [15], Sloan and Joe adopt dierent criteria in their search for good lattices than those adopted
here in our choice of the Fibonacci lattice. Sloan and Joe list sequences of these lattices for all
dimensions from two up to twelve. The algorithm presented in this paper has been designed to be
simple to use, automatic, ecient and reliable for general application. An important aspect of its
eciency is the capacity of d2lri to reuse all function values; a characteristic not shared by the
sequences of good lattices listed in [15]. It would be interesting to investigate whether the ine-
ciencies associated with the nonreuse of function values when using the lattice sequences suggested
by Sloan and Joe are ultimately oset by the inherent power of the lattices themselves.
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Appendix. Test integrals
A.1. The RD integrals [12]
The RD integrals are listed below. Errors appearing in [12] have been corrected and integral 35
(integration over the entire plane) has been added. All of these integrals are of the formZ b
a
Z h(x)
g(x)
f(x; y) dy dx;
where g(x) is a constant. There is no need for this restriction on g(x) in d2lri.
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Integrals with smooth integrand and boundary functions
a b g(x) h(x) f(x; y) Exact value
1: 0 1 0 x2 xey (e − 2)=2
2: 2 1 2 1=x yexy e2(e2 − 2)=2
3: 0 1 0 x2 ey=x 12
4: 0 =2 0 cos(x) y2sin(x) 112
5: 0 arctan
(
5
6

0
p
4
9 cos
2(x)− 1625 sin2(x) y 115
(
2− 1115 arctan
(
5
6

6: 1 0 1 1− 2x x2 + xy 23
7: =4 arctan(2) 0 3sec(x) y 92
8: =2 0 1 cos(x) y4 (15− 16)=150
9: −2

2
3
2
3
2 (1 + cos(x)) y
9
4
(
2 + 4

10: 1 −1 1 0 y − x2 13
11: 3 −3 5 x2 − 4 y + 2x 50.4
12: 1 −1 1 x2 y − x2 815
13: 1 3=2 0 sin(x) 1 1
14: 1 3 0
p−x2 + 4x − 3 xy 43
15: 0 2 0 (1− cos(x))=2 (1− cos(x))y 5=8
16: 0 =2 0 sin3(x) y cos5(x)sin(x) 1240
Integrals with singular derivatives in the integrand or in the boundary functions
a b g(x) h(x) f(x; y) Exact value
17: 0 2 0
p
4− x2
p
x2 + y2 4=3
18: 0 2 0
p
4− x2
p
4− x2 − y2 4=3
19: 0 2 0 3
q
1− x24 3
q
1− x24 − y
2
9 
20: 0 1 0 1− x p1− x − y 415
21: 0 2 0 3
h
1−
(
x
2
3=2i2=3
(xy)−0:1 83 (6
−0:1) 
2(0:6)
 (2:2)
22: 0 1 0
p
1− x2 ln(x2 + y2)=2 −=8
Integrals with singular integrand functions
a b g(x) h(x) f(x; y) Exact value
23: 0 2 0
p
4− 2x 1p
2x−x2
4
24: 0 3 0
p
9− x2 1p
9−x2−y2
3
2
25: 0 1 0 1 1p
(1−x2)(1−y2)
2
2
26: 0 1 0 1− x 1p
1−x−y
4
3
27: 0 1 0 1− x 1pxy 
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Integrals over innite regions
a b g(x) h(x) f(x; y) Exact value
28: 2 1 −1 −1 y−2 −1
29: 1 2 1 1 ex−y e − 1
30: −1 0 0 1 1
(jxj+y+1)2
p
jxjy 
31: −10 1 5 1 1(x2+y2+20x−10y+126)2 4
32: −1 −1 0 2 1x2psin(2y)
 2(1=4)
2
p
2
33: 0 1 0 2x e−(x2+y2)=2 arctan(2)
34: 0 1 0 1 x−2=3y−1=3e−(x+y+1=xy) 2p
3e3
35: −1 1 −1 1 e−(x2+y2)=2 2
A.2. The Genz integrals [9]
In the following families, the values 06wx; wy < 1 are displacements that are uniformly distributed
over [0; 1). We have cx = jc0x and cy = jc
0
y, where 06c
0
x; c
0
y61 are uniformly distributed on [0; 1].
A diculty index is dened as
hj = 2j(cx + cy) = 2j j(c0x + c
0
y); j = 1; 2; : : : ; 6:
In general, larger values of hj indicate more dicult integrals within the jth family. For a given
family, the constants hj and j are predetermined by the tester and j is a factor that depends on
(c0x + c
0
y). For the results reported in Section 5.2, we set j = 1 and hj = 30; j = 1; 2; : : : ; 6. A total
of 20 (random) integrals from each family were evaluated.
Family 1: Oscillatory:
F1(x; y) =
Z 1
0
Z 1
0
cos (2w + cxx + cyy) dy dx =
4
cxcy
sin

cx
2

sin

cy
2

cos

2w + cx + cy
2

:
Family 2: Product peak:
F2(x; y) =
Z 1
0
Z 1
0
[c−2x + (x − wx)2]−1[c−2y + (y − wy)2]−1 dy dx
= cxcy (arctan[cx(wx − 1)]− arctan[cxwx])  (arctan)[cy(wy − 1)]− arctan[cywy]):
Family 3: Corner peak:
F3(x; y) =
Z 1
0
Z 1
0
(1 + cxx + cyy)−3 dy dx =
2 + cx + cy
2(1 + cx + cy)(1 + cx)(1 + cy)
:
Family 4: Gaussian:
F4(x; y) =
Z 1
0
Z 1
0
e−c
2
x (x−wx)2−c2y(x−wy)2 dy dx
=

4cxcy
[erf (cxwx − cx)− erf (cxwx)][erf (cywy − cy)− erf (cywy)];
where erf (v) = 2p
R v
0 e
−t2 dt.
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Family 5: Continuous; rst derivative discontinuous:
F5(x; y) =
Z 1
0
Z 1
0
e−cxjx−wxj−cyjx−wyj dy dx =
1
cxcy
(2− ecxwx − ecx(wx−1))(2− ecywy − ecy(wy−1)):
Family 6: Discontinuous:
F6(x; y) =
Z 1
0
Z 1
0
f6(x; y) dy dx; where f6(x; y) =
(
0 if x>wx or y>wy;
ecxx+cyx otherwise
=
Z wx
0
Z wy
0
ecxx+cyx dy dx =
1
cxcy
(1− ecxwx)(1− ecywy):
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