Bayesian geostatistical models applied to malaria risk data quantify the environment-disease relations, identify significant environmental predictors of malaria transmission and provide model-based predictions of malaria risk together with their precision. These models are often based on the stationarity assumption which implies that spatial correlation is a function of distance between locations and independent of location. We relax this assumption and analyse malaria survey data in Mali using a Bayesian non-stationary model. Model fit and predictions are based on Markov chain Monte Carlo simulation methods. Model validation compares the predictive ability of the non-stationary model with the stationary analogue. Results indicate that the stationarity assumption is important because it influences the significance of environmental factors and the corresponding malaria risk maps.
Introduction
Malaria is the most prevalent human parasitic disease. Although reliable estimates are not available, rough calculations suggest that globally, 250 million new cases occur each year resulting in more than one million deaths (Bruce-Chwatt, 1952; Greenwood, 1990; WHO, 2004) . Around 90% of these deaths happen in sub-saharan Africa, mostly in children less than 5 years old. The malaria parasite is transmitted from human to human via the bite of infected female Anopheles mosquitoes. Transmission depends on the distribution and abundance of the mosquitoes which are sensitive to environmental factors mainly temperature, rainfall and humidity. By determining the relations between the disease and the environment, the burden of malaria can be estimated at places where data on transmission are not available and high risk areas can be identified. Reliable maps of malaria transmission can guide intervention strategies and thus optimize the use of limited human and financial resources to areas of most need. In addition, early warning systems can be developed to predict epidemics from environmental changes.
Remote sensing is a useful source of satellitederived environmental data. Geographic Information Systems (GIS) has emerged over the last 15 years as a powerful tool for linking and displaying information from many different sources such as environmental and disease data, in a spatial context. Integrated GIS and remote sensing have been applied to map malaria risk in Africa (Snow et al., 1996; Craig et al., 1999; Thomson et al., 1999; Hay et al., 2000; Kleinschmidt et al., 2001; Omumbo et al., 2002; Rogers et al., 2002) . However, the mapping capabilities of existing GIS software are rather limited as they are unable to quantify the relation between environmental factors and malaria risk and to produce model-based predictions. GIS is also used in early warning systems for malaria epidemics (Abeku et al., 2004; Grover-Kopec et al., 2005; Thomson et al., 2006) , however the thresholds for environmental factors have been based on expert opinion rather than observed data.
Statistical modelling gives mathematical descrip-tions of the environment-disease relations, identifies significant environmental predictors of malaria transmission and provides predictions of malaria risk based on the above relations together with their precision.
The standard statistical models assume independence of observations. However, malaria infectious cases cluster due to underlying common environments. When spatially correlated data are analysed this independence assumption leads to overestimation of the statistical significance of the covariates (Cressie, 1993) . Spatial models incorporate the spatial correlation according to the way the geographical information is available. For areal data (typically counts or rates aggregated over a particular set of contiguous units) the spatial correlation is defined by a neighborhood structure. For geostatistical data (collected at fixed locations over a continuous study region) the spatial correlation is usually considered as a function of the distance between locations. Linear regression is applied for modelling geostatistical continuous data which are normally distributed (Gaussian). The spatial correlation is introduced in the residuals (error terms) of the model. The parameters cannot be estimated simultaneously, thus iterative methods are used. The generalised least squares approach (GLS) estimates the regression coefficients conditional on the spatial correlation parameters. The correlation parameters can be estimated conditional on the regression coefficients empirically from the residuals or using maximum likelihood based approaches (Zimmerman and Zimmerman, 1991) .
In this paper we present models for geostatistical prevalence data derived from malaria surveys carried out at a number of fixed locations. For this type of data and in general for non-Gaussian geographical data, spatial models introduce at each location an error term (random effect) and incorporate spatial correlation on these parameters. Estimation can use generalised linear mixed models (GLMM). However, this is difficult to apply for spatial problems with large number of locations . In addition, estimation of standard errors depends on asymptotic results, which in the case of geostatistical models, do not give unique estimates (Tubilla, 1975) .
Bayesian geostatistical models implemented via Monte Carlo methods avoid asymptotic inference and the computational problems encountered in likelihood-based fitting. They were introduced for the analysis of geostatistical data by Diggle et al. (1998) and have been employed in modelling the spatial distribution of parasitic diseases (Diggle et al., 2002; Raso et al., 2004 Raso et al., , 2005 Raso et al., , 2006 Abdulla et al., 2005; Gemperli et al. 2005 Gemperli et al. , 2006 Clements et al., 2006) . Most health applications of Bayesian geostatistical models have relied on an assumption of stationarity, which implies that the spatial correlation is a function of the distance between locations and independent of locations themselves. This assumption is questionable when malariological indices are modelled since local characteristics related to human activities, landuse, environment and vector ecology influence spatial correlation differently at the different locations.
In this paper we present and compare Bayesian stationary and non-stationary models for mapping malaria risk data in Mali. Using model validation we assess the assumption of stationarity and show the impact it can have on inference when non-stationary data are analysed. In Section 2 we describe the malaria data which motivated this work and the environmental predictors we extracted from remote sensing and GIS databases. Section 3 introduces the stationary and non-stationary Bayesian geostatistical models as well as the model validation approaches. The results are presented in Section 4 and the paper ends with final remarks and suggestions for future work given in Section 5.
Materials and Methods

Data
Malaria data
The malaria data were extracted from the "Mapping Malaria Risk in Africa" (MARA/ARMA,1998) data- base. This is the most comprehensive database on malariological indices initiated to provide a malaria risk atlas by collecting published and unpublished data from over 10000 surveys across Africa. We analysed malaria prevalence data from surveys carried out in children between 1 and 10 years old at 89 sites in Mali (Fig. 1) between 1977 and 1995, including a total of 43, 492 children.
Climatic and environmental data
The environmental data and the databases from which they were extracted are given in Table 1 . Preliminary non-spatial analysis indicated that the following factors and their transformation should be included in the analysis: Normalized Difference Vegetation Index (NDVI), NDVI squared, length of malaria season, amount of rainfall, maximum temperature, squared maximum temperature, minimum temperature, squared minimum temperature, distance to the nearest waterbody and squared distance to the nearest waterbody.
The length of malaria season was defined using the seasonality model of Gemperli et al. (2006) . They defined a region and month as suitable for malaria transmission when rainfall, temperature and NDVI values were higher than pre-specified cut-offs.
The NDVI values were extracted from satellite information conducted by the NOAAA/NASA Pathfinder AVHRR Land Project (Agbu and James, 1994) . NDVI is shown to be highly correlated with other measures of vegetation (Justice et al., 1985) and used as a proxy of vegetation and soil wetness. Index values can vary from -1 to 1 with higher values (0.3 -0.6) indicating the presence of green vegetation, and negative values indicating water. The temperature and rainfall data were obtained from the "Topographic and Climate Data Base for Africa )" Version 1.1 by Hutchinson et al. (1996) . We used the yearly averages over the months suitable for transmission according to the map of Gemperli et al. (2006) . The distance to the nearest water source was calculated based on per-manent rivers and lakes extracted from "African Data Sampler" (WRI 1995) . The covariates were standardized prior to the analysis.
Bayesian geostatistical models
Model formulation
The malaria data are derived from surveys carried out at the various locations. These are typical binomial data and modeled via logistic regression. Let N i be the number of children tested at location s i , i =1,...,n, Y i be the number of those found with malaria parasites in a blood sample and X i =(X i1 ,X i2 ,...,X ip ) T be the vector of p associated environmental predictors observed at location s i . We assume that Y i arised from a Binomial distribution, that is Y i~ Bin(N i ,p i ) with parameter p i measuring malaria risk at location si and model the relation between the malaria risk and environmental covariates X i via the logistic regression logit(p i )= X i T ß, where ß = (ß 1 ,ß 2 ,...,ß p ) T are the regression coefficients. This model assumes independence between the surveys. However, the geographical location introduces correlation since the malaria risk at nearby locations is influenced by similar environmental factors and therefore it is expected that the closer the locations the similar the way malaria risk varies. To account for spatial variation in the data we introduce an error term (random effect) φ i at each location s i , that is logit(p i )= X i T ß + φ i and model the spatial correlation on the φ i parameters, that is the φ i 's are not independent but they derive from a distribution which models the correlation or equivalently the covariance between every pair of random effects. We adopt the multivariate Normal distribution for the φ i 's since they represent error terms and therefore they are defined on a continuous scale, that is φ i =(φ 1 ,φ 2 ,...,φ n ) T~ N(0, Σ). Σ is a matrix with elements Σ ij quantifying the covariance Cov(φ i ,φ j ) between every pair (φ i ,φ j ) at locations s i and s j respectively. The distribution of random effect Φ defines the so called Gaussian spatial process.
Stationary model
Assuming stationarity, spatial correlation is considered to be a function of distance only and irrespective of location. Under this assumption, we take Ecker and Gelfand (1997) . In this application, we choose an exponential correlation function corr(
, where ρ > 0 measures the rate of decrease of correlation with distance and it is known as the range parameter of the spatial process. For the correlation function chosen, the minimum distance for which the correlation becomes less than 5% is 3/ρ. σ 2 measures within location variation and it is known as the sill of spatial process. The above specification of spatial correlation is isotropic, assuming that correlation is the same in all directions.
Non-stationary model
The assumption of stationarity is not always justified, especially over large geographical areas. Differences in agro-ecological zones, health systems and socio-economic indicators may change geographical correlation differently at various locations. In recent years, non-stationary specifications are based on piecewise Gaussian processes (Kim et al., 2002; Gemperli et al., 2003) kernel convolution methods (Higdon et al., 1999; Fuentes et al., 2002) and normalized distance-weighted sums of stationary processes (Banerjee et al., 2004) . In Raso et al. (2005) we extended the Banerjee et al. (2004) model for non-Gaussian prevalence data to map hookworm risk in the region of Man in Cote d'Ivoire. In this paper, we use the same approach to analyse the Mali malaria prevalence data.
The study area is partitioned into K subregions, a stationary spatial process ω k is assumed in each subregion k = 1,..., K that is ω k =(ω k1 ,...,ω kn ) TÑ (0,Σ k ) and the spatial random effect φ i at each location s i is modeled as a weighted sum of the subregion-specific stationary processes, that is
a ik ω ki , where a ik are decreasing functions of the distance between location s i and the centroid of the subregion k. This is equivalent to say that
.., a nk } is a matrix which has the elements a 1k , a 2k ,..., a nk on the main diagonal and 0 outside the main diagonal. The Σ k are specified using exponential correlation functions as in the case of the stationary model, that is
Note that the spatial parameters σ 2 k and ρ k are specific for each subregion k.
Three non-stationary models were fitted with K = 2,3,4. Due to relatively small number of locations included in our data we have not investigated models with larger number of tiles to avoid estimating spatial parameters from tiles with few locations and thus over-parametrising the models. The sub-regions were obtained by overlaying a rectangular grid over the study area. We first divide the rectangle in half north-to-south and then, to obtain four sub-regions, each of these rectangles is partitioned in half west-to-east. For K = 3 we divide the north part of our study area in two rectangles and consider the south area as one sub-region. We have chosen the North-South configuration because most environmental and socio-economic differences in Mali are between North and South rather than East and West part of the country. To ensure that there are enough data points in each tile to estimate the model parameters we did not allow tiles with number of points less than a pre-specified minimum of 10. The centroids of two fixed tiles are shown in Fig. 1 .
Bayesian specification and implementation
The Bayesian approach to inference allows parameter estimation using information coming from the data via the likelihood function as well as information coming from other sources prior seen the data (i.e. previous studies, subjective judgments) which is formalised via prior distributions. Bayes theorem combines the likelihood function and the prior distribution defining a new quantity, known as posterior distribution which forms the basis of Bayesian inference. Parameters are considered as random and their estimation results not only in a single value, but in the probabilities of their possible values which are given by their probability distribution, known as marginal posterior distribution.
To complete the Bayesian model formulation of the geostatistical models mentioned above we need to specify prior distributions for their parameters. For the regression coefficients we adopt a non-informative uniform prior distribution with bounds -∞ and ∞ which reflects lack of prior knowledge other than that the regression coefficients can take any positive or negative value. For the spatial parameters σ 2 , σ 2 k , ρ, and ρ k we adopt inverse gamma and gamma prior distributions respectively with parameters chosen to have mean equal to 1 and variance equal to 100.
We estimate the parameters of the model using Markov chain Monte Carlo simulation and in particular Gibbs sampling (Gelfand and Smith, 1990) . Starting with some initial values about the parameters, the algorithm iteratively updates the parameters by simulating from their full conditional distributions, that is the posterior distribution of each parameter conditional on the remaining parameters. The full conditional distributions of σ 2 and σ 2 k , k = 1,..., K are inverse gamma distributions and simulation from them is straightforward. The rest of the parameters do not have full conditional distributions of known forms. We simulate from the non-standard distributions by employing a random walk Metropolis algorithm (Tierney, 1994) having a Normal proposal density with mean equal to the estimate of the corresponding parameter from the previous Gibbs iteration and variance equal to a fixed number, iteratively adapted to optimize the acceptance rates. We run five chains with a burn-in of 5000 iterations. Convergence was assessed by inspection of ergodic averages of selected model parameters.
The analysis was implemented in Fortan 95 (Compaq Visual Fortran Professional 6.6.0) using standard numerical libraries (NAG, The Numerical Algorithms Group Ltd.).
Prediction model
Bayesian kriging (Diggle et al., 1998 ) is used to predict the malaria risk at locations where malaria data are not available. This approach treats the malaria risk at a new location as random and calculates its predictive posterior distribution, which provides not only a single estimate of the risk but a whole range of likely values together with their probabilities to be the true values at a specific location. This makes it possible to estimate the prediction error, a substantial advantage over the classical kriging methods. We estimated the predictive posterior distributions at new locations via simulation. Predictions were made for 28,000 pixels, covering the whole area of south Mali. Further details are given in the Appendix.
Model validation
In total we fitted 4 models (a stationary and three non-stationary). Model fit was carried out on a randomly selected subset of our data (training set) including 69 locations. The remaining dataset of 20 locations was used for validation (testing set). These subsets were selected by assigning a Uniform distribution on the locations.
The goodness-of-fit of each model was assessed using the Deviance Information Criterion (DIC) (Spiegelhalter et al., 2002) . This quantity considers the fit of the data but penalises models that are very complex.
The predictive ability of the models was assessed using a Bayesian "p-value" analogue calculated from the predictive posterior distribution. In particular, for each one of the test locations we calculated the area of the predictive posterior distribution which is more extreme than the observed data. The model predicts the observed data well for a specific location when the observed data is close to the median of the predictive posterior distribution and therefore the "p-value" close to 0.5. A boxplot is used to summarise the "p-values" calculated from the 20 test locations under a particular model. The boxplot displays the minimum, the 25 th , 50 th , 75 th quantile as well as the maximum of the distribution of the 20 "p-values". We consider as best the model with median "p-value" closer to 0.5. The "p-value" is calculated using simulation-based inference by 1 In addition to the above approaches, for each model we calculated 5 credible intervals (the equivalent of confidence intervals in the Bayesian framework) with probability coverage equal to 5%, 25%, 50%, 75% and 95% respectively of the posterior predictive distribution at the test locations. The model which gave better predictions was the one with the highest percentage of locations within the interval of smallest coverage.
Results
The pooled data have shown an overall malaria prevalence of 44.0% (19, 156 children) . The median malaria prevalence estimated at village level was 51.3%, ranging from 5.3% to 95.5%.
The univariate non-spatial analysis showed that the following environmental indicators and their transformations were associated with malaria prevalence: NDVI, length of malaria season, rainfall, maximum temperature, minimum temperature and distance to the nearest water body. The relation between malaria risk and rainfall was linear. The logarithmic transformation of NDVI described best its relation with the malaria risk. Polynomial terms of order 2 for minimum temperature, maximum temperature and distance to water gave the best association with malaria prevalence. The results of the bivariate non-spatial logistic regression are summarized in Table 2 . All covariates significant at a 15% significance level were included in the spatial analysis. Fig. 2 compares the predictive ability of the stationary and 3 non-stationary (with 2, 3 and 4 tiles respectively) multiple logistic regression models using the Bayesian "p-value" approach. Each boxplot summarise the distribution of the 20 "p-values" calculated from the predictive posterior distribution of the 20 test locations. The median of this distribution for the non-stationary model with two tiles is the closest to 0.5, suggesting that this is the best model. The same conclusion was drawn by comparing the models using the chi-squared measure. Fig. 3 shows that the non-stationary models with two and three tiles have similar medians of the distribution of χ 2 -values over the 20 test locations, but the nonstationary model with two tiles had the lowest Tχ 2 value, indicating the smallest deviations between the observations and model predictions.
In Table 3 are presented the percentages of test locations with malaria prevalence which falls in each of the 5 credible intervals of the posterior predictive distribution. We observe that the non-stationary model with two fixed tiles includes 10% of the test locations in the narrowest interval of 5% probability content. This is the highest percentage in comparison to the remaining fitted models. Also in the 95% credible interval the non-stationary model with two fixed tiles has the highest percentage of observed prevalences at test locations, namely 80% in comparison with 75% reported by the other three models. Table 2 depicts the results of the stationary and the best fitting non-stationary model with two tiles. The stationary model suggested that the following environmental factors are associated with malaria risk: NDVI (in logarithmic scale), maximum temperature, minimum temperature and distance to the nearest water body (in polynomial forms of order 2) and rainfall. In the non-stationary model the rainfall as well as the second order polynomial of the distance to water were not any more related with the malaria risk. As we were expected, the higher the value of the NDVI (indicating the presence of green vegetation) the higher the malaria risk. A negative relation with maximum temperature showed that the lower the maximum temperature the higher the malaria risk. Also, malaria risk increases with an increase in the minimum temperature. Surprisingly, the models estimated a positive relation with the distance to water, implying that the risk increases with the distance from permanent water bodies.
The stationary model calculates a posterior median for ρ equal to 2.63 (95 % credible interval: 1.11, 6.09) which, in our exponential setting indicates that the minimum distance for which the spatial correlation is smaller than 5% is equal to 3/ρ =1.14 km (95% credible interval: 0.49, 2.71). The best fitting 2-tile non-stationary model confirms that spatial correlation changes as we move from the North to the South part of the country. In particular the minimum distance with negligible correlation is 0.86 km (95% credible interval: 0.40, 2.19) in the North and 8.90 km (95% credible interval: 1.79, 26.88) in the South part. It is interesting to see that although the models differ in their predictive ability (Figs. 2  and 3 ), the goodness of fit DIC measure does not favor any of the models, showing that it is not able to assess which model has the best predictions.
The smooth maps of malaria prevalence in subsaharan Mali obtained from the stationary and nonstationary spatial model with two tiles are shown in Figs. 4 and 5.
Both maps predicted high malaria prevalence in the region of Kayes (South-West Mali), with the exception of the district of Kayes and in the region of Segou (East-Center Mali). Low prevalence was predicted in the regions of Gao, Tombactou and Kidal (North Mali) and in the district of Kati (Center Mali). Differences between the stationary and non-stationary models appear in the districts of Ansongo, Gourma Rharous, Douentza and western district of Tombactou region (Goundam). Figs. 6 and 7 depict the prediction error from the stationary and non-stationary models respectively. The error is higher in the North Mali where the observed data were very sparse. The prediction error obtained from the non-stationary model was lower, ranging from 0.36 to 5.7 in comparison to that obtained from the stationary one which varied from 0.70 to 8.11.
Discussion
Accurate maps of malaria risk are important tools in malaria control as they can guide interventions and assess their effectiveness. These maps rely on predictions of risk at locations without observed prevalence data. Malaria is an environmental disease and environmental factors are good predictors of transmission, but the relation between environmental factors, mosquito abundance and malaria prevalence is not linear. This relation can be established only by means of adequate spatial statistical models which can be used for improving predictions of malaria transmission not only in space (for risk mapping) but also in time (for developing early warning systems for malaria epidemics). In this study we present Bayesian geostatistical approaches to assess the malaria-environmental relation for the purpose of malaria risk mapping.
The Bayesian stationary and non-stationary models we presented for analysing the malaria survey data in Mali showed that the statistical modeling approach plays an important role in inference. It influences not only the estimation of parameters related with the spatial structure of the data but also the significance of the malaria risk predictors, the resulting malaria risk maps and the associated predicted errors. Model validation should routinely accompany any model fitting exercise. For the purpose of validation, we recommend to carry out the model fitting on the 80% of the data locations and compare the predictive ability of the models on the remaining locations. For the purpose of mapping, we suggest, once the best model is selected, to apply it to the whole dataset so that the final maps are based on as much data as possible.
Non-stationarity is an important feature of malaria data which is often ignored. Gemperli (2003) developed a non-stationary model for analysing malaria risk data which divides the study region in random tiles, assuming a separate correlation structure within region but independence between tiles. The independence assumption is not justifiable. The number and configuration of tiles are random parameters estimated by the data. The non-stationary modelling approach we adopt here addresses the between-tile independence problem by assuming not only a separate correlation structure within tile but also between-tile correlation. We demonstrate this modelling approach for a fixed space partitioning. This modelling approach is more appropriate when modelling malaria data over large areas covering different ecological zones which define the fixed partition. An extension of the model will allow different covariate effects in each zone. We are currently working on such an approach and implementing it in analysing MARA malaria risk data from West and Central Africa. A further extension of the methodology presented here is to assume random rather than fixed partition of region in tiles. This methodology could be applied in mapping malaria data over large areas with no clear way of finding a fixed partition (i.e. no clearly defined ecological zones).
The main advantage of the Bayesian model formulation is the computational ease in model fit and prediction compared to classical geostatistical methods. Both the stationary and especially the non-stationary models have a large number of parameters. Bayesian computation implemented via MCMC enables simultaneously estimation of all model parameters together with their standard errors. In addition, Bayesian kriging allows model-based predictions (together NS-4 tiles 5% 25% 35% 55% 75% Fig. 4 . Map of predicted malaria risk for south Mali using the stationary model. with the prediction error) taking into account the non-stationary feature of the data. This is not possible in a maximum likelihood based framework. The significant positive association between our data and the distance to water was unexpected. Possible explanation could be because the majority of the main cities (most populated areas) in Mali are located along the river Niger. During the dry season the receding of the river create numerous water pools which serve as vector breeding habitats. The time lag between the rainfall and vector abundance and between vector abundance and the occurrence of the disease may have also played an important role.
Earlier analyses of the MARA data in Mali (Kleinschmidt et al., 2000; Gemperli, 2003) differ in the way the spatial structure is incorporated in the model as well as in the way the covariate effects were modelled. Kleinschmidt et al. (2000) determined the relation between malaria prevalence and environmental predictors by fitting an ordinary logistic regression by maximum likelihood method without taking into account spatial correlation. The prediction map was improved by kriging the residuals and adding them to the map on a logit scale. The main weaknesses of this analysis are firstly that estimation of environmental effects did not take into account the spatial correlation and thus the significance of the covariates may have been underestimated; and secondly the kriging assumes normality, which usually does not hold for the residuals of the logistic regression. Gemperli (2003) re-analysed the data using the Bayesian non-stationary model with random tiles mentioned above. Both previous analyses found a negative relation between malaria risk and distance to water, while Gemperli (2003) suggested also a positive relation with rainfall. Neither analyses assessed non-linear covariate effects. The different analyses reported different covariate effects and produced different maps of prevalence from essentially the same database. Neither performed model validation on test data.
The predicted prevalence map from the non-stationary model with 2 tiles is in a better agreement with the eco-geographical descriptive epidemiology of malaria in Mali (Doumbo et al., 1989) than the maps obtained from the other models. The two maps of predicted malaria prevalence obtained from the stationary and the non-stationary model with two tiles were shown to different malaria epidemilogists in Mali. They all agreed that that the non-stationary model predicts better the epidemilogical situation of malaria in Mali. However, they found that the prevalence in the western part of the country (Kayes region) is over-estimated in comparison with the southern region of Mali (Sikasso). Also previous mapping approaches (Kleinschmidt, 2000; Gemperli, 2003) suggested high malaria prevalence in the western region of Mali. The relatively high predictive standard deviation observed in the North-Western (region of Kayes) and the desert fringes (Tombouctou, Gao and Kidal regions) of the country is probably because of the very few number of data points in these areas rather than the statistical approach. Only one survey has been carried out in the northern regions since 1988.
Further analyses which include recent data, particularly in areas where very few number of data points were observed such as in the north part are needed because environmental changes in the last decades are likely to have influenced malaria transmission dynamics in Mali. where (ß (q) ,φ (q) ,σ 2 (q) ,ρ (q) ) ) are samples drawn from the posterior P (ß,φ,σ 2 ,ρ|Y,N) .
