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Abstract. Brlek et al. (2008) studied smooth infinite words and established
some results on letter frequency, recurrence, reversal and complementation for
2-letter alphabets having same parity. In this paper, we explore smooth infi-
nite words over n-letter alphabet {a1, a2, · · · , an}, where a1 < a2 < · · · < an
are positive integers and have same remainder when divided by n. And let
ai = n · qi + r, qi ∈ N for i = 1, 2, · · · , n, where r = 0, 1, 2, · · · , n − 1. We
use distinct methods to prove that (1) if r = 0, the letters frequency of two
times differentiable well-proportioned infinite words is 1/n, which suggests that
the letter frequency of the generalized Kolakoski sequences is 1/2 for 2-letter
even alphabets; (2) the smooth infinite words are recurrent; (3) if r = 0 or
r > 0 and n is an even number, the generalized Kolakoski words are uniformly
recurrent for the alphabet Σn with the cyclic order; (4) the factor set of three
times differentiable infinite words is not closed under any nonidentical permu-
tation. Brlek et al.’s results are only the special cases of our corresponding
results.
Keywords: Smooth infinite words; reversal; recurrence; uniformly recurrence;
letter frequency; well-proportioned infinite words.
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1. Introduction
The Kolakoski sequence K which was first introduced in [19], is the infinite sequence
over the alphabet Σ = {1, 2} which starts with 1 and equals the sequence defined by
its run lengths:
K = 1︸︷︷︸
1
22︸︷︷︸
2
11︸︷︷︸
2
2︸︷︷︸
1
1︸︷︷︸
1
22︸︷︷︸
2
1︸︷︷︸
1
22︸︷︷︸
2
11︸︷︷︸
2
2︸︷︷︸
1
11︸︷︷︸
2
22︸︷︷︸
2
· · ·︸︷︷︸
···
Here, a run is a maximal subsequence of consecutive identical symbols. The curious
Kolakoski sequence K has received a striking attention by showing some intriguing
combinatorical properties [3, 6, 7, 8, 10, 14, 15, 16, 20, 21, 23, 26, 27].
Keane [17] asked whether the density of 1′s in K is 0.5. Chva´tal [9] proved that
the upper density of 1′s as well as the upper density of 2′s in K is less than 0.501.
Brlek, Jamet and Paquin [4] investigated smooth infinite words on 2-letter alphabets
having same parity and showed that all smooth infinite words are recurrent; that the
closure of the set of factors under reversal holds for odd alphabets only; and that the
frequency (density) of letters in extremal words is 1/2 for even alphabets, and for
a = 1 with b odd, the frequency of b’s is 1/(
√
2b− 1 + 1).
Baake and Sing [1] and Sing [24, 25] established a connection between the gen-
eralized Kolakoski words and model sets. By the way, Sing [24, 25] showed that for
2-letter alphabets having same parity, the generalized kolakoski sequences are the
fixed points of some suitable primitive substitutions, which means the generalized
kolakoski sequences are uniformly recurrent.
In this paper, our main goal is to study the corresponding problems on n-letter
alphabets having same remainder r when divided by n. By using distinct methods,
we give all the fixpoints of the operator ∆ (Theorem 4) and establish that (1) smooth
infinite words are recurrent (Theorem 18); (2) if the remainder r is 0 or r > 0 and n is
an even number, the generalized Kolakoski words are uniformly recurrent for n-letter
alphabets with the cyclic order (Theorem 20); (3) if r = 0, the letters frequency is
1/n for two times differentiable well-proportioned words (Theorem 7), which means
that the frequency of the generalized Kolakoski sequences is 1/2 for 2-letter even
alphabets (Corollary 8); (4) the factor set of three times differentiable infinite words
is not closed under any nonidentical permutation (Theorem 10). Moreover we provide
a new proof of smooth infinite words being closed under reversal for odd alphabets.
The paper is organized as follows. In Section 2, we shall first fix some notations and
introduce some notions. Secondly in Section 3, we give all the fixpoints of the operator
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∆ over Σn. In Section 4, we establish the frequency of two times differentiable well-
proportioned words for n-letter alphabets having the remainder r = 0. In Section
5, we show that three times differentiable infinite words are not closed under any
nonidentical permutation for n-letter alphabets. In Section 6, we give some useful
notations of the inverse Φ−1 of the bijection Φ : Cωn → Σωn . In Section 7, we establish
some lemmas which are used in the following discussions. In Section 8, we prove
that smooth infinite words are reccurent for n-letter alphabet with the cyclic order.
In Section 9, we establish that if the remainder r is 0, or r > 0 and n is an even
number, then the generalized Kolakoski sequence is the fixpoint of some suitable
primitive substitution for n-letter alphabets having same remainder r with the cyclic
order, which means that the generalized Kolakoski sequence is uniformly reccurent.
In Section 10, we give a new proof of smooth infinite words being closed under reversal
for 2-letter odd alphabets. Finally we end this paper with some concluding remarks
in Section 11.
2.Definitions and notation
Let Σn = {a1, a2, · · · , an}, where a1, a2, · · · , an are positive integers with a1 < a2 <
· · · < an, Σ∗n denotes the free monoid over Σn. A finite word over Σn is a member of
Σ∗n. If w = w1w2 · · ·wk, wi ∈ Σn for i = 1, 2, · · · , k then k is called the length of the
word w and is denoted by |w|. Sometimes we also use w[i] to denote the ith letter
wi of the word w, that is, w = w[1]w[2] · · ·w[k], and w[i . . . j] = w[i]w[i + 1] · · ·w[j]
for 1 ≤ i ≤ j ≤ k. If |w|=0 then w is called the empty word and is denoted by ε.
Let |w|α be the number of α which occurs in w, where α ∈ Σn, then |w| = Σni=1|w|ai.
Moreover Σ+n denotes Σ
∗
n − {ε}, Σkn = {w ∈ Σ∗n : |w| = k} for k = 0, 1, 2, · · · .
The set of all right infinite words is denoted by Σωn , and Σ
∞
n = Σ
ω
n ∪ Σ∗n. Given a
word w ∈ Σ∞n , a factor u of w is a word u ∈ Σ∞n such that w=xuy for x, y ∈ Σ∞n , and
F (w) denotes the set of all factors of w, Fk(w) = F (w) ∩ Σkn. If x = ε (resp. y = ε)
then u is called prefix (resp. suffix). A run (or block) is a maximal factor of form
u = αk, α ∈ Σn. Pref (w) denotes the set of all prefixes of w, Prefn(w) denotes the
prefix of length n of w. Finally N denotes the set of all natural numbers, N ∗ and N ω
denote the free monoid and the set of all right infinite words over N respectively,
where N is the set of positive integers.
Let u = u1u2 · · ·uk ∈ Σ∗n, where ui ∈ Σn, i = 1, 2, · · ·uk. The reversal of u
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is the word u˜ = uk · · ·u2u1. A palindrome is a word P such that P = P˜ . Let
u = u1u2 · · · ∈ Σ∞n , where ui ∈ Σn, i = 1, 2, · · · . The permutation σ(u) of u is the
word σ(u) = σ(u1)σ(u2) · · · , where σ is a permutation of Σn. Especially, if n = 2, then
Σ2 has an unique nonidentical permutation ,¯ which is determined by a¯1 = a2, a¯2 = a1
and is also said to be the complement.
An infinite word w is recurrent if every factor has infinitely many occurrences.
And an infinite word w is uniformly recurrent if every factor appears infinitely often
with bounded gap.
We see that every word w ∈ Σ∞n can be exclusively written as a product of factors
as follows:
w = αi11 α
i2
2 α
i3
3 · · · , whereαj ∈ Σn, αj 6= αj+1 and ij ∈ N ∪ {ω} for j ∈ N . (2.1)
From (2.1) it is obvious that w is uniquely determined by the sequences
∏
j≥1 ij and∏
j≥1 αj , which are respectively said to be the base sequence and power index sequence
of w, and be respectively denoted by ∆(w) and B(w). That is
∆ : Σ∗n → N ∗, defined by
∆(w) = i1i2i3 · · · =
∏
k≥1
ik; (2.2)
B : Σ∗n → Σ∗n, defined by
B(w) = α1α2α3 · · · =
∏
k≥1
αk, (2.3)
which is easily extended to Σωn (also refers to [2]). From (2.1-2.3) it immediately
follows that
w ∈ Σ∗n is a palindrome⇐⇒ ∆(w) and B(w) are both palindromes. (2.4)
The function (∆, B) gives the run-length coding (RLE ) on Σ∗n, which is a very simple
form of data compression in which runs of data are stored as a single data value and
count, rather than as the original run. Run-length encoding performs lossless data
compression and is well suited to palette-based iconic images. For example, it is used
in fax machines and is relatively efficient because most faxed documents are mostly
white space, with occasional interruptions of black.
Remark 1: If w ∈ Σωn in (2.1) and |B(w)| = k, then αk = ω. For example, w =
2342344ω ∈ {2, 3, 4}ω, then ∆(w) = 324ω and B(w) = 2434.
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For any w ∈ Σ∞n , first(w) denotes the first letter of the word w. For each w ∈ Σ∗n,
last(w) denotes the last letter of the word w. It is clear that the operator ∆ satisfies
the property: ∆(uv) = ∆(u)∆(v) if and only if last(u) 6= first(v).
Since ∆(w) is independent of the choice of the base sequence B(w), the function
∆ is not injective because ∆(σw) = ∆(w) for every word w and any permutation σ of
Σn. For instance, if w = 2
2133576(435264)1000 then ∆(w) = 2356(324)1000 and B(w) =
2137(456)1000. In fact, over Σ7 = {1, 2, 3, 4, 5, 6, 7}, there are 7 · 61003 different choices
of the base sequence B(w) having the same power exponent sequence 2356(324)1000
with the word w. In general, for each word w over Σn (n ≥ 2), if |∆(w)| = k, then
there are n(n− 1)k−1 different words over Σn having the same power index sequence
∆(w) with the word w.
Let Bn = {u ∈ Σωn : ui 6= ui+1 for i ∈ N}. If n = 2 then B2 = {(a1a2)ω, (a2a1)ω};
if n > 2 then |Bn| =∞. Thus, given a sequence B ∈ Bn, the pseudo-inverse function
∆−1B : Σ
∞
n → Σ∞n , u = u1u2u3u4 · · ·
can be defined by
∆−1B (u) =
{
bu11 b
u2
2 b
u3
3 · · · , if u ∈ Σω;
bu11 b
u2
2 · · · bukk , if |u| = k.
(2.5)
Then the following property is immediate:
∀u ∈ Σ∞n : σ∆−1B (u) = ∆−1σB(u), where σ is a permutation of Σn;
∀u ∈ Σ∗n : ∆˜−1B (u˜) = ∆−1B˜ (u).
Now we first generalize the notion of finite differentiable word over the alphabet
{1, 2}, which was given first by Dekking [11], to the one of infinite differentiable word
over any n-letter alphabet Σn.
Definition 1. Let w = αt11 α
t2
2 · · · ∈ Σωn and k be a fixed positive integer.
(1) If ∆i(w) ∈ Σωn for i = 1, 2, · · · , k, then we call w a k-times differentiable
infinite word over Σn;
(2) If ∆k(w) ∈ Σωn for any positive integer k then we call w a Cωn -word (or a
smooth infinite word) over Σn.
For example, let w = (331333131331333133133133313133133313313331)ω then w is a
4-times differentiable word, but it is not a 5-times differentiable word over {1, 3}.
Secondly we extend the notion of differentiable words over the alphabet {1, 2} to
over arbitrary n-letters alphabet Σn.
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Definition 2. Let w ∈ Σ∗n and w = αt11 αt22 · · ·αtkk ,where αi ∈ Σn and αi 6= αi+1 for 1 ≤
i ≤ k − 1, and 1 ≤ ti ≤ an for i = 1, 2, · · · , k.
If ti ∈ Σn for i = 2, 3, · · · , k − 1, then we call that w is differentiable, and its
derivative, denoted by D(w), is the word whose j th symbol equals the length of the
j th run of w, discarding the first and/or the last run if its length is less than an.
Let w ∈ Σ∗n and k be a fixed positive integer, if Dk(w) ∈ Σ∗n then we call w a
k-times differentiable word over Σn, or a C
k
n-word. If a finite word w is arbitrarily
often differentiable, then we call w a C∞n -word, or a smooth word. Obviously, if w is
a smooth word and |w| > 0, then |D(w)| < |w|. Moreover, it is clear that D is an
operator from Σ∗n to Σ
∗
n and
D(w) =


ε, ∆(w) = yz, where y + z ≥ 1, y, z < an or w = ε
∆(w), ∆(w) = anxan or ∆(w) = an
xan, ∆(w) = yxan and 1 ≤ y < an
anx, ∆(w) = anxz and 1 ≤ z < an
x, ∆(w) = yxz and 1 ≤ y, z < an
(2.6)
It is easy to see that finite factors of smooth infinite words are all C∞-words. Thus
finite smooth words [2], which are finite factors of smooth infinite words, are always
C∞-words.
Let w = αb−1
b︷ ︸︸ ︷
α¯bαb · · ·βb β¯b−1 ∈ C∞, where if 2 | b then β = α, otherwise β = α¯,
if b− a > 1 then w can not occur in any smooth infinite word, so C∞-words are not
always finite smooth words.
In what follows, we use Ckn and C
kω
n to stand for the sets of all k-times differentiable
finite words and all k-times differentiable infinite words respectively.
It is easy to check that ∆ and D all commute with the mirror image (˜ ) and are
stable for every permutation σ over the alphabet Σn. Thus Proposition 4 in [5] still
holds for arbitrary n-letter alphabets.
Lemma 3. Let σ be a permutation of Σn, then
(1) For all u ∈ Σ∗n, D(u˜) = D˜(u), D(σu) = D(u);
(2) For all u ∈ Σ∞n , ∆(u˜) = ∆˜(u), ∆(σu) = ∆(u) ( [2] Proposition 1 (a)-(b)). 
These properties indicate that C∞n , C
ω
n , C
k
n and C
kω
n are all closed under these
operators:
w ∈ C∞n ⇐⇒ σw, w˜ ∈ C∞n ;
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w ∈ Cωn ⇐⇒ σw ∈ Cωn ;
w ∈ Ckn ⇐⇒ σw, w˜ ∈ Ckn;
w ∈ Ckωn ⇐⇒ σw ∈ Ckωn .
3. Fixpoints of the operator ∆
The operator ∆ over Σω2 (a1 = a, a2 = b) has exactly two fixpoints, that is ∆(Ka,b) =
Ka,b, ∆(Kb,a) = Kb,a, where Ka,b (orKb,a) is an infinite sequence over the alphabet
Σ2 which starts with a (or b) and equals the sequence defined by its run lengths: if
a > 1 then
Ka,b = a
aba · · ·αa︸ ︷︷ ︸
a
α¯bαb · · · bb︸ ︷︷ ︸
a
· · · , where α = b if a is even, otherwise α = a,
Kb,a = b
bab · · ·βb︸ ︷︷ ︸
b
β¯aαa · · · aa︸ ︷︷ ︸
b
· · · , where β = a if b is even, or else β = b,
which are called the generalized Kolakoski sequences.
If n > 2, then the operator ∆ over Σωn has infinitely many fixpoints (see [2]
Concluding remarks). In fact, we can determine all the fixpoints of the operator
∆. To do so, let Fix (∆) denote the set of all fixed points of the operator ∆ and
y = yt11 y
t2
2 y
t3
3 · · · ∈ Fix (∆), where y1y2 · · · yi · · · ∈ Bn. Then by y = ∆(y), we have
t1 = t2 = · · · = ty1 = y1, ty1+1 = ty1+2 = · · · = ty1+y2 = y2 · · · , t(y1−1)·y1+1 =
t(y1−1)·y1+2 = · · · = ty1·y1 = yy1, · · · , it immediately follows that
Theorem 4. Let Σn = {a1, a2, · · · , an}, where a1 < a2 < · · · < an ∈ N . Then
Fix (∆) = {Ku : u ∈ Bn} and
Ku = u
u1
1 u
u1
2 · · ·uu1u1uu2u1+1uu2u1+2 · · ·uu2u1+u1 · · ·u
uu1
(u1−1)·u1+1
· · ·uuu1u1·u1 · · · , (3.1)
where u = u1u2u3 · · · . 
The sequences satisfying (3.1) are said to be the generalized Kolakoski sequences.
Theorem 4 suggests that if n > 2 then there are infinitely many generalized Kolokoski
sequences over the n-letters alphabet Σn. Moreover, it is obvious that the generalized
Kolakoski word Ku over Σn is a smooth infinite word for every u ∈ Bn.
4. Letter frequencies
Keane [17] put forward whether the density of 1′s in K is 0.5. It is still a challenging
problem. Actually, the best upper density of 1′s as well as the upper density of 2′s in
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K is 0.50084 and is due to Chva´tal [9]. Brlek, Jamet and Paquin [4] showed that the
frequency of letters in extremal words is 1/2 for even alphabets, and for a = 1 with b
odd, the frequency of b’s is 1/(
√
2b− 1+1). Hereinafter we establish the frequency of
letters in 2-times differentiable well-proportioned infinite words for arbitrary n-letters
alphabets with each member being a multiple of n.
Lemma 5. Let u = αt11 α
t2
2 · · ·αtkk , where αi, ti ∈ Σn = {a1, a2, · · · , an}, 1 ≤ i ≤ k,
and n | aj for j = 1, 2, · · · , n. And letm = |u| = Σki=1ti, then for any v = v1v2 · · · vm ∈
Σ∗n such that {vi·n+1, vi·n+2, · · · , vi·n+n} = {a1, a2, · · · , an}, where i = 0, 1, · · · , p and
m = n · p, one has
|∆−mv (u)|ai =
|∆−mv (u)|
n
for i = 1, 2, · · · , n. (4.1)
Proof. Since t1, t2, · · · , tk ∈ Σn and n | ai, we see that ti = n · si for i = 1, 2, · · · , k.
Thus
∆−mv (u) =
t1︷ ︸︸ ︷
vα11 v
α1
2 · · · vα1n vα1n+1vα1n+2 · · · vα1n+n · · · vα1(s1−1)n+1vα1(s1−1)n+2 · · · vα1(s1−1)n+n
t2︷ ︸︸ ︷
vα2t1+1v
α2
t1+2 · · · vα2t1+nvα2t1+n+1vα2t1+n+2 · · · vα2t1+2·n · · · vα2q−n+1vα2q−n+2 · · · vα2q
· · ·
tk︷ ︸︸ ︷
vαkh+1v
αk
h+2 · · · vαkh+nvαkh+n+1vαkh+n+2 · · · vαkh+2·n · · · vαkm−n+1vαkm−n+2 · · · vαkm .
(4.2)
where q = t1 + t2, h = t1 + t2 + · · · + tk−1. Since n | tj for j = 1, 2, · · · , n and
{vi·n+1, vi·n+2, · · · , vi·n+n} = {a1, a2, · · · , an} for i = 0, 1, · · · , p, we easily see that
there are equal numbers of aαi1 , a
αi
2 , · · · , and aαin in the subsequence
ti︷ ︸︸ ︷
vαibi+1v
αi
bi+2
· · · vαibi+nvαibi+n+1vαibi+n+2 · · · vαibi+2·n · · · vαibi+tk−n+1vαibi+tk−n+2 · · · vαibi+tk
for i = 1, 2, · · · , k, where αi ∈ Σn, b1 = 0 and bi = t1+t2+· · ·+ti−1 for i = 2, 3, · · · , k.
Therefore there are equal numbers of aαi1 , a
αi
2 , · · · , and aαin in the right side of (4.2),
which suggest that (4.1) holds. 
Remark 2: From the proof of Lemma 5, we easily see that Lemma 5 also holds if
the condition ti ∈ Σn is substituted by ti being divided by n.
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Definition 6. Let w ∈ Σωn . If the base sequence B(w) = α1α2 · · ·αk · · · satisfies
{αi·n+1, αi·n+2, · · · , αi·n+n} = {a1, a2, · · · , an} for ∀ i ∈ N , (4.3)
then w is said to be well-proportioned.
Now we are in a position to prove our second main result.
Theorem 7. Let w be a two times differentiable well-proportioned infinite word over
the n-letters alphabet Σn = {a1, a2, · · · , an}. If n | aj for j = 1, 2, · · · , n, then
lim
k→∞
|Wk|ai
|Wk| =
1
n
for i = 1, 2, · · · , n, (4.4)
where Wk = w [1 · · · k ] = Prefk(w).
Proof. Since ∆2(w) ∈ Σωn we have
∆(w) = γt11 γ
t2
2 · · · γtrr · · · , where γi, ti ∈ Σn for i = 1, 2, · · · . (4.5)
Thus (4.5) suggests
w = lim
i→∞
∆−1B(w)i(∆(w)i), (4.6)
where B(w)i = Prefi(B(w)), ∆(w)i = Prefi(∆(w)). Therefore from (4.6) we see that
for each k ∈ N , there is a positive integer i such that
Wk = ∆
−1
B(w)i
(∆(w)i)v, where v ∈ Σ∗n and |v| ≤ aann . (4.7)
Now (4.3), (4.7) and (4.1) imply that (4.4) holds. 
Since infinite words over 2-letter alphabets are always well-proportioned, from
Theorem 7 we can deduce
Corollary 8. The frequency of letters in 2-times differentiable infinite words is 1/2
for 2-letter even alphabets. 
Furthermore from Theorem 7 it immediately follows that
Corollary 9. If n | ai for i = 1, 2, · · · , n, then the frequency of letters in well-
proportioned smooth infinite words is 1/n for the alphabet Σn. 
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5. Permutation
Kimberling [18] first raised whether or not the complement of a finite factor of Ko-
lakoski sequence K is still a factor of K and whether or not every finite factor of K
occurs infinitely often (recurrence). Dekking [11] showed that the closure of F (K)
by complementation would imply the recurrence property. These conjectures were
stated for every smooth infinite word over {1, 2} in [3]. Brlek etc. [5] proved that the
existence of arbitrarily long palindromes in infinite smooth words on {1, 2} would im-
ply the recurrence property. Recently Brlek etc. [4] showed that the closure of F (w)
under reversal holds for odd alphabets only ([4] Proposition 15) and that the set of
factors of extremal smooth words is not closed under reversal and under complemen-
tation ([4] Proposition 26) for even alphabets. Corollary 9 (iii) in [4] implies that the
set of factors of extremal smooth words on {1, 3} is not closed under complementa-
tion. Next we establish the corresponding result for n-letter alphabets having same
remainder when divided by n. And the proof seems to be slightly more essential and
straightforward.
Theorem 10. Let Σn = {a1, a2, · · · , an}, where a1 < a2 < · · · < an ∈ N and ai ≡
r (mod n) for i = 1, 2, · · · , n, where r = 0, 1, · · · , n − 1. Suppose that w ∈ C3ωn and
B(w) = (b1b2 · · · bn)ω, B(∆(w)) = (c1c2 · · · cn)ω, B(∆2(w)) = (e1e2 · · · en)ω, where
b1b2 · · · bn, c1c2 · · · cn and e1e2 · · · en are arrangements of a1, a2, · · · , an. Then F (w) is
not closed under any nonidentical permutation.
Proof. Since w ∈ C3ωn and B(∆2(w)) = (e1e2 · · · en)ω, we have
∆2(w) = et11 e
t2
2 · · · etnn etn+11 etn+22 · · · et2nn · · · etk·n+11 etk·n+22 · · · et(k+1)·nn · · · (5.1)
where ti ∈ Σn for i ∈ N .
From ei, ti ∈ Σn, we get ei = n·qi+r, qi ∈ N for i = 1, 2, · · · , n; ti = n·hi+r, hi ∈
N for i = 1, 2, · · · , where r = 0, 1, · · · , n − 1. Now let cn·k+i = ci for i = 1, 2, · · · , n
and k ∈ N , then note that cn·k = cn, by B(∆(w)) = (c1c2 · · · cn)ω and (5.1), we can
obtain
∆(w) = (ce11 c
e1
2 · · · ce1n )h1ce11 ce12 · · · ce1r (ce2r+1ce2r+2 · · · ce2r )h2ce2r+1ce2r+2 · · · ce22r · · ·
(cen(n−1)r+1c
en
(n−1)r+2 · · · cen(n−1)r)hncen(n−1)r+1cen(n−1)r+2 · · · cenn·r
(ce11 c
e1
2 · · · ce1n )hn+1ce11 ce12 · · · ce1r (ce2r+1ce2r+2 · · · ce2r )hn+2ce2r+1ce2r+2 · · · ce22r · · ·
(cen(n−1)r+1c
en
(n−1)r+2 · · · cen(n−1)r)h2ncen(n−1)r+1cen(n−1)r+2 · · · cenn·r · · · (5.2)
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Let bn·i+j = bj for j = 1, 2, · · · , n and i ∈ N , then note that bn·i = bn, from B(w) =
(b1b2 · · · bn)ω and (5.2) it immediately follows that
w = [(bc11 b
c1
2 · · · bc1n )q1bc11 bc12 · · · bc1r (bc2r+1bc2r+2 · · · bc2r )q1bc2r+1bc2r+2 · · · bc22·r · · ·
(bcn(n−1)r+1b
cn
(n−1)r+2 · · · bcn(n−1)r)q1bcn(n−1)r+1bcn(n−1)r+2 · · · bcnn·r]h1
(bc11 b
c1
2 · · · bc1n )q1bc11 bc12 · · · bc1r (bc2r+1bc2r+2 · · · bc2r )q1bc2r+1bc2r+2 · · · bc22·r · · ·
(bcr(r−1)r+1b
cr
(r−1)r+2 · · · bcr(r−1)r)q1bcr(r−1)r+1bcr(r−1)r+2 · · · bcrr2
[(b
cr+1
r2+1 · · · bcr+1r2 )q2bcr+1r2+1 · · · bcr+1r2+r(bcr+2r2+r+1 · · · bcr+2r2+r)q2bcr+2r2+r+1 · · · bcr+2r2+2·r · · ·
(bcr
r2+(n−1)r+1 · · · bcrr2+(n−1)r)q2bcrr2+(n−1)r+1 · · · bcrr2 ]h2
(b
cr+1
r2+1 · · · bcr+1r2 )q2bcr+1r2+1 · · · bcr+1r2+r(bcr+2r2+r+1 · · · bcr+2r2+r)q2bcr+2r2+r+1 · · · bcr+2r2+2·r · · ·
(bc2r
r2+(r−1)r+1 · · · bc2rr2+(r−1)r)q2bc2rr2+(r−1)r+1 · · · bc2r2r2 · · ·
[(b
c(n−1)r+1
(n−1)r2+1 · · · b
c(n−1)r+1
(n−1)r2 )
qnb
c(n−1)r+1
(n−1)r2+1 · · · b
c(n−1)r+1
(n−1)r2+r
(b
c(n−1)r+2
(n−1)r2+r+1 · · · b
c(n−1)r+2
(n−1)r2+r)
qnb
c(n−1)r+2
(n−1)r2+r+1 · · · b
c(n−1)r+2
(n−1)r2+2·r · · ·
(b
c(n−1)r
(n−1)r2+(n−1)r+1 · · · b
c(n−1)r
(n−1)r2+(n−1)r)
qnb
c(n−1)r
(n−1)r2+(n−1)r+1 · · · b
c(n−1)r
(n−1)r2 ]
hn
(b
c(n−1)r+1
(n−1)r2+1 · · · b
c(n−1)r+1
(n−1)r2 )
qnb
c(n−1)r+1
(n−1)r2+1 · · · b
c(n−1)r+1
(n−1)r2+r
(b
c(n−1)r+2
(n−1)r2+r+1 · · · b
c(n−1)r+2
(n−1)r2+r)
qnb
c(n−1)r+2
(n−1)r2+r+1 · · · b
c(n−1)r+2
(n−1)r2+2·r · · ·
(bcnr(n−1)r2+(r−1)r+1 · · · bcnr(n−1)r2+(r−1)r)qnbcnr(n−1)r2+(r−1)r+1 · · · bcnrnr2 · · · (5.3)
From (5.2, 5.3) we see that the maximal factors of w, which are composed of
consecutive runs of the same length, must be one of the following forms.
ej︷ ︸︸ ︷
(b
c(j−1)r+1
(j−1)r2+1 · · · b
c(j−1)r+1
(j−1)r2+n)
qjb
c(j−1)r+1
(j−1)r2+1 · · · b
c(j−1)r+1
(j−1)r2+r,
ej︷ ︸︸ ︷
(b
c(j−1)r+2
(j−1)r2+r+1 · · · b
c(j−1)r+2
(j−1)r2+r)
qjb
c(j−1)r+2
(j−1)r2+r+1 · · · b
c(j−1)r+2
(j−1)r2+2·r,
...
ej︷ ︸︸ ︷
(b
c(j−1)r+n
(j−1)r2+(n−1)r+1 · · · b
c(j−1)r+n
(j−1)r2+(n−1)r)
qjb
c(j−1)r+n
(j−1)r2+(n−1)r+1 · · · b
c(j−1)r+n
(j−1)r2+n·r, (5.4)
where j = 1, 2, · · · , n.
Note that by (5.4), the length of all possible maximal factors of w, which is
composed of consecutive runs of the same length, is respectively equal to ej for j =
1, 2, · · · , n. Since e1, e2, · · · , en is an arrangement of a1, a2, · · · , an, there is some
k ∈ N such that ek = an. Thus on the one hand, since ek = an, taking j = k in (5.4),
we get
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an︷ ︸︸ ︷
(b
c(k−1)r+1
(k−1)r2+1 · · · b
c(k−1)r+1
(k−1)r2+n)
qkb
c(k−1)r+1
(k−1)r2+1 · · · b
c(k−1)r+1
(k−1)r2+r,
an︷ ︸︸ ︷
(b
c(k−1)r+2
(k−1)r2+r+1 · · · b
c(k−1)r+2
(k−1)r2+r)
qkb
c(k−1)r+2
(k−1)r2+r+1 · · · b
c(k−1)r+2
(k−1)r2+2·r,
...
an︷ ︸︸ ︷
(b
c(k−1)r+n
(k−1)r2+(n−1)r+1 · · · b
c(k−1)r+n
(k−1)r2+(n−1)r)
qkb
c(k−1)r+n
(k−1)r2+(n−1)r+1 · · · b
c(k−1)r+n
(k−1)r2+n·r . (5.5)
On the other hand, since an > aj for j < n, from (5.4) we see that the max-
imal factors of the word w, which are composed of consecutive runs of the same
length and are of the greatest length, have all occurred in (5.5). Therefore, from
c(k−1)r+1, c(k−1)r+2, · · · , c(k−1)r+n being an arrangement of a1, a2, · · · , an, it follows that
for any nonidentical permutation σ of Σn, the image of each member of (5.5) under
the permutation σ cannot occur in (5.5), which means that w is not closed under any
nonidentical permutation. 
From the proof of Theorem 10, we easily see that two times differentiable infinite
words are not closed under complementation for 2-letter alphabets having same parity.
6. The bijection Φ from Cωn to Σωn
From now on, similar to [2] concluding remarks, we need to assume a cyclic order
b1b2 · · ·bn of the alphabet Σn such that the base sequence of every word is com-
patible with this order, where b1, b2, · · · , bn is a fixed arrangement of the elements
a1, a2, · · · , an of the alphabet Σn. And suppose that bt·n+i = bi for any t ∈ N and
i = 1, 2, · · · , n. Note that if n = 2, then a1a2 is the unique cyclic order of Σ2. In
fact, there are exactly (n− 1)! different cyclic orders of Σn. Let
Ckn = {w ∈ Ckn : B(w) is compatible with b1b2 · · ·bn}; (6.1)
C∞n = {w ∈ C∞n : B(w) is compatible with b1b2 · · ·bn}; (6.2)
Cωn = {w ∈ Cωn : B(w) is compatible with b1b2 · · ·bn}. (6.3)
Remark 3: Note that Ck2 = Ck2 , C∞2 = C∞2 , Cω2 = Cω2 .
In what follows, the pseudo-inverse function ∆−1α (α ∈ Σn) is compatible with the
cyclic order b1b2 · · ·bn of the alphabet Σn. Let p = α1α2 · · ·αk, where α1, α2, · · · , αk
∈ Σn, we use ∆−kp (u) to denote ∆−1α1∆−1α2 · · ·∆−1αk (u). Clearly, if p = p1p2 then
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∆
−|p|
p (u) = ∆
−|p1|
p1 ∆
−|p2|
p2 (u).
For example, given a cyclic order 243 of the alphabet {2, 3, 4}, then
∆−12 (24) = 2
244;
∆−3232(24) = 2
343322244342444332343332242322244342444
= ∆−12 ∆
−2
32 (24)
= ∆−223 ∆
−1
2 (24).
In order to study infinitely often differentiable infinite words of any period over {1, 2},
Dekking [12] established a bijection from Cω2 to Σ
ω
2 . Similarly, we can define a bijection
from Cωn to Σωn as below:
Φ : Cωn −→ Σωn
which is constructed by setting
Φ(w)[j + 1] = ∆j(w)[1], for j ≥ 0, (6.4)
and its inverse is defined as follows:
Φ−1(u) = lim
k→∞
∆
−(k−1)
u[1···k−1](u[k]). (6.5)
In the sequel, for any u ∈ Σ∞ and 1 ≤ i ≤ |u|, Ui denotes u[1 · · · i] and
Φ−1(u[1 · · ·k]) = ∆−(k−1)
u[1···k−1](u[k]), (6.6)
which determines a function from Σ+n to Σ
+
n . Then by (6.5-6.6), we get
Φ−1(u) = lim
k→∞
Φ−1(u[1 · · ·k]) (6.7)
= lim
k→∞
Φ−1(Uk). (6.8)
Obviously, Kb,a = Φ
−1(bω) and Ka,b = Φ
−1(aω).
7. Some Lemmas
The following simple results are important in the sequel. First of all, from the defini-
tion of the operator ∆−1α (α ∈ Σn) it immediately follows that
Lemma 11. Let u ∈ Σ+n , v ∈ Σ+n (Σωn) and α ∈ Σn.
(1) If |u| = q · n+ k, where q ∈ N and k = 0, 1, · · · , n− 1, then
∆−1α (uv) = ∆
−1
α (u)∆
−1
bj
(v), where α = bi and bj = bi+k;
(2) If n | |u|, then
∆−1α (uv) = ∆
−1
α (u)∆
−1
α (v). 
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The following Lemma 12 (1) is a generalization of Brlek et al. [4] Lemma 21.
Lemma 12. Let w ∈ Σ+n , α ∈ Σn.
(1) If a1, a2, · · · , and an when divided by n have the same remainder and |w| is a
multiple of n, then the length of ∆−1α (w) is also a multiple of n;
(2) If n = 2, a1, a2 are odd integers and w has odd length, then ∆
−1
α (w) also has
odd length;
(3) If n = 2, a1, a2 are odd integers and w is a palindrome of odd length, then
∆−1α (w) is also a palindrome of odd length.
Proof. (1) Let w = α1α2 · · ·αn·k, where k ∈ N and αi ∈ Σn for i ∈ N , then
∆−1α (w) = α
α1α¯α2 · · · α¯αn·k . Thus since all α1, α2 · · · , and an·k when divided by n
have the same remainder, we have
|∆−1α (w)| =
n·k∑
i=1
αi =
n·k∑
i=1
(n · qi + r) = n · (
n·k∑
i=1
qi + k · r),
where αi = n · qi + r, 0 ≤ r ≤ n − 1, which suggests that the length of ∆−1α (w) is a
multiple of n;
(2) Let w = α1α2 · · ·α2k+1, where αi ∈ Σ2, then since ∆−1α (w) = αα1α¯α2 · · ·αα2k+1
and all α1, α2, · · · α2k+1 are odd integers, we see that |∆−1α (w)| =
2k+1∑
i=1
αi is also an
odd integer;
(3) Note that if w has odd length, then it is clear that ∆−1α (w˜) = ∆˜
−1
α (w). Thus if
w is a palindrome of odd length, then ∆−1α (w) is also a palindrome of odd length. 
From Lemmas 11-12, it easily follows that
Lemma 13. Let w = uv, p = α1α2 · · ·αk, where u ∈ Σ+n , v ∈ Σ+n (Σω), αi ∈ Σn, i =
1, 2, · · ·k.
(1) If a1, a2, · · · , and an when divided by n have the same remainder and |u| is a
multiple of n, then
∆−kp (uv) = ∆
−k
p (u)∆
−k
p (v);
(2) If n = 2, a1, a2 are odd integers and u has odd length, then
∆−kp (uv) = ∆
−k
p (u)∆
−k
p¯ (v). 
Furthermore from Lemma 13 immediately follows:
Lemma 14. Let w = v1v2 · · · vn, p = α1α2 · · ·αk, where vj ∈ Σ+n , vn ∈ Σ+n (Σωn), αi ∈
Σn, 1 ≤ j ≤ n− 1, 1 ≤ i ≤ k.
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(1) If a1, a2, · · · and an when divided by n have the same remainder and |vi| is a
multiple of n for i = 1, 2, . . . , n− 1, then
∆−kp (w) = ∆
−k
p (v1)∆
−k
p (v2) · · ·∆−kp (vn); (7.1)
(2) If n = 2 and a1, a2 are odd integers and all vj (1 ≤ j ≤ n − 1) have odd
length, then
∆−kp (w) = ∆
−k
p (v1)∆
−k
p¯ (v2) · · ·∆−kq (vn), (7.2)
where if 2 | n then q = p¯, or else q = p. 
The function Φ−1 defined by (6.6) is of the following important property, which
guarantees that the limit of (6.5) exists.
Lemma 15. If u ∈ Pref (v), |u| = m and |v| = n, then
Φ−1(u) ∈ Pref (Φ−1(v)). (7.3)
Proof. Since u ∈ Pref (v), we have v[1 · · ·m] = u[1 · · ·m]. Thus by (6.6), we obtain
Φ−1(v) = ∆
−(n−1)
v[1···n−1](v[n])
= ∆
−(m−1)
v[1···m−1]∆
−1
v[m]∆
−1
v[m+1] · · ·∆−1v[n−1](v[n])
= ∆
−(m−1)
u[1···m−1](∆
−1
u[m](∆
−1
v[m+1] · · ·∆−1v[n−1](v[n])))
= ∆
−(m−1)
u[1···m−1](u[m]x)
= ∆
−(m−1)
u[1···m−1](u[m])y
= Φ−1(u)y,
which suggests that (7.3) holds. 
With respect to the usual topology defined by
d((uk)k≥1, (vk)k≥1) := 2
−min{j∈N :uj 6=vj},
the pseudo-inverse operator is continuous because it preserves the prefix relation
between two words. The following result is of independent interest.
Lemma 16. (1) The pseudo-inverse operator commutes with the limit operator, that
is, let v ∈ Σωn, then v = lim
k→∞
Vk and
∆−1α ( lim
k→∞
Vk) = lim
k→∞
∆−1α (Vk), whereα ∈ Σn. (7.4)
(2) Let w = uv, where u ∈ Σ+n , v ∈ Σωn , then
Φ−1(w) = ∆−|u|u (Φ
−1(v)). (7.5)
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Proof. (1) Since Vk = v[1 · · ·k], we have
∆−1α ( lim
k→∞
Vk) = ∆
−1
α (v[1 · · ·k · · · ])
= αv1bv2i+1b
v3
i+2 · · · , where α = bi
= lim
k→∞
∆−1α (Vk).
(2) Let u = u[1 · · ·n] and v = v[1 · · ·k · · · ], then by (7.4-7.5), we easily see that
∆−|u|u (Φ
−1(v)) = ∆−|u|u ( lim
k→∞
∆
−(k−1)
v[1···k−1](v[k]))
= lim
k→∞
∆
−(|u|+k−1)
uv[1···k−1] (v[k])
= lim
k→∞
∆
−(|u|+k−1)
w[1···|u|+k−1](w[|u|+ k])
= Φ−1(w). 
Finally, it is easy to get
Lemma 17. w ∈ Σω is recurrent if and only if there are infinitely many prefixes
Pref ni+1(w) of w such that Pref ni+1(w) = x · Pref ni(w) · y · Pref ni(w) · z, where
x, y ∈ Σ∗, z ∈ Σω, ni < ni+1 for i = 1, 2, 3, · · · . 
8.Recurrence of smooth infinite words
Brlek et al. proved that smooth infinite words are recurrent for 2-letter alphabets
having same parity (see Proposition 15 and Theorem 25 in [4]). We now establish that
smooth infinite words are recurrent for n-letter alphabets having the same remainder
when divided by n and the following proof seems to be slightly more easily understood.
Theorem 18. Let Σn = {a1, a2, · · · , an} with ai = n·qi+r, where 0 ≤ r ≤ n−1, qi ∈
N for i = 1, 2, · · · , n. Then every infinite smooth word over Σn is recurrent.
Proof. Since Φ is a bijection from Cω to Σω, by (6.5) and (6.8), for each infinite
smooth word w, there is a u ∈ Σω such that
w = Φ−1(u)
= lim
k→∞
∆
−(k−1)
u[1···k−1](u[k])
= lim
k→∞
Φ−1(Uk). (8.1)
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And note that Uk = u[1 · · ·k], from (6.6) it immediately follows that
Φ−1(Uk) = Φ
−1(u[1 · · ·k])
= ∆
−(k−1)
u[1···k−1](uk)
= ∆
−(k−2)
u[1···k−2]((u
n
k−1)
uk−r
n urk−1)
= [∆
−(k−2)
u[1···k−2](u
n
k−1)]
uk−r
n ∆
−(k−2)
u[1···k−2](u
r
k−1). (8.2)
We next divide the proof into two cases in view of the remainder r of a1, a2, · · · and an
when divided by n. And let bk·n+i = bi for k ∈ N and i = 1, 2, · · · , n.
Case 1. r = 0. Then by Lemma 14 (1), we have
Φ−1(Uk) = [∆
−(k−2)
u[1···k−2](u
n
k−1)]
uk
n
= [∆
−(k−3)
u[1···k−3](
n︷ ︸︸ ︷
u
uk−1
k−2 b
uk−1
i+1 · · · buk−1i−1+n)]
uk
n , where uk−2 = bi
= [∆
−(k−3)
u[1···k−3](b
uk−1
i )∆
−(k−3)
u[1···k−3](b
uk−1
i+1 ) · · ·∆−(k−3)u[1···k−3](buk−1i−1+n)]
uk
n
= [∆
−(k−4)
u[1···k−4](
uk−1︷ ︸︸ ︷
ubik−3b
bi
j+1 · · · bbij−1+n)
∆
−(k−4)
u[1···k−4](
uk−1︷ ︸︸ ︷
u
bi+1
k−3b
bi+1
j+1 · · · bbi+1j−1+n) · · ·
∆
−(k−4)
u[1···k−4](
uk−1︷ ︸︸ ︷
u
bi−1+n
k−3 b
bi−1+n
j+1 · · · bbi−1+nj−1+n)]
uk
n , where uk−3 = bj
= [∆
−(k−4)
u[1···k−4](uk−3)x1∆
−(k−4)
u[1···k−4](uk−3)x2 · · ·∆−(k−4)u[1···k−4](uk−3)xn]
uk
n
= [Φ−1(Uk−3)x1Φ
−1(Uk−3)x2 · · ·Φ−1(Uk−3)xn]
uk
n ,
which suggests that w is recurrent by Lemma 17, where ∆
−(k−4)
u[1···k−4](
uk−1︷ ︸︸ ︷
u
bi+l
k−3b
bi+l
j+1 · · · bbi+lj−1+n)
= ∆
−(k−4)
u[1···k−4](uk−3)xl for l = 0, 1, · · · , n− 1 and k = 5, 6, · · · .
Case 2. r > 0. Then, analogously, by Lemma 14 (1), we obtain
Φ−1(Uk) = [∆
−(k−2)
Uk−2
(unk−1)]
uk−r
n ∆
−(k−2)
Uk−2
(urk−1)
= [∆
−(k−2)
Uk−2
(uk−1)x]
uk−r
n ∆
−(k−2)
Uk−2
(uk−1)y
= [Φ−1(Uk−1)x]
uk−r
n Φ−1(Uk−1)y, (8.3)
where ∆
−(k−2)
Uk−2
(unk−1) = ∆
−(k−2)
Uk−2
(uk−1)x, ∆
−(k−2)
Uk−2
(urk−1) = ∆
−(k−2)
Uk−2
(uk−1)y.
Case 2.1. If there are infinitely many uk such that uk > r, then there exist infinitely
many uk such that (uk − r)/n ≥ 1. Thus from (8.3) and Lemma 17 it immediately
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follows that w is recurrent.
Case 2.2. u = v · rω and r = bs, where v ∈ Σ∗. Then from Lemma 16 it follows that
w = ∆−|v|v (Φ
−1(rω)). (8.4)
Case 2.2.1. If r ≥ 2, then by (8.4) and Lemma 16 (1), we get
w = ∆−|v|v ( lim
k→∞
∆−(k−1)r (r))
= lim
k→∞
∆−|v|v (∆
−(k−1)
r (r))
= lim
k→∞
∆−|v|v (Φ
−1(rk)). (8.5)
Let q be the smallest positive integer such that the number of runs of ∆−qr (r) is larger
than n. Then
∆−|v|v (Φ
−1(rk)) = ∆−|v|v (∆
−(k−q−1)
r (∆
−q
r (r)))
= ∆−|v|v (∆
−(k−q−1)
r (r
t1bt2s+1 · · · btns+n−1rtn+1 · · · ))
= ∆−|v|v (∆
−(k−q−1)
r (r
t1bt2s+1 · · · btns+n−1)∆−(k−q−1)r (rtn+1 · · · ))
= ∆−|v|v (∆
−(k−q−1)
r (r))x∆
−|v|
v (∆
−(k−q−1)
r (r))y
= ∆−|v|v (Φ
−1(rk−q))x∆−|v|v (Φ
−1(rk−q))y, (8.6)
where ti ∈ Σn and
∑n
i=1 ti is a multiple of n,
∆
−|v|
v (∆
−(k−q−1)
r (r))x = ∆
−|v|
v (∆
−(k−q−1)
r (rt1b
t2
s+1 · · · btns+n−1)),
∆
−|v|
v (∆
−(k−q−1)
r (rtn+1 · · · )) = ∆−|v|v (∆−(k−q−1)r (r))y.
Thus (8.5) and (8.6) mean that w is recurrent by Lemma 17.
Case 2.2.2. If r = 1, then by (8.4) and Lemma 16 (1), we get
w = ∆−|v|v (Φ
−1(1ω))
= ∆−|v|v (1Φ
−1(bωs+1))
= ∆−|v|v ( lim
k→∞
1Φ−1(bks+1))
= lim
k→∞
∆−|v|v (1Φ
−1(bks+1)). (8.7)
Thus
∆−|v|v (1Φ
−1(bks+1)) = ∆
−|v|
v (1∆
−(k−1)
bs+1
(bs+1))
= ∆−|v|v (1∆
−(k−2)
bs+1
(b
bs+1
s+1 ))
= ∆−|v|v (1∆
−(k−2)
bs+1
(b
bs+1−1
s+1 )∆
−(k−2)
bs+1
(bs+1)), by n | (bs+1 − 1)
= ∆−|v|v ((1∆
−(k−2)
bs+1
(bs+1))x(1∆
−(k−2)
bs+1
(bs+1)))
= ∆−|v|v (1Φ
−1(b
−(k−1)
s+1 ))y∆
−|v|
v (1Φ
−1(b
−(k−1)
s+1 )),
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which still implies that w is recurrent by Lemma 17 and (8.7), where ∆
−(k−2)
bs+1
(b
bs+1−1
s+1 )
= ∆
−(k−2)
bs+1
(bs+1)x1 and ∆
−|v|
v (1∆
−(k−2)
bs+1
(bs+1)x) = ∆
−|v|
v (1Φ−1(b
−(k−1)
s+1 ))y. 
9. Primitive substitution and uniform recurrence
A substitution σ is a function from the alphabet Σn into the set Σ
+
n of nonempty
words; it can be extended to a morphism of Σ∗n (Σ
ω
n) in a natural way by concatenation.
A substitution σ is primitive if there exists a positive integer k such that, for any a
and b in Σn, the letter a occurs in σ
k(b). About the periodic points of a primitive
substitution, we have the following simple fact.
Proposition 19. ( [13] Proposition 1.2.3.) If σ is primitive, then any of its periodic
points is a uniform recurrent sequence. 
Brelk et al. [4] showed that smooth infinite words are recurrent for same parity
alphabets, but we do not know wether or not smooth infinite words are uniformly
recurrent for same parity alphabets. Note that Σn is the alphabet with the cyclic
order b1b2 · · ·bn. Now we consider the generalized Kolakoski word Kc1c2···cn over Σn
with the base sequence B(Kc1c2···cn) = (c1c2 · · · cn)ω and
ci = qi · n+ r for i = 1, 2, · · · , n. (9.1)
For 2-letter alphabet Σ2 = {c1, c2} having same parity, if c1 = 2m and c2 = 2n,
where m,n ∈ N , then Kc1c2 is the fixed point of the following primitive substitution
which was given by Sing [24]:
σ :
A 7→ AmBm
B 7→ AnBn,
where A = c21 and B = c
2
2.
If c1 = 2m+ 1 and c2 = 2n + 1, where m < n ∈ N , then Kc1c2 is the fixed point
of the following primitive substitution µ which Sing constructed in [25]:
µ :
A 7→ AmBCm
B 7→ AmBCn
C 7→ AnBCn,
where A = c21, B = c1c2 and C = c
2
2.
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Thus Proposition 19 gives the generalized kolakoski sequences are uniformly re-
current for 2-letter alphabets having same parity.
In this section, when r = 0, or r > 0 and n is an even number, we construct a
primitive substitution σ of Σn such that Kc1c2···cn is the fixpoint of σ.
Case 1. r = 0 in (9.1).
In this case, the letters c1, c2, · · · , cn are all the multiples of n, then set Ai = cni
for i = 1, 2, · · · , n, and the substitution σ is given by
σ : Ai 7→ Aqi1 Aqi2 · · ·Aqin for i = 1, 2, · · · , n. (9.2)
Note that qi > 0, from (9.2) it immediately follows that σ is both a primitive substi-
tution and Kc1c2···cn = limt→∞ σ
t(A1), which means that Kc1c2···cn is a fixpoint of the
primitive substitution (9.2).
Case 2. r > 0 in (9.1) and n is an even number with n = 2m, where m ∈ N .
Set Ai = c
n
i for i = 1, 2, · · · , n, Bi = cr2i−1cr2i for i = 1, 2, · · · , m.
Case 2.1. r = 2h, h ∈ N . Then the corresponding substitution σ are determined by
σ :
A2k+1 7→ Aq2k+12k·r+1Bk·r+1Aq2k+12k·r+2Aq2k+12k·r+3Bk·r+2Aq2k+12k·r+4 · · ·Aq2k+12k·r+n−1Bk·r+mAq2k+12k·r+n
Bk+1 7→ Aq2k+12k·r+1Bk·r+1Aq2k+12k·r+2 · · ·Aq2k+12(k·r+h)−1Bk·r+hAq2k+12(k·r+h)A
q2(k+1)
2(k·r+h)+1
Bk·r+h+1A
q2(k+1)
2(k·r+h+1) · · ·A
q2(k+1)
2(k+1)r−1B(k+1)rA
q2(k+1)
2(k+1)r
A2(k+1) 7→ Aq2(k+1)2(k+1)r+1B(k+1)r+1A
q2(k+1)
2(k+1)r+2 · · ·A
q2(k+1)
2(k+1)r+n−1B(k+1)rA
q2(k+1)
2(k+1)r+n ,
(9.3)
where k = 0, 1, 2, · · · , m− 1, Ai = Aj if i ≡ j (mod n), Bi = Bj if i ≡ j (mod m).
For example, if Σ = {2, 6, 10, 14} then n = 4, r = 2. Thus A1 = 64, A2 = 104,
A3 = 14
4, A4 = 2
4, B1 = 6
2102, B2 = 14
222. From (9.3) it follows that
σ1 :
A1 7→ A1B1A2A3B2A4
B1 7→ A1B1A2A23B2A24
A2 7→ A21B1A22A23B2A24
A3 7→ A31B1A32A33B2A34
B2 7→ A31B1A32B2
A4 7→ B1B2
. (9.4)
By (9.4), we have
A1 7→ 6610614626 7→ 661061462666106141021061010101410210
614101414142146141014142226210214222 7→ · · ·
= 661061462666106141021061010101410210
614101414142146141014142226210214222 · · · = K6(10)(14)2. (9.5)
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From (9.4) it easily follows that for any u and v in the alphabet {2, 6, 10, 14},
u must occur in σ3(v), which suggests that σ is a primitive substitution over the
alphabet {2, 6, 10, 14}. Moreover, from (9.5) we have K6(10)(14)2 = limt→∞ σt1(A1).
Thus K6(10)(14)2 is a fixpoint of the primitive substitution (9.4).
In general, note that at most one of q1, q2, · · · and qn can take the value 0, from
(9.3) we easily see that for any u and v in the alphabet {A1, A2, . . . , An, B1, B2, · · · , Bm},
umust occur in σ3(v), which suggests that σ is a primitive substitution andKc1c2···cn =
limt→∞ σ
t(A1). Therefore Kc1c2···cn is a fixpoint of the primitive substitution (9.3).
Case 2.2. r = 2h+1, h ∈ N . Then the corresponding substitution σ are determined
by
σ :
A2k+1 7→ Aq2k+12k·r+1Bk·r+1Aq2k+12k·r+2Aq2k+12k·r+3Bk·r+2Aq2k+12k·r+4 · · ·Aq2k+12k·r+n−1Bk·r+mAq2k+12k·r+n
Bk+1 7→ Aq2k+12k·r+1Bk·r+1Aq2k+12k·r+2 · · ·Aq2k+12(k·r+h)−1Bk·r+hAq2k+12(k·r+h)Aq2k+12(k·r+h)+1
Bk·r+h+1A
q2(k+1)
2(k·r+h+1) · · ·A
q2(k+1)
2(k+1)r−1B(k+1)rA
q2(k+1)
2(k+1)r
A2(k+1) 7→ Aq2(k+1)2(k+1)r+1B(k+1)r+1A
q2(k+1)
2(k+1)r+2 · · ·A
q2(k+1)
2(k+1)r+n−1B(k+1)rA
q2(k+1)
2(k+1)r+n ,
(9.6)
where k = 0, 1, 2, · · · , m− 1, Ai = Aj if i ≡ j (mod n), Bi = Bj if i ≡ j (mod m).
For example, if Σ = {1, 5, 9, 13} then n = 4, r = 1. Thus A1 = 54, A2 = 94,
A3 = 13
4, A4 = 1
4, B1 = 59, B2 = (13)1. From (9.6) it follows that
σ2 :
A1 7→ A1B1A2A3B2A4
B1 7→ A1B1A22
A2 7→ A23B2A24A21B1A22
A3 7→ A33B2A34A31B1A32
B2 7→ A33B2
A4 7→ B1B2
. (9.7)
In view of (9.7), we get
A1 7→ 559513515 7→ 559513515559913919599913131135139131313159(13)1 7→ · · ·
= 559513515559913919599913131135139131313159(13)1 · · · = K59(13)1.
By an argument similar to Case 2.1, from (9.6) we obtain thatKc1c2···cn is a fixpoint
of the primitive substitution (9.6).
Up to now, we have proved that if r = 0 or r > 0 and n is an even number, then
Kc1c2···cn is a fixpoint of the primitive substitution σ. Thus from Proposition 19 it
immediately follows that Kc1c2···cn is uniformly recurrent, which suggests that
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Theorem 20. Let n be an integer larger than 1, and ai = qi · n + r for i =
1, 2, · · · , n, 0 ≤ r ≤ n − 1. If r = 0 or r > 0 and n is an even number, then
the generalized Kolakoski words over the n-letter alphabet Σn with the cyclic order
b1b2 · · ·bn are the uniform recurrent sequences. 
10.Reversal
Brlek et al. proved that the set F (w) is closed under reversal for 2-letter odd alphabets
by [4] Lemma 11. For n-letter alphabet Σn with the cyclic order b1b2 · · ·bn, if n > 2,
then the reversal of any factor of b1b2 · · ·bn of length larger than 1 is not compatible
with b1b2 · · ·bn. Thus the reversal of any factor of a smooth infinite word w with
the number of runs being larger than 1 must be not again a factor of w. Thus closure
property of reversal of factors of smooth infinite words is of meaningful only for 2-
letter alphabets. Since the proof of [4] Lemma 11 seems to be somewhat complicated,
we now give a different proof, which is slightly more explicit.
Theorem 21. ([4] Proposition 15) Let w be a smooth infinite word over the alphabet
Σ2. If a1, a2 are odd integers, then the set F (w) is closed under reversal.
Proof. Since w = Φ−1(u) for some u ∈ Σωn , by (6.7), w = lim
k→∞
Φ−1(u[1 · · ·k]).
Note that u[k] is a palindrome of length 1 and a, b are odd integers. So by (6.6) and
Lemma 12 (3), we see that Φ−1(u[1 · · ·k]) = ∆−1
u[1]∆
−1
u[2] · · ·∆−1u[k−1](u[k]) is a palindrome
of odd length. Since for every f ∈ F (w), there is a positive integer m such that
Φ−1(u[1 · · ·m]) = gfq, so Φ−1(u[1 · · ·m]) = ˜Φ−1(u[1 · · ·m]) = q˜f˜ g˜, that is, f˜ ∈ F (w),
which guarantees that F (w) is closed under reversal. 
11.Concluding remarks
Brelk et al. [4] showed that smooth infinite words are recurrent for 2-letter alphabets
having same parity. In the section 8, we show that smooth infinite words are recurrent
for n-letter alphabets Σn having same remainder when divided by n. In the section 9,
we establish that the generalized Kolakoski words over the n-letter alphabet Σn are
uniformly recurrent except for the case r > 0 and n being an odd integer.
Thus for the alphabets Σn having same nonzero remainder when divided by n
and n being a positive odd integer, to determine whether or not the generalized Ko-
lakoski words are uniformly recurrent is a fascinating problem. In general, to ascertain
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whether smooth infinite words over n-letter alphabet Σn are uniformly recurrent also
deserves further investigations. Similarly, letter frequency and permutation invariant
property of smooth infinite words also merits further explorations.
Moreover, by corollary 9, if n | ai for i = 1, 2, · · · , n, then the letter frequency of
generalized Kolakoski words is 1/n for the alphabet Σn with given cyclic order.
In addition, let n = 2m, ai = n · qi + r for i = 1, 2, · · · , n and r = m. And if
we could construct a primitive substitution σ of constant length n over the alphabet
{A1, A2, . . . , An, B1, B2, · · · , Bm}, then from [22] Proposition V.9. it follows that each
letter in the fixed point u = limi→∞ σ
i(A1) of σ, occurs in u with a positive frequency.
Let pi be the frequency of Ai occurring in u for i = 1, 2, · · · , n and qi be the frequency
of Bi occurring in u for i = 1, 2, · · · , m, then by Ai = cni and Bj = cm2j−1cm2j , we see
that the letter c2i−1 occurs exactly in A2i−1 and Bi, and c2i occurs exactly in A2i and
Bi. Thus the frequency of c2i−1 occurring in Kc1c2···cn is equal to p2i−1 + 1/2 · qi, and
the frequency of c2i occurring in Kc1c2···cn is equal to p2i + 1/2 · qi for i = 1, 2, · · · , m.
Therefore we could arrive at the following attractive result:
For the n-letter alphabet Σn with the cyclic order, if r > 0, n = 2m and r = m,
the letters occurred in the generalized Kolakoski words have the positive frequency.
Thus the following open problem is very significative.
Prove (or disprove) that for the generalized Kolakoski sequence Ku over n-
letter alphabet Σn, there exists a primitive substitution σ of length constant over the
alphabet {A1, A2, . . . , An, B1, B2, · · · , Bm} such that Ku is a fixed point of σ.
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