Broadband laser ranging (BLR) is essentially a spectral interferometer used to infer distance to a moving target. The light source is a mode-locked fiber laser, and chromatic dispersion maps the spectral interference pattern into the time domain, yielding chirped beat signals at the detector. A BLR record is a sequence of these chirped signals, representing consecutive target positions. To infer distance to a target, each underlying pulse envelope must be consistently registered and subtracted despite environmentally-induced variability. Then, nonlinear transformation of the phase is applied to remove the chirp, an FFT is performed to determine the peak frequency of the de-chirped signal, and a calibration factor relating de-chirped frequency to distance results in target position. Here, these analysis steps are discussed in detail.
INTRODUCTION
Broadband laser ranging (BLR) [1] [2] [3] was developed to track the position of rapidly (km/s) moving targets, providing data that is complementary to the velocity data obtained from Photonic Doppler velocimetry (PDV) [4] [5] [6] . Since PDV can only be used to infer the velocity component along the laser direction, BLR is particularly useful in situations where there is nonplanar target motion. It is the integration of the velocity data obtained from PDV that introduces errors in the distance/position. BLR currently exists in multiple configurations, and consists of multiple channels, adapted uniquely for various facilities. BLR has been recently fielded on explosively driven experiments at Lawrence Livermore National Laboratory, National Security Technologies, and Los Alamos National Laboratory. For most experiments conducted, the sampling rates are between 20 and 40 MHz and the desired accuracy and resolution in position is to < 100 µm. Typically, BLR will measure position over a range from mm to tens of cm, depending on the experiment.
1 Overview
In this paper, we discuss the process of analyzing a BLR data record, which has been implemented as a set of routines in MATLAB. Before methodology, it is useful to present some background information, including a representative BLR-PDV architecture and some schematics that illustrate the origin of beat signals at the detector.
Background
A representative BLR-PDV experimental geometry is shown below in Figure 1 . A mode-locked fiber laser, with a pulse picker to down-select the pulse repetition rate, sends ~100 fs duration pulses every ~50 ns. A fiber-based Michelson interferometer follows, and pulse copies are sent through the target and reference arms. The target is an explosively driven surface, moving at km/s, and the reference is a stationary mirror. A collimating probe delivers light to the target. The target arm is shared with the PDV diagnostic, and that narrow band 1550 nm light is coupled in via an add-drop filter. Time in this system is that the pulses have dispersed negligibly from point A to point B, such that the pulses at point B, on target and at the reference, can be considered transform-limited. The reference and target pulses recombine after the interferometer and generate a spectral interference pattern based on path length difference. This spectral pattern is mapped into the time domain by the considerable dispersion in the fiber spool (FS1). A modulated beat signal is registered at the photoreceiver (point C) and recorded by the digitizer. Distance is mapped into a spectral modulation, dispersed in time, and then recorded on a digitizer at high rates. Figure 1 . Example of a BLR system in Michelson configuration, with a PDV system combined via a CWDM filter. 1570 x 15 nm: 1570 nm center wavelength laser followed by a 15 nm wide filter; CWDM: coarse wavelength division multiplexer; FS1: fiber spool dispersion module, when combined with the pump lasers is a Raman amplifier; PBC: polarizing beam combiner.
Referring to Figure 2 , constructively interfering optical frequencies in the recorded signal, Δ , determine the target's distance from the balance point of the interferometer, defined to be where the target arm and reference arm are of equal length. The distance = /2Δ , where is the velocity of light. The time delay τ between target and reference pulse is related to Δ by τ = 1/Δ . Since the spectrum is recorded in time, the optical frequency spacing Δ is detected as a beat frequency ( ) on the photoreceiver = ( / )/Δ , where / is determined by the amount of dispersion in the fiber spool. The distance is proportional to the measured beat frequency = × /[2( / )]. In deriving these equations, it is assumed / is a constant. To specify a range of target motion, = × /[2( / )], where is the maximum frequency of the recording system. A target can be tracked from − to (the balance point of the interferometer is set in the middle of the expected range). The following diagrams ( Figures 3 and 4) show a progression of how beat signals originate. We show two cases: without Doppler shift and with linear fiber dispersion, and with Doppler shift and nonlinear fiber dispersion. In Figure 3 , we assume the target is stationary throughout the duration of the pulse. In Figure 4 , we show that nonlinear fiber dispersion (third order dispersion) results in a chirped beat signal at the detector. Additional variations to the figures below, could include an initial chirped pulse on target, which would add a small tilt to both the target and reference lines at point B, which would then be propagated to point C (where the diagnostic locations of points B and C were defined in Figure 2 ). 
METHODOLOGY
Here we discuss the process of analyzing a BLR record. A typical BLR record consists of a pulse train of several thousand pulses, where each pulse corresponds to a position. These pulses must be consistently registered, and each chirped beat signal, the signal of interest contained within the pulse, must be extracted from its pulse envelope for subsequent analysis. Subsequent analysis includes de-chirping each beat signal via nonlinear transformation of the quadratic phase, determining a corresponding peak FFT frequency, and using pre-calibration or in-situ calibration data to establish a conversion between frequency and distance. The analysis steps are discussed with data acquired on explosively driven experiments.
Two methods of calibration
Measuring position very precisely depends on determining the relationship between recorded beat frequency and distance very accurately. This relationship is best established using a calibration measurement. The first type of calibration measurement is pre-calibration as shown in Figure 5 . Before the experiment, pre-calibration is done by introducing a calibrated reference interferometer into the BLR system and taking measurements at a selection of known distances across the desired range of operation. Tens of pulses are typically recorded at each distance for some statistics. A map is established between calculated beat frequency for the train of pulses and known distance. The other method of calibration is in-situ, which is taken simultaneously with the experiment. A second, much shorter interferometer, is introduced into the BLR system in place of a single reference mirror. This additional interferometer is termed a Patrick Younk In-Situ Calibration (PYSIC) module. This setup creates an additional, consistent beat frequency in the signal associated with a known relative delay between the two reference arms. The time delay of the reference leg corresponds to a distance, which is then used to convert frequency to distance for the experimental signal. The advantage of this method is that the calibration data represents the state of the diagnostic during the experiment, and any variations that may occur, such as fluctuations in temperature or laser pulse shape. This type of calibration is shown below in Figure  6 . Pulse Number
Analysis procedure
If pre-calibration is taken, there are two data sets to analyze -the calibration pulses, and the experiment pulses. The first steps in the procedure for analyzing both sets of pulses are the same. As shown in Figure 7a , the first step is smoothing each pulse (top) to estimate the pulse shape (middle). Smoothing is typically done with a Savitzky-Golay filter or loess (local regression) filter, and the number of points to smooth over is chosen such that the beat signal, after removal of the envelope, has a mean near 0. The smoothed envelope shape is used to identify the pulse's left and right edges, and determine a pulse width, for each pulse in the pulse train. To identify those edges, a threshold signal level above the noise floor is specified, and MATLAB's built-in routine pulsewidth proceeds to identify those edges given that level. The envelope is then removed and the remaining beat signal is stored to be analyzed later (bottom).
The starting times of the first and last pulses are then aligned using cross-correlation, as shown in Figure 8 . The exact laser period is computed via an FFT, and the pulses are then framed based on that laser period. Because the exact laser period is unlikely to be an integer, the frame size is rounded up from the period. A duplicate value is added when the length of the frame is smaller than the standard frame size. To avoid accumulating time error, the starting time of each frame is stored. As shown in Figure 7b , the calibration pulses have been aligned and reframed. The pulses are then cropped to remove the downtime between pulses where no signal is present. The importance of precise alignment of the pulses' left edges stems from the fact that we are picking a wavelength at which to calibrate. If the left edge point is not the same pulse to pulse, that corresponds to a slightly different beat frequency (due to chirp in the pulses), and an error in the distance. It is sometimes useful to look at the power spectra of the pulses in the frequency domain. In Figure 9a and 9b, we show the power spectrum of individual pulses before envelope removal and after, respectively. The baseband (or envelope) with beat frequencies near zero has been removed if the envelope has been subtracted correctly. At the balance point of the interferometer, there is no beat signal, and an average envelope from the rest of the data needs to be used to properly subtract an envelope. The beat frequencies near the balance point share frequency spectrum with the envelope itself, and these cases need to be properly handled.
(a) (b) The goal of the next step is to de-chirp the beat signals that remain after envelope subtraction. The chirp exists because of the nonlinear mapping of the optical frequencies into the time domain (due to 3 rd order fiber dispersion). Therefore, we must remap the time base into one that is linear in optical frequency. Since we know that in the spectral domain ( ) is linear for a single fixed distance, one way to de-chirp the signals is to determine the phase ( ) of the beat signals ( ) = sin ( ( )). Phase estimation has been done in a few different ways. For pre-calibration data where the signal is very bright, standard methods including the zero crossings, local oscillator, and Hilbert transform methods have been used. When analyzing noisy data, the local oscillator method is preferred. For a given method, a de-chirping correction factor a is computed for every pulse, and the median of all correction factors is taken to be the true value. This factor is then applied to both the calibration and experiment pulses. Mathematically, the quadratic phase can be written as ( ) = + + . To linearize ( ), ( ) = + ′ where = + , and the correction factor is = / . Once the phase has been determined, the signals are de-chirped via a remapping of time to the adjusted variable ′, including resampling and interpolation. The interpolation is performed by using the MATLAB function interp1 with a shape-preserving piecewise cubic interpolation. The power spectrum after de-chirping is shown below in Figure 10 . The correction factor is computed from the calibration pulses, and is then applied later to the experiment pulses. Calibration measurements Calibration distance (mm) Figure 10 . A frequency domain view of a single calibration pulse at every distance. The pulses are now de-chirped, and are therefore narrower in frequency space than as shown in Figure 9 .
When in-situ calibration is used, the presence of an additional beat frequency complicates phase estimation using the methods listed above. An alternative to direct phase estimation is to use FFT maximization. The correction factor is iteratively calculated to maximize the peak value of the in-situ calibration reference peak in the FFT of the de-chirped signal. If it were possible to completely de-chirp the pulse, then the de-chirped pulse would have a linear phase versus time relationship. This would result in the narrowest possible spectrum, and hence the largest possible peak. Thus, by selecting the value of , which maximizes the peak of the power spectrum, we are choosing the correction factor that results in a pulse with the least amount of phase nonlinearity. In practice, the optimal value of is found for the first 50 pulses in the experimental data, and the median value of is then used to de-chirp each pulse in the record. After de-chirping, a frequency to distance conversion is established by the calibration method. Figure 11a shows a spectrogram of de-chirped calibration pulses. Figure 11b then shows the frequency location of the maximum peak in the FFT of the calibration data. The "V" shape of Figure 11b arises from moving towards and away from the balance point. The V shape is then reflected about the apex to form a line, and the line is fit using linear least squares. The linear relationship between distance and frequency is then established.
The previously described steps of removing the envelope, pulse framing, de-chirping, computing the spectrogram, and frequency to distance conversion are applied to the experiment pulses Scope Time (µs)
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To do data extraction, we have implemented two methods. These include finding the max peak, and fitting to a Gaussian and then finding the max peak. Below, in Figures 14 and 15 , we show a defined region of interest with a user-defined polygon, and the extracted trace by finding the maximum value of the spectral peak. For in-situ calibration, we plot the spectrogram and allow the user to select the frequency marker in the signal that corresponds to a specific time delay of the reference leg. It is often very bright. The time is converted to distance, and this distance corresponds to the user selected reference frequency. This relationship is used to convert the frequency to distance and is seen in Figure 16 .
In the Gaussian fit method, for each pulse of interest, the entire spectrum is fit with a Gaussian. The mean of the Gaussian is constrained to be within the full width at half max (FWHM). In computing the FWHM of the spectrum, only a subregion of the spectrum is used, to avoid computing the FWHM of the signal from the secondary reference leg (often a brighter signal than the signal reflected off the target). This region is determined by manually drawing a polygon on the spectrogram, or is automatically defined to be a small region around the max peak in the spectrum for the given pulse. An example illustrating the extraction using a Gaussian fit to the spectral peak, is shown below in steps. In Figures 16 and 17 , it is worthy to note that the step increase in distance of approximately 100 microns at the start of motion is caused by a small amount of Doppler sensitivity in the system (i.e., the pulse on target is pre-chirped). This Doppler sensitivity is not accounted for in the current analysis.
CONCLUSIONS AND FUTURE WORK
Here we presented the steps to analyzing a BLR record. We described two methods of calibrating BLR systems and several methods for determining the necessary correction for chirped beat signals. Future implementations of the code to analyze BLR data will include distance corrections for significantly chirped signals on target, where Doppler shifts are nonnegligible. We are creating a BLR system emulator to generate synthetic BLR signals in order to systematically assess the accuracy of our analysis code. Also, the peculiarities associated with asymmetry about the balance point of the interferometer will be discussed, as an implementation of the emulator has shown.
