Examples of simple, separable, unital, purely in nite C {algebras are constructed, including:
Introduction
We construct three classes of examples of purely in nite, simple, unital C {algebras, which may be of special interest. Some of these constructions use Voiculescu's theory freeness and his construction of reduced free products of operator algebras, (see 14] , see also 1]).
The rst class of examples consists of separable, purely in nite, simple, unital C {algebras which are not approximately divisible in the sense of 2]. These are the rst such examples, and they are constructed by applying a theorem of L. Barnett 4] concerning free products of von Neumann algebras, and using an enveloping result proved in this paper. The existence of C {algebras with these properties was claimed in 2, Example 4.8] , but the proposed proof was later seen to be slightly de cient. With Kirchberg's result, which entails that all nuclear, simple, purely in nite C {algebras are approximately divisible, (see x1), these examples have become more important and deserving of a complete and correct description.
Skipping ahead, the third class of examples consists of reduced free products of C { algebras. Relatively little is understood about the order structure of the K 0 group of reduced free product C {algebras, and the knowledge of whether projections in these C {algebras are nite or in nite is sporadic. Thus, they are worthy objects of interest, particularly in light of the open question of whether a simple C {algebra can be in nite but not purely in nite. We investigate a certain class of reduced free products involving non{faithful states, namely (A; ') = (A; ' A ) (M n (C) B; ' n ' B ); where A 6 = C and B are C {algebras with states ' A and ' B , and where ' n is a state on M n (C ) whose support is a minimal projection. We show that A can be realized as the n n matrices over the crossed product of a C {algebra by an endomorphism. We go on to show that, under fairly mild hypotheses, A is purely in nite and simple.
Both the second and (as mentioned above) the third class of examples involve crossed products of unital C {algebras by non-unital endomorphisms. These are thus in the spirit of Cuntz's presentation of the algebras O n 6]. We give su cient conditions for such a crossed product to be purely in nite and simple. The second class of examples is the case of the crossed product, A o N, of A = N 1 1 B, for B simple and unital, by the endomorphism (a 1 a 2 ) = p a 1 a 2 , for p 2 B a proper projection. Indeed, the Cuntz algebra O n is obtained when B = M n (C ) and p is a minimal projection. We show that all such Ao N are purely in nite and simple.
x1. Non{approximately divisible C {algebras
We show in this section that a theorem of L. Barnett implies that there exist purely innite, simple, separable, unital C {algebras that are not approximately divisible. In particular, if A is such a C {algebra, then A is not isomorphic to A O 1 .
E. Kirchberg has recently proved that if A is a purely in nite, simple, separable, nuclear, unital C {algebra, then there exists a sequence of unital {homomorphisms n : O 1 ! A such that n (b)a ?a n (b) ! 0 as n ! 1 for all a 2 A and b 2 O 1 . He concludes from this that A is isomorphic to A O 1 (see 9]). Since : M 2 (C ) M 3 (C ) ! A such that n (b)a ? a n (b) ! 0 as n ! 1 for all a 2 A and b 2 M 2 (C ) M 3 (C ). Since there is a unital embedding of M 2 (C ) M 3 (C) into O 1 , we conclude from the remarks above that each C {algebra, which is isomorphic to A O 1 for some unital C {algebra A, is approximately divisible. Theorem 1.1. (L. Barnett 4] ). There is a type III{factor M with a faithful normal state ' and with elements a; b; c 2 M such that kx ? '(x) 1k ' Proof. Suppose, to reach a contradiction, that A is approximately divisible. Then there is a unital {homomorphism : M 2 (C) M 3 (C) ! A, such that maxfk a; (x)]k; k b; (x)]k; k c; (x)]kg 1 30 kxk for all x 2 M 2 (C) M 3 (C ). There is a projection e 2 M 2 (C ) M 3 (C) such that 1=3 '( (e)) 1=2, where ' is the faithful normal state from Theorem 1.1. Indeed, the set ? of projections (p; q) 2 M 2 (C ) M 3 (C), where dim(p) = dim(q) = 1 is connected. Moreover, there exist e 1 ; e 2 ; e 3 2 ? such that 1 = e 1 + e 2 + e 0 3 and 0 e 0 3 e 3 , whence 1=3 '( (e)) and '( (f)) 1=2 for some e; f 2 ?.
Put p = (e). From Theorem 1.1 we get kp ? '(p)1k ' 14=30 since k k ' k k. On the other hand, since p is a projection, we have kp ? '(p)1k 2 ' = '(p) ? '(p) 2 2=9; a contradiction.
Here is the enveloping result mentioned in the introduction. Proof. The proofs of (i) and (ii) are easily obtained from the proof given below of (iii).
Suppose B is simple, purely in nite and nuclear. We may assume that 1 B 2 X so that X A will imply that A is unital. Recall that a unital C {algebra D is simple and purely in nite if and only if for each positive, non{zero a 2 D there exists x 2 D with xax = 1. Moreover, x above can be chosen to have norm less than 2kak ?1=2 .
We will show how to construct a sequence X = X 0 X 1 X 2 of countable subsets of B, a sequence A 1 A 2 A 3 of separable C {subalgebras of B, and a sequence 0 1 2 of countable families of completely positive, nite rank contractions from B into B such that the following four conditions hold for every n 0.
(a) For all " 0 and for each nite subset F of X n there exists ' 2 n such that k'(x) ? xk < " for all x 2 F. (b) '(X n ) A n+1 for all ' 2 n . (c) X n+1 is a dense subset of A n+1 , and X n+1 \ A + n+1 is a dense subset of A + n+1 . (d) For each positive, non{zero a 2 X n there exists an x 2 A n+1 such that kxk 2kak ?1=2 and xax = 1.
Indeed, given X n , since there are only countably many nite subsets of X n , by the Choi{ E ros characterization of nuclearity, we can nd a countable family n of completely positive nite rank contractions satisfying (a). Moreover, if n 1, then we may insist that n n?1 . For each positive, non{zero element a in B choose x(a) 2 B such that kx(a)k 2kak ?1=2 and x(a)a x(a) = 1. Suppose X n , n and A n are given (where A 0 = f0g). Let A n+1 be the C {algebra generated by A n and the countable set f'(x) j x 2 X n ; ' 2 n g fx(a) j a 2 X n ; a 0; a 6 = 0g: Then A n+1 is a separable C {subalgebra of B, A n A n+1 , and (b) and (d) hold. Now choose a countable subset X n+1 of B such that X n X n+1 and such that (c) holds.
Then Y is a countable dense subset of A and '(A) A for all ' 2 . Hence, by (a), A is a separable, nuclear C {subalgebra of B which contains X : (= X 0 ). We must also show that A is simple and purely in nite. Assume a 2 A is positive and non{zero. By (c) we can nd a (non{zero) positive a 0 2 X n for some n 2 N such that ka ? a 0 k 1 5 kak. By (d) there exists y 2 A such that ya 0 y = 1 and kyk 2ka 0 k ?1=2 . This implies that kyay ? 1k kyk 2 ka ? a 0 k < 1:
Hence yay is invertible. Set x = (yay ) ?1=2 y 2 A. Then Proof. Suppose A is a nuclear, simple, purely in nite C {algebra. Then A has real rank zero by 15] and so, by 5], A has an approximate unit consisting of projections. For each (non{zero) projection p in A, pAp is nuclear, simple and purely in nite.
Let F be a nite subset of pAp. By Observe that n : A ! n (1) A n (1) is an isomorphism if and only if is a corner endomorphism, i.e. if : A ! (1)A (1) is an isomorphism. If is not a corner endomorphism, then A and A need not be stably isomorphic.
There is an automorphism on A given by ( n (a)) = n ( (a)) (= n?1 (a)) for a 2 A. The map n : A ! A extends to an isomorphism^ n : A o N ! n (1)( A o Z) n (1) which satis es ^ n = n .
Summarizing results from 10] and 13] we get the following su cient conditions to ensure that crossed products by Zand by N are purely in nite and simple. Theorem 2.1.
(i) Let A be a C {algebra, A 6 = C , and let be an automorphism on A. Suppose that m is outer for all m 2 N and that A has an approximate unit of projections (p n ) 1 1 with the property that for each n 2 N and for each non{zero hereditary C {subalgebra B of A there is a projection in B which is equivalent to m (p n ) for some m 2 Z. Then A o Zis purely in nite and simple. (ii) Let A be a unital C {algebra, A 6 = C , and let be an injective endomorphism on A.
Let be the automorphism on A associated with as described above. Suppose that m is outer for all m 2 N, and suppose that for each non{zero hereditary C {subalgebra B of A there is a projection in B which is equivalent to m (1) for some m 2 N. Then A o N is purely in nite and simple.
Proof. (i) By 13, Theorem 2.1] and its proof, the claim follows if the conclusions of Lemmas 2.4 and 2.5 in 13] hold. Now, 13], Lemma 2.4, holds whenever m is outer for all m 2 N. Secondly, the conclusion of 13], Lemma 2.5, is equivalent to the assertion that every non{zero hereditary C {subalgebra of A contains a projection, which is in nite relative to the crossed product A o Z. To prove this from the assumptions in (i), it su ces to show that at least one of the projections in the approximate unit (p n ) 1 1 is in nite in A o Z. Since A 6 = C there is an n 2 N such that p n Ap n 6 = C p n . Let B be a non{trivial hereditary C {subalgebra of p n Ap n and let q be a projection in B which is equivalent to m (p n ) for an appropriate m 2 Z. Because m (p n ) is equivalent to p n in A o Z and q is a proper subprojection of p n , we conclude that p n is in nite.
(ii) Since A o N is isomorphic to 1 (1)( A o Z) 1 (1), it su ces to show that A o Zis simple and purely in nite. Set p n?m = n ( m (1)). Then (p n ) n2Z is an increasing approximate unit of projections for A, and (p n ) = p n?1 . It su ces, by (i), to show that each non{zero hereditary C {subalgebra B of A contains a projection equivalent to p n for some n 2 Z. Equivalently, we must show that for each non{zero positive a in A, we have p n = xax for some n 2 Zand some x 2 A. Find m 2 N and b in A + such that k m (b) ? ak 1 2 kak. It follows from 12], 2.2 and 2.4, that yay = m (c) for some non{zero positive c in A and some y in A. By assumption, k (1) = zcz for some k 2 N and some z 2 A. Hence p n = xax when n = m ? k and x = m (z)y.
We shall consider the following more speci c example. Let B be a simple, unital C { algebra which contains a non{trivial and proper projection p. Set A = 1 O j=1 B; (1) and let be the injective endomorphism on A given by (a) = p a. In (1), one must take tensor product norms making A into a C {algebra such that exists and is injective. This is possible, for example, by using always min or always max . Theorem 2.2. With A and as above, the crossed product A o N is simple and purely in nite.
The theorem is proved in a number of lemmas that verify that the conditions in Theorem 2.1(ii) hold. Lemma 2.3. If is the automorphism on A associated to , then m is outer for every m 2 N.
Proof. If m were inner, then m (a) = a for some non{zero a 2 A. As before, set p n?m = n ( m (1)) and let e n = 1 1 1 p 1 2 A; with p in the n'th tensor factor. Then kp n ap n ? ak tends to 0 and k n (1 ? e 2n )ak tends to kak as n tends to in nity, and p ?n is orthogonal to n (1 ? e 2n ) for all n. Because kp n+m ap n+m ? ak = k m (p n+m ap n+m ? a)k = kp n ap n ? ak;
it follows that a = p n ap n for all n 2 Z. Hence n (1 ? e 2n )a = 0 for all n 2 N, which entails that a = 0, in contradiction with our assumptions.
For the remaining part of the proof of Theorem 2.2 we need to consider comparison theory for positive elements as described in 7], 3] and 12]. We remind the reader of the basic theory. Proof. It su ces to show this in the case where m = 2. Since A is in nite dimensional there exist two non{zero mutually orthogonal positive elements a 1 and a 2 in the hereditary subalgebra aAa. Observe that ha 1 i + ha 2 i = ha 1 + a 2 i hai. By Then (A n ) 1 1 is an increasing sequence of subalgebras of A whose union is dense in A.
Lemma 2.8. There exists m 2 N such that for each n 2 N there exists k 2 N for which nh k (1)i mh1i in S(A).
Proof. Observe rst that 1? (1) (= (1?p) 1 ) is non{zero. Accordingly, h1? (1) i is an order unit for S(A), and so h (1)i mh1? (1) i for some m 2 N. Hence (m+1)h (1)i mh1i, which again implies that (m + 1)h k (1)i mh k?1 (1)i for all k 2 N. We therefore have Proof of Theorem 2.2. By Theorem 2.1 (ii) and Lemma 2.3 it su ces to show that for each non{zero positive a in A there is a k 2 N such that h k (1)i hai. Let m 2 N be as in Lemma 2.8 and use Lemma 2.5 to nd a non{zero positive b in A with mhbi hai. Use Lemma 2.7 (i) to nd l 2 N and a non{zero positive element b 1 in A l with hb 1 i hbi. According to Lemma 2.9 and the choice of m there exist k 1 ; k 2 ; n 2 N such that nh k 1 (1)i nhb 1 i and nh k 2 (1)i mh1i. Use Lemma 2.7 (ii) to nd j maxfl; k 1 g such that the inequality nh k 1 (1)i nhb 1 i holds in S(A j ). Let be the j 0 th power of the one{sided Bernoulli{shift on A. Then is an endomorphism on A whose image is equal to A \ A 0 j . Observe that nh ( k 2 (1))i mh1i in S(A \ A 0 j ). It follows that there exists a system of matrix units (e ij ) 1 i;j n in M m (A \ A 0 j ) such that e 11 is equivalent tô
relative to M m (A \ A 0 j ). Set k = j + k 2 ( k 1 + k 2 ). Then Lemma 2.6 yields h k (1)i h ( k 2 (1)) k 1 (1)i nh ( k 2 (1)) k 1 (1)i mhb 1 i hai as desired.
x3. Purely in nite simple free product C {algebras
In this section, we use Theorem 2.1 to show that certain C {algebras arising as reduced free products are purely in nite and simple.
For any C {algebra A with state ', denote the de ning mapping A ! L 2 (A; ') by a 7 !â. For a Hilbert space, H, we denote by K(H) the C {algebra of compact operators on H. Let W n = L k n (V (k) V k] ) so that T n 1 W n = f0g. We also regard A r B as a unital subalgebra of A in the canonical way. Let A 0 ker ' A be such that spanA 0 is norm dense in ker ' A and fx j x 2 A 0 g is an orthonormal basis for 
More speci cally, taking an orthonormal basis for e 11 H consisting of tensors, each of the form y orŷ for some y 2 F l , we see that T(x; n) maps each such element tox ê 1n ŷ( ). Thus T(x; n) is a one{to{one mapping from an orthonormal basis for e 11 H onto an orthonormal set spanning the space given in (4), thus is an isometry from e 11 H onto this space. Hence (T(x; n)) x2F l ; 2 n N is a family of isometries having orthogonal ranges. Moreover, the strong{ operator limit P W n = X x 1 ;::: ;x n 2F l 2 k 1 ;:::;k n N T(x 1 ; k 1 ) T(x n ; k n )T(x n ; k n ) T(x 1 ; k 1 )
is the projection from e 11 H onto W n . Lemma 3.4. For every x 2 F l and every 2 n; m N, e nn xe mm = 0:
Proof. We have
where this formula continues as in (4), but without thex, so xe mm H = T(x; m)H e 11 H.
Lemma 3.5. If z 1 ; z 2 2 A r B then e 11 z 1 e 11 z 2 e 11 2 e 11 z 1 z 2 e 11 + span 2 n N x;y2F l T(x; n)BT(y; n) : (6) Proof. It will be enough to show (6) for z 1 and z 2 in a set that densely spans A r B, hence we assume without loss of generality that z j 2 B F l B. If either z 1 2 B or z 2 2 B then e 11 z 1 e 11 z 2 e 11 = e 11 z 1 z 2 e 11 . If z j = f j b j for f j 2 F l and b j 2 B, (j = 1; 2), then e 11 z 1 e 11 z 2 e 11 = e 11 = span p;q 0 x j ;y j 2F l 2 n j ;m j N T(x 1 ; n 1 ) T(x p ; n p )e 11 (A r B)e 11 T(y q ; m q ) T(y 1 ; m 1 ) : (7) Proof. Because A is generated by A and B together with the system of matrix units (e ij ) 1 i;j N , we have that e 11 Ae 11 = C ( Observation 3.8. Each B p and also B is a C {subalgebra of e 11 Ae 11 . For any xed x 0 2 F l , e 11 Ae 11 = C (B fT(x 0 ; 2)g) and z 7 ! T(x 0 ; 2)zT(x 0 ; 2) is an endomorphism, call it , of B. Hence e 11 Ae 11 is a quotient of the universal crossed product, B o N, of B by the endomorphism . Therefore, once we have proved the following two propositions, Theorem 2.1 will imply that this universal crossed product is simple and purely in nite and Theorem 3.1 will be proved. Proposition 3.9. If ? (A; ' A ); (B; ' B ) has property Q then for every z 2 B such that z 0 and z 6 = 0, there are n 2 N and x 2 B such that xzx = n (e 11 ), i.e. n (e 11 ) . z. Proposition 3.10. Let (B; ) be the C {dynamical system associated to (B; ) as described at the beginning of x2. For no m 1 is the automorphism m of B inner.
In order to prove these propositions, let us de ne, for n 1, I n = span k n x j ;y j 2F l 2 n j ;m j N T(x 1 ; n 1 ) T(x k ; n k )e 11 
where K appearing in (8) is the algebra of compact operators on the in nite dimensional Hilbert space ((F l C N?1 ) n ).
Proof. Let us rst consider the case of B=I 1 . Let : A r B ! A be the canonical (functorial) inclusion. Consider the mapping : A r B ! B=I 1 given by (z) = e 11 (z)e 11 ] 2 B=I 1 . By Lemma 3.5, is a {homomorphism. But since I 1 vanishes on V 0 = H A B , the map from B=I 1 to A r B given by y] 7 ! y j V 0 is well{de ned and is the inverse of . Hence is an isomorphism.
For n 1, fT(x 1 ; k 1 ) T(x n ; k n )T(y n ; l n ) T(y 1 ; l 1 ) j x j ; y j 2 F l ; 2 k j ; l j Ng is a system of matrix units whose closed linear span is a copy of K((F l C N?1 ) n ) and there is an isomorphism I n ! B K((F l C N?1 ) n ) given by, for z 2 A r B and p n, T(x 1 ; k 1 ) T(x p ; k p )zT(y p ; l p ) T (y 1 ; l 1 ) 7 ! 7 ! ? T(x n+1 ; k n+1 ) T(x p ; k p )e 11 ze 11 T(y p ; l p ) T(y n+1 ; l n+1 ) T(x 1 ; k 1 ) T(x n ; k n )T(y n ; l n ) T(y 1 ; l 1 ) :
This isomorphism sends I n+1 onto I 1 K((F l C N?1 ) n ), so I n =I n+1 = (B=I 1 ) K((F l C N?1 ) n ) . Lemma 3.12. If ? (A; ' A ); (B; ' B ) has property Q, z 2 B and z vanishes on W n for some n, then z = 0. Consequently, for all z 0 2 B and for all n 1, jjP W n z 0 P W n jj = jjz 0 jj.
Proof. First consider the case n = 1. We have e 11 H = V 0 W 1 and there is a unitary 
From the proof of Lemma 3.11, there is a {homomorphism : B ! A r B, whose kernel is I 1 , given by (z) = z j V 0 and the mapping A r B 3 d 7 ! e 11 de 11 is a right inverse for . Hence z = e 11 (z)e 11 + z 1 where z 1 2 I 1 and so, using (9) and (10) (11) But assuming that property Q holds, using (11) the supposition that z j W 1 = 0 implies that (z) = 0. But then z 2 I 1 and I 1 has support equal to W 1 , so z = 0. Hence the rst part of the lemma is proved in the case n = 1. Now we will show, for n 1, and z 2 B that z j W n+1 = 0 implies z j W n = 0, which when combined with the case proved above will show that z = 0. For every x 1 ; : : : ; x n ; y 1 ; : : : ; y n 2 F l and 2 k 1 ; : : : ; k n ; l 1 ; : : : ; l n N, T(x n ; k n ) T(k 1 ; k 1 ) zT(y 1 ; l 1 ) T(y n ; l n ) 2 B vanishes on W 1 , hence is equal to zero. Therefore by (5) P W n zP W n = 0 and, since W n is invariant under B, zP W n = 0, as required. Now since P W n commutes with B, the mapping B 3 z 0 7 ! P W n z 0 P W n is a {homomorphism with zero kernel, proving that jjP W n z 0 P W n jj = jjz 0 jj. Proof of Proposition 3.9. First suppose 0 6 = z 0, z 2 B p , some p 1. By Lemma 3.12, z j W p 6 = 0. Looking at the de nition of W p , we see that there is a canonical unitary U p : W p ! (F l C N?1 ) p H B Y p for Y p the in nite dimensional Hilbert space, C F r , such that U p B p U p = K((F l C N?1 ) p ) B (B) 1 Y p with (U p T(x 1 ; k 1 ) T(x n ; k n )T(y n ; l n ) T(y 1 ; l 1 ) U p ) x j ;y j 2F l ; 2 k j ;l j N being a system of matrix units for K((F l C N?1 ) p ) 1 H B 1 Y p . Since P W p commutes with z we have z z j W p = P W p zP W p 0 and there is a vector, 2 (F l C N?1 ) p H B such that if q is the projection onto Y p then z cU p qU p for some c > 0. Let 0 2 F C N?1 be nonzero, so that 0 2 (F l C N?1 ) p+1 and let q 0 be the projection onto 0 H B Y p+1 . Then z cU p qU p cU p+1 q 0 U p+1 . Since both q 0 and U p+1 T(x 0 ; 2) p+1 (T(x 0 ; 2) ) p+1 U p+1 are minimal projections in K((F l C N?1 ) p ) 1 HB 1 Y p U p+1 B p+1 U p+1 , it is clear that U p+1 q 0 U p+1 is equivalent in B p+1 to the projection T(x 0 ; 2) p+1 (T(x 0 ; 2) ) p+1 = p+1 (e 11 ). Hence z & p+1 (e 11 ), as required, and there is y 2 B such that p+1 (e 11 ) = yzy . Since we may assume that U p U p is in the range of the spectral projection for z corresponding to the interval 1 2 jjzjj; jjzjj , we may assume jjyjj p 2jjzjj ?1=2 .
For general z 2 B, 0 6 = z 0, there is p 1 andz 2 B p , 0 6 =z 0 such that jjz ?zjj < jjzjj=3. Let y be such that jjyjj p 2jjzjj ?1=2 and p+1 (e 11 ) = yzy holds. Then jjyzy ? yzy jj 2jjz ?zjj jjzjj jjzjj 3jjzjj < 1; and by the continuous function calculus and the theory of projections there is y 0 2 B such that p+1 (e 11 ) = y 0 z(y 0 ) , namely p+1 (e 11 ) . z.
Proof of Proposition 3.10. Recall that B is the inductive limit of B ! B ! with corresponding embeddings n : B ! B (n 1) such that n (z) = n+1 ( (z)) and the automorphism is de ned by ( n (z)) = n ( (z)) for all n 1 Let k : B ! B=I k be the quotient map z 7 ! z + I k . Since the union of the ideals is B and their intersection is f0g, we have for every z 2 B that lim k!?1 jj k (z)jj = 0 and lim k!+1 jj k (z)jj = jjzjj:
Moreover, jj k (z)jj = jjz + I k jj = jj (z + I k )jj = jj (z) + I k+1 jj = jj k+1 ( (z))jj:
Supposing to obtain a contradiction that m is inner for some m 1, there is 0 6 = u 2 B such that m (u) = u. There are > 0 and K 1 ; K 2 2 Zsuch that jj k (u)jj < for all k K 1 and jj k (u)jj > 2 for all k K 2 . But jj k (u)jj = jj k+m ( m (u))jj = jj k+m (u)jj, which implies > 2 .
