Abstract. In this paper, the authors consider the boundary value problem
Introduction
Consider the boundary value problem consisting of the even order nonlinear ordinary differential equation (2m) (t) + (−1) m+1 f (x(t)) = 0, 0 < t < 1, (1) and the boundary conditions (1)- (2) is x (t) + f (x(t)) = 0, 0 < t < 1, (3) x(0) = x(1) = 0. (4) Boundary value problems for linear and nonlinear differential equations are important because of their many applications to physical, biological, and chemical phenomena. They are interesting as well from a theoretical perspective. There has been a great deal of research work on the existence of positive solutions for BVPs, and we cite as recent examples the papers of Agarwal and Wong [3] , Avery, Davis, and Henderson [4] , Baxley and Haywood [5, 6] , Eloe et al. [7, 8] , Erbe, Hu, and Wang [9] , Henderson and Thompson [10] , Ma, Zhang, and Fu [12] , and Wong and Agarwal [13] . Additional results and extensive bibliographies can be found in the recent monographs by Agarwal [1] and Agarwal, O'Regan, and Wong [2] .
The following two theorems giving sufficient conditions for the existence of three symmetric positive solutions of the BVPs (1)-(2) and (3)-(4) were obtained in [10] .
Theorem A. Let 0 < a < b < c/2, and suppose f satisfies
Then the boundary value problem (3)-(4) has three symmetric positive solutions.
Theorem B. Let 0 < e < 1/2 and define
, and
.
Then the boundary value problem (1)-(2) has at least three symmetric positive solutions.
In a recent paper, Baxley and Haywood [5] consider the second order problem (3)-(4) and extend Henderson and Thompson's result to any odd number of symmetric nonnegative solutions. As they point out, "positive" in the conclusions of Theorems A and B above really means nonnegative. They note that if the nonlinear function f is identically zero for 0 ≤ x ≤ a (see Theorem A above), then the smaller solution must in fact be the trivial one. While the analysis used by Baxley and Haywood [5] to obtain their results is quite nice, it does not extend to higher order equations.
Motivated by these results, in this paper we establish some new sufficient conditions that guarantee the existence of any number of symmetric (strictly) positive solutions of the higher order BVP (1)-(2). Section 2 contains some definitions and lemmas that are needed in the remainder of the paper. In Section 3 we prove our main results. The following concepts will also be utilized.
Recall that the Green's function for the problem
is given by
If for n ≥ 2, we define
is the Green's function for problem (1)- (2) . The equivalent integral equation for (1)- (2) is
Notation and lemmas
Define
Also define
It is easy to verify that a n (t) has the following properties:
In addition, b n (t) satisfies:
The functions a n (t) and b n (t) will be used to estimate the solutions of the boundary value problem (1)- (2).
(i) If z < 0 on (0, r) and z > 0 on (r, 1) for some r ∈ (0, 1), and
The proof of Lemma 2.1 is straightforward and is left to the reader. Now we can use Lemma 2.1 to prove the following lemma.
Proof. Define
It is easy to verify that
By Rolle's theorem and induction, we see that there exist r 1 , r 2 , · · · , r 2n−2 ∈ (0, 1) such that
Next, we apply Lemma 2.
Continuing this procedure, we finally arrive at which implies that
Similarly, we can show that
to complete the proof of the lemma.
Next, we define
Note that A n (t) and B n (t) are symmetric on [0, 1]; A n (t) and B n (t) will be used to estimate the solutions of the problem (1)- (2).
Proof. Assume to the contrary that the conclusion of the lemma is not true; then
is not empty, so we let k = min{0 ≤ i ≤ m − 1 : x (2i+1) (1/2) = 0}. Then, by Taylor's formula, we have
Hence,
So if t > 0 is small enough, then
. This contradicts the fact that x is symmetric on [0, 1] and completes the proof of the lemma.
Lemma 2.4. Suppose
x ∈ C 2m [0, 1] is symmetric on [0, 1], x (2i) (0) = x (2i) (1) = 0, i = 0, 1, 2, · · · , m − 1, (−1) m x (2m) ≥ 0 on [0, 1], and x(t) ≥ 0 on [0, 1]. Then, x(1/2)A m (t) ≤ x(t) ≤ x(1/2)B m (t) for 0 ≤ t ≤ 1.
Proof. Define y(t) = x(t/2);
then Lemma 2.3 implies
Also, we have
and
Applying Lemma 2.2, we obtain
which implies that
Similarly, we can prove that
and this completes the proof of the lemma. (1)- (2), then
Corollary 2.5. If x(t) is a symmetric positive solution of problem
Corollary 2.5 follows immediately from Lemma 2.4. Lemma 2.4 and Corollary 2.5 will be used to estimate and control the solutions of problem (1)- (2) . In addition, they are interesting results in their own right.
Main results
The following fixed point theorem will be used to prove our main results.
Theorem C (Krasnosel'skii's Fixed Point Theorem [11] 
Next, we must define the appropriate spaces. Let B = C[0, 1] be endowed with norm
Then B is a Banach space, and motivated by the estimates in Corollary 2.5, we take
to be our positive cone in B. Define the operator T : B → B by
Then, solving the boundary value problem (1)- (2) is equivalent to finding a solution of
From Lemma 2.4, we see that T (P) ⊂ P, and it is easy to check that T : P → P is a completely continuous operator. Thus, to solve problem (1)- (2), it suffices to find a fixed point of T in P. Next, we define some useful constants. For each m ≥ 1, let
and for each m ≥ 1 and r ∈ (0, 1/2), let
The following two lemmas will be used in the proof of our main results.
, and x ∈ P with x = a, then T x < a.
Proof. If x ∈ P with x = a, then
which proves the lemma.
Thus, we have
This completes the proof of the lemma. Now we are ready to prove our main results. In what follows we let k be a positive integer. a 2k and r 1 , r 3 , . . . , r 2k−1 ∈ (0, 1/2) such that
, . . . , 2k, and Now from Theorem C we see that T has 2k − 1 fixed points, one in each of the sets P ∩ (Ω j − Ω j−1 ), j = 2, 3, . . . , 2k. This completes the proof of the theorem.
The corresponding result for an even number of solutions is as follows. a 2k+1 and r 1 , r 3 , . . . , r 2k−1 ∈ (0, 1/2) such that
. . , 2k, and Now from Theorem C we see that T has 2k fixed points, one in each of the sets P ∩ (Ω j − Ω j−1 ), j = 2, 3, . . . , 2k + 1. This completes the proof of the theorem.
In a similar fashion we can prove the following result. Theorem 3.5. If there are constants 0 < a 1 < a 2 < · · · < a 2k and r 2 , r 4 , . . . , r 2k ∈ (0, 1/2) such that
, then the boundary value problem (1)-(2) has at least 2k − 1 symmetric positive solutions.
We leave the formulation of the analogous result corresponding to Theorem 3.4 to the reader.
In conclusion, we would like to return to some of the ideas discussed in the Introduction. In [10] , Henderson and Thompson used three inequalities to guarantee the existence of three symmetric positive solutions, one of which may in fact be the trivial solution. Baxley and Haywood [5] added a fourth condition and as a consequence were able to guarantee that there were at least three strictly positive solutions. The approach used here allows us to obtain the existence of n symmetric (strictly) positive solutions by imposing n + 1 conditions.
As to the various constants involved, in Theorems 3.3-3.5, the roles played by the r j 's are the same as that of the e in Theorem B above; however, we allow, for example, that r 1 = r 3 in Theorem 3.3, so they are more flexible to use. The constant k m in Theorem B is the same as our K m . The constant 1/l me in Theorem B is similar to our L m (r i ), but when e = r, 1/l me < L m (r), so l me > 1/L m (r). Thus, our condition f (z) > b/L m (r) for z ∈ [bA m (r), b] is better than (B2) in Theorem B. While our A m (r) is similar to 1/C me in Theorem B, a very good estimate was used to obtain A m (r), and as a consequence, we believe that our condition is better.
