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Re´sume´
Durant ces dix dernie`res anne´es, de nombreuses
e´tudes ont e´te´s re´alise´es pour le cadre WCSP (Weighted
Constraint Satisfaction Problem). En particulier, ont e´te´
propose´es de nombreuses techniques de filtrage base´es
sur le concept de cohe´rence locale souple telle que la co-
he´rence de nœud, et surtout la cohe´rence d’arc souple.
Toutefois, la plupart de ces algorithmes ont e´te´s intro-
duits pour le cas des contraintes binaires, et la plupart
des expe´rimentations ont e´te´s mene´es sur des re´seaux
de contraintes comportant uniquement des contraintes
binaires et/ou ternaires. Dans cet article, nous nous in-
te´ressons aux contraintes tables souples de grande arite´.
Nous proposons un premier algorithme pour filtrer ces
contraintes et nous l’inte´grons a` PFC-MRDAC. Bien que
nous soyons encore dans la phase pre´liminaire de nos tra-
vaux, nous montrons que cet algorithme peut eˆtre utile
pour re´soudre efficacement un nouveau jeu d’instances
de mots-croise´s.
Abstract
WCSP is a framework that has attracted a lot of at-
tention during the last decade. In particular, there have
been many developments of filtering approaches based
on the concept of soft local consistencies such as node
consistency (NC), arc consistency (AC), full directio-
nal arc consistency (FDAC), existential directional arc
consistency (EDAC), virtual arc consistency (VAC) and
optimal soft arc consistency (OSAC). Almost all algo-
rithms related to these properties have been introduced
for binary weighted constraint networks, and most of
the conducted experiments typically include constraint
networks involving only binary and ternary constraints.
In this paper, we focus on extensional soft constraints
of large arity. We propose an algorithm to filter such
constraints and embed it in PFC-MRDAC. Despite still
being preliminary at this stage, we show it can be used to
solve efficiently a new benchmark of Crossword puzzles.
1 Introduction
Le proble`me de satisfaction de contraintes ponde´re´
(WCSP) consiste, pour un re´seau constitue´ de va-
riables et de contraintes souples, a` trouver une affecta-
tion de valeur a` chaque variable qui soit optimale, c’est
a` dire une assignation comple`te de couˆt minimal parmi
toutes les assignations comple`tes possibles. Il s’agit
d’un proble`me NP-difficile. Un certain nombre de tra-
vaux ont e´te´s mene´s pour adapter au cadre WCSP
des proprie´te´s (et algorithmes efficaces) de´finies pour
le cadre CSP, ge´ne´ralement dans le but de filtrer l’es-
pace de recherche, comme par exemple la cohe´rence
de nœud (NC) ou la cohe´rence d’arc (AC) [11, 14].
Un certain nombre d’algorithmes de plus en plus so-
phistique´s ont e´te´ propose´s au cours des anne´es pour
approcher la cohe´rence d’arc souple ide´ale : FDAC,
EDAC, VAC et OSAC (voir [6]).
Les algorithmes e´voque´s ci-dessus utilisent des ope´-
rations de transfert de couˆts, ce qui les rend particu-
lie`rement efficaces pour re´soudre des instances de pro-
ble`mes binaires et/ou ternaires. Pour des contraintes
de plus grande arite´, un proble`me d’ordre combina-
toire se pre´sente. Une premie`re solution a` ce proble`me
est de retarder la propagation (des couˆts) en atten-
dant qu’un nombre suffisant de variables soient affec-
te´es, mais cela re´duit conside´rablement la capacite´ de
filtrage des algorithmes en de´but de recherche. Une
seconde solution est de concevoir des adaptations des
algorithmes de cohe´rence d’arc souple pour certaines
familles de contraintes (globales) souples. C’est l’ap-
proche propose´e dans [17] ou` le concept de contraintes
saines pour la projection est introduit. Enfin, une troi-
sie`me solution [9] est la de´composition de fonctions de
couˆts en fonction de couˆts d’arite´ plus faible. Toute-
fois, toutes les fonctions de couˆt ne sont pas de´compo-
sables. Dans cet article, nous proposons une premie`re
approche pour les contraintes tables souples (i.e. les
contraintes souples de´finies en extension) en exploitant
le principe de la re´duction tabulaire simple (STR) [19].
A` ce stade, notre approche ne permet pas les transferts
de couˆt et se trouve donc inte´gre´e a` l’algorithme clas-
sique PFC-MRDAC [12].
2 Pre´liminaires
Un re´seau de contraintes (CN) P est un couple
(X ,C ) ou` X est un ensemble fini de n variables et C
est un ensemble fini de e contraintes. Chaque variable
x a un domaine associe´ note´ dom(x), qui contient l’en-
semble fini des valeurs pouvant eˆtre assigne´es a` x ; le
domaine initial de x est note´ dominit(x). d repre´sente
la taille du plus grand domaine. Chaque contrainte cS
porte sur un ensemble ordonne´ S ⊆ X de variables ap-
pele´ porte´e de cS , et de´finie par une relation contenant
l’ensemble des tuples autorise´s pour les variables de
S. L’arite´ d’une contrainte est le nombre de variables
dans sa porte´e. Une contrainte unaire (resp., binaire)
porte sur 1 (resp., 2) variable(s), et une contrainte
non-binaire porte sur plus de deux variables. Une ins-
tanciation I d’un ensemble X = {x1, . . . , xp} de va-
riables est un ensemble {(x1, a1), . . . , (xp, ap)} tel que
∀i ∈ 1..p, ai ∈ dom
init(xi) ; chaque ai est note´ I[xi]. I
est valide sur P ssi ∀(x, a) ∈ I, a ∈ dom(x). Une so-
lution de P est une instanciation comple`te de P (i.e.,
l’assignation d’une valeur a` chaque variable) qui satis-
fait toutes les contraintes. Pour plus d’information sur
les re´seaux de contraintes, voir [8, 15].
Un re´seau de contraintes ponde´re´ (WCN) P est un
triplet (X ,C , k) ou` X est un ensemble fini de n va-
riables, comme pour un CN, C est un ensemble fini
de e contraintes souples, et k est soit un entier naturel
strictement positif soit +∞. Chaque contrainte souple
cS ∈ C porte sur un ensemble ordonne´ S de variables
(sa porte´e) et est de´finie par une fonction de couˆt de
l(S) vers {0, . . . , k}, ou` l(S) est le produit carte´sien des
domaines des variables pre´sentes dans S ; pour toute
instanciation I ∈ l(S), on notera le couˆt de I dans
cS par cS(I). Pour simplifier, pour toute contrainte
(souple) cS , un couple (x, a) avec x ∈ S et a ∈ dom(x)
est appele´ une valeur de cS . Une instanciation de couˆt
k (note´ aussi ⊤) est interdite. Autrement, elle est au-
torise´e avec le couˆt correspondant (0, note´ aussi ⊥, est
comple`tement satisfaisant). Les couˆts sont combine´s
par l’ope´rateur binaire ⊕ de´fini par :
∀a, b ∈ {0, . . . , k}, a⊕ b = min(k, a+ b)
L’objectif du proble`me de satisfaction de contraintes
ponde´re´ (WCSP) est, pour un WCN donne´, de trouver
une instanciation comple`te de couˆt minimal. Pour plus
d’information sur les contraintes ponde´re´es (value´es),
voir [2, 18].
Diffe´rentes variantes de la cohe´rence d’arc souple
pour le cadre WCSP ont e´te´s propose´es durant ces dix
dernie`res anne´es. Il s’agit de AC* [11, 14], la cohe´rence
d’arc directionnelle comple`te (FDAC) [4], la cohe´rence
d’arc directionnelle existentielle (EDAC) [7], la cohe´-
rence d’arc virtuelle (VAC) [5] et la cohe´rence d’arc
souple optimale (OSAC) [6]. Tous les algorithmes pro-
pose´s pour atteindre ces diffe´rents niveaux de cohe´-
rence utilisent des ope´rations de transfert de couˆts (ou
transformations pre´servant l’e´quivalence) telles que la
projection unaire, la projection et l’extension. Une
autre approche classique consiste a` ne pas effectuer
de transferts de couˆts. Il s’agit de l’algorithme PFC-
MRDAC [10, 13, 12] qui est un algorithme de se´pa-
ration et e´valuation (branch and bound) permettant
de calculer des bornes infe´rieures a` chaque nœud de
l’arbre de recherche. A` chaque nœud, on calcule un
minorant (lb), sous estimation du couˆt de n’importe
quelle solution pouvant eˆtre atteinte a` partir du nœud
courant. On conside`re une partition 1 part de l’en-
semble des contraintes qui a` chaque variable x asso-
cie un e´le´ment note´ part(x) de cette partition (i.e.,
chaque contrainte est associe´e a` exactement une va-
riable). Pour une valeur (x, a), il est possible de calcu-













minCosts(c′S , y, b) (3)
ou` :
– distance repre´sente le couˆt des contraintes cou-
vertes, i.e. la somme du couˆt des contraintes dont
la porte´e ne comporte que des variables instan-
cie´es (explicitement par l’algorithme de recherche
arborescente) ;
– partnc(x) repre´sente part(x) sans les contraintes
couvertes (pour ne pas les compter plus d’une
fois) ;
– minCosts(cS , x, a) repre´sente le couˆt minimal
dans cS de toute instanciation valide comportant
(x, a) ; plus formellement minCosts(cS , x, a) =
min{cS(I) | I ∈ l(S) ∧ I[x] = a}.
1. On suppose que chaque variable est implique´e dans au
moins une contrainte.
La valeur de lb(x, a) est calcule´e en prenant en compte
le couˆt des contraintes couvertes (e´quation 1), celui
des contraintes (non couvertes) associe´es a` x (e´quation
2), et celui des contraintes (non couvertes) associe´es a`
d’autres variables que x (e´quation 3). Si lb(x, a) est
supe´rieur ou e´gal a` la borne supe´rieure (ub) qui repre´-
sente le couˆt de la meilleure solution trouve´e, alors il
est possible de supprimer (x, a).
3 Algorithme
Dans le cadre CSP, une contrainte table (positive)
cS est une contrainte de´finie en extension par la liste
de ses tuples autorise´s ; nous notons celle-ci table[cS ]
et utilisons comme indices 1..t ou` t de´signe le nombre
de tuples. L’un des algorithmes de filtrage les plus ef-
ficaces pour les contraintes table (pour le cadre CSP)
est appele´ STR [19, 16]. STR permet de maintenir en
permanence la liste des supports de chaque contrainte
table ; cette liste est appele´e la table courante. Pour
une contrainte table donne´e, cette liste est ge´re´e a`
l’aide des structures suivantes :
– position[cS ] est un tableau de taille t qui four-
nit un acce`s indirect aux tuples de table[cS ]. A`
tout moment, les valeurs dans position[cS ] repre´-
sentent une permutation de {1, 2, . . . , t}. Le ie`me
tuple de la contrainte est table[cS ][position[cS ][i]].
– currentLimit [cS ] est la position du dernier tuple
(support) courant dans table[cS ]. La table cou-
rante de cS contient exactement currentLimit [cS ]
tuples. Les valeurs dans position[cS ] aux indices
allant de 1 a` currentLimit [cS ] sont les positions
des tuples courants de cS .
Une contrainte table souple cS est une contrainte
de´finie par une liste table[cS ] de tuples accompagne´e
d’une liste costs[cS ] de leur couˆt, ainsi que d’un couˆt
par de´faut default[cS ] pour tous les tuples non repre´-
sente´s explicitement. L’algorithme PFC-MRDAC ne´-
cessite de calculer pour toute contrainte cS et toute
valeur (x, a) de cS le couˆt minimal de tout tuple va-
lide τ tel que τ [x] = a. Nous montrons comment effec-
tuer ce calcul en adaptant STR aux contraintes tables
souples graˆce aux structures suivantes :
– minCosts[cS ] est un tableau (a` 2 dimensions) qui
donne le couˆt minimal de tout tuple pour chaque
valeur (x, a) de cS .
– nbTuples [cS ] est un tableau (a` 2 dimensions) qui
donne le nombre de tuples valides (parmi ceux
repre´sente´s explicitement dans la table initiale)
pour chaque valeur (x, a) de cS .
WSTR, i.e. STR pour le cadre WCSP, est de´crit
par l’algorithme 1. Cet algorithme est appele´ chaque
fois qu’un e´ve`nement ne´cessite de mettre a` jour la
table courante et donc les couˆts minimaux de chaque
Algorithm 1: WSTR(cS : contrainte souple)
1 foreach variable x ∈ S do
2 foreach a ∈ dom(x) do
3 minCosts[cS ][x][a]← ub
4 nbTuples [cS ][x][a]← 0
5 i← 1
6 while i ≤ currentLimit [cS ] do
7 index← position[cS ][i]
8 τ ← table[cS ][index]
9 γ ← costs[cS ][index]
10 if isValidTuple(cS , τ) then
11 foreach variable x ∈ S do
12 a← τ [x]
13 nbTuples [cS ][x][a] + +
14 if γ < minCosts[cS ][x][a] then
15 minCosts[cS ][x][a]← γ
16 i← i+ 1
17 else
18 swap(position[cS ], i, currentLimit [cS ])
19 currentLimit [cS ]−−
20 foreach variable x ∈ S do
21 nb← |Πy∈scp(c)|y 6=xdom(y)|
22 foreach a ∈ dom(x) do
23 if nbTuples [cS ][x][a] 6= nb then
24 if default[cS ] < minCosts[cS ][x][a]
then
25 minCosts[cS ][x][a]← default[cS ]
valeur. Tout d’abord, les structures minCosts[cS ] et
nbTuples [cS ] sont initialise´es aux lignes 1 a` 4. Ensuite,
chaque tuple τ (ligne 8) de la table courante et son couˆt
γ (ligne 9) sont conside´re´s. Si le tuple est toujours va-
lide (ligne 10, appel a` l’algorithme 2) alors on met a`
jour les structuresminCosts[cS ] et nbTuples [cS ] (lignes
11 a` 15). Sinon, on e´limine le tuple en e´changeant la
position des tuples aux positions i et currentLimit [cS ]
(ligne 18) et en de´cre´mentant ensuite currentLimit [cS ]
(ligne 19). Pour finir, il faut prendre en compte les
tuples non repre´sente´s explicitement (lignes 20 a` 25) :
si le nombre de tuples valides trouve´ pour une valeur
Algorithm 2: isValidTuple(cS , τ) : boole´en
1 foreach variable x ∈ S do
2 if τ [x] /∈ dom(x) then
3 return false
4 return true
(x, a) dans la table courante est diffe´rent du nombre
de tuples valides possibles (calcule´ a` la ligne 21) pour
cette valeur alors il existe au moins un tuple pour (x, a)
avec ce couˆt et donc le couˆt par de´faut doit eˆtre consi-
de´re´.
La complexite´ spatiale de WSTR pour une
contrainte table souple cS , avec r de´signant l’arite´
de cS et t de´signant le nombre de tuples explicites
de la table (initiale) de cS , est donne´e par la com-
plexite´ spatiale des structures de donne´es propres a`
STR, a` savoir O(n + rt) [16], et la complexite´ spa-
tiale des structures additionnelles minCosts[cS ] et
nbTuples [cS ] qui est O(rd). On obtient donc globale-
ment O(e(n+ r.max(d, t))). La complexite´ temporelle
de l’algorithme 1 est O(rd) pour les lignes 1-4, O(tr)
pour les lignes 5-19, et O(rd) pour les lignes 20-25, soit
globalement O(rd+ tr).
Un certain nombre de pre´cisions sont a` apporter sur
cet algorithme. Tout d’abord, dans cet article, pour
simplifier il est pre´sente´ dans le contexte d’une uti-
lisation hors recherche. Ensuite, il est certainement
possible d’apporter un certain nombre d’ame´liorations
selon la distribution des couˆts (en particulier, lorsque
defaut[cS ] = 0 ou defaut[cS ] = k). Pour finir, l’inte´reˆt
de cet algorithme re´side dans son efficacite´ lorsqu’une
re´duction importante de la table est constate´e, et la
possibilite´ de restaurer les tuples en temps constant.
4 Re´sultats expe´rimentaux
Bien suˆr, nous avons cherche´ a` valider expe´rimen-
talement cette premie`re approche que nous propo-
sons pour filtrer les contraintes tables souples. Mal-
heureusement, a` notre connaissance aucun jeu d’essai
comportant des instances WCSP avec des contraintes
tables d’arite´ importante n’est disponible. Nous avons
donc de´veloppe´ une nouvelle se´rie d’instances de mots-
croise´s, appele´e crossoft, qui se preˆtent naturellement a`
une expression“souple”. Pour cela, nous avons fusionne´
deux dictionnaires (appele´s OGD), l’un comportant
des noms communs et l’autre des noms propres. Le
couˆt d’un mot (tuple) a e´te´ calcule´ de la manie`re sui-
vante :
– mot commun : couˆt 0
– mot propre : couˆt r ou` r est la longueur du mot
A` l’aide de ce nouveau dictionnaire (souple), l’objectif
est alors de remplir des grilles de mots-croise´s vides
en minimisant le couˆt global. Le type de pe´nalite´s
conside´re´es ici ne correspond pas exactement aux be´-
ne´fices associe´s aux mots tels que de´crits sur le site
http://ledefi.pagesperso-orange.fr mais il s’en
rapproche (et a le me´rite de la simplicite´). Nous avons
ge´ne´re´ des instances pour les se´ries de grilles appele´es
herald, puzzle, et vg.
Notre premier objectif ici est de montrer que l’ap-
proche WSTR peut s’ave´rer efficace pour re´soudre des
instances assez difficiles (au regard de la difficulte´ des
instances dures). Nous avons aussi voulu nous assu-
rer que retarder la propagation des algorithmes de fil-
trage AC* et EDAC (c’est-a`-dire attendre qu’il reste
au plus 3 ou 4 variables non assigne´es avant de les
exe´cuter) n’e´tait pas une solution viable (ne pas retar-
der la propagation l’est encore moins par rapport aux
instances que nous avons teste´es, e´tant donne´es l’arite´
des contraintes et la taille des domaines des variables).
C’est pourquoi, pour montrer le potentiel de WSTR,
nous avons compare´ les performances des algorithmes
suivants :
– WSTR, l’algorithme 1 utilise´ au sein de PFC-
MRDAC
– maintenir AC*, avec propagation retarde´e
– maintenir EDAC, avec propagation retarde´e
L’heuristique de choix de variable que nous avons choi-
sie est dom/ddeg [1] (plus stable que dom/wdeg [3] dans
un but de comparaison), et l’heuristique de choix de
valeur consiste a` toujours prendre une valeur de couˆt
minimum. Les expe´rimentations ont e´te´ mene´es graˆce
a` notre solveur AbsCon sur un cluster e´quipe´ de pro-
cesseurs Intel(R) Xeon(TM) CPU 3.00GHz. Le temps
limite alloue´ pour re´soudre chaque instance est de 1200
secondes. Re´soudre une instance signifie ici trouver une
solution optimale et prouver qu’il s’agit de l’optimum.
Le tableau 1 fournit quelques re´sultats concernant
la re´solution des instances crossoft. Ces instances com-
portent toutes des contraintes d’arite´ supe´rieure ou
e´gale a` 5. Pour chaque instance (a` noter que rmax de´-
signe l’arite´ maximale), le temps CPU (cpu) total pour
la re´soudre est donne´ ainsi que le nombre de nœuds ex-
plore´s (nœuds). Les re´sultats obtenus montrent bien
que WSTR est plus efficace que maintenir AC* et
EDAC (avec propagation retarde´e) sur des proble`mes
de grande arite´. Il ne faut toutefois pas eˆtre surpris par
ces re´sultats, puisque nous savons que AC* et EDAC
(sous leurs formes ge´ne´riques) ne sont pas adapte´s a`
ces types de proble`mes.
5 Conclusion
Dans ce papier, nous avons montre´ que l’algorithme
de filtrage WSTR, inte´gre´ a` l’algorithme classique
PFC-MRDAC, est adapte´ aux instances WCSP com-
portant des contraintes tables souples de grande arite´.
Sans doute, de nombreuses ame´liorations sont pos-
sibles, incluant la possibilite´ de spe´cialiser l’algorithme
selon la distribution des couˆts, et aussi la possibilite´
sous certaines hypothe`ses d’utiliser les ope´rations de
transferts de couˆts.
Instances n e d rmax AC* EDAC WSTR
ogd-05-03
21 10 26 5
cpu 1, 77 1, 94 0, 8
nœuds 46 46 182
ogd-05-08
21 10 26 5
cpu > 1200 2, 81 0, 75
nœuds 317 102
ogd-05-09
19 10 26 5
cpu 0, 98 > 1200 0, 74
nœuds 37 63
ogd-puzzle-04
19 10 26 5
cpu 1, 2 1, 47 0, 82
nœuds 19 19 54
ogd-puzzle-05
21 10 26 5
cpu > 1200 > 1200 0, 8
nœuds 88
ogd-puzzle-11
38 18 26 7
cpu 20, 7 > 1200 1, 75
nœuds 271K 553
ogd-vg-4-7
28 11 26 7
cpu 14, 0 14, 1 1, 17
nœuds 7351 7351 222
ogd-vg-4-8
32 12 26 8
cpu 645 > 1200 1, 48
nœuds 1398K 513
ogd-vg-5-5
25 10 26 5
cpu > 1200 > 1200 0, 9
nœuds 232
Table 1 – Temps CPU et nombre de nœuds visite´s pour prouver l’optimalite´ sur quelques instances crossoft.
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