Abstract-Convolutional Neural Network (CNN) has demonstrated promising performance in single-label image classification tasks. However, how CNN best copes with multi-label images still remains an open problem, mainly due to the complex underlying object layouts and insufficient multi-label training images. In this work, we propose a flexible deep CNN infrastructure, called Hypotheses-CNNPooling (HCP), where an arbitrary number of object segment hypotheses are taken as the inputs, then a shared CNN is connected with each hypothesis, and finally the CNN output results from different hypotheses are aggregated with max pooling to produce the ultimate multi-label predictions. Some unique characteristics of this flexible deep CNN infrastructure include: 1) no ground-truth bounding box information is required for training; 2) the whole HCP infrastructure is robust to possibly noisy and/ or redundant hypotheses; 3) the shared CNN is flexible and can be well pre-trained with a large-scale single-label image dataset, e.g., ImageNet; and 4) it may naturally output multi-label prediction results. Experimental results on Pascal VOC 2007 and VOC 2012 multi-label image datasets well demonstrate the superiority of the proposed HCP infrastructure over other state-of-the-arts. In particular, the mAP reaches 90.5% by HCP only and 93.2% after the fusion with our complementary result in [12] based on hand-crafted features on the VOC 2012 dataset.
Multi-label image classification is, however, a more general and practical problem, since the majority of real-world images contain objects from multiple different categories. For a typical multi-label image, different categories of objects are located at various positions with different scales and poses. Furthermore, the different composition and interaction between objects in multi-label images, like partial visibility and occlusion, also increase the complexity of the problem, which requires more annotated data to cover the different situations. For example, as shown in Fig. 1 , for single-label images, the foreground objects are roughly aligned, while for multi-label images, even with the same label, i.e., horse and person, the spatial arrangements of the horse and person instances vary largely among different images. Compared to single-label images which are practically to collect and annotate, the burden of annotation for a largescale multi-label image dataset is much heavier. Many methods [8] , [12] , [32] have been proposed to address this more challenging problem. The success of CNN on single-label image classification also sheds some light on the solution of the multi-label image classification problem. Generally, the CNN can well handle images with well-aligned objects, while it is relatively inaccurate in predicting images with objects severely mis-aligned or occluded. Therefore, by relaxing the multi-label problem into several single-label tasks and alleviating the issues of mis-alignment and occlusion, the great discriminating ability of the CNN model can be better exploited.
Recently, many hypothesis-based methods have been proposed for detection [9] and segmentation [40] , [41] . By generating a pool of hypotheses of either bounding boxes or segments, the multi-label problem can be transformed into several sub-tasks of single-label prediction. Since object hypotheses generally have higher confidence of objectness, which means they are more likely to contain certain semantic objects, after cropping and normalization, both mis-alignment and occlusion can be somewhat alleviated. Motivated by the idea of hypothesis and the great single-label classification performance of the traditional CNN models, in this paper, we propose a flexible deep CNN structure, called Hypotheses-CNN-Pooling (HCP). HCP takes an arbitrary number of object segment hypotheses (H) as the inputs, which may be generated by the sate-of-the-art objectiveness detection techniques, e.g., binarized normed gradients (BING) [9] or EdgeBoxes [44] , and then a shared CNN (C) is connected with each hypothesis. Finally, to aggregate the single-label CNN predictions from different hypotheses into multi-label results, a novel pooling layer (P) is integrated into the proposed CNN model to give the ultimate multi-label predictions. Particularly, the proposed HCP infrastructure possesses the following characteristics:
No ground-truth bounding box information is required for training on the multi-label image dataset. Different from previous works [7] , [12] , [30] , which employ ground-truth bounding box information for training, the proposed HCP requires no bounding box annotation. Since bounding box annotation is much more costly than labelling, the annotation burden is significantly reduced. Therefore, the proposed HCP has a better generalization ability when transferred to new multi-label image datasets. The proposed HCP infrastructure is robust to noisy and/or redundant hypotheses. To suppress the possibly noisy hypotheses, a cross-hypothesis max-pooling operation is carried out to fuse the outputs from the shared CNN into an integrative prediction. With max pooling, the high predictive scores from those hypotheses containing objects are preserved and the noisy ones are discarded. Therefore, as long as one hypothesis contains the object of interest, the noise can be suppressed after the cross-hypothesis pooling. Redundant hypotheses can also be well addressed by max pooling.
The shared CNN is flexible and can be well pre-trained with a large-scale single-label image dataset. To address the problem of insufficient multi-label training images, based on the Hypotheses-CNN-Pooling architecture, the shared CNN can be first well pre-trained on some large-scale singlelabel dataset, e.g., ImageNet, and then fine-tuned on the target multi-label dataset. Besides, the architecture of the shared CNN is flexible, and various advanced CNNs, e.g., Network-in-Network [28] , Spatial Pyramid Pooling Net [20] , Very Deep Net [36] and GoogLeNet [37] , can be employed as the shared CNN. The HCP outputs are intrinsically multi-label prediction results. HCP produces a normalized probability distribution over the labels after the softmax layer, and the predicted probability values are intrinsically the final classification confidence for the corresponding categories.
RELATED WORK
Deep learning tries to model the high-level abstractions of visual data by using architectures composed of multiple non-linear transformations. Specifically, deep convolutional neural network (CNN) [25] has demonstrated an extraordinary ability for image classification [20] , [21] , [23] , [26] , [27] , [28] , [37] on single-label datasets (e. g., ImageNet [10] ) and event detection [42] .
More recently, CNN architectures have been adopted to address multi-label problems. Gong et al. [16] studied and compared several multi-label loss functions for the multi-label annotation problem based on a network structure similar to [23] . However, due to the large number of parameters to be learned for CNN, an effective model requires lots of training samples. Therefore, training a task-specific convolutional neural network is not applicable on datasets with limited numbers of training samples.
Some recent works [6] , [11] , [15] , [17] , [30] , [33] , [34] , [36] have demonstrated that CNN models pre-trained on large datasets with data diversity, e.g., ImageNet, can be transferred to extract CNN features for other image datasets without enough training data. Pierre et al. [34] and Razavian et al. [33] proposed a CNN feature-SVM pipeline for multi-label classification. Specifically, global images from a multi-label dataset are directly fed into the CNN which is pretrained on ImageNet, to get CNN activations as the off-the-shelf features for classification. Chattield et al. [6] explored the effect of CNN representations based on different CNN architectures for multi-label classification task. Simonyan et al. [36] extracted and aggregated image descriptors over a wide range of scales based on two Very Deep Convolutional Networks, which achieved the state-of-the-art performance on the Pascal VOC datasets with SVM classifier.
Besides, Oquab et al. [30] and Girshick et al. [15] presented two proposal-based methods for multi-label classification and detection. Although considerable improvements have been made by these two approaches, they highly depend on the ground-truth bounding boxes, which may limit their generalization ability when transferred to a new multi-label dataset without any bounding box information. Specifically, all hypotheses with !0.5 IoU overlap with a ground-truth box are treated as positives for the category of that box and the rest are treated as negatives in [15] . These labeled hypotheses are then utilized to fine-tune the pre-trained CNN. In contrast, the proposed HCP infrastructure requires no groundtruth bounding box information for training and is robust to the possibly noisy and/or redundant hypotheses. Different from [15] , [30] , no explicit hypothesis label is required during the training process. Instead, a novel hypothesis selection method is proposed to select a small number of high-quality hypotheses for training. [10] and Pascal VOC 2007 [13] . The foreground objects in single-label images are usually roughly aligned. However, the assumption of object alighment is not valid for multi-label images. Also note the partial visibility and occlusion between objects in the multi-label images. Fig. 2 . An illustration of the infrastructure of the proposed HCP. For a given multi-label image, a set of input hypotheses to the shared CNN is selected based on the proposals generated by the state-of-the-art objectness detection techniques, e.g., BING [9] or EdgeBoxes [44] . We feed the selected hypotheses into the shared CNN and fuse the outputs into a c-dimensional prediction vector with cross-hypothesis max-pooling operation, where c is the category number of the target multi-label dataset. The shared CNN is firstly pre-trained on the single-label image dataset, e.g., ImageNet and then fine-tuned with the multi-label images based on the squared loss function. Finally, we retrain the whole HCP to further fine-tune the parameters for multi-label image classification.
HYPOTHESES-CNN-POOLING
technique, e.g., BING [9] or EdgeBoxes [44] , to produce a set of candidate object windows. A much smaller number of candidate windows are then selected as hypotheses by the proposed hypotheses selection method. The selected hypotheses are fed into a shared convolutional neural network (CNN). The confidence vectors from the input hypotheses are combined through a fusion layer with max pooling operation, to generate the ultimate multilabel predictions. In specific, the shared CNN is first pre-trained on a large-scale single-label image dataset, i.e., ImageNet and then fine-tuned on the target multi-label dataset, e.g., Pascal VOC, by using the entire image as the input. After that, we retrain the proposed HCP with squared loss function for the final prediction.
Hypotheses Extraction
HCP takes an arbitrary number of object segment hypotheses as the inputs to the shared CNN and fuses the prediction of each hypothesis with the max pooling operation to get the ultimate multi-label predictions. Therefore, the performance of the proposed HCP largely depends on the quality of the extracted hypotheses. Nevertheless, designing an effective hypotheses extraction approach is challenging, which should satisfy the following criteria:
High object detection recall rate. The proposed HCP is based on the assumption that the input hypotheses can cover all single objects of the given multi-label image, which requires a high detection recall rate.
Small number of hypotheses. Since all hypotheses of a given multilabel image need to be fed into the shared CNN simultaneously, more hypotheses requires more computational resources (e.g., RAM and GPU). Thus a small hypothesis number is preferred for an effective hypotheses extraction approach.
High computational efficiency. As the first step of the proposed HCP, the efficiency of hypotheses extraction will significantly influence the performance of the whole framework. With high efficiency, HCP can be easily integrated into real-time applications.
In summary, a good hypothesis generating algorithm should generate as few hypotheses as possible in an efficient way and meanwhile achieve as high recall rate as possible.
During the past few years, many objectness proposal (hypothesis) methods [1] , [2] , [4] , [9] , [38] , [44] have been proposed to generate a set of hypotheses to cover all independent objects in a given image. We experimentally adopt two proposal methods, i.e., BING [9] and EdgeBoxes [44] , for hypotheses generation due to their high computational efficiency and high object detection recall rate. Although the number of hypotheses generated by BING or EdgeBoxes is very small compared with a common sliding window paradigm, it is still very large for HCP training. To address this problem, we propose a hypotheses selection (HS) method to select hypotheses from the generated proposals. Denote the generated hypothesis bounding boxes for a given image as H ¼ fh 1 ; h 2 ; . . . ; h n g, where n is the hypothesis number. An n Â n affinity matrix W is constructed, where W ij (i; j < ¼ n) is the IoU scores between h i and h j , which can be defined as
where Á j j is used to measure the number of pixels. The normalized cut algorithm [35] is then adopted to group the hypothesis bounding boxes into m clusters. As shown in Fig. 3b , different colors indicate different clusters. We empirically filter out those hypotheses with small areas ( < 900 pixels) or with high height/width (or width/height) ratios ( > 4), as those shown in Fig. 3c with red bounding boxes. For each cluster, we pick out the top 1 hypothesis with the highest predictive score generated by BING or EdgeBoxes, and resize it into a square shape. As a result, m hypotheses, which are much fewer than those directly generated by proposal methods, will be selected as the inputs of HCP for each image.
Training HCP
In the proposed HCP, any state-of-the-art CNN model [23] , [28] , [36] , [37] can be employed as the shared CNN. Take Alex Net [23] as an example, which contains five convolutional layers and three fully-connected layers with 60 million parameters. Without enough training images, it is very difficult to obtain an effective HCP model for multi-label classification. However, to collect and annotate a large-scale multi-label dataset is generally difficult. Fortunately, a large-scale single-label image dataset, i.e., ImageNet, can be used to pre-train the shared CNN for parameter initialization, since each multi-label image is firstly cropped into many hypotheses and each hypothesis is assumed to contain at most one object based on the architecture of HCP.
The initialization process of HCP mainly includes two steps. First, the shared CNN is initialized with the parameters pre-trained on ImageNet. Second, the final fully-connected layer of the network (which is trained for 1000-way ImageNet classification) is replaced with a c-way fully-connected layer, where c is the category number of the target multi-label dataset, and an image-finetuning (I-FT) process is adopted to initialize the final fully-connected layer by utilizing the target multi-label image set as inputs.
After the initialization, hypotheses-fine-tuning (H-FT) is carried out based on the proposed HCP framework. Specifically, all the m hypotheses as elaborated in Section 3.1 for the training image are fed into the shared CNN. To suppress the possibly noisy hypotheses, a cross-hypothesis max-pooling is carried out to fuse the outputs into one integrative prediction. 
where v v ðjÞ can be considered as the predicted value for the j th category of the given image.
It should be noted that I-FT is an important step for HCP training. The reason is that, for each ground truth label, one instance shall be selected to represent this class after cross-hypothesis max-pooling operation. Without reasonable parameters for the last fully-connected layer, the initial link may be incorrect, which may cause the CNN model stuck at a local optimum. In addition, the cross-hypothesis max-pooling is a crucial step for the robustness of the whole HCP framework to the noise. If one hypothesis contains an object, the output vector will have a high response (i.e., large value) on the j th component, meaning a high confidence for the corresponding j th category. With cross-hypothesis max-pooling, large predicted values corresponding to objects of interest will be preserved, while the values from the noisy hypotheses will be suppressed. For both I-FT and H-FT, we experimentally utilize the squared loss as the loss function. Suppose there are N images in the multilabel image set, and y y i ¼ ½y i1 ; y i2 ; . . . ; y ic is the label vector of the i th image. y ij ¼ 1 ðj ¼ 1; . . . ; cÞ if the image is annotated with class j, and otherwise y ij ¼ 0. The ground-truth probability vector of the i th image is defined asp p i ¼ y y i =jjy y i jj 1 and the predictive probability vector is p i p i ¼ ½p i1 ; p i2 ; . . . ; p ic . And then the cost function to be minimized is defined as
For I-FT, the last fully-connected layer is randomly initialized with a Gaussian distribution Gðm; sÞ(m ¼ 0; s ¼ 0:01). The learning rates of the last fully-connected layer and other layers are experimentally initialized as 0.01 and 0.001, respectively. For H-FT, the learning rates of the last fully-connected layer and other layers are set as 0.001 and 0.0001. We carry out 30 training epoches for both I-FT and H-FT, and decrease the learning rates to one tenth of the current ones after every 10 epoches. The momentum and the weight decay are set as 0.9 and 0.0005.
Multi-label Classification for Test Image
Based on the trained HCP model, the multi-label classification of a given image can be summarized as follows. We first generate the input hypotheses of an given image based on the hypothesis extraction method. Then, for each hypothesis, a c-dimensional predictive result can be obtained by the shared CNN. Finally, we utilize the cross-hypothesis max-pooling operation accompanied with softmax to produce the final prediction. As shown in Fig. 4 , the second row and the third row indicate the generated hypotheses and the corresponding outputs from the shared CNN. For each object hypothesis, there is a high response on the corresponding category (e.g., for the first hypothesis, the response on car is very high). After cross-hypothesis max-pooling operation, as indicated by the last row in Fig. 4, the high responses (i.e., car, horse and person) , which can be considered as the predicted labels, are preserved.
EXPERIMENTAL RESULTS

Datasets and Settings
We evaluate the proposed HCP on the PASCAL Visual Object Classes Challenge (VOC) datasets [13] , which are widely used as the benchmarks for multi-label classification. In this paper, PASCAL VOC 2007 and VOC 2012 are employed for experiments. These two datasets, which contain 9,963 and 22,531 images respectively, are divided into train, val and test subsets. We conduct our experiments on the trainval/test splits (5,011/4,952 for VOC 2007 and 11,540/ 10,991 for VOC 2012). The evaluation metric is Average Precision (AP) and mean of AP (mAP), complying with the PASCAL challenge protocols. We experimentally validate the proposed method based on two CNN models, i.e., Alex Net [23] and VGG Net (16 layers) [36] . We directly apply the parameters pre-trained by Jia et al. [22] and Simonyan et al. [36] with 1,000 ImageNet classes to initialize the CNN models. For hypothesis-fine-tuning, the number of bounding box clusters m is set as 15. Detailed justifications of model components are provided in the supplementary material. All experiments are conducted on one NVIDIA GTX Titan GPU with 6GB memory and all our training algorithms are based on the code provided by Jia et al. [22] .
Image Classification Results
Comparison with I-FT. Table 1 shows the details of improvement from I-FT to HCP. It can be observed that, based on the proposed HCP framework, the classification performance can be further improved by at least 5.7%. The results of I-FT and HCP are based on using single center crop and 500 Edgeboxes hypotheses for testing, respectively. Fig. 5 shows an example of the testing results based on different models. It can be seen that there are three ground-truth categories in the given image, i.e., car, horse, person. It should be noted that the car category is not detected during imagefine-tuning while it is successfully recovered in HCP. This may be because the proposed HCP is a hypotheses based method and both foreground (i.e., horse, person) and background (i.e., car) objects can be equivalently treated. However, during the I-FT stage, the entire image is treated as the input, which may lead to ignorance of some background objects. We also test the I-FT model by using 500 hypotheses, but the improvement is very limited. Please refer to the supplementary material for more details .
Comparisons of using different number of hypotheses for testing. Table 2 shows the testing results by varying the number (from 50 to 500) of hypotheses during the testing stage on VOC 2007. We compare BING [9] 1 with Edgeboxes [44] based on Alex Net and 1. Our method is independent of the ground-truth bounding box. Therefore, to train the object detector of BING, the detection dataset of ILSVRC 2013 is used as augmented data. We removed those images which are semantically overlapping with PASCAL VOC categories and randomly selected 13,894 images for training.
VGG Net. It can be observed that EdgeBoxes performs slightly better than BING. In addition, along with the decreasing of the hypothesis number, the performance of both proposal generators is very stable (from 500 to 50, only 1%$1.6% drop). Therefore, even with a little number of hypotheses, our method can still achieve satisfactory performance. Specifically, with top-50 hypotheses, the performance is 89.9% based on VGG Net. This result still outperforms [36] (i.e., 89.3%) and the testing for one image can be done within 2s.
Comparison with the state-of-the-art methods. Table 3 and Table 4 report our experimental results compared with the state-of-the-arts on VOC 2007 and VOC 2012, respectively. The upper and the bottom parts of Table 3 and Table 4 show the results produced by single model and combined models, respectively. Besides, the methods marked with * are those using additional images, i.e., ImageNet, for training. All our results are obtained by utilizing top-500 hypotheses of each testing image generated by Edgeboxes Combined Models: as inputs. The testing time of Alex Net and VGG Net is about 3s/ image and 10s/image on a GPU including proposal generation (EdgeBoxes: 0.25s/image). From the experimental results, we can see that the performance from single HCP-VGG model is better than all previous methods. Specifically, in [36] , the pre-trained VGG models are firstly applied to extract visual features over a wide range of image scales (Q 2 256; 384; 512; 640; 768), and then are aggregated (5 scales and 50 cropped patches for each scale) by averaging to generate the final image representations, which achieves the stateof-the-art performance with the SVM classifier. As can be seen from Table 3 and Table 4 , our single model results outperform [36] , on both model architectures as well as their combined models. Indicated by Table 2 , our single model can reach 90.8% by using the same number (i.e., 250) of hypotheses in testing, which is 1.5% increase over the single model of [36] . More detailed comparative analyses are provided in the supplementary material.
On VOC 2012, some new state-of-the-art results are achieved by MVMI-DSP and Tencent-BestImage on the public leaderboard 2 , whose results are 90.7% and 90.4%, respectively. However, as illustrated by their descriptions, both results are obtained through some combination. To make further improvement, a late fusion between the predicted scores of HCP-VGG and our previous model NUS-PSL [12] (which obtained the winner prize of the classification task in PASCAL VOC 2012) is executed. Incredibly, the mAP score produced by the combination of these two models can surge to 93.2%, which outperforms all other methods.
CONCLUSIONS
In this paper, we presented a novel Hypotheses-CNN-Pooling (HCP) framework to address the multi-label image classification problem. Based on the proposed HCP, CNN pre-trained on largescale single-label image datasets, e.g., ImageNet, can be successfully transferred to tackle the multi-label problem. In addition, the proposed HCP requires no bounding box annotation for training, and thus can easily adapt to new multi-label datasets. We evaluated our method on VOC 2007 and VOC 2012, and verified that significant improvement can be made by HCP compared with the state-of-the-arts. Furthermore, it is proved that late fusion between outputs of CNN and hand-crafted feature schemes can incredibly enhance the classification performance.
