N r ði;jÞ ¼ fC kl : maxfjk À ij; jl À jjg r; 1 k m; 1 l ng:
In SICNNs, neighboring cells exert mutual inhibitory interactions of the shunting type. The dynamics of the cell C ij is described by the following nonlinear ordinary differential equation: where x ij is the activity of the cell C ij ; L ij ðtÞ is the external input to C ij ; the constant a ij represents the passive decay rate of the cell activity; C kl ij ! 0 is the connection or coupling strength of postsynaptic activity of the cell C kl transmitted to the cell C ij ; and the activation function f ðx kl Þ is a positive continuous function representing the output or firing rate of the cell C kl .
The chaos phenomenon has been observed in the dynamics of neural networks, [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] and chaotic dynamics applying as external inputs are useful for separating image segments, 10 information processing, 16, 17 and synchronization of neural networks. [21] [22] [23] Aihara et al. 9 proposed a model of a single neuron with chaotic dynamics by considering graded responses, relative refractoriness, and spatio-temporal summation of inputs. Chaotic solutions of both the single chaotic neuron and the chaotic neural network composed of such neurons were demonstrated numerically in Ref. 9 . Focusing on the model proposed in Ref. 9 , dynamical properties of a chaotic neural network in chaotic wandering state were studied concerning sensitivity to external inputs in Ref. 20 . On the other hand, in Ref. 10, Aihara's chaotic neuron model is used as the fundamental model of elements in a network, and the synchronization characteristics in response to external inputs in a coupled lattice based on a Newman-Watts model are investigated. Besides, in Refs. 16 and 17, a network consisting of binary neurons which do not display chaotic behavior is considered; and by means of the reduction of synaptic connectivities, it is shown that the state of the network in which cycle memories are embedded reveals chaotic wandering among memory attractor basins. Moreover, it is mentioned that chaotic wandering among memories is considerably intermittent. Chaotic solutions to the Hodgkin-Huxley equations with periodic forcing have been discovered in Ref. 11. Ref. 12 indicates the existence of chaotic solutions in the Hodgkin-Huxley model with its original parameters. An analytical proof for the existence of chaos through period-doubling cascade in a discrete-time neural network is given in Ref. 18 , and the problem of creating a robust chaotic neural network is handled in Ref. 19 . Confirming one more time that the chaos phenomenon can be observed in the dynamics of neural networks, the results obtained in the present study make contribution to the development of neural networks theory.
The existence and the stability of periodic, almost periodic and anti-periodic solutions of SICNNs have been published in Refs. [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . The main novelty of the present paper is the verification of the chaotic behavior in SICNNs. To prove the existence of chaos, we apply the technique based on the Li-Yorke definition, 34 and make use of chaotic external inputs in the networks. We say that the external inputs a)
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are chaotic if they belong to a collection of functions which satisfy the ingredients of chaos. That is, we consider members of a chaotic set as external input terms, and, as a result, we obtain solutions which display chaotic behavior.
The first mathematically rigorous definition of chaos is introduced by Li 41 but they will be very specific.
II. PRELIMINARIES
Throughout the paper, R and N will stand for the sets of real and natural numbers, respectively, and the norm kuk ¼ max ði;jÞ ju ij j will be used, where u ¼ fu ij g ¼ ðu 11 ; …; u 1n ; …; u m1 …; u mn Þ 2 R mÂn and m; n 2 N. Suppose that B is a collection of continuous functions wðtÞ ¼ fw ij ðtÞg; i ¼ 1; 2; …; m; j ¼ 1; 2; …; n, such that sup t2R kwðtÞk M, where M is a positive real number. We start by describing the ingredients of Li-Yorke chaos for the collection B.
We say that a couple À wðtÞ;wðtÞ Á 2 B Â B is proximal if for arbitrary small > 0 and arbitrary large E > 0, there exist infinitely many disjoint intervals of length not less than E such that kwðtÞ ÀwðtÞk < , for each t from these intervals. On the other hand, a couple ðwðtÞ;wðtÞÞ 2 B Â B is called frequently ð 0 ; DÞ-separated if there exist positive real numbers 0 ; D and infinitely many disjoint intervals of length not less than D, such that kwðtÞ ÀwðtÞk > 0 , for each t from these intervals. It is worth saying that the numbers 0 and D depend on the functions wðtÞ andwðtÞ.
A couple ðwðtÞ;wðtÞÞ 2 B Â B is a Li-Yorke pair if they are proximal and frequently ð 0 ; DÞ-separated for some positive numbers 0 and D. Moreover, an uncountable set C & B is called a scrambled set if C does not contain any periodic functions and each couple of different functions inside C Â C is a Li-Yorke pair.
B is called a Li-Yorke chaotic set if: (i) there exists a positive real number T 0 such that B possesses a periodic function of period kT 0 , for any k 2 N; (ii) B possesses a scrambled set C; (iii) for any function wðtÞ 2 C and any periodic functionwðtÞ 2 B, the couple ðwðtÞ;wðtÞÞ is frequently ð 0 ; DÞ-separated for some positive real numbers 0 and D.
One can obtain a new Li-Yorke chaotic set from a given one as follows. Suppose that h : R mÂn ! R mÂ n is a function which satisfies for all u 1 ; u 2 2 R mÂn that
where L 1 and L 2 are positive numbers. One can verify that if the collection B is Li-Yorke chaotic, then the collection B h whose elements are of the form hðwðtÞÞ; wðtÞ 2 B is also LiYorke chaotic.
The following conditions are needed in the paper: 
A result about the existence of bounded on R solutions is as follows.
Lemma 2.1. For any LðtÞ ¼ fL ij ðtÞg; i ¼ 1; 2; …; m; j ¼ 1; 2; …; n, there exists a unique bounded on R solution
Proof. Consider the set C 0 of continuous functions uðtÞ ¼ fu ij ðtÞg; i ¼ 1; 2; …; m; j ¼ 1; 2; …; n, such that kuk 1 K 0 , where kuk 1 ¼ sup t2R kuðtÞk. Define on C 0 the operator P as where uðtÞ ¼ fu ij ðtÞg and PuðtÞ ¼ fðPuÞ ij ðtÞg. If u(t) belongs to C 0 , then 
ku À vk 1 , and condition (C6) implies that the operator P is contractive. Consequently, for any L(t), there exists a unique bounded on R solution / L ðtÞ of the network (
Consider the collection L of functions with elements of the form LðtÞ : R ! R mÂn such that sup t2R kLðtÞk H 0 , where H 0 ¼ max ði;jÞ M ij . In the present paper, we assume that L is an equicontinuous family on R. Suppose that A is the collection of functions consisting of the bounded on R solutions / L ðtÞ of system (1.1), where LðtÞ 2 L.
The following assertion confirms the attractiveness of the set A. Lemma 2.2. For any x 0 2 R mÂn and LðtÞ ¼ fL ij ðtÞg; i ¼ 1; 2; …; m; j ¼ 1; 2; …; n, we have kx
Proof. Making use of the relation we obtain for t ! 0 that
The last inequality implies the following:
Applying Gronwall-Bellman Lemma, one can attain that
Consequently, kx L ðt; x 0 Þ À / L ðtÞk ! 0 as t ! 1, in accordance with condition (C6). ٗ Our purpose in the next part is to prove rigorously that if the collection L is chaotic in the sense of Li-Yorke, then the same is true for A. In other words, if the external input terms L ij ðtÞ behave chaotically, then the dynamics of the SICNNs is also chaotic.
III. CHAOTIC DYNAMICS
The replication of the ingredients of Li-Yorke chaos from the collection L to the collection A will be affirmed in the following two lemmas, and the main conclusion will be stated in Theorem 3.1. We start with the following lemma, which indicates existence of proximality in the collection A.
Lemma By means of the last equation, one can obtain that
Accordingly, we have
Application of Gronwall's Lemma to the last inequality implies for t 2 J q that
Suppose that the number E is sufficiently large such that
. In this case, if t belongs to the interval ½t q þ E=2; t q þ E q , then Re ½ cðL f K 0 þM f ÞÀcðtÀt q Þ < a. Thus, for t 2 ½t q þ E=2; t q þ E q , the following inequality is valid:
Consequently, since the last inequality holds for each t from the disjoint intervals DÞ-separated. Proof. Suppose that a given couple À LðtÞ;LðtÞ Á 2 L Â L is frequently ð 0 ; DÞ separated, for some 0 > 0 and D > 0. In this case, there exist infinitely many disjoint intervals J q ; q 2 N, each with length not less than D, such that kLðtÞ ÀLðtÞk > 0 , for each t from these intervals. Without loss of generality, assume that these intervals are all closed subsets of R. In that case, one can find a sequence fD q g satisfying D q ! D; q 2 N, and a sequence fd q g; d q ! 1 as q ! 1, such that for each q 2 N, the inequality kLðtÞ À LðtÞk > 0 holds for t 2 J q ¼ ½d q ; d q þ D q and J p \ J q ¼ 1 whenever p 6 ¼ q.
In the proof, we will verify the existence of positive numbers 1 ; D and infinitely many disjoint intervals J According to the equicontinuity of L, one can find a positive number s < D, such that for any t 1 ; t 2 2 R with jt 1 À t 2 j < s, the inequality
holds for all 1 i m; 1 j n. Suppose that for each q 2 N, the number s q denotes the midpoint of the interval J q . That is, s q ¼ d q þ D q =2. Let us define a sequence fh q g through the equation h q ¼ s q À s=2.
Let us fix an arbitrary q 2 N. One can find integers i 0 ; j 0 , such that
Making use of the inequality (3.4), for all t 2 ½h q ; h q þ s, we have
and therefore by means of (3.5), we obtain that the inequality
is valid for all t 2 ½h q ; h q þ s. 
For t 2 ½h q ; h q þ s, using the couple of relations
it can be verified that Hence, one can confirm that 
Therefore, we have max t2½h q ;h q þs k/ L ðtÞ À /LðtÞk > , where we obtain that
Consequently, for each t from the intervals J
À /L ðtÞk > 1 holds, where 1 ¼ =2, and the length of these intervals are D:ٗ The following theorem, which is the main result of the present article, indicates that the network (1.1) is chaotic, provided that the external inputs are chaotic.
Theorem 3.1. If L is a Li-Yorke chaotic set, then the same is true for A.
Proof. Assume that the set L is Li-Yorke chaotic. Under the circumstances, there exists a positive number T 0 such that for any natural number k; L possesses a periodic function of period kT 0 . One can confirm that LðtÞ 2 L is kT 0 -periodic if and only if / L ðtÞ 2 A is kT 0 -periodic. Therefore, the set A contains a kT 0 -periodic function for any natural number k.
Next, suppose that L S is a scrambled set inside L and take into account the collection A S with elements of the form / L ðtÞ, where LðtÞ 2 L S . Since L S is uncountable, the set A S is also uncountable. Due to the one-to-one correspondence between the periodic functions inside L and A, no periodic functions exist inside A S .
According to Lemmas 3.1 and 3.2, A S is a scrambled set. Moreover, Lemma 3.2 implies that each couple of functions inside A S Â A P is frequently ð 1 ; DÞ-separated for some positive real numbers 1 and D, where A P denotes the set of all periodic functions inside A. Consequently, the set A is Li-Yorke chaotic. ٗ Remark 3.1. Combining the main result presented in Theorem 3.1 with the result of Lemma 2.2, one can conclude that a chaotic attractor takes place in the dynamics of system (1.1).
IV. EXAMPLES
To actualize the results of the paper, one needs a source of external inputs, L ij ðtÞ, which are ensured to be chaotic in the Li-Yorke sense. For this reason, in the first example, we will take into account SICNNs whose external inputs are relay functions with chaotically changing switching moments. Then, to support our new theoretical results, we will make use of the solutions of this network as external inputs for another SICNNs, which is the main illustrative object for the results of the paper. To increase the flexibility of our method for applications, we will also take advantage of nonlinear functions to build chaotic inputs. In Eq. (4.9), D ij denotes the cell at the (i, j) position of the lattice, and for each i, j, the relay function ij ðt; t 0 Þ is defined by the equation
( where t 0 2 ½0; 1 and the numbers f q ðt 0 Þ; q 2 Z, denote the switching moments, which are the same for all i, j. The switching moments are defined through the formula f q ðt 0 Þ ¼ q þ j q ðt 0 Þ; q 2 Z, where the sequence fj q ðt 0 Þg; j 0 ðt 0 Þ ¼ t 0 is generated by the logistic equation j qþ1 ðt 0 Þ ¼ 3:9j q ðt 0 Þð1 À j q ðt 0 ÞÞ, which is chaotic in the Li-Yorke sense. 34 More information about the dynamics of relay systems and replication of chaos can be found in Refs. 43-47. In system (4.9), let gðsÞ ¼ s 2 and a ij ¼ 1; b ij ¼ 2 for all i, j. By results of Ref. 43 , the family f ij ðt; t 0 Þg; t 0 2 ½0; 1 is chaotic in the sense of Li-Yorke, and the collection L consisting of elements of the form zðtÞ ¼ fz ij ðtÞg, where z(t) are bounded on R solutions of (4.9), is a Li-Yorke chaotic set.
Next, we consider the simulations of the network (4.9). In Example 1, to procure a Li-Yorke chaotic set, we used SICNNs in the form of (1.1) where the terms L ij ðtÞ are replaced by relay functions ij ðt; t 0 Þ, whose switching moments change chaotically. Now, to support the results of the present paper, we will construct another SICNNs, but this time we will use external inputs of the form L ij ðtÞ ¼ h ij ðzðtÞÞ, where z(t) are the chaotic solutions of the network (4.9) and hðvÞ ¼ fh ij ðvÞg is a nonlinear function, which satisfies the inequality (2.2).
Example In the previous example, we obtained a network whose solutions behave chaotically. Now, we will make these solutions as external inputs for (4.10), with the help of a nonlinear function h.
Define a function hðvÞ ¼ fh ij ðvÞg, where v ¼ fv ij g, i, j ¼ 1, 2, 3, through the equations h 11 ðvÞ ¼ 2v 11 Figure 2 reveals that each cell C ij ; i;j ¼ 1;2;3 behave chaotically, and this supports the result mentioned in Theorem 3.1. Moreover, Figure 3 shows the projection of the same trajectory on the x 22 À x 31 À x 33 space, and this figure also confirms the results of the present paper.
V. CONCLUSION
In the paper, it is shown that SICNNs with chaotic external inputs admit a chaotic attractor. Considering this phenomenon with the input-output mechanism, one can say about chaos expansion among nonlinearly coupled SICNNs. The presented two examples considered together illustrate the possibility. Our method can be applied to other types of chaos, for example, that one analyzed through period-doubling cascade. The approach is suitable for the control of unstable periodic motions. Our results can be applied to the studies of chaotic communication, combinatorial optimization problems, and on problems that have local minima in energy (cost) functions.
