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Résumé
Une diulté intrinséque à la résolution de pro-
blèmes de onguration réside dans l'existene de nom-
breux isomorphismes struturels dans les solutions. Nous
dénissons deux proédures de reherhe permettant la
suppression de grandes portions de l'espae de reherhe
dont on montre qu'elles ne renferment que des solutions
non anoniques. On y parvient grâe à un test en haque
noeud de l'arbre de reherhe de omplexité temporelle
linéaire. Nous présentons des résultats sur un exemple
de onguration simple mais représentatif de e qu'on
pourra obtenir sur des problèmes réels.
Abstrat
An inherent diulty in solving onguration pro-
blems is the existene of many strutural isomorphisms.
We dene two searh proedures allowing the removal
of large portions of the searh spae that provably solely
ontain non anonial solutions. The tests performed on
eah node are time polynomial. Experimental results are
reported on a simple yet realisti onguration example.
1 Introdution
Congurer onsiste à simuler la réalisation d'un pro-
duit omplexe à partir de omposants hoisis dans
un atalogue de types, en s'appuyant sur les relations
onnues entre les diérents types de omposants et en
faisant des hoix d'instaniation pour leurs diérents
attributs. Le besoin industriel de ongurateurs est
anien[9, 2℄ et a onduit au développement de nom-
breux programmes de onguration et à la dénition
de divers formalismes [2, 12, 15, 1, 14, 16, 17, 8℄.
Notre objetif prinipal est de réduire l'explosion
ombinatoire superue due à la présene d'isomor-
phismes dans la reherhe de ongurations. Nous
nous intéressons préisément à la nature dynamique de
la onguration, qui onsiste à générer les strutures
des solutions potentielles
1
. Ce problème est l'un des
plus importants à résoudre dans le adre de la on-
guration, si on veut résoudre des problèmes pratiques
dont la modélisation struturelle permet une réelle va-
riabilité de la struture d'une solution. Atuellement,
les solveurs ne sont pas apables de déterminer de so-
lutions à es problèmes en temps raisonnable à ause
du nombre exponentiel d'isomorphes qu'ils générent
inutilement pour haque struture de solution.
Nous proposons une proédure générale de reherhe
de solutions qui élimine eaement une grande par-
tie des solutions isomorphes des problèmes de on-
guration. Plus préisément, nous présentons une pro-
édure dédiée aux strutures d'arbres, qui est om-
plète, non redondante et élimine eaement toute
(sous-)struture non anonique. A partir de ette pro-
édure, nous montrons omment en obtenir une autre
pour générer tout type de struture sans restrition,
de façon omplète et non redondante, en éliminant un
nombre onséquent de strutures isomorphes. Ces tra-
vaux utilisent des résultats obtenus dans [4℄ et [6℄ qui
donnaient seulement des onditions néessaires d'exis-
tene de telles proédures.
Plan de l'artile
La setion 2 dérit le formalisme utilisé tout au long
de l'artile, la notion de sous-problème struturel et
la problématique liée à leur génération. La setion 3
présente une proédure de génération de solutions des
sous-problèmes struturels lorsqu'ils ont une struture
d'arbre, en démontrant qu'elle est omplète tout en
1
Ce qui nous plae en aval du adre des CSP, ar eux-i ont
une struture (un ensemble de variables) qui est déjà donné.
évitant tout isomorphisme. La setion 4 étend ette
proédure pour qu'elle traite tout type de problème
de onguration. Dans e adre, il n'y a qu'une por-
tion des solutions isomorphes qui sont éliminées. En
setion 5, on rane la proédure pour qu'elle rejette
enore plus de solutions isomorphes en exploitant leurs
automorphismes. La setion 6 fournit des résultats ex-
périmentaux montrant les gains obtenus grâe à notre
approhe.
2 Problèmes de onguration, sous-
problèmes struturels et isomor-
phismes
Un problème de onguration dérit un produit gé-
nérique sous la forme d'énonés délaratifs (règles ou
axiomes) portant sur la bonne formation d'un produit.
Les instanes valides d'un modèle de onguration (ap-
pelées ongurations) indiquent les objets les onsti-
tuant ainsi que leurs relations, notamment de type (re-
lation unaire de taxonomie) ou de omposition (rela-
tion binaire spéiant qu'un objet n'est le omposant
que d'au plus un omposite).
Voii un exemple très simple de problème de on-
guration qui nous servira à illustrer toutes les notions
dont nous traiterons dans l'artile. Il s'agit de ongu-
rer un réseau (N) d'ordinateurs (C) et d'imprimantes
(P) (voir Figure 1). Le réseau doit ontenir entre un
et trois ordinateurs dont haun peut être relié à un
maximum de deux imprimantes. Chaque imprimante
doit elle-même être en liaison ave au moins un or-
dinateur et trois au maximum. Par ailleurs, on a les
ontraintes globales suivantes : il n'y a qu'un réseau
et il n'y a pas plus de deux imprimantes disponibles.
Dans un problème réel, les ordinateurs et les impri-
mantes pourraient posséder un ertain nombre d'at-
tributs à déterminer en fontion d'un ertain nombre
de ontraintes mais nous laissons es éléments de té
ar ils ne sont pas utiles pour illustrer notre approhe.
Les solutions de problèmes de onguration
ontiennent des objets interonnetés, omme l'illustre
la gure 1, qui par ailleurs rend expliite l'existene
d'isomorphismes struturels.
Nous isolons e qu'on appelle le sous-problème stru-
turel d'un problème de onguration, qui onsiste à
déterminer une struture de la solution à partir des re-
lations binaires entre les diérents types d'objets dis-
ponibles et en fontion des ontraintes struturelles
qui s'appliquent sur es relations. Ce sont les iso-
morphismes qui apparaissent lors de la résolution de
e sous-problème que nous traitons. An de simpli-
er le propos, nous faisons abstration de tout for-
malisme habituellement utilisé pour la desription des
problèmes de onguration et nous onsidérons un en-
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Fig. 1  Un problème de onnetion d'ordinateurs et
d'imprimantes en réseaux. A gauhe, la modélisation
de l'ensemble des types de omposants et de leurs re-
lations. A droite, 3 exemples de strutures solutions.
Les deux strutures du bas sont isomorphes et repré-
sentent deux solutions équivalentes.
semble totalement ordonné d'objets O (on utilisera en
pratique O = {1, 2, . . .}), un ensemble totalement or-
donné de (symboles de) types TC et un ensemble to-
talement ordonné RC de (symboles de) relations bi-
naires sur O. Pour n'importe quelle relation binaire
injetive R, nous érirons indiéremment (x, y) ∈ R
ou y = R(x).
Dénition 1 (syntaxe) Un problème struturel est
déni par un quadruplet (t, TC , RC , C), où t ∈ TC est
le type de l'objet onguré (ou type raine de la on-
guration) et C est un ensemble de ontraintes strutu-
relles portant sur les éléments de TC et RC (types des
omposants, ardinalités notamment).
Dans le problème du réseau de la gure 1, t=N,
TC ={N, C, P}, RC = {(N,C), (C,P)} et C ontient
toutes les ontraintes struturelles indiquant le mini-
mum et le maximum d'objets pouvant être reliés à
haque objet pour haque relation binaire.
Dénition 2 (sémantique) Une instane d'un pro-
blème struturel (t, TC , RC , C) est une interprétation
I assoiée à t et aux éléments de TC et RC , onstruite
sur le domaine O des objets. Si ette interprétation
satisfait les ontraintes de C, 'est une solution du
problème struturel.
Nous emploierons indiéremment les termes struture
ou onguration pour désigner une solution du pro-
blème struturel.
On peut représenter une onguration par un DAG
(direted ayli graph) oloré G=(t,X,E,L) ave X
⊂ O, E ⊂ O × O et L ⊂ O × TC . t est le type raine,
X est l'ensemble des sommets, E est l'ensemble des
ars et L est la fontion qui assoie haque sommet à
un type (une ouleur). Ex : la solution du haut de la
gure 1 peut se représenter par (N, {1,2,3,4}, {(1,2),
(2,3), (1,4)}, {(1,N), (2, C), (3,P), (4, C)}).
Dénition 3 (ongurations isomorphes) Deux
ongurations G=(t ,X ,E ,L) et G'=(t',X',E',L')
sont isomorphes ssi t=t', L=L' et il existe une
bijetion σ entre X et X' telle que ∀ (x,y) ∈ E, (σ(x),
σ(y)) ∈ E et ∀ (x,l) ∈ L, (σ(x),l) ∈ L.
Ex : les 2 solutions du bas de la Figure 1 sont iso-
morphes ar σ =((1,1), (2,4), (3,5), (4,2), (5,3), (6,6))
est une bijetion qui orrespond aux ritères de la dé-
nition.
Tester l'isomorphisme de deux graphes est un pro-
blème de NP qui n'a toujours pas été ni prouvé
NP-omplet ni prouvé polynomial. Son importane a
onduit à dénir la lasse des problèmes graph iso-
morphism omplete, qui représente tous les problèmes
qui lui sont équivalents en terme de omplexité. Parmi
es problèmes équivalents, nous retrouvons notre pro-
blème d'isomorphisme de DAG olorés. Pour ertains
types de graphes, les arbres ou les graphes de degré
borné par une onstante, le test d'isomorphisme est
polynomial [7℄. Par ailleurs, il existe des algorithmes
eaes en pratique, le plus onnu étant Nauty [11℄.
Cei étant dit, nous devons insister sur le fait que
Nauty ne peut être utilisé dans notre situation. En
eet, nous devons maintenir la propriété que toute
struture anonique doit pouvoir être obtenue à par-
tir d'une struture plus petite et elle-même anonique.
Cette propriété n'appartient pas à la dénition de la
anoniité utilisée par Nauty. Si Nauty détete qu'une
struture n'est pas anonique, on ne peut pas la rejeter
ar en la omplétant on pourrait obtenir une struture
anonique solution. Nous donnons plus loin de plus
amples expliations à e sujet.
Une lasse d'isomorphisme représente l'ensemble des
graphes isomorphes entre eux. Dans une lasse d'iso-
morphisme, tous les graphes sont équivalents et une
proédure de génération de graphes ayant ertaines
propriétés (dans notre ontexte, le respet du modèle
struturel) ne doit idéalement générer qu'un seul re-
présentant, appelé graphe anonique, par lasse d'iso-
morphisme. C'est d'autant plus ruial que le ardi-
nal d'une lasse d'isomorphisme ontenant des graphes
de n sommets est n! (le nombre de permutations de
l'ensemble des sommets qui produisent un graphe dif-
férent) si ses graphes ne ontiennent pas d'automor-
phismes (de permutations qui laissent le graphe in-
hangé
2
), e qui est le as de la majorité des graphes.
Seuls les graphes omplets et les graphes sans arêtes
2
Ce qui signie (peut-être ontre-intuitivement) qu'un
graphe possède d'autant moins d'isomorphes qu'il possède beau-
oup de symétries internes.
sont haun l'unique élément de leur lasse d'isomor-
phisme.
Les proédures de génération de graphes fon-
tionnent généralement par extension unitaire, 'est-
à-dire par ajout d'une arête à un graphe donné, de
toutes les manières possibles (et valides en fontion
du ontexte), an de produire un ensemble de graphes,
qui seront étendus à leur tour. Il y a deux types d'arête
ajoutée : l'arête interne, qui lie deux sommets qui
étaient déjà présents dans le graphe, et l'arête externe,
qui lie un sommet déjà présent et un sommet que l'on
rée pour l'oasion. Avoir une proédure eae de
test de anoniité (problème graph-iso omplet) ne suf-
t pas à obtenir une proédure eae de génération
de graphes anoniques. En eet, vérier la anoniité
des graphes solutions après qu'ils aient été générés ne
fait pas gagner de temps. Idéalement, il faut pouvoir
rejeter immédiatement les graphes dont tous les su-
pergraphes solutions sont non anoniques. Le moyen
le plus lassique est de dénir le ritère de anoniité
de telle manière que tout graphe anonique possède au
moins un sous-graphe résultant du retrait d'une seule
de ses arêtes qui est lui-même anonique. Nous disons
alors que e ritère de anoniité a la propriété de ré-
tratabilité anonique. C'est une ondition néessaire
(mais non susante, f plus bas) pour pouvoir bak-
traker dès qu'un graphe anonique est déteté pen-
dant l'exéution d'une proédure de reherhe. En ef-
fet, s'il existe un seul graphe anonique qui ne possède
pas un tel sous-graphe anonique, alors il faut nées-
sairement étendre un graphe non anonique pour le
générer. Or, un tel ritère de anoniité est diile à
trouver et ne orrespond pas en général à eux utili-
sés pour les tests de anoniité lassiques, y ompris
elui de Nauty. Il existe des proédures générales de gé-
nération de graphes sans isomorphe qui imposent des
onditions sur la anoniité, les plus onnus étant les
orderly algorithm [13℄, mais ils n'expliitent pas un test
de anoniité qui soit eae. A notre onnaissane,
un tel test eae n'a pas enore été trouvé dans un
ontexte général (si tant est qu'il existe). Par ontre,
il existe des proédures spéialisées pour générer ef-
aement les graphes qui ont ertaines propriétés :
les arbres, les graphes ubiques [3℄ et, plus générale-
ment, les graphes ayant des propriétés héréditaires
3
[10℄. Mais les problèmes de onguration ne rentrent
pas dans e adre et il nous faut don trouver nos
propres proédures. Pour ei, nous allons nous repo-
ser sur des travaux qui ont déjà eetué sur le sujet en
onguration.
3
Une propriété d'un graphe est héréditaire si tous ses sous-
graphes possèdent aussi ette propriété.
Travaux onnexes
Plusieurs approhes ont été expérimentées pour trai-
ter les isomorphismes struturels. Mais, bien souvent,
on ne raisonne que sur le dernier niveau de ompo-
sition d'objets, l'idée étant d'éviter l'ajout d'objets
interhangeables pendant la reherhe ou de substi-
tuer l'ajout eetif d'un type d'objet par l'inrémen-
tation d'un ompteur de e type d'objet [8℄. Dans [4℄
est donné un test de anoniité de omplexité pseudo-
linéaire qui a la propriété de rétratabilité anonique
lorsque les problèmes de onguration ne possèdent
que des relations de omposition, e qui implique que
les strutures des solutions soient des arbres. Dans [6℄,
le résultat est généralisé sous une forme aaiblie à tout
problème de onguration, sans restrition sur les rela-
tions entre types de omposants. Mais toute proédure
de génération de ongurations n'est pas ompatible
ave un ritère de anoniité donné même s'il a la pro-
priété de rétratabilité anonique.
Graphe d'états d'un problème de onguration
Considérons le graphe d'états GP = (XP , EP ) d'un
problème de onguration. Un état de l'ensemble XP
est simplement une struture (un DAG oloré) res-
petant la modélisation struturelle du problème. EP
ontient tous les ouples (g, h) tels que g, h ∈ XP et h
est le résultat d'une extension unitaire de g. (GP est
lui-même un DAG dont la raine est l'état (t, {1}, ∅,
{(1,t)})). Une proédure de génération de strutures
doit être omplète et non redondante, 'est-à-dire gé-
nérer une seule fois haune des strutures de XP en
parourant GP . Ce parours peut être représenté par
un arbre ouvrant TP de GP . Considérons maintenant
le graphe d'états G′P qui est le sous-graphe de GP
ne ontenant que les strutures anoniques. La pro-
priété de rétratabilité anonique garantit que G′P est
onnexe et don qu'il existe une proédure de géné-
ration de strutures anoniques pour laquelle on peut
baktraker dès qu'on renontre une struture non a-
nonique. Mais elà ne signie pas que toute proédure
de génération de struture peut onvenir. En eet, si
l'intersetion T ′P entre TP et G
′
P n'est pas un graphe
onnexe, baktraker sur les strutures non anoniques
fera que la proédure ne sera pas omplète. Pour que
la proédure soit omplète, il faut que T ′P soit un arbre
ouvrant de G′P . Ce sont de telles proédures que nous
allons présenter maintenant.
3 Generation de strutures d'arbre sans
isomorphes
Nous présentons ii une proédure de génération de
strutures anoniques de problèmes de onguration
lorsque le modèle struturel ne ontient que des re-
lations de omposition. Une relation de omposition
entre un type T1, dit omposite, et un autre type T2,
dit omposant, est une relation binaire entre T1 et T2
spéiant que tout objet de type T2 ne peut être relié
qu'à un objet de type T1 au maximum. Ex : la re-
lation entre le type N et le type C de la Figure 1 est
une relation de omposition. Ce n'est pas le as de la
relation entre le type C et le type P. Pour que ça le
soit, il faudrait qu'on impose qu'une imprimante ne
puisse être reliée à plus d'un ordinateur. Dans le adre
de ette setion, nous onsidérerons que l'exemple de
la Figure 1 omporte ette restrition et qu'il n'a don
que des relations de omposition. Les strutures de tels
problèmes sont alors néessairement arboresentes.
proedure generate(T, F )
if anonial(T) then
output T
// génère l'ensemble E = {(x1,y1), ..., (x|E|,y|E|)} des
// arêtes permettant des extensions unitaires valides
E = extensions(T, F)
for i := 1 to |E| do
generate(T ∪ {(xi,yi)},
F ∪ {(x1,L(y1)),... , (xi−1,L(yi−1))})
Fig. 2  La proédure generate. Pour générer
tous les arbres, on lane la proédure par l'appel
generate((t, {1}, ∅, {(1,t)}),{})
La proédure indiquée en Figure 2 est omplète, non
redondante et génère exlusivement des strutures a-
noniques. La fontion extensions(T, F) retourne la
suite E des extensions unitaires pertinentes de T, 'est-
à-dire toutes elles qui sont ompatibles ave le graphe
de relations entre les types (qui modélise le problème
struturel) et qui ne sont pas interdites par F. L'en-
semble E ontient des ars ei liant deux sommets de
l'ensemble O des objets. Un des sommets était déjà
dans l'arbre T et l'autre n'y était pas. Le paramètre
F ontient l'ensemble des extensions unitaires qu'il ne
faut pas faire et permet ainsi d'éviter de générer plu-
sieurs fois un même arbre. Une telle redondane sur-
viendrait si à partir de T, on produisait un arbre T1
par ajout de l'ar e1 et un arbre T2 par l'ajout de
l'ar e2, puis qu'on ajoutait e2 à T1 et e1 à T2, e qui
produirait deux fois le même arbre. Pour éviter ei, il
faut partitionner la reherhe en deux : une reherhe
d'extensions de T ∪ {e1} et une reherhe d'extensions
de T ∪ {e2} ave interdition d'utiliser e1. Plus pré-
isément, e qu'on interdit, 'est d'ajouter un ar (x,
z) si e1=(x, y) et L(y)=L(z). Pare que même si es
deux arbres sont diérents, ils sont isomorphes : il suf-
t d'éhanger y et z pour passer d'un arbre à l'autre.
Ce sont don les ouples de la forme (x, L(y)) qui font
partie de F. Ils signient qu'on ne doit pas ajouter
un ar onstitué de l'objet x relié à un nouvel objet
de type L(y). Dans le as général, on a |E| extensions
possibles et don on partitionne en |E| parties par la
suite d'appels
generate(T∪{(xi, yi)}, F∪{(x1, L(y1)), . . . (xi−1, L(yi−1))})
L'ordre des ars de E pourrait être arbitraire si on
n'essayait pas d'éliminer les arbres non anoniques.
Mais, omme nous l'avons vu en n de la setion pré-
édente, il doit être hoisi en fontion du ritère de
anoniité si on veut que la proédure soit omplète.
Nous allons donner un ordre adéquat en fontion du
ritère de anoniité donné dans [4℄. Dans et artile,
les auteurs dénissent un ordre total 2 sur les arbres
an de dénir la anoniité d'un arbre omme étant le
représentant 2-minimal de sa lasse d'isomorphisme.
Il y est démontré que e ritère de anoniité a la pro-
priété de rétratabilité anonique. Pour que la proé-
dure soit omplète, il faut que les arêtes de E soit or-
données de la manière suivante : lorsqu'il faudra hoisir
quelle arête ajouter en premier, l'ajout d'une arête ei
sera essayé avant l'ajout d'une arête ej si T ∪ {ei} 2
T ∪ {ej}.
Proposition 1 La proédure generate est omplète.
Preuve 1 (sketh)
On montre d'abord par indution que les arêtes sont
ajoutées en les reliant à haun des sommets de la
branhe droite d'un arbre, en ommençant par le som-
met le plus profond et en remontant jusqu'à la raine.
C'est trivialement vrai pour l'arbre vide. Si 'est vrai
pour tout arbre T à n sommets, ça signie que le som-
met y qui a été relié à un sommet x de la branhe droite
d'un arbre pour former T est maintenant l'extrêmité
de la branhe droite de T. Or, ave l'ajout de y, on a
aussi interdit de faire des extensions unitaires à partir
des sommets situés sous x (en omplétant l'ensemble
F). Les seules possibilités restantes sont les sommets
anêtres de x, ainsi que x et y, 'est-à-dire tous les
sommets de la branhe droite de T. Ensuite, dans [5℄,
la rétratabilité anonique est montrée grâe au fait
que le retrait de l'extrêmité de la branhe droite d'un
arbre préserve sa anoniité. En onséquene, omme,
à partir de tout arbre T, la proédure generate pro-
duit toutes les extensions de T telles que le retrait de
l'extrêmité de leur branhe droite ferait retomber sur
T, elle produit tous les arbres anoniques possibles que
l'on peut obtenir par extension unitaire à partir de T.
La proédure est don omplète.
Dans notre exemple de réseau de mahines et
d'imprimantes, si nous n'autorisions les imprimantes
qu'à être reliées à une mahine au plus, la relation
imprimante-mahine serait une relation de omposi-
tion. Alors, les solutions struturelles de notre pro-
blème auraient toutes une forme d'arbre. La Figure 3
montre l'arbre de reherhe qui en résulterait. La pro-
édure baktrakerait sur les arbres non anoniques 6,
13 et 17. Les arbres non anoniques 10, 12, 16, 18 et
19 ne seraient don pas générés.
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Fig. 3  Une partie du graphe d'état du problème
de onguration de réseau mahine-imprimantes. Les
arbres sont représentés ave uniquement le type de
leurs sommets. Les lignes pointillés joignant des som-
mets sont les arêtes internes qui peuvent être ajou-
tés pour faire la omplétion. Les arbres enadrés par
des pointillés ne sont pas anoniques. Tous les ars,
pointillés ou non, à traits ns ou larges, sont des ex-
tensions unitaires a priori possibles entre les arbres.
Un ar entre deux arbres non anoniques est en poin-
tillé. Un ar à trait large (pointillé ou pas) est un ar
emprunté par une proédure de génération de graphe.
Seuls les ars pleins et à traits larges sont des transi-
tions eetuées par la proédure qui rejette les arbres
non anoniques.
4 Génération de DAG sans ertains iso-
momorphes
Nous présentons maintenant une proédure gene-
rant uniquement e que nous appelerons des DAG fai-
blement anoniques, 'est-à-dire des DAG dont l'arbre
ouvrant minimal selon 2 est anonique. Nous évitons
ainsi de générer tous les DAG non faiblement ano-
niques ar ils sont isomorphes à leur DAG faiblement
anonique, pour la simple raison que la permutation
qui rendrait leur arbre ouvrant anonique est la même
que elle qui les rendrait faiblement anonique. Rap-
pelons que la génération eae d'un seul représentant
(anonique) par lasse d'isomorphisme de DAG est un
3(C)   4(C)   5(B)    9(B)   12(B)
6(D)    7(D)   10(D)   11(D)   13(D) 
2(A)            8(A)
1(t)
3(C)   4(C)   5(B)    9(B)   12(B)
6(D)    7(D)   10(D)   11(D)   13(D) 
2(A)            8(A)
1(t)
t
B
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A
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1
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t
1 1
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Fig. 4  Génération de DAG à partir d'arbres. En haut
à gauhe, un modèle de struture. En haut à droite,
un arbre ouvrant de omposition du modèle. En bas
à droite, une struture possible du modèle relaxé. En
bas à gauhe, une solution possible du modèle après
omplétion de l'arbre.
problème ouvert. C'est pourquoi nous nous restreigne-
rons ii à la génération de DAG faiblement anoniques.
Le prinipe est de générer d'abord un arbre a-
nonique, appelé arbre struturel, puis d'eetuer des
extensions unitaires qui n'ajoutent que des arêtes
internes. Nous pouvons générer tous les arbres a-
noniques en utilisant notre proedure de génération
d'arbres anoniques qui baktrake dès qu'un arbre
non anonique est produit. A partir de haun de es
arbres, nous générons tous les DAG dont il est l'arbre
struturel.
La Figure 4 montre omment mettre ette idée en
oeuvre. On part d'un modèle struturel ontenant des
relations binaires quelonques et on en extrait un sous-
modèle ne ontenant que des relations de omposition.
Ce sous-modèle est un arbre ouvrant (arbitraire) du
modèle d'origine. A partir de e sous-modèle, on peut
générer des solutions arboresentes, qui seront om-
plétées pour former des DAGs solutions du problème
d'origine. Il faut faire attention à ne pas mettre en
oeuvre l'idée de façon naïve sous peine de générer plu-
sieurs fois les mêmes DAGs.
Premièrement, les arêtes qui sont des extensions
possibles d'un arbre sont ordonnées selon un ordre (ar-
bitraire) <. Selon le même prinipe que pour l'ajout
d'arête que nous avons vu préédemment pour la
onstrution d'arbre, les arêtes sont toujours ajoutées
selon l'ordre < et une arête ne peut plus être ajou-
tée s'il existe une arête e' qui fait déjà partie du DAG
et qui est telle que e < e'. Comme pour la onstitu-
tion d'arbre, il est évident que ela évite de générer
des DAG déjà générés auparavant. Soit a le nombre
d'arêtes internes qu'on peut ajouter à un arbre T, le
nombre de DAG qu'on peut générer à partir de T sera
2|a| au lieu de |a||a|. Mais ela ne sut pas à élimi-
ner toutes les redondanes dues à la génération de
DAG identiques. Pour y parvenir, nous allons ee-
tuer un test supplémentaire sur haque DAG généré :
nous allons vérier s'il ontient un plus petit (selon 2)
arbre reouvrant que son arbre struturel. Si e n'est
pas le as, ela signie qu'on peut baktraker sur e
DAG. En eet, il existe alors un arbre anonique iso-
morphe à et arbre ouvrant qui est plus petit (selon
2) que l'arbre struturel du DAG. Cet arbre anonique
est lui-même l'arbre struturel d'un autre DAG qui a
don déja produit (ou qui produira) par omplétion un
DAG isomorphe au DAG ourant. La proédure qui
vérie l'identité entre arbre ouvrant minimal et arbre
struturel est de omplexité O(n), n étant le nombre
de sommets du DAG. Elle onsiste simplement en la
omparaison selon 2 entre les deux arbres. Un des
prinipaux avantage de ette tehnique est qu ?il est
susant de trouver n ?importe quel arbre reouvrant
qui soit inférieur à l ?arbre struturel, même si il n ?est
pas anonique.
Considérons l'arête (x,y) nouvellement ajoutée, x
étant le prédéesseur de y dans le DAG. Le DAG a
déjà un autre prédéesseur p qui est aussi le père de y
dans l'arbre struturel T du DAG. Considérons main-
tenant l'arbre T' résultant du remplaement de l'arête
(p,y) par l'arête (x,y). Si T' 2 T alors nous rejetons
le DAG résultant de l'extension (x,y).
Par exemple, dans l'arbre 15 de la Figure 3, l'arête
interne reliant le premier C au deuxième P ne doit pas
être ajoutée le plus petit arbre reouvrant du DAG
serait alors l'arbre 14.
proedure ompletion(G, F)
output G
// génère l'ensemble E=(e1, ...e|E|) des arêtes internes
// permettant des extensions unitaires pas dans F
E = extensions-internes(G, F)
for i := 1 to |E| do
ompletion(G ∪ {ei}, F ∪ {e1, ...ei−1})
Fig. 5  La proédure ompletion.
Proposition 2 Notre proédure generate ave un
appel à ompletion à haque arbre anonique génère
une seule fois haque DAG faiblement anonique.
Preuve 2 (sketh) La proédure ompletion ne gé-
nère jamais deux fois le même DAG à partir d'un arbre
anonique donné et jamais non plus un DAG qui ré-
sulterait de la omplétion d'un autre arbre.
5 Exploitation d'automorphismes
La proédure ompletion(G,F) peut être amélio-
rée en faisant en sorte d'éliminer les DAG isomorphes
résultant des extensions unitaires d'un DAG. L'idée
générale est simple : si e1 et e2 sont deux ars internes
qui peuvent ompléter G pour former G1 et G2 et que
G1 et G2 sont isomorphes alors on ne fait pas d'exten-
sion unitaire ajoutant e2. Par exemple, si on onsidère
le DAG en bas à droite de la Figure 1, lui rajouter l'ar
(4,3) produit un DAG isomorphe à elui qui résulterait
de l'ajout de l'ar (6,3). On évitera don de faire une
de es deux extensions unitaires.
Une première idée (oûteuse) est don de onsidé-
rer tout ouple de graphes omplétés par un ar de
E et de tester s'ils sont isomorphes (grae à Nauty,
par exemple). Si 'est le as, on supprime de E un des
ars de omplétion. L'inonvénient de ette méthode
est qu'il y a potentiellement O(n2) extensions unitaires
pour un graphe à n sommets, don 0(n2) graphes dont
on peut trouver le représentant anonique grâe à une
proédure telle que elle de Nauty, e qui fait de l'ordre
de O(n4) ouples de graphes anoniques à omparer.
Par ailleurs, même si Nauty a un omportement poly-
nomial sur la plupart des graphes, il est de omplexité
exponentielle dans le pire des as. Nous allons don uti-
liser une méthode de détetion de graphes isomorphes
qui sera inomplète mais garantira une omplexité très
faible.
Cette méthode utilise les symétries éventuelles (pré-
isément, le groupe d'automorphisme) de l'arbre stru-
turel : la anoniité de es arbres a été dénie ré-
ursivement dans [4℄ de telle manière que, pour tout
sommet de l'arbre, les sous-arbres dont il est la ra-
ine sont ordonnés lexiographiquement selon 2. En
onséquene, deux sous-arbres sont permutables en
laissant l'arbre inhangé seulement si leurs raines sont
ls d'un même sommet et sont voisines. Il sut alors
que es deux sous-arbres (anoniques) soient iden-
tiques pour qu'ils soient permutables, e qui se teste
en temps linéaire en fontion du nombre n de sommets
de l'arbre. En onséquene, déterminer quels sont tous
les ouples de sommets interhangeables dans un arbre
est une opération en O(n3) qui peut se faire une seule
fois avant que ne ommene la omplétion d'un arbre
struturel. Grâe à la onnaissane des sommets inter-
hangeables, nous pouvons éviter l'ajout inutile d'un
ertains nombre d'arêtes. Il est évident qu'un DAG
résultant d'une extension unitaire (x,z) est isomorphe
au DAG résultant du remplaement de l'ar (x,z) par
l'ar (y,z) si x et y sont interhangeables et si z n'est
pas un sommet à l'intérieur des sous-arbres de raine
x ou y. Une des deux extensions unitaires n'a don pas
lieu d'être eetuée.
An de tenir ompte du fait que l'interhangeabilité
entre deux sommets est perdue dès lors qu'un som-
met est utilisé dans une extension unitaire omplé-
mentante, on introduit un système de marquage sup-
plémentaire. Dès qu'un ar omplémentant est ajouté,
il se forme un nouveau yle (mais pas un iruit)
dans le T-dag. Tous les sommets de e yle sortent de
leur lasse d'interhangeablité et seront don marqués
omme faisant partie d'un yle et don disponibles à
l'avenir pour faire partie d'un nouvel ar omplémen-
tant. Pour obtenir l'ensemble des sommets de e yle,
il sut de remonter de père en père tous les sommets
du T-arbre à partir de haune des deux extrêmités de
l'ar ajouté jusqu'à leur anêtre ommun (f gure 6).
4
2
1
3
5 6 7 8
Fig. 6  Ajout d'une arête interne et marquage d'un
yle.
Dans le l'arbre anonique de la gure 6, les sous-
arbres de raine 6, 7 et 8 sont identiques, ainsi que
les sous-arbres de raine 3 et 4. Si le hoix d'interon-
neter des sommets de es deux groupes est fait, alors
on le fait par exemple uniquement ave les sommets
3 et 6 ar les sommets 4, 7 et 8 sont interhangeables
ave les sommets 3 ou 6. Dès que l'ar (3,6) est ajouté,
les sommets 1, 2, 3 et 6 sont marqués omme faisant
partie d'un yle (et ils ont perdu leur interhangea-
bilité) et il redevient possible d'utiliser ultérieurement
les sommets 4 ou 7 omme extrêmité d'arête interne à
ajouter.
6 Résultats expérimentaux
Nos expérimentations ont été menées sur l'exemple
du problème de onguration du réseau mahines-
imprimantes illustré gure 1 en faisant varier la taille
du problème, sur un PC à 1.7 Ghz ave 512Mo de RAM
sous Linux. Pour haque hoix de nombres c de ma-
hines et p d'imprimantes, nous avons généré toutes les
strutures (DAG) possibles de solutions grâe à deux
variantes d'algorithme : Covering Tree ou t (généra-
tion des arbres anoniques, haun omplété en DAG
grâe à l'ensemble ordonné de toutes ses extensions
internes possibles ave baktrak sur les DAG dont
l'arbre struturel devient inférieur selon 2 à ause de
l'ajout de l'arête) et full (t + élimination d'arêtes
grâe à la détetion d'interhangeabilité de sommets).
 p t full
1 3 8 4 4 0 4 0
2 3 64 16 32 0 30 0
3 3 512 46 273 0 262 0
4 3 4096 109 2234 0.01 2078 0.02
5 3 32768 219 17099 0.12 13095 0.1
6 3 262144 393 130404 1.01 69757 0.64
7 3 2.1 10
6
649 993197 8.34 329495 3.43
8 3 1.6 10
7
1006 / / 1.45 10
6
17.23
Tab. 1  Resultats le problème de réseau de () PC -
(p) imprimantes. (temps en seondes, "/" = temps >
60 seondes)
Nous avons omparé le nombre de DAG générés pour
les deux algorithmes ave le nombre de DAG solutions
du problème struturel si auun isomorphe n'était éli-
miné. Ce nombre de solutions serait égal au nombre
de graphes bipartis (anoniques ou pas) reliant un en-
semble de c sommets à un ensemble de p sommets :
2c.p.
La table 1 nous montre que le nombre de DAG est si-
gniativement diminué grâe à l'algorithme t, grâe
au nombre important de DAG isomorphes dont on
évite la génération. L'algorithme full permet une di-
minution enore plus importante, en nombre de DAG
omme en temps d'exéution.
Les ongurateurs atuels ne parviennent à résoudre
que des problèmes de taille limitée. L'utilisation de es
stratégies d'élimination d'isomorphes pourra don per-
mettre de traiter des problèmes de plus grande taille. Il
faut noter que le problème sur lequel nous avons fait
nos tests ne doit pas être onsidéré omme artiiel
mais plutt omme générique : il met en jeu un type
de relation ouramment utilisé dans la modélisation
de problème de onguration : une relation binaire gé-
nérale soumise à une limitation du nombre d'objets
onnetables à haque type d'objet. Même ave un
problème qui ne ontient qu'une seule de es relations,
les strutures des solutions sont des DAG bipartis dont
il n'existe pas de proèdure d'élimination eae (ave
test polynomial de rejet de DAG non anoniques) de
tous les isomorphes. Le test de anoniité des DAG
bipartis est d'ailleurs graph-iso omplet. Aussi simple
et petit à première vue que semble notre exemple, les
ongurateurs atuels généreraient tous les DAG (2p.c)
bipartis ave tous les isomorphes. Notons aussi que si
un problème mettait en jeu plusieurs relations binaires
générales entre des types (par exemple une relation R1
entre des types A et B et une relation R2 entre le type
B et un type C) alors le gain que nous avons obtenu
sur une seule relation s'obtiendrait sur haune des re-
lations et le gain global résulterait des gains obtenus
sur haque relation (R1 et R2).
Insertion dans une reherhe globale de ongura-
tion
Un problème de onguration est normalement dé-
ni aussi par des attributs assoiés aux objets et de-
vant respeter ertaines ontraintes. La génération de
la struture de la solution n'est don qu'une partie
de la résolution du problème, le reste onsistant à af-
feter une valeur à haque attribut en respetant des
ontraintes, 'est-à-dire à résoudre un CSP. Toutes les
tehniques de résolution de CSP sont alors appliables
et on peut mélanger les phases de omplétion de stru-
ture et d'aetation d'attribut. Par ailleurs, remar-
quons que notre tehnique d'élimination d'arêtes re-
pose sur la onnaissane d'interhangeabilité de som-
mets de la struture, e qui implique aussi l'interhan-
geabilité des attributs des objets que représentent es
sommets. Ainsi, les tehniques existantes de traite-
ment de symétries dans les CSP peuvent être utilisées
après la onstitution de la struture pour aeter les
attributs et béniieront de ette pré-reherhe d'élé-
ments symétriques.
7 Conlusion
Les travaux que nous avons présentés étendent si-
gniativement le traitement des nombreux isomor-
phismes présents dans pratiquement tous les pro-
blèmes de onguration, alors qu'il était limité jusqu'à
présent à la détetion d'interhangeabilité d'objets non
enore utilisés ou au omptage d'objets non ompo-
sites. La proédure de génération de DAG olorés que
nous avons présentée s'attaque au problème des iso-
morphismes de struture des solutions des problèmes
de onguration dans toute sa généralité et permet des
gains de temps de résolution très appréiables même
pour des problèmes de taille réduite.
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