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Abstract. Person re-identification is challenging due to the large vari-
ations of pose, illumination, occlusion and camera view. Owing to these
variations, the pedestrian data is distributed as highly-curved manifolds
in the feature space, despite the current convolutional neural networks
(CNN)’s capability of feature extraction. However, the distribution is
unknown, so it is difficult to use the geodesic distance when compar-
ing two samples. In practice, the current deep embedding methods use
the Euclidean distance for the training and test. On the other hand,
the manifold learning methods suggest to use the Euclidean distance in
the local range, combining with the graphical relationship between sam-
ples, for approximating the geodesic distance. From this point of view,
selecting suitable positive (i.e. intra-class) training samples within a lo-
cal range is critical for training the CNN embedding, especially when
the data has large intra-class variations. In this paper, we propose a
novel moderate positive sample mining method to train robust CNN for
person re-identification, dealing with the problem of large variation. In
addition, we improve the learning by a metric weight constraint, so that
the learned metric has a better generalization ability. Experiments show
that these two strategies are effective in learning robust deep metrics
for person re-identification, and accordingly our deep model significantly
outperforms the state-of-the-art methods on several benchmarks of per-
son re-identification. Therefore, the study presented in this paper may be
useful in inspiring new designs of deep models for person re-identification.
Keywords: person re-identification, deep learning, CNN
1 Introduction
Given a set of pedestrian images, person re-identification aims to identify the
probe image that generally captured by different cameras. Nowadays, person
? Corresponding Author.
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re-identification becomes increasingly important for surveillance and security
system, e.g. replacing manual video screening and other heavy loads. Person re-
identification is a challenging task due to large variations of body pose, lighting,
view angles, scenarios across time and cameras.
The framework of existing methods usually consists of two parts: (1) extract-
ing discriminative features from pedestrian images; (2) computing the distance
of samples by feature comparison. There are many works focus on these two
aspects. The traditional methods work at improving suitable hand-crafted fea-
tures [34,41], or good metric for comparison [26,13,15,18,23,39,36,38], or both
of them [12,19,33,37]. The first aspect considers to find features that are robust
to challenging factors (lighting, pose etc.) while preserving the identity informa-
tion. The second aspect comes to the metric learning problem which generally
minimizes the intra-class distance while maximizing the inter-class distance.
More recently, the deep learning methods gradually gain the popularity in
person re-identification. The re-identification methods by deep learning [1,6,17,35]
incorporate the two above-mentioned aspects (feature extraction and metric
learning) of person re-identification into an integrated framework. The feature
extraction and the metric learning are fulfilled respectively by two components
in a deep neural network: the CNN part which extracts features from images,
and the following metric learning part which compares the features with the
metric. The FPNN [17] algorithm introduced a patch matching layer for the
CNN part for the first time. Ahmed et al. [1] proposed an improved deep learn-
ing architecture (IDLA) with cross-input neighborhood differences and patch
summary features. These two methods are both dedicated to improve the CNN
architecture. Their purpose is to evaluate the pair similarity early in the CNN
stage, so that it could make use of spatial correspondence of feature maps. As for
the metric learning part, DML [35] adopted the cosine similarity and Binomial
deviance. DeepFeature [6] adopted the Euclidean distance and triplet loss. Some
others [1,17] used the logistic loss to directly form a binary classification problem
of whether the input image pair belongs to the same identity.
The following are our contributions.
– For training the CNN, the hard negative mining strategy has been used in
[1,27,30]. Considering the large intra-class variations in pedestrian data, we
argue that, in person re-identification, the positive training pairs should also
be sampled carefully since the pedestrian data is distributed as the manifold
that are highly curved in the feature space. As argued in some manifold
learning methods [31,29,4], it is effective to use the local Euclidean distance,
combining with the graphical relationship between samples, to approximate
the geodesic distance. Thus, selecting the moderate positive pairs in the local
range is critical for training the network. This is an important issue but has
been seldom noticed. In this paper, we propose a new training strategy,
named moderate positive mining1, to adaptively search the moderate
positives for training. This novel training method significantly improves the
identification accuracy.
1 The source codes is available at http://www.cbsr.ia.ac.cn/users/hailinshi.
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– In addition, we improve the network by the weight constraint for the
metric layers. The weight constraint regularizes the metric learning part and
alleviates the over-fitting problem.
2 Related Work
Positive Sample Mining. The hard negative mining strategy [30] has been
used for face recognition. In person re-identification, IDLA [1] also adopted hard
negative mining for the training. By forcing the model to focus on the hard
negatives near the decision boundary, hard negative mining improves the train-
ing efficiency and the model performance. In this paper, we find that how to
select moderate positive samples is also an essential issue for learning person re-
identification model. The moderate positives are as critical as hard negatives for
training the network, especially when the data has large intra-class variations.
However, there are barely any previous attempt in this aspect for learning the
deep embedding. In our approach, we propose the novel strategy of moderate
positive mining to address the problem. We sample the moderate positives for
training, and avoid using the hard ones from extreme intra-class variations of
pedestrian data. We empirically find that this strategy effectively improves the
identification accuracy (see Section 4.2).
Weight Constraint for Metric Learning. A commonly used metric by deep
learning methods is the Euclidean distance [6,30,27]. However, the Euclidean dis-
tance is sensitive to the scale, and is blind to the correlation across dimensions. In
practice, we cannot guarantee the CNN-learned features have similar scales and
the de-correlation across dimensions. Therefore, using the Mahalanobis distance
is a better choice for multivariate metric [22]. In the area of face recognition,
DDML [11] implemented the Mahalanobis metric in their network, but with-
out any constraint. Our metric is learned in a similar way and improved by the
proposed weight constraint which helps to gain a better generalization ability.
3 Proposed Method
In this section, we firstly introduce the moderate positive mining method. Then,
we revisit DDML and introduce the weight constraint.
3.1 Moderate Positive Mining
Large Intra-class Variations There are many factors lead to the large intra-
class variations in pedestrian data, such as illumination, background, misalign-
ment, occlusion, co-occurrence of people, appearance changing, etc. Many of
them are specific with pedestrian data. Fig. 1(a) shows some hard positive cases
in the data set of CUHK03 [17]. Some of them are even difficult for human to
recognize.
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Although CNN has a strong ability to extract features, pedestrian data fol-
lows the very irregular distribution in the feature space due to the large vari-
ations, such as the example of highly-curved manifold illustrated in Fig. 1(b).
This is reflected by the fact the state-of-the-art performances on several person
re-identification benchmarks are relatively poor comparing with the human face
recognition task which is easier due to less intra-class variations.
Moderate Positive Mining Method Considering the distribution in Fig. 1(b)
is unknown, it is difficult to apply the geodesic distance for comparing two sam-
ples. The usual way is to use the Mahalanobis distance (or the special case
Euclidean) [6,30,11] which is a suitable metric in the ideal condition (Fig. 1(c)).
On the other hand, the manifold learning methods [31,29,4] suggest to use
the Euclidean distance (or heat kernel) in the local range, combining with the
graphical relationship between samples, for approximating the geodesic distance.
This is a feasible way to minimize the intra-class variance along the manifold for
the supervised learning. However, when training the deep CNN with contrastive
or triplet loss for embedding, the existing deep embedding methods use the
Euclidean distance undiscriminatingly with all the positive samples.
Here, we argue that selecting positive samples in the local range (pairing by
the yellow line in Fig. 1(b)) is critical for training the network; training with the
positive samples of large distance (the yellow line with cross) may distort the
manifold and harm the manifold learning.
The basic idea is that we reduce the intra-class variance while preserving the
intrinsic graphical structure of pedestrian data via mining the moderate positive
pairs in the local range.
(a) (b) (c)
Fig. 1. (a) Some hard positive cases in CUHK03. (b) Illustration of the highly-curved
manifold of 3 identities. (c) Gaussian distribution is suitable to perform Mahalanobis
metric. Best viewed in color.
We introduce the moderate positive mining method as follows: we select
the moderate positive pairs in the range of the same subject at one time. For
example, suppose a subject having 6 images, of which 3 from a camera and 3
from another. We can totally match 9 positive pairs from this subject. If we use
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the easiest positive pair of the nine, the convergence will be very slow; if we use
the hardest, the learning will be damaged. Thus, we pick the moderate positive
pairs that are between the two extreme cases.
Given two sets of pedestrian images I1 and I2 come from two disjoint cam-
eras. Denote I1 ∈ I1 and Ip2 ∈ I2 as a positive pair (from the same identity),
and I1 ∈ I1 and In2 ∈ I2 as a negative pair (from different identities). Denote
Ψ(·) as the CNN, d(·, ·) is the Mahalanobis or Euclidean distance. The mining
method is described as follows:
Algorithm 1: Moderate Positive Mining
Input: randomly select an anchor sample I1, its positive samples {Ip12 , . . . , Ipk2 }
and negative samples {In12 , . . . , Ink2 } to form a mini-batch.
Step 1 Input the images into the network for obtaining the features, and
compute their distances {d(Ψ(I1),Ψ(Ip12 )), . . . , d(Ψ(I1),Ψ(Ipk2 ))} and
{d(Ψ(I1),Ψ(In12 )), . . . , d(Ψ(I1),Ψ(Ink2 ))};
Step 2 mine the hardest negative sample
Iˆn2 = argminj=1...k{d(Ψ(I1),Ψ(Inj2 ))};
Step 3 from the positive samples, choose those I˜pm2 satisfying
d(Ψ(I1),Ψ(I˜
pm
2 )) ≤ d(Ψ(I1),Ψ(Iˆn2 ));
Step 4 mine the hardest one among these chosen positives as our moderate
positive sample
Iˆp2 = argmaxI˜pm2
{d(Ψ(I1),Ψ(I˜pm2 ))}.
If none of the positives satisfies the condition in Step 3, choose the positive
with the smallest distance as the moderate positive sample.
Output: The moderate positive sample Iˆp2.
Firstly, we randomly select an anchor sample and its positive samples and
negative samples (with equal number) to form a mini-batch; then, we mine
the hardest negative sample, and choose the positive samples that have smaller
distances than the hardest negative; finally, we mine the hardest one among these
chosen positives as our moderate positive sample. The reason to do so is that we
define the “moderate positive” adaptively within each subject while their hard
negatives are also involved in case the positives are too easy or too hard to be
mined.
An example is given in Fig. 2. In the experiments, this dynamic mining
strategy improves the performance significantly, and shows good stability since
all the positives are considered in each subject and the data is augmented by
random translation.
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Fig. 2. An example of the moderate positive mining in learning.
3.2 Weight Constraint for Deep Metric Learning
Once the CNN extract the features from a pair of images, the metric layers are
performed subsequently to calculate the distance, as shown in Fig. 3. The metric
learning layer is like the structure proposed in DDML [11], and its learning is
improved via a weight constraint.
Recalling the two sets of pedestrian images I1 and I2 mentioned above,
denote X1 and X2 are the corresponding feature sets extracted by the CNN.
x1 = Ψ(I1), x
p
2 = Ψ(I
p
2) and x
n
2 = Ψ(I
n
2 ) are the corresponding features of the
anchor, positive and negative samples.
Revisiting DDML The Mahalanobis distance is formulated as
d(x1,x2) =
√
(x1 − x2)TM(x1 − x2), (1)
where x2 ∈ {xp2,xn2}, M is a symmetric positive semi-definite matrix. Learning
M under the constraint of positive semi-definite is difficult. We make use of its
decomposition M = WWT . Learning W is much easier, and WWT is always
positive semi-definite. We develop the distance as follows
d(x1,x2) =
√
(x1 − x2)TWWT (x1 − x2)
=
√
(WT (x1 − x2))T (WT (x1 − x2))
= ‖WT (x1 − x2)‖2. (2)
The inner product WT (x1−x2) can be implemented by a linear fully-connected
(FC) layer in which the weight matrix is defined by WT . The output of the FC
layer is calculated by
y = f(WTx + b), (3)
where b is the bias term. The identity function is used as the activation f(·)
for the linear FC layer. As shown in Fig. 3, the feature vectors x1 and x2 are
fed into the subtraction layer. Then, the difference is transformed by the linear
FC layer with the weight matrix WT . For the symmetry of the distance, we fix
the bias term b to zero throughout the training and test. Finally, the L2 norm
is computed as the output distance d(x1,x2). This structure remains equivalent
when switching the position of the subtraction layer and the FC layer.
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Fig. 3. The metric learning layers compute the distance of two samples. x1 and x2 are
the feature vectors extracted by the CNN from the images. The weight W is regularized
by the proposed constraint in the learning.
Weight Constraint The objective is to minimize the intra-class distance and
maximize the inter-class distance. The training loss is defined as
L = d(Ψ(I1),Ψ(I
p
2)) + [m− d(Ψ(I1),Ψ(In2 ))]+, (4)
where I1, I
p
2 and I
n
2 are the input images corresponding to the features x1, x
p
2
and xn2 , and m is the margin which is set to 2 in the implementation. In each
time of the forward propagation, either the first term or the second term of
Eq. 4 is computed. Then the loss is obtained by combining the two terms, and
we compute the gradient.
Compared with the Mahalanobis distance, the Euclidean distance has less
discriminability but better generalization ability, because it does not take ac-
count of the scales and the correlation across dimensions [22]. Here, we impose
a constraint that keep the matrix M having large values at the diagonal and
small entries elsewhere, so we can achieve a balance between the unconstrained
Mahalanobis distance and the Euclidean distance. The constraint is formulated
as the Frobenius norm of the difference between WWT and identity matrix I,
L = d(Ψ(I1),Ψ(I
p
2)) + [m− d(Ψ(I1),Ψ(In2 ))]+
s.t. ‖WWT − I‖2F ≤ C, (5)
where C is a constant. We further combine the constraint into the loss function
as a regularization term:
Lˆ = L +
λ
2
‖WWT − I‖2F , (6)
where λ is the relative weight of regularization, Lˆ is the new loss function. For
updating the weight matrix W, the gradient w.r.t W is computed by
∂Lˆ
∂W
=
∂L
∂W
+ λ(WWT − I)W. (7)
When λ is small, the Mahalanobis distance takes into account the correlations
across dimensions. However, it may overfit to the training set, since the metric
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matrix (i.e. WWT ) is learnt from the training set which is usually small in
person re-identification. On the other hand, when λ is large, the matrix WWT
becomes close to the identity matrix. In the extreme case, WWT equals to the
identity matrix, and the distance reduces to the Euclidean distance. In this
situation, the Euclidean distance does not consider the correlation, but may
generalize robustly to unseen test sets. So, we incorporate the advantage of the
Mahalanobis and Euclidean distances and balance the matching accuracy and
generalization performance via the constraint.
4 Experiments
Our method is implemented via remodifying the CUDA-Convnet [14] framework.
We report the evaluation with the one-shot standard protocol on three common
benchmarks of person re-identification, i.e. CUHK03 [17], CUHK01 [16] and
VIPeR [9].
We begin with the description of CNN architecture we used for extracting
features. Then we report the evaluation on the validation set of CUHK03 for an-
alyzing the effects of the moderate positive mining (Section 4.2), the weight con-
straint (Section 4.3), and the CNN architecture (Section 4.4). Then, we compare
our performance with the state-of-the-art methods on CUHK03 and CUHK01
(Section 4.5 and Section 4.6). Finally, we show the proposed method also per-
forms well on the small data-set of VIPeR [9] and gains competitive results
(Section 4.7).
4.1 CNN architecture
The CNN is built by 3 branches with the details shown in Fig. 4. The input image
is normalized to 128× 64 RGB. Then, it is split into three 64× 64 overlapping
color patches, each of which is charged by a branch. Each branch is constituted
of 3 convolutional layers and 2 pooling layers. No parameter sharing is performed
between branches. Then, the 3 branches are concluded by a FC layer with the
ReLU activation. Finally, the output feature vector x is computed by another
FC layer with linear activation. For the computational stability, the features
are normalized before sending to the metric learning layers. The CNN and the
metric layers are learned jointly via backward propagation.
Our network has much lighter weights (0.84M parameters) compared with the
previous best methods on CUHK03&01 (IDLA [1], 2.32M) and VIPeR (Deep-
Feature [6], 26M). The reason that we build the CNN architecture in branches
is to learn specific features from the different human body parts of pedestrian
image; meanwhile, the morphological information is preserved from each part
of human body. DML [35] adopted a similar architecture but with tied weights
between branches. In Section 4.4, the experiments show the advantage of our
untied architecture.
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Fig. 4. The CNN architecture. Top: layer type and output size. Bottom: convolution
parameters with ”F” and ”S” denoting the filter size and stride, respectively.
4.2 Analysis of Moderate Positive Mining
CUHK03 contains 1,369 subjects, each of which has around 10 images. The
default protocol randomly selects 1,169 subjects for training, 100 for validation,
and 100 for test. We pre-train the CNN with a softmax classification on the
training set as the baseline. The outputs of softmax correspond to the identities.
To demonstrate the advantage of moderate positive mining, we compare the
performances on the validation set with and without the moderate positive min-
ing. The cumulative matching characteristic (CMC) curves and the rank-1 iden-
tification rates are shown in Fig. 5(a). We can find that the collaboration of
moderate positive mining and hard negative mining achieves the best result (red
line). The absence of moderate positive mining leads to a significant derogation
of performance (blue). This reflects that the manifold is badly learned if all the
positive pairs are used undiscriminatingly.
If both of the two mining methods are not used (magenta), the network gives
very low identification rate at low ranks, even worse than the baseline (black).
This indicates that moderate positive mining and hard negative mining are both
crucial for training.
The CMC curves of the 3 trained networks tend to be saturated after the
rank exceeds 20, whereas the baseline network remains at a relatively low identi-
fication rate. This indicates that the training with the metric layers is the basic
contributor of the improvement.
The training of network converges well as the loss value descending with
respect to the iterations (shown in Fig. 5(b)). Some positives, which are mined by
moderate positive mining during training, are shown in Fig. 5(c). These positives
are with moderate extent of difficulty compared with those hard ones in Fig. 1(a).
4.3 Analysis of Weight Constraint
We inspect the metric matrices learned with different relative weights (λ) of the
regularization. In Fig. 6(a), we show the spectrums of the matrix M. We also
show the corresponding rank-1 identification rates in Fig. 6(b).
When λ = 102, the singular values are almost constant at 1, which means the
metric layers almost give the Euclidean distance. This leads to the low variance
and high bias. As λ increases, the matrix has varying singular values across
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(a) (b) (c)
Fig. 5. (a) Performance analysis of moderate positive mining. Red: both moderate
positive mining and hard negative mining are employed. Blue: only hard negative
mining is employed. Magenta: no mining technique is employed during training. Black:
the softmax baseline. (b) The loss curves along training iterations. Black: training set.
Red: validation set. (c) Some positives mined by the moderate positive mining method.
dimensions. This implies that the learned metric suits the training data well,
but is more likely to have over-fitting. Therefore, a moderate value of λ gives a
trade-off between the variance and bias, which is an appropriate choice for good
performance (Fig. 6(b)).
(a) (b)
Fig. 6. (a) The spectrums of the matrix M. The spectrums with λ = 101, 100 are very
close; those with λ = 10−3, 10−4, 0 are also very close. Best viewed in color. (b) The
rank-1 identification rates with different λ of the weight constraint.
4.4 Analysis of Untied Branches
We show the learned filters of untied branches in Fig. 7(a). The network has
learned remarkable color representations, which is coherent with the results of
IDLA [1]. Since we apply untied weights between branches, each branch learns
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different filters from their own part. As shown in Fig. 7(a) where each row
demonstrates a filter set from one branch, we can find each branch has its own
emphasis in color. For example, the middle branch inclines to violet and blue,
whereas the bottom branch has learned filters of obviously lighter colors than
the other two. The reason is that pedestrian images have regular appearance of
human body. Each part has its own color distribution. Therefore, the branches
learn the part-specific filters, the morphological information is taken into account
for the features.
(a) (b)
Fig. 7. (a) The learned filters of the first convolutional layer. The top, middle and
bottom lines correspond to the 3 branches in the proposed CNN. Best viewed in color.
(b) The performances with and without tied weights between branches.
We compare the performances with and without tied weights between branches
in Fig. 7(b). We augment the filter number in the tied-branches network so
to make roughly equal parameter number with the untied-branch. The untied-
branch network gains a better performance than that of tied branches. It reflects
that, when the network has a certain complexity, the neural structure (i.e. tied
vs untied) becomes very important. How to organize the network structure is a
critical issue for good performance.
4.5 Performance on CUHK03
We adopt a random translation for the training data augmentation. The im-
ages are randomly cropped (0-5 pixels) in horizon and vertical, and stretched
to recover the size. According to the validation results (Section 4.3), we set the
parameter λ = 10−2 in all the following experiments. The moderate positive
mining and hard negative mining are employed.
CUHK03 has 2 versions, one has manually labeled images, and the other
has detected images. We evaluate our method on the test set of both versions.
We compare our performance with the traditional methods and deep learning
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methods. The traditional methods include LOMO-XQDA [19], KISSME [13],
LDM [10], RANK [24], eSDC [40], SDALF [7], LMNN [32], ITML [5], Euclid [40].
The deep learning methods include FPNN [17] and IDLA [1]. IDLA and LOMO-
XQDA gained the previously best performance on CUHK03. The CMC curves
and the rank-1 identification rates are shown in Fig. 8. Our method achieves
better performance than the previous state-of-the-art methods on not only the
labeled version but also the detected version. This indicates that our method
achieves good robustness to the misalignment of detection.
(a) labeled (b) detected
Fig. 8. CMC curves and rank-1 identification rates on the CUHK03 data set. Our
method outperforms the previous methods on both labeled (a) and detected (b) ver-
sions.
4.6 Performance on CUHK01
The CUHK01 data set contains 971 subjects, each of which has 4 images under
2 camera views. According to the protocol in [16], the data set is divided into
a training set of 871 subjects and a test set of 100. We train the network on
CUHK03, and further fine-tune it on CUHK01, as the same setting with the
state-of-the-art method IDLA [1]. We compare our approach with the previously
mentioned methods. The CMC curves and rank-1 identification rates are shown
in Fig. 9(a). Our approach gains the best result (the red line) with 69% rank-1
identification rate.
Besides, to inspect the limitation of the data set CUHK01, we involve the re-
cently released Market1501 [42] into the training. As the training data increases,
our network gives a better performance (the red dash line marked as “Ours *”)
with 87% rank-1 identification rate. We show certain failed cases in Fig. 10. In
each block, we give the true gallery, probe and false positive image from left
to right. We find that most failed cases come from the dark color images or
the negative pairs with significant color correspondence. This phenomenon is in
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line with the fact [1] that the learned filters in network mainly focus on image
colors (as shown in Fig. 7(a)). The re-identification problem becomes extremely
difficult when the true positive pairs have inconsistent colors in view while the
negative pairs have similar colors (due to the lighting, camera setting etc.).
(a) CUHK01 (b) VIPeR
Fig. 9. CMC curves and rank-1 identification rates on CUHK01 (a) and VIPeR (b).
Fig. 10. Some failed cases on CUHK01 by the proposed method. Left: true gallery.
Middle: probe. Right: false positive.
4.7 Performance on VIPeR
The VIPeR [9] data set includes 632 subjects, each of which has 2 images from
two different cameras. Although VIPeR is a small data set which is not suitable
for training CNN, we are still interested in the performance on this challenging
task. The data set is randomly split into two subsets, each has non-overlapping
subjects of the same size. The two subsets are for either training or test. We
fine-tune the network on the 316-person training set and test it on the test
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set. We also adopt a random translation for training data augmentation. The
results are shown in Fig. 9(b). We compare our model with IDLA [1], Deep-
Feature [6], visual word (visWord) [37], saliency matching (SalMatch), patch
matching (PatMatch) [39], ELF [8], PRSVM [3], LMNNR [2], eBiCov [21], local
Fisher discriminant analysis (LF) [28], PRDC [43], aPRDC [20], PCCA [25],
mid-level filters (mFilter) [41] and the fusion of mFilter and LADF [18]. Our
approach achieves the identification rate of 40.91% at rank 1, which is the best
result on VIPeR compared with the existing deep learning methods. Note that
the highest rank-1 identification rate (43.39%) is obtained by a combination of
two methods (mFilter+LADF) [18]. The identification rate by DeepFeature [6]
is close to ours at rank 1, but much lower at higher ranks.
5 Conclusion
The large variations of pedestrian data is a challenging point for the person re-
identification methods. Although CNN has a strong ability to extract features,
pedestrian data follows the very irregular distribution in the feature space due
to the large variations. In order to cope with the problem and train the robust
deep embedding, the positive training samples should be selected deliberately.
In this paper, we propose a novel moderate positive mining method to embed
robust deep metric for person re-identification. We find that mining the moderate
positive samples is crucial for training deep networks, especially when it comes to
the difficult data with large intra-class variations (e.g. pedestrian). The moderate
positive mining method dynamically select the suitable positive pairs for learning
robust embedding adaptive to the data manifold. Moreover, we propose the
weight constraint for gaining the good robustness to the over-fitting problem in
person re-identification.
Due to these improvements, our method achieves state-of-the-art perfor-
mances on CUHK03 and CUHK01, and competitive results on VIPeR. By min-
ing the moderate positive samples for the training, we can reduce the intra-class
variance while preserving the intrinsic graphical structure of pedestrian data;
the metric weight constraint helps to improve the generalization ability of the
network, especially when the most parameters are in the metric layers.
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