This note is concerned with second order, nonlinear matrix differential systems involving a parameter together with boundary conditions specified at two points. The objective is to establish sufficient conditions for the existence of eigenvalues for the system. The results presented here represent extensions of recent work of the author. The principal motivation is provided by W. M. Whyburn's work on nonlinear boundary problems for second order differential systems.
Introduction.
This note is concerned with the system of 2«2 firstorder, nonlinear differential equations: 1 ^ /, j n, defined on X:a 5f x ^ b, L:X0 -d < X < ka + b, 0< d co. Nonlinear systems of this form were introduced in [2] and have been represented in the matrix form (1) T' = K(x; Y;Z; X)Z, Z' = -G(x; Y;Z; X)Y.
Studies concerned with the oscillation of solutions of nonlinear matrix differential equations have been conducted by H. C. Howard [5] , E. C. Tomastik [6] and the author [2] , [3] . In addition to oscillation, [2] also contains some results establishing the existence of eigenvalues for certain simple two point boundary problems. The purpose of this note is to extend the results presented in [4] , where the linear version of (1) is studied, to the nonlinear case, thereby improving the work in [2] .
2. The two point boundary problem. We consider (1) together with the two point boundary conditions
[January where A, B, C and D are n X n matrices of continuous real-valued functions on L. We assume, specifically, that the coefficients in the problem satisfy the following hypotheses:
Hi. The functions k(j and gi3-are real-valued and satisfy conditions insuring the existence of a solution when appropriate initial conditions are specified.
H2. Each of K and G is symmetric on XL for all pairs Y, Z. H3. K is positive definite on XL for all pairs Y, Z.
(* denotes transpose and / the identity matrix.)
A solution pair {Y(x, X), Z(x, X)} is called nontrivial if Y*Y + Z*Z is positive definite on A for each X on L. We seek to establish the existence of values of X which correspond to a nontrivial solution pair of {Y(x, X), Z(x, X)} of (1) satisfying (2) . Such values of X are called the eigenvalues of the system.
If {Y(x, X), Z(x, X)} is a solution pair of (1) satisfying
. Let Q(x, X) and q(X) be defined by respectively. Then for each x on X, q(x, X) > -2mr on L.
Proof.
As noted above, a solution pair {Y(x, X),Z(x, X)} of (1), (3) is nontrivial and conjoined. It now follows that the matrix ^(x, X) defined Theorem 2. Let {Y(x, X), Z(x, X)} be a solution of (I), (3) and let Q(x, X) and q(x, X) be defined by (4) and (5). Let h be an integer such that g.l.b. q(X) 5j 2/j7t and let m be an integer such that l.u.b. q(X) ^ 2mmr.
If m > h + n with k the largest nonnegative integer such that m -(h + «) Ar«, f/zere exzj? at1 /east* /V nonempty sets of eigenvalues J0, Ju • ■ • , Jic-ifor the system (1), (2) . If m may be chosen arbitrarily large, then there exist infinitely many nonempty sets of eigenvalues J0, Jlt • • -for the system (1), (2) . In either case, the sets of eigenvalues J0, Ju • • • may be chosen so that if"kv e/j,, p ^ 1, then the corresponding solution {Y(x, Xp), Z(x, has the property that det Y(x, AD) has at least p -1 zeros on X, multiple zeros being counted according to their multiplicities.
Proof.
Define the pair of matrices {U(x, X), V(x, X)} on XL by
U(x, X) = C(X)Y(x, X) -D(X)Z(x, X), V(x, X) = C(X)Z(x, X) + D(X)Y(x, X).
It is readily verified using the properties of the pairs { Y, Z} and {C, D) that the pair {17, V} has the properties: U*U + V*V is positive definite and U* V = V* U on X for each X on L. The eigenvalues for the system (I) , (2) are the values of A for which det U(b, A) = 0. As for solution pairs of (1), (3), it is readily verified that the matrix 0(x, X) denned by for each X on F. In particular, in view of H5,0 < ß3(a, X) < 27r, 1 ^ j ^ n, and so for x = b, we obtain, from (13), (14) q(b, X)<2 ß3(b, X) < q(b, X) + Imr.
= 1
The remainder of the proof of the theorem can now be accomplished exactly as in the linear case. Specifically, let ß(X) = ]>"=i ß,(b, X) and let h, k and m be the integers with the properties described in the hypothesis. Now, there exists a point I on I such that q(b, X) ^ 2/wr and there exists a point X* on L such that q(b, X*) ^ 2mmr with m -(h + n) k
• n. We assume I < X*. From (14) We note that this theorem substantially improves the results in [2, §3] where very special two point boundary problems were considered and where it was required that each of the symmetric matrices K and G be positive definite on XL for all absolutely continuous pairs {Y, Z}. We note also that this theorem has a drawback not encountered in the linear case, namely, the conditions insuring the existence of eigenvalues depend upon the choice of a solution pair {Y,Z} of (1) (ii) u(X*){b -a) > 2mmr for some A* on L, and (iii) m > h + n with k the largest nonnegative integer such that m -(h + «) > kn, then there exists at least k nonempty sets of eigenvalues H0, H1, ■ • ■ , Hk_x for the system (1), (2) . If the Integer m may be chosen arbitrarily large, then there exist infinitely many nonempty sets of eigenvalues for the system. Proof. Let {Y(x, X),Z(x, A)} be any solution of (1) 
