In [9] , we constructed a parameterization of general time-varying quantizers. The construction is general in that it can have infinite memory and be time-varying in that the strategy it follows in allocating a total of R bits to its inputs, is a function of time. We derived sufficient conditions for input-output stability as functions of the quantizer's time-dependent bit-allocation strategy for bounded reference inputs. Our generalized construction of the quantizer also led to the result that the set of allocation strategies that maintains stability for bounded inputs is convex, allowing the search for the most efficient strategy to ensure stability to be formulated as a convex optimization problem. In this paper, we extend our stability analysis and derive sufficient conditions for decaying reference signals. We further show that the set of allocation strategies that maintains stability remains convex, as in the case for bounded inputs. We then compute optimal bit-allocation strategies for a class of finite-memory quantizers for various plant and controller pairs, and observe that the most efficient strategies are non-trivial and time-varying. Throughout, we consider a system in which the plant and feedback controller are separated by a noiseless finiterate communication channel.
INTRODUCTION
Due to the information-rich world we live in today, control in distributed, asynchronous, networked environments is in demand. Communication links that have rate limitations, delays, and that are noisy, are now heavily connected to control systems, and the interactions between the two cannot be ignored. We consider the control system, shown in Figure 1 , in which a discrete-time plant and feedback controller are separated by a finite-rate noiseless communication channel.
Most research in this area study the case in which no external inputs are applied to the control system, and derive conditions on the channel rate required for various notions of asymptotic stability [1, 2, 3, 4, 5, 6, 7, 8, 10, 11] . When r = 0, assuming a known G and a stabilizing K, the only parameter characterizing all the signals in the closed-loop system is the initial condition of the plant, x 0 . Therefore, the channel encoder, E, and decoder, D can spend their efforts transmitting more and more information about x 0 through the channel. This amounts to allocating more and more bits over time to x 0 . Ultimately, the state trajectory * This research has been supported by AFOSR: 6892167. can be computed exactly by the decoder, which enables various forms of asymptotic stability to be achieved, since K is assumed to be stabilizing. If r is a non-zero input, the number of parameters that characterize the closed-loop dynamics can be infinite (x 0 plus r k for k ≥ 0), and hence the approximations of these parameters by the decoder do not asymptotically converge to their actual values. Statements about what happens to the system's state vector cannot, in general, be made. The best one can do is to allow the approximations of these parameters (or functions of these parameters such as the output values y k for k ≥ 0) to improve over time by allocating more and more bits to them, and analyze input-output stability.
In this paper, we consider reference inputs from two parameterized classes of signals, C r , and derive corresponding conditions on the channel rate required for input-output stability. We define the closed-loop system to be input-output stable if for all r ∈ C r , there exists a µ < ∞ and α < ∞ such that ||y|| ∞ ≤ µ||r|| ∞ + α.
PROBLEM FORMULATION
We assume G to be a causal discrete-time LTI system with zero initial conditions 1 , and set the channel encoder to be a fixed-rate quantizer, E = Q, which has infinite memory, and is time-varying in that the strategy it follows in allocating a total of R bits to all of the inputs up to time t, is a function of t. We assume that the channel can transmit R bits instantaneously with each use. The channel decoder, D, receives more information on the values of y and sends these 1 Results in this paper hold even with nonzero initial conditions. updates to the controller. K is a causal discrete-time LTI system that stabilizes G in the ideal case of perfect communication. We investigate closed-loop input-output stability for each of the following classes of reference inputs, C r .
1. Bounded Signals: C r = l ∞,r , where l ∞,r is the class of all signals that are bounded in magnitude by r.
2.
Decaying Signals: C r = C γ,r , where C γ,r is the class of all signals that are bounded by the decaying function rγ k for all k ≥ 0 and 0 < γ < 1, i.e., if r ∈ C γ,r , then |r k | ≤ rγ k for all k ≥ 0.
Limited-Rate Time-Varying (R, M)-Quantizers
Before stating the problems that we are interested in solving, we first define and model the general parameterized class of time-varying infinite memory (R, M)-quantizers, first introduced in [9] . We view the quantizer as a module that approximates its input, which in general requires an infinite number of bits, with a finite number of bits. Formally speaking, an (R, M)-quantizer with bit-rate R, is a sequence of causal time-varying operators, parameterized by an infinite dimensional positive-definite diagonal scale matrix, M, and an infinite dimensional rate matrix, R , which, in general looks like
The (R, M)-quantizer saturates to output M kk when its input, y(k), has magnitude greater than or equal to M kk , i.e., when |y(k)| ≥ M kk . However, we denote the quantizer "valid" only when |y(k)| ≤ M kk , and define what the quantizer does in this case below.
Letŷ(i, j) be the quantized estimate of y(i) at time j. Then, R determines that at time t = 0, R 00 bits are used to quantize y(0) to produceŷ(0, 0); at time t = 1, an additional R 01 bits are used to quantize y(0) to produceŷ(0, 1) and R 11 bits are used to quantize y(1) to produceŷ(1, 1), and so on. The accuracy ofŷ(i, j) is within ±Mii2
More concretely, at any time t, the quantizer can be broken down into the five steps shown in Figure 2 when
First, the ith component of the vector y t is scaled by
for i = 0, 1, ..., t, to produce z t , where
The scaling by M 
Note that the quantizer output above consists of only the estimates of y t at time t. For analysis, we augment the output of the quantizer at time t to be the vector of all estimates of y t from time 0 to time t. We denote the augmented vector asŷ t a as shown below. We can then model the quantizer in its "valid" region as the following sequence of time-varying operators:
.., t, and k = 0, 1, ..., s, and wa ∈ l∞ such that ||wa||∞ ≤ 1. Note that the matrix parameters R, and M impact Qt(y t ) through Lt and w t a .
Channel Decoder
The channel decoder's responsibility is to send the most accurate system output values that it can compute to the controller. In our analysis, this entails extracting the column vectorŷ t fromŷ t a , and is represented by the following
matrix operator for any time t,
Plant and Controller
We represent the system G and the controller K as the following matrix multiplication operators at any time instance
If G and K are finite-dimensional, with state-space descriptions (Ag, Bg, Cg, Dg) and
Bg for j ≥ 1, and K0 = D k , and Figure 3 illustrates the closed-loop system at time t when the quantizer is modeled as an endogenous disturbance as described in section 2.1, with 
Problem Statement
We are interested in solving the following problems for each class of reference inputs, Cr, defined earlier.
1. Given G, K, Cr, and a rate matrix, R, find a set of scale matrices, M , that maintain input-output stability.
2. Given G, K, Cr, characterize the set of all rate matrices, R , such that the system is input-output stable.
3. Within the set of stabilizing rate matrices, find the minimum transmission rate, R, of the channel.
BOUNDED MAGNITUDE REFERENCE SIGNALS
In this section, we consider the case where Cr = l∞,r. Let T1,t be the operator from r t to y t at time t, and let T2,t be the operator from w t a to y t at time t, i.e., T1,t = (I −GtKt)
and T2,t = (I −GtKt) −1 GtKtDtLt = T1,tKtDtLt. For analysis, we define DtLt = LtM t, where
. . .
matrix, and
matrix. The following theorem then gives sufficient conditions for input-output stability. The proof can be found in [9] . Note that for an infinite-dimensional matrix A, its corresponding finite matrix At is the first (t + 1) × (t + 1) block of A. Also, note that for a matrix A, A 1 = maxi j |aij|. The last inequality comes from our choice of m. 
DECAYING REFERENCE INPUTS
We now consider the case where r ∈ C γ,r , and derive sufficient conditions for input-output stability. We show that if G and K are finite-dimensional systems, the conditions can guarantee that the output signal, y(t), decays exponentially over time. Throughout this section, G and K are assumed to be finite-dimensional systems.
With perfect feedback and a stabilizing K, exponentially decaying reference signals generate system outputs that exponentially decay over time. We would like to generate the same types of decaying responses with limited-rate feedback, and thus consider the quantizer scales, M tt = mβ t , to be a decaying function of t, where m < ∞ and 0 ≤ β < 1. The matrix L t will then have diagonal elements l ks = mβ k 2 − s i=k R ki for s = 0, 1, ..., t and k = 0, 1, ..., s, and the quantizer is valid only if |y(t)| ≤ mβ t for all t ≥ 0. We assume the following norm conditions,
and break down y(t) as follows: y(t) = (T1r)(t) + (T1KDLwa)(t) = yr(t) + yq(t).
Under the first assumption, we show that there exists a positive finite constant C 1 and an α 1 (0 ≤ α 1 < 1), such that |y r (t)| ≤ C 1 α t 1 , for all t ≥ 0. Assuming that ||T 1 || 1 < ∞, there exists a ρ, with 0 ≤ ρ < 1, and a positive finite constant η 1 , such that |T 1,i | ≤ η 1 ρ i , for all i ≥ 0. T 1,i is the ith value of the impulse response of T 1 . In fact, ρ can be chosen to be the spectral radius of the stable A matrix of a state-space description for
where the last equality holds if γ < ρ < 1. Similarly,
2 The stability condition in Theorem 3.1 is sufficient as we have not yet proven that |y(k)| > m, for any k ≥ 0, renders the system unstable Under the second assumption, ||T 1 K|| 1 < ∞, we show that there exists a positive finite constant C 2 and a constant α 2 (0 ≤ α 2 < 1), such that |y q (t)| ≤ C 2 α t 2 , for all t ≥ 0. Since ||T 1 K|| 1 < ∞, there exists a constant ν, with 0 ≤ ν < 1, and a positive constant η 2 , such that |{T 1 K} i | ≤ η 2 ν i , for all i ≥ 0. We now look at the magnitude of the response due to the exogenous disturbance induced by the quantizer, y q (t).
where the last equality holds if β < ν < 1, and L is defined as in section 3. If ν < β < 1, then it is easy to show that
for all t ≥ 0, where
Recall that β is a parameter we are looking for to ensure that |y(t)| ≤ mβ t . Therefore, β ≥ ν, which gives us
Putting everything together, we get that for all t ≥ 0,
For the quantizer to be valid, we require |y(t)| ≤ mβ t , for all t ≥ 0. The above observations lead us to the following theorem.
Theorem 4.1 Assume that T 1 and K are finite-dimensional stable LTI systems, whose corresponding A matrices (of state-space descriptions) have spectral radii ρ and ν, respectively (both ρ and ν have magnitudes less than 1). Given r ∈ C γ,r , and a rate matrix R, if
• (quantizer validity) |y(t)| ≤ mβ t ∀t ≥ 0. . It is straightforward to show that m is finite and positive due to condition (3). To show input-output stability, we have
Proof:
where the last inequality comes from the fact that ||L|| 1 ≤ 1. To show quantizer validity, we set
where the last inequality comes from our choices of β and m.
CHARACTERIZATION OF STABLE RATE MATRICES
Sufficient conditions for input-output stability for both bounded and exponentially decaying reference inputs require ||T 1 KL|| 1 < 1, (or ||T 1 KL|| 1 less than some constant) which can be written as a set convex constraints on the rate matrix components. The following theorem shows this result.
, then for any infinite dimensional matrix, P , the condition ||P L(X)|| 1 < α is convex in X for any α > 0.
Proof:
where f j (X) = 2 − ∞ i=j Rji . We now show that f j (X) is convex in X, and thus any non-negative combination of f j (X) is convex. First, we recall that 2 −a is a convex function of a. Let 2
where c j is a row vector for j = 0, 1, ...
If we let P = T 1 K, then we get that the stability condition, ||T 1 KL|| 1 < α, for any non-negative constant α, is a set of convex constraints on the infinite dimensional vector vec(R). This result allows the search for the most efficient quantizer to be formulated as a convex optimization problem. where AeqX = Beq captures the equality constraints (1), P (X) < 0 captures constraints (2) and X ≥ 0 are equivalent to constraints (3). We approximate the 1-norm of
N , to guarantee that we can numerically compute the solution to the constrained minimization problem.
We now set N = 4, and solve for the most efficient quantizers that maintain input-output stability for a variety of plant and controller pairs. We denote the state space de-
The statespace description of the lifted system can easily be computed from (A cl , B cl , C cl , D cl ) as described in [12] . To solve for optimal bit-allocation strategies, we used MATLAB's function 'fmincon.m'. Table 1 shows the resulting optimal R * block for different closed-loop LTI systems. We allow A cl to vary, and fix B cl = − [ 1 2 1 10 ] , C cl = [ 1 5 3 1 ] , and D cl = 0. We also consider memoryless quantizers (N = 1), i.e., R bits are allocated to every input of the quantizer, for the same plants and controllers. In this case, Rmin > log(||T1K||1). The last column of Table 1 shows the minimum rate required for stability for memoryless quantizers.
There are a few observations one can gleam from Table 1.
• The larger the spectral radius of A cl , the larger Rmin must be for stability. The component ofỹ that decays most slowly forces the channel to have larger rates for stability.
• The optimal strategy tries to allocate more bits to the output components ofỹ that decay at slower rates, i.e., those components that are functions of states that have eigenvalues with larger magnitudes. This is intuitive as the signals that decay more slowly are larger in magnitude over time and hence the quantizer is more likely to generate more errors on these signals if it fails to allocate sufficient bits to them.
• When we compare the minimum rates for the finite-memory RB quantizers and memoryless quantizers, we see that forcing the quantizer to be memoryless requires the channel to have larger transmission rates to maintain input-output stability. Therefore, stability may be achieved for channels with low rates by allowing the quantizer to have more memory.
CONCLUSIONS AND FUTURE WORK
In summary, we have constructed a parameterization of general time-varying quantizers that leads to a convex characterization of bit-allocation strategies that maintain inputoutput stability for two classes of reference inputs. For finite memory quantizers, the convex characterization of stabilizing quantizers allows for efficient time-varying bit-allocation strategies to be synthesized for a given plant and controller. Future work includes synthesizing LTI controllers that maintain stability and that achieve specified performance objectives.
