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SUPERSYMMETRY OF THE MORSE OSCILLATOR
HASHIM A YAMANI1 AND ZOUHAI¨R MOUAYN2
Abstract. While dealing in [1] with the supersymmetry of a tridiagonal HamiltonianH , we
have proved that its partner Hamiltonian H(+) also have a tridiagonal matrix representation
in the same basis and that the polynomials associated with the eigenstates expansion ofH(+)
are precisely the kernel polynomials of those associated with H . This formalism is here
applied to the case of the Morse oscillator which may have a finite discrete energy spectrum
in addition to a continuous one. This completes the treatment of tridiagonal Hamiltonians
with pure continuous energy spectrum, a pure discrete one, or a spectrum of mixed discrete
and continous parts.
1. Introduction
In a previous work [1], we investigated the supersymmetry (SUSY) of a given positive
semi-definite Hamiltonian, H , whose matrix representation in a chosen basis is tridiagonal.
Precisely, we have defined a forward-shift operator A and its adjoint, the backward-shift
operator A†, by specifying how they act on each vector basis. It turns out that these oper-
ators play a central role in our treatment. Their matrix representations have been derived
by demanding that the given Hamiltonian has the form A†A. We proved that A†A also has
a tridiagonal matrix representation in the chosen basis and we establish explicit formulae
connecting the parameters defining A and the matrix elements of H . These parameters are
closely related to the set of polynomials associated with the eigenstates expansion of H in
the chosen basis. Writing the partner Hamiltonian H(+) as AA†, we showed that it too has
a tridiagonal matrix representation in the same basis. We then have established that the set
of polynomials associated with H(+) are precisely the kernel polynomials of those associated
with H . The applications of these results have been illustrated to two well-know Hamiltoni-
ans, namely, the free particle Hamiltonian whose energy spectrum is purely continuous and
the harmonic oscillator Hamiltonian whose energy spectrum is purely discrete. We confirmed
that our treatment reproduced previously established results for these two systems.
Many physical systems have energy spectra which are partly discrete and partly continu-
ous. In this paper we work out in some details how our formalism is able to treat a physical
system with mixed spectrum. For that purpose we choose the case of the Morse oscillator.
This system is ideal not only because it may have a finite discrete energy spectrum in addi-
tion to the continuous part but there exists a known basis set that renders the Hamiltonian
tridiagonal.
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The Morse potential is usually written as V (x) = V0 (e
−2αx − 2e−αx) where V0 and α are
given parameters that related to the properties of the physical system that this potential is
attempting to model. In particular, V0 controls the depth of the potential while α controls
the its width. For the purpose of this paper, we assume that the values of V0 and α are such
that the potential possesses one or more bound states.
The paper is organized as follows. In section 2, we review briefly the formalism developed
to treat the supersymmetry of tridiagonal Hamiltonians. In section 3, we apply this formal-
ism to the specific case of the Morse oscillator. We then identify the basis set that renders the
Hamiltonian tridiagonal. In the process of finding the representation of the energy eigenvec-
tors in the same basis, we solve the resulting three term recursion relation satisfied by a set
of orthogonal polynomials. The solution includes the identification of the discrete spectrum
and the form of the completeness relation satisfied by the orthogonal polynomials. We then
find the matrix representation of the supersymmetric partner Hamiltonian and show, in an
analogous manner, how to completely characterize its properties. In section 4, we discuss
the obtained results and derive additional known ones to suggest that our formalism is a
viable tool in the study of supersymmetry.
2. Summary of results on supersymmetry of tridiagonal Hamiltonians
In this section we summarize the results of our previous work on supersymmetry of tridi-
agonal Hamiltonians [1].
We assume that the matrix representation of the given Hamiltonian H in a complete
orthonormal basis | φn >, n = 0, 1, 2, ... , is tridiagonal. That is
(2.1) 〈φn | H | φm〉 = bn−1δn,m+1 + anδn,m + bnδn,m−1.
We now define the forward-shift operator A by its action on the basis | φn > as follows
(2.2) A | φn >= cn | φn > +dn | φn−1 >
for every n = 1, 2, ... . For n = 0, we state that d0 = 0. Furthermore, we require from the
adjoint operator A† to act on the ket vectors | φn > in the following way:
(2.3) A† | φn >= cn | φn > +dn+1 | φn+1 > , n = 0, 1, 2, 3, ... .
The operator A†A now admits the tridiagonal representation
(2.4)
〈
φn | A†A | φm
〉
= cmdm+1δn,m+1 + (cmcm + dmdm) δn,m + dmcm−1δn,m−1
in terms of the coefficients (cn, dn+1) , n = 0, 1, 2, ... .
We have proved that the coefficients in (2.1) are connected to those in (2.2) by the relations
(2.5) an = cncn + dndn
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(2.6) bn = cndn+1
for every integer n = 0, 1, 2, ... .
We have shown that the partner Hamiltonian H(+) = AA† has a tridiagonal representation
with respect to the basis | φn >, with the form
(2.7)
〈
φn | H(+) | φm
〉
= b
(+)
n−1δn,m+1 + a
(+)
n δn,m + b
(+)
n δn,m−1
with the coefficients having the explicit values
(2.8) a(+)n = cncn + dn+1dn+1,
(2.9) b(+)n = cn+1dn+1.
The tridiagonal matrix representation of the Hamiltonian H with respect to the basis |φn〉
also means that H acts on the elements of this basis as
(2.10) H |φn〉 = bn−1 |φn−1〉+ an |φn〉+ bn |φn+1〉 ,
n = 0, 1, 2, ... . We may then considered the solutions of the eigenvalue problem
(2.11) H |ϕE〉 = E |ϕE〉
by expanding the eigenvector |ϕE〉 in the basis |φn〉 with real coefficients as
(2.12) |ϕE〉 =
+∞∑
n=0
Cn (E) |φn〉 .
Then, making use of (2.10), one readily obtains the following recurrence representation of
the expansion coefficients
(2.13) EC0 (E) = a0C0 (E) + b0C1 (E) ,
(2.14) ECn (E) = bn−1Cn−1 (E) + anCn (E) + bnCn+1 (E) ,
for every integer n = 1, 2, ... , and the orthogonality relation
(2.15) δn,m =
∑
µ
Cn (Eµ) Cm (Eµ) +
∫
Ωc(E)
Cn (E) Cm (E) dE.
This relation admits the possibility that in the case when the spectrum of the Hamiltonian
H is composed by a discrete part {Eµ}µ and a continuous part Ωc (E). Define
(2.16) Pn (E) = Cn (E)C0 (E) , n = 0, 1, 2, ... .
Then {Pn (E)} is a set of polynomials that satisfy the three-term recursion relation for n ≥ 1
(2.17) EPn (E) = bn−1Pn−1 (E) + anPn (E) + bnPn+1 (E)
with initial conditions P0 (E) = 1 and P1 (E) = (E − a0) b−10 .
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Now, with the help of the above notations, the coefficients (cn, dn) can also be expressed
in terms of coefficients bn and the values at zero of consecutive polynomials Pn for n ≥ 0 as
(2.18) (dn+1)
2 = −bn Pn (0)Pn+1 (0)
and
(2.19) (cn)
2 = −bnPn+1 (0)Pn (0) .
Since the partner Hamiltonian H(+) has also a tridiagonal representation in the same basis,
an analogous treatment yields the following three-term recursion relation for n ≥ 1
(2.20) EP(+)n (E) = b(+)n−1P(+)n−1 (E) + a(+)n P(+)n (E) + b(+)n P(+)n+1 (E)
with initial conditions P(+)0 (E) = 1 and P(+)1 (E) =
(
E − a(+)0
)(
b
(+)
0
)−1
.
Here, we have assumed that coefficients C(+)n (E) of the expansion of the eigenvector |ϕE〉(+)
of H(+) , which satisfy analog orthogonal relations to those in (2.15) as
(2.21) δn,m =
∑
µ
C(+)n (Eµ) C(+)m (Eµ) +
∫
Ω
(+)
c (E)
C(+)n (E) C(+)m (E) dE
can be written in terms of polynomials in (2.20) as
(2.22) P(+)n (E) =
C(+)n (E)
C(+)0 (E)
.
Finally, the polynomials Pn (E) are connected to their supersymmetric partners P (+)n (E)
as follows
(2.23) P(+)n (E) =
√
b0P1 (0)
bnPn (0)Pn+1 (0)Kn (E, 0)
where
(2.24) Kn (E, 0) =
n∑
j=0
Pj (E)Pj (0)
denotes the kernel polynomial, see ([2] , p.38) or ([3] , p.35).
3. Tridiagonal representation of the Morse oscillator
We are now ready to apply this formalism to the case of the Morse oscillator whose
Hamiltonian is given by
(3.1) H˜ = −1
2
d2
dx2
+ V0
(
e−2αx − 2e−αx) , x ∈ R
where V0 and α are nonnegative given parameters of the oscillator. H is an unbounded
operator on the Hilbert space L2 (R) and it is a selfadjoint operator with respect to its form
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domain ([4], Ch.5). Note that min V (x) = −V0, so that the discrete spectrum, if it exists, is
contained in [−V0, 0] .
The Morse Hamiltonian is known to have a tridiagonal representation representation in
the orthogonal basis
(3.3) φn (x) :=
√
n!α
Γ (n + 2γ + 1)
(ξ)γ+
1
2 exp
(
−1
2
ξ
)
L(2γ)n (ξ) ,
ξ := α−1
√
8V0e
−αx and L
(2γ)
n (.) is the Laguerre polynomial. Here, γ is free scale parameter
satisfying the restriction 2γ > −1 but otherwise arbitrary. The matrix representation of the
Hamiltonian in this basis is given explicitly as
(3.4)
〈
φn | H˜ | φm
〉
= b˜n−1δn,m+1 + a˜nδn,m + b˜nδn,m−1
where coefficients (a˜n) and
(
b˜n
)
are explicitly given by
(3.5) a˜n =
α2
2
((
n + γ +
1
2
−D
)2
+ n (n+ 2γ)−D2
)
and
(3.6) b˜n = −α
2
2
√
(n+ 1) (n + 2γ + 1)
(
n + γ +
1
2
−D
)
.
We now expand the solutions |ϕE〉 of the eigenvalue problem
(3.7) H˜ |ϕE〉 = E |ϕE〉
in the basis |φn〉 with real coefficients as
(3.8) |ϕE〉 =
+∞∑
n=0
C˜n (E) |φn〉 .
Then, making use of (3.4) and the orthonormality of the basis |φn〉, one readily obtains the
following recurrence representation of the expansion coefficients
(3.9) EC˜0 = a0C˜0 + b0C˜1
(3.10) EC˜n (E) = bn−1C˜n−1 (E) + anC˜n (E) + bnC˜n+1 (E) ,
for every integer n = 1, 2, ... . More explicitly, we have
EC˜n (E) = −α
2
2
√
n (n+ 2γ)
(
n− 1
2
+ γ −D
)
C˜n−1 (E)
(3.11) +
α2
2
((
n+ γ +
1
2
−D
)2
+ n (n+ 2γ)−D2
)
C˜n (E)
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−α
2
2
√
(n+ 1) (n + 2γ + 1)
(
n+ γ +
1
2
−D
)
C˜n+1 (E) .
Before we proceed to find a solution to this recurrence relation, we show that it contains
information on two essential elements that we will need to complete our analysis, namely,
the ground state energy and the maximum number of bound states that the Morse potential
supports.
We recall that the three term recursion relation Eq.(3.10) can be cast in matrix form
(3.12)
a˜0 b˜0 0 0 0 0 0 0
b˜0 a˜1 b˜1 0 0 0 0 0
0 b˜1 b˜2 b˜2 0 0 0 0
... ... ... ... ... ... ... ...
0 0 0 b˜N−2 a˜N−1 b˜N−1 0 0
0 0 0 0 b˜N−1 a˜N b˜N 0
0 0 0 0 0 b˜N b˜N+1 b˜N+1
... ... ... ... ... ... ... ...


C˜0 (E)
C˜1 (E)
C˜2 (E)
...
C˜N−1 (E)
C˜N (E)
C˜N+1 (E)
...

= E

C˜0 (E)
C˜1 (E)
C˜2 (E)
...
C˜N−1 (E)
C˜N (E)
C˜N+1 (E)
...

.
Since the basis (3.3) is square integrable, any permissible choice of parameters that makes
the coefficient bN−1 vanishes indicates that the potential can support at least N bound states
whose coefficients C˜n for n ≥ N vanish identically and the coefficients
{
C˜n
}N−1
n=0
satisfy the
finite matrix equation
(3.13)

a˜0 b˜0 0 0 0
b˜0 a˜1 b˜1 0 0
... ... ... ... ...
0 0 b˜N−3 b˜N−2 b˜N−2
0 0 0 b˜N−2 a˜N−1


C˜0 (E)
C˜1 (E)
...
C˜N−2 (E)
C˜N−1 (E)
 = E

C˜0 (E)
C˜1 (E)
...
C˜N−2 (E)
C˜N−1 (E)
 .
This is an eigenvalue equation yielding the energies of N bound states Eµ, µ = 0, 1, ..., N −
1 and corresponding eigenvectors
{
C˜0 (Eµ) , C˜1 (Eµ) , ..., C˜N−1 (Eµ)
}
. The total number of
bound states is the largest number N for which we can make bN−1 = 0, which means that
N+γ− 1
2
−D = 0. Such number is realized for the minimum value of γ. Now, since 2γ > −1,
this immediately means that Nmax = ⌊D + 1⌋, the integer part of the D + 1, is the number
of bound states supported by the Morse potential.
On the other hand, as long as D > 0 we can choose γ to have the specific value γ = γ1 =
D − 1/2. This makes b˜0 = 0. The above matrix equation reduces to the simple relation
a˜0C˜0 = E0C˜0. Hence, E0 = −α22 D2 is the ground state energy. Incidintly, the corresponding
wave function from equation (3.8) is
(3.14) ϕE0 (x) = C˜0φ(γ1) (x) =
√
α
Γ (2D)
ξDe−
1
2
ξ.
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By shifting the potential by 1
2
α2D2, the modified Hamiltonian
(3.15) H := −1
2
d2
dx2
+ V0
(
e−2αx − 2e−αx)+ 1
2
α2D2
will be semi-definite as is required by the formalism.
The matrix representation of H in the orthogonal basis
(3.16) < φn | H | φm >= bn−1δn,m+1 + anδn,m + bnδn,m−1
where an = a˜n +
1
2
α2D2 and bn = b˜n. We expand the solution | ϕE > of the eigenvalue
problem
(3.17) H | ϕE >= E | ϕE >
in the basis | φn > with real coefficients as
(3.18) | ϕE >=
+∞∑
n=0
Cn (E) | φn > .
We note that Cn (E) satisfies a recursion relation similar to that satisfied by C˜n (E) except
here an replaces a˜n. It turns out that this recursion relation is similar to that satisfied by the
continuous dual Hahn polynomials Sn(t
2; e, f, g) ([5] , p.331). Actually, we can show that
(3.19) Cn (E) =
√
Γ (n+ 2γ + 1)
n!
Sn
(
λ2,−D, γ + 1
2
, γ +
1
2
)
with λ2 = 2α−2E −D2. The polynomials Pn (E) defined by (2.16) are now obtained explicitly
as
(3.20) Pn (E) =
(−1)n (γ + 1
2
−D))
n√
n! (2γ + 1)n
3̥2
(
−n 1−D + iλ 1−D − iλ
. γ + 1
2
−D γ + 1
2
−D | 1
)
in terms of a terminating 3̥2-sum. The orthogonality relations satisfied by the {Pn} read
(3.21) δj,k =
+∞∫
α
2
2
D2
Ω (E)Pj (E)Pk (E)dE +
⌊D⌋∑
m=0
ωmPj (Em)Pk (Em)
where
(3.22) Ω (E) :=
∣∣∣∣∣Γ (−D + iλ (E)) Γ2
(
γ + 1
2
+ iλ (E))
2piΓ (2iλ (E))
∣∣∣∣∣ (α2λ (E))
−1
Γ2
(
γ + 1
2
−D)Γ (2γ + 1)
(3.23) ωm =
Γ2
(
γ + 1
2
+D
)
Γ (2D) Γ (2γ + 1)
(−2D)m (−D + 1)m
((−D + γ + 1
2
)
m
)2
(−1)m
(−D)m
((−D − γ + 1
2
)
m
)2
m!
and
(3.24) Em = 2−1α2 (m (2D −m)) , m = 0, 1, ..., ⌊D⌋
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the energies of the bound states, as is shown in details in the appendix A.
4. The supersymmetric partner Hamiltonian H(+)
Following the formalism we have summarized in section 2, we need first to calculate the
coefficients (cn, dn) given be their expressions (2.18)-(2.19) in terms of the coefficients bn and
the values at zero of consecutive polynomials Pn. Here the bn are given by (3.6) and we use
(3.20) to calculate Pj (0) as
(4.1) Pj (0) = (−1)j
(
γ + 1
2
−D)
j√
j! (2γ + 1)j
.
This gives the following expressions for the coefficients (cn, dn) :
(4.2) cn =
α√
2
(
n+ γ +
1
2
−D
)
(4.3) dn+1 = − α√
2
√
(n+ 1) (n + 1 + 2γ).
Next, we have shown that the partner Hamiltonian H(+) = AA† has a tridiagonal repre-
sentation with respect to the same basis | φn > with the form (2.7) where the coefficients
a
(+)
n , b
(+)
n have been expressed in terms coefficients (cn, dn) through the relations (2.8)-(2.9).
Therefore, using expressions (4.2)-(4.3) ,we obtain that
(4.4) a(+)n =
α2
2
(
(n + 1) (n+ 2γ + 1) +
(
n + γ +
1
2
−D
)2)
(4.5) b(+)n = −
α2
2
√
(n + 1) (n+ 2γ + 1)
(
n+ γ +
3
2
−D
)
for every n = 0, 1, 2, ... . Note that these expressions are identical to those of (an, bn) except
for the replacement of the parameter −D by −D + 1.
This last property is powerful. It is equivalent to the shape-invariance property [6] that
enables one to deduce the properties of the supersymmetric partner Hamiltonian H(+) from
those of H . In our case, we can immediately deduce the following.
(i) The energy spectrum
{
E (+)m
}
can be obtained from the spectrum {Em} by the replace-
ment −D → −D + 1. More specifically,
(4.6) E (+)m = − ((D − 1)−m)2 = − (D − (m+ 1))2 = Em+1
(ii) P(+)n can be deduced from the solution (3.13) for Pn as
(4.7) P(+)n (E) =
(−1)n (γ + 3
2
−D))
n√
n! (2γ + 1)n
3F2
(
−n 1−D + iλ 1−D − iλ
. γ + 3
2
−D γ + 3
2
−D | 1
)
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We could have proceeded of finding the solution for P(+)n from equation (2.21). In appendix
B, we do jsut that and show that we get identical results.
(iii) The orthogonality relations satisfied by the P(+)n are now given by
(4.8) δj,k =
+∞∫
α
2
2
(D−1)2
Ω(+) (E)P(+)j (E)P(+)k (E)dE +
⌊D−1⌋∑
m=0
ω(+)m P(+)j (Em)P(+)k (Em)
where
(4.9) Ω(+) (E) =
∣∣∣∣∣Γ (1−D + iλ (E)) Γ2
(
γ + 1
2
+ iλ (E))
2piΓ (2iλ (E))
∣∣∣∣∣ (α2λ (E))
−1
Γ2
(
γ + 3
2
−D)Γ (2γ + 1)
and
(4.10) ω(+)m =
Γ2
(
γ + 3
2
+D
)
Γ (2D − 2) Γ (2γ + 1)
(−2D + 2)m (−D + 2)m
((−D + γ + 3
2
)
m
)2
(−1)mm! (−D + 1)m
((−D − γ + 3
2
)
m
)2
5. Conclusion
In [1] we have been concerned with the supersymmetry of a positive semi-definite Hamil-
tonian given by H = A†A in terms of a forward-shift operator A and its adjoint A†, which
was assumed to have a tridiagonal matrix representation in a chosen basis. We have proved
that the supersymmetirc partner Hamiltonian H(+) = A A† also have a tridiagonal matrix
representation in the same basis and that the polynomials associated with the eigenstates
expansion of H(+) are precisely the kernel polynomials of those associated with H . These
results have been illustrated to the free particle whose spectrum is purely continuous and the
harmonic oscilator whose spectrum is purley discrete. As an example for which the method
works, we here have been dealing with the Morse oscillator which may have a finite discrete
spectrum in addition to a continuous one and moreover there exists a basis that renders
it tridiagonal. To conclude, we now can confirm that the results obtainted here with the
previous ones complete the treatment of tridiagonal Hamiltonians with pure continuous, or
a pure discrete one, or a spectrum of mixed discrete and continous spectra. So that our
analysis could be applied to a large family of Hamiltonians for which there exist square inte-
grable bases supporting their infinite tridiagonal matrix representation (see [7] and references
therein).
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6. Appendix A
In order to discuss the orthogonality relations of the obtained polynomials {Pn (E)} in
(3.21) , we recall the following properties of continuous dual Hahn polynomials [5]. These
polynomials are defined by
(A1) Sn (y, a, b, c) = (−1)n
√
(a+ b)n (a + c)n
n! (b+ c)n
3F2
(
−n a+ it a− it
. a + b a+ c
| 1
)
,
where t2 = y and n = 0, 1, 2, ..., and are symmetric in a, b and c. Assume that a is the
smallest of the real parameters a, b and c. Let dµ (·, a, b, c) to the measure defined by
(A2)
∫
R
f (y)dµ (y) =
1
2pi
+∞∫
0
∣∣∣∣Γ (a+ it) Γ (b+ it) Γ (c+ it)Γ (2it)
∣∣∣∣ f (t2)Γ (a + b) Γ (a + c) Γ (b+ c)dt
+
Γ (b− a) Γ (c− a)
Γ (−2a) Γ (b+ c)
K∑
l=0
(2a)l (a + 1)l (a+ b)l (a + c)l
(a)l (a− b+ 1)l (a− c + 1)l
(−1)l
l!
f
(− (a+ l)2) ,
where K is the largest non-negative integer such that a+K < 0. The measure dµ (·, a, b, c)
is absolutely continuous if a ≥ 0. The measure is positive under the conditions a + b > 0,
a+ c > 0 and b+ c > 0. Then the polynomials Sn (y, a, b, c) are orthonormal with respect to
the measure dµ (y, a, b, c).
Accoording to Eq.(A2) the continuous orthogonality reads in our case
(A3)
1
2pi
+∞∫
0
∣∣∣∣Γ (a + iλ) Γ (b+ iλ) Γ (c+ iλ)Γ (2iλ)
∣∣∣∣ Pj
(
α2
2
(D2 + λ2)
)
Pk
(
α2
2
(D2 + λ2)
)
Γ (a+ b) Γ (a + c) Γ (b+ c)
dλ.
This integration can be rewritten is terms of the energy variable E ≡ E (λ) = 2−1α2 (λ2 +D2)
where λ ≥ 0 (can be expressed as λ ≡ λ (E)) and parameters a = −D and b = c = γ + 1
2
as
(A4)
+∞∫
α
2
2
D2
∣∣∣∣∣Γ (−D + iλ (E)) Γ2
(
γ + 1
2
+ iλ (E))
Γ (2iλ (E))
∣∣∣∣∣ Pj (E)Pk (E) (α2λ (E))
−1
2piΓ2
(
γ + 1
2
−D)Γ (2γ + 1)dE
Therefore, we consider the density function
(A5) Ω (E) :=
∣∣∣∣∣Γ (−D + iλ (E)) Γ2
(
γ + 1
2
+ iλ (E))
2piΓ (2iλ (E))
∣∣∣∣∣ (α2λ (E))
−1
Γ2
(
γ + 1
2
−D)Γ (2γ + 1) .
On the other hand, according to (A2) the discrete orthogonality reads in our case
(A6)
K∑
l=0
ωlPj
(
α2
2
(
D2 + (i (a+ l))2
))
Pk
(
α2
2
(D2 + (i (a+ k))2)
)
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where
(A7) ωl :=
Γ (b− a) Γ (c− a)
Γ (−2a) Γ (b+ c)
(2a)l (a+ 1)l (a+ b)l (a+ c)l (−1)l
(a)l (a− b+ 1)l (a− c+ 1)l l!
with parameters a = −D, b = c = γ + 1
2
and K = ⌊D⌋ . By changing the summation
index l = m and recalling that the discrete spectrum of H is given by the eigenvalues
Em = 2−1α2 (m (2D −m)) for m = 0, 1, ..., ⌊D⌋ then (A6) takes the form
(A8)
[D]∑
m=0
ωmPj (Em)Pk (Em).
where
(A9) ωm =
Γ2
(
γ + 1
2
+D
)
Γ (2D) Γ (2γ + 1)
(−2D)m (−D + 1)m
((−D + γ + 1
2
)
m
)2
(−1)mm! (−D)m
((−D − γ + 1
2
)
m
)2 .
7. Appendix B
We now proceed to find the polynomial P(+)n (E) defined in (2.22) in terms of the kernel
polynomial
(B1) Kn (E , 0) =
n∑
j=0
Pj (E)Pj (0)
For this, we make use of (4.1) therefore (B1) takes the form
(B2) Kn (E , 0) =
n∑
j=0
((
γ + 1
2
−D)
j
)2
j! (2γ + 1)j
3̥2
(
−j −D + iλ (E) −D − iλ (E)
. γ + 1
2
−D γ + 1
2
−D | 1
)
(B3) =
n∑
j=0
Γ2
(
γ + 1
2
−D + j)Γ (2γ + 1)
Γ2
(
γ + 1
2
−D)Γ (2γ + 1 + j) 1j! 3̥2
(
−j −D + iλ (E) −D − iλ (E)
. γ + 1
2
−D γ + 1
2
−D | 1
)
Now, make use of the following Thomae transformation ([8] , p.186) :
(B4)
3̥2
(
a b c
. d e
| 1
)
=
Γ (e) Γ (d+ e− a− b− c)
Γ (e− a) Γ (d+ e− b− c) 3̥2
(
a d− b d− c
. d d+ e− b− c | 1
)
for the parameters a = −j, b = −D + iλ (E) , c = −D − ix and d = e = γ + 1
2
− D. Here
λ ≡ λ (E) =
√
2
α2
E −D2. The 3̥2−sum in (B3) transforms to
(B5)
Γ
(
γ + 1
2
−D)Γ (2γ + 1 + j)
Γ
(
γ + 1
2
−D + j)Γ (2γ + 1) 3̥2
(
−j γ + 1
2
− iλ (E) γ + 1
2
+ iλ (E)
. γ + 1
2
−D 2γ + 1 | 1
)
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Summarizing the above calculations, we arrive at
(B6) Kn (E , 0) =
n∑
j=0
(
γ + 1
2
−D)
j
j!
3̥2
(
−j γ + 1
2
− iλ (E) γ + 1
2
+ iλ (E)
. γ + 1
2
−D 2γ + 1 | 1
)
Next, we make appeal to the summation formula ([9] , p.388, Eq.6):
(B7)
n∑
j=0
(σ)j
j!
p+1̥q
(
−j (ap)
. (bp)
| t
)
=
(σ + 1)n
n!
p+2̥q+1
(
−n σ (ap)
. σ + 1 (bp)
| t
)
for σ = γ + 1
2
−D, p = 2, q = 2 and t = 1, to get that
(B8)
Kn (E , 0) =
(
γ + 3
2
−D)
n
n!
4̥3
(
−n γ + 1
2
−D γ + 1
2
− iλ (E) γ + 1
2
+ iλ (E)
. γ + 3
2
−D γ + 1
2
−D 2γ + 1 | 1
)
.
Because of the particular relation of the parameters of the 4̥3-sum, Eq.(B8) reduces to
(B9) Kn (E , 0) =
(
γ + 3
2
−D)
n
n!
3F2
(
−n γ + 1
2
− iλ (E) γ + 1
2
+ iλ (E)
. γ + 3
2
−D 2γ + 1 | 1
)
Once again, we can use the transformation (B4) to rewrite the 3̥2-sum in (B9) as
(B10)
Γ (2γ + 1)Γ
(
γ + 3
2
−D + n)
Γ (2γ + 1 + n) Γ
(−3γ −D − 1
2
) 3F2
(
−n 1−D + iλ (E) 1−D − iλ (E)
. γ + 3
2
−D γ + 3
2
−D | 1
)
Therefore (B9) becomes
(B11) Kn (E , 0) =
(
γ + 1
2
+ (−D + 1))
n
n! (2γ + 1)n
Γ
(
γ + 3
2
−D + n)
Γ
(
γ + 3
2
−D)
×3F2
(
−n (−D + 1) + iλ (E) (−D + 1)− iλ (E)
. γ + 1
2
+ (−D + 1) γ + 1
2
+ (−D + 1) | 1
)
Since
(B12)
√
b0P1 (0)
bnPn (0)Pn+1 (0) =
(−1)n (γ + 1
2
−D)√n! (2γ + 1)n(
γ + 1
2
−D)
n
(
γ + 1
2
−D + n)
the above results can be substitued in equation (2.22) to give
(B13) P(+)n (E) =
(−1)n (γ + 3
2
−D))
n√
n! (2γ + 1)n
.3F2
(
−n 1−D + iλ (E) 1−D − iλ (E)
. γ + 3
2
−D γ + 3
2
−D | 1
)
which is an expected result confirming the same correspondence −D → −D + 1 or D →
(D − 1) noted earlier.
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