Abstract. In this paper, we first construct a preconditioned two-parameter generalized Hermitian and skew-Hermitian splitting (PTGHSS) iteration method based on the two-parameter generalized Hermitian and skew-Hermitian splitting (TGHSS) iteration method for non-Hermitian positive definite linear systems. Then a class of PTGHSSbased iteration methods are proposed for solving weakly nonlinear systems based on separable property of the linear and nonlinear terms. The conditions for guaranteeing the local convergence are studied and the quasi-optimal iterative parameters are derived. Numerical experiments are implemented to show that the new methods are feasible and effective for large scale systems of weakly nonlinear systems.
Introduction
Consider the solution of large sparse system of weakly nonlinear equations of the form Ax = Φ(x), or equivalently, F(x) := Ax − Φ(x) = 0, (1.1) where A ∈ n×n is a non-Hermitian positive definite matrix, i.e., the Hermitian part H = (A + A * )/2 is positive definite. Here A * denotes the conjugate transpose of the matrix A. Φ: ⊂ n → n is a continuously differentiable function defined on the open convex domain in the n−dimensional complex linear space n . The system of nonlinear equation (1.1) is said to be weakly nonlinear if the linear term Ax is strongly dominant over the nonlinear term Φ(x) in certain norm. For more details, see [5, 10, 12, 25] .
Large sparse system of nonlinear equations of the form (1.1) arises in many areas of scientific computing and engineering applications, e.g., in finite-difference or sinc discretizations of nonlinear partial differential equations [4, 19] , in saddle point problems from image processing [9, 11] and in collocation approximations of nonlinear integral equation [23] , and so on. See [10, 18] and referees therein.
For solving weakly nonlinear equations (1.1), the Newton iteration method is an efficient method, which can be described as:
where F ′ (x (k) ) is the Jacobian matrix of F(x (k) ). It's known that the Newton iteration method has quadratic convergence speed if a good initial guess x (0) for the equation F(x) = 0 is obtained. To simplify or avoid computation of the Jacobian matrix and reduce the cost of the function evaluation, one can consider many variants in terms of approximate, quasiupdate, inner/outer or inexact Newton methods, see [3, 5, 7, 10, 26] . Based on the matrix multi-splitting technique, Bai [5, 6] present a class of sequential two-stage iteration methods and an efficient parallel generalizations of the sequential twostage iteration methods. Recently, by making use of separability and dominance between the linear term Ax and the nonlinear term Φ(x), Bai and Yang [10] present the Picard-HSS and the nonlinear HSS-like iteration methods based on the Hermitian and skew-Hermitian splitting (HSS) for the large sparse non-Hermitian positive-definite system. Furthermore, Bai and Guo [12] established a Newton-HSS iteration method. This method requires one to explicit form of the Jacobian matrix F ′ (x (k) ) = A − Φ ′ (x (k) ) at each iteration step for the current iterate x (k) and solve two linear sub-systems with the coefficient matrices αI + H(x (k) ) and αI +S(x (k) ), where α is a prescribed positive parameter, I is the identity matrix.
H(x (k) ) and S(x (k) ) are the Hermitian and the skew-Hermitian parts of the Jacobian matrix
Here H(.) and S(.) are the Hermitian part and the skew-Hermitian part of the corresponding matrix, respectively. Obviously, the disadvantages of the Newton-HSS iteration methods are often practically prohibitive due to limited computer memory and the admissible computing time. Therefore, authors of [1, 17, 21, [24] [25] [26] made further generalizations. In this paper, based on the generalization of the Hermitian and skew-Hermitian splitting (GHSS) iteration scheme proposed by Benzi [13] and the two-parameter GHSS (TGHSS) [2] iteration method for solving non-Hermitian positive definite linear system, we will first establish a preconditioned TGHSS (PTGHSS) iteration method. Then we propose a class of PTGHSS-based iteration methods, named by Picard-PTGHSS and nonlinear PTGHSS-like iteration methods for solving large sparse weakly nonlinear equations (1.1). Unlike the HSS iteration as the inner iteration, the new iteration methods consist in the fact that the solution of systems with coefficient matrix αP + S + K by inner iterations is made easier, since this matrix is more "diagonally dominant" (loosely speaking) and typically better conditioned than αP + S [13] . Following [2] , the quasi-optimal iterative parameters are given. Therefore, the new iteration methods are easy to be implemented.
The organization of the paper is as follows. In Section 2, we review the TGHSS iteration scheme for the non-Hermitian positive definite linear systems and establish the preconditioned TGHSS iteration scheme. In Section 3, we introduce the Picard-PTGHSS and the nonlinear PTGHSS-like iteration methods for solving weakly nonlinear systems. Then we analysis the local convergence properties for the new iteration methods. In Section 5, numerical experiments are used to test the efficiency of the new iteration methods. Finally, in Section 6 some conclusions and remarks are drawn to end this paper.
Throughout the paper, for any vector x ∈ n , we use x to denote (x, x) = x * x, where x * denotes the conjugate transpose of x. For any matrix A ∈ n×n , define A = max x =1 Ax .
The PTGHSS Iteration Method and the PTGHSS-Based Iteration Methods
When the nonlinear term Φ(x) is a constant vector, i.e., Φ(x) ≡ b, the weakly nonlinear equations (1.1) reduces to the linear equations of the following form:
where A ∈ n×n is non-Hermitian positive definite matrix. It's known that the matrix A can be split as
where H = 
where K is of simple form (e.g., diagonal) so that A = G + (S + K), Benzi [13] constructed a generalization of the Hermitian and skew-Hermitian splitting iteration method and Aghazadeh constructed a two-parameter generalized HSS iteration [2] . The TGHSS iteration method for solving the non-Hermitian positive definite linear system Ax = b can be described as the following algorithm.
Algorithm 2.1. The TGHSS iteration method [2] . Given an initial guess
where α and β are positive parameters. I is an identity matrix. G and K are both Hermitian positive semi-definite matrices.
It has been shown in [2] that the TGHSS iteration method allows one to have more control on each of the half-steps of the TGHSS than that of the GHSS iteration method. Therefore, by choosing suitable iterative parameters, the TGHSS iteration method will be more efficient than the GHSS iteration method. To accelerate the convergence of the TGHSS iteration method, we will construct a preconditioned TGHSS (PTGHSS) iteration method for solving the linear system Ax = b as the following algorithm.
Algorithm 2.2. The PTGHSS iteration method.
Given an initial guess
where α and β are positive parameters and P is a Hermitian positive definite matrix. I is an identity matrix. G and K are both Hermitian positive semi-definite matrices.
Obviously, if P = I, then the PTGHSS iteration method reduces to the TGHSS iteration method [2] . If α = β and P = I, then the PTGHSS iteration method reduces to the GHSS iteration method [13] .
However, the PTGHSS iteration method can be equivalently rewritten in matrix-vector form as
where
Because of the separable property of linear and nonlinear terms Ax and Φ(x), and the former strongly dominant over the latter, following [10] , we construct the Picard-PTGHSS iteration method and the nonlinear PTGHSS-like iteration method for solving the system of weakly nonlinear equations (1.1). In the following of this section, we will propose the Picard-PTGHSS and the nonlinear PTGHSS-like iteration methods for solving the system (1.1).
Because the linear term Ax is strongly dominant over the nonlinear term Φ(x), then we can consider the Picard iteration method:
to solve the nonlinear equations (1.1). This naturally leads to the following Picard-PTGHSS iteration method in residual-updating form. of positive integers, compute
satisfies the stopping criterion by using the following iteration scheme:
where α and β are given positive constants and P ∈ n×n is a prescribed Hermitian positive definite matrix; (c) Set
As is well known that the Picard-PTGHSS iteration method requires to solve the same linear subsystem in inner PTGHSS iterations. Therefore, it's more practical for the Picard-PTGHSS iteration method to carry out the iterative steps than the Newton iteration method. However, the inner PTGHSS iterative steps are often problem-dependent and difficult to be determined in practical computations [10] . To overcome those difficulties, we propose the nonlinear PTGHSS-like iteration method at the end of this section. 
where α and β are given positive constants and P ∈ n×n is a prescribed Hermitian positive definite matrix.
The Convergence Properties of the New Iteration Methods
In this section, we will study the convergence properties of the Picard-PTGHSS and the nonlinear PTGHSS-like iteration methods. According to the local convergence theory established by Bai and Yang [10] , we can immediately obtain the following theorem.
Suppose H = (A + A * )/2 = G + K with G and K being both Hermitian semi-definite matrices,
Then there exists an open neighborhood ∈ 0 of x * such that for any x
∈ and any sequence of positive integers l k , k = 0, 1, 2, · · · , the iteration sequence {x
generated by the Picard-PTGHSS iteration method is well defined and convergent to x * , provided ξ < 1 and l 0 > ⌊ln(
Particularly, if lim k→∞ l k = ∞, then the rate of convergence is R-linear, with R-factor being at most ξ, i.e., lim
According to [10] , we can obtain the following local convergence theory for the nonlinear PTGHSS-like iteration method by making use of the Ostrowski Theorem [19] .
Theorem 3.2 ( [10]). Assume that
Φ: ⊂ n → n is F-differentiable at a point x * ∈ such that Ax * = Φ(x * ). Denote L(α, β, x * ) = (β P + S + K) −1 β P − G + Φ ′ (x * ) (αP + G) −1 αP − S − K + Φ ′ (x * ) . If ρ(L(α, β, x * )) < 1, then x * ∈ is a
point of attraction of the nonlinear PTGHSS-like iteration.
By making use of the above result, we can obtain the following theorem.
Theorem 3.3. Assume that
Φ: ⊂ n → n is F-differentiable at a point x * ∈ such that Ax * = Φ(x * ). Denote δ(α, β) = max Φ(x * )(β P + S + K) −1 , Φ(x * )(αP + G) −1 , where T (α, β) is defined in (2.
3). Then x * is a point of attraction of the nonlinear PTGHSS-like iteration provided it satisfies
where a = max
Proof. First, we have
By substituting (2.3) into the above inequality, it follows
Therefore, 
Quasi-Optimal Parameters
In this section, we will study the quasi-optimal parameters. As is shown in [21] , the quasi-optimal parameters can be obtained by minimizing the lowest upper bound of the spectral radius of the iterative matrix T (α, β). Because
Obviously,Ḡ andK are both Hermitian semi-definite,S is skew-Hermitian. Therefore, by making use of Corollary 2.3 in [2], we can obtain the quasi-optimal value for α and β immediately.
Theorem 4.1. Let α and β be two nonnegative constants, P be a Hermitian positive matrix. Split A(= (G+K)+S), where G and K are Hermitian positive semi-definite matrices. H = G+K and S are the Hermitian parts and skew-Hermitian parts of the matrix A, respectively. Denote
and
(1) If G is positive definite, K is positive semi-definite and α is set to be α * , then the optimal parameter β is
Moreover, the corresponding upper bound is given by
(2) If G is positive semi-definite, K is positive definite and β is set to be β * , then the optimal parameter α is
(3) If G and K are both positive definite matrices and α is set to be α * , then the optimal parameter β is
Moreover, the corresponding upper bound is given by
Numerical Results
In this section, we will consider the solutions of the three-dimensional nonlinear convectiondiffusion equation [2, 8] 
where q is a positive constant used to measure the magnitudes of the convective terms and Ω = (0, 1) × (0, 1) × (0, 1), with ∂ Ω being its boundary. It's well known that by applying the centered differences or the first order upwind approximations to the convective terms to the problem (5.1) will lead to the nonlinear equation (1.1) with the coefficient matrix
where h = 1/(n + 1) is used in all of the three directions, ⊗ denotes the Kronecker product. T x , T y and T z are tridiagonal matrices given by
with t 1 = 6, t 2 = −1 − r, t 3 = −1 + r if the first order derivatives are approximated by the centered difference scheme. If the first order derivatives are approximated by the upwind difference scheme, then it holds Here, r = qh/2 is the mesh Reynold number. For more details, we refer to [8, 16] .
The tests are performed in Matlab R2013a with machine precision 10 −16 , RAM 4.00GB, 32bit and terminated when the current residual satisfies r k / r 0 < 10 −6 , where r k is the residual at the k-th iteration. We use the zero vector as the initial guess.
In actual computations, we take the initial guess to be x (0) . The stopping criterion for the Newton iteration is set to be
The stopping criterion for all the inner iterations is set to be
where η is a prescribed tolerance for controlling the accuracy of all the inner iterations.
For the coefficient matrix of (5.2), the Hermitian parts H and the skew-Hermitian parts
respectively, where
To make a further demonstration of the advantage of the new methods, we will compare the Picard-PTGHSS and the nonlinear PTGHSS-like iteration methods with the Picard-PGHSS and the nonlinear GPHSS-like iteration methods [21] in terms of iteration counts and computing times. In our implementations, we adopt the preconditioner as diag(A) for the Picard-PTGHSS and the nonlinear PTGHSS-like iteration methods [14] .
Furthermore, by splitting H = G + K, where
, we can split the coefficient matrix in (5.2) as A = G + (K + S) and obtain the Picard-PTGHSS and the nonlinear PTGHSS-like iteration methods. The iterative parameters α and β in the Newton-PGHSS, Picard-PGHSS, the nonlinear PGHSS-like iteration method, the Picard-PTGHSS and the nonlinear PTGHSS-like iteration method are simply fixed by α = 1 and β = 1. For the sake of fairness, we also adopt the preconditioner as diag(A) for the Picard-GPHSS and the nonlinear GPHSS-like iteration methods.
We also compare the new iteration methods with the Newton-GMRES method and the Newton-GPHSS method. The preconditioner diag(A) is also used in the latter. Tables 1-4 list the numbers of inner, outer and total iteration steps (denoted as I T in and I T out ) for the Picard-GPHSS and the Picard-PTGHSS iteration method, and the total CPU time (denoted as C PU) for the nonlinear GPHSS-like and the nonlinear PTGHSS-like iteration method with respect to different problem sizes (i.e., N = 64, 512, 1728, 4096, 8000) and tolerance (i.e., η = 0.1, 0.01, 0.001). The experimental results for q = 100 and q = 1000 are listed in Tables 1-2 and Tables 3-4 , respectively. The experimental results for the nonlinear equations arises from the approximation of centered difference scheme for the problem (5.1) are listed in Table 1 and from the approximation of upwind difference scheme for the problem (5.1) are listed in Table 3 . "-" in all the tables means that the corresponding methods are not convergent after 1000 iterations or the CPU time is exceeding 2000 in second.
From Tables 1-4 , we see that the Newton-GMRES method and the Newton-GPHSS method require fewer inner iteration counts to meet the specified accuracy.
Form those tables, we can also find when q = 1000, the PTGHSS-based iteration methods become more effective both in iteration counts and CPU times. According to [13] , when the same iterative parameters are selected, the coefficient matrices of the PTGHSS-based iteration methods are more "diagonally dominant" and better conditioned. Therefore, the PTGHSS-based will be more efficient, especially in the case that the problem size increases. Moreover, it can be seen from Tables 1-4 that, as the problem dimension increases, the nonlinear PTGHSS-like iteration method obviously performs better than the nonlinear GPHSSlike iteration method both in terms of iteration counts and CPU times when q = 1000.
On the whole, by simply taking the parameters α = 1, β = 1 and from the experimental results, we find that the PTGHSS-based iteration methods are not worse than the optimal GPHSS-based iteration methods. Particularly, if we can choose the iterative parameters properly, we can make the coefficient matrices of the systems to be solved always "diagonal dominant". Therefore, the PTGHSS-based iteration methods outperform the GPHSS-based iteration methods and the Newton-based iteration methods for solving the large sparse tested problem in terms of the computing time.
Concluding Remarks
In this paper, we establish a class of preconditioned TGHSS-based iteration methods for solving large scale systems of weakly nonlinear equations, i.e., the Picard-PTGHSS and the nonlinear PTGHSS-like iteration methods. The convergence properties for the new methods are studied in detail. The quasi-optimal iterative parameters are given theoretically. From the experimental results, we can find that the PTGHSS-based iteration methods seem to be more effective in CPU times than the GPHSS-based iteration methods and the Newton-based iteration methods [21] as the problem size increases. According to [13] , we can know that it dues to the main reason that the generalized scheme consists in the fact that the solution of systems with coefficient matrix β P + S + K by inner iterations is made easier, since this tioner, we can obtain a class of more practical and effective PTGHSS-based iteration methods, which will be our further consideration in future study. 
