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Abstract
Instanton theory is an established method
to calculate rate constants of chemical reac-
tions including atom tunneling. Technical and
methodological improvements increased its ap-
plicability. Still, a large number of energy and
gradient calculations is necessary to optimize
the instanton tunneling path and 2nd deriva-
tives of the potential energy along the tunneling
path have to be evaluated, restricting the range
of suitable electronic structure methods. To en-
hance the applicability of instanton theory, we
present a dual-level approach in which instan-
ton optimizations and Hessian calculations are
performed using an efficient but approximate
electronic structure method and the potential
energy along the tunneling path is recalculated
using a more accurate method. This proce-
dure extends the applicability of instanton the-
ory to high-level electronic structure methods
for which analytic gradients may not be avail-
able, like local linear-scaling approaches. We
demonstrate for the analytical Eckart barrier
and three molecular systems how the dual-level
instanton approach corrects for the largest part
of the error caused by the inaccuracy of the effi-
cient electronic structure method. This reduces
the error of the calculated rate constants signif-
icantly.
Introduction
The accurate description of atom tunneling is
crucial for the calculation of precise reaction
rate constants. An efficient yet accurate com-
putational method to incorporate atom tunnel-
ing is semiclassical instanton theory.1–5 Instan-
ton theory can be understood as a quantum
mechanical analog to transition state theory
(TST), thus, referred to as harmonic quantum
transition state theory.6,7 The idea of instanton
theory is to include nuclear quantum effects by
statistical Feynman path integrals. Partition
functions are approximated by the steepest de-
scent approach, i.e. optimizing the most likely
tunneling path, the so-called instanton, which
is a 1st order saddle-point of the Euclidean ac-
tion SE, and taking fluctuations into account
within the harmonic approximation.8–14 It is
a successful compromise between accuracy and
computational efficiency as it does not require
a global potential energy surface, but can be
used in combination with on-the-fly electronic
structure calculations.15,16
The applicability of instanton theory to the
quantification of atom tunneling in molecular
systems has been frequently demonstrated in
the past decade.16–31 While traditionally in-
stanton paths were often guessed or approxi-
mated using further assumptions,32–35 a mod-
ified Newton–Raphson (NR) instanton opti-
mizer9 allows efficient instanton search for
molecular systems with many degrees of free-
dom.9,22–31,36
In practical applications, the instanton path
yinst is discretized into P replicas or images.
From these, the Euclidean action SE = S0/2 +
1
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Spot can be calculated with
S0 =
P
β~
P∑
k=1
(yk − yk−1)2, (1)
and
Spot =
β~
P
P∑
k=1
V (yk). (2)
Here, yk are the N mass-weighted coordinates
of the kth image, ~ is the reduced Planck’s con-
stant, β = (kBT )
−1, T is the temperature, and
kB is Boltzmann’s constant. The reduced ac-
tion S0 is a measure of the path length and the
distribution of the images along the path, while
Spot basically averages the potential along the
instanton path. The potential V (yk) at each
image k is obtained from electronic structure
calculations.
Instanton theory is, in its standard form, ap-
plicable only below a system-specific crossover
temperature
Tc =
~ωb
2pikB
(3)
which depends on the absolute value of the
imaginary frequency of the transition state ωb.
Methods to extend it to above Tc are avail-
able,12–14,37 but will not be used here.
The instanton rate constant is obtained by
kinst =
√
S0P
2piβ~2
√ ∏NP
l=1 λ
RS
l∏′NP
l=1 |λinstl |
×
exp
(
−SE(inst)− SE(RS)
~
)
. (4)
Here, SE(inst) refers to the Euclidean action
of the instanton path, while SE(RS) is the Eu-
clidean action of the reactant state. In the
latter, the optimal Feynman path is collapsed
to the minimum on the potential energy sur-
face, i.e. S0(RS) = 0 and SE(RS) = β~V (yRS).
The eigenvalues λRSl and λ
inst
l refer to the sec-
ond derivatives of SE with respect to all co-
ordinates of all images. To evaluate the lat-
ter, Hessians of V (yk) have to be calculated
for all images along the instanton path. One
eigenvalue λinstl is negative, seven are zero (six
for linear molecules), all others are positive.15
The zero-eigenvalues are left out of the prod-
uct, thus the prime in the product sign in equa-
tion (4). Together with the instanton optimiza-
tion, the calculation of the Hessians is the most
time-consuming step in computational applica-
tions of instanton theory. In one example de-
scribed below, a sixteen-atomic molecular sys-
tem (i.e. N = 48), the instanton is discretized
into P = 100 images. This leads to a 2400-
dimensional optimization problem (because the
instanton, a closed Feynman path, covers the
same line in configuration space twice, forward
and backward). Even though the instanton op-
timization often requires just a few iterations,9
for every iteration P/2 = 50 energy and gradi-
ent evaluations are required. For the rate con-
stant calculation, 50 Hessian calculations have
to be carried out. These computations provide
the rate constant for one value of the temper-
ature. It is obvious that instanton calculations
involve a significant computational effort.
In this paper, a dual-level approach to in-
stanton theory is presented where for the time-
consuming calculations a fast approximative
method is applied to calculate V (y). Subse-
quent energy calculations with a more accurate
electronic structure method improve the quality
of the calculated rate constant significantly.
Three different molecular systems were used
to illustrate the performance of the dual-level
instanton approach: the isomerization of HNC
to HCN, an intramolecular [1,5] hydride shift,
and the bimolecular hydrogen atom transfer re-
action of NH2 + H2 → NH3 + H. For each sys-
tem, reaction rate constants were calculated us-
ing the dual-level approach and are compared
to the results of the conventional instanton the-
ory at both the basic and accurate electronic
potential.
Background and Computa-
tional Details
In computational chemistry, the evaluation of
the electronic potential energy is often the most
time-consuming step. One possible compromise
to obtain reliable results within a reasonable
time is a dual-level approach. An approximate,
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but less demanding computational method is
used for geometry optimizations and Hessian
calculations in what will be referred to as the
basic potential in the following. Subsequently,
the potential energy is calculated using a more
accurate, but more time consuming electronic
structure method, which provides the refined
potential. The fundamental assumption is that
the basic potential is still able to reproduce the
molecular geometries of the stationary points
sufficiently accurate. Thermochemical results
obtained in this way generally agree very well
with results obtained with the refined potential.
Also some calculations of rate constants us-
ing different tunneling corrections such as SCT
and µOMT utilized a dual-level approach suc-
cessfully.38–40 Dual-level or even multi-level ap-
proaches have been used for the calculation of
potential energy surfaces necessary for the com-
putation of vibrational spectroscopy.41
Here, we show that the dual-level instanton
approach leads to excellent results in terms of
accuracy and computational effort. First the
discretized instanton is optimized on the basic
potential. Hessians of the potential energy are
also calculated using the basic potential, pro-
viding λRSl and λ
inst
l . Subsequently the energies
at all images, V (yk), as well as V (yRS) are cal-
culated on the refined potential. Note, that no
geometry optimizations at the refined potential
are necessary, just energy calculations. From
these, Spot is obtained using the refined poten-
tial. This is assumed to correct the error caused
by the inaccuracy of the basic potential. The
working hypothesis is that the basic potential
is able to reproduce the shape and image distri-
bution of the instantons qualitatively well. The
dual-level instanton rate constant reads
kDualinst =
√
S0P
2piβ~2
√ ∏NP
l=1 λ
RS
l∏′NP
l=1 |λinstl |
×
exp
−S0(inst)2 − Spot (inst) + Spot (RS)
~

(5)
where highlighting denotes the refined poten-
tial.
Hitherto, different studies combined approx-
imate instanton methods with dual-level ap-
proaches33,34,42 or used basic-potential instan-
tons as initial guess for the optimization of
high-potential ones to obtain tunneling split-
tings.43,44 Only an instanton path fully opti-
mized on the same potential energy surface as
the one used for the Hessian calculations en-
sures the proper eigenvalue structure of λinstl .
Thus, in this work, instantons are optimized in
all dimensions using the basic potential, i.e.,
they are true 1st-order saddle points of the Eu-
clidean action SE. The refined potential is then
used to correct Spot.
For dual-level approaches in quantum chem-
istry, the nomenclature
MethodA/basis setA // MethodB/basis setB
is used. Here, A labels the level of theory and
basis set of the refined potential and B refers
to the basic potential. For simplicity, the ba-
sis set declaration is omitted in the shorthand
notation
MethodA // MethodB
when possible.
In this work all geometry optimizations, in-
cluding intrinsic reaction coordinates (IRCs)
and instantons, as well as rate calculations were
performed using the DL-FIND optimization li-
brary45 interfaced to Chemshell.46,47 IRCs were
optimized using a Hessian-predictor-corrector
algorithm.48 Instantons were optimized un-
til the maximum component of the gradi-
ent is smaller than 1 · 10−8 atomic units
(scaled relative to the electron’s mass) using
the adapted, quadratically convergent Newton–
Raphson algorithm.9,10 CCSD(T)-F12a49,50 cal-
culations were performed using molpro51 with
default settings and the cc-pVDZ-F12 basis set
throughout.52 All DFT calculations were per-
formed with Turbomole version 7.0.1.53 SCF
energies were converged to an accuracy of
10−9 Hartree on an m5 multi-grid.54
For the Eckart barrier and reaction 1, P =
200 images were used, for reaction 2, P = 100
was used for all temperatures. For reaction 3,
P = 154 images were used for the DFT instan-
ton calculations. For the instantons calculated
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on CCSD(T)-F12 level, 40 images were used
down to 219 K, 78 images down to 131 K, and
154 and 306 images for 119 K and 109 K, respec-
tively. Tests showed, that the rate constants
were converged with respect to the number of
images P within the comparisons done here.
This paper demonstrates the applicability of
the dual-level instanton method. Here, the fo-
cus lies on the comparison of the dual-level
instanton method with conventional instanton
theory. As absolute values of the reaction rate
constants are of less importance for this study,
no comparison with literature values is done.
Results
The Eckart barrier
As a first example, we apply the dual-
level scheme to the analytic one-dimensional
Eckart55 barrier in order to distinguish spe-
cific inaccuracies of the basic potential and
their effects on the dual-level approach. We
investigated several different scenarios of which
we show one typical case and the one where we
found the weakest performance of the dual-level
approach in order to learn about the limits of
the method.
The potential of the Eckart barrier is given by
V (x) =
VAy
1 + y
+
VBy
(1 + y)2
, (6)
y =
VA + VB
VB − VA exp(αx). (7)
Here VA determines the exothermicity: while
for large negative reaction coordinates x the po-
tential becomes zero, it approaches VA for large
positive x. The maximum of V (x) is at x = 0
and has the value
Vmax =
(VA + VB)
2
4VB
. (8)
For the refined potential we chose VA = −0.01
Hartree (−26.3 kJ mol−1) and Vmax = 0.01
Hartree. These two parameters are varied in
the following to describe different basic poten-
tials. The width α is adjusted in all cases such
that Tc = 300 K.
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Figure 1: Effects of errors in the barrier height
on the rate constants. Top: Barrier shapes for
different values of Vmax, thicker lines indicate
instantons at 140 K. Bottom: Deviation of the
rate constant as function of the deviation of the
barrier height.
The effect of an inaccurate description of the
barrier height by the basic potential is illus-
trated in Fig. 1. If Vmax is varied from twice
to half the reference value while keeping the re-
action energy and Tc (and, thus, ωb) constant,
the resulting rate constant at 140 K increases
by 3 or decreases by almost 7 orders of magni-
tude. The dual-level scheme (hollow symbols in
the lower graph of Fig. 1) corrects for that very
accurately, with remaining errors of less than a
factor of 3. A wrong barrier height is the typi-
cal error of an approximate electronic structure
method.
By contrast, the case where the barrier height
is preserved, but the exothermicity is described
wrongly is shown in Fig. 2. Since the rate con-
stant primarily depends on the barrier height
rather than the shape of the barrier at the prod-
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Figure 2: Effects of errors in the exothermic-
ity (−VA) on the rate constants. Top: Barrier
shapes for different values of VA, thicker lines in-
dicate instantons at 140 K. Bottom: Deviation
of the rate constant as function of the deviation
of the exothermicity.
uct side, the changes caused in the rate constant
are smaller. Especially if the basic potential
predicts a too exothermic reaction, the influ-
ence on the rate constant is negligible. How-
ever, when the basic potential describes the re-
action energy to be too positive, we find the ex-
treme case where the dual-level approach fails,
which can be seen from the lower graph of
Fig. 2. Whenever the exothermicity is too low
(VA − VA,ref > 0) the rate constant obtained by
the dual-level scheme is less accurate than the
non-corrected basic rate constants. The rea-
son is that with a potential describing the re-
action to be too endothermic, the distribution
of the images is shifted more to the product
side, which can not be corrected by the dual-
level approach. The refined potential energy
of these images on the product side is then er-
roneously low, which leads to an underestima-
tion of SE and an overestimation of the rate
constant. The cause of this difference is the
change in the potential energy in the region of
the instanton, rather than in the product well.
It should be noted that this is the most ex-
treme case we found, and still the overall error
is rather small.
Reaction 1: The Isomerization
HNC → HCN
The isomerization of HNC to HCN is a uni-
molecular prototype reaction with well-defined
reactant state structure (HNC) and prod-
uct state structure (HCN). Furthermore, the
three-atomic system is small enough to carry
out full conventional instanton calculations on
the CCSD(T)-F12/cc-pVDZ-F1249,52,56 level,
which was used as the refined potential. For the
basic potential, B3LYP57–62 was used in combi-
nation with the def2-SVP basis set.63
The reaction energies ∆V of basic and refined
potential deviate by 5.4 kJ mol−1, see table 1.
The potential activation barrier VA of B3LYP
is higher than the CCSD(T)-F12 value by only
6.6 kJ mol−1. The crossover temperatures are
also quite similar and deviate by just 15.9 K,
that is ≈ 6 %.
The IRCs were optimized for both potentials,
see Fig. 3. Additionally, CCSD(T)-F12 en-
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Table 1: Potential energy barriers VA, potential reaction energies ∆V and the respective
values corrected by zero-point energy, EA, and ∆E for reaction 1: HNC → HCN.
Energies in kJ mol−1, Tc in K.
Basic Potential Refined potential Dual-level
Method B3LYP CCSD(T)-F12
Basis set def2-SVP cc-pVDZ-F12
VA 142.8 136.2 136.2
∆V −57.2 −62.6 −62.4
EA 128.9 123.5 122.4
∆E −60.8 −65.5 −66.0
Tc 257.0 272.9
ergy calculations were performed on the IRC
optimized with B3LYP, shown as blue crosses
in Fig. 3. That potential energy curve coin-
cides with the potential energy along the IRC
of CCSD(T)-F12, indicating that the IRC ge-
ometries are similar.
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Figure 3: Potential energy along the IRCs of
reaction 1.
Rate constants for reaction 1 are shown in
Fig. 4 as Arrhenius plots, i.e. the logarithm
of the rate constant is plotted against 1/T .
Rate constants were obtained by conventional
instanton theory using both electronic poten-
tials as well as the CCSD(T)-F12 // B3LYP
dual-level method. For B3LYP and the dual-
level method, reaction rate constants down to
60 K were calculated, for CCSD(T)-F12 down
to only 100 K. Due to the higher activation
barrier, the B3LYP reaction rate constants are
lower than the CCSD(T)-F12 reaction rate con-
stants by a factor of 51.4 at 200 K and by a fac-
tor of 961.1 at 100 K. The dual-level corrects
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Figure 4: Top: Rate constants for reaction 1
with basic and refined potential as well as the
dual-level method. Bottom: relative error of
the rate constants with the basic potential and
the dual-level method. The dotted line denotes
k = kCCSD(T)-F12, i.e. no error.
that error to factors between 2.0 and 2.5, see
Fig. 4 and, thus, leads to excellent agreement
with the results obtained with full calculations
on the refined potential.
Using reaction 1 as an example we want to
point out the savings in computational time:
The optimization of one instanton and the sub-
sequent rate calculation at CCSD(T)-F12a level
require 19,744 and 30,449 seconds, respectively.
On B3LYP level 626 and 1,305 seconds are re-
quired for the instanton optimization and rate
calculation on the same computer infrastruc-
ture. The additional CCSD(T)-F12a energy
calculations for the dual-level approach require
323 seconds. Derivatives on the CCSD(T)-F12a
level were obtained from finite differences of en-
ergies, while DFT gradients were calculated an-
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alytically. Thus, in this comparison, the dual-
level approach saves a factor of > 20 in compu-
tational time.
Reaction 2: Intramolecular [1,5]-
H-Shift
In sigmatropic rearrangements, tunneling
was observed in many cases. Suprafacial
[1,5] sigmatropic rearrangements were stud-
ied exhaustively, using derivatives of 1,3(Z)-
pentadiene.64,65 Although it was initially un-
clear whether or not atom tunneling plays a
crucial role in these reactions,66,67 various stud-
ies have confirmed its involvement.16,25,65,68–72
The [1,5] sigmatropic rearrangement of 1,3(Z)-
hexadiene to 2(E),4(Z)-hexadiene, Fig. 5, is
therefore an appropriate test system for the
dual-level instanton method.
Two density functionals, the BP86 GGA
functional57–60,73 and the BHLYP hybrid func-
tional,57–61,74 both with the 6-31G* basis set,75
were applied to obtain different electronic po-
tentials.
This is a much more severe test for the dual-
level, because the potential activation energy
obtained by BHLYP is more than 56.8 kJ mol−1
higher than the one obtained by BP86, see ta-
ble 2. This is attributed to the high amount
(50%) of exact exchange in the BHLYP func-
tional. CCSD(T)-F12a calculations on the BH-
LYP (BP86) geometries resulted in VA = 149.1
kJ mol−1 (148.9 kJ mol−1) and ∆V = −11.3
kJ mol−1 (−11.4 kJ mol−1) implying that the
BHLYP/6-31G* method yields more reliable re-
sults than the BP86/6-31G* method. How-
ever, the two functionals are eminently suitable
to demonstrate the applicability of the dual-
level method in cases where the activation bar-
rier of the two functionals differ significantly.
In this context, it has to be mentioned that, al-
though the activation barriers obtained by the
Figure 5: The [1,5] H shift in reaction 2.
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Figure 6: Potential energy along the IRCs of
reaction 2 (top) and along instanton paths at
100K (bottom).
two functionals disagree, the reaction energies
agree within 2.8 kJ mol−1, see table 2. For
both dual-level combinations, BHLYP // BP86
and BP86 // BHLYP, the potential energy along
the IRC is restored quite well, as can be seen
in Fig. 6. The bottom graph of Fig. 6 shows
the potential energy along instantons at 100K.
The energies are, again, well reproduced by the
dual-level approach. The lengths of the instan-
tons differ somewhat. Comparison of the up-
per and the lower graph additionally shows that
the instanton path leads to regions in configu-
ration space with significantly higher potential
energy than the classical transition state (203.4
vs 167.4 kJ mol−1 for BHLYP). This is caused
by corner-cutting.
Instanton rate constants were calculated for
a temperature range from 300 K to 100 K
using the two density functionals, as well as
both dual-level combinations, see Fig. 7. The
lower activation barrier of the BP86 poten-
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Table 2: Potential energy barriers VA, potential reaction energies ∆V and the respective
values corrected by zero-point energy, EA and ∆E for reaction 2. Energies are in
kJ mol−1, crossover temperatures Tc in K.
Method BP86 BHLYP BP86 // BHLYP BHLYP // BP86
Basis set 6-31G* 6-31G*
VA 110.6 167.4 109.8 166.3
∆V −18.0 −15.2 −18.1 −15.3
EA 100.3 156.4 98.9 155.9
∆E −18.9 −16.4 −19.3 −16.3
Tc 308.8 394.7
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Figure 7: Rate constants for reaction 2.
tial compared to the BHLYP potential leads to
much higher reaction rate constants, by more
than eight orders of magnitude, throughout the
whole temperature range. The curvature of all
Arrhenius plots in Fig. 5, an indication of the
importance of tunneling, is strikingly similar
even though the crossover temperatures differ
by more than 20 %. Despite the qualitative
difference of both functionals, the results ob-
tained with the dual-level instanton method re-
produce the rate constants of the refined po-
tential successfully in both cases. The values
obtained by the dual-level approach agree with
the full calculations of the respective refined po-
tentials within one order of magnitude, see ta-
ble 3. There, the average and maximum de-
viations (highest or lowest ratios) among the
temperatures studied are shown. The small de-
viations are mainly due to error compensation.
For BHLYP // BP86, the underestimation of
S0 is counterbalanced in the exponential term
by an overestimation of Spot. The remaining
error in the exponential dominates the total er-
ror, but is still counterbalanced by an opposite
deviation in the pre-exponential factor.
Table 3: Ratios of rate constants for re-
action 2.
kBP86
kBHLYP
kBHLYP//BP86
kBHLYP
kBP86//BHLYP
kBP86
Max. 4.75 · 10+8 1.63 · 10−1 1.34 · 10−1
Avg. 3.62 · 10+8 2.36 · 10−1 1.72 · 10−1
Reaction 3: Bimolecular Reaction
NH2 + H2 → NH3 + H
Finally, the dual-level approach is tested on the
bimolecular hydrogen atom transfer reaction
NH2 + H2 → NH3 + H. This five-atomic sys-
tem with eleven electrons is small enough to be
easily handled fully on the CCSD(T)-F12/cc-
pVDZ-F12 level using conventional instanton
theory as refined potential. BHLYP/def2-SVP
was used as basic potential.
On CCSD(T)-F12 level, the electronic reac-
tion energy is −22.0 kJ mol−1, while the vi-
brationally adiabatic reaction energy, i.e. the
electronic energy plus zero-point vibrational en-
ergy, is −8.0 kJ mol−1. During the reaction,
an N–H bond is formed and a H–H bond is
broken, leading to a large difference in zero-
point vibrational energy between the reactants
and products. The BP86 functional underesti-
mates the exothermicity with and without zero-
point energies. Thus, following from the re-
sults obtained for the Eckart barrier we would
expect this case to be rather challenging for
the dual-level approach. In the region of the
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Table 4: Potential energy barriers VA, potential reaction energies ∆V and the respective
values corrected by zero-point energy, EA and ∆E for reaction 3. Energies are in
kJ mol−1, crossover temperatures Tc in K.
Basic Potential Refined Potential Dual-Level
Method BHLYP CCSD(T)-F12
Basis set def2-SVP cc-pVDZ-F12
VA 35.5 41.5 40.7
∆V −15.1 −22.0 −23.2
EA 44.2 48.8 49.3
∆E −0.8 −8.0 −9.0
Tc 355.9 355.8
transition structure, the CCSD(T)-F12 energy
calculations along the IRC calculated on the
BP86 geometries resemble the energy along the
CCSD(T)-F12-IRC well enough, however, see
Fig. 8.
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Figure 8: Potential energy along the IRCs of re-
action 3 relative to the energy of the separated
reactants.
The rate constants obtained with conven-
tional instanton theory and the corresponding
dual-level results are shown in Fig. 9. BP86
leads to higher reaction rate constants by a
factor of 9–12 than the CCSD(T)-F12 refer-
ence throughout the temperature range of 300–
110 K, caused by the lower activation barrier.
The dual-level method successfully leads to re-
action rate constants deviating only by a fac-
tor of less than 2 from the results obtained by
conventional instanton theory using CCSD(T)-
F12.
This finding is quite surprising as we would
have expected the dual-level approach to fail
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Figure 9: Rate constants for reaction 3.
due to the underestimated exothermicity. To
understand that, let us recall the case of the
Eckart barrier (Fig. 2). There, the potential
energy is wrongly described on the right side
of the potential energy barrier and affects the
region of the instantons, leading to an incor-
rect shape and in particular image distribution.
This caused the dual-level approach to be un-
suitable. In the case of reaction 3, the final reac-
tion energy is also described incorrectly. How-
ever, the instanton is restricted to the region in
space where the energy is higher than the en-
ergy of the reactants, here to s < +0.4. There,
the basic potential is sufficiently accurate and
the shape and image distribution of the instan-
tons is not affected. Thus, the dual-level ap-
proach is successful in this case.
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Conclusion
We demonstrated the applicability of a dual-
level approach to instanton theory by studying
one analytic and three molecular systems. For
the dual-level instanton calculations, all opti-
mizations and Hessian calculations are carried
out using a basic potential, which is computa-
tionally fast, but can be rather approximate.
Additionally, energy calculations only are car-
ried out for all images using a more accurate
refined potential. We have shown that this ap-
proach corrects for the largest part of the errors
in the rate constants by improving the value
of Spot in equation (5). The instanton geom-
etry yinst, the distribution of the images, and
therefore the value of S0 (see equation (1)) are
not changed and assumed to be described well
enough by the basic potential.
The dual-level approach performs astonish-
ingly well in the cases examined above. The
calculated rate constants are similar to the rate
constants obtained by conventional instanton
calculations performed on the refined potential.
For the isomerization reaction of HNC to HCN,
the error with respect to full CCSD(T)-F12 re-
sults is reduced from factors of 50–1000 when
using B3LYP to 2.0–2.5 for the CCSD(T)-F12
// B3LYP dual-level instanton approach.
The method works well even in the case when
the activation barrier of the basic potential, one
of the most crucial parameters when consider-
ing reaction rate constants, differs by more than
40% from the one obtained with the refined po-
tential, like in reaction 2. There, the dual-level
method reproduces the corresponding full in-
stanton rate constants within one order of mag-
nitude while without the dual-level scheme they
differ by more than eight orders of magnitude.
In cases where the exothermicity of the reac-
tion is underestimated, the dual-level method
suffers from a wrong image distribution and
hence can not correct for the errors in the po-
tential energy, as seen from the Eckart barrier.
However, this problem can easily be probed by
performing reference calculations for the reac-
tion energy. Furthermore it could be shown for
the reaction of NH2 and H2 that the wrong de-
scription of the reaction energy is problematic
only if the region of the instantons is affected.
Otherwise, the dual-level approach performs
well. Obviously, there may be other causes of
errors like a wrongly predicted topology or sym-
metry of the stationary points predicted by the
basic potential which we could not identify in
the cases we tested.
In summary, the dual-level approach can help
improving the quality of instanton rate calcu-
lations when the systems are too big for the
full treatment with highly accurate electronic
structure methods. It is a legitimate improve-
ment as long as the basic potential describes
the chemical reaction qualitatively correct.
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