INTRODUCTION
Hyers-Ulam and Hyers-Ulam-Rassias stabilities are having a great attention recently. In part, this is because of their potential applicability in model situations where although we can not expect to easily obtain the exact solution of the problem we may expect to obtain an approximate solution which should be stable in a certain specific sense. This is being done for a huge number of different type of equations. Among those, we point out functional equations, differential equations and integral equations. This is also connected with the applicability of those equations in different areas of the knowledge like chemical reactions, diffraction theory, elasticity, fluid flow, heat conduction and population dynamic (cf. [1, 2, 3, 4, 5, 6, 7, 9, 8, 10, 12, 13, 11, 14, 15, 16, 19, 20, 21, 22, 23, 24, 25, 26, 29, 28, 27, 30, 31, 32, 33, 34, 35, 37, 17, 39, 40] ).
In a sense, we may say that the first results of stability of this type for functional equations were originated from a famous question raised by S. M. Ulam, in 1940, about to discover when a solution of an equation differing "slightly" from a given one must be somehow near to the solution of the given equation. D. H. Hyers obtained a partial answer to the question of S. M. Ulam, for Banach spaces, in the case of the additive Cauchy equation (f (x + y) = f (x) + f (y), cf. [25] ), within the framework of (real) Banach spaces. This gave rise to what we now designate as the Hyers-Ulam stability of the additive Cauchy equation. Afterwards, Th. M. Rassias (see [36] ) introduced new ideas e.g., by proposing to consider unbounded right-hand sides in the involved inequalities, depending on certain functions, introducing therefore the so-called Hyers-Ulam-Rassias stability.
In the present work we will analyse Hyers-Ulam-Rassias, σ-semi-Hyers-Ulam and Hyers-Ulam stabilities for the following class of integral equation with two delays y(x) = f x, y(x), y(α(x)), 
where θ ≥ 0, there is a solution y 0 of the integral equation and a constant C > 0 independent of y and y 0 such that
for all x ∈ [a, b], then we say that the integral equation has the Hyers-Ulam stability.
We also use a stability in-between the two just mentioned stabilities of Hyers-Ulam-Rassias and Hyers-Ulam, introduced in [11] , in the following way:
where θ ≥ 0, there is a solution y 0 of the integral equation (1.1) and a constant C > 0 independent of y and y 0 such that
then we say that the integral equation (1.1) has the σ-semi-Hyers-Ulam stability.
Typically, the techniques to study the stability of functional equations use a combination of fixed point results with a generalized metric in an appropriate framework. Thus, we shall recall the definition of a generalized metric on a nonempty set X. 
We also recall that within the framework of generalized metrics, the well-known Banach Fixed Point Theorem also holds true. Theorem 1.3 Let (X, d) be a generalized complete metric space and T : X → X a strictly contractive operator with a Lipschitz constant L < 1. If there exists a nonnegative integer k such that d(T k+1 x, T k x) < ∞ for some x ∈ X, then the following three propositions hold true: i) the sequence (T n x) n∈N converges to a fixed point x * of T ;
ii) x * is the unique fixed point of
HYERS-ULAM-RASSIAS STABILITY IN THE FINITE INTERVAL CASE
The present section is devoted to present sufficient conditions for the Hyers-Ulam-Rassias stability of the integral equation (1.1), where x ∈ [a, b], for some fixed real numbers a and b.
We are interested in considering the Bielecki metric. Namely, taking a positive constant p > 0, we will be using the space C p ([a, b]) of continuous functions u : [a, b] → C endowed with the Bielecki metric
Anyway, in a more global sense, we will also consider the space C([a, b]) of continuous functions on [a, b] , endowed with a generalization of the Bielecki metric
where σ is a non-decreasing continuous function σ :
) are complete metric spaces (cf., [18] , [38] ).
with M > 0 and the kernel k :
with L > 0. 10) and M (2 + Lη) < 1, then there is a unique function
This means that under the above conditions, the integral equation (1.1) has the Hyers-Ulam-Rassias stability.
Proof. We will consider the operator T :
Under the present conditions, we will deduce that the operator T is strictly contractive with respect to the metric (2.7). Indeed, for all u, v ∈ C([a, b]), we have,
Due to the fact that M (2 + Lη) < 1 it follows that T is strictly contractive. Thus, we can apply the above mentioned Banach Fixed Point Theorem, which ensures that we have the Hyers-Ulam-Rassias stability for the integral equation (1.1). Additionally, we can apply again the Banach Fixed Point Theorem, which guarantees us that
From the definition of the metric d and by (2.10) follows that
and consequently (2.11) holds. If
and
Proof. This is a direct consequence of the previous theorem when considering σ(x) = e p(x−a) and realizing that
σ-SEMI-HYERS-ULAM AND HYERS-ULAM STABILITIES IN THE FINITE INTERVAL CASE
The present section is devoted to present sufficient conditions for the σ-semi-Hyers-Ulam and Hyers-Ulam stabilities of the integral equation (1.1) (and where we continue to use both the metrics (2.6) and (2.7)). 
with L > 0.
where
This means that under the above conditions, the integral equation (1.1) has the σ-semi-Hyers-Ulam stability.
By the same procedure as above, we have that T is strictly contractive with respect to the metric (2.6) due to the 
This means that under the above conditions, the integral equation (1.1) has the Hyers-Ulam stability.
Let us now turn to the generalized metric (2.7). In addition, suppose that there is η ∈ R such that
where θ > 0 and M (2 + Lη) < 1, then there is a unique function y 0 ∈ C([a, b]) such that
By the same procedure as above we derive that T is strictly contractive with respect to the metric (2.7) (due to the fact that M (2 + Lη) < 1). Thus, we can again apply the Banach Fixed Point Theorem, which ensures that we have the σ-semi-Hyers-Ulam stability for the integral equation (1.1), with (3.25) being obtained by the definition of the metric d, using (1.5) and (3.24) .
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Now, having in mind that σ is a positive non-decreasing function, and considering an upper bound in (3.25), we directly obtain from the last result the following Hyers-Ulam stability of the integral equation (1.1). 
HYERS-ULAM-RASSIAS STABILITY FOR VOLTERRA INTEGRAL EQUATION IN THE FINITE INTERVAL CASE
In this section, we will derive sufficient conditions for the Hyers-Ulam-Rassias stability of the Volterra integral equation (1.2). We will continue to use the metrics (2.6) and (2.7).
Thus, we will now be dealing with the integral equation
where, for starting, a and b are fixed real numbers, f : 
with L > 0. 29) and M (2 + Lη) < 1, then there is a unique function
This means that under the above conditions, the Volterra integral equation (1.2) has the Hyers-Ulam-Rassias stability.
Proof. We consider the operator T : 
and consequently (4.30) holds. 2
Just as a particular case of the last result, we obtain the next corollary. 
continuous kernel function satisfying the Lipschitz condition |k(x, t, u(t), u(β(t))) − k(x, t, v(t), v(β(t)))| ≤ L|u(β(t)) − v(β(t))| (4.33)
with L > 0. 
σ-SEMI-HYERS-ULAM AND HYERS-ULAM STABILITY FOR VOL-TERRA INTEGRAL EQUATION IN THE FINITE INTERVAL CASE
The present section is devoted to present sufficient conditions for the σ-semi-Hyers-Ulam and Hyers-Ulam stabilities of the Volterra integral equation (1.2). We will continue to use the metric (2.6) on the first two results and the metric (2.7) on the others two. 
with L > 0. This means that under the above conditions, the Volterra integral equation (1.2) has the σ-semi-Hyers-Ulam stability.
Similarly as above, we have T strictly contractive with respect to the metric (2.6) due to the fact that M 2 + 
This means that under the above conditions, the Volterra integral equation (1.2) has the Hyers-Ulam stability. In addition, suppose that there is η ∈ R such that
This means that under the above conditions, the Volterra integral equation (1.2) has the σ-semi-Hyers-Ulam stability.
Proof. Considering the operator T :
, we conclude that T is strictly contractive with respect to the metric (2.7) due to the fact that M (2 + Lη) < 1. Thus, we can again apply the Banach Fixed Point Theorem, which ensures that we have the σ-semi-Hyers-Ulam stability for the Volterra integral equation (1.2) In addition, suppose that there is η ∈ R such that
This means that under the above conditions, the Volterra integral equation (1.2) has the Hyers-Ulam stability.
HYERS-ULAM-RASSIAS STABILITY IN THE INFINITE INTER-VAL CASE
In this section, we will analyse the Hyers-Ulam-Rassias stability of the Volterra integral equation but when considering infinite intervals. This means that instead of considering, as before in (1.2), a finite interval [a, b] (with a, b ∈ R), we will now consider e.g. corresponding intervals [a, ∞), for some fixed a ∈ R.
where a is a fixed real number,
functions, and α, β : [a, ∞) → [a, ∞) are continuous delay functions which therefore fulfill α(τ ) ≤ τ and β(τ ) ≤ τ , for all τ ∈ [a, ∞). Here, our strategy will be based on a recurrence procedure due to the already obtained result for the corresponding finite interval case.
Let us consider a fixed non-decreasing continuous function σ : [a, ∞) → (ε, ω), for some ε, ω > 0 and the space C b ([a, ∞)) of bounded continuous functions endowed with the metric
be continuous delay functions and σ : [a, ∞) → (ε, ω), for some ε, ω > 0, a non-decreasing function. In addition, suppose that there is η ∈ R such that
for all x ∈ [a, ∞). Moreover, suppose that f : [a, ∞) × C × C × C → C is a continuous function satisfying the Lipschitz condition
with M > 0 and the kernel k : [a, ∞)×[a, ∞)×C×C → C is a continuous kernel function so that x a k(x, τ, z(τ ), z(β(τ )))dτ is a bounded continuous function for any bounded continuous function z. In addition, suppose that k satisfying the Lipschitz condition
with L > 0. for all x ∈ [a, ∞).
This means that under the above conditions, the Volterra integral equation (6.52) has the Hyers-Ulam-Rassias stability.
Proof. For any n ∈ N, we will define I n = [a, a + n]. By Theorem 4.1, there exists a unique bounded continuous function y 0,n : I n → C such that y 0,n (x) = f x, y 0,n (x), y 0,n (α(x)), x a k(x, τ, y 0,n (τ ), y 0,n (β(τ )))dτ (6.59) and
for all x ∈ I n . The uniqueness of y 0,n implies that if x ∈ I n then
For any x ∈ [a, ∞), let us define n(x) ∈ N as n(x) = min{n ∈ N | x ∈ I n }. We also define a function y 0 : [a, ∞) → C by
For any x 1 ∈ [a, ∞), let n 1 = n(x 1 ). Then x 1 ∈ Int I n1+1 and there exists an > 0 such that y 0 (x) = y 0,n1+1 (x) for all x ∈ (x 1 − , x 1 + ). By Theorem 4.1, y 0,n1+1 is continuous at x 1 , and so it is y 0 .
Now, we will prove that y 0 satisfies
for all x ∈ [a, ∞). For an arbitrary x ∈ [a, ∞) we chose n(x) such that x ∈ I n(x) . By (6.59) and (6.62), we have
Note that n(τ ) ≤ n(x), for any τ ∈ I n(x) , and it follows from (6.61) that y 0 (τ ) = y 0,n(τ ) (τ ) = y 0,n(x) (τ ), so, the last equality in (6.64) holds true.
From (6.62) and (6.60), we have that for all x ∈ [a, ∞) it holds
which is (6.58). Finally, we will prove the uniqueness of y 0 . Let us consider another bounded continuous function y 1 which satisfies (6.57) and (6.58), for all x ∈ [a, ∞). By the uniqueness of the solution on I n(x) for any n(x) ∈ N we have that y 0|I n(x) = y 0,n(x) and y 1|I n(x) satisfies (6.57) and (6.58) for all x ∈ I n(x) , so 
EXAMPLES
In this section we will present some examples to illustrate that the conditions of the above results are possible to attain.
For continuous functions y : [0, 1] → R, let us start by considering the integral equation 
is a continuous function which fulfills
for all x ∈ [0, 1] (and so the previous constant M is here taking the value 1/3); the kernel k :
is a continuous function which fulfils the condition
(where we may identify 1 as the constant previously denoted by L). Thus, M (2 + Lη) = 252841/300000 < 1.
If we choose y(x) = 101 x/100, it follows y(x) − f x, y(x), y(α(x)), Therefore, from Theorem 4.1, we have the Hyers-Ulam-Rassias stability of the integral equation (7.65 ). In particular, having in mind the exact solution y 0 (x) = x of (7.65), it follows that
Still within this last example associated with the integral equation (7.65), and using the same η, M and L (and so still having M (2 + Lη) = 252841/300000 < 1), if we choose y(x) = 101 x/100, it follows y(x) − f x, y(x), y(α(x)), 
