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ABSTRACT 
In an earlier paper one of the authors showed that a matrix of rank r over an 
integral domain has a generalized inverse if and only if a linear combination of all the 
r x r minors of the matrix is one. In the same paper a procedure for constructing a 
generalized inverse from such a linear combination was also given. In the present 
paper we show that any reflexive generalized inverse can be obtained by that 
procedure. We also show that if the integral domain is a principal ideal domain, every 
generalized inverse cau be obtained by that procedure. It is also shown that a matrix 
A of rank r over an integral domain has Moore-Penrose inverse if and only if the sum 
of squares of all r X r minors of A is an invertible element of the integral domain. 
1. INTRODUCTION 
Let R be an integral domain, i.e. a commutative ring with multiplicative 
identity and with no zero divisors. In this paper we consider matrices over R 
unless indicated otherwise. 
Let A be an m x n matrix, and consider the Moore-Penrose equations 
(1) AGA=A, 
(2) GAG = G, 
(3) (AG)r = (AG), 
(4) (GAY = GA, 
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where the superscript T denotes transpose. If G is an n X m matrix 
satisfying (l), then G is called a generalized inverse (g-inverse, l-inverse) of 
A. A matrix is said to be regular if it has a g-inverse. If G satisfies (1) and 
(2) it is said to be a reflexive g-inverse of A, whereas it is said to be a 
Moore-Penrose inverse of A if it satisfies (l)-(4). If A is a matrix over a 
commutative ring, then it is known that A can have at most one Moore- 
Penrose inverse, and it is denoted by A+, if it exists. 
We now introduce some notation. Let A be an m X n matrix, let 
a=(il,..., i,) be a subset of (1,. . . , m), and let /3 = {jr,. . . , j,) be a subset of 
{I,..., n). We denote by A; the submatrix of A determined by the rows 
indexed by cy and the columns indexed by /3. 
If (Y = {l,. . .,m), then A> is simply denoted by A,, and similarly if 
p = {l,..., n), then A; is denoted by A”. As usual, the determinant of A is 
denoted by IAl. If A = ((aij>) IS a square matrix, then (6’/aaij)lAl denotes 
the coefficient of aij in the expansion of [AI, i.e., the cofactor of aij in A. At 
several places in the paper, a,p are assumed to be r-element subsets of 
(I,..., m) and (I,..., n) respectively, without stating it explicitly. 
The (determinantal) rank p(A) of a matrix A is defined as the size of the 
largest nonvanishing minor of A. 
An m X n matrix A of rank r is said to have a rank factorization A = BC 
if B is an m x r matrix (of rank r) and C is an r X n matrix (of rank r). 
Let A be an m x n matrix, and let r < min(m, n). The rth compound 
matrix C,(A) of A is a matrix of order 
(3X(3 
defined as follows. The 
rows of C,.(A) are indexed by the r-element subsets of (1,2,. . . , m;) the 
columns are indexed by the r-element subsets of { 1,2,. . . , n), and the (a, p) 
entry of C,(A) is defined as IA:I, where cy, p run over all r-element subsets 
of {1,2 ,..., ml,(l,2 ,..., n) respectively. Clearly, (C,(A))T = C&AT>, and it 
follows by the Cauchy-Binet formula that C,(AB) = C,(A)C,(B). By a full 
rank matrix, we mean either a full row rank matrix or a full column rank 
matrix. 
The starting point of the investigations of the present paper is the 
following result [2, Theorem 8 and the subsequent observation], which gives 
a necessary and sufficient condition for a matrix over R to be regular, as well 
as a formula for obtaining a g-inverse if the condition is satisfied. 
THEOREM 1. Let A be an m X n matrix of rank r aver R. Then A is 
regular if and only if there exist ct E R such that 
c cflA;l = 1, 
a.B 
(1.1) 
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where the summation is over all r-element subsets (Y, p of 11,2,, . .,m), 
O,.%..., n} respectively. Furthermore, if ct sati..& (l.l), then G = ((g,,)) is a 
g-inverse of A, where 
(1.2) 
We now describe the main results of the paper. A natural question that 
arises in view of Theorem 1 is the following. Suppose the m X n matrix A 
over R is regular, and let G be a g-inverse of A. Then do there exist ct E R 
for all (Y,P such that (1.1) and (1.2) hold? We show in Section 2 that if G is a 
reflexive g-inverse of A, then the answer is in the affirmative and in fact 
cf = [Gil, for all CY, /3, satisfy (1.1) and (1.2). In Section 3 it is shown that if A 
is a matrix over a principal ideal domain and if G is a g-inverse of A, then 
there exist cf satisfying (1.1) and (1.2). Th e result is also shown to hold over 
certain larger classes of integral domains. In Section 4 we examine the 
question of the existence of a Moore-Penrose inverse of a matrix A over R. 
It is shown, among other results, that A has a Moore-Penrose inverse if and 
only if c,,,IA;l’ is an invertible element of R. 
2. REFLEXIVE G-INVERSES 
Let A be an m X n matrix, and let G be a reflexive g-inverse of A. The 
purpose of this section is to show that if we let c{ = IGfI for all (~,/3, then 
(1.1) and (1.2) are satisfied. This in particular shows that all reflexive 
g-inverses can be constructed by the procedure given in Theorem 1. In the 
‘following lemma this result is proved for matrices of full row rank. 
LEMMA 2. Let C be an r X n matrix of rank r, and let E be a right 
inverse of C, so that CE = 1. Then fm all j, k 
ejk = c IE’&c,l~ 
P:_i=P b 
where the summation is over all r-element subsets of {I,&. . . , n}. 
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= c 2 ejl( - l)kt’lE7,,2,,,,,,,_,l IC~2--.~“-kl, 
y:.jey 1=1 
where y runs over all (r - l)-element subsets of {I, 2,. . . , n}. Since, for j E y, 
ZC ( -l)'IE~,...,,)-~lejl= 0, 
1=1 
the restriction, j P y in the summation in (2.1) can be removed. 
Now observe that C,,_,,(C)C,,_,,(E) = Z and hence 
~lC~~...,r’-klIE~,...,.~-~I = (; ;: ; f :I 
Y 
This observation, together with (2.11, gives 
ejk = c IEBI~lC,l: 
P:_icP kl 
and the proof is complete. n 
A result similar to Lemma 2 can clearly be proved if B is an m X r matrix 
of rank r, and F is a left inverse of B. We now prove the main result of this 
section. 
THEOREM 3. Let A be an m X n matrix of rank r, and let G be a reflexive 
g-inverse of A. Then for all i, k, 
gji= C C IGtl&lA$l~ 
n:iGa p:jEp II 
where (Y, /? run over all r-element subsets of (1,. . . , m), 11,. . . , n) respectively. 
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Proof. Let A = BC be a rank factorization of A over the quotient field 
of R. Using the Cauchy-Binet formula, we can show for i E CX, j E p, 
Let G be a reflexive g-inverse of A, and let E = GB, F = CG. Using 
AGA = A, GAG = G, and the fact that B, C are of full rank, it follows that 
G = EF is a rank factorization of G and CE = I, FB = 1. 
We have 
c c IG&A”;l 
a:iEa /3:jEp IJ 
by Lemma 2 and the subsequent remark. Since G = EF, the proof is 
complete. n 
Let A be an m X n matrix of rank r > 1, and let G be a g-inverse of A. 
Let Cc = IGfI for all CX,/~. Since A is of rank r, C,(A) is of rank 1 and hence 
IA;1 IA’SI = IA”,I &I (2.2) 
for any r-element subsets LY, y of {l, . . . , m) and p, 6 of (1,. . . , n}. Also, since 
AGA = A. 
C,(A)C,(G)Cr(A) = C,(A). (2.3) 
It follows easily from (2.2) and (2.3) that (1.1) is satisfied. Furthermore, if 
G is reflexive, then as shown in Theorem 3, (1.2) also holds. We now give an 
example to show that if G is not reflexive, then (1.2) may fail. 
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Then G is a (nonreflexive) g-inverse of A, and 
the remaining IGtI being zero. Thus it can be verified that if H = ((hii)) is 
defined as 
then 
1 0 0 
H= [ 0 1 0 1 #G.
0 0 2 
3. G-INVERSES OVER PRINCIPAL IDEAL DOMAINS 
Let A be an m X n matrix over R. Let us cay that A has the generalized 
inverse construction property (g.i.c.p. for short) if it is regular and if for any 
g-inverse G of A there exists ct E R such that (1.1) and (1.2) are satisfied. 
In this section we prove that if A has the g.i.c.p. and if M, N are invertible 
matrices (units) over R, then MA and AN have the g.i.c.p. As a consequence 
it will be shown that if R is a principal ideal domain, then any matrix over R 
has the g.i.c.p. 
LEMMA 4. lf A is the m X n matrix given by 
A= I ’ 
[ 1 0 0’ 
where I is the r X r identity matrix, then A has the g.i.c.p. 
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Proof. It is not difkult to see that if G is a g-inverse of A, then 
whereBisrX(m-r),Cis(n-r)Xr,and Dis(n-r)X(m--r). 
Let (Y, /3 be r-element subsets of (1,. . . , m), (1,. . , n) respectively, and let 
i E (Y, j E p. Note that (6’/aaij))A;) 1s nonzero, in fact k 1, if and only if 
ff \(i)=p\(j)c(l,...,r). Let 
co=1 01 if a=p={l,...,r}. 
If l<i<r, r+l<s<m, cx=(1,2 ,..., i-l+1 ,..., r,s), /3=(1,2,...,r), 
let 
If l<s<r, r+l(i<n, a=(1,2 ,..., r), /3=(1,2 ,..., s-l,s+l,...,r,i), 
let 
cp= g..$A”, u “’ aasi ’ ’ 
Ifr+l<i<n, r+l<s<m, o=(2,...,r,il, P=(2,3,...,r,s),let 
“,p = gis&;l. 
SI 
Finally, for all the remaining pairs ((Y, p), let ct = 0. We now show that 
these ct satisfy (1.1) and (1.2). Clearly, since IA”pl is 1 only if (Y = p = (1,. . . , r-1 
and zero otherwise, and c[:z:;:;:] = 1, (1.1) is satisfied. 
To show that (1.2) hold;, consider the following cases. 
Case (9: l<i<r, l<jdr. Since (a/6’aij>lA~I # 0 if and only if 
(Y = p = (1,. . .) r) and i = j, it follows that 
C Cc,P$lA~l= gji. 
a P II 
188 R. B. BAPAT ET AL. 
Case (ii): r+l<i<m, l<j<r. Wehave 
where (~‘={1,2 ,..., r}, @‘={1,2 ,..., j-l,j+L,...,r,i). 
Case (iii): 1 < i < r, r + 1 < j < n. This is similar to case (ii). 
Case (iv): r + 1~ i Q m, r + 1~ j < n. We have 
where (Y’ = {2,. . . , r, i}, /3’ = (2,. . . , r, jl. 
Therefore we conclude that A has the g.i.c.p. w 
LEMMA 5. Let A be an m X n matrix which has the g.i.c.p., and let M be 
an m X m invertible matrix. Then B = MA has the g.i.c.p. 
Proof. Suppose the rank of A is r. Let N = M-‘, and let H be a 
g-inverse of B over R. Then G = HN- ’ is clearly a g-inverse of A. Since A 
has the g.i.c.p., there exist ct satisfying (1.1) (1.2) of Section 1. Since 
H = GN, we have, for any i, j, 
hij = 2 giknkj 
k=l 
= ?I nkjC Ec!$IA;I. 
k=l a p 
(3.1) 
We denote by N* the matrix obtained from N by adding one auxiliary 
column, indexed by *, just after the jth column of N. The entries of this 
column are not relevant for the proof. We similarly denote by B* the matrix 
obtained by adding a row, indexed by * , immediately after the j th row of B. 
Observe that 
-&A;l= $ -& 
kr k* 
lNo*al&;el, 
*I 
(3.2) 
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where 8 runs over all r-element subsets of {1,2,. . . , m, *}. Substituting (3.2) 
in (3.0, we have 
hij= C C 
k a,B 
(3.3) 
since, if j E y, then (6’/abji)(BpYI = 0. 
Let 
Since 
c c,pIA”al= 1 
a>/3 
and since A = NB, we have 
c c,B clN;l @I= 1, (3.4) 
a>kJ Y 
where y runs over r-element subsets of {1,2,. . . ,m). It is clear from (3.3), 
(3.4) that dt satisfy (1.11, (1.2) of Section 1, and hence we have shown that 
B has the g.i.c.p. n 
We can similarly show that if A has the g.i.c.p. and N is invertible, then 
AN has the g.i.c.p. Lemma 5 and this observation immediately lead to the 
following. 
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be of order m x n, and let M, N be invertible matrices of order m x m, n x n 
respectively over R. Then MAN has the g.i.c.p. 
COROLLARY 7. Let R be a principal ideal domain. Then any regular 
matrix over R has the g.i.c.p. 
Proof. It is well known (see, for example, [l]) that over a principal ideal 
domain, every regular matrix A admits a decomposition of the form 
A=M:, ; N 
[ 1 (3.5) 
where M, N are invertible. Now the result follows by Theorem 6. n 
RI~~ARK. It has been shown in [3] that every regular matrix over the 
integral domain R admits a decomposition of the form (3.5) if and only if 
over R every finitely generated projective module is free. It follows by 
Theorem 6 that over such integral domains every regular matrix has the 
g.i.c.p. For example, every regular matrix over D[x,, . . . , x,,], the polynomial 
ring over a principal ideal domain D, has the g.i.c.p. We have not been able 
to decide whether every regular matrix over an integral domain R has the 
g.i.c.p., and this question seems to merit further investigation. 
4. MOORE-PENROSE INVERSE OVER AN INTEGRAL DOMAIN 
In [2] matrices which admit Moore-Penrose inverses were characterized 
in case the integral domain satisfies the condition aI = uf + * . . + u”, * 
aa= *- - = a,, = 0. The purpose of this section is to characterize all matrices 
over an arbitrary integral domain which admit Moore-Penrose inverses. It 
will be shown that a matrix A of rank r has a Moore-Penrose inverse if and 
only if the sum of squares of all r X r minors of A is invertible over R. In 
the process we also obtain an explicit formula for the Moore-Penrose inverse 
when it exists. We first prove certain preliminary results. 
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LEMMA 8. Let A be a nonzero n X 1 matrix over R. Then A has a 
Moore-Penrose inverse over R if and only if ATA is invertible in R. 
Proof. First suppose that A admits a Moore-Penrose inverse G. Then 
AGA = A, and since A is a nonzero n X 1 matrix, GA = 1. Now since 
(AG)r= AG, we have GTATA = A and hence (GGT>(ATA> = 1. Therefore 
A*A is invertible in R. 
Conversely, if u = ArA is invertible in R, then it is easy to verify that 
u-‘AT is the Moore-Penrose inverse of A. n 
A similar result can be proved if A is a 1 X m matrix. 
In the next result we characterize matrices of full rank over R which 
admit a Moore-Penrose inverse. 
LEMMA 9. Let A be an m X n matrix of rank n over R. Then the 
following conditions are equivalent: 
(i) A has a Moore-Penrose inverse. 
(ii) ATA is invertible over R. 
(iii) C,JALIJ2 is invertible over R, where (Y runs over all n-element subsets 
of (l,...,m). 
Furthermore, the Moore-Penrose inverse, when it exists, is given by A+ = 
(A*A)-‘A. 
Proof. (i> * (ii): Let A+ = G. Then 
AGGTATA = AGAGA = A. 
Since A is of full column rank, it admits a left inverse over the field of 
quotients of R, and hence (GGTXATA)= 1. Thus ATA, which is a square 
matrix, has a left inverse over R and hence is invertible over R. 
(ii) * (i): It is easy to check that A+ = (ATA)-‘A* is the Moore-Penrose 
inverse of A. 
(ii) e (iii): Note that a square matrix over R is invertible if and only if its 
determinant is invertible in R. But, by the Cauchy-Binet formula, 
lATAl = c IA’,1 IA7 
= ;lA”j2, 
a 
where (Y runs over all n-element subsets of (I,. . . , m), and the result follows. 
n 
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A result analogous to Lemma 9 can be proved if A is of full row rank. The 
next result gives a necessary and sufficient condition for a matrix to have a 
Moore-Penrose inverse under the assumption that the matrix has a rank 
factorization. 
THEOREM 10. Let A be an m X n matrix of rank r over R, and let 
A = BC be a rank factorization of A over R. Then the following conditions are 
equivalent: 
(i) A has a Moore-Penrose inverse. 
(ii) BTB and CCT are invertible over R. 
(iii) C,,plA;(2 is invertible in R, where a,/3 run over r-element subsets 
of (1,. . , m}, {l,. . , n) respectively. 
Furthermore, the Moore-Penrose inverse, ifit exists, is given by 
Proof. (i)*(n): Let A’ = G. Then BCGGrArBC = BC and hence 
CGGTATB = 1. Therefore CGGTCTBTB = I, and hence B*B is invertible 
over R. Similarly, by considering the equation BCA*G*GBC = BC we 
conclude that CCT is invertible over R. 
(ii) q (i): If B*B and CC* are invertible, then it is easily verified that 
C*(CCr)-‘(B*B)-‘B* is the Moore-Penrose inverse of A. 
(ii) C+ (iii): For any (Y, p we have IA"pl = (B”( ICeI and hence 
c lA;12 = c lBa121C,12 
a.P a.P 
= ( FlW2)( FlCp12). (4.1) 
Therefore Cc,,p(A~(2 is invertible if and only if both C,(Bp(2 and Cp(C,12 are 
invertible. Now the result follows by the implication (ii) w (iii) of Lemma 9. 
n 
COROLLARY 11. L_et A be an m X n matrix of rank r over R, and suppose 
there exists a rank factorization A = BC of A over R. Then A has a Moore- 
Penrose inverse if and only if C,.(A) has a Moore-Penrose inverse. 
Proof. Clearly C,(A) has a Moore-Penrose inverse if A has one. To 
prove the converse, first observe that since A has a rank factorization, C,(A) 
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has one. By (i) * (iii) of Theorem 10 applied to C,(A), if C,(A) has a 
Moore-Penrose inverse, the sum of squares of all the elements of C,(A), 
which is same as C,,,]Az]*, is invertible. By (iii)*(i) of Theorem 10, it 
follows that A has a Moore-Penrose inverse. 
REMARK. It has been observed in 123 that a matrix A over R does not 
necessarily admit a rank factorization. In fact, as noted, in [3], even if A is 
regular, it need not have a rank factorization. Thus Theorem 10 does not 
characterize all matrices which have a Moore-Penrose inverse. Such a 
characterization will be given in Theorem 13, which we now proceed to 
develop. 
LEMMA 12. Let A be an m X n matrix of rank 1 over R. Then A has a 
Moore-Penrose inverse if and only af Ci,jafj is invertible in R. 
Proof. First suppose that u = Ci,jafj is invertible in R. Then we claim 
that G = u-‘Ar is the Moore-Penrose inverse of A. This is seen thus. Clearly 
G satisfies (3), (4) in Section 1. Since A is of rank 1, every 2 X 2 minor of A 
vanishes, and hence for any i, j, k, 1, 
akjail = aijakl. (4.2) 
Hence for any i, 1, 
C aijgjkakl = up 1 Caijakjakl 
_i,k .i,k 
= u-‘~aila:, = ail. 
Therefore AGA = A. Similarly it can be shown that GAG = G, and the claim 
is proved. 
Conversely, suppose that G is the Moore-Penrose inverse of A. Let ri 
denote the ith row of A, and cj the jth column of G, i = I, 2,. . , , m, 
j=l,2,..., n. Define matrices B of order 1 X mn and If of order mn X 1 as 
B = (rl,...,rm), H=(c;,...,c$ 
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We claim that H is the Moore-Penrose inverse of B. This is proved as 
follows: Using AGA = A and (4.2), it can be seen that 
Caijgji = l, 
i,.i 
i.e., BH = 1. Therefore BHB = B, HBH = H, and (BH)r = BH. The matrix 
HB, in partitioned form, is 
HB= 
c*rl .*. C1r171 
C2Tl **. c2r, 
cmr1 * . . CInf-,” 
Thus in order to show (H B 
cjri for all i, j. 
)r = HB, it is sufficient to show that (cirj)r = 
Note that A admits a rank factorization over the quotient field of R, and 
since A has rank 1, it follows from Theorem 10 that u = Ci jafj is nonzero. 
Furthermore, as observed in the first part of this proof, u-‘AT is the 
Moore-Penrose inverse of A, where u - ’ is the inverse of u over the field of 
quotients. By the uniqueness of Moore-Penrose inverse we have gij = u- ‘aji 
for all i, j. 
Therefore for any i, j, k, 1, 
gkiajl = u-‘aikajl 
=u -‘ajlaik 
= gljaik 
Thus (CirjjT = cjri, and hence H is the Moore-Penrose inverse of B. It 
follows from Lemma 8 that Xi, jafj is invertible in R, and the proof is 
complete. n 
The following is the main result of this section. 
THEOREM 13. Let A be an m x n matrix of rank r over R. Then the 
following conditions are equivalent: 
(i) A has a Moore-Penrose inverse. 
(ii) C,(A) has a Moore-Penrose inverse. 
(iii) Ca,plA>(2 is invertible in R, where CY,~ run over r-element subsets 
oj-IL..., m}, (1, . . . , n} respectiueZy . 
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Furthermore, the Moore-Penrose inverse, when it exists, is given by G = 
((gij>), where 
gji= C C u-‘lA~l&l”>l and u = c [A;[“. 
a:isa p:jEp ‘J a.P 
Proof. (i) a (ii): It is easily verified that if A+ = G, then C,(G) is the 
Moore-Penrose inverse of C,(A). 
(ii) * (iii): Suppose C,.(A) has a Moore-Penrose inverse. Since the rank of 
C,(A) is one, it follows from Lemma 12 that E:a,pJA;(2 is invertible in R. 
(iii) * (i): Let u = C a,plA”pj” so that u - ’ is an element of R. Let G be 
the Moore-Penrose inverse of A over the field of quotients of R (G exists by 
Theorem 10). We will show that G is in fact a matrix over R. As noted in the 
proof of (i) - (ii), C,(G) is the Moore-Penrose inverse of C,(A). Also, since 
C,(A) is of rank one, it follows from the proof of Lemma 12 that u-‘C,(AT) 
is the Moore-Penrose inverse of C,(A). So by the uniqueness of the 
Moore-Penrose inverse, 
C,(G) = &C,(Ar), 
i.e., for all cu,/3, 
IG,pI = u-‘(A;l. (4.3) 
Since G is, in particular, a reflexive g-inverse of A, by Theorem 3 we 
have 
(4.4) 
= c c “-‘I&A;l (4.5) 
a:iEa p:jEp IJ 
by (4.3). Therefore G is a matrix over R, and the proof is complete. n 
REMARK. If A+ exists and equals G, then (4.4) (4.5) provide formulas 
for G. The formula (4.4) has been proved by Bruening [4] in the simpler case 
when A has full row (or column) rank. 
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REMARK. If the integral domain has an involution, by considering the 
modified Moore-Penrose equations (l)-(4), one can show with minor changes 
in the proofs that all the results of Section 4 with the necessary modifications 
hold good. 
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