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Chapter 1
Introduction
One of the most refined qualities of the human mind concerns with its natural
attitude in questioning itself about the reason of everything it gets in touch with.
This is a cascade process which inevitably ends up in wondering how the Universe
originated and evolved into terrestrial life. In the course of ages the best approach
to satisfy the human thirst of knowledge has proved to be the “scientific method”,
based on the precious interplay between “tangible” (observations) and “intelligible”
(theory). Cosmology is a discipline which aims, through this method, at shedding
light on all the phases of the evolution of the Universe. Up to now the available
technology has allowed to open and only partially come through the gates of the
comprehension of the Universe.
Moving backward in time, the first observable of the Universe in its earlier phases
is the Cosmic Microwave Background (CMB) which provides us with a complete,
even though mysterious, description of the Universe content, made of 96% of “Dark”
and unknown ingredients (Dark Energy (DE) 76%, Dark Matter (DM) 20%), and
only by 4% of “Luminous” ordinary elements, mostly detectable through the trans-
mission of electromagnetic waves of frequencies covering the entire spectrum (from
radio waves to γ-rays).
The CMB discovery (Penzias & Wilson 1965) represents one of the most impor-
tant pillars of the Standard Hot Big Bang model, according to which the Universe has
been expanding for around 13.7 billion years, starting from an infinitely dense and
hot state. In this primordial stage the whole Universe is included in an incandescent
fireball, and it can be described as a plasma composed of matter and radiation, as
far as its thermal energy overcomes the Coulomb energy. During this plasma phase
matter and radiation are maintained in thermal equilibrium by Compton scattering
interactions.
As the Universe expands, the matter temperature and density decrease allows
hydrogen recombination process to start at z ≈ 1100, and the decoupled radiation
to freely travel along geodesics towards us. The locus of points where matter and
radiation interact for the last time is called “last scattering surface”, hereafter LLS.
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As a consequence of the Compton thermalization, this radiation manifests itself
as a nearly perfect blackbody spectrum, with a temperature of ≈ 2.7 K. Studies of
fluctuations in the CMB temperature reveal a smooth Universe on scales larger than
200 Mpc, and punctuated by inhomogeneities on smaller scales. These variations in
temperature are thought to be associated with density perturbations existing at the
recombination epoch, driven by a dramatic inflationary expansion at even earlier
times (t ≃ 10−35 − 10−32s).
Gravitational instability allows these tiny fluctuations in the density field to
grow, forming a filament-dominated web-like structure, known as “cosmic web”. The
galaxies we observe today originated predominantly in the regions of intersection of
these filaments; they are immersed in a fluctuating low density background matter,
called “InterGalactic Medium” (IGM).
Limited by the sensitivity of current telescopes, we are now able to detect objects
up to redshift ≈ 8 (Bouwens et al. 2004; Bouwens et al. 2005; Stark et al. 2007).
Thus, nowadays, we are dealing with a lack of observational data in the redshift range
8 < z < 1100, cosmic epochs called “Dark Ages”. After the recombination process
the Universe is almost fully neutral, with a residual fraction of free electrons as
small as xe ≈ 10−4, and it remains opaque to ultraviolet radiation as far as the first
generation of luminous sources were formed, lighting up an otherwise completely
dark Universe. The photons from these sources ionized the surrounding neutral
medium and once these individual ionized regions started overlapping, the global
ionization and thermal state of the IGM changed drastically. This phase in the
evolution of the Universe is known as “cosmic reionization”. Calculations based on
the hierarchical structure formation in cold dark matter (CDM) models, predict that
reionization should naturally occur somewhere between z ≈ 6−15 (Chiu & Ostriker
2000; Ciardi et al. 2000; Gnedin 2000). However, both the starting point and the
end of the reionization process, called hereafter “epoch of reionization” (EOR) are
still not firmly established.
Cosmic reionization is the leading thread of the studies that I present in this
Thesis. In order to understand this inherently complex physical process it is nec-
essary to clarify the link among a number of different aspects of cosmic evolution.
Hence, I start by describing when and how the first luminous sources formed inside
collapsed structures, along with their main properties. Next, I will focus on the
propagation of the emitted ionizing radiation into the IGM affecting the properties
of the latter. Once the theoretical framework has been established, I will review the
available dataset coming from a collection of the most advanced observations aimed
at determining the most relevant properties of the reionization history. The hope
is that by the end of the study a coherent picture of how the Universe has been
reionized naturally emerges.
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1.1 Structure formation
1.1.1 Linear regime
The commonly adopted theory for structure formation is the gravitational instabil-
ity scenario, in which primordial density perturbations grow through gravitational
Jeans instability to form all the structures we observe today. To derive the evolu-
tion of these primordial density fluctuations into bound objects, we can proceed as
follows. Let us describe the universe in terms of a fluid made of collisionless dark
matter and baryons, with a mean mass density ρ¯. At any time and location, the
mass density can be written as ρ(x, t) = ρ¯(t)[1 + δ(x, t)], where x indicates the
comoving spatial coordinates and δ(x, t) is the mass density contrast. The time
evolution equation for δ during the linear regime (δ ≪ 1) reads (Peebles 1993):
δ¨(x, t) + 2H(t)δ˙(x, t) = 4πGρ¯(t)δ(x, t) +
c2s
a(t)2
∇2δ(x, t). (1.1)
Here, cs is the sound speed, a ≡ (1 + z)−1 is the scale factor which describes the
expansion and H(t) = H0[Ωm(1+z)
3+ΩΛ]
1/2. The second term on the left hand side
of the above equation represents the effect of cosmological expansion. This, together
with the pressure support (second term on the right hand side) acts against the
growth of the perturbation due to the gravitational collapse (first term on the right
hand side). The pressure in the baryonic gas is essentially provided by collisions,
while in the collisionless dark matter component the pressure support arises from
the readjustment of the particle orbits. The above equation can be used also to
follow separately the evolution of the different components of a multi-component
medium. In this case, cs would be the velocity of the perturbed component (which
provides the pressure support) and ρ¯ would be the density of the component which
is most dominant gravitationally (as it drives the collapse of the perturbation). The
equation has two independent solutions, one of which grows in time and governs the
formation of structures.
The total density contrast at any spatial location can be described in the Fourier
space as a superposition of modes with different wavelengths:
δ(x, t) =
∫
d3k
(2π)3
δk(t)exp(ik · x), (1.2)
where k is the comoving wave number of the Fourier series. The evolution of the
single Fourier components is then given by:
δ¨k + 2Hδ˙k =
(
4πGρ¯− k
2c2s
a2
)
δk. (1.3)
This sets a critical wavelength, the Jeans length, at which the competing pressure
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and gravitational forces cancel (Jeans 1928):
λJ =
2πa
kJ
=
(
πc2s
Gρ¯
)1/2
. (1.4)
For λ≫ λJ the pressure term is negligible because the response time for the pressure
wave is long compared to the growth time for the density contrast, and the zero
pressure solutions apply. On the contrary, at λ < λJ the pressure force is able
to counteract gravity and the density contrast oscillates as a sound wave. It is
conventional to introduce also the Jeans mass as the mass within a sphere of radius
λJ/2:
MJ =
4π
3
ρ¯
(
λJ
2
)3
. (1.5)
In a perturbation with mass greater than MJ the pressure force is not counteracted
by gravity and the structure collapses. This sets a limit on the scales that are able to
collapse at each epoch and has a different value according to the component under
consideration, reflecting the differences in the velocity of the perturbed component.
Given the initial power spectrum of the perturbations, P (k) ≡ |δk|2, the evolution
of each mode can be followed through eq. 1.3 and then integrated to recover the
global spectrum at any time. The CDM power spectrum in three dimensions is
given by:
P
(3)
DM(k) = ADM k
n T 2DM(q), (1.6)
where n is the spectral index and TDM(q) is the CDM transfer function (Bardeen
et al. 1986):
TDM(q) =
ln(1 + 2.34q)
2.34q
[
1 + 3.89q + (16.1q)2 + (5.46q)3 + (6.71q)4
]−1/4
,(1.7)
with q ≡ k/(h Mpc−1)Γ−1. The shape parameter Γ depends on the Hubble param-
eter, Ωm and Ωb (Sugiyama 1995):
Γ = Ωmh exp
[
−Ωb
(
1 +
√
2h
Ωm
)]
. (1.8)
The normalization parameter ADM is fixed through the value of σ8 (the rms density
fluctuations in spheres of radius 8 h−1Mpc).
The inflationary model predicts a spectral index n = 1. This value corresponds
to a scale invariant spectrum, in which neither small nor large scales dominate.
Although the initial power spectrum is a pure power-law, perturbation growth re-
sults in a modified final power spectrum. In fact, while on large scales the power
spectrum follows a simple linear evolution, on small scales it changes shape due to
the additional non-linear gravitational growth of perturbations and it results in a
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bended spectrum, P (k) ∝ kn−4. The amplitude of the power spectrum, however,
is not specified by current models of inflation and must be determined observation-
ally. Note that most of the power of the fluctuation spectrum of the standard CDM
model is on small scales; therefore these are the first to become non linear.
1.1.2 Non-linear regime: Dark Matter
Because dark matter is made of collisionless particles that interact very weakly
with the rest of matter and with the radiation field, the density contrast in this
component can start to grow at early times. To describe the non-linear stage of
gravitational evolution, a simple and elegant approximation has been developed
by Zel’dovich (1970). In this approach, sheetlike structures (“pancakes”) are the
first non-linear structures to form from collapse along one of the principal axes,
when gravitational instability amplifies density perturbations. Other structures,
like filaments and knots, would result from simultaneous contractions along two
and three axes, respectively. Numerical simulations have been employed to test the
Zel’dovich approximation, finding that it works remarkably well at the beginning
of the non-linear evolution. At later times, however, its predictions are not as
accurate. In this case, the simplest model to follow the evolution of the perturbations
in Gaussian density fields is the one of a spherically symmetric, constant density
region, for which the collapse can be followed analytically. At a certain point the
region reaches the maximum radius of expansion, then it turns around and starts to
contract (“turnaround point”). In the absence of any symmetry violation, the mass
would collapse into a point. However, long before this happens, the dark matter
experiences a violent relaxation process and quickly reaches virial equilibrium. If
we indicate with z the redshift at which such a condition is reached, the halo can
be described in terms of its virial radius, rvir, circular velocity, vc =
√
GM/rvir,
and virial temperature, Tvir = µmpv
2
c/2kB, whose expressions are (Barkana & Loeb
2001):
rvir = 0.784
(
M
108h−1M⊙
)1/3 [
Ωm
Ωzm
∆vir(z)
18π2
]−1/3(
1 + z
10
)−1
h−1kpc, (1.9)
vc = 23.4
(
M
108h−1M⊙
)1/3 [
Ωm
Ωzm
∆vir(z)
18π2
]1/6(
1 + z
10
)1/2
km s−1, (1.10)
Tvir = 2× 104
( µ
0.6
)( M
108h−1M⊙
)2/3 [
Ωm
Ωzm
∆vir(z)
18π2
]1/3(
1 + z
10
)
K. (1.11)
Here, µ is the mean molecular weight, mp is the proton mass, and (Bryan & Norman
1998):
∆vir(z) = 18π
2 + 82(Ωzm − 1)− 39(Ωzm − 1)2, (1.12)
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Ωzm =
Ωm(1 + z)
3
Ωm(1 + z)3 + ΩΛ
. (1.13)
Although spherical collapse captures some of the physics governing the formation of
halos, their inner structure should be investigated through numerical simulations.
Navarro, Frenk & White (1996, 1997) have simulated the formation of dark matter
halos of masses ranging from dwarfs to rich clusters, finding that their density profile
has a universal shape, independent of the halo mass, the initial density fluctuation
spectrum and the cosmological parameters:
ρ(r) =
ρs
(r/rs)(1 + r/rs)2
, (1.14)
where ρs and rs are a characteristic density and radius. Usually, the quantity
c ≡ rvir/rs, the concentration parameter, is introduced. As ρs can be written in
terms of c, the above equation is a one-parameter form. Thus, it results that DM
halos produced by numerical simulations feature a cuspy density profile. On the
other hand, kinematical observations in galaxies are at odds with the predicted DM
distribution, favoring a cored profile (Salucci & Burkert 2000). This discrepancy
between simulations and observations is argument of a very hot debate.
The number density of dark matter halos can be computed following the formal-
ism firstly developed by Press & Schechter (1974). In their approach, the abundance
of halos at a redshift z is determined from the linear density field by applying a model
of spherical collapse to associate peaks in the field with virialized objects in a full
non-linear treatment. The method provides the comoving number density of halos,
NPS, within the mass range between M and M + dM :
NPS(M, t) =
√
2
π
ρ0
M
δc
D(t)
(
− 1
σ2
dσ
dM
)
exp
[
− δ
2
c
2σ2(M)D2(t)
]
(1.15)
where δc, ρ0 and σ are the overdensity threshold for the collapse, the mean comoving
mass density and the standard deviation of the density contrast smoothed through
a certain window function.
An alternative approach to the analytical determination of the abundance of
dark matter halos has been developed by Sheth & Tormen (2002). This method,
which also provides the spatial distribution of DM halos, can be applied in the case of
both a spherical (to reproduce the standard Press-Schechter results) and an elliptical
collapse, which seems to be in better agreement with numerical simulations.
The abundance of DM halos is necessary to compute the number density of
ionizing sources in every reionization model. In general, not all DM halos become
ionizing sources to reionize the Universe, since the lifetime of ionizing sources is
shorter than the age of DM halos. Thus, for estimating the ionizing source number
density the formation rate N˙form of DM halos is needed (Sasaki 1994). The total
change in the number density of DM halos in unit time, N˙PS, at a given mass is
6
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due to a certain number of objects forming from lower mass halos (a formation
rate N˙form), others being destroyed in mergers (a destruction rate N˙dest) to produce
objects of higher mass:
N˙PS(M, t) = N˙form(M, t)− N˙dest(M, t) = N˙form(M, t)− φ(M, t)NPS(M, t), (1.16)
where φ(M, t) is the efficiency of the destruction rate. Assuming that φ has no
characteristic mass scale, it can be shown that the formation rate of DM halos is
given by:
N˙form(M, t) =
1
D
dD
dt
NPS(M, t)
δ2c
σ2(M)D2(t)
(1.17)
1.1.3 Non-linear regime: Baryonic gas
In contrast to dark matter, as long as the gas is fully ionized, the radiation drag on
free electrons prevents the formation of gravitationally bound systems. The residual
ionization of the cosmic gas keeps its temperature locked to the CMB temperature
through different physical processes, down to a redshift 1 + zt ≈ 1000(Ωbh2)2/5
(Peebles 1993).
When the radiation decouples from matter, perturbations in this component
are finally able to grow in the pre-existing dark matter halo potential wells and
eventually form the first bound objects. The process leading to the virialization
of the gaseous component of matter is similar to the dark matter one. In this
case, during the contraction following the turnaround point, the gas develops shocks
and gets reheated to a temperature at which pressure support can prevent further
collapse.
The mass of these first bound objects can be derived from eqs. 1.4 - 1.5, where
cs is the velocity of the baryonic gas. In particular, at z > zt the Jeans mass is
time-independent, while at z < zt, when the gas temperature declines adiabatically
(Tg ∝ (1 + z)2), MJ decreases with decreasing redshift:
MJ = 3.08× 103
(
Ωmh
2
0.13
)−1/2(
Ωbh
2
0.022
)−3/5(
1 + z
10
)3/2
M⊙. (1.18)
As the determination of the Jeans mass is based on a perturbative approach, it can
only describe the initial phase of the collapse. MJ is simply a limit given by the
linear theory to the minimum mass that is able to collapse. It is worth noticing that
the Jeans mass represents only a necessary but not sufficient condition for collapse.
The subsequent behavior of gas in a dark matter halo depends on the efficiency
with which it can cool. In hierarchical models, the ratio of the cooling time to the
dynamical time is of crucial importance. If tcool ≪ tdyn, the gas cools efficiently
and free falls in the dark matter potential well. Conversely, if tcool ≫ tdyn the gas is
unable to condense. Thus, the minimum mass for an object to became a protogalaxy
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depends on the dynamical and chemical evolution of collapse. Structure formation is
hierarchical in the CDM model: small objects collapse first and coalesce into larger
objects. The objects which collapse first (z ≈ 20− 30) are predicted to have masses
≈ 105 - 106M⊙ (Haiman, Thoul & Loeb 1996; Haiman, Rees & Loeb 1996; Abel
et al. 1997; Tegmark et al. 1997; Abel et al. 1998; Omukai & Nishi 1999; Abel,
Bryan & Norman 2000), corresponding to virial temperatures Tvir < 10
4 K, too cool
for hydrogen line cooling to be effective. Of the several different molecules present
in the early universe (e.g., H2, HD, LiH), molecular hydrogen dominates cooling
between 100 and 1000 K and is the most abundant1. Fuller & Couchman (2000)
have shown that, once a critical H2 fractional abundance of ≈ 5×10−4 has formed in
an object, the cooling time drops below the dynamical time at the center of the cloud
and the gas free falls in the dark matter potential wells, becoming self-gravitating a
dynamical time later.
1.2 Nature of reionization sources
1.2.1 First stars
After an H2 molecule gets rotationally or vibrationally excited through a collision
with an H atom or another H2 molecule, a radiative de-excitation leads to cooling
of the gas. As the collapse proceeds, the gas density increases and the first stars are
likely to form. However, the primordial star formation process and its final products
are presently quite unknown. This largely depends on our persisting ignorance of
the fragmentation process and on its relationship with the thermodynamical condi-
tions of the gas. Despite these uncertainties, it is presently accepted that the first
stars, being formed out of a gas of primordial composition, are metal-free (PopIII
stars). Results from recent numerical simulations of the collapse and fragmentation
of primordial gas clouds suggest that the first stars were predominantly very mas-
sive2, with typical masses M > 100M⊙ (Bromm et al. 1999; Bromm et al. 2002;
Nakamura & Umemura 2001; Abel et al. 2000; Abel et al. 2002).
As a consequence of their metal-free composition, the first stars are hotter and
have harder spectra then their present-day counterparts of finite metallicity. Bromm,
Kudritzki & Loeb (2001) find that metal-free stars with mass above 300 M⊙ are
characterized by a production rate of ionizing radiation per stellar mass larger by
≈ 1 order of magnitude for H and HeI and by ≈ 2 orders of magnitude for HeII
than the emission from PopII stars3. Thus, if exist, PopIII stars provide a strong
1At a redshift of 100, the fractional abundance of molecular hydrogen was 10−6 (Galli & Palla
1998). Other molecules that were important coolants are HD and LiH, which had abundances
10−3 and 10−4 times lower than that of H2.
2Nowaday, the most massive star known is the Pistol star, with an estimated initial mass of
200− 250 M⊙ (Figer et al. 1998).
3These authors have also shown that spectra of very massive stars (≥ 100M⊙) are remarkably
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contribution to an early phase of cosmic reionization.
PopIII Initial Mass Function
The knowledge of the functional form of the PopIII Initial Mass Function (IMF) is
still hampered by our limited understanding of the accretion physics and the proto-
stellar feedback effects. The determination of the IMF is also of basic importance
because, although the luminosities of galaxies depend primarily on stars of masses
≈ 1 M⊙, metal enrichment and feedback effects on galactic scales depend on the
number of stars with masses above ≈ 10 M⊙.
For many years, beginning with Schwarzschild & Spitzer 1953, there have been
speculations in the literature that the IMF was dominated by massive stars at early
times (Larson 1998). Moreover, several indirect observations suggest that the pri-
mordial stars should have been massive. For example, Hernandez & Ferrara 2001
show that observational data of metal poor stars in our Galaxy indicate that the IMF
of the first stars was increasingly high-mass weighted toward high redshift. On the
contrary, it has been known since the work of Salpeter (1955) that the present-day
IMF of stars in the solar neighborhood can be approximated by a declining power-
law for masses above 1 M⊙, flattening below 0.5 M⊙, and possibly even declining
below 0.25 M⊙ (Scalo 1986, 1998; Kroupa 2001). While the behavior of the IMF at
the lowest masses remains uncertain because of the poorly known mass-luminosity
relation for the faintest stars, above ≈ 1 M⊙ there is a consensus on the universality
of the power-law part of the IMF, with dN/dlogM⋆ ∝ M−1.35⋆ (von Hippel et al.
1996; Hunter et al. 1997; Massey 1998). Thus, unless the current picture of primor-
dial star formation is lacking in some fundamental ingredient, a transition between
these two modes of star formation must have occurred at some time during cosmic
evolution.
From PopIII to normal stars: feedback
Two categories of feedback effects are likely to be important to induce a transition
from a top-heavy to a more conventional IMF, the first being radiative and the
second chemical in nature.
Johnson & Bromm 2007 have carried out three-dimensional numerical simula-
tions of the evolution of the first relic H II regions, produced by PopIII stars with
masses of 100 M⊙. They find that a very high fraction of HD molecules forms inside
the first relic H II regions, reaching levels of the order of 10−7. As this fraction is
well above the critical fraction of HD needed for efficient radiative cooling of the
primordial gas to the temperature of the CMB, in principle, the first relic H II re-
gions produce sufficient HD to allow the formation of stars with masses of the order
of 10 M⊙.
similar, irrespectively from their mass.
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The effect that is suspected to play a key role in terminating the epoch of PopIII
star formation is related to chemical feedback, due to the enrichment of the pri-
mordial gas with heavy elements dispersed by the first SNe (Yoshii & Sabano 1980,
Omukai 2000; Bromm et al. 2001; Schneider et al. 2002, 2003). The emerging
physical interpretation states that the fragmentation properties of the collapsing
clouds change as the mean metallicity of the gas increases above a critical threshold,
Zcr = 10
−5±1Z⊙. Hereafter, I will call PopIII stars those characterized by Z < Zcr.
Numerical simulations (Tornatore et al. 2007) have shown that Pop III star for-
mation continues down to z = 2.5, but at a low peak rate of 10−5M⊙yr
−1Mpc−3
occurring at z ≈ 6 (about 10−4 of the Pop II one). Recently, Christlieb et al. 2002
and Frebel et al. 2005 have found two very metal-poor stars: HE 0107-5240 with
[Fe/H]≈ −5.3, and HE 1327-2326 with [Fe/H]≈ −5.4. All these results strongly
encourage deep searches for pristine star formation sites at moderate (2 < z < 5)
redshifts where metal free stars are likely to be hidden.
PopIII stars final fate
Recent theoretical analysis on the evolution of metal-free stars predict that their
fate can be classified as follows:
• Stars with masses 10 M⊙ <∼ M⋆ <∼ 40 M⊙ proceed through the entire series
of nuclear burnings: hydrogen to helium, helium to carbon and oxygen, then
carbon, neon, oxygen and silicon burning, until finally iron is produced. When
the star has built up a large enough iron core, exceeding its Chandrasekhar
mass, it collapses, followed by a supernova explosion (Woosley &Weaver 1995).
In particular, stars with M⋆ ∼> 30 M⊙ would eventually collapse into a Black
Hole (BH) (Woosley & Weaver 1995; Fryer 1999).
• For stars of 40 M⊙ <∼M⋆ <∼ 100 M⊙ a BH forms and either swallows the whole
star or, if there is adequate angular momentum, produces a jet which could
result in a GRB (Fryer 1999), whose luminous afterglows were the brightest,
if short-lived, sources in the universe at that time.
• Stars withM⋆ ∼> 100 M⊙ (see e.g. Portinari, Chiosi & Bressan 1998) form large
He cores that reach carbon ignition with masses in excess of about 45 M⊙. It is
known that after helium burning, cores of this mass will encounter the electron-
positron pair instability. Thus, stars of these masses explode in a so-called Pair
Instability Supernova, being partly or completely (if M⋆ ∼> 140 M⊙) disrupted
(Fryer, Woosley & Heger 2001), without producing a GRB. The higher mass
range (M⋆ ∼> 260 M⊙) is especially interesting, since higher BH masses may
imply higher accretion rate and thus higher GRB luminosities (the so-called
Type III collapsar).
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1.2.2 Galaxies
Historically, galaxies have been classified according to their morphology into three
main types: ellipticals, spirals, and irregulars. A major goal of modern cosmology
would be the comprehension of the galaxy formation process.
Current thinking is that an elliptical galaxy is the result of a long process where
two galaxies of comparable mass, of any type, collide and merge. They are usually
red in color, have very little dust and show no sign of active star formation. They
are thought to be galaxies where star formation has finished after the initial burst,
leaving them to shine with only their aging stars. The distribution of masses of
elliptical galaxies is very broad, extending from 106 to 1012 M⊙.
Spiral galaxies consist of a rotating disk of stars and interstellar medium, along
with a central bulge populated by old stars. Spiral arms extend outward from the
bulge, contain copious amount of dust, and show evidence of ongoing star formation,
giving the arm a blue color. Spiral galaxies have a smaller spread in masses, with a
typical mass of 1011M⊙.
The formation of galactic disks has been investigated in a large number of numer-
ical simulations (e.g. Navarro & Benz 1991; Navarro & Steinmetz 1997; D’onghia &
Navarro 2007) During the joint collapse of the dark matter and baryons, the density
over some region becomes high enough that the baryons begin to cool and decouple
from the dark matter. As they cool, their collapse accelerates, and the baryons begin
to concentrate within the dark matter. This condensation progressively increases
the baryonic fraction within the inner parts of the halo. Because the baryons have
non-zero angular momentum they cannot collapse all the way to the center, and
instead settle into a rapidly rotating disk.
The epoch and duration of galaxy growth can be defined through the cosmic
star formation history. Schmidt (1959) put forth the hypothesis that the rate of
star formation in a given region varies as a power of the gas density within that
region. Thus, the star formation rate can be parameterized as ρ˙SF ∝ ρNg where ρ is
the mass density of stars, and ρg is the mass density of gas. Star formation rates
have been inferred in the disks of normal spiral and irregular galaxies, most often
using Hα luminosities. The knowledge of the high-z star formation history ρ˙SF(z)
would provide precious information on the evolution of the reionization process.
An increasing number of galaxies is expected to be detected at z > 6 by the next
generation of telescopes (e.g. JWST).
1.2.3 Quasars
Quasar are the brightest long-lived astronomical objects. Their great luminosities
are believed to be powered by gas accretion onto black holes. As the surrounding gas
spirals in toward the black hole sink, its excess rotation yields viscous dissipation of
heat that makes the gas glow brightly into space, creating a luminous source visible
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from afar.
The most secure astrophysical mechanism for the production of seed BHs is
as remnants of massive PopIII star explosions, producing BHs in a mass range
Mbh ≈ 101 − 102M⊙. Thus, GRBs from PopIII stars may also represent the signal
events announcing the birth of seed BHs, some or all of which eventually grow to
the SMBH scales, Mbh ≈ 106 − 109M⊙. BHs produced by PopIII stars can accrete
material, and act as “mini-quasars” (Madau & Rees 2001; Madau et al. 2004).
Estimates of the SMBH masses powering high-z QSOs indicate that objects with
Mbh > 10
9M⊙ are present even out to z ≈ 5 − 6 (Willott et al. 2003; Dietrich &
Hamann 2004; McLure & Dunlop 2004). These QSOs are likely situated in very
massive hosts, e.g., with Mhalo ≈ 1012 − 1013M⊙ Such massive halos should be rare,
and may be associated with ≈ 4 to 5-σ peaks of the primordial density field. Once
a seed BH is formed, it has to be grown, in some cases up to Mbh ≈ 109M⊙ by
z ≈ 6. This is not a trivial task, given the limited length of time available, a few
×108 yr (see, e.g., Haehnelt & Rees 1993). Seed BHs can grow bigger in two ways:
by accretion, and by merging. Both processes are possible, and the only question is
which one dominates in which range of masses, times, and environments.
Most or all galaxies at z ≈ 0 seem to contain central massive black holes. There
are now several compelling and growing lines of evidence that there are fundamen-
tal connections between the formation and evolution of galaxies and their central
massive black holes. Their masses correlate in a roughly direct proportion with
the masses of luminous old stellar components of their host galaxies (Magorrian et
al. 1998; Ferrarese & Merritt 2000; Gebhardt et al. 2000; Merritt & Ferrarese 2001),
with typical mass fractions Mbh/M⋆ ≈ 10−3. Moreover, there are even better cor-
relations with the stellar dynamics of the hosts on a scale of a few kpc, Mbh ≈ σ4.5⋆
(Ferrarese & Merritt 2000; Gebhardt et al. 2000), and with the masses of the host
galaxy halos, on the scales of ≈ 105 pc, with typical Mbh/M⋆ ≈ few × 10−5 (Fer-
rarese 2002a). These correlations strongly suggest a co-formation and co-evolution
of galaxies and their central BHs (e.g. Lapi et al. 2006 and references therein).
1.2.4 Gamma-ray bursts
GRBs represent the electromagnetically-brightest explosions in the universe, thus
being detectable out to redshifts z > 10 (Ciardi & Loeb 2000).
GRBs bursts are separated into two classes: short-duration bursts and long-
duration bursts. Short duration ones last less than 2 seconds and long-duration
ones last more than 2 seconds. Short and long duration GRBs are believed to be
created by fundamentally different physical properties. For short bursts the most
widely speculated candidates are mergers of neutron star (NS) binaries or neutron
star-black hole (BH) binaries (e.g., (Paczyn´ski 1986; Lee et al. 2004)), which lose
orbital angular momentum by gravitational wave radiation and undergo a merger.
For the class of long GRB the progenitor candidates are massive stars (e.g. Totani
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1997; Natarajan et al 2005) and recent evidence indicates that long-duration GRBs
are associated with Type Ib/c supernovae (Stanek et al. 2003; Hjorth et al. 2003).
If GRBs reflect deaths of massive stars, as are predicted to be the first stars
in the Universe (Abel et al. 2002; Bromm et al. 2002; Bromm et al. 2004), a
large number of GRBs is expected to be detected at high redshifts. Thus, their
existence and statistics would provide a superb probe of the primordial massive star
formation and the IMF, as well as the transition from the PopIII to PopII stars. It is
of great importance to constrain the PopIII star formation mode, and in particular
to determine down to which redshift it continues to be prominent. The extent of
the PopIII star formation will affect models of the initial stages of reionization (e.g.
Wyithe & Loeb 2003; Ciardi, Ferrara, & White 2003; Sokasian et al. 2004; Yoshida
et al. 2004; Alvarez et al. 2006) and metal enrichment (e.g. Scannapieco et al. 2002;
Mackey et al. 2003; Furlanetto & Loeb 2003; Furlanetto & Loeb 2005; Schaye et al.
2003; Simcoe et al. 2004), and will determine whether planned surveys will be able
to effectively probe PopIII stars (e.g. Scannapieco et al. 2005). The constraints
on PopIII star formation will also determine whether the first stars could have
contributed a significant fraction to the cosmic near-IR background (e.g. Santos
et al. 2002; Salvaterra & Ferrara 2003; Kashlinsky et al. 2005; Madau & Silk 2005).
Several authors (Natarajan et al. 2005, Daigne, Rossi & Mochkovitch 2006,
Bromm & Loeb 2006, Salvaterra et al. 2007a) have computed the number of high–
z GRBs detectable by Swift. In spite of model details, all these different studies
consistently predict that a small fraction (up to ∼ 10%) of all observed GRBs should
lie at very high redshift. On the basis of these results, a few (several) GRBs at z ≥ 6
should be observed by Swift in the near future. Depending on the Swift/BAT trigger
sensitivity and on model details, Salvaterra & Chincarini (2007) found that ∼ 2− 8
GRBs can be detected above this redshift every year of mission. Moreover, future X–
and Gamma–ray missions will increase rapidly the sample of high–z GRBs, possibly
up to z ∼ 10 (Salvaterra et al. 2007b).
This high-z afterglows can be selected through infrared photometry using a small
telescope, based on the Lyα break at a wavelength of 1.216µm [(1 + z)/10], caused
by intergalactic HI absorption. Once detected, spectroscopic follow-up observations
of high–z GRBs require a rapid trigger of 8-meter, ground based telescopes. This
can be done by pre-selecting reliable candidates on the basis of some promptly-
available information provided by Swift, such as burst duration, photon flux, the
lack of detection in the UVOT V -band, and the low Galactic extinction (Campana
et al. 2007, Salvaterra et al. 2007a).
Recently, the ongoing Swift mission (Gehrels et al. 2004) has detected 5 GRBs
at z ∼> 5. The current record holder is GRB 050904 at z = 6.29 (Tagliaferri et al.
2005; Kawai et al. 2006), thus demonstrating the viability of GRBs as probes of the
early universe.
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Figure 1.1: Rest-frame spectrum of a quasar at z = 1.34. The Lyα forest can be
clearly seen blueward the QSO’s Lyα in emission.
1.2.5 Dark matter
Decaying particles represent possible sources of additional ionizing photons (Hansen
& Haiman 2004). Mapelli et al. 2006 have considered four different DM candidates
(light dark matter (LDM), gravitinos, neutralinos and sterile neutrinos) to study
the effect of the DM decaying/annihilation on reionization. They find that all the
considered DM particles have completely negligible effects on the CMB spectra. In
particular, although LDM particles (1-10 MeV) and sterile neutrinos (2-8 keV) can
be early (z ∼< 100) sources of heating and (partial) ionization for the IGM, their
integrated contribution to Thomson optical depth is small (∼< 0.01) with respect
to the 3-yr WMAP results (τe = 0.09 ± 0.03). For what concerns heavy DM can-
didates (gravitinos and neutralinos) their effects both on reionization and matter
temperature are minimal.
1.3 The Inter Galactic Medium
The Inter Galactic Medium (IGM) is the low density non-collapsed gas filling the
space between galaxies. The IGM has been demonstrated to be the main repository
of baryons in the universe and, thanks to the simple physics governing its properties
and evolution, it is a powerful tool to address many unsolved problem in cosmology.
In the last decades impressive progresses in understanding the nature of the IGM
and its evolution have been made thanks both to semi-analytical and numerical
studies of Large Scale Structure (LSS) formation and to observations, that through
the high-resolution spectra of high-z quasars (QSOs), have given direct access to
the non-luminous diffuse gas in the universe.
14
1.3. The Inter Galactic Medium
1.3.1 The Lyα Forest
The intergalactic medium manifests itself observationally in the numerous weak
absorption lines along a line of sight to a distant quasar, the Lyman-α forest. The
absorptions arise when the line of sight (LOS) to a background QSO intersects
a patch of neutral hydrogen (HI) absorbing the continuum QSO radiation by the
redshifted Lyα resonant (1215.67 A˚) line. An example is given in Fig 1.1, showing
the rest-frame spectrum of a quasar at z = 1.34. The Lyα forest can be clearly
seen blueward the QSO’s Lyα in emission, together with other features that will be
discussed in the following.
Several models were proposed to explain the Lyman-alpha forest, however it
was only after several groups (Cen et al. 1994; Zhang et al. 1995; Miralda-Escude´ et
al. 1996) performed cosmological hydrodynamic simulations that it became apparent
that at least an appreciable fraction of the Lyman-alpha forest consists of smooth
fluctuations in the IGM, which arise naturally under gravitational instability, rather
than discrete absorbers, as it was believed previously.
This paradigm is known as the Fluctuating Gunn-Peterson Effect, analogous
to a Gunn-Peterson trough (Gunn & Peterson 1965) that fluctuates as it pass
throughout over- and under-dense regions of the universe. The IGM containing
a species s with proper number density ns(z) and resonant scattering cross-section
σs = (πe
2/mec
2)fsλs gives a line optical depth
τGP (z) =
c
H0
ns(z)σs(1 + z)
−1(1 + Ω0z)
−1/2 (1.19)
The large cross section of Lyα resonant scattering implies that only a small
density of scattering particles is needed for sizable Gunn-Peterson absorption in the
corresponding spectral region. Thus, fluctuations in density of an highly ionized
IGM could simultaneously explain the lack of the GP trough and the numerous
absorption lines arising in QSOs spectra.
According to the column density NHI (cm
−2) of the absorption lines, differ-
ent kinds of absorbers can be distinguished in QSOs spectra. Low column density
absorption (logNHI ∼< 16) occurs in the shallower dark matter potential wells, con-
taining gas in various stages of gravitational infall and collapse. High column density
lines (logNHI ∼> 17) arise from radiatively cooled gas associated with forming galax-
ies in collapsed, high density, compact regions. These absorber are generally called
“Lyman Limit Systems” (LLSs). Absorption systems having NHI > 2× 1020cm −2
are defined “Damped Lyman α systems” (DLAs) (Wolfe et al. 1986). These are the
highest density systems and are believed to be drawn from the bulk of proto-galactic
halos which evolve to form present-day galaxies such as the Milky Way (Kauffmann
1996).
The Lyα forest is a huge depository of information, ranging from LSS evolution
and clustering properties to galaxy formation, from reionization to chemical enrich-
ment. Different observables can be extracted from the Lyα forest and compared
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with theoretical results, with the final aim of constraining cosmological models.
1.3.2 Mean absorption
The most basic observable of the Lyα forest is the flux decrement, DA, defined as
the mean fraction of the QSO continuum absorbed:
DA =
〈
1− fobs
fcont
〉
= 〈1− eτ 〉 = 1− eτeff (1.20)
where fobs is the observed residual flux, fcont the estimated flux of the unabsorbed
continuum, τ the resonance line optical depth as function of wavelength (ie redshift)
and τeff the effective optical depth defined as in the above equation. It is worth to
stress here that τeff is not the average optical depth, but results from a complex
function of the IGM structure (Miniati et al. 2004). The absorption is measured
against a continuum level usually taken to be a power law in wavelength extrapolated
from the region redward the Lyα emission line.
With DA measurements available over a range of redshifts, the redshift evolution
of the neutral hydrogen optical depth, expressed as τeff (z), can be investigated.
Fig. 1.2 shows a recent compilation of data from different groups. The optical
depth, which is smoothly increasing at low redshifts, shows up a rapid enhancement
at z ≈ 6. This result will be largely discussed in Sec. 1.4.3 and in the rest of this
Thesis.
1.3.3 IGM Temperature
After the reionization epoch the IGM is in photoionization equilibrium, with the
proton-electron recombination rate balancing ionization of neutral hydrogen by a
fairly uniform ionizing background. In underdense to mildly overdense regions (δb ∼<
10), where shock heating is not important, the temperature of the IGM hence results
from the combined action of photoionization heating and expansion cooling, which
induces a strong correlation among temperature and density.
It has been shown (Hui & Gnedin 1997) that the mean temperature-density
relation is well approximated by a power-law equation of state:
T = T0(1 + δb)
γ−1. (1.21)
The above relation comes as a consequence of adiabatic expansion and inefficient
photoheating at low density, while at higher densities gas is heated as a result of
compression during structure collapse. The thermal history of the IGM can be
described by eq. 1.21, with the time evolution of the two parameters, T0 and γ,
depending on the reionization scenario.
The thermal state of the IGM can be studied through the distribution of the
absorption line widths, which are proportional to the gas temperature. Schaye et
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Figure 1.2: Evolution of the Lyα Gunn-Peterson optical depth with redshift from a
sample of 19 quasars at z > 5.7 (large symbols) by Fan et al. 2006. Measurements
at lower redshift are from Songaila 2004 (small symbols).
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al. 2000 have studied the IGM thermal history by analyzing nine high-resolution,
high signal-to-noise ratio spectra in the redshift range 2 − 4.5. They found IGM
temperature at the mean density ranging from 103.9 to 104.5. Moreover, the observed
evolution of T0 with time is not monotonically decreasing as expected, but reaches
a maximum at z ≈ 3. This result has been interpreted by the same authors as the
evidence of a reheating process associated with a delayed He II reionization occurring
at z ≈ 3.
As a consequence of its low-density, the IGM is characterized by a long cooling
time. Thus, the gas retains some memory of when and how it was reionized (Miralda-
Escude’ & Rees 1994; Hui & Gnedin 1997; Haehnelt & Steinmetz 1998). This fact
has been used to put an higher limit on the hydrogen reionization redshift (Theuns
et al. 2002), zrei ∼< 9, as for higher values of zrei the IGM temperature would have
been lower than observed.
1.3.4 Metal enrichment
The same stars that ionize the IGM are responsible for its metal enrichment. Metal
pollution efficiency from stellar winds is believed to increase with the star metallicity
(Kudritzki 2000; Nugis & Lamers 2000). Thus, in the early Universe, when the star
formation is dominated by PopIII stars mode, the IGM metal-enrichment mostly4
comes from the later stages of their evolution, when PopIII stars end up their lives
as PISN and core-collapse SNe.
Since stars are associated with high density regions, a very strong correlation
between density and metallicity is expected. Although such positive correlation is
seen, it is not as strong as expected. Thus, diffusion/transport mechanisms are
needed to remove metals from the galaxies in which they are produced. Different
processes have been suggested, ranging from dynamical encounters between galaxies,
to ram-pressure stripping, supernova-driven winds or radiation-pressure driven dust
eﬄux. Metal ejection by galactic winds is one of the most popular mechanisms for
the IGM pollution.
The detection of metal lines in high redshift QSO spectra, has opened up a
new window for studying past star formation, as well as a unique laboratory to
study the effects of galactic winds and early generations of stars. Two possible
scenarios have emerged. The first postulates that metals are produced by in situ star
formation in the clouds themselves and are ejected in low density regions via super-
winds from supernova explosion. Alternatively, metals are produced at much higher
redshift in an earlier stage of metal production that has uniformly enhanced the
IGM metallicity. The latter process, often referred to as pre-enrichment is generally
attributed to primeval galaxies and/or PopIII stars at z > 6, where shallow potential
wells allow winds to distribute metals over large comoving volumes, thus producing
4Wind mass-loss for stars with metallicity of 10−4Z⊙ is significant only for very massive objects
(750− 1000M⊙) (Marigo, Chiosi & Kudritzki 2003).
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a quite uniform metallicity distribution (Madau, Ferrara & Rees 2001; Scannapieco
et al. 2002).
1.4 Observational imprints of reionization
Observations have set the first constraints on the epoch of reionization. In this
section, I will describe same of the observational tools used nowadays to study the
reionization sources and their impact on the IGM.
1.4.1 PopIII stars and the Cosmic Infrared Background
A possibility to get information on the first luminous sources is provided by the
Cosmic Infrared Background (CIB). Cosmic expansion shifts photons emitted in
the visible/UV bands at high-z into the Near InfraRed (NIR) and the high-z NIR
photons appear today into the Middle InfraRed (MIR) to Far InfraRed (FIR). If
massive, PopIII stars are expected to have left a significant level of diffuse radiation
shifted today into the IR part of the CIB spectrum (0.7µm < λ < 300µm). Thus, the
CIB would provide a direct observation of emission from early sources of reionization.
Celestial observations in the NIR, λ < 2.5µm, receive flux from several compo-
nents: stars and galaxies (resolved sources), zodiacal light (flat component), radia-
tion from the telescope and instrument, and atmospheric emission if the observations
are made from the ground. After that all of these known components are accounted
for, if there is additional flux it is declared as an excess, called the Near Infrared
Background Excess (NIRBE).
The possible contribution from PopIII stars to the NIR has received strong sup-
port from measurements of the NIRB showing an intensity excess with respect to
observed light from galaxies in deep field surveys (Madau & Pozzetti 2000; Totani
et al. 2001; Kashlinsky et al. 2002; Matsumoto et al. 2005). Estimates based on
theoretical models suggest that the most likely origin of the NIRBE is redshifted
light from PopIII stars (Santos, Bromm & Kamionkowski 2002; Salvaterra & Ferrara
2003; Fernandez & Komatsu 2005) if these form efficiently down to z ≈ 8.
Salvaterra & Ferrara 2006 have raised the question of whether this interpretation
of the NIRBE is in conflict with Spitzer MIR observations (Fazio et al. 2004), and
high-z galaxy searches (Bouwens et al. 2004; Bouwens et al. 2005). They found
that these results limit the background fraction due to PopIII sources to be at best
< 1/24. The fact that PopIII stars are allowed to contribute to the NIRBE only
very little has been confirmed by Thompson et al. 2006. However, the results of
their study do not rule out PopIII background completely. Thus, the NIRB remains
a suitable laboratory for investigating the nature of the first structures formed in
the early Universe.
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1.4.2 Constraining reionization with LAEs
The census of observable galaxies at epochs approaching the end of reionization is
sensitive to the ionization fraction of the Universe (e.g. Malhotra & Rhoads 2004;
Haiman & Cen 2005). Although QSOs are expected to be the main contributor of
ionizing photons at the bright end of the luminosity function of ionizing sources,
the QSO population alone cannot account for all the required ionizing photons
(Willott et al. 2005), and star-forming galaxies like Lyman break galaxies (LBGs)
and Lyα emitters (LAEs) at the reionization epoch are the only alternatives that
could dominate at the faint end.
Techniques for detecting star-forming galaxies
An important feature in the UV spectrum of star-forming galaxies is the Lyman
continuum discontinuity at 912 A˚ or Lyman break. The feature forms in the stellar
atmosphere of massive stars as a result of the hydrogen ionization edge and is quite
pronounced, with a discontinuity of an order of magnitude in the luminosity density.
The UV spectrum of sources at high redshifts is also subject to additional opacity
owing to line blanketing by the intervening Lyα forest that dims the continuum
between 912 A˚ and 1216 A˚ by an amount that depends on redshifts. Intense
star formation is often accompanied by dust, whose presence shapes the spectrum
emerging from star-forming galaxies attenuating and reddening the UV-spectral
energy distribution. This properties of the spectrum of star-forming galaxies can be
exploited to search for LBGs and LAEs.
LBGs are mostly searched by using the so-called Lyman Break (LB) technique.
According to the redshift of the galaxy, its spectrum is observed with three differ-
ent filters, whose passbands cover the following regions: (i) blueward the LB, (ii)
between the LB and the Lyα emission line, (iii) redward Lyα emission line. LBGs
candidates are very faint in the region (i) and are selected through color criteria
which depends on their redshift (See e.g. Giavalisco 2002).
LAEs are, instead, searched mostly by using the so-called Narrow Band (NB)
technique. For detecting LAEs at z ≈ 6.5, for example, Taniguchi et al. 2005
and Kashikawa et al. 2006 have used a NB filter, NB921, centered at 9210 A˚ ,
with a bandwidth of 132 A˚. Then the color selection criterion is the following: (i)
z − NB921 > 1; (ii) i − z > 1.3 5. Besides the above criterion, LAEs are also
recognizable by the following features: continuum break in the region immediately
blueward the Lyα emission line; (ii) consequent asymmetric line profile; (iii) huge
equivalent width (≈ 100 A˚).
LBGs are mostly present at redshifts lower than LAEs; their spectrum is, indeed,
often shaped by dust, almost absent in high-z LAEs environments.
5i-band≈ 7481 A˚, z-band=8931 A˚(SLOAN).
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Census and Luminosity Function of LAEs
The observed number density of Lyα sources implies a minimum volume of the inter-
galactic medium that must be ionized, in order to allow the Lyα photons to escape
attenuation. Malhotra & Rhoads 2006 have estimated this volume by assigning to
each observed LAE the minimum Stromgren sphere that would allow half its Lyα
photons to escape. This implies an upper limit to the neutral hydrogen fraction
xHI < 0.5− 0.8 at redshift z=6.5. This result is based on the assumption that the
Lyα sources seen are the only ones present; if the current observed number density
of sources would increase with deeper observations, also the resulting xHI would
become smaller.
Another way to constrain the neutral hydrogen fraction at redshift approaching
the epoch of reionization concerns with the evolution of the luminosity function
(LF) of LAEs. It is expected that the surrounding neutral IGM attenuates the Lyα
photons so significantly that the number density decline of LAEs provides a useful
observational constraint on the reionization epoch (Haiman & Spaans 1999; Rhoads
& Malhotra 2001). Recently, Kashikawa et al. 2006, hereafter K06, have compared
the LF obtained by a photometric sample of 58 LAEs at z = 6.5 (Taniguchi et al.
2005), selected through the NB technique (17 of which have been confirmed spec-
troscopically), with the LF at z = 5.7. They find an apparent deficit at the bright
end of the LF in the z = 6.5 case.
From the same sample, K06 have also derived the rest-UV (1255 A˚ at z = 6.57)
continuum Luminosity Function (LFUV), finding that the z = 6.5 LFUV agrees at
the bright end with the z = 5.7 one, in clear contrast to the difference seen in the
Lyα LF. It should be noted that the LFUV is not attenuated by the neutral IGM.
Moreover, K06 have studied the clustering properties of the z = 6.5 sample, finding
that it has an almost homogeneous distribution, thus reducing the probability that
the LF deficit is due to the fact that they are sampling a region of the Universe in
which the number density of the LAEs is smaller than the global mean. Finally, the
number density of LAEs does not change from z ≈ 3 to ≃ 5.7. Thus, it is more
natural to assume that the LAE population has no strong evolution between z = 5.7
and 6.5.
Taking into account the above tree arguments, the observed number density de-
cline from z = 5.7 to 6.5 could imply a substantial transition in the cosmic ionization
state between these epochs. Assuming a fully ionized IGM at z = 5.7, the compar-
ison of the LFs at z = 5.7 and 6.5 puts constraints on the neutral fraction of IGM
hydrogen xHI at z = 6.5. They find that their LF estimate could allow a neutral
fraction of the IGM at z = 6.5 of 0 ∼< xHI ∼< 0.45. This upper limit of xHI at z ≈ 6.5
is consistent with the previous cited result of Malhotra & Rhoads 2006.
Nevertheless, the increasing attenuation with redshift of the Lyα line transmis-
sion could be partially explained as a consequence of the evolution in the mass func-
tion of dark matter halos, thus implying a much lower upper limit, xHI < 0.05− 0.2
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(Dijkstra et al. 2007).
1.4.3 Constraining reionization with QSO absorption spec-
tra
The sudden rise of the GP optical depth detected approaching z ≈ 6 together with
the appearance of very large portions of completely absorbed flux in the observed
spectra (See Fig.1.3 for a direct visual inspection) have been interpreted as an evi-
dence for the complete reionization of the universe to occur at z ≈ 6 (e.g. Fan et al.
2002) . In particular, Becker et al. 2001 have detected the first evidence of a com-
plete Gunn-Peterson trough in the spectrum of SDSS J1030+0524 (z = 6.28), where
no transmitted flux is detected over a large region (300 A˚) immediately blueward of
the Lyα emission line.
Constraints on the IGM ionization state derived by using Lyα forest spectroscopy
must take into account the extremely high sensitivity of τGP to tiny neutral hydrogen
amounts. Indeed, a volume averaged neutral hydrogen fraction as low as xHI ≈ 10−3
(Fan et al. 2002) is sufficient to completely depress the transmitted flux in QSO
absorption spectra; thus, the detection of a Gunn-Peterson trough only translates
into a lower limit for xHI. For this reason, recently, many studies have tried to
clarify if the SDSS data effectively require that the IGM was reionized as late as
z ≈ 6 (Gallerani et al. 2006; Becker et al. 2006): in particular, Gallerani et al.
2006 have shown that QSO observational data currently available are compatible
with a highly ionized Universe at that redshift. The spectroscopy of the Lyα forest
for QSOs at z > 6 discovered by the Sloan Digital Sky Survey (SDSS) seems to
indicate that the ionization state of the intergalactic medium (IGM) might be very
different along different lines of sight. For example, the analysis of the spectrum of
the most distant known quasar (SDSS J1148+5251) show some residual flux both
in the Lyα and Lyβ troughs, which when combined with Lyγ region (Furlanetto &
Oh 2005), imply that this flux is consistent with pure transmission, despite previous
claims (White et al. 2003). The presence of unabsorbed regions in the spectrum
corresponds to a highly ionized IGM along that particular line of sight. The fact
that transmission is detected along some lines of sight while the medium seems quite
neutral along others possibly implies that the IGM ionization properties are different
along different lines of sight at z ∼> 6, thus suggesting that we might be observing
the end of the reionization process (Wyithe & Loeb 2006).
Dark gaps in QSO absorption spectra
The width distribution of dark portions (gaps) seen in QSO absorption spectra has
been recently introduced in order to constrain the IGM ionization state (Paschos
& Norman 2005; Fan et al. 2006; Gallerani et al. 2006). Fan et al. 2006 has
used the dark gap distribution, as observed in 19 high-z QSO spectra, to put a
22
1.4. Observational imprints of reionization
Figure 1.3: Spectra of 19 SDSS quasars at 5.74 < z < 6.42 (Fan et al. 2006).
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preliminary upper limit on the IGM neutral fraction xHI < 0.1 − 0.5. Gallerani
et al. 2006, by analyzing the statistically properties of the transmitted flux in
simulated absorption spectra, have shown that the gap and peak (i.e. transmission
windows) width statistics are very promising tools for discriminating between an
early (zrei > 6) and a late (zrei ≈ 6) reionization scenario. In a recent work Gallerani
et al. 2007 have combined the previous two results: by comparing the observed
transmitted flux in high-z QSO spectra with theoretical predictions they found that
current observational data favor the ERM, and, in particular, they have concluded
that the neutral hydrogen fraction xHI evolves smoothly from 10
−4.4 at z = 5.3 to
10−4.2 at z = 5.6, with a robust upper limit xHI < 0.36 at z = 6.3.
QSO proximity effect
Many authors have tried to constrain xHI at high redshift by analyzing the proximity
effect of QSOs. As a consequence of the enhanced photoionization rate due to the
local radiation field an ionized bubble (generally called HII region) is formed around
the source.
As said above, at high redshift, the neutral hydrogen fraction become high
enough to produce large gaps in QSO spectra. Nevertheless, the presence of the
HII regions around high-z QSOs could let the emitted photons to be shifted out
of the resonance Lyα core. Thus, they can freely travel without being absorbed
towards the observer. As a consequence, between the QSO redshift and the GP
trough, there could be a region of transmitted flux which can be identified as the
HII region extent and used to constrain the IGM ionization state.
The evolution of the HII region radius RHII is given by the following relation:
dRHII
dt
= c
[
N˙γ − 43πR3HIIαHIIn2H
N˙γ + 4πR2HIIxHInHc− 43πR3HIIαHIIn2H
]
, (1.22)
where N˙γ is the number of ionizing photons emitted by the monochromatic source
per unit time, nH is the number density of hydrogen atoms, and αHII is the recombi-
nation coefficient for ionized hydrogen. This expression explicitly takes into account
the time delay for a photon to travel from the source to the edge of the HII region,
thus setting the limiting expansion speed of the HII region to the speed of light.
Any photons instantaneously detected by the observer were emitted at the same
retarded time, tR = t−RHII/c, where t is the time when the photons reach a distance
RHII from the source. Evaluating eq. 1.22 at the retarded time yields
dRHII
dtR
=
N˙γ − 43πR3HIIαHIIn2H
4πR2HIInHI
. (1.23)
Moreover, the recombination timescale trec = (αHIInH)
−1, at z ≈ 6, is much larger
than typical QSO lifetime tQ ≈ 107. Thus, recombinations can be neglected and
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eq. 1.23 reduces to:
RHII =
(
3
4π
N˙γtQ
nHI
)1/3
(1.24)
From eq. 1.24 it is clear that, if the intrinsic properties (N˙γ , tQ) of the QSO are
known, the extension of the HII region measures the neutrality of the IGM.
Wyithe, Loeb, & Carilli (2005) and Wyithe & Loeb (2004) have applied for first
this method to 7 QSOs at z > 6. According to their arguments, the small sizes
of the HII regions (≈ 10 physical Mpc) imply that the typical neutral hydrogen
fraction of the IGM beyond z ≈ 6 is in the range 0.1 - 1.
However, besides the uncertainties on the intrinsic QSO properties, this approach
is weighted down by the fact that the observed extent of the HII region could strongly
underestimate the size of the physical radius (Bolton & Haehnelt 2007a; Maselli et al.
2007; Bolton & Haehnelt 2007b). In particular, as I will discuss in Chap. 6, Maselli
et al. 2007 have quantified how large is the discrepancy between the observed Rf
and the physical radius Rd of the HII region radius, when it is measured starting
from the transmitted flux in QSO absorption spectra. Moreover, Bolton & Haehnelt
2007a and Bolton & Haehnelt 2007b find that Rf does not increase indefinitely with
the decreasing IGM neutrality, but it reaches a maximum values for xHI ≈ 10−3,
thus preventing a correct measurement of xHI. These authors finally argue that
current observed spectra are consistent with a very broad range of xHI values.
Mesinger & Haiman 2004 have used a different approach which does not involve a
direct measurement of the HII region size. Their study is based on the analysis of the
optical depth in both the Lyα and Lyβ spectral regions. Using density and velocity
fields obtained by hydrodynamical simulation, they computed the Lyα and Lyβ
absorption as a function of wavelength. In this case the neutral hydrogen fraction,
N˙phot and RHII are treated as free parameters, constrained by matching the optical
depth observed in the the spectrum of the z = 6.28 quasar SDSS J1030+0524. They
find a neutral hydrogen fraction larger than 10 per cent, i.e. the IGM is significantly
more neutral at z ≈ 6 than the lower limit directly obtainable from the GP trough
of the QSO spectrum (10−3). However this result is based only on one quasar.
The fact that the analysis of the Lyβ spectral region could add information on
the IGM ionization state has been investigated in great details also by Bolton &
Haehnelt 2007a and Bolton & Haehnelt 2007b. They found that for xHI ∼> 10−2
the observed size of the Lyα and Lyβ HII regions (Rβ and Rα, respectively) are
similar, while for smaller neutral fractions the extent of the Lyβ region becomes
substantially larger, approaching Rβ ≃ 2.5 Rα. They conclude that a future sample
of several tens of high resolution spectra, analyzed simultaneously in the Lyα and
Lyβ regions, should be capable of distinguishing between an IGM neutral hydrogen
fraction which is greater or smaller than 10 per cent.
More recently Mesinger & Haiman 2006 have applied a new tecnique to 3 high-z
QSO spectra (SDSS J1148+5251 (z = 6.42), SDSS J1030+0524 (z = 6.28), SDSS
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J1623+3112 (z = 6.22)). They make use of hydrodynamical simulations to create
model QSO absorption spectra and they fit the probability distribution functions of
the Lyα optical depth with those generated from the simulation. They treat xHI,
N˙phot and RHII as free parameters, finding best-fit values of xHI equal to 0.16, 1.0,
and 1.0 for the 3 QSOs above mentioned. It worth noting that, for the 2 QSOs
which provide, as a best-fit, a complete neutral IGM, this study also set a lower
limit of xHI ∼> 0.033.
I would conclude saying that, in the xHI measurements from the QSO proximity
effect, sufficient ground for controversy remains due to intrinsic uncertainties of the
various techniques. Thus, further efforts are needed in this field, both observationally
an theoretically, to disentangle the neutrality of the IGM.
QSO transverse proximity effect
The proximity effect has been appreciated also as a tool to investigate the properties
of the density field in which the QSO resides (Guimaraes et al. 2007).
This is possible by looking, not only along the line of sight of the QSO affecting
the surrounding IGM, but also at the effect produced in the Lyα forest of the
background QSO by a foreground source located close to the QSO LOS. This is
usually referred to as transverse proximity effect. QSOs transverse proximity effect
is expected to induce a decrease in strength of the absorption in the Lyα forest (of
the background QSO) at the redshift of the foreground QSO.
Searches for the transverse proximity effect in the HI Lyα forest at z ≈ 3 (Schir-
ber et al. 2004) have been so far unsuccessful. Such effect has been detected only by
HeII absorption studies (Worseck & Wisotzki 2006; Worseck et al. 2007). Gallerani
et al. 2007 have represented the first-ever detection of the transverse proximity ef-
fect in the HI Lyα forest, exploiting the discover by Mahabal et al. 2005 of a faint
quasar (RD J1148+5253, hereafter QSO1) at z = 5.70 in the field of the highest
redshift quasar currently known (SDSS J1148+5251, hereafter QSO2) at z = 6.42.
Gallerani et al. 2007 have analyzed the proximity effect of the foreground QSO
(QSO1) along the LOS toward the background one (QSO2). By building up a sim-
ple model to estimate the location/extension of the proximity zone they found an
increased number of peaks per unit frequency with respect to segments of the LOS
located outside the QSO1 HII bubble. This supports the idea that they are indeed
sampling the proximity region of the QSO1. With the above result they also obtain
a strong lower limit on the QSO1 lifetime of tQ > 18 Myr.
QSO metal absorption lines
At high-z absorption lines in the Lyα forest spectral region saturate; thus, only
statistical analysis of the transmitted flux could provide information on the IGM
ionization state. The only tool to recognize individual absorption systems is the
analysis of metal lines. In fact, although the oscillator strengths of metal UV/optical
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transitions (f ∼ 10−2 − 1) are roughly comparable to that of hydrogen Lyα, the
abundance by number of metals should be lower by ∼ 10−6−10−5, implying τmetals ∼
10−2 − 1. An other advantage of metal absorption lines concerns with the fact
that they lie redward of the hydrogen Lyα wavelength λ = 1216 A˚, thus avoiding
confusion with the neutral hydrogen absorption.
Despite the acquired understanding of HI absorption, a major problem in the
current knowledge of the IGM is to determine when most of the enrichment took
place and how metals have been able to travel to large distances from their pro-
duction sites, presumably identifiable with stars in galaxies. Analysis of absorption
lines (CIII, CIV, SiII, SiIII, SiIV, OVI, OVII, etc, ...) in QSO spectra shows that
the diffuse IGM is enriched with metals at any overdensities and redshifts probed
(Cowie et al. 1995; Ellison et al. 1999; Schaye et al. 2000; Songaila 2001; Simcoe
2006). Observations of CIV absorption have shown that its characteristics do not
evolve significantly in the redshift range 2 < z < 6 (Songaila 2001; Schaye et al.
2003; Songaila 2005; Ryan-Weber, Pettini & Madau 2006). This is surprisingly
considering that a vast majority of stars in the Universe form at z < 5. These
results have been interpreted as favoring the pre-enrichment scenario. Conversely,
observations of superwinds from Lyman break (z ≈ 3) galaxies together with high
CIV abundance along lines of sight passing near galaxies (Pettini et al. 2001; Adel-
berger et al. 2003) argue in favor of a local enrichment mechanism produced by
in situ star formation. Thus, the exact manner and epoch at which the IGM was
enriched remains uncertain. Deep imaging of galaxies near QSO sightlines would
help discriminating between different scenarios of metal-enrichment.
An interesting ion for the comprehension of the IGM metal enrichment and its
ionization state is OI. Peng (2002) has suggested to use this ion as tracer of the
neutral hydrogen fraction. In fact, OI has an ionization potential nearly identical
to that of HI and a transition at 1302 A˚ that can be observed redward of the Lyα
forest. Oxygen and hydrogen will lock in charge-exchange equilibrium (Osterbrock
1989), which ensures that their neutral fraction will remain nearly equal. Thus, the
detection of an OI absorption line would be a strong indication of a high neutral hy-
drogen fraction. Nevertheless, along the LOS toward SDSS J1148+5251 (z = 6.42),
Becker et al. 2006 have detected this feature, but over a redshift interval that also
contains transmission in Lyα and Lyβ. This means that the gas encountered along
this LOS has experienced both significant enrichment and ionization. Simultaneous
investigations of high and low ionization species, expected to show opposite trend
toward the end of the reionization process, could provide a deeper comprehension
of the IGM metal enrichment and its ionization state.
1.4.4 Constraining reionization with GRBs spectra
GRB spectroscopy can also be used to constrain xHI. There are four main advantages
of GRBs relative to quasars:
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• The GRB afterglow flux at a given observed time lag after the γ-ray trig-
ger is not expected to fade significantly with increasing redshift, since higher
redshifts translate to earlier times in the source frame, during which the af-
terglow is intrinsically brighter (Ciardi & Loeb 2000). For standard afterglow
lightcurves and spectra, the increase in the luminosity distance with redshift
is compensated by this cosmological time-stretching effect.
• As already mentioned, in the standard ΛCDM cosmology, galaxies form hier-
archically, starting from small masses and increasing their average mass with
cosmic time. Hence, the characteristic mass of quasar black holes and the total
stellar mass of a galaxy were smaller at higher redshifts, making these sources
intrinsically fainter. However, GRBs are believed to originate from a stellar
mass progenitor and so the intrinsic luminosity of their engine should not de-
pend on the mass of their host galaxy. GRB afterglows are therefore expected
to outshine their host galaxies by a factor that gets larger with increasing
redshift.
• Since the progenitors of GRBs are believed to be stellar, they likely originate
in the most common star-forming galaxies at a given redshift rather than in
the most massive host galaxies, as is the case for bright quasars. Low-mass
host galaxies induce only a weak ionization effect on the surrounding IGM.
Hence, the Lyα damping wing should be closer to the idealized unperturbed
IGM case and its detailed spectral shape should be easier to interpret.
• GRB afterglows have smooth (broken power-law) continuum spectra unlike
quasars which show strong spectral features (such as broad emission lines)
that complicate the extraction of IGM absorption features. In particular,
the continuum extrapolation into the Lyα damping wing during the epoch of
reionization is much more straightforward for the smooth UV spectra of GRB
afterglows than for quasars whose spectra are effected by the GP absorption
though.
• Since GRBs are time-variable, they allow to a multiple sampling of the same
LOS.
Finally, spectroscopical studies along lines of sight towards high-z sources inter-
secting enriched bubbles of supernova (SN) ejecta from early galaxies (Furlanetto
& Loeb 2003) detect metal absorption lines, providing an unusual opportunity to
study the metal enrichment history of the early Universe. Thus, GRBs could be
used to study properties (ionization state, metallicity, etc...) of the high-z IGM.
Totani et al. 2006 have attempted to constrain the ionization state of the IGM
at high redshift by modeling the optical afterglow of GRB 050904. These authors
have observed a damping wing at wavelengths larger than the Lyα emission line,
and have tried to model it, both assuming that it is due to damping wing of neutral
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hydrogen and/or to a DLS intervening along the LOS. By taking into account the
absorption feature in the Lyβ spectral region at the corresponding redshift of the
above feature they found that it can be explained at best by assuming an intervening
DLS immersed in a fully ionized IGM, quoting an upper limit of xHI < 0.17 and
0.60 (68% and 95% confidence levels, respectively).
1.4.5 Reionization effects on the CMB
Signatures of cosmic reionization can be found in CMB maps, in particular in the
polarization power spectrum. The following reasoning could explain why. If one
assumes that the recombination happens instantaneously, the fluctuations on scales
larger than the horizon on the LSS (H−1LSS, where H is the Hubble parameter) can
grow. In the absence of reionization, polarization is produced only as the radiation
emerges from the LSS. Then it is significant only on the scales below the horizon
at photon decoupling. However, when reionization occurs, the horizon (H−1rei) has
grown. The rescattering process caused by the reionization damps the fluctuations
already present on scales smaller than H−1rei , and enhances the polarization signal
on larger scales. Hence, reionization produces an excess of power on large scales
in the polarization spectrum. However, the polarization (EE) amplitude is ≈ 4
order of magnitude smaller than the temperature one (TT). For this reason it is
easier to study the effects of the reionization on the TE cross-power spectrum. The
TE correlation is a consequence of the fact that the fluid velocities which lead to
polarization are produced by the same density perturbations which are responsible
for temperature anisotropies. The WMAP mission, designed to make full-sky CMB
maps, has, indeed, detected an excess of power on large scales (l < 10) in the EE
and TE power spectra. By fitting EE+TE data, the 1-yr WMAP release, hereafter
WMAP1, is consistent with a value for the electron scattering optical depth as high
as τe = 0.17
+0.08
−0.07 (Spergel et al. 2003). By assuming a step function reionization
history, this result suggests that reionization might have occurred at redshifts as
high as z ≈ 15 (Kogut et al. 2003). The 3-yr WMAP data, hereafter WMAP3, have
provided a smaller value for τe ≈ 0.1, which implies an epoch of reionization zrei ≈
11, once more for a model with instantaneous reionization (Page et al. 2006; Spergel
et al. 2007). However, constraints on cosmic reionization from CMB observations
are limited by the fact that τe is a value integrated along the lines of sight and
is based on data regarding small multipoles, which are strongly affected by cosmic
variance. Moreover, the reionization history might be very poorly described by a
step function. Thus, to better understand this complicated process, higher precision
measurements of τe (possibly achievable with Planck) must be combined with a deep
understanding of the structure formation in the early Universe.
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1.5 Thesis purpose and plan
In Sec. 1.4 I have discussed most of the observational tools that can be used to
enlarge our knowledge of the Dark Ages. I have shown that different reionization
scenarios seem to emerge from the results of various studies.
In particular, the comparison between WMAP1 and SDSS data have stimulated
a debate on the EOR, the former favoring zrei ≈ 15, the latter zrei ≈ 6. Even though
WMAP3 has partly released the above tension, a conclusive agreement is, yet, far
to be reached. As briefly mentioned in Sec. 1.4.3, during my PhD I have studied
this problem in detail, by comparing SDSS data with results of semi-analytical
simulations of QSO absorption spectra. To constrain the EOR with this approach,
I have considered different reionization scenarios, namely, (i) an early reionization
model, characterized by a highly ionized IGM for z ∼> 6, and (ii) a late reionization
model, in which the EOR is at z ≈ 6. The starting point for the above reionization
histories is the theoretical modeling by Choudhury & Ferrara 2005 and Choudhury
& Ferrara 2006, which I will describe in Chap. 2. The details on how I generate the
synthetic spectra are described in Chap. 3. In Chap. 4 and Chap. 5, I will show the
results obtained by the statistical analysis of the synthetic spectra, comparing them
with currently available observations.
In Sec. 1.4 I have also described various method used to measure the high-z
IGM neutral hydrogen fraction, which is the most direct observable of the reoniza-
tion process. For what concerns this point, it comes out that same observational
data could provide different, even though not conflicting, values for xHI. For ex-
ample, the analysis of the dark portion of QSO absorption spectra favor a mostly
ionized Universe at z ≈ 6, while studies of the QSO proximity effect point towards
a more neutral configuration at the same epoch. In Chap. 6 I will show the results
obtained by a combination of multiphase smoothed particle hydrodynamics (SPH)
and three-dimensional (3D) radiative transfer (RT) simulations. This work aims at
investigating the possibility of constraining the ionization state of the IGM at z ≈ 6
by measuring the size of the HII regions in high-z quasars spectra. In the same
chapter I will also present the details of the first-ever detection of a transverse prox-
imity effect in the HI Lyα forest, along the LOS toward the highest-z QSO known
(SDSS J1148+5251, z = 6.42.).
By applying to GRBs synthetic spectra techniques similar to that used in the case
of QSOs, in Chap. 7 I will provide further independent constraints on reionization
models, by using observational data from the highest-z GRB known (GRB 050904,
z = 6.29.).
I will summarize and discuss the implications suggested by the present study in
the Conclusions.
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Modeling cosmic reionization
The reionization process, is not instantaneous but quite extended (∆z ∼ 5 − 10)
and can be generically separated into three stages (Gnedin 2004):
• When the first sources light up, ionized bubbles form around each of them,
expanding in the low density IGM (pre-overlap stage).
• After this phase, individual HII regions grow and start overlapping. Thus, last
remnants of the neutral low-density gas quickly disappear (overlap stage).
• The ionizing intensity rapidly increase, until neutral gas remains only in some
of the highest density regions, which would be identified as LLSs in the ab-
sorption spectra of distant quasar (post-overlap stage).
Thus, the evolution of this process is governed both by the properties of the ionizing
sources and by the clumpiness of the IGM in which they expand.
In this chapter I will describe the formalism introduced by Choudhury & Ferrara
2005, then further developed by Choudhury & Ferrara 2006, to study the evolution
of the reionization process.
2.1 Reionization models after WMAP1
After WMAP1, many efforts have been done in order to reconcile CMB and QSOAL
data (e.g. Chiu et al. 2003; Gnedin 2004). In particular (Choudhury & Ferrara
2005) have builted up a self-consistent formalism, hereafter CF05, to jointly study
cosmic reionization and thermal history of the IGM which explains not only SDSS
and WMAP1 1 data, but also a large set of other observational data. Since I have
1CF05 assume a flat universe with total matter, vacuum, and baryonic densities in units of the
critical density of Ωm = 0.27, ΩΛ = 0.73, and Ωbh
2 = 0.024, respectively, and a Hubble constant of
H0 = 100 h km s
−1 Mpc−1, with h = 0.72. The parameters defining the linear dark matter power
spectrum are σ8 = 0.9, n = 0.99, dn/d lnk = 0. (Spergel et al. 2003)
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widely adopted the results of the CF05 model, in what follows I will describe the
main features of this formalism.
2.1.1 Evolution of ionized regions
CF05 follow the evolution of ionized regions which can be either singly-ionized hy-
drogen (HII) or doubly-ionized helium (HeIII). The analogous HeII regions are not
considered, as typically these match the HII ones. To a first approximation the
IGM can be described as an uniform medium with small scale clumpiness taken into
account through a so-called “clumping factor”, given by C = 〈∆2〉/〈∆〉. In such
cases, the evolution of the volume filling factor for the HII regions QHII = VHII/Vtot
will be described by (Shapiro & Giroux 1987)
dQHII
dt
=
n˙ph
nH
−QHIICHIIne
a3
αR (2.1)
where n˙ph is the rate of ionizing photons per unit volume, nH is the hydrogen atoms
number density, CHII is the clumping factor for the ionized regions, a is the expansion
factor, and αR is the recombination coefficient. One can write a similar equation for
the volume filling factor QHeIII of HeIII regions too. In this picture the reionization
is said to be complete when individual ionized regions overlap, i.e., Qi = 1. The
above equation can be solved given a model for the source term n˙ph, and a value
for the clumping factor Ci. The quantity (corresponding to the recombination term
on the right hand side) QHIICHIInenHαR gives the average recombinations per unit
time per unit volume in the universe. Moreover, the quantity n˙ph takes into account
only those photons which escape into the IGM. The number of photons produced
by the source can be much larger; however, a large fraction of those photons will be
absorbed in ionizing the high density halo surrounding the luminous source.
Inhomogeneous Reionization
In the above picture, the inhomogeneities in the IGM are considered simply in terms
of the clumping factor in the effective recombination rate without taking into account
the density distribution of the IGM. The importance of using a density distribution
of the IGM lies in the fact that regions of lower densities will be ionized first, and
high-density regions will remain neutral for a longer time. The main reason for
this is that the recombination rate is higher in high-density regions where dense gas
becomes neutral very quickly. Of course, there will be a dependence on how far the
high density region is from an ionizing source. A dense region which is very close to
an ionizing source will be ionized quite early compared to, say, a low-density region
which is far away from luminous sources.
The first effort in addressing such issues were carried out by Miralda-Escude’
et al. (2000) (MHR, hereafter). In the post-overlap stage CF05 assume that all
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regions with overdensities ∆ < ∆i are ionized (the index i refers to the different ion-
ized species), while regions with ∆ > ∆i are completely neutral, with ∆i increasing
as time progresses (i.e., more and more high density regions are getting ionized).
According to this scenario, the reionization is defined to be completed when all the
regions with ∆ < ∆i are ionized – one does not need to ionize the whole IGM to
complete the reionization process. The effect of this assumption is that only the
low-density regions will contribute to the clumping factor (regions whose density
is above ∆i are assumed to be neutral, hence they need not be taken into account
while calculating the clumping factor).
The situation is slightly more complicated when the ionized regions are in the
pre-overlap and/or in the overlap stage. At this stage, it is assumed that a volume
fraction 1−Qi of the universe is completely neutral (irrespective of the density), while
the remaining Qi fraction of the volume is occupied by ionized regions. However,
within this ionized volume, the high density regions (with ∆ > ∆i) will still be
neutral. Once Qi becomes unity, all regions with ∆ < ∆i are ionized and the rest
are neutral. The reionization process after this stage is characterized by increase in
∆i – implying that higher density regions are getting ionized gradually.
To develop the equations embedding the above physical picture, one needs to
know the probability distribution function P (∆)d∆ for the overdensities. In this
work a lognormal distribution2 is assumed.
Given a P (∆)d∆, it is clear that only a mass fraction
FM(∆i) =
∫ ∆i
0
d∆ ∆ P (∆) (2.2)
needs be ionized, while the remaining high density regions will be completely neutral
because of high recombination rates. The generalization of eq. 2.1, appropriate for
this description is given by MHR (see also Wyithe & Loeb 2003)
d[QHIIFM(∆HII)]
dt
=
n˙ph(z)
nH
−QHIIαR(T )neR(∆HII)
a3
(2.3)
where QHIIαR(T )nHIIneR(∆HII) gives the number of recombinations per unit time
and volume. The factor R(∆HII) is the analogous of the clumping factor, and is
given by
R(∆HII) =
∫ ∆HII
0
d∆ ∆2 P (∆) (2.4)
The reionization is complete when QHII = 1; at this point a mass fraction FM(∆HII)
is ionized, while the rest is (almost) completely neutral.
2There are several reasons to believe that the low-density regions of the IGM are well described
by the lognormal distribution (see, for example, Choudhury, Padmanabhan, & Srianand 2001;
Choudhury, Srianand, & Padmanabhan 2001; Viel et al. 2002), which is shown to be in excellent
agreement with numerical simulations (Bi & Davidsen 1997). This argument will be discussed in
Sec. 3.1 and in Appendix 9.1 in greater details.
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Note that there are two unknowns QHII and FM(∆HII) in eq. 2.3 [and similarly
for the HeIII regions]. For the post-overlap stage, one can put Qi = 1, and can
solve the equation for ∆i. However, for the pre-overlap stage, one has to deal with
both the unknown and it is thus impossible to solve it without more assumptions.
One can fix either ∆i or FM (the ionized mass fraction). There is no obvious way
of dealing with this problem. In this work, CF05 assume that ∆i does not evolve
with time in the pre-overlap stage, i.e., it is equal to a critical value ∆c. Since the
results do not vary considerably as ∆c is varied from ∼ 10 to ∼ 100, for both HII
and HeIII, CF05 assume ∆c = 60, plausible value for typical overdensity of collapsed
halos at the virial radius. Once ∆i is fixed, one can follow the evolution of Qi until
it becomes unity. Following that, the post-overlap stage begins, where the situation
is well-described by eq. 2.1.
To proceed further in the solution of eq. 2.3, one has to estimate two quantities:
(i) the photon production rate n˙ph(z), and (ii) the temperature, T , of the ionized
regions. The method adopted to obtain these estimates is discussed in the next
sections.
2.1.2 Reionization sources
CF05 consider as ionizing sources star-forming halos, populated by massive metal-
free and normal stars, and quasars.
Photons from galaxies
One can use the Press-Schechter formalism to estimate the mass function of dark
matter halos of mass M which collapsed at a redshift zc. In what follows, CF05 use
the formalism of Sasaki (1994), described in Sec. 1.1.2 for calculating the formation
and merging rates of dark matter halos. Assuming a model where the star formation
rate (SFR) peaks around the dynamical time-scale of the halo, it will form stars at
the rate (Chiu & Ostriker 2000; Choudhury & Srianand 2002)
M˙SF(M, z, zc) = ǫSF
(
ΩB
Ωm
M
)
t(z)− t(zc)
t2dyn(zc)
e
−
t(z)−t(zc)
tdyn(zc) (2.5)
where ǫSF is the efficiency of star formation. The cosmic SFR per unit comoving
volume at a redshift z can then be written as:
ρ˙SF(z) =
∫ ∞
z
dzc
∫ ∞
Mmin(zc)
dMM˙SF(M, z, zc)N(M, z, zc), (2.6)
whereN(M, z, zc)dMdzc gives the number of halos within a mass range (M,M+dM)
formed within a redshift interval (zc, zc+dzc) and surviving down to redshift z. The
lower integration limit, Mmin(zc), takes into account the fact that low mass halos
will not be able to cool and form stars. Also, note that the possible disruption of
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star forming halos due to energy injection from exploding supernovae is not taken
into account. The choice of Mmin(zc) is discuss in detail in a later section.
Putting all the relevant expressions together, one can write the cosmic SFR in a
neater form:
ρ˙SF(z) = ρ¯B
1
D(z)
∫ ∞
z
dzcǫSFF1(z, zc)I(zc) (2.7)
where
F1(z, zc) =
[
D˙(zc)
D(zc)H(zc)
]
D(zc)
(1 + zc)
t(z)− t(zc)
t2dyn(zc)
e
−
t(z)−t(zc)
tdyn(zc) (2.8)
and
I(zc) =
∫ ∞
ν(Mmin[zc])
dν
(√
2
π
e−ν
2/2
)
ν2 (2.9)
In the above expressions, D(z) gives the linear growth factor of dark matter per-
turbations, and ν(M) = δc/[D(z)σ(M)]. The critical overdensity for collapse, δc, is
fixed to 1.69.
The rate of ionizing photons per unit volume per unit frequency range would be
n˙ν,G(z) =
[
dNν
dM
]
ρ¯B
1
D(z)
∫ ∞
z
dzcǫSFfescF1(z, zc)I(zc) (2.10)
where fesc is the escape fraction of ionizing photons from the star forming halos, and
dNν/dM gives the number of photons emitted per frequency range per unit mass
of stars. Given the spectra of stars of different masses in a galaxy, and their Initial
Mass Function (IMF), this quantity can be computed in a straightforward way. The
IMF and spectra will depend on the details of star formation and metallicity, and
can be quite different for Pop II and Pop III stars. Given the above quantity, it is
straightforward to calculate the total number density of ionizing photons emitted at
a particular frequency range [νmin, νmax] by galaxies per unit time.
Photons from PopII/PopIII stars
CF05 consider the possibility that, at early redshifts, PopIII stars produced a large
number of photons. On the other hand, star formation at low redshifts, as known, is
dominated by high metallicity PopII stars with the usual Salpeter-like IMF. CF05
assume ztrans = 10, plausible value according to the requirements from NIRB ob-
servations at the moment in which this work was developed (Salvaterra & Ferrara
2003).
From the above, it thus turns out that the star formation is made up of two
components:
n˙ph,G(z) = n˙ph,PopII(z) + n˙ph,PopIII(z); (2.11)
the previous expression involves two free parameters which are the ionizing photon
efficiencies of the PopII and PopIII stars, namely: ǫPopII ≡ ǫSF,PopIIfesc,PopII and
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ǫPopIII ≡ ǫSF,PopIIIfesc,PopIII. CF05 assume that stellar population within the galaxies
formed at z > ztrans is dominated by PopIII stars, while at lower redshifts it is
dominated by PopII stars. Since the SFR peaks at the dynamical time scale after
the formation of the halo and decreases exponentially thereafter, the formation
rate of PopIII stars continues for some amount of time after ztrans, and hence the
transition is not instantaneous.
To calculate the number of photons produced per unit mass of PopII star formed
[dNν/dM ]PopII, CF05 use the stellar spectra calculated using STARBURST99
3 (Lei-
therer et al. 1999), with metallicity Z = 0.001 = 0.05Z⊙ and standard Salpeter IMF.
The number of photons per unit mass of star formed, when integrated over appropri-
ate frequencies, gives (8.05, 2.62, 0.01)×1060M−1⊙ for (HII, HeII, HeIII) respectively.
For calculating [dNν/dM ]PopIII, the IMF of the PopIII stars is assumed to be dom-
inated by very high mass stars. In this case, as said in the Introduction (Sec. 1.2.1,
footnote 3), the number of photons produced per unit mass of stars formed is some-
what independent of the stellar mass, thus being independent of the precise shape
of the IMF (as long as the IMF is dominated by high mass stars). The value of
[dNν/dM ]PopIII is calculated using stellar spectra for high mass stars (≥ 300M⊙)
as given by Schaerer (2002). When integrated over appropriate frequencies, this
quantity is equal to (2.69, 4.46, 1.36)× 1061M−1⊙ for (HII, HeII, HeIII) respectively.
The minimum mass for the star-forming halos
The quantity Mmin(zc) in eq. 2.6 depends on the cooling efficiency of halos. CF05
assume that molecular cooling is active at high redshifts, and Mmin(zc) increases
with decreasing z (Fuller & Couchman (2000)). However, it is also possible that the
molecular cooling within the mini-halos could be highly suppressed due to photo-
dissociation of hydrogen molecules. The effect of mini-halo suppression can be com-
pensated by using relatively higher values of ǫPopIII. In fact, since this minihalos can
potentially contribute a substantial number of ionizing photons from PopIII stars
at high redshifts, it is necessary to increase the value of ǫPopIII in the case when the
minihalos are not forming stars so as to match the WMAP constraints.
There is a further factor which needs to be taken into account – the radiative
feedback from stars. Once the first galaxies form stars, their radiation will ionize
and heat the surrounding medium, increasing the mass scale (often referred to as the
filtering mass) above which baryons can collapse into halos within those regions. The
minimum mass of halos which are able to cool is thus much higher in ionized regions
than in neutral ones. Since the IGM is considered as a multi-phase IGM, one needs
to take into account the heating of the ionized regions from the beginning (even
before the actual overlap has started). As the temperature of the ionized region
is computed self-consistently, CF05 can calculate the minimum circular velocity of
3http://www.stsci.edu/science/starburst99
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halos that are able to cool using the relation:
v2c =
2kboltzT
µmp
(2.12)
where µ is the mean molecular weight: µmp = ρb/nb. Typically, for a temperature
of 3× 104K, the minimum circular velocity is ∼ 30–50 km s−1, which is comparable
to the filtering scale obtained from numerical simulations of Gnedin (2000) after the
universe has reionized. Note that the above value of vc will evolve according to the
temperature of the gas.
Photons from QSOs
In order to calculate the number of ionizing photons from QSOs, CF05 follow the
simple formalisms developed by Wyithe & Loeb (2003) and Mahmood, Devriendt,
& Silk (2004). The only difference is that CF05 use a different prescription for
calculating the merging and formation of dark matter halos. In the previous works,
the merging rates of dark matter halos were based on the formalism by Lacey & Cole
(1993), while the CF05 model uses the Sasaki (1994) methodology. For the reason
of completeness, the details of the model for calculating the luminosity function of
QSOs is included in this section.
The key assumption to calculate the luminosity of QSOs is that the mass of the
accreting black hole Mbh is correlated with the circular velocity vc of the collapsed
halo through the relation:
Mbh = ǫv
α
c (2.13)
It is argued that α = 5 in a self-regulated growth of super-massive black holes (Silk
& Rees 1998), a value found to match observations of local universe.
It is then reasonable to assume that the black hole radiates with the Eddington
luminosity (in the B-band), given by
LB
L⊙,B
= 5.7× 103Mbh
M⊙
(2.14)
which gives
LB
L⊙,B
= β
(
M
M⊙
)α/3
(2.15)
where the relation between the circular velocity and the mass of a virialized halo
(Choudhury & Padmanabhan 2002) is used to obtain
β = 5.7× 103ǫ010−4α
(
H2018π
2
H2(z)∆vir(z)
)α/6
×
[
1− 2ΩΛH
2
0
3H2(z)∆vir(z)
]α
hα/3 (2.16)
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with
ǫ0 =
ǫ(159.4 km s−1)α
M⊙
(2.17)
Note that, even if the black hole radiates in a sub-Eddington rate, the corresponding
uncertainty can be absorbed into the value of β. The luminosity function of QSOs
(i.e., the number of QSOs per unit comoving volume per unit luminosity range) will
be given by
ψ(LB, z)dLB =
∫ z
∞
dzc N(M, z, zc)dM (2.18)
where M and LB are related by eq. 2.15. Assuming that each QSO lives for a time
tqso(z)≪ (a˙/a)−1, then the QSO activity can be taken to be almost instantaneous∫ z
∞
dzc N(M, z, zc) ≈ dz
dt
tqso(z)N(M, z, z). (2.19)
It follows:
ψ(LB, z) =
dz
dt
tqso(z)N(M, z, z)
dM
dLB
=
3
αLB
MNM(z)ν
2
[
D˙(z)
D(z)H(z)
]
H(z)tqso(z).
(2.20)
CF05 fix tqso(z) = 0.035tdyn(z) (Mahmood, Devriendt, & Silk 2004). Given α = 5,
one can fix the free parameter ǫ0 by comparing the model with observations of QSO
luminosity function.
This simple procedure works very well at intermediate and high redshifts, but
fails to match the observations at low redshifts. One can introduce a phenomeno-
logical function in eq. 2.20 to take into account the break in the luminosity function
at high luminosities. A modified ψ(LB, z) of the form (Mahmood, Devriendt, & Silk
2004)
ψ(LB, z)→ ψ(LB, z) exp
[
− M
1011.25+zM⊙
]
(2.21)
is good enough in matching the low redshift observations. This cutoff is at very high
luminosities and has virtually no effect at z > 3.
Given the luminosity function, the rate of ionizing photons from QSOs per unit
volume per unit frequency range will be
n˙ν,Q(z) =
∫
∞
0
dLBψ(LB, z)
Lν(LB)
hPν
(2.22)
Next, the mean UV QSO spectrum (Schirber & Bullock 2003) is used
Lν(LB)
ergs s−1Hz−1
=
LB
L⊙,B
1018.05
(
ν
νH
)−1.57
(2.23)
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which then gives,
n˙ν,Q(z) =
[
1018.05ergs s−1Hz−1
L⊙,B
]
1
hPνH
(
ν
νH
)−2.57
×
∫
∞
0
dLB LB ψ(LB, z). (2.24)
The rate of ionizing photons from QSOs is obtained simply by integrating over all
relevant frequencies.
The above model matches the perfectly well with observations at low redshifts.
At high redshifts, say z > 6, the contribution from QSOs are negligible compared
to that of galaxies, and can be ignored.
2.1.3 Thermal evolution
In the previous sections, I have discussed the evolution of the ionized volume filling
factors, and various physical quantities related to them. It is clear that the baryonic
universe will behave as three-phase medium constituted by: (i) completely neutral
regions, (ii) regions where hydrogen is ionized and helium is singly ionized, and
(iii) a region where both species are fully ionized. In computing the volume filling
factor CF05 consider the evolution of the HII regions, assuming that the ionization
front for the doubly-ionized helium can never overtake that for ionized hydrogen –
which is found to be always true for the type of spectra used for the ionizing sources
(note that a much harder spectrum can always make the ionization front for the
doubly-ionized helium leading the ionized hydrogen region).
The thermal evolution equations are solved separately for each of the three re-
gions. In the absence of heating sources the evolution is nearly trivial for the neutral
region, with the temperature decreasing adiabatically. However, there is always a
background of hard photons which can heat the neutral IGM. Since the temperature
of the neutral region hardly affects the reionization history, such hard photons are
ignored. Thus, the temperature of the neutral regions decrease adiabatically. In the
ionized regions, the temperature can be calculated using the dynamical equation
dT
dt
= −2H(z)T − T∑
iXi
d
∑
iXi
dt
+
2
3kboltznB(1 + z)3
dE
dt
(2.25)
where
Xi ≡ nimp
ρ¯B
(2.26)
and dE/dt gives the net heating rate per baryon. For most purposes, it is sufficient
to take into account the photoionization heating and recombination cooling. For
example, in the regions where only hydrogen is ionized, the following relation holds
dE
dt
= nHI(1 + z)
6
∫
∞
νH
dν λH(z; ν)
n˙ν(z)
QHII(z)
σH(ν)hP (ν − νH)
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− R(∆HII)αRC(T )nHIIne(1 + z)6 (2.27)
where λH(z; ν) is the proper mean free path for hydrogen ionizing photons with
frequency ν > νH . It is found from observations at low redshifts that λH(z; ν) ∝
ν1.5; this is understood from the frequency-dependence of the absorption cross sec-
tion σH(ν) ∝ ν−3, and the column density distribution of QSO absorption lines
dN/dNHI ∝ N−3/2HI (Petitjean et al. 1993). This relation is assumed to be valid
for all redshifts. Note that this frequency dependence of the mean free path hard-
ens the ionizing spectrum. However, at frequencies below the ionization threshold of
HeII, the diffuse recombination radiation from the IGM tends to compensate for this
hardening (Haardt & Madau 1996). Given this, one can assume λH(z; ν) = λH,0(z)
for ν ≤ νHeII and λH(z; ν) = λH,0(z)(ν/νHeII)1.5 for ν > νHeII. The procedure for
calculating λH,0(z) ≡ λH(z; ν = νH) is described in the next section.
The equation for evolution of the temperature has to be supplemented by those
for the ionization of the individual species. In the most general case, one has three
independent species Xi = {XHI, XHeI, XHeIII}, with other species being given by
XHII = 1− Y −XHI;
XHeII =
Y
4
−XHeI −XHeIII;
Xe = XHII +XHeII + 2XHeIII (2.28)
where Y = 0.24 is the helium weight fraction. For example, the evolution of XHI in
the HII region is given by
dXHI
dt
= −XHI(1 + z)3
∫
∞
νH
dν λH(z; ν)
n˙ν(z)
QHII(z)
σH(ν)
+ R(∆HII)αR(T )XHIIXe
ρ¯B
mp
(1 + z)3. (2.29)
Similar equations, though slightly more complicated, can be written down for other
regions too.
In passing, note that the volume emissivity is given by
ǫν(z) = n˙ν(z)hP ν(1 + z)
3 (2.30)
while the ionizing flux for a particular species i [one of HI, HeI or HeII] is given by
Jν(z) ≡ λi(z; ν)
4π
ǫν(z) =
λi(z; ν)
4π
n˙ν(z)hP ν(1 + z)
3 (2.31)
The photoheating rate for a particular species is given by
ΓPH(z) = 4π
∫ ∞
νmin
dν
Jν
hPν
σi(ν)hP (ν − νmin)
= (1 + z)3
∫ ∞
νmin
dν λi(z; ν)n˙ν(z)σi(ν)hP (ν − νmin) (2.32)
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where νmin is the threshold frequency for the species considered. The photoionization
rate is given by
ΓPI(z) = 4π
∫ ∞
νmin
dν
Jν
hPν
σi(ν)
= (1 + z)3
∫ ∞
νmin
dν λi(z; ν)n˙ν(z)σi(ν) (2.33)
Note that the clumping term R(∆i) is included in the expressions (2.27) and
(2.29). As more and more regions of higher densities get ionized, the value of R(∆i)
becomes larger which, in turn, gives a larger value of the temperature. Thus the
temperature T of the ionized regions obtained from the above system of equations
are essentially weighted by the mass of the corresponding regions. In this sense, one
can assume T to be an estimate of the mass-averaged temperature (hereafter Tm)
of the region. Note Tm is not the rigorously-defined mass-averaged temperature,
but should be considered as a simple approximation in the ionized regions. If the
quantities Tm and Xi defined in this section are approximate estimates of the mass-
averaged values in the ionized region, then the global mean values Tglobal and Xglobal,i
can be obtained by weighted averages over different regions, according to the mass
fraction of the corresponding region. Also, note that the above Tm is not same as the
conventional T0, which is defined as the temperature of gas at the mean IGM density
(∆ = 1). Similarly, the ionization fractions defined above need not correspond to the
values at the mean density. The values at the mean density (i.e., T0, XHI,0) can be
solved using the same equations 2.25 and 2.29, but without putting in the clumping
factor R(∆HII), i.e.,
dT0
dt
= −2H(z)T0 − T0∑
iXi,0
d
∑
iXi,0
dt
+
2
3kboltznB
[
nHI,0
ΓPH(z)
QHII(z)
− αRC(T0)nHII,0ne,0(1 + z)3
]
(2.34)
and
dXHI,0
dt
= −XHI,0 ΓPI(z)
QHII(z)
+ αR(T0)XHII,0Xe,0
ρ¯B
mp
(1 + z)3 (2.35)
Mean free path for photons
The mean free path for ionizing photons depends on the size and topology of the
ionized regions. Hence, for a self-consistent calculation of the mean free path, one
has to use the evolution of the volume filling factor of the ionized regions. Note that
only statistical information about the fraction of volume and mass which is ionized
can be obtained, i.e. CF05 do not calculate the size of individual ionized regions.
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Given this situation, a simple model developed by MHR can be used to calculate
the mean free path λi,0(z) for photons (at ν = νH). As discussed in MHR, their
method is a good approximation when a very high fraction of volume is ionized. It
is clear that a photon will be able to travel through the low density ionized volume
FV (∆i) =
∫ ∆i
0
d∆ P (∆) (2.36)
before being absorbed. In the simple model, one assumes that the fraction of volume
filled up by the high density regions is 1 − FV , hence their size is proportional to
(1− FV )1/3, and the separation between them along a random line of sight will be
proportional to (1 − FV )−2/3, which, in turn, will determine the mean free path.
Then one has
λi,0(z) =
λ0
[1− FV (∆i)]2/3 (2.37)
where λ0 can be fixed by comparing with low redshift observations. In fact, it has
been suggested (from simulations and structure formation arguments; MHR) that
λ0 should be determined by the Jeans length which, in turn, is determined by the
minimum circular velocity for star-forming halos [equation (2.12)]:
xb(z) = H
−1
0 vc
√
γ
3Ωm(1 + z)
, (2.38)
where γ is the adiabatic index. In this work, CF05 assume λ0 ∝ xb(z), with the
proportionality constant being determined by comparing with low redshift observa-
tions. The mean free path for photons at ν = νH is given by the typical separation
between the Lyman-limit systems, which is observed to be ∼ 33 Mpc at z = 3.
From the knowledge of λi,0(z) on can then predict the number of Lyman-limit sys-
tems per unit redshift range through the relation (Madau, Haardt, & Rees 1999;
Miralda-Escude´ 2003)
dNLL
dz
=
c√
π λi,0(z)H(z)(1 + z)
(2.39)
which can be directly compared with available observations at 2 < z < 4.
2.1.4 CMB constraints on the electron scattering optical
depth
Other quantities that can be readily estimated from the CF05 modeling are the
Gunn-Peterson optical depth (τGP ) and the optical depth of CMB photons due to
Thomson scattering with free electrons (τel). Since in the Chap. 3 I will describe in
great details how to calculate τGP , here I consider only the expression for τel.
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This can be written as
τel(z) = σT c
∫ z[t]
0
dt nglobal,e (1 + z)
3 (2.40)
where nglobal,e is the global average value of the comoving electron density. Addi-
tional small contributions to τel arising from early X-ray sources are neglected, but
CF05 do include relic free electrons from cosmic recombination (Venkatesan, Giroux,
& Shull 2001).
2.1.5 Fiducial model
By constraining the model free parameters with available data on redshift evolution
of Lyman-limit absorption systems, Gunn-Peterson and electron scattering optical
depths, Near InfraRed Background (NIRB), and cosmic star formation history, a
fiducial model can be selected, whose main predictions are:
• Hydrogen was completely reionized at z ≈ 15, while HeII must have been
reionized by z ≈ 12, allowing for the uncertainties in the ionizing photon
efficiencies of stars. At z ≈ 7, HeIII suffered an almost complete recombination
as a result of the extinction of PopIII stars, as required by the interpretation
of the NIRB.
• A QSO-induced complete HeII reionization occurs at z = 3.5; a similar double
H reionization does not take place due to the large number of photons with
energies > 1 Ryd from PopII stars and QSOs, even after all PopIII stars have
disappeared.
• Following reionization, the temperature of the IGM corresponding to the mean
gas density, T0, is boosted to 1.5 × 104 K; following that it decreases with a
relatively flat trend. Observations of T0 are consistent with the fact that He
is singly ionized at z ∼> 3.5, while they are consistent with He being doubly
ionized at z ∼< 3.5. This might be interpreted as a signature of (second) HeII
reionization.
• Only 0.3% of the stars produced by z = 2 need to be PopIII stars in order to
achieve the first hydrogen reionization.
Such model not only relieves the tension between the Gunn-Peterson optical depth
and WMAP1 observations, but also accounts self-consistently for all known ob-
servational constraints. The comparison between the best-fit model and different
observations is shown in Figure 2.1.
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Figure 2.1: The fiducial model which matches all available observations. Adopted
parameters are ǫPopIII = 7 × 10−3, ǫPopII = 5 × 10−4, ztrans = 10. The Panels show
as a function of redshift: (a) critical overdensity for reionization,(b) filling factor
of ionized regions, (c) effective clumping factor, (d) specific number of Lyman-limit
systems, (e) ionizing photons mean free path, (f) mass-weighted temperature, (g)
mean-density gas temperature, (h) cosmic star formation history, (i) photoionization
rates for hydrogen, (j) photoionization rates for helium, (k) Gunn-Peterson optical
depth, (l) electron scattering optical depth. See text for detailed description of
different Panels.
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2.2 Reionization models after WMAP3
Recently, two new sets of data have been made available which could help in con-
straining the reionization history. First is the observations of high redshift sources
in the NICMOS HUDF (Bouwens et al. 2005), where the analysis indicate that the
number of sources at z ≈ 10 should be three or fewer. The second set of observations
is the release of 3-year WMAP4 data (Hinshaw et al. 2006; Page et al. 2006; Spergel
et al. 2007), which gives a lower value of τel = 0.09 ± 0.03, thus questioning very
early reionization scenarios.
Choudhury & Ferrara 2006, hereafter CF06, have extended the CF05 model,
incorporating some additional physics (like chemical feedback) thus reducing the
number of free parameters. CF06 then confront the model with a wide variety
of available data sets (including the two most recent ones above) with the aim of
identifying a set of parameter values which can fit all the data sets simultaneously.
2.2.1 New features
In this Section I discuss the additional physics incorporated in GF06.
• Radiative feedback: GF06 assumes that no halos with virial temperatures lower
than 104 K are able to form stars; this completely neglects the contribution
of minihalos, which is now strongly supported by the 3-year WMAP data
(Haiman & Bryan 2006).
• Chemical feedback: The main limitation of CF05 model was the idealized
PopIII → PopII transition which was assumed to start at ztrans and last for
a dynamical time of the halo. According to the standard chemical feedback
interpretation (Schneider et al. 2002; Schneider et al. 2003), the transition
is driven by the enrichment of the medium which forces a drastic change in
the fragmentation properties of star-forming clouds when metallicity exceeds
the critical value of Zcrit = 10
−5±1Z⊙ (Schneider et al. 2002; Schneider et al.
2003). Such feedback-regulated transition has been studied in detail by Schnei-
der et al. (2006), using a merger-tree approach to determine the termination
of PopIII star formation in a given halo. The same prescription has been in-
corporated in GF06 (using Fig 3 of Schneider et al. 2006), which allows to
compute the transition in a self-consistent manner. The main difference with
respect to CF05 is that the transition occurs over a prolonged epoch, i.e., no
precise transition redshift can be identified.
4CF06 assume a flat universe with total matter, vacuum, and baryonic densities in units of the
critical density of Ωm = 0.24, ΩΛ = 0.76, and Ωbh
2 = 0.022, respectively, and a Hubble constant of
H0 = 100 h km s
−1 Mpc−1, with h = 0.73. The parameters defining the linear dark matter power
spectrum are σ8 = 0.74, ns = 0.95, dns/d ln k = 0.
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• IMF of PopIII stars: In CF05, a top-heavy IMF for PopIII stars was used,
which was found to be disfavored by a combination of constraints from source
counts at z ≈ 10 and WMAP1 data (Schneider et al. 2006). GF06 use a
very “conservative” assumption that the metal-free PopIII stars have a simple
Salpeter IMF, just like the PopII stars, which is similar to the hypothesis made
in Ciardi, Ferrara, & White (2003). One should keep in mind that the recent
WMAP3 data need not necessarily rule out the possibility that PopIII stars
have a top-heavy IMF; however, GF06 takes the most conservative model and
check whether it can match all available observations.
• Escape fraction: In CF05, the escape fractions for PopII and PopIII stars,
fesc,II and fesc,III, were considered as free parameters, independent of the halo
mass, M , and redshift z. In reality, the situation is quite complex and the
escape fractions do depend on both M and z. Unfortunately, there is still no
good understanding of the process so as to model it theoretically.
GF06 retain the assumption that the escape fraction is independent of M and
z; however, a physical argument to relate the escape fraction of PopII and
PopIII stars is used. This is based on the fact that the escape fraction should
scale according to the number of ionizing photons produced by a given source.
Let Nabs denote that number of photons that can be potentially absorbed by
the star-forming halo (which can be quite different from the number of photons
actually absorbed). It is usually proportional to the quantity CαR(T )nHne,
where C is the clumping factor of the halo gas density inhomogeneities. There
are further uncertainties related to the distribution of stars within the halo,
which can be absorbed within the proportionality factor. Let Nγ,II (Nγ,III) de-
note the number of photons produced by PopII (PopIII) stars per unit mass of
star formed and ǫ∗,II(ǫ∗,III) denote the star-forming efficiency of the population.
CF06 define the parameter
ηesc ≡ Nabs
ǫ∗,IINγ,II
(2.41)
which measures the fraction of photons absorbed in the halo. Then one can
write the relation
fesc,II = 1−Min
[
1,
Nabs
ǫ∗,IINγ,II
]
= 1−Min[1, ηesc] (2.42)
which takes into account the fact that fesc,II = 0 if ηesc > 1 (which essentially
means that the halo is capable of absorbing more photons than what is pro-
duced by the stars and thus all the photons produced are absorbed within the
halo). Note that a higher value of ǫ∗,II would give a higher fesc,II signifying that
a higher fraction of photons will escape if the number of photons produced is
larger.
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CF06 now make the simplifying assumption that Nabs depends only on the
properties of the halo and is independent of the nature of the stellar source.
Then the escape fraction for PopIII stars would be given by
fesc,III = 1−Min
[
1,
Nabs
ǫ∗,IIINγ,III
]
(2.43)
= 1−Min
[
1,
ǫ∗,IINγ,II
ǫ∗,IIINγ,III
ηesc
]
(2.44)
which relates the escape fractions of the two stellar populations. Note that no
assumptions about the gas density structure has been made; CF06 simply used
the fact that a higher fraction of photons will escape if the number of photons
produced is larger. The above prescription can be extended to helium too. It
thus helps in reducing the number of free parameters in the CF06 model with
the escape fraction being given by a single free parameter ηesc.
• Self-consistent calculation of the temperature-density relation: For calculations
of the transmitted flux of the IGM (as would be observed in QSO absorption
line experiments), it is usually assumed that the temperature-density relation
follows a power-law form, T ∝ ∆γ−1. In this work, CF06 solve the temperature
evolution equation for fluid elements of different densities and thus obtain the
value of γ at each redshift in a self-consistent manner (Hui & Gnedin 1997).
• Additional observational constraints: In addition to the observations described
in CF05, CF06 use a few additional constraints to determine the free param-
eters. The most notable of these is the experiments related to the source
counts at high redshifts (Bouwens et al. 2005). Three possible high redshift
candidates have been identified by applying the J-dropout technique to the
NICMOS HUDF; however the precise nature of these three sources could not
be confirmed. Hence, Bouwens et al. (2005) concluded that the actual number
of z ≈ 10 sources in the NICMOS parallel fields must be three or fewer.
The number of sources above a redshift z observed within a solid angle dΩ in
the flux range [Fν0 , Fν0 + dFν0 ] is
NFν0 (> z) =
dN
dΩdFν0
(Fν0, z) =
∫
∞
z
dz′
dV
dz′dΩ
dn
dFν0
(Fν0, z
′) (2.45)
where dV/dz′dΩ denotes the comoving volume element per unit redshift per
unit solid angle, and
dn
dFν0
(Fν0, z
′) =
∫ ∞
z′
dz′′
dM
dFν0
(Fν0 , tz′ − tz′′)
d2n
dMdz′′
(M, z′′) (2.46)
is the comoving number of objects at redshift z′ with observed flux within
[Fν0 , Fν0 + dFν0 ]. The quantity d
2n/dMdz′′ gives the formation rate of halos
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of mass M , calculated using Press-Schechter formalism. The flux is related to
the mass of the halo M by the relation
Fν0 =
ǫ∗(Ωb/Ωm)M
∫
dν ′ lν′(tz′ − tz′′) e−τeff (ν0,z=0,z′)
4πd2L(z
′)∆ν0
(2.47)
where ǫ∗ is the star-forming efficiency of the population under consideration,
lν′(tz′−tz′′) is template luminosity per unit solar mass for the stellar population
of age tz′ − tz′′ (the time elapsed between the two redshifts), dL(z′) is the
luminosity distance and ∆ν0 is the instrumental bandwidth. The quantity
τeff(ν0, z = 0, z
′) is the effective optical depth at ν0 between z
′ and z = 0,
which can be calculated self-consistently from the semi-analytical model given
the density distribution. While calculating the source distribution, the same
selection criteria used in the observational analysis is applied. For calculating
the template luminosity lν , CF06 use stellar population models of Bruzual &
Charlot (2003) for PopII stars and of Schaerer (2002) for PopIII stars.
CF06 have also incorporated constraints from the observed transmitted flux
in the Lyβ region of the QSO absorption spectra (in addition to Lyα), setting
more severe constraints on the background ionizing flux.
2.2.2 Fiducial model
By constraining the model free parameters with the available experimental data
CF06 have found a best-fit model and a set of allowed parameter values which
matches very well all the available observations. From this analysis, an updated
reionization scenario, which also takes into account WMAP3 data, emerges:
• Hydrogen reionization starts around z ≈ 15 driven by metal-free (PopIII)
stars, and it is 90 per cent complete by z ≈ 10. The contribution of PopIII
stars decrease below this redshift because of the combined action of radiative
and chemical feedback. As a result, reionization is extended considerably
completing only at z ≈ 6.
• Scenarios in which reionization is completed much earlier are disfavored by a
combination of constraints from τel, the NICMOS source counts at z ≈ 10 and
the Lyβ optical depths at z ≈ 6.
• The combination of τel and GP optical depth constraints marginally requires
a non-zero contribution from metal-free stars with a normal Salpeter IMF.
Non-inclusion of PopIII stars requires a relatively larger ionization flux from
PopII stars to match the WMAP τel.
The comparison between the best-fit model and different observations is shown in
nine panels of Figure 2.2.
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Figure 2.2: Comparison of model predictions with observations for the best-fit model
with parameter values ǫ∗,II = 0.2, ǫ∗,III = 0.07, fesc,II = 0.003, fesc,III = 0.72 (keeping
in mind that fesc,II and fesc,III are not independent). The different panels indicate: (a)
The volume-averaged neutral hydrogen fraction xHI, with observational lower limit
from QSO absorption lines at z = 6 and upper limit from Lyα emitters at z = 6.5
(shown with arrows). In addition, the ionized fraction xe is shown by the dashed
line. (b) SFR for different stellar populations. The points with error-bars indicate
low-redshift observations taken from the compilation of Nagamine et al. (2004)
(c) The number of source counts above a given redshift, with the observational
upper limit from NICMOS HUDF shown by the arrow. The contribution to the
source count is zero at low redshifts because of the J-dropout selection criterion.
(d) Electron scattering optical depth, with observational constraint from WMAP
3-year data release. (e) Lyα effective optical depth, with observed data points from
Songaila (2004). (f) Lyβ effective optical depth, with observed data points from
Songaila (2004). (g) Evolution of Lyman-limit systems, with observed data points
from Storrie-Lombardi et al. (1994). (h) Photoionization rates for hydrogen, with
estimates from numerical simulations (shown by points with error-bars; Bolton et
al. 2005). (i) Temperature of the mean density IGM, with observational estimates
from Schaye et al. (1999).
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Chapter 3
Synthetic QSO absorption spectra
The Lyα forest, observed in the absorption spectra of distant quasars, is the result of
photon absorption through Lyα transition of neutral hydrogen gas in the intergalac-
tic medium along the line of sight (LOS). It is believed that the Lyα forest arises
from low-amplitude fluctuations in the underlying baryonic density field (Bi, Bo¨rner
& Chu 1992). In my work, I have used the formalism developed by Bi & David-
sen (1997), Choudhury, Srianand, & Padmanabhan (2001) and Viel et al. (2002)
to simulate random LOS realizations of the transmitted flux in the Lyα forest as
observed in the quasar absorption spectra.
In this chapter I will describe the steps required to compute the optical depth
at the Lyα transition. The baryonic density field is obtained by smoothing the
dark matter one through a Jeans filter (Sec. 3.1). Under the assumption of pho-
toionization equilibrium, the baryonic density field provides the neutral hydrogen
distribution along the LOS. This step assumes the knowledge of the gas tempera-
ture and of the ionizing flux of the luminous sources, both given by the reionization
modeling described in the previous chapter (Sec. 3.2). Then, the Lyα opacity is
obtained by assuming an absorption line profile, which depends on the temperature
and ionization state of the gas (Sec. 3.3). To compare our simulations with obser-
vational data, each spectra is finally convolved with the instrumental artifacts (Sec.
3.4).
3.1 Linear density and velocity fields for baryons
In the linear regime, both the density and velocity1 fields for baryons are Gaussian
and are completely determined by the corresponding power spectra and correlation
functions. The linear density power spectrum for baryons in one dimension is given
1Peculiar velocities enter in the computation of the absorption line profile (Sec. 3.3).
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by
P
(1)
b (k, z) =
D2(z)
2π
∫
∞
k
dq q W 2b (q, z) P
(3)
DM(q) (3.1)
where P
(3)
DM(k) is the dark matter power spectrum
2 in three dimensions at redshift
z = 0, D(z) is the growth factor of linear DM density fluctuations [normalized so
that D(z = 0) = 1] and Wb(k, z) is the low-pass filter which suppresses baryonic
fluctuations at small scales. It is well known that the exact form ofWb(k, z) depends
on the ionization and thermal history of the universe, and one should, in principle,
couple the evolution of the baryonic fluctuations to the reionization history. Since
this is computationally quite complex, one is led to use various approximate forms
for the filter function. It turns out that if the temperature of the IGM is smoothly
increasing with redshift and does not undergo any abrupt change (which is the case
for our models), the filter function can be assumed to be of the form
Wb(k, z) =
1
1 + x2b(z)k
2
(3.2)
where xb(z) denotes the comoving scale below which fluctuations are suppressed:
xb(z) =
1
H0
[
2γkBTm(z)
3µmpΩm(1 + z)
]1/2
. (3.3)
The constant µ is the mean molecular weight of the IGM, given by µ = 2/(4 −
3Y ), where Y = 0.24 is the helium mass fraction (this relation assumes that the
IGM consist mostly of fully ionized hydrogen and singly ionized helium). In eq.
3.3 kB is the Boltzmann constant, mp is the hydrogen mass, Ωm is the density
parameter for non-relativistic matter, Tm is the mass-averaged temperature and γ
is the ratio of specific heats. Note that Tm is the mass-averaged temperature Tm
which is considerably higher than the conventionally used temperature at the mean
gas density T0. This is motivated by the fact that baryonic density fluctuations
calculated using the mass-averaged temperature are in a much better agreement
with the results of numerical simulations. The evolution of Tm with z has been
computed as described in the previous chapter. The computation of the linear
baryonic peculiar velocity field vpec(x, z) is similar to that for the density field. The
linear power spectrum for the velocity field in one dimension given by
P (1)v (k, z) =
[
D˙(z)
1 + z
]2
k2
1
2π
∫ ∞
k
dq
q3
W 2b (q, z)P
(3)
DM(q) (3.4)
In addition, it is taken into account the fact that the velocity field is correlated with
the density field
P
(1)
bv (k, z) =
D˙(z)
1 + z
k
1
2π
∫ ∞
k
dq
q
W 2b (q, z)P
(3)
DM(q). (3.5)
2Look at the Introduction (eq. 1.6) for further details.
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Given the above relations and using the properties of Gaussian random fields, one
can generate the density and peculiar velocity fields for baryons in the linear regime.
These are discussed in details in Bi & Davidsen (1997), Choudhury, Srianand, &
Padmanabhan (2001) and Viel et al. (2002).
3.1.1 Quasi-linear density field for baryons
The above analysis is done in the framework of linear perturbation theory, while
to study the properties of the IGM one has to take into account nonlinearities in
the density distribution. To generate the mildly non-linear regime of the IGM lo-
cal density I use a lognormal model, introduced by Coles & Jones (1991) for the
nonlinear matter distribution in the universe and widely adopted later (Bi 1993; Bi
& Davidsen 1997; Choudhury, Padmanabhan, & Srianand 2001; Choudhury, Sri-
anand, & Padmanabhan 2001; Viel et al. 2002) for the case of IGM. The lognormal
distribution of the baryonic density field is given by
nb(x, z) = n0(z) exp
[
δb(x, z)− 〈δb(x, z)〉
2
2
]
(3.6)
where δb is the linear baryonic density contrast and n0(z) is the mean IGM density
which is related to the baryonic density parameter Ωb and the critical density ρc
through the relation
n0(z) =
Ωbρc
µmp
(1 + z)3. (3.7)
The accuracy of the lognormal approximation has been validated by Choudhury,
Srianand, & Padmanabhan (2001) and CF05; as I have shown in the previous chap-
ter, the model is able to match various sets of observations simultaneously over a
wide range of redshifts. For the purpose of this paper, additional comparisons of the
lognormal model with HydroPM simulations (Gnedin & Hui 1998) have been carried
out founding that, as far as flux statistics as the PDF and the distribution of dark
gap widths are concerned, the model gives quite good agreement with simulations.
The details of such comparisons are given in Appendix 9.1.
3.2 Neutral hydrogen distribution
The low density gas which gives rise to the Lyα forest is approximately in local
equilibrium between photoionization and recombination, expressed by the relation
α[T (x, z)]np(x, z)ne(x, z) = ΓHI(x, z)nHI(x, z) (3.8)
where α(T ) is the radiative recombination rate, ne and np are the number density of
electrons and protons respectively and ΓHI is the photoionization rate of neutral hy-
drogen. The characteristic low density of the IGM allow us to neglect the collisional
ionizations.
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It is useful to define the neutral hydrogen fraction xHI:
xHI(x, z) ≡ nHI(x, z)
nH(x, z)
= 1.08
nHI(x, z)
nb(x, z)
. (3.9)
where the factor 1.08 arises because of the presence of helium. To solve the ionization
equilibrium (eq. 3.8) in an exact manner one needs to know the precise ionization
state of helium (which affects the number density of electrons ne). However, the
neutral fraction can be obtained in the two extreme cases which are discussed next.
Usually, the ionization conditions in the Lyα forest at 3.5 < z < 5.5 are similar to
those of HII regions with xHI ∼< 10−4; furthermore in such epochs, helium is mostly
in a singly-ionized state. Thus with the approximation xHI ≪ 1, eq. 3.8 gives
xHI(x, z) ≈ 1.08α[T (x, z)]
ΓHI(x, z)
nH(x, z) =
α[T (x, z)]
ΓHI(x, z)
nb(x, z). (3.10)
However, at higher redshifts (say, z > 5.5), one has to consider the possibility that
the IGM is not completely ionized and there remain regions with a high neutral
fraction. Such regions are opaque to ionizing radiation, and hence the effective
photoionization rate in such regions can be taken to be zero; it follows that xHI ≈ 1.
The recombination coefficient at temperature T is given by (Rauch et al. 1997)
α[T (x, z)] = 4.2× 10−13
[
T (x, z)
104K
]−0.7
cm3s−1 (3.11)
For quasi-linear IGM, where non-linear effects like shock-heating can be neglected,
the temperature T (x, z) can be related to the baryonic density through a power-law
relation (Hui & Gnedin 1997; Schaye et al. 2000)
T (x, z) = T0(z)
[
nb(x, z)
n0(z)
]γ−1
(3.12)
where T0(z) is the temperature of the IGM at the mean density.
The slope γ of the equation of state depends on the reionization history of the
universe (Theuns et al. 1998; Hui & Gnedin 1997) and is expected to vary in the
interval 1.3−1.6. The value of γ and its evolution are still quite uncertain and hence
in this work it has been fixed to γ = 1.3, ignoring its redshift evolution. The IGM
equation of state has been largely discussed in the Introduction.
3.3 Optical depth and transmitted flux
The transmitted flux F due to Lyα absorption in the IGM is computed from the
usual relation F = e−τLyα , where τLyα is the Lyα absorption optical depth. The
value of the optical depth at a redshift z0 is given by
τLyα(z0) =
cIα√
π
∫
dx(z)
nHI(x(z), z)
b(x(z), z)(1 + z)
V
[
α,
∆vH − vpec(x(z), z)
b(x(z), z)
]
, (3.13)
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where ∆vH = vH(z0) − vH(z) = c(z0 − z)/(1 + z0) denotes the differential Hubble
velocity between two points along the LOS. The quantity Iα = 4.45× 10−18 cm2,
b(x, z) =
[
2kBT (x, z)
mp
]1/2
(3.14)
is the Doppler parameter, V is the Voigt function and α measures the natural line
width of Lyα transition. The quantity x(z) denotes the comoving distance to a
point along the LOS at a redshift z:
x(z) =
∫ z
0
dz′
c
H(z′)
(3.15)
In this work, each LOS is discretized in a number of pixels Npix. At each pixel,
we calculate the neutral hydrogen density nHI and the peculiar velocity vpec through
the procedure discussed above. Then the optical depth at a pixel i is given by
τLyα(i) = cIα
∆x
1 + z
Npix∑
j=1
nHI(j)Φα[vH(i)− v(j)] (3.16)
where ∆x is the comoving pixel size, v(i) = vH(i)+vpec(i) is the total velocity in the
pixel i and Φα is the Voigt profile for Lyα transition. For low column density regions,
the natural broadening is not that important, and the Voigt function reduces to a
simple Gaussian
Φα[vH(i)− v(j)] = 1√
π b(j)
exp
[
−
(
vH(i)− v(j)
b(j)
)2]
. (3.17)
However, one should keep in mind that while dealing with highly neutral regions
(which is relevant for the late reionization scenario), the Gaussian approximation
for the line profile is not valid, and one has to use the appropriate form for the Voigt
profile. In regions away from the center, the profile is given by the Lorentzian form:
Φα[vH(i)− v(j)] = Rα
π[(vH(i)− v(j))2 +R2α]
(3.18)
where Rα ≡ Λαλα/4π with Λα being the decay constant for the Lyα resonance and
λα is the wavelength of the Lyα line.
Similar expressions follow for Lyβ absorption lines too. In particular eq. 3.16 is
replaced by
τLyβ(i) = cIβ
∆x
1 + z
Npix∑
j=1
nHI(j)Φβ[vH(i)− v(j)] (3.19)
where Iβ = (fLyβλLyβ)/(fLyαλLyα)Iα, with (fLyβλLyβ)/(fLyαλLyα) = 0.16 being the
ratio of the product between the oscillator strength and the resonant scattering
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Figure 3.1: Simulated line profile for Lyα transition in the Gaussian (red lines) and
in the Lorentzian (blue lines) regime, for different values of the gas temperature:
T = 104 K (solid lines), T = 2× 104 K (dotted lines).
wavelength for Lyβ and Lyα; Φβ is the Voigt profile for Lyβ transition. For low
column density systems, Φβ has the Gaussian form and it is essentially the same as
Φα. Hence, for such systems, we have τLyβ(i) = 0.16τLyα(i). However, the situation
is different for highly neutral regions, where Φβ depends on the decay constant for
the resonance line and thus is different from Φα. In particular, for regions away from
the center, the profile is of the Lorentzian form:
Φβ [vH(i)− v(j)] = Rβ
π[(vH(i)− v(j))2 +R2β ]
(3.20)
where Rβ ≡ Λβλβ/4π.
Figure 3.3 shows the different simulated profiles for Lyα transition in the Gaus-
sian (red lines) and in the Lorentzian (blue lines) regime, for different values of the
gas temperature: T = 104 K (solid lines), T = 2 × 104 K (dotted lines), which
correspond to Doppler parameters equal to 13 kms−1 and 18 kms−1, respectively.
3.4 Including instrumental effects
In this work, I have computed various statistical quantities related to the Lyα forest
using the simulated spectra, such as (i) the evolution of the Gunn-Peterson optical
depth (τGP ), (ii) the Probability Distribution Function (PDF) and (iii) the Dark
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Gap Width Distribution (DGWD), which can then be compared with observational
results. To make sure that the simulated spectra contain the same artifacts as the
observed ones, I have taken into account the broadening of lines due to instrumental
profile, the pixel size and noise. In this regard, each simulated spectra has been
convolved with a Gaussian with a Full Width at Half Maximum (FWHM) corre-
sponding to the resolution of the instrument used for observations. Then, each line
has been re-binned to varying pixel size. Finally, I add noise to the simulated Lyα
forest spectra corresponding to the observed data in a manner that the flux F in
each pixel is replaced by F → F + σnoiseG(1), where σnoise = 0.02 and G(1) is a
Gaussian random deviate with zero mean and unit variance. I have also studied
the effect of varying the FWHM, the pixel size and σnoise on different statistical
quantities and shall comment on them wherever appropriate.
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Chapter 4
Results after WMAP1
In this chapter, I present the results of a statistical analysis applied to synthetic
QSO absorption spectra. In the first part, I will test the theoretical model adopted
by comparing its predictions with various available observations at z < 6. It results
that the model is quite successful in matching the observational data. Next, I will
discuss the predictions of the model at z > 6 and I will present a promising statistical
tool for distinguishing between different reionization scenarios.
4.1 Reionization models
As discussed in the previous chapters, the simulation of the Lyα forest spectra
requires the knowledge of a few free parameters. To obtain the results that I am going
to show I have used the cosmological parameters suggested by WMAP1. It remains
to determine the parameters related to the IGM, which are Tm(z), T0(z),ΓHI(x, z)
and γ(z). One approach could be to treat them as free parameters and try to
constrain them by comparison with observations. However, the evolution of all the
above parameters depends on the detailed ionization and thermal history of the IGM
and can be quite complex – hence constraining the parameters over a wide redshift
range is not straightforward. The other approach is to use a self-consistent model for
thermal and ionization history of the universe and calculate the globally-averaged
values of the above quantities.
In this work, I have taken the second approach and to obtain the globally-
averaged values of Tm, T0,ΓHI at different redshifts I have used the semi-analytical
model of CF05, described in Chap. 2. The model implements most of the rele-
vant physics governing the thermal and ionization history of the IGM, such as the
inhomogeneous IGM density distribution, three different classes of ionizing photon
sources (massive PopIII stars, PopII stars and QSOs), and radiative feedback in-
hibiting star formation in low-mass galaxies. The main advantage of the model is
that its parameters can be constrained quite well by comparing its predictions with
various observational data, namely, the redshift evolution of Lyman-limit absorption
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systems (Storrie-Lombardi et al. 1994), Gunn-Peterson (Songaila 2004) and electron
scattering optical depths (Kogut et al. 2003), temperature of the IGM (Schaye et al.
1999) and cosmic star formation history (Nagamine et al. 2004).
According to the above model, the redshift of reionization is identified with
the onset of the post-overlap stage (Gnedin 2000), which is defined as the epoch
where the volume filling factor of ionized hydrogen in low-density regions (with
overdensities less than a few tens) reaches unity (QHII = 1). Following this, the
ionized regions start propagating into the neutral high density regions, which is
manifested as the evolution in the specific number of Lyman-limit systems. In what
follows I will consider two different reionization scenarios:
Early Reionization Model (ERM)
This model, which refers to the fiducial model described in CF05, is characterized by
an highly ionized IGM at redshifts z ∼< 14. In this scenario, an early population of
massive metal-free (PopIII) stars ionize hydrogen at high redshifts, thus producing
the high electron scattering optical depth observed by WMAP1. The PopIII stars
start disappearing at ztrans ≈ 10; at lower redshifts, PopII stars and QSOs contribute
to the ionizing background with a large number of photons with energies above
13.6 eV which are able to maintain the ionized state of hydrogen. In this model
the photoionization rate is assumed to be spatially homogeneous and equal to the
globally averaged value, i.e., ΓHI(x, z) ≡ ΓHI(z)
In the context of the present study, where we are concerned with state of the
IGM at 5.5 ∼< z ∼< 6.5, the ERM corresponds to a highly ionized IGM at these
redshifts. While it is true that this model can explain a large number of observational
constraints, it is in contradiction with the analysis predicting that the IGM could
be in a highly neutral state at z ∼> 6 (Wyithe, Loeb, & Carilli 2005; Wyithe &
Loeb 2004; Mesinger & Haiman 2004). Hence it becomes necessary to consider an
alternative model for reionization where the IGM is predominantly neutral at z ∼> 6.
Late Reionization Model (LRM)
The main motivation to consider this model is to verify whether the Lyα forest can
still be used to determine the ionization state of the IGM at z ∼> 6. In this model,
the hydrogen distribution in the low-density IGM is characterized by two distinct
phases at z ∼> 6, namely an ionized (HII) phase with a volume filling factor QHII
and a neutral (HI) phase with a volume filling factor 1 − QHII, with the evolution
of QHII and other physical parameters, [Tm(z), T0(z),ΓHI(z)] being calculated self-
consistently using the model of CF05. To achieve this two-phased state, I consider an
ionizing background different from ERM one. In fact, the main (and only) difference
between ERM and LRM is that the PopIII stars do not play an efficient role for
reionization in LRM and as a consequence the IGM remains neutral up to redshift
6, until the contribution of PopII stars to the UV background starts becoming
substantial. In passing, we should mention that in the ERM the electron scattering
optical depth is τe = 0.17, in perfect agreement with the high value measured by
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Figure 4.1: Evolution of the volume filling factor of ionized regions (left),
the globally volume-averaged photoionization rate in units of 10−12s−1, Γ−12 =
ΓHI/10
−12s−1(middle) and the neutral hydrogen fraction (right) for the early (ERM)
and late (LRM) reionization models. The points in the middle panel show results
obtained by Bolton et al.(2005) (B05, filled squares) and Fan et al.(2002) (F02, filled
triangles) using hydrodynamical and N-body simulations, respectively. In the right
panel, thick lines represent average results over 10 LOS, while the thin lines denote
the upper and lower neutral hydrogen fraction extremes in each redshift interval.
WMAP1, while in the LRM it is τe = 0.06, value which is lower than the 2σ limit
allowed by WMAP1.
Model comparison
To compare the global properties of the two reionization models, I plot the evolution
of the volume filling factor of ionized regions QHII(z) in the left panel of Figure 4.1.
It is clear that the two models differ only at z > 6; for the LRM QHII evolves
from 0.7 to unity in the redshift range 6.6–6.0, implying that the universe is in the
pre-overlap stage, while for the ERM, QHII = 1 at these epochs.
I next compare the evolution of the globally volume-averaged photoionization
rate for the two models in the middle panel of Figure 4.1. At z < 6 the ionizing
sources are mainly PopII stars and QSOs for both models and so ΓHI is comparable
in the two models. At z > 6, there are no contributions from PopIII stars to
the UV background radiation in the LRM, which are instead present in the ERM.
As a consequence, at high redshift, ΓHI is higher in the ERM with respect to the
late reionization one. The photoionization rate evolution is also compared with the
results obtained by F02 and Bolton et al. (2005), hereafter B05. The agreement
is quite good with B05 data at z ≤ 4; the mild discrepancy at z ≈ 4 could be
attributed to the systematic overestimation of the photoionization rate due to the
limited box size and resolution of their hydrodynamical simulations. On the other
hand, the ERM mildly violates the upper limit of ΓHI = 0.08 at z = 6.0 obtained
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Figure 4.2: Temperature evolution of the neutral regions. The solid line refers to
the model with X-ray heating described in the text; the dotted line describes the
temperature evolution assuming adiabatic cooling.
by F02. However F02 use ΓHI as a free parameter (same as in B05) to match the
mean transmitted flux at high redshift, whose value has a large uncertainty (see
Section 4.2.1). So we expect that also the values of ΓHI at z > 4 are associated with
uncertainties at least as large as for the estimates at lower redshifts. This alleviates
the mild discrepancy between the ERM and the upper limit on ΓHI suggested by
F02 at z = 6.
The globally volume averaged neutral hydrogen fraction fHI is shown in the right
panel of Figure 4.1. The evolution of fHI with redshift has been obtained computing
10 LOS for eight redshift bins (∆z = 0.4) covering the redshift interval 2.8-6.7.
Figure 4.1 shows that, as expected, the IGM is highly ionized for the ERM, while
it is quite neutral at z ∼> 6 for the LRM. Furthermore, and opposite to the ERM
case, I find a sharp evolution in the neutral fraction around 5.5 < z < 6.5 for the
LRM when overlapping occurs in that model. Predictions on the neutral hydrogen
fraction at z = 6, considering cosmic variance, are in agreement with the result
obtained by F02, while there is a discrepancy with the measure of fHI arising from
the analysis of the HII regions (Wyithe, Loeb, & Carilli 2005; Wyithe & Loeb 2004;
Mesinger & Haiman 2004) as discussed in the Introduction.
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4.1.1 Additional physics
In the two-phase model, the photoionization rate ΓHI is nearly zero in the neutral HI
regions, as most of the points are opaque to ionizing radiation. On the other hand,
the photoionization rate ΓHIIHI (z) inside HII regions is assumed to be homogeneous; a
natural way to relate it to the globally volume-averaged photoionization rate ΓHI(z)
is through the relation: ΓHIIHI (z) = ΓHI(z)/QHII(z).
Also to be noted is that in absence of ionizing radiation, the temperature T0
of the mean density neutral gas will decrease adiabatically and can be as low as
∼ 1 K at z ≈ 6; however, the presence of a population of hard photons (say, soft
X-ray photons from QSOs, X-ray binaries or supernova remnants), which are able
to penetrate the atomic medium, can raise T0 for these neutral regions (Chen &
Miralda-Escude´ 2004). To investigate this possibility I study the evolution of T0 for
neutral regions in the expanding Universe, integrating the following equation:
(1 + z)
dT0
dz
= 2T0 − 2
3
Γtot − Λtot
H(z)nbkB
(4.1)
where Γtot and Λtot are the total heating and cooling rates, respectively. Assuming
that the main heating mechanism is due to soft X-ray photons, Γtot can be substi-
tuted by ΓX , where ΓX is the X-ray heating rate. Following Chen & Miralda-Escude´
(2004), I parametrize the emissivity in X-rays in terms of the fraction of energy that
is emitted in X-rays compared to the energy emitted at Lyα per unit log ν, which
we designate as αX . The X-ray heating rate is then given by the following relation:
ΓX(z) = 0.14 αX hP να ǫ(z) (4.2)
where 0.14 is the fraction of the X-ray energy used to heat the gas (Shull & van
Steenberg 1985), hP is the Planck constant, να is the frequency of the Lyα transition
and ǫ is the comoving Lyα emissivity as obtained in the LRM.
I start solving the differential eq. 4.2 from zstart = 30 assuming that, at this
redshift ǫ(z) ≈ 0. In the absence of any heating sources, the temperature of the gas
can be shown to be ∼ 11K. 1 During the redshift range covered in the calculation,
the temperature of the gas is low enough to neglect cooling as the cooling function
is different from zero only for temperatures above 104 K.
Figure (4.2) shows the thermal evolution for neutral regions when X-ray heating
is included with αX = 0.01. Assuming that only 1 per cent of the energy is emitted
as X-rays, the temperature of the gas is equal to 0.76 K at z = 6. Even if a higher
value of αX = 0.1 is adopted, the temperature raises only to 2.8 K at z = 6.
1The Compton scattering between the CMB photons and relic free electrons from cosmic re-
combination couples the cosmic gas temperature to the CMB one, down to redshift 1 + zf ∼
1000(Ωbh
2)2/5 ((Peebles 1993)). Following that the temperature of the gas cools down adi-
abatically. So the gas temperature before the formation of any heating source is given by
T0(zstart) = TCMB(1 + zf ) [(1 + zstart)/(1 + zf)]
2, where TCMB is the temperature of the CMB
at z = 0.
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Fortunately for this work, it turns out that all the results are independent of the
precise value of T0 for neutral regions as long as it is below 1500 K, with variations
being less than the typical statistical variance. The reason for the insensitivity of the
results to T0 can be understood in the following way: the value of T0 has two possible
effects on the simulated spectra. The first effect is to determine the recombination
rate of the ionized species and thus affect the neutral hydrogen fraction. However,
the low ionization rates in the neutral regions imply very small ionized fraction
and thus a very long recombination time, thus making the value of T0 irrelevant
for calculating the neutral fraction. The second effect of T0 is to determine the
widths of the lines through the Doppler profile. But here again, because of the large
neutral fractions, the line profile is predominantly determined by the natural width
(which shall be discussed in detail later) and thus the effect of T0 is again negligible.
Hereafter, I assume that the temperature T0 for neutral regions is 1K.
There are few more subtleties which need to be addressed while dealing with
neutral regions along lines of sight. First, the volume filling factor QHII(z) applies
to three dimensional regions only, and hence one needs to translate this into a one
dimensional filling factor qHII(z) along different lines of sight in a consistent manner
which takes into account the evolution in QHII. This is a purely geometrical exercise
and can be performed if one knows the geometry of the neutral regions. However, the
value of the filling factor QHII does not uniquely determine the size and shape of the
neutral regions; the detailed topology depends on the nature of sources, coupled with
the density distribution of the IGM, and hence is non-trivial to take it into account
analytically. On the other hand, numerical simulations still do not have enough
dynamic range to address this issue for wide regions of parameter space. Given
this, I devise an approximate method, described below, to calculate qHII(z) along
different lines of sight. In addition, I also study different variations of the method
accounting for different topologies of the neutral regions, and check whether main
conclusions remain unchanged.
The simplest method of distributing the neutral regions along different lines of
sight is based on the assumption that the positions of the neutral regions in the
three-dimensions are completely random and the regions are not correlated with
the density field. This assumption seems to be quite reasonable at late stages of
reionization as found in radiative transfer simulations, where most of the individual
ionized regions have overlapped leaving neutral regions of random shapes and sizes
with no significant clustering pattern. (For a visual impression see, for example,
the maps in Ciardi, Ferrara, & White 2003.) Of course, very high density regions,
like collapsed structures or filaments, tend to remain neutral till late times, thus
correlating the neutral regions with density field. However, these high density regions
are not significant for the Lyα forest, and hence can be ignored in the analysis.
Nevertheless, I do check the effects of clustering of neutral regions of large sizes
and their correlation with the density field in Section 4.4. In addition I present the
technical details of distributing the neutral regions along lines of sight and their
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Figure 4.3: Lyα (left panel) and Lyβ (right panel) GP optical depth compared with
data from Songaila (2004). Solid (red) and dotted (blue) thick lines represent average
results for ERM and LRM, respectively, on 100 LOS for each emission redshift; the
thin lines denote the upper and lower transmission extremes in each bin, weighted
on 100 LOS.
physical properties in Appendix 9.2.
4.2 Comparison with observations at z < 6
4.2.1 Gunn-Peterson optical depth (τGP)
The first obvious test for the model would be to check whether it can match the
mean GP opacity of the Lyα and Lyβ forests at z < 6. For this purpose, I use the
data from S04, and thus the procedure for obtaining the mean transmitted flux from
simulated spectra is similar to that work. I consider the emission redshifts of the 50
QSOs observed (2.31 < zem < 6.39) as mentioned in Tables 1 and 2 in S04. For each
emission redshift, I simulate the Lyα absorption spectra covering the wavelength
range 1080 - 1185 A˚. I then divide each spectra in seven parts of length 15 A˚ and
compute the Lyα Mean Transmitted Flux (MTF) for each part. These data points
are then binned in a way such that each bin contains six points. For each bin, the
mean transmission and the extremes of transmission have been computed and then
assigned to the median redshift within the bin. The GP optical depth is defined as:
τGP = − ln(MTF). The GP optical depth evolution for Lyα transition is plotted in
Figure 4.3 (left panel) as a function of the median redshift in each bin. The vertical
error bars show the range of extremes of transmission within each bin, weighted on
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100 LOS, translated to optical depth.
In order to compare theoretical results with observational ones (S04), each spec-
tra have been convolved with a Gaussian whose FWHM is equal to 8 km s−1, if the
emission redshift zem is below 4, or equal to 56 km s
−1, if zem > 4. This procedure
implies, in the first case, a resolution around 36000, since the observed spectra have
been taken with the HIRES spectrograph on the Keck I telescope, while in the sec-
ond case the mimicked resolution is 5300, the same of the ESI spectrograph on the
Keck II telescope. The pixel size of the rebinning is 12 km s−1.
Extending the above procedure for Lyβ region of the absorption spectra (corre-
sponding to the rest wavelength range 980 - 1010 A˚), I derive the total optical depth
at a given redshift z from the sum of the direct Lyβ absorption at that redshift and
the Lyα absorption at redshift 1 + zβ =
λβ
λα
(1 + z), i.e.,
τ totLyβ(z) = τLyβ(z) + τLyα(zβ), (4.3)
where τLyα and τLyβ are given by equations 3.16 and 3.19 respectively. For each
emission redshift, the absorption spectra in the wavelength range 980 - 1010 A˚ is
divided in two parts of 30 A˚ each. As in the Lyα, I obtain the evolution of Lyβ
MTF and the range of extreme values by binning the data. Note that, in order to
calculate the Lyβ flux distribution in the rest wavelength range 980 - 1010 A˚ (as
discussed above), I need to estimate the Lyα optical depth in the interval 827 -
1010 A˚ [this follows trivially from the expression (4.3) for Lyβ optical depth]. The
evolution of the MTF for Lyβ is plotted in Figure 4.3 (right panel). The error bars
show the range of extremes of transmission within each bin, translated to optical
depth.
I find that both the Lyα and the Lyβ MTFs are in excellent agreement2 with
observations at 3 ∼< z ∼< 6. Though it might seem from Figure 4.3 that it is difficult
to reach an optical depth as high as S04 at z = 6 with our models, it must be noted
that theoretical results are weighed over a large number of realizations. In fact, I
find that there are lot of realizations which give very high optical depth at z = 6,
in complete agreement with S04.
Note that in the MTF analysis of the Lyα forest, the slope of the equation of
state γ−1 has been treated as a (non-evolving) free parameter which has the best-fit
value γ = 1.3. Once that it is fixed in order to match the Lyα data, no any other
free parameter can be tuned to obtain a good trend of Lyβ MTF. The agreement
of the MTFs in both the Lyα and Lyβ regions is thus an indirect confirmation that
the lognormal model for density fields could be considered as a fair description of
the mildly non linear regime.
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Figure 4.4: Probability distribution function of the transmitted flux at mean redshift
5.5, 5.7 and 6.0, respectively, compared with F02 Keck data. Solid (red) and dotted
(blue) lines represent the ERM and the LRM, respectively. For each model, the
thick line is the average over 500 LOS, the thin lines denote the cosmic variance.
4.2.2 Probability Distribution Function (PDF)
In this Section, we compute the Probability Distribution Function of the transmitted
flux for the Lyα forest and compare it with the observed Keck spectra of SDSS 1044-
0125, SDSS 1306+0356, and SDSS 1030+0524 within redshift range 5.5 < z < 6.0
(F02). In order to compare with observations, we add the relevant observational
artifacts in our simulated spectra, i.e., we smooth the simulated spectra with a
Gaussian filter of smoothing length σv = 28 km s
−1 (corresponding at a FWHM of
66 km s−1) and bin them in pixels of width 35 km s−1. We then add noise (see Section
2.1.5) to the simulated Lyα forest spectra corresponding to the observed data with
σnoise = 0.02. Figure 4.4 shows the PDF of the transmitted flux, computed using
500 random realizations of the artificial spectra at the mean redshift 5.5, 5.7, 6.0
respectively.
The flux PDF of the simulated spectra is consistent with the observational ones
in all three redshift cases. Furthermore, as expected, the agreement is quite good for
both reionization models. Note that the difference in the photoionization rates of the
two models are typically 18%, 18% and 39% for redshifts 5.5, 5.7, 6.0 respectively
(see middle panel of Figure 4.1); yet the two models seem to be indistinguishable.
This implies that the PDF is not sensitive enough in discriminating between different
evolution histories of the ionizing background.
It is worth briefly mentioning here that F02 have used numerical simulations
to compute the absorption spectra of high-redshift quasars in the Lyα region and
have found a rapid evolution of the volume-averaged neutral fraction of hydrogen
2The fact that there is hardly any difference between the early and late reionization models is
related to the fact that the two models differ substantially only at redshifts above 6.
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at z ≤ 6 (from fHI ∼ 10−5 at z = 3 to fHI ∼ 10−3 at z = 6). This evolution has
been interpreted as a signature of the end of reionization around z ≈ 6. However,
we find that, in addition to late reionization models (where fHI is evolving rapidly
at z ≈ 6), early reionization models also give a good fit to the observed MTF and
PDF at z ≤ 6. It is thus not possible to rule out early reionization models using
only MTF and PDF statistics at z ∼< 6.
4.2.3 Dark Gap Width Distribution (DGWD)
At high redshifts, regions with high transmission in the Lyα forest become rare.
Therefore an alternative method to analyze the statistical properties of the trans-
mitted flux is the distribution of dark gaps first suggested by Croft (1998), defined
as contiguous regions of the spectrum having an optical depth > than 2.5 over rest
frame wavelength intervals greater than 1 A˚. In this Section we will compare our re-
sults with observational data obtained by Songaila & Cowie (2002), hereafter SC02,
analyzing 15 high-redshift QSOs whose emission redshifts lie in 4.42 ∼< z ∼< 5.75.
In order to obtain a fair comparison with data, each simulated spectrum has been
convolved with a Gaussian having FWHM equal to 60 km s−1, resulting in a spatial
resolution similar to the data obtained using ESI spectrograph. In Figure 4.5 we
plot typical simulated line of sight spectra at redshifts 4.61 and 5.74. The black
lines plotted immediately below the spectra show the regions identified as gaps in
the Lyα region and the ones below those show the gaps present in the Lyβ region
too. This Figure should be compared with Fig 2 of SC02, showing good qualitative
agreement between our results and observations. It is also clear from the Figure
that the frequency and the width of the gaps increase from redshift 4.61 to redshift
5.74.
Figure 4.6 shows the DGWD for the redshift range 3.0 < zabs < 5.5 (where
zabs is the redshift of the absorber), obtained from a sample of 300 LOS for each
redshift bin. The distribution essentially measures the number of gaps having a
certain width Wα in the QSO rest frame within the Lyα region. The results, as
well as the statistical errors, obtained from our models are in good agreement with
observational data over a wide redshift range. One can also see that the frequency
of larger gaps increases as we go to higher redshifts. Comparing our results with
hydrodynamical simulations (Paschos & Norman 2005) we find that our results are
in better agreement with observations. This is probably due to their limited box size
(6.8 comoving h−1Mpc); in this case to simulate spectra covering a large redshift
range (5.0–5.5, for instance) each line of sight has to cross the simulated volume
more than once. So the presence of an under-ionized region could break a long dark
gap in smaller ones. The advantages of using semi-analytical simulation is that we
can obtain the same length of the observed spectrum (e.g. 100 A˚ to compare with
SC02) in one realization, instead of combining together various artificial spectra end
to end.
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Figure 4.5: Two simulated QSO spectra with emission redshift 4.61 (top panel) and
5.74 (bottom panel). The broken lines immediately below the spectra represents
dark gaps in the Lyα region and the ones below those show the analogous gaps in
the Lyβ region. The horizontal solid lines slightly above zero transmission represent
the flux threshold (= 0.082) used for defining gaps.
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Figure 4.6: Dark Gap Width Distribution (DGWD) at redshift 3.5–5.5 compared
with Songaila & Cowie (2002), denoted SC02 in the panels. Solid (red) and dotted
(blue) lines represent the ERM and the LRM, respectively. For each model, the
thick line is the average over 300 LOS, the thin lines denote cosmic variance.
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Figure 4.7: Same as in Figure 4.4 but at mean redshifts 6.25 and 6.5.
So far we have tested our models against the observational data available at
z < 6. We have seen that both late and early reionization models are able to
match (i) the MTF evolution both in the Lyα or Lyβ regions, (ii) the PDF of the
transmitted flux and finally (iii) the DGWD. We can thus conclude that the results
obtained at z < 6 do not allow to exclude the possibility that the universe has been
reionized as early as at redshift 14. However, we have already discussed the fact
that the difference between the two reionization scenarios are most substantial only
at z > 6. It is thus important to see how the Lyα forest at z > 6 can be used for
distinguishing between the two different scenarios. This is what will be done in the
next Section.
4.3 Predictions for higher redshifts
Let us now extend the analysis of the previous Section to spectra at z > 6 and try
to determine whether the Lyα forest is able to distinguish between different models
of reionization. Since the spectra are generally expected to be much darker at these
high redshifts, it is clear that the MTF would not be able to distinguish between
the two models (it is consistent with zero irrespective of the ionization state of the
IGM). Hence, we start our discussion with the PDF of the transmitted flux for the
Lyα forest.
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Figure 4.8: Comparison between two simulated spectra for different reionization
scenarios, ERM (top panel) and LRM (bottom panel), in the redshift range 5.7–6.3.
Both these spectra are obtained from the same density distribution.
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Figure 4.9: Same as in Figure 4.8, but zoomed into the spectral region 1191 A˚
< λRF < 1194 A˚. The black lines plotted immediately below the spectra show the
regions identified as gaps. We have also shown the positions of the neutral pixels by
crosses. Even if neutral pixels are present only in the LRM, we draw them also in
the ERM spectrum, in order to visualize their location. It is evident that there is
suppression of the flux in the LRM even if there are no corresponding neutral pixels.
This result, as discussed in detail in the text, is due to the damping wings of the
neighboring neutral pixels.
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4.3.1 Probability distribution function (PDF)
As in the Section 4.2.2, I compute the PDF of the transmitted flux for 500 random
LOS, with the corresponding cosmic variance. The results are shown in Figure 4.7
for mean redshifts of 6.25 and 6.5, respectively. Interestingly, I find that even at
redshifts higher than 6 (where the ERM and LRM differ quite substantially in their
physical properties), the PDF is not able to differentiate between the two reionization
scenarios mainly because of large cosmic variance. This has to do with the fact that
most of the pixels have flux consistent with zero for both reionization models and
so the PDF essentially probes the noise distribution (which is independent of the
physical state of the IGM). However, note that in the LRM we have no pixels with
F > 0.8 at z = 6.25 and with F > 0.7 at z = 6.5 respectively, while there are pixels
(though very few) with F as high as 0.85 at z = 6.25 and 0.8 at z = 6.5 for the
ERM (these correspond to some peaks present in the ERM which are suppressed
in the LRM). Whether this can discriminate between the two models is doubtful
particularly because of the uncertainties in the continuum of the unabsorbed quasar
spectra and the effects arising from atmospheric absorption.
4.3.2 Dark Gap Width Distribution (DGWD) at z > 5.5
The next statistics which can be used is the DGWD for the Lyα forest at redshifts
higher then 5.5. For definiteness, I consider two redshift intervals: 5.7 – 6.3 and 6.0
– 6.6. The first case should be applicable to QSOs having emission redshift around
6.4, while the second case corresponds to an emission redshift ≈ 6.7. In Figure 4.8,
I plot sample spectra for the two different reionization models in the redshift range
5.7 – 6.3, with the upper (lower) panel corresponding to ERM (LRM). The black
lines plotted immediately below the spectra show the regions identified as gaps.
Note that the two spectra have the same baryonic density distribution and differ
only in the distribution of neutral regions. It is clear that at large values of rest
frame wavelengths (λRF ), say, λRF > 1150 A˚ (which corresponds to z > 6), there
are substantial differences between the ERM and LRM. The LRM does not have
the peaks at large redshifts which are present in the ERM, and hence one obtains
gaps of much larger widths for the LRM. The reason for the suppression of the
peaks in the LRM is twofold. Firstly there is an increase in the optical depth at the
pixels where neutral regions are placed, thus decreasing the transmission. However,
there is a second effect which seems to be more important which has to do with the
damping profile of neutral hydrogen arising from natural line width. This effect can
suppress flux in regions which are not necessarily neutral but lie in the vicinity of a
highly neutral region. This can be understood from a close-up of the spectra shown
in Figure 4.9 where we have zoomed into a region between 1191 A˚ < λRF < 1194 A˚.
As before the upper (lower) panel corresponds to ERM (LRM) and the black lines
plotted immediately below the spectra show the regions identified as gaps. I have
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Figure 4.10: Dark Gap Width Distribution (DGWD) at redshift 5.7–6.3 (left) and
6.0–6.6 (right). Solid (red) and dotted (blue) lines represent the ERM and the LRM,
respectively. For each model, the thick line is the average over 300 LOS, the error
bars denote cosmic variance.
also shown the positions of the neutral pixels by crosses within the Figure. Note
that there are two prominent peaks in the ERM at λRF = 1192.2 A˚ and 1193.4 A˚
respectively while they are completely suppressed in the LRM. However, note that
there are no neutral pixels at the location of the peaks – they are actually suppressed
by the damping wings of a small number of neutral pixels in the vicinity. Thus the
damping wing of neutral regions can have a dramatic effect on the distribution of
dark gap widths as shall be discussed next.
The results for the distribution of dark gap widths for the two redshift ranges
are plotted in Figure 4.10. I find that the dark gap width distributions for ERM and
LRM are essentially the same (accounting for the cosmic variance) for Wα < 40 A˚,
where Wα denotes the gap width in the Lyα forest. However, one should note that
for larger Wα the frequency of gaps differs substantially for different models, with
the difference being quite obvious for the redshift range 6.0 – 6.6. As expected, LRM
predicts an higher probability to find larger gaps because of the neutral regions in
the IGM. This difference in the two models at large gap widths can be used as a
possible discriminator between early and late reionization. However, it turns out
that it is possible to devise a more sensitive statistics for this purpose which I discuss
in the next subsection.
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Figure 4.11: Distribution of the largest dark gap widths Wmaxα for 300 LOS in the
redshift range 5.7 - 6.3 (left panel) and 6.0 - 6.6 (right panel) for ERM (solid red line)
and LRM (dotted blue line). The vertical error bars denote the cosmic variance; the
horizontal error bars show the bin size.
4.3.3 Distribution of largest gaps
In this Section, I present the most sensitive diagnostic for distinguishing between
different reionization scenarios using the Lyα forest. I calculate the width of the
largest gap Wmaxα for each of the 300 LOS generated from the two models, and then
compute the fraction of LOS having a particular value of the largest gap width. It is
clear from the discussion on Figure 4.8 that the typical size of the largest gap along a
LOS will be much larger in the LRM compared to ERM. The fraction of LOS having
a given value of largest gap is shown in Figure 4.11 with the corresponding cosmic
variance. It is clear that the distributions for the two models differ substantially; in
particular, one should find gaps with Wα > 50 A˚ for the LRM along ∼ 35 per cent
of the lines of sight, while if the universe is ionized early, there should be no line of
sight with a dark gap width > 50 A˚. This is a very stringent result, and can be used
to rule out the early reionization scenario from observational data.
As expected, the difference between the two reionization models is more drastic
in the highest redshift range 6.0 – 6.6. In particular, we expect nearly half the lines
of sight to have a gap of width as large as 80 A˚ if the universe is in the pre-overlap
stage, while no such line of sight should be observed if the IGM is ionized. Even if
we take the statistical errors into account, we find that in order to validate the late
reionization hypothesis, at least 40 per cent of the lines of sight should have dark
gaps larger than 70 A˚ in the redshift range 6.0 – 6.6.
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Figure 4.12: PWD at redshift ranges 5.7–6.3 (left panel) and 6.0–6.6 (right panel).
Solid (red) and dotted (blue) lines represent the ERM and the LRM, respectively.
For each model, the thick line is the average over 300 LOS, the error bars denote
cosmic variance.
At present SDSS has already observed 9 QSOs above redshift 6, and thus one
should be able to compute the distribution of the largest gap widths. As an exam-
ple, a visual inspection of the spectra of QSO SDSS J1030+0524 (which shows the
darkest GP trough till date) reveals that the size of the largest dark gap is < 40 A˚,
which can be well explained both by ERM and LRM.
4.3.4 Peak Width Distribution (PWD)
Having identified a very useful statistics, the DGWD, I now introduce another possi-
ble analysis which can be thought as complementary to the gap statistics. The Peak
Width Distribution (PWD) allows to measure the frequency and the width of those
regions of the spectra characterized by a high transmission, i.e., a flux between 0.08
and 0.8 over rest frame wavelength intervals greater than 0.2 A˚ (which is roughly
equal to 6 pixels of our rebinned spectra). Visually these regions would appear as
isolated spikes in the spectra at high redshifts (in this sense the terms “spike” and
“gap” can thought of as equivalent). The lower threshold flux is same as the one
used as the upper threshold in the DGWD analysis, while the upper limit value of
0.8 have been chosen in order to avoid regions of full transmission which could be
affected by atmospheric absorption (though this effect does not seem to have much
effect on the statistics). Figure 4.12 shows the results for the PWD in the redshift
ranges 5.7 – 6.3 and 6.0 – 6.6, respectively with Pα denoting the width of the peak.
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Figure 4.13: Same as in Figure 4.11 but for largest peak widths Pmaxα .
Similar to the DGWD, it is clear that for small peak widths, the errors are too
large and thus do not allow to use this statistics for discriminating between the two
models; however the distributions are quite different for peak widths larger than
1.2 A˚. This suggests that the fraction of lines of sight having a largest peak width
of a given value could be used as another discriminating statistics between the two
models.
The results for the fraction of lines of sight with a given value of the largest peak
width Pmaxα are plotted in Figure 4.13. It seems that at z = 5.7−6.3, the probability
of finding a line of sight having a peak width larger than 1.2 A˚ is negligible in the
LRM, while in an ERM peaks of this size seem to be present for 20 per cent of
the lines of sight. The same effect is more evident in the redshift range 6.0 − 6.6:
there ERM predicts peaks of width ∼ 1A˚ in 40 per cent of the lines of sight; on the
contrary, the LRM predicts no peaks larger than 0.8 A˚.
I believe that the distribution of peak widths can be used in a complementary
way with the dark gap width statistics for constraining the ionization state of the
IGM at z ∼> 6.
4.3.5 Results for the Lyβ region
In addition to the Lyα forest, one can also use the Lyβ region of the absorption
spectra to constrain the ionization state of the IGM at high redshifts. The advantage
of using the Lyβ absorption lines is that the absorption cross section is lower than
the Lyα one, and hence one finds some features of transmission within the spectra
in Lyβ region even when Lyα transmission is zero. In this Section, I present our
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Figure 4.14: Same as in Figure 4.11 but for the Lyβ region.
predictions for the Lyβ forest at z > 6.
I have calculated the DGWD for the Lyβ forest in the redshift ranges of interest
and found it to be quite similar to the Lyα case. The distribution does show some
differences between the reionization models at high values of gap widths, though the
difference is not as evident as in the case of Lyα. I plot the fraction of LOS having
a largest gap width of a given value in Figure 4.14, which corresponds to Figure
4.11 for Lyα. Though the ERM and the LRM differ in their distributions for Lyβ
regions, I find that it is not as discriminating as in the case of Lyα in the redshift
intervals considered here.
I have also computed the PWD distribution for the Lyβ region of the spectra.
The broad conclusions are similar to those obtained from Lyα regions, though the
discrimination between LRM and ERM is reduced in the case of Lyβ. However, the
usefulness Lyβ statistics lies in the fact that these can be used as an independent
check for the reionization models.
4.3.6 Dark gaps in both Lyα and Lyβ regions
In this Section I study the presence of dark gaps in both the Lyα and the Lyβ regions
of the absorption spectra. In Figure 4.15 I show the mean Lyα against the mean Lyβ
optical depth for different dark gap lengths, for both reionization models. Points and
triangles in the figure represent dark gaps such that 0 ≤ log10[Max{Wα,Wβ}] ≤ 0.5
and 1.5 ≤ log10[Max{Wα,Wβ}] ≤ 2, respectively, where Max{Wα,Wβ} is the width
of the larger dark gap between the Lyα and Lyβ. It is obvious from the figure (and
79
4. Results after WMAP1
Figure 4.15: Scatter plot of the mean Lyα and the mean Lyβ optical depths
for each dark gap. Points and triangles represent dark gap such that 0 ≤
log10[Max{Wα,Wβ}] ≤ 0.5 and 1.5 ≤ log10[Max{Wα,Wβ}] ≤ 2, respectively, where
Max{Wα,Wβ} is the width of the largest between the Lyα and Lyβ dark gaps. The
solid lines parallel to the axes represent Lyα and Lyβ optical depths equal to 2.5,
which acts as the lower limit for defining gaps. The slope of the slanted solid line is
equal to the ratio (fLyβλLyβ)/(fLyαλLyα) = 0.16.
also stressed by Paschos & Norman 2005) that larger dark gaps correspond to higher
optical depths in both models.
There is one more interesting point to be noted from the figure. Convention-
ally the total Lyβ optical depth is obtained from the Lyα one, using the following
relation:
τ totLyβ(z) = 0.16τLyα(z) + τLyα(zβ), (4.4)
which assumes that τLyβ(z) = 0.16τLyα(z). This assumption is true for low column
density systems when the line profile of absorption is determined by the velocity
field and is same for Lyα and Lyβ. In this case, the points in the τ totLyβ − τLyα plane
will be strictly bound by a lower envelope, which will correspond to a straight line
having a slope of 0.16. This bound is shown in the figure as the slanted solid line.
Note that for ERM there are truly no points below this line. On the other hand, for
LRM there are a lot of points below the solid line with slope 0.16. This is related
to the fact that the absorption from neutral regions present in the LRM cannot be
described by a simple Gaussian profile and one has to take into account the effect
of damping wings. This means that, as already discussed in Section 3.3, the usual
adopted way to compute the total Lyβ optical depth from the Lyα one using eq.
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4.4 it is not appropriate in general, particularly when the neutral fraction of the gas
is high and the Lorentzian part of the line profile becomes important.
4.4 Variations in the Late Reionization Models
I now discuss certain other possibilities regarding the distribution of neutral regions
along lines of sight. So far I have been using LRM as the fiducial model for late
reionization which assumes that the neutral regions are distributed randomly, and
they have no correlation with the density field. However, this is not the only possible
way to distribute the neutral pixels. Hence I study two variations of the LRM which
are named LRMd (d=density) and LRMc (c=clustered). The LRMd is similar to
LRM except that within a given redshift range the neutral pixels are correlated
with the density field with high density regions being preferentially neutral. In
the case of LRMc, I assume that the neutral regions are maximally clustered (i.e.,
they form a large coherent structure along the line of sight) when calculating the
one-dimensional filling factor, qHII. This assumption represents the most extreme
alternative to the LRM. In constructing the models I do not expect to recover
exactly the real distribution of neutral regions; however, as I am considering the
most extreme cases I expect the actual distribution to be somewhere between the
two. In the LRMc I find that the IGM is characterized by highly clustered large
neutral regions (of lengths as large as few tens of comoving Mpc) and the correlation
of these regions with the density field does not have any effect on the simulated
spectra. The technical details on how I generate these models are discussed in
Appendix 9.2.
I start with the qualitative description of sample spectra for the three models
as shown in Figure 4.16. I recall that all the three panels have the same baryonic
distribution and same value of qHII along the line of sight (i.e., the number of neutral
pixels, denoted by crosses, in the three panels are equal although it may not be
visually obvious).
The first point to note is the similarity between the LRM and LRMd, implying
that the correlation of the neutral segments with the density field does not have
much of an effect on the Lyα forest. Although there are small differences in the
actual positions of the neutral pixels in the two models, the gap widths are exactly
similar for this line of sight. There are differences in the widths of gaps for LRM and
LRMd along other lines of sight but the variations are within the statistical errors.
On the other hand, the spectrum for the LRMc is quite different from the spectra
of LRM or LRMd. This is expected as the LRMc is very different from the other
two in its physical properties. As discussed in Appendix 9.2, LRMc consists of very
large neutral segments (up to 100 comoving Mpc), while the LRM and LRMd are
characterized by numerous regions of smaller sizes. Since the neutral regions are
highly clustered in LRMc, they leave large volumes of ionized IGM. Consequentially
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Figure 4.16: Simulated spectra for three different models of late reionization. The
top panel shows a line of sight spectrum for LRM (same as in the bottom panel
of Figure 4.8); the middle and bottom panels show spectra along the same line of
sight (i.e., having the same density distribution) for LRMd and LRMc respectively.
The black lines plotted immediately below the spectra show the regions identified
as gaps. The positions of the neutral pixels are identified by crosses.
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Figure 4.17: Same as in Figure 4.11 but considering only late reionization models.
Dotted (blue), long-dashed (magenta) and long-dashed (black) lines represent LRM,
LRMd and LRMc respectively.
we find that a high fraction of lines of sight (about 70 per cent at z = 5.7− 6.3 and
more than 80 per cent at z = 6.0− 6.6) do not encounter any neutral segments at
all. Thus statistically LRMc is expected to be the closest to ERM and should be
quite different from LRM and LRMd. Even when a line of sight encounters some
neutral segments, it is more likely that the segments are clustered at a few places
forming large regions of neutral IGM. This can be seen in the bottom panel of Figure
4.16 where I find that all the neutral pixels are clustered at the highest redshift
contrary to LRM and LRMd where the neutral pixels are distributed throughout
the line of sight. This has a severe effect on the distribution of gaps and peaks.
For example, the peak around λRF = 1182 A˚ present in the ERM (see top panel of
Figure 4.8) is completely suppressed in LRM and LRMd because of the randomly
distributed neutral regions. However, the peak is present in the LRMc because the
neutral pixels are distributed differently. This implies that LRMc would have gaps
of smaller widths compared to LRM and LRMd and thus would be closer to the
ERM in its properties. Furthermore, it is clear from Figure 4.16 that a large gap
does not necessarily correspond to a large neutral region. In fact I find that smaller
regions of neutral hydrogen (of sizes ∼< 1 comoving Mpc) dispersed along the line
of sight are more effective in suppressing the flux and thus creating large dark gaps
in the absorption spectra compared to the larger clustered regions. Probing such
small regions are quite difficult with cosmological simulations as they are close to
the resolution limits, thus semi-analytical studies can be of more help in such cases.
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More quantitative comparisons between the different reionization models can be
carried out. I focus on the fraction of lines of sight with a given value of largest
gap width for the two redshift ranges. Our results are plotted in Figure 4.17. As
expected, the difference between LRM and LRMd is not statistically significant.
The fraction of larger dark gaps in both panels is slightly lower in the LRMd with
respect to the LRM. This result can be understood noting that in the LRMd the
neutral regions are preferentially located in those pixels having an higher density,
where the flux is already more likely suppressed. On the contrary the distribution
for LRMc is quite different and is more similar to ERM (see Figure 4.11). The point
to note is that in spite of such extreme (and somewhat unphysical) clustering, the
LRMc is still different from ERM. For example, 10 per cent of the lines of sight have
a largest gap width of 60 A˚ (80 A˚) in the range z = 5.7−6.3 (z = 6.0−6.6) for LRMc
which are not present in the ERM. Thus even in the most extreme distribution of
neutral regions, the ionization state of the IGM can be determined using the dark
gap statistics.
Moreover, it is also interesting to note that the distribution of the largest gap
is quite different for LRM and LRMc – thus it might be possible to obtain some
information on the clustering of neutral regions. For example, in a quite realistic
situation where one is provided with only, say, 10 QSO spectra with emission redshift
above 6, I expect to find in the LRMc one LOS having a dark gap as large as 50 A˚
(which would rule out ERM) and, in the same sample, at least 5 LOS whose largest
dark gap does not exceed 30 A˚ (which would rule out LRM). In this case, I could
conclude at the same time that the universe is in the pre-overlap stage and that the
HI regions are highly clustered.
4.5 Variations in the resolution and S/N
I have carried out extensive checks on the discussed predictions by varying different
observational and instrumental artifacts. In particular, I have varied the resolution
and noise in the simulated spectra to verify if any of the presented conclusions
change.
The results presented in the previous sections are based on a resolution of 5300,
which corresponds to a FWHM of ∼ 60 km s−1. I have checked these results for up
to a resolution as high as 40000 (corresponding to a FWHM of ∼ 8 km s−1), which
is similar to what is expected in very high quality spectra. The results, particularly
the gap and peak width statistics for the Lyα forest do show some variations when
the resolution is high. However, we find that none of the conclusions get modified
in a significant way.
For the noise, I have been using a Gaussian random variate having variance
σnoise = 0.02. Decreasing the value of σnoise (which corresponds to higher signal-to-
noise ratio) has no effect on the gap and peak statistics. However, if one increases
84
4.6. Summary
the value of σnoise such that it becomes close to the flux threshold (∼ 0.08) used to
define the dark gaps, the occurrence of gaps (and peaks) changes drastically; there
are various spurious spikes which arise because of high noise. Thus, to study dark
gaps in absorption spectra it is better to have a good signal-to-noise ratio; in case
the signal-to-noise ratio is poor, it is necessary to use an higher flux threshold for
defining the gaps.
4.6 Summary
In this chapter I have applied various statistical diagnostics to the transmitted flux
of the Lyα (and Lyβ) forest, with the aim of constraining cosmic reionization history.
Two different reionization scenarios, based on self-consistent models of Choudhury
& Ferrara (2005), have been considered: (i) an Early Reionization Model (ERM)
characterized by a highly ionized IGM at z ∼< 14, and (ii) a Late Reionization Model
(LRM) in which reionization occurs at z ≈ 6. These reionization histories are the
result of different assumptions about the type of ionizing sources considered. In
both models, at redshifts z < 6 contributions to the UV background come from
PopII stars and QSOs. The main difference between ERM and LRM is constituted
by the presence of PopIII stars (not included in the LRM) which reionize the IGM
at high redshift in ERM. The main aim of this work is to quantitatively compare
the predictions from these two models, taken as representative of a wider class of
early or late reionization scenarios, with the highest quality observational data.
First, I have extensively tested the results against available data at z < 6 and
found that ERM and LRM are equally good at explaining the observational results.
In particular, they reproduce very well the observed Gunn-Peterson optical depth
evolution, the Probability Distribution Function of the transmitted flux, and the
Dark Gap Width Distribution. This comparison allows to draw a few conclusions:
(i) the Lyα forest observations at z < 6 are unable to discriminate early vs. late
reionization scenarios; (ii) the same data cannot exclude that reionization took place
as early as by z ≈ 14.
In order to make progress higher redshift quasar spectra are necessary, which are
likely to become soon available as SDSS is expected to find ∼ 20 luminous quasars in
the redshift range 6 < z < 6.6. By extending model predictions to higher redshifts I
find that: (i) The mean and the PDF of the transmitted flux are essentially useless to
constrain the ionization state at z ∼> 6 as most of the pixels are consistent with zero
transmission (independent of the ionization state), i.e. in practice these statistics
probe the noise distribution; (ii) the dark gap width distribution (DGWD) is very
sensitive to the reionization history. I expect at least 30 per cent of the lines of
sight (accounting for statistical errors) in the range z = 5.7− 6.3 to have dark gaps
of widths > 50 A˚ (in the QSO rest frame) if the IGM is in the pre-overlap stage
at z ∼> 6, while no lines of sight should have such large gaps if the IGM is already
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ionized. The constraints become more stringent at higher redshifts. I find that in
order to discriminate between early and late reionization scenarios 10 QSOs should
be sufficient for the DGWD to give statistically robust results. (iii) The statistics
of the peaks in the spectra represents an useful complement to the dark gaps and
can put additional constraints on the ionization state. As for the DGWD, I find
that this statistics constrains reionization models more efficiently at high redshifts.
In particular, if the universe is highly ionized at z ∼ 6, we expect to find peaks of
width ∼ 1A˚ in 40 per cent of the lines of sight, in the redshift range 6.0 − 6.6; on
the contrary, the LRM predicts no peaks larger than 0.8 A˚.
As an independent check of the models, I have extended all the above statistics to
Lyβ regions. It turns out that this diagnostics is less powerful than the analog Lyα
one to probe the ionization state of the IGM. Moreover, since the Lyβ cross section
is 5.27 times smaller than Lyα one, the flux is always higher in the Lyβ region than
in the Lyα forest. This implies that to obtain Lyβ constraints as stringent as those
from Lyα, requires the analysis of QSOs spectra for z > 6.6.
I would like to comment on some additional issues concerning LRM. As dis-
cussed in the text, the hydrogen distribution in the LRM for low density IGM is
characterized by two distinct phases at z ∼> 6, namely an ionized and a neutral
phase. To model this two-phase IGM we have studied different topologies of neutral
regions. Interestingly, the main conclusions of our work remain unchanged (see for
instance Figure 4.17) irrespective of whether we assume that the positions of the
neutral regions are completely random (LRM) or we correlate the HI regions along
different lines of sight with the density field (LRMd). This result is basically due to
the damping wings of neutral regions, which are able to suppress the flux in regions
of the spectra that are fully ionized (See Figure 4.9). On the other hand if the
suppression of the flux does not necessarily correspond to the presence of neutral
regions, it implies that QSO spectra might not be very useful to study in details the
topology of the neutral hydrogen.
However it is still possible to get some idea about the clustering of the neutral
regions provided we know the evolution of the volume filling factor of ionized regions
reasonably well. We have studied an alternative distribution of the neutral regions,
called LRMc, where we assume that neutral regions form the largest possible co-
herent structure along the line of sight (sometimes as large as 100 Mpc comoving
which corresponds to almost 1/3 of the box). Because of such high clustering, large
volumes of IGM are left ionized, resulting in a large fraction of lines of sight which do
not encounter any neutral region at all. Consequently, the distribution of the largest
dark gap widths is biased towards lower widths compared to LRM. This means that
the statistics of the largest dark gaps could also give an idea of the clustering in
the HI regions. Moreover, as is well known, the 21 cm signal from neutral hydrogen
is sensitive to distribution of the HII regions (Furlanetto, Hernquist, & Zaldarriaga
2004a; Furlanetto, Zaldarriaga, & Hernquist 2004b). Hence 21 cm maps could be
promising to study the correlation between neutral regions and to obtain a more
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detailed and quantitative analysis of the size of neutral regions.
Comparing the LRM and LRMc, I also find that a large gap does not necessarily
correspond to a large neutral region. In fact smaller regions of neutral hydrogen
(of sizes ∼< 1 comoving Mpc) dispersed along the line of sight are more effective
in suppressing the flux (because of damping wings) and thus creating large dark
gaps in the absorption spectra compared to the larger clustered regions. Probing
such small regions is quite difficult with cosmological simulations as they are close
to the resolution limits, thus semi-analytical studies can be more helpful in such
cases. The proposed method, in fact, does not suffer of spurious resolution effects.
At high redshift, the length of dark gaps can be ∼> 60 Mpc and hence the analysis
requires a large sample of very long lines of sight. In order to create realizations
of such long lines of sight, numerical simulations typically sample different regions
of the box more than once (the so-called “oversampling” effect; Paschos & Norman
2005) or combine various spectra of smaller sizes end-to-end (F02). It is difficult to
obtain the distribution of very large gaps (which are much larger than the box sizes)
from such procedures as multiple ray passages through the same box could produce
spectacular spurious artifacts in the gap statistics. For example, we find a much
better match with the observations of dark gap width distribution when compared
to the simulations of Paschos & Norman (2005), who have used a box of size 6.8
h−1Mpc.
However, the proposed method suffers from some limitations which are worth
noting. First, it is not able to tackle the non-linearities in any self-consistent for-
malism – instead a density distribution for the baryons (lognormal, in this case)
is assumed. Since the Lyα and Lyβ forests in the QSO absorption spectra arise
from mostly quasi-linear regime, the approximation should be reasonable for com-
puting the transmitted flux. Second, it is nearly impossible to include full radiative
transfer effects in the computation of the distribution of the neutral regions and
also the method does not take into account the clustering of sources which is cru-
cial to understand the properties of ionized bubbles. However it is most likely that
the location of ionizing sources might not be significantly correlated with neutral
regions, particularly when one is dealing with high values of filling factor, as in
the presented case (see, for example, the maps in Figure 1 of Ciardi, Ferrara, &
White 2003). Anyway it would be interesting to combine the proposed approach
in the distribution of neutral regions with radiative transfer simulations for a more
detailed analysis of the absorption spectra, particularly in the vicinity of the QSO
(which corresponds to a highly non-linear structure which is beyond the validity of
the lognormal approximation).
The presented results show that the dark gap statistics would provide a robust
probe of the reionization history.
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Chapter 5
Results after WMAP3
In this chapter I will apply the results previously obtained to a sample of 17 QSOs
spectra observed by Fan et al. 2006 in the redshift range 5.74 ≤ zem ≤ 6.42. This
study aims at obtaining tighter constraints on the volume-averaged neutral hydrogen
fraction, xHI, at z ≈ 6.
5.1 Reionization models
To simulate the GP optical depth (τGP ) distribution I use the method described
in Chap.3. For the IGM temperature, the HI fraction, xHI, and the volume filling
factor evolution I use the results obtained by Choudhury & Ferrara 2006, hereafter
CF06.
As already mentioned, in the CF06 model, a reionization scenario is defined by
the product of two free parameters: (i) the star-formation efficiency f∗, and (ii)
the escape fraction fesc of ionizing photons of PopII and PopIII stars; it is worth
noting that these parameters are degenerate, since different parameter values could
provide equally good fits to observations. In this work, by fitting the observational
constraints described in Chap. 2, I select two sets of free parameters values yield-
ing two different reionization histories: (i) an Early Reionization Model (ERM) for
(f∗,P opII = 0.1; fesc,PopII = 0.07), and (ii) a Late Reionization Model (LRM) for
(f∗,P opII = 0.08; fesc,PopII = 0.04). Contributions from PopIII stars are not con-
sidered, as PopII stars alone yield τe = 0.07 (0.06) for ERM (LRM), marginally
consistent with WMAP3 results1.
Fig. 5.1 shows the global properties of the two reionization models considered. In
the ERM the volume filling factor of ionized regions, QHII = VHII/Vtot = 1 at z ≤ 7;
in the LRM it evolves from 0.65 to unity in the redshift range 7.0-6.0, implying that
the Universe is still in the pre-overlap stage at z ≥ 6, i.e. the reionization process is
1Small contributions from PopIII stars, i.e. f∗,PopIII = 0.013 (f∗,PopIII = 0.08), in the ERM
(LRM), would yield τe = 0.09 (τe = 0.08), without affecting sensitively the results below.
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Figure 5.1: Left panel: Evolution of the volume filling factor of ionized regions for
the early (red solid lines) and late (blue dotted lines) reionization models. Mid-
dle panel: Volume-averaged photoionization rate Γ−12 = ΓHI/10
−12s−1. The filled
circles, empty circles, filled triangles and empty triangles show results obtained by
F06, MM01, B05 and B07, respectively. Right panel: Evolution of the neutral hy-
drogen fraction. Thick lines represent average results over 100 LOS, while the thin
lines denote the upper and lower neutral hydrogen fraction extremes in each redshift
interval. Solid circles represent neutral hydrogen fraction estimates by F06; empty
squares denote the results obtained in this work.
not completed up to this epoch. In the middle panel of the same Figure I compare
the volume-averaged photoionization rate ΓHI for the two models with the recent
estimate by F06, and the ones by McDonald & Miralda-Escude’ 2001, Bolton et al.
2005, and Bolton & Haehnelt 2007b, hereafter MM01, B05 and B07, respectively.
Finally, the evolution of the volume-averaged neutral hydrogen fraction for the ERM
and LRM is presented in the rightmost panel.
The photoionization rate predicted by both models is in agreement with the
results by B05 and B07 at in the range z = 4.0 < z < 6, whereas at z = 5.5 (6) the
ERM is characterized by a photoionization rate which is≈ 2 (6) times larger than the
estimates by F06. In spite of these differences, the predictions for xHI are consistent
with F06 measurements. This apparent contradiction does not come as a surprise.
In fact, the derivation of ΓHI requires an assumption concerning the IGM density
distribution. When measuring ΓHI at 5 < z < 6, F06 assume the density Probability
Distribution Function given by Miralda-Escude’ et al. 2000, hereafter MHR002. I
instead adopt a Log-Normal (LN) model which predicts a higher probability to find
overdensities ∆ = ρ/ρ¯ ∼> 1 than MHR00, as can be seen from Fig. 5.2. For example,
as can be seen from Fig. 5.2, at z = 6 and for ∆ ≈ 1.5, PLN(∆) ≈ 2×PMHR00(∆)).
2F06 require ΓHI to match the MM01 measurement at z = 4.5. This estimate is based on a
mean transmitted flux (F¯ = 0.25) which is lower than the more recent measurements F¯ ≈ 0.32 by
Songaila 2004, which implies ΓHI ≈ 0.3.
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Figure 5.2: Probability distribution function of the density field, as predicted by the
Log-Normal model (solid blue line), and by the MHR00 model (dotted magenta line)
at z = 6. The Log-Normal model predicts a higher probability than the MHR00
one, both to find overdensities ∆ = ρ/ρ¯ ∼> 1 and ∆ = ρ/ρ¯ ∼< 0.2.
For this reason, once τGP is fixed to the observed value, the LN model requires a
higher ΓHI. As xHI ∝ ∆, these two effects combine to give a values of xHI consistent
with the data.
It is also worth noting that Becker et al. 2006 found that the MHR00 model
predicts too few low density regions with respect to what is required by observational
data. In Fig. 5.2 I compare the probability distribution function of the density field,
as predicted by the Log-Normal model (solid blue line), and by the MHR00 model
(dotted magenta line) at z = 6. The Log-Normal model, besides predicting a higher
probability than the MHR00 one to find overdensities ∆ = ρ/ρ¯ ∼> 1, also provide a
density field characterized by a larger number of ∆ = ρ/ρ¯ ∼< 0.2 with respect to the
MHR00. It would be interesting to apply to the Log-Normal model the Becker et al.
2006 analysis, in order to firmly establish if this prescription can be considered as a
fair description of the mildly linear regime.
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Figure 5.3: Left panel: Evolution of the Gunn-Peterson optical depth for early
(ERM, solid red line) and late (LRM, blue dotted). Thick lines represent average
results on 100 LOS for each emission redshift, while the thin lines denote the upper
and lower transmission extremes in each redshift bin, weighted on 100 LOS. Filled
and empty circles are observational data from Songaila 2004 and F06, respectively.
Middle panel: Probability Distribution Function (PDF) of the flux at z=6.0. Filled
circles are obtained by Fan et al. 2002. Thick lines represent simulated results
averaged over 500 LOS, while the thin lines denote cosmic variance. Right panel:
GapWidth distribution in the redshift range 5.0-5.5. Simulated results are compared
with observations by Songaila & Cowie 2002 (filled circles). The errors associated
to both simulated and observed results denote cosmic variance.
5.2 Comparison with observations
5.2.1 Control statistics
I first test the predictions of the model by applying various statistical analysis to the
simulated spectra and comparing simulated results with observations. Specifically,
I use the following control statistics: (i) Mean Transmitted Flux evolution in the
redshift range 2−6; (ii) Probability Distribution Function (PDF) of the transmitted
flux at the mean redshifts z = 5.5, 5.7, 6.0; (iii) Gap Width (GW) distribution in
3.5 ≤ z ≤ 5.5. The comparison of model and observational results in terms of the
above three statistics is plotted in Fig. 5.3. By checking the models I follow the
same approach described in the previous chapter to which I refer for a complete
description of the technical details.
The outcome of the test is encouraging, as both ERM and LRM successfully
match the observational data at z ≤ 6 for the control statistics considered. This
allows to confidently proceed the comparison with more advanced statistical tools.
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5.2.2 Advanced statistics
Since at z ≈ 6 regions with high transmission in the Lyα forest become rare, an
appropriate method to analyze the statistical properties of the transmitted flux is
the distribution of gaps. As I have shown in Chap. 4, the Largest Gap Width
(LGW) and the Largest Peak Width (LPW) statistics are suitable tools to study
the ionization state of the IGM at high redshift. The LGW (LPW) distribution
quantifies the fraction of LOS which are characterized by the largest gap (peak) of
a given width. I apply the LGW and the LPW statistics both to simulated and
observed spectra with the aim of measuring the evolution of xHI with redshift.
I use observational data including 17 QSOs obtained by F06. I divide the observed
spectra into two redshift-selected sub-samples: the “Low-Redshift” (LR) sample
(emission redshifts 5.7 < zem < 6), and the “High-Redshift” (HR) one (6 < zem <
6.4). Simulated spectra have the same zem distribution of the observed samples. For
most QSOs I consider the (λRF ) interval 1026-1200 A˚ and I normalize each width
to the corresponding redshift path. Note that the LOS do not extend up to zem; the
upper (lower) limit of the interval chosen ensures that I exclude from the analysis
the portions of the spectra penetrating inside the QSO HII (Lyβ) region. For the
QSOs SDSS J1044-0125 and SDSS J1048+4637 I choose different intervals, namely
1050-1183 and 1050-1140, respectively. These two objects have been classified as
BAL QSO (Goodrich et al. 2001; Fan et al. 2003; Maiolino et al. 2004), since
their spectra present Broad Absorption Lines associated with highly ionized atomic
species (e.g. SiIV, CIV). By selecting the above intervals I exclude those portions
of the spectra characterized by CIV absorption features which extend to z ≈ 5.56
(z ≈ 5.75) in SDSS J1044-0125 (SDSS J1048+4637).
Observed data were taken with a spectral resolution R ≈ 3000 − 6000; simulated
spectra have been convolved with a Gaussian of FWHM = 67 km/sec, providing
R ∼ 4500. Moreover, each observed/simulated spectrum has been rebinned to a
resolution of R = 2600. Finally, I add noise to the simulated data such that the flux
F in each pixel is replaced by F+G(1)×σn, where G(1) is a Gaussian random deviate
with zero mean and unit variance, and σn is the observed noise r.m.s deviation of
the corresponding pixel.
The results provided by the statistics adopted in this study are sensitive to the
S/N ratio, since spurious peaks could arise in spectral regions with noise higher
than the Fth adopted. Indeed, the shape of the LGW/LPW distributions depends
on the Fth chosen. Thus, I consider two different values for Fth, namely 0.03 and
0.08, respectively, and, for both of them, compute preliminary LGW/LPW distri-
butions. Finally, the LGW/LPW distributions presented are obtained as the mean
of the preliminary ones, weighted on the corresponding errors (See Appendix for a
detailed discussion). In the presented analysis I do not consider 2 QSOs presented
by F06, namely SDSS J1436+5007 and SDSS J1630+4012, since these spectra have
significantly lower S/N to apply LGW/LPW tests (continuum S/N ∼< 7).
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Figure 5.4: Largest Gap Width distribution for the LR and the HR cases (left
and right, respectively). Filled circles represent the result of the analysis of the 17
QSOs observed spectra. Solid red (dotted blue) lines show the results obtained by
the semi-analytical modeling implemented for the ERM (LRM). Vertical error bars
measure poissonian noise, horizontal errors define the bin for the gap widths.
LGW distribution
I now discuss the LGW distribution for observed/simulated spectra; the results are
shown in Fig. 5.4. The observed LGW distribution evolves rapidly with redshift: in
the LR sample most of the LOS are characterized by a largest gap < 40 A˚, whereas
gaps as large as 100 A˚ appear in the HR sample. This means that LOS to QSOs
emitting at zem ∼< 6 encounter “thick” regions whose size is ≤ 18 Mpc, while for
zem ∼> 6 blank regions of size up to 53 Mpc are present.
Superposed to the data in Fig. 5.4 are the predicted LGW distributions correspond-
ing to ERM and LRM, obtained by simulating 800/900 LOS in the LR/HR case.
The QSOs emission redshifts used and the λRF interval chosen for the LR sample
are such that the mean redshift of the absorbers is 〈z〉 = 5.26, with a minimum
(maximum) redshift zmin = 4.69 (zmax = 5.86), and a r.m.s. deviation σ = 0.06.
For the HR sample it is 〈z〉 = 5.55, zmin = 4.90, zmax = 6.32, σ = 0.14.
In the ERM simulated spectra, at z ≈ 6 gaps are produced by regions characterized
by a mean overdensity ∆¯ ≈ 1 (∆min = 0.05, ∆max = 18) with a xHI ≈ 10−4, aver-
aging on 100 LOS (xHI,min = 1.1× 10−5, xHI,max = 3.6× 10−4), as can be seen from
Fig. 5.6.
It results that both the predicted LGW distributions provide a good fit to observa-
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tional data. I exploit the agreement between the simulated and observed LGW dis-
tributions to derive an estimate of xHI, shown in Fig. 5.1. I find log10 xHI = −4.4+0.84−0.90
at z ≈ 5.33. By applying the same method to the HR sample I constrain the neutral
hydrogen fraction to be within log10 xHI = −4.2+0.84−1.0 at z ≈ 5.6.
Although the predicted LGW distributions are quite similar for the two models con-
sidered, yet some differences can be pointed out. Both for the LR and HR cases the
early reionization LGW distribution provides a very good match to the observed
points, thus suggesting zrei ∼> 7. The agreement is satisfactory also for the LRM,
but it is important to notice that late reionization models predict too many largest
gaps ≈ 60 A˚ in the LR case and too few gaps ≈ 20 A˚ in the HR one. Given the
limited quasar sample available, the statistical relevance of the LRM discrepancies
is not sufficient to firmly rule out this scenario. However, since in the HR case 40%
of the lines of sight extend at z ∼> 6, I can use the LRM results to put an upper
limit on xHI at this epoch. Indeed in the HR case I find that a neutral hydrogen
fraction at z ≈ 6 higher than that one predicted by the LRM would imply an even
worst agreement with observations, since a more abundant HI would produce a lower
(higher) fraction of LOS characterized by the largest gap smaller (higher) than 40
A˚ with respect to observations. Thus, this study suggests xHI < 0.36 at z = 6.32
(obtained from the maximum value for xHI found in the LRM at this epoch).
LPW distribution
Next, I apply the Largest Peak Width (LPW) statistics (Fig 5.5) to both observed
and simulated spectra. From the observed LPW distribution I find that, in the LR
(HR) sample, about 50% of the lines of sight exhibit peaks of width < 12(8) A˚. In
more details, the size Pmax of the largest transmission regions in the observed sample
are 3 ∼< Pmax ∼< 10 (1 ∼< Pmax ∼< 6) Mpc at 〈z〉 = 5.3 (5.6). The frequency and the
amplitude of the transmission regions rapidly decrease toward high redshift. This
could be due both to the enhancement of the neutral hydrogen abundance at epochs
approaching reionization or to evolutionary effects of the density field (Songaila
2004). In fact the growth factor D+ of density fluctuations decreases with redshift
(D+(z = 6) = 3/5×D+(z = 3) for ΛCDM), thus implying a low density contrast at
z = 6 with respect to later epochs. Stated differently, underdense regions that are
transparent at z = 3, were less underdense at z = 6, thus blocking transmission. As
a consequence of the density field evolution toward higher z, only few/small peaks
survive and wide GP troughs appear.
Superposed to the data in Fig. 5.5 are the predicted LPW distributions corre-
sponding to ERM and LRM, obtained by simulating 800/900 LOS in the LR/HR
3The xHI value quoted is the mean between the estimates predicted by the ERM and the LRM.
Moreover, I consider the most conservative case in which the errors for the measurement of the
neutral hydrogen fraction are provided by the minimum xHI value found in the ERM and the
maximum one in the LRM.
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Figure 5.5: Largest Peak Width distribution for the LR and the HR cases (left and
right, respectively). Filled circles represent observational data obtained by analyzing
the observed spectra of the 17 QSOs considered. Solid red (dotted blue) lines show
the results obtained by the semi-analytical modeling implemented for the ERM
(LRM). Vertical error bars measure poissonian noise, horizontal errors define the
bin for the peak widths.
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Figure 5.6: Probability distribution function of the density field, corresponding to
gaps (solid blue line) and peaks (dotted red line).
case. In our ERM simulated spectra, at z ≈ 6, gaps are interrupted by nar-
row transparent windows (i.e. peaks) originating from underdense regions with
∆¯ ≈ 0.1, averaging on 100 LOS (∆min = 0.03, ∆max = 0.26) and xHI ≈ 2 × 10−5,
(xHI,min = 7.8×10−6, xHI,max = 3.6×10−5). Regions characterized by ∆ ∈ [0.05; 0.26]
and xHI ∈ [1.1×10−5; 3.6×10−5] could correspond to both gaps or peaks depending
on redshift and peculiar motions of the absorbers producing them (See Fig. 5.6).
By comparing the simulated LPW distributions with the observed one, it is evident
that simulations predict peak widths that are much smaller than the observed ones
both for LR and HR cases. In particular, in no LOS of our simulated samples we
find peaks larger than 8 A˚. The disagreement between the observed and simulated
LPW distributions does not affect the estimate of xHI through the LGW distribu-
tions, since at high redshift the peaks are narrow (∼< 10 A˚). I discuss the possible
reasons for this discrepancy in the Summary of this chapter.
5.3 Physical interpretation of the peaks
The most natural interpretation for the peaks is that they correspond to underdense
regions, where the low HI density of the gas allows a high transmissivity. However,
in principle they could also arise if individual ionized bubbles produced by QSOs
and/or galaxies are crossed by the LOS. In the latter case the typical physical size
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and frequency of such semi-transparent regions must be related to the emission
properties and masses of such objects. Stated differently, the fraction of LOS, fLOS,
having the largest peak width equal to Pmax can be interpreted as the probability
℘ to intersect an HII region of radius RHII around a dark matter halo hosting
either a QSO or a galaxy along the redshift path (zi − zf) spanned by the LOS.
The comoving number density nh of dark matter halos of mass Mh is related to ℘
through the following equation:
nh(Mh) =
3
2
H0Ω
1/2
m
c
(πR2HII)
−1
[
(1 + z)3/2 |zfzi
]−1
℘, (5.1)
I take RHII = 1(10) Mpc, consistent with the smaller (larger) size Pmax of the
observed largest peaks in the HR (LR) sample. As it is likely that statistically the
LOS crosses the bubble with non-zero impact parameter, adopting RHII = Pmax
seems a reasonable assumption. By further imposing ℘ = fLOS I find that nh =
3.7× 10−6 (2.2× 10−8) Mpc−3 for Pmax = 1 (10) Mpc in the redshift range zi = 5 to
zf = 6. Given the adopted cosmology, such halo number density can be transformed
at z = 5.5 into a typical halo mass of Mh ∼> 1012 (1013) M⊙ (Mo & White 2002).
Thus, the halos hosting the putative luminous sources producing the peaks must be
massive. Note that this result holds even if the QSO is shining only for a fraction
of the Hubble time tQ/tH ≈ 10−2 at z = 5.5.
In addition to the peak frequency, additional constraints on the properties of the
ionizing sources come from bubble physical sizes.
5.3.1 QSO HII regions
First, I consider the case in which the largest peaks are produced by HII regions
around QSOs. As said in the Introduction, the bubble size RHII is related to the
ionizing photons emission rate N˙γ and QSO lifetime tQ as
RHII =
(
3N˙γtQ
4πnHI
)1/3
, (5.2)
where nHI is the neutral hydrogen number density. At z = 5.5, assuming xHI =
5.6× 10−5 (see Fig. 5.1), RHII = 1 (10) Mpc could be produced by a QSO emitting
a number of ionizing photons Nγ = N˙γtQ = 7 × 1065 (7 × 1068). Thus, assuming a
typical QSO lifetime ≈ 107yr, the observed peaks in the LR (HR) sample require
N˙γ = 2.2× 1051 (2.2× 1054) s−1, which would correspond to sources ≈ 6 (3) orders
of magnitude fainter than QSOs observed at z ≈ 6, typically having N˙γ ≈ 1057s−1
(Haiman & Cen 2002) and black hole masses MBH ≈ 109M⊙.
So far I have assumed that the gas inside the HII region is fully ionized or, stated
differently, that along the redshift path encompassed by the ionized bubble the flux
is completely transmitted. However, this is unlikely since a sufficiently high opacity
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due to resonant (damping wing) optical depth associated with the neutral hydrogen
inside (outside) the HII region can produce dark gaps. Thus, the relation between
Pmax and RHII is
Pmax =
H(z¯)λLyα
c
(1 + z¯)
(1 + zem)
ftRHII = A(z)ftRHII , (5.3)
where ft is the mean transmitted flux computed inside the proximity region. I will
derive ft in Chap. 6 from an observed case of transverse proximity effect, note that
values of ft < 1 would result in a larger luminosity of the QSO producing the trans-
missivity window.
Finally, powerful QSOs, as those observed at z ≈ 6, could produce transmission win-
dows consistent with observational data if they are embedded in overdense regions
where the high density sustains an initial neutral fraction, xHI ∼> 0.1, before the
QSO turns on. The expansion of the HII region in such environment would result
in considerably smaller sizes (Maselli et al. 2007). In this case, both the host dark
matter halo mass found above (Mh ≈ 1012M⊙), and the size of the HII region would
combine to give the correct frequency and spectral width of the observed peaks.
5.3.2 Galaxy HII regions
In addition to QSOs, transmissivity windows could be produced by HII regions
around high-z galaxies. Adopting the canonical relations
M∗ = f∗
Ωb
Ωm
Mh;Nγ = n¯γ
M∗
mp
; fescNγ =
4π
3
nHIR
3
HII , (5.4)
where M∗ is the stellar mass, n¯γ is the number of ionizing photons per baryon into
stars, and mp is the proton mass, the relation between Mh and RHII is given by:
Mh = 3× 108M⊙
(
1 + z
6.5
)3
y−1R
3
HII , (5.5)
where y−1 = (xHIf
−1
∗ f
−1
esc)/0.1 and I assume n¯γ = 4000, appropriate for a PopII
stellar population with a standard Salpeter IMF; I assume the fiducial values xHI =
5.6× 10−5, f∗ = 0.1, fesc = 0.01. The mass of an halo hosting a star-forming region
able to produce RHII ≈ 1 (10) Mpc is 2× 108 (2× 1011) M⊙. At z ≈ 5.5 objects of
these masses corresponds to fluctuations of the density field ∼> 1−σ (2−σ) (Barkana
& Loeb 2001).
As for QSOs, the bubble size−peak frequency tension could be alleviated if the
galaxies live in overdense environments where the photoionization rate only supports
a xHI ≈ 0.1 (resulting in a larger value of y−1, and hence of Mh in eq. 5.5) prior to
the onset of star formation in the galaxy. Obviously, the previous arguments neglect
that because of clustering (Yu & Lu 2005; Kramer et al. 2006), as multiple sources
could power a single HII region; in order to get firmer results radiative transfer
cosmological simulations are required.
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5.4 Summary
I have studied several statistical properties of the transmitted flux in high-z QSO
spectra and compared them with those obtained from simulated Lyα forest spectra
to infer constraints on the ionization state of the IGM at z ≈ 6. I have considered
two different reionization models: (i) an Early Reionization Model (ERM), in which
the universe reionizes at zrei = 6, and (ii) a Late Reionization Model (zrei ≈ 7).
By first using standard control statistics (mean transmitted flux evolution, proba-
bility distribution function of the transmitted flux, gap width distribution) in the
redshift range 3.5 < z < 6, I have shown that both ERM and LRM match the
observational data. This implies that current observations do not exclude that
reionization can have taken place at redshift well beyond six.
I then apply the Largest Gap Width (LGW) and Largest Peak Width (LPW) statis-
tics to a sample of 17 QSOs in the redshift range 5.74− 6.42. Both ERM and LRM
provide good fits to the observed LGW distribution, favoring a scenario in which
xHI smoothly evolves from 10
−4.4 at z ≈ 5.3 to 10−4.2 at z ≈ 5.6.
Discriminating among the two reionization scenarios would require a sample of
QSO at even higher redshifts. In fact, although according to LRM at z ∼> 6 the
reionization process is still in the overlap phase with a mixture of ionized and neu-
tral regions characterizing the IGM, only ≈ 10% of the simulated LOS pierce the
overlap epoch, and for a redshift depth ∆z ∼< 0.2. This explains why the predicted
LGW distributions are quite similar for the two models considered.
Nonetheless, ERM provides a slightly better fit to observational data with respect
to LRM, favoring zrei ∼> 7. Within the statistical relevance of our sample, I have
shown that LRM models can be used to put a robust upper limit xHI < 0.36 at
z = 6.3.
I have suggested that peaks preferentially arise from underdense regions of the
cosmic density field and also from isolated HII regions produced by either faint
quasars or galaxies. The frequency of the observed peaks implies that the dark
matter halos hosting such sources is relatively large, ≈ 1012 (1013) M⊙. Bright
QSOs are unlikely to contribute significantly in terms of peaks, because given the
required size of the HII regions, they should be located close enough to the LOS to
the target QSO, that they should be detectable in the field.
I have found a puzzling discrepancy between observed and simulated transmis-
sivity windows (peaks) size, the former being systematically larger. Very likely,
this reflects an unwarranted assumption made by the model. At least two physical
effects, neglected here, could affect the calculation of xHI : (i) non-equilibrium pho-
toionization, and (ii) UV background radiation fluctuations.
The first assumption is made by the majority of studies dealing with the Lyα forest.
However, if a fraction of the Lyα forest gas has been shock-heated as it condenses
into the cosmic web filaments, it might cool faster than it recombines. For example,
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the recombination time tr becomes longer than the Hubble time when the density
contrast is ∆ < 7.5[(1 + z)/6.5]−3/2; hence, large deviations from photoionization
equilibrium are expected where ∆≪ 1. Lower values of xHI with respect to equilib-
rium are expected in such regions, as a result of the exceedingly slow recombination
rates.
The second possible explanation for the too narrow simulated peaks might reside
in radiative transfer effects, also neglected here. At z ≈ 6 the increase in the
mean GP optical depth is accompanied by an evident enhancement of the dispersion
of this measurement which has been ascribed to spatial fluctuations of the UVB
intensity near the end of reionization. A considerable (up to 10%) scatter in the
UVB HI photoionization rate is expected already at z ≈ 3, as shown by Maselli
& Ferrara 2005 through detailed radiative transfer calculations. The amplitude of
such illumination fluctuations tend to increase with redshift because of the overall
thickening of the forest. Although the observed dispersion in the mean GP optical
depth may be compatible with a spatially uniform UVB (Liu et al. 2006; Lidz et al.
2006), it is likely that a proper radiative transfer treatment becomes mandatory at
earlier times. Basically, the main effect of fluctuations is to break the dependence
of the HI neutral fraction on density. This is readily understood by considering two
perturbations with the same density contrast ∆. If the first is close to a luminous
source it will have its xHI depressed well below that of the second one located away
from it. Thus, opacity fluctuations naturally arise. If so, peaks of larger width could
be produced if the density perturbation associated with it happens to be located in
a region where the UVB intensity is higher than the mean.
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Chapter 6
Quasar proximity effect
In this chapter I study the proximity effect induced by QSO ionizing flux on the
Lyα forest. The term proximity effect refers to the relative lack of Lyα absorption
in the vicinity of an ionizing source, produced by the enhanced photoionization rate
due the local radiation field. The proximity effect has been appreciated as a tool
to investigate the environment and properties of high-z QSOs and galaxies. This
tecnique can be applied both by looking along the line of sight of the QSO, as I
will discuss in Sec. 6.1 and also by studying the effect produced in the Lyα forest
of a bright QSO by a foreground source located close to the QSO LOS (transverse
proximity effect). In Sec. 6.2 I will show the details of the first-ever detection of
transverse proximity effect in the HI Lyα forest.
6.1 Proximity effect along the line of sight
6.1.1 Radiative transfer simulations
In this study, in order to predict reliably the geometrical shape of the H II region
around a typical quasar observed at z ∼> 6, a combination of multiphase Smoothed
Particle Hydrodynamics (SPH) and 3D Radiative Transfer simulations has been
performed.
RT is the most important missing tassel in the study of LSS and IGM via cosmo-
logical numerical simulations, being the only feedback process able to act directly on
large scales. In spite of this, RT has been treated so far only in a very crude approx-
imation. The reason lies in the high dimensionality of the equation for the specific
intensity of the radiation field, which depends on seven variables: position, photon
frequency and direction plus time. The cosmological radiative transfer equation does
not have an analytic solution for the general case and its exact solution is computa-
tionally infeasible. Maselli et al. 2003 (see also Ciardi et al. 2001) have implemented
a RT code (CRASH ) based on a Monte Carlo technique which self-consistently cal-
culates the time evolution of gas temperature and ionization fractions due to an
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arbitrary number of point/extended sources and/or diffuse background radiation
with given spectra. In addition, the effects of diffuse ionizing radiation following
recombinations of ionized atoms are included. CRASH can be applied to a variety of
astrophysical and cosmological problems and the study of QSO H II regions is an
example of its possible applications.
High-z luminous QSOs reside in rare overdense regions where the IGM physical
properties are highly biased (Yu & Lu 2005). This bias has been taken into account
by using a snapshot centered at zQ = 6.1 of the G5 simulation described in Springel
& Hernquist (2003). With its large computational volume (100h−1 comoving Mpc on
a side) and a particle resolution of 2×3243, G5 allows to properly follow the quasar
H II region volume at a sufficiently high resolution. The density field is centered on
the most massive halo, Mhalo ≈ 2.9 × 1012M⊙. This mass is consistent with that
expected for halos hosting high-z luminous quasars (Wyithe& Loeb, 2004).
The SPH density field has been mapped on a Cartesian grid with 1283 cells,
in order to perform full 3D RT simulations. Spatial resolution does not allow to
resolve the IGM clumpiness at scales above ≈ 0.76 Mpc comoving; this prevent to
correctly account for nonlinear clumps like halos and for their effects on the overall
recombination rate and on shielding.
The QSO is embedded in the most massive halo and a Telfer template (Telfer
et al. 2002) in the energy range 13.6eV − 42eV has been adopted for the quasar
UV spectrum. For computational economy He physics was not included in the
simulations. This might lead to a underestimate of the ionized gas temperature
and could affect the recombination rate. A higher temperature might increase the
inner (resonant) Lyα opacity, essentially due to thermal broadening of the line. In
order to quantify this effect, some examples of mock spectra have been re-calculated
along the same LOS used in the analysis, increasing the temperature by 30 per cent
1. Since recombinations are negligible and the corresponding thermal broadening
is not affecting the Lyα resonant opacity in a sensible way, He inclusion would not
change the presented results.
The quasar radiation is sampled by emitting Np = 10
8 photon packets. Numeri-
cal convergence has been tested by running lower resolution simulations with 0.5Np
and 0.25Np. Furthermore, the following values are assumed for the QSO intrinsic
properties: tQ = 10
7 yr and N˙γ = 5.2× 1056 s−1; the latter have been adopted after
Mesinger & Haiman 2004 analysis of SDSS J1030+0524. It is fair to note, though,
that the estimates of tQ and N˙γ should be considered as tentative because of: (i)
the degeneracy among N˙γ, tQ, xHI and the adopted spectral template, (ii) uncer-
tainties in the quasar redshift, (iii) possible lensing effects, (iv) IGM clumpiness (see
e.g. White et al. 2003 for a discussion). However, this difficulties have little impact
on the presented study as it mainly aims at estimating the confidence level at which
1Maselli etal. 2003 have found that including He typically increases the temperature by 30 per
cent for a mean density of 1 cm−3. As in this study the density are much lower one can safely
consider 30 per cent as an upper limit for the temperature increase due to helium photoheating.
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Figure 6.1: Map (upper panel) and cut (lower panel) of the simulated xHI (log-
arithmic scale) across the quasar (located at the center of the box). The quasar
H II region is clearly identified.
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xHI can be extracted from observations.
Initially, the IGM is in photoionization equilibrium with an uniform ionizing
background (produced by sources other than the considered quasar) with a mean
photoionization rate Γ12 = 0.015 s
−1, yielding 〈xHI 〉 = 0.1. This value corresponds
to the lower limit found by previous works (Mesinger & Haiman 2004; Wyithe &
Loeb, 2004). This study does not account for spatial fluctuations in the ultraviolet
background (UVB), which are believed to be in place even in a highly ionized IGM
at this epoch (Maselli & Ferrara 2005). The main implication of the assumption of
a uniform background is a possible underestimate of the deviation from spherical
symmetry of the physical HII region. Accounting for a possible inhomogeneous
background is expected to increase the dispersion of the physical radius of the HII
region along different lines of sight.
Fig.6.1 shows the xHI distribution across the quasar location at t = tQ, the end
of the RT simulation.
6.1.2 Statistical analysis of the results
The H II region does not exhibit strong deviations from spherical symmetry. This
result is not unexpected: the radiative energy density inside the H II region during
the early phases of the evolution is so large that clumps possibly responsible for flux
anisotropies are completely ionized and made transparent. RT effects are instead
apparent in the jagged ionization front (IF), causing the size of the H II region to
fluctuate along different LOS. I define the radius of the H II region, Rd, along a
given LOS as the distance from the quasar at which xHI > 10
−3, marking the IF.
The RT-induced scatter in the radius of the H II region is seen in Fig. 6.2, via the
probability distribution function (PDF) of Rd resulting from a sample of 1000 LOS
piercing the box through the quasar position. The mean value, 〈Rd〉 = 6.29± 0.37
(1-σ), matches quite well the one derived from the analytical formula (eq. 1.24)
mentioned in the Introduction. In addition, the uncertainty on Rd induced by RT
effects is likely smaller than the experimental error on zQ determination
2.
Next, I derived 1000 mock quasar absorption spectra along the same set of LOS
used for Rd. The details of the adopted technique are given in Gallerani et al. (2006);
in brief, each spectrum is characterized by a spectral resolution R = λ/∆λ ∼ 8000.
To enable comparison with data each spectrum has been smoothed to R = 4500
and Gaussian noise has been added, yielding a signal-to-noise ratio S/N = 50 (see
e.g. Fan et al. 2006b).
From these spectra one can derive the observed H II region radius, Rf . In general,
2Accurate quasar redshift determinations are compromised by the systematic velocity offset
between emission lines of highly-ionized elements (i.e. CIV and SiIV ) and narrow lines probing
directly the host galaxy (i.e. O III or CO molecular lines). Fan et al. (2006b) quantify an induced
mean error in the measured redshift of ∆z ≈ 0.02, corresponding to a proper distance of ∼ 1.2
Mpc at z ∼ 6.
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Rf 6= Rd due to possible effects of the Lyα damping wing absorption arising from
H I located outside the H II region and to resonant absorption from H I inside it. The
definition of Rf is somewhat arbitrary, as the transmissivity of the IGM at z ≈ 6 is a
mixture of dark gaps and transmission peaks (Fan et al. 2006a). As a consequence,
the edge of the H II region cannot be simply identified with the first point at which
the transmitted flux drops to zero. Two different methods have been used so far
in the literature: (i) Rf corresponds to the red side of the GP trough
3, (ii) Rf is
identified by the redshift at which the transmitted flux is > 0.1, when the spectrum
is rebinned to ∆λ=20A˚ (Fan et al. 2006a). Both methods have been applied to
synthetic spectra in order to derive Rf , founding only marginal discrepancies. The
Rf PDF obtained from method (i) is shown in Fig. 6.2 (top panel). From the Figure
a large offset between 〈Rd〉 = 6.29 Mpc and 〈Rf〉 = 4.25 Mpc is seen: i.e. the size
of the H II region extracted from the spectra is systematically underestimated. I
refer to this effect as apparent shrinking. Also shown in Fig.6.2 (middle panel) are
the template and absorbed spectra, along with the nHI density distribution as a
function of observed wavelength, for a representative LOS.
The total GP optical depth τ , responsible for the apparent shrinking, is the
sum of two contributions: the damping wing absorption τd arising from H I outside
the H II region4, and the resonant one, τr, from residual H I inside it. A detailed
analysis of the mock spectra shows that, for xHI = 0.1, the τr contribution to τ
is dominant. This can be appreciated from the lower panel of Fig.6.2, where τr
and τd are plotted separately along the same representative LOS. The substantial
contribution of resonant absorption results from the increase of the average xHI with
physical distance from the quasar due to flux geometrical dilution and attenuation.
Close to the edge we find τr ≈ 400, on average.
The apparent shrinking introduces a mean systematic underestimate of the phys-
ical H II region size, Rd, by ∆R = 〈(Rd−Rf )/Rd〉 = 0.32. Note that the amplitude
of ∆R is well above errors induced by RT effects and uncertainties in the quasar
parameters. ∆R has a considerable dispersion around the mean value above, mostly
due to the large fluctuation of Rf along different LOS (see Fig. 6.2). In addition,
there is no specific correlation between Rd and Rf along different LOS. Both these
effects can be understood from the fact that Rf depends on the Lyα optical depth,
which in turn is much more sensitive than the ionizing continuum opacity to tiny
fluctuations of xHI inside the bubble. In order to properly predict such fluctuations,
is very important to perform accurate RT calculations.
In practice, though, the lack of correlation between Rd and Rf makes it very
3As far as this work is concerned, I take into account the Lyα GP trough. The analysis of the
Lyβ region could provide a larger Rf size. See the Summary at the end of the chapter for further
discussion.
4If the quasar H II region is embedded in a partially neutral IGM, the H I outside the H II region,
can produce significant absorption at wavelengths that in physical space correspond to the ionized
region (see e.g. Madau & Rees 2000).
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Figure 6.2: Upper panel: Probability distribution function for Rd and Rf (physical
units) using 1000 LOS through the simulation box. The offset between the two
distributions quantifies the apparent shrinking (see text). Central panel: Illustrative
template (dashed line) and absorbed (solid dark) spectra, along with the nHI density
distribution (light gray) as a function of observed wavelength, for a representative
LOS. Bottom panel: Contributions to the total GP optical depth, τ , from neutral
hydrogen within (τr, dark) and outside (τd, light gray) the H II Region for the same
LOS shown in the middle panel.
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Figure 6.3: Likelihood contours (68 and 95 per cent confident limit) for the Rf
distribution in the (xHI , tQ) plane. The cross and triangle indicate the most likely
values (xˆHI , tˆQ) for Rf and Rd distributions, respectively. The square is the same
quantity derived from the observed quasar sample.
difficult to precisely derive Rd from the observed spectrum, making it crucial to
quantify the reliability of xHI constraints obtained from Rf measurements in high-
z quasar spectra. To address this issue, I have performed a maximum likelihood
analysis of the results. Given the Rf distribution derived from synthetic spectra
by applying method (ii), I have calculated its likelihood function (LF) to match a
Gaussian distribution, G(R), of mean value given by eq. 1.24, and r.m.s. equal to
that of Rf . The following priors are imposed: N˙γ = 5.2 × 1056 s−1, xHI ∈ [0, 1],
tQ ∈ [106, 108] yr. For the quasar lifetime tQ a lognormal prior with mean equal to
tQ = 10
7 yr is assumed; uncertainties in N˙γ can be absorbed into tQ variations. I have
rejected (xHI ,tQ) pairs yielding Rd values outside the extent of the Rf distribution.
The LF maximum, (xˆHI ,tˆQ), identifies the most likely values inferred from a given
sample of observed quasar spectra. I find (xˆHI , tˆQ) = (0.34, 10
7yr), point marked by
a cross in Fig.6.3: however, these values lay 2-σ away from the actual values used in
the simulation (xHI , tQ) = (0.1, 10
7yr), i.e. those that I would like to recover. As a
sanity check I have repeated the maximum likelihood analysis on the Rd distribution,
and indeed I find that the maximum coincides with the simulation values (triangle
in Fig. 6.3).
I conclude that the apparent shrinking effect induces an overestimate of the xHI
by a factor5 ≈ 3. It is worth noting that, although our Rf distribution has been
5The amplitude of the apparent shrinking effect could be decreased by defining Rf as the red
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drawn from a simulation of a single quasar with fixed intrinsic properties (N˙γ , tQ,
zQ), the range of acceptable xHI values is quite large. For example, fixing tQ to
the simulation value, 107 yr, still allows xHI > 0.1, 0.07 to a 1 - σ, 2 - σ confidence
level. Possible dispersion in the intrinsic properties of the quasar sample are likely
to make the xHI determination even more difficult.
The maximum likelihood analysis has been applied also to a sample of 6 observed
QSOs, having zQ ∈ [6.0, 6.2], whose spectra have been studied by Fan et al. (2006a).
Such authors give the measured radii scaled to a reference common quasar absolute
magnitude M1450 = −27. I have then calculated the LF of the sample of observed
spectra to match a Gaussian with mean value given by eq.1.24 where N˙γ is scaled
to6 M1450 = −27, retaining the observed sample luminosity dispersion.
In this case the LF maximum is (xˆHI , tˆQ) = (0.06, 10
7), shown as a square in
Fig.6.3. By taking into account the overestimate of this result due to the apparent
shrinking effect, and the uncertainties on the location of the maximum induced
by the wide range of acceptable xHI values, I find that this study slightly favors
a mostly ionized universe at z ≈ 6.1. By varying N˙γ in the range [2.7, 7.7] × 1056
suggested by Mesinger & Haiman 2004, and scaling the theoretical radii accordingly,
the results are always consistent with xHI < 0.2.
6.2 Transverse proximity effect
In Chap. 5, I have discussed the possibility that the transmissivity windows ob-
served in QSO absorption spectra are produced by ionizing sources whose bubbles
intersect the lines of sight to the target QSO. In this case one could ask if the source
responsible for the HII region would be detected in the observed field. If the origin
of transmissivity regions resides in bubbles around high-z galaxies, these sources are
too faint to be seen in the SDSS; however, deep HST imaging (Stiavelli et al. 2005)
could detect such objects. On the contrary, if the HII region of a quasar intervenes
along the LOS to an higher redshift quasar, the first could be observed in the SDSS
field.
Mahabal et al. 2005 have discovered a faint quasar (RD J1148+5253, hereafter
QSO1) at z = 5.70 in the field of the highest redshift quasar currently known
(SDSS J1148+5251, hereafter QSO2) at z = 6.42. In this Section7 I study the
QSO2 transmitted flux, in order to analyze the proximity effect of QSO1 on the
side of the GP trough in the Lyβ region (Rβf ). A clear offset between the red side of the GP
trough in Lyα and Lyβ has been observed in the spectrum of the QSO SDSS J1030+0524 (White
et al. 2003, Mesinger & Haiman 2004).
6The following scaling is used: N˙γ = N˙γ,0×10(−27−M1450,0)/2.5. I use N˙γ,0 = (5.2±2.5)×1056s−1
and M1450,0 = −27.2 which are the estimated values for the z = 6.28 QSO SDSS J1030+0524.
7The presented study of the transverse proximity effect is based on the semi-analytical modeling
presented in the previous chapter. A work in progress concerns with the application of the same
analysis to RT simulations.
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QSO2 spectrum. For clarity, Fig. 6.4 presents a schematic picture of the considered
geometry. Note that I assume zQSO1em = 5.65 for a reason that will become clear at
the end of the section. The two QSOs have a projected separation of 109”, which
corresponds to R⊥ = 0.66 Mpc. The line of sight to QSO2 intersects the bubble
produced by QSO1 for a redshift path (∆zprox) whose length depends on the radius
of the HII region (RHII) itself. I find RHII = 22 Mpc, by plugging in eq. 1.24 the
following values: tQ = 10
7yr, xHI = 8.4 × 10−5, N˙γ = 4 × 1055sec−1, where xHI is
provided by the mean value between those predicted by the ERM/LRM models at
z = 5.7 (see rightmost panel of Fig. 5.1), while N˙γ is compatible with the luminosity
of a QSO 3.5 magnitudes fainter than QSO2 (Mahabal et al. 2005). Given RHII , the
region ∆zprox extends from z = 5.36 up to z = 5.97. I re-compute xHI along the LOS
to QSO2, adding to the general UVB photoionization rate ΓHI the photoionization
rate ΓQSO1HI provided by QSO1, given by:
ΓQSO1HI =
(
α− 1
α− 2
)
N˙γσ0
4πR2
, (6.1)
where R is the distance from QSO1 to the LOS, σ0 is the Thompson scattering
cross-section, and α = 1.5 is the spectral index of the QSO continuum.
In Fig. 6.5 I compare the observed transmitted flux in the spectrum of QSO2
with the simulated fluxes along 3 different LOS with (bottom row) or without (top)
including the contribution from QSO1 to the total ionizing flux. For brevity, I refer
to these case as “with bubble” or “without bubble”. Visual inspection of Fig. 6.5
shows that the case “with bubble” is in better agreement with observations. Such
statement can be made more quantitative by introducing a quantity denoted Peak
Spectral Density (PSD), i.e. the number of peaks per unit λRF interval. To com-
pute the PSD for the two cases, I fix two different values for the flux threshold inside
(F INth = 0.01) and outside (F
OUT
th = 0.08) the bubble. While F
OUT
th is the same as
the value used in this work so far, F INth has been chosen accordingly to the maximum
observed noise r.m.s. deviation (for reasons explained in the Appendix) in the λRF
interval corresponding to ∆zprox, namely 1043− 1142A˚. For both the observed and
simulated spectra, I compute the PSD inside and outside the bubble, finding the
following results:
(PSDOUTobs , PSD
IN
obs) = (0.11, 0.38);
(PSDOUTsim , PSD
IN
sim) = (0.03
+0.06
−0.03, 0.15
+0.09
−0.09).
Observationally, the PSD is found to be ≈ 3.5 times8 larger inside that bubble than
8This factor depends on the flux threshold used. For example, it is reduced to ≈ 2 if F INth =
FOUTth = 0.05. Nevertheless, for the purpose of this test what really matters is the boost of this
factor moving from outside toward inside the bubble.
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Figure 6.4: Toy picture: Relative positions of quasars SDSS J1148+5251 (QSO2,
zem = 6.42) and RD J1148+5252 (QSO1, zem = 5.70). The projected separation is
denoted with R⊥, while the size of the HII region produces by QSO1 is called RHII .
The redshift path in which the bubble produced by QSO1 intersects the LOS to
QSO2 is denoted with ∆zprox.
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Figure 6.5: Leftmost panels: Observed transmitted flux (black spectra) in the spec-
trum of QSO SDSS J1148+5251 (QSO2, zem = 6.42). The solid black line shows
the redshift path (∆zprox) in which the bubble produced by QSO RD J1148+5252
(QSO1, zem = 5.65) intersects the LOS to QSO2. Top panels (ai), with i=1,3: Sim-
ulated fluxes (cyan spectra) along 3 different random LOS (cases “without bubble”).
Bottom panels (bi), with i=1,3: Simulated fluxes (magenta spectra) along the same
LOSs shown in the top panels, taking into account the contribution from QSO1 to
the total ionizing flux (cases “with bubble”).
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Figure 6.6: Evolution of the optical depth τ as a function of the distance R from
QSO1. Filled circles denote the observed mean value for τ , while error bars represent
the maximum and the minimum observed τ at a given distance from the foreground
QSO. Solid (dotted) magenta lines are the mean (maximum/minimum) values from
500 simulated LOS, computed adopting the case “with bubble”.
outside it. This boost is quite well reproduced by the simulated PSD, although their
absolute values are somewhat lower than the observed ones.
The physical interpretation of the results reported in this Section is the following.
In the λRF (redshift) interval 1085−1094 (5.62−5.68), where ΓQSO1HI ∼> ΓHI, most of
the gaps present in the case “without bubble” disappear, making room for peaks, as
a consequence of the decreased opacity in the proximity of QSO1. The enhancement
in the transmissivity decreases for λRF smaller (larger) than 1085 (1094) A˚, since at
the corresponding redshift ΓQSO1HI ∼< ΓHI. These results (i) confirm the detection of a
proximity effect, (ii) show that the redshift stretch affected by the proximity effect
is < ∆zprox
9.
As a final test for the presented model, I compute the observed evolution of the
optical depth as a function of the distance R from QSO1 and compare it with the
predictions of model ”with bubble”; the result is shown in Fig. 6.6. The agreement
9Note that this study does not consider the fact that the mean opacity strongly increases at
the edge of the bubble (Maselli et al. 2007), resulting in an even smaller region interested by the
proximity effect. For a more accurate determination of the boundary of the HII region radiative
transfer calculations are needed. Nevertheless, for what concerns this study, radiative transfer
effects do not alter the final conclusions.
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Figure 6.7: Evolution of the optical depth τ as a function of the distance R from
QSO1. Filled (empty) circles represent the results obtained by assuming zQSO1em =
5.65 (5.7).
between observations and simulations is at 1-σ confidence level for 80% of the plotted
points. For R ∼< 4 Mpc, the mean optical depth 1.5 ∼< τ¯ ∼< 3.5 is lower than the
mean value expected at z¯ = 5.7 (τ¯5.7 ≈ 4); it approaches τ¯5.7 at distances larger than
Rτ ∼ 4 Mpc. By taking the difference between Rτ and R⊥, this study allows to set
a lower limit on the foreground QSO lifetime tQ >
Rτ−R⊥
c
≈ 18 Myr.
Note that the presented model does not take into account neither (i) the cluster-
ing of the ionizing sources, nor (ii) the overdense environment expected around the
QSO. Both these effects, in principle, could strongly affect the IGM ionization state,
albeit in opposite ways. While clustering of sources would enhance the transmis-
sivity in the QSO near-zones, the overdense environment would tend to suppress it.
The fact that I found agreement between observations and the proposed modeling
could indicate that, at least along this LOS, the two effects compensate. For what
concerns (ii), by comparing the optical depth evolution observed in the proximity
regions of 45 QSOs at zem ∼> 4 with theoretical expectations, Guimaraes et al. 2007
find evidence for a density bias correlated with the QSO luminosity. Since QSO1 is
much fainter than the QSOs studied by Guimaraes et al. 2007 it seems likely that
neglecting such effect does not introduce a significant error. However, the extension
of the proposed approach to a larger sample could clarify the relation between the
clustering of sources and the overdensities in which massive objects are likely to be
embedded.
In Sec. 5.3, I estimate the QSO1 luminosity required to explain the observed
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Pmax value, and we comment on the result dependence from ft. Plugging in eq.
5.3 the value ft ≈ 0.03 computed inside the proximity region, I obtain an effective
size for RHII ; by further using eq. 1.24, this translates into N˙γ = 9.2 × 1055 s−1,
a value in quite good agreement with the QSO1 ionizing rate quoted by Mahabal
et al. 2005.
Finally, I comment on choice zQSO1em = 5.65. In Fig. 6.7 I compare the optical
depth evolution as a function of the distance from QSO1 obtained assuming zQSO1em =
5.65 (filled circles) with the case in which zQSO1em = 5.70 (empty circles). While in
the former case τ is low at small R and approach the global mean value at large
R, in the latter case the optical depth evolution does not show the expected trend.
As the redshift z = 5.70 reported by Mahabal et al. 2005 is based on the peak of
the Lyα emission line, the estimated error from such procedure is ∆z ≈ 0.05, i.e.
consistent with the error suggested by the analysis of the proximity effect.
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Additional lighthouses: GRBs
As mentioned in the previous chapters the statistics of the dark portions (gaps) in
the QSO absorption spectra could provide important information on the ionization
state of the high-z IGM. These results encourage the application of a similar analysis
to GRBs. In this chapter I present the results of a work in progress which aims at
investigating cosmic reionization using absorption line spectra of high-redshift GRB
afterglows.
7.1 GRB emission properties
A database of synthetic GRB afterglow spectra has been builted starting from the
observed spectral energy distribution and time evolution of the most distant GRB
detected up-to-now, i.e. GRB 050904 (Tagliaferri et al. 2005, Kawai et al. 2006).
The unabsorbed afterglow spectrum of GRB 050904 can be parameterized as Fν ∝
ναtβ , with α ∼ −1.25 (Haislip et al. 2006, Tagliaferri et al. 2005). The observed
temporal decay up to 0.5 days from burst is well described by a power-law index of
−1.36±0.06, followed by a plateau phase with β = −0.82±0.15 lasting until 2.6 days
after burst (Haislip et al. 2006). The further afterglow evolution can be described
assuming β = −2.4 ± 0.4 (Tagliaferri et al. 2005). Finally, the intrinsic GRB
050904 optical spectrum has been normalized in order to reproduce the observed
flux of ∼ 18 µJy as measured at 1 day from burst in the J band (Haislip et al
2006). I show results for GRBs located in the range 6.2 ≤ z ≤ 6.7, which appears
to be the crucial one in order to properly follow the latest (overlapping) phases of
reionization history. Starting from the observed afterglow spectrum and evolution
of GRB 050904, I compute the rest frame spectrum between Lyα and Lyβ for GRBs
at different times from the burst.
117
7. Additional lighthouses: GRBs
7.2 Reionization tests
To simulate GRB absorption spectra I use the procedure introduced in Chap. 3
and the reionization models (ERM/LRM) described in Chap. 5. The main idea
of this study is to exploit the statistics of the transmissivity gaps imprinted by
the intervening IGM neutral hydrogen on otherwise smooth power-law spectrum of
high-redshift GRBs. On general grounds, I expect that at any given redshift, but
particularly above z = 6 where differences become more marked, the value of xHI
is higher in the LRM than predicted by ERM. As a result, it is expected that the
gaps tend to be wider and more numerous if reionization completes late. Moreover,
the level of neutral hydrogen fluctuations along the LOS to the GRB differs in the
two models: the GRB flux decay can then be used as a tunable low-pass filter which
allows to study the growth of gaps with time. Such evolution is indeed different in
the two models (e.g. look at Fig. 7.1 and Fig. 7.2). The time dependence of the
afterglow represents a noticeable advantage with respect to the case in which the
background source is a quasar, as in practice it is possible to multiply sample the
same LOS at different times after the burst.
To put the above arguments on more quantitative grounds, I have derived the
evolution of the largest dark gap found in synthetic afterglow spectra with time
after explosion. I have considered a reasonable case in which the afterglow spectra
of 5 GRBs with 6.2 < zGRB < 6.7 can be obtained. According to the most recent
estimates involving the lower trigger sensitivity, this goal can be achieved by Swift in
less than one year (Salvaterra et al. 2007b). The results of the calculation are shown
in Fig. 7.3 for the ERM and LRM cases. The differences caused by the two different
reionization histories are striking. Since the beginning (it is assumed that the first
spectrum can be obtained as early as t = 0.1 d) the width of the gaps is a factor
≈ 2 times wider in the LRM (45A˚ vs 22A˚) than in the ERM. Both models predict
an increase of the width with time which is initially steeper and then flattens out
around t = 3 d; note that even within the generous errors attached to every point,
the two curves are clearly separated. At early times (t < 1 d), in particular, the small
variance of the ERM points will enable an optimal discrimination. These findings
outline the importance of the time evolution of GRBs. For example, measuring a
largest gap with Wmax = 60 A˚ does not necessarily favor one of the two reionization
histories. It is only when such information is couple with the time at which such
gap is observed that allows to discriminate between the two models.
The results point also towards two very important, and potentially interesting,
redshift-dependent features, both related to the thickening of the Lyα forest, which
becomes on average more neutral towards higher redshifts. First, there is an overall
shift towards larger Wmax values of both ERM and LRM curves from zGRB = 6.3
to zGRB = 6.7. This is a consequence of the thickening of the Lyα forest, which
becomes on average more neutral. Second, the rate at which gaps grow in width
and saturate is seems to strongly correlate with redshift. Concentrating on the LRM
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Figure 7.1: Observed flux evolution with time for zGRB = 6.2. ERM on the left,
LRM on the right. From bottom to top: 0.1d, 0.2d, 0.3d, 1d, 3d, 5d. In cyan the
largest dark gap.
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Figure 7.2: Observed flux evolution with time for zGRB = 6.7. ERM on the left,
LRM on the right. From bottom to top: 0.1d, 0.2d, 0.3d, 1d, 3d, 5d. In cyan the
largest dark gap.
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Figure 7.3: Evolution of the largest transmissivity gap found in GRB afterglow
spectra as a function of time (t=0.1, 0.2, 0.3, 1, 3, 5 days) after the explosion in
the observer rest–frame for the two selected GRB redshifts z = 6.3 (left panel)
and z = 6.7 (right). The solid (dashed) line refers to Early (Late) Reionization
Model, with the error bars showing the maximum and minimum largest gap in the
5 LOS considered. Black points refer to the largest gap measured in the spectrum
of GRB 050904 afterglow.
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model, we note that while the flat part of the curve is reached only after ≈ 3 d at
zGRB = 6.3, it only takes one day to reach the same level at zGRB = 6.7; in addition,
the separation of the ERM and LRM Wmax(t) curves is much more pronounced as
z increases.
In conclusion, the analysis of the time growth of the largest gap has clarified
that: (i) it is important to obtain a spectra as soon as possible after the burst, (ii)
it is is easier to discriminate among different reionization histories using the highest
available sample of GRBs.
I apply this analysis to the spectrum of GRB 050904 obtained 3.4 days from the
burst (Kawai et al. 2006), whose largest dark gap is Wmax ∼ 63 A˚ in the source
rest frame. The black point in Fig. 7.3 marks the position in the Wmax–t plane
for GRB 050904, showing clearly that the ERM is favored by the data. In the
LRM the typical Wmax is as large as 110 A˚, well above the observed value. Even
considering statistical fluctuations, I find that the detection of a LOS containing
such the relative small largest dark gap found in GRB 050904 afterglow spectrum
represents a rare event in the LRM, being the data point more than 1σ away from
the model predictions. This is due to the fact that many, relative large, neutral
regions are still present in the IGM at z = 6.3 for this model, resulting in a average
large Wmax. In the case of ERM, reionization is almost complete already at z ∼ 7
and smaller largest gaps are expected to be observed at the redshift of GRB 050904.
For 3.4 days from burst, the typical Wmax in the ERM is ∼ 65 A˚ pretty consistent
with the largest gap found in GRB 050904 afterglow spectrum.
Given this encouraging result, a more detailed statistical analysis of the GRB
spectra should be envisaged. Suppose that a GRB whose redshift is known is ob-
served (typically in the J-band) at a given flux level, Fν . One can then ask what
is the probability to find in its afterglow spectrum the largest gap in a given width
range. This probability can be drawn from the model by analyzing a large number
of synthetic spectra corresponding to the chosen pair (zGRB, Fν) and counting the
number of LOS containing a largest gap in the given range. In order to ensure
statistical convergence of the result, I have experimented with a different number of
LOS, ranging from 10 to 500 per (zGRB, Fν) pair. I find that 50 lines always provide
a probability value within 0.1% of the converged one. Decreasing the number of
LOS is crucial to limit the CPU time necessary to densely sample a large area of
the (zGRB , Fν) plane. I show the resulting largest gap probability isocontours in Fig.
7.4 for 40≤ Wmax ≤ 80 A˚ (top panels) and 80 ≤ Wmax ≤ 120 A˚ (bottom panels).
The left (right) panel shows the results for the ERM (LRM). The isocontours corre-
spond to probability of 15%, 30%, 45%, and 60%. It is evident that the two models
populate the (zGRB, Fν) plane in a very different way. In particular, for largest gaps
in the 40–80 A˚range, the highest probability is obtained for fainter afterglow in the
ERM with respect to the LRM. For example, at z = 6.5 the probability is larger
than 60% for fluxes 6 <∼ Fν <∼ 40 µJy in the ERM, whereas similar probability are
found in the LRM only for Fν
>∼ 160 µJy. For largest gap in the range 80–120 A˚,
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Figure 7.4: Isocontours of the probability that the afterglow spectrum of J-band flux
Fν associated with a GRB at redshift zGRB, contains a largest gap in the range 40–
80 A˚(top panels) and in the range 80–120 A˚(bottom panel). The left (right) panel
shows the results for the ERM (LRM). The isocontours correspond to probability of
15%, 30%, 45%, and 60%. The black point indicates the position in the (zGRB , Fν)
plane of GRB 050904.
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the probability is in general higher in the LRM with respect to the ERM. Note
that, in the ERM, only a few spectra should contain largest gap in this range for
Fν
>∼ 10− 40 µJy.
Fig. 7.4 allows a direct and simply comparison between data and model results.
Once observed the afterglow of a burst with known redshift zGRB and J-band flux
Fν , and measured its largest gap, the plot provides immediately the probability to
find such a largest gap in the two models. I apply this procedure to GRB 050904
(see black point in Fig. 7.4). The probability in the ERM is as high as 45%, i.e.
almost half of the LOS contains a largest gap in the range 40–80 A˚ for a burst with
the redshift and flux of GRB 050904. Moreover, the data point is very close to the
region of highest probability. For a late reionization model, the probability drops
to ∼ 15% and the data point is very far from the high probability region, clearly
indicating that in this scenario the GRB 050904 observation represents a much rarer
event. Thus, this analysis confirms that GRB 050904 favors (statistically) a model
in which reionization was already complete at z ∼ 7.
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Conclusions
During my PhD I have studied the reionization impact on the properties of the IGM
by comparing observational data of QSO absorption spectra with simulations. To
this purpose, I have developed a code to produce synthetic QSO absorption spectra
along random LOS. I have considered two different reionization scenarios, based on
self-consistent models of Choudhury & Ferrara 2005 and Choudhury & Ferrara 2006:
(i) an Early Reionization Model (ERM) characterized by a highly ionized IGM at
z > 6, and (ii) a Late Reionization Model (LRM) in which reionization occurs at
z ≈ 6.
Testing reionization models at z < 6
In order to constrain cosmic reionization history I have applied various statistical
diagnostics to the transmitted flux of the Lyα forest. First, I have extensively tested
simulated results against available data at z < 6 and found that ERM and LRM
are equally successful at explaining the observational results. In particular, they
reproduce very well the observed Gunn-Peterson optical depth redshift evolution,
the Probability Distribution Function of the transmitted flux, and the Dark Gap
Width Distribution. This comparison allows to draw a few conclusions: (i) the Lyα
forest observations at z < 6 are unable to discriminate early vs. late reionization
scenarios; (ii) the same data cannot exclude that reionization took place at z > 6.
Models predictions at z > 6
In order to make further progress higher redshift quasar spectra are necessary, which
are likely to become soon available as SDSS is expected to find ∼ 20 luminous
quasars in the redshift range 6 < z < 6.6. By extending model predictions to higher
redshifts I find that: (i) the mean and the PDF of the transmitted flux are essentially
useless to constrain the ionization state at z ∼> 6 as most of the pixels are consistent
with zero transmission (independent of the ionization state), i.e. in practice these
statistics probe the noise distribution; (ii) the dark gap width distribution (DGWD)
is very sensitive to the reionization history. I expect at least 30 per cent of the lines
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of sight (accounting for statistical errors) in the range z = 5.7 − 6.3 to have dark
gaps of widths > 50 A˚ (in the QSO rest frame) if the IGM is in the pre-overlap
stage at z ∼> 6, while no lines of sight should have such large gaps if the IGM is
already ionized. The constraints become more stringent at higher redshifts. I find
that in order to discriminate between early and late reionization scenarios 10 QSOs
at z ∼> 6.6 should be sufficient for the DGWD to give statistically robust results.
(iii) The statistics of the peaks in the spectra represents an useful complement to
the dark gaps and can put additional constraints on the ionization state. As for the
DGWD, I find that this statistics constrains reionization models more efficiently at
high redshifts. In particular, if the universe is highly ionized at z ∼ 6, I expect to
find peaks of width ∼ 1A˚ in 40 per cent of the lines of sight, in the redshift range
6.0− 6.6; on the contrary, the LRM predicts no peaks larger than 0.8 A˚.
Additional constraints from the Lyβ region
As an independent check of the models, I have extended all the above statistics to
the Lyβ spectral region. It turns out that this diagnostics is less powerful than the
analog Lyα one to probe the ionization state of the IGM. Moreover, since the Lyβ
cross section is 5.27 times smaller than Lyα one, the flux is always higher in the
Lyβ region than in the Lyα forest. This implies that to obtain Lyβ constraints as
stringent as those from Lyα, the analysis of QSOs spectra for z > 6.6 is required.
Comparisons with observations at z ≈ 6
As an application of the model I have checked its theoretical predictions against a
sample of 17 QSOs observed by Fan et al. 2006 in the redshift range 5.74 − 6.42,
using the Largest GapWidth (LGW) and Largest Peak Width (LPW) statistics both
to synthetic and observed spectra. I find that both ERM and LRM provide good
fits to the observed LGW distribution, favoring a scenario in which xHI smoothly
evolves from 10−4.4 at z ≈ 5.3 to 10−4.2 at z ≈ 5.6. Discriminating among the two
reionization scenarios would require a sample of QSO at even higher redshifts. In
fact, although according to LRM at z ∼> 6 the reionization process is still in the
overlap phase with a mixture of ionized and neutral regions characterizing the IGM,
only ≈ 10% of the simulated LOS pierce the overlap epoch, and for a redshift depth
∆z ∼< 0.2. This explains why the predicted LGW distributions are quite similar for
the two models considered.
Nonetheless, ERM provides a slightly better fit to observational data with respect
to LRM, favoring zrei ∼> 7. Within the statistical relevance of the observed sample, I
have shown that LRM models can be used to put a robust upper limit xHI < 0.36 at
z = 6.3. For what concerns the LPW distribution I find that observed transmissivity
windows are systematically larger than simulated ones.
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Physical interpretation of the peaks
I have suggested that peaks preferentially arise from underdense regions of the cosmic
density field and also from isolated HII regions produced by either faint quasars or
galaxies. The frequency of the observed peaks implies that the dark matter halos
hosting such sources is relatively large (1012-1013M⊙). Bright QSOs are unlikely to
explain the observed LPW distribution. This is because the required size of the HII
regions from which the peaks originate must be small enough that the QSO should
be visible in the typical field of view1 centered on the target QSO.
The peak width puzzle
The puzzling discrepancy between observed and simulated transmissivity windows
(peaks) size, the former being systematically larger, do not allow to use the LPW
distribution to discriminate different reionization models. Nevertheless, this result
is interesting, since very likely it reflects an unwarranted assumption made by the
model. At least two physical effects, neglected here, could affect the determina-
tion of xHI: (i) non-equilibrium photoionization, and (ii) UV background radiation
fluctuations.
The first assumption is made by the majority of studies dealing with the Lyα
forest. However, if a fraction of the Lyα forest gas has been shock-heated as it
condenses into the cosmic web filaments, it might cool faster than it recombines.
For example, the recombination time trec becomes longer than the Hubble time
when the density contrast is ∆ < 7.5[(1 + z)/6.5]−3/2; hence, large deviations from
photoionization equilibrium are expected where ∆ ≪ 1. Lower values of xHI with
respect to equilibrium are expected in such regions, as a result of the exceedingly
slow recombination rates.
The second possible explanation for the too narrow simulated peaks might reside
in radiative transfer effects, also neglected here. At z ≈ 6 the increase in the
mean GP optical depth is accompanied by an evident enhancement of the dispersion
of this measurement which has been ascribed to spatial fluctuations of the UVB
intensity near the end of reionization. A considerable (up to 10%) scatter in the
UVB HI photoionization rate is expected already at z ≈ 3, as shown by Maselli
& Ferrara 2005 through detailed radiative transfer calculations. The amplitude of
such illumination fluctuations tend to increase with redshift because of the overall
thickening of the forest. Although the observed dispersion in the mean GP optical
depth may be compatible with a spatially uniform UVB (Liu et al. 2006; Lidz et al.
2006), it is likely that a proper radiative transfer treatment becomes mandatory at
earlier times. Basically, the main effect of fluctuations is to break the dependence
of the HI neutral fraction on density. This is readily understood by considering two
perturbations with the same density contrast ∆. If the first is close to a luminous
1For example the size of the field used by Mahabal et al. 2005 is 150”×180”, which correspond
to ≈ 1Mpc2.
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source it will have its xHI depressed well below that of the second one located away
from it. Thus, opacity fluctuations naturally arise. If so, peaks of larger width could
be produced if the density perturbation associated with it happens to be located in
a region where the UVB intensity is higher than the mean.
Proximity effect along the LOS
Radiative transfer calculations, combined with multiphase SPH simulations, have
been used to investigate the possibility of constraining the ionization state of the
IGM at z ≈ 6 by measuring the size of the HII regions in high-z quasars spectra.
I have found that RT effects do not induce strong deviations from spherical
symmetry. The RT-induced dispersion in the HII region size along different LOS is
in fact of the order of roughly 6 per cent of the mean radius which is likely smaller
than the typical error induced on Rd estimates by uncertainties in the quasar redshift
determinations.
By deriving and analyzing mock spectra through the simulated quasar environ-
ment I have found that the HII region size deduced from quasar spectra, Rf , typically
underestimates the physical one by 30 per cent. The fact that the observed HII re-
gion sizes can substantially underestimate the size of the region impacted by the
ionizing radiation of the quasar was already noted by Bolton & Haehnelt (2006),
but the results obtained in the present work give the first quantitative estimate of
the effect to which I refer to as apparent shrinking. In the studied case (xHI = 0.1),
the apparent shrinking is almost completely due to resonant absorption of residual
HI inside the ionized bubble. This contribution is highly fluctuating along different
LOS, resulting in a large dispersion of the observed radii distribution. This is mainly
due to the fact that Rf depends on the inner Lyα opacity, which is highly sensitive
to nHI fluctuations.
I have applied a maximum likelihood analysis on a sample of 1000 mock spectra,
showing that the apparent shrinking effect induces an overestimate of the xHI by a
factor ≈ 3, if the IGM is only partially ionized (xHI = 0.1). Moreover, by applying
the above analysis to a sample of observed QSOs (Fan et al. 2006), I conclude that
this study favors a mostly ionized universe at z ∼ 6.1 (xHI <∼ 0.06). Uncertainties
remain due to the fact that this result depends on the assumed QSO properties, as
its luminosity and lifetime. Moreover, the range of acceptable xHI values associated
to a given sample of measured radii is quite large. In fact, even if the Rf sample
has as most probable value xHI = 0.34, it still allows xHI > 0.1, 0.07 to a 1-σ, 2-σ
confidence level. This suggests that measurements of the HII size in quasar spectra
can only provide rough constraints on xHI , as long as the knowledge of intrinsic
properties of observed QSOs remains incomplete.
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Transverse proximity effect
I have studied the case of an intervening HII region produced by the faint quasar
RD J1148+5253 (QSO1) at z = 5.70 along the LOS toward the highest redshift
quasar currently known (SDSS J1148+5251, QSO2) at z = 6.42.
I have analyzed the proximity effect of QSO1 on the QSO2 spectrum. Moreover,
I have build up a simple model to estimate the location/extension of the proximity
zone. Within the proximity region of QSO1 I have found an increased number
of peaks per unit frequency with respect to segments of the LOS located outside
the quasar HII bubble. Moreover, I have computed the observed evolution of the
optical depth as a function of the distance R from QSO1 and compared it with
the predictions of the theoretical model. The agreement between observations and
simulations is at 1-σ confidence level for 80% of the plotted points. For R ∼< 4 Mpc,
the mean optical depth 1.5 ∼< τ¯ ∼< 3.5 is lower than the mean value expected at
z¯ = 5.7 (τ¯5.7 ≈ 4); it approaches τ¯5.7 at distances larger than Rτ ∼ 4 Mpc, thus
providing a strong lower limit on QSO1 lifetime of tQ > 18 Myr. The above results
support the idea that the LOS to QSO2 is indeed sampling the proximity region of
QSO1.
It is worth noting that searches for the transverse proximity effect in the HI Lyα
forest at z ≈ 3 (Schirber et al. 2004) have been so far unsuccessful. Such effect has
been identified only by HeII absorption studies (Worseck & Wisotzki 2006; Worseck
et al. 2007). Thus, the results shown represent the first-ever detection in the HI
Lyα forest.
Additional lighthouses: GRBs
A work in progress consists with the investigation of cosmic reionization using ab-
sorption line spectra of high–z GRB afterglows.
I have explored the evolution of the largest gap found with the observed time
after the burst, finding that this analysis can robustly distinguish among different
reionization histories. I have then computed the probability to find the largest gap
of a given width range for burst afterglows of observed flux Fν , and redshift zGRB .
Different reionization scenarios populate the (Fν , zGRB) plane in a very different way,
allowing to distinguish between ERM and LRM. I provide a useful plot (See Fig.7.3)
that allows a direct comparison between observational data and model results.
I apply the above procedure to the only known GRB at z ≥ 6, i.e. GRB 050904
at z = 6.29. At this redshift, the expected largest gap at 3.4 days from explosion, i.e.
the time at which spectroscopic data of the afterglow are taken, has typical value of
∼ 65 A˚ in the ERM, whereas it is a factor of two larger in the LRM. The measured
largest gap in GRB 050904 afterglow spectrum is indeed ∼ 63 A˚, clearly favoring an
early reionization scenario. Moreover, the probability that a LOS corresponding to
GRB 050904 contains the largest gap in the range 40–80 A˚, is in this case as high
as ∼ 45%, i.e. almost half of the possible LOS presents such a largest gap. On the
129
8. Conclusions
contrary, only one in seven LOS is expected to have the largest gap in this range
for the LRM. Thus, the study of gap statistics in GRB 050904 afterglow spectrum
seems to point toward a model in which the reionization was already complete well
before z ∼ 6.
Summary
I have applied several statistical analysis to synthetic and observed absorption spec-
tra. By comparing observational with simulated results I conclude that the study
presented in this Thesis favors a reionization model in which the EOR is at z ∼> 7,
thus suggesting a mostly ionized IGM at z ≈ 6. Larger samples of QSO absorption
spectra and GRB afterglow spectra at z ≥ 6, likely available in the near future, will
allow a more refined analysis and possibly provide even more stringent constraints
on the cosmic reionization history.
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APPENDIX
9.1 Lognormal approximation vs. simulations
In this Appendix, I compare various Lyα flux statistics (PDF and DGWD) com-
puted using the lognormal model with those obtained from numerical simulations.
Of course, a thorough verification of the lognormal approximation would require a
comparison with full hydrodynamical simulations; however, since it has been found
that the HydroPM simulations are able to reproduce most of the physical properties
of the Lyα forest and are computationally much less expensive, HydroPM simula-
tions are used for the purpose of this work. The comparison presented here is mainly
to justify the lognormal approximation for doing statistics with Lyα forest at z ≈ 6
– this is not intended to be a rigorous justification for the lognormal approximation
for the baryonic density field.
While comparing semi-analytical models with HydroPM simulations, one should
keep in mind that the two models are not at all similar in their treatment of the
reionization histories. While the semi-analytical models adopted in my study treat
the reionization as an extended and gradual process with different ionized regions
overlapping gradually, the simulations consider an abrupt reionization. Since sort-
ing out such issues require much detailed effort, the comparisons are restricted to
the post-reionization epoch (i.e., z < 6) and the parameters (cosmological model,
T0, γ,ΓHI) are chosen in the semi-analytical model in a manner that they have the
same values as HydroPM simulations at z < 6. This allows to have a fair comparison
between the lognormal model and numerical simulations with uncertainties due to
different reionization histories under control.
HydroPM simulations have 1283 particles in a 12.8h−1 Mpc box, with a mesh
size of 100h−1 kpc. At various redshift outputs, random LOS were chosen along
different directions and the corresponding density and velocity fields were calculated.
It is then straightforward to obtain the transmitted flux along the LOS given the
values of different parameters related to the IGM. Box size and resolution are similar
in semi-analytical and HydroPM simulations so that the resolution effects are not
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Figure 9.1: Comparison of the PDF of transmitted flux obtained from lognormal
model, shown as solid lines, with that obtained from HydroPM simulations, shown
as points with error bars. The vertical error bars represent dispersion along different
lines of sight, while the horizontal error bars denote the bin size. I show the results
for three redshifts z = 4.5 (left panel), z = 5.0 (middle panel) and z = 5.5 (right
panel).
Figure 9.2: Same as in Figure 9.1 but for DGWD.
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substantial. No observational artifacts (smoothing, noise etc) have been added so
that the comparison is restricted to physical properties of the IGM. The PDF and
DGWD are computed as described in the main text.
The results for PDF and DGWD are shown in Figures 9.1 and 9.2 respectively
for three redshifts 4.5, 5.0 and 5.5. At redshifts lower than 4.5, the frequency of gaps
reduces considerably and hence, in some sense, the usefulness of the gap statistics
becomes irrelevant. On the other hand, at higher redshifts, the size of the gaps
become of the order or larger than the box size of the HydroPM simulations, and
hence one needs to use considerably larger box sizes to carry out the comparison.
Furthermore, at redshifts closer to 6, the physical properties of the IGM might be
affected by details of the reionization history (particularly if the reionization is late),
and hence the comparison is restricted to z < 5.5.
As can be seen from the Figure, the agreement between lognormal approximation
and HydroPM simulations is excellent at z = 5.5, both for the PDF and the DGWD.
The agreement is slightly less for z = 5.0 and is acceptable (within 1σ) at z = 4.5.
It is thus clear that the lognormal model can be used reliably for Lyα transmitted
flux statistics, particularly at high redshifts.
9.2 Volume filling factor of ionized regions
In Sec. 4.4 physical properties of different reionization models have been discussed.
In particular it results that in the Late Reionization Model (LRM) the IGM is
characterized by two distinct phases at z ∼> 6, namely an ionized and a neutral
phase. The aim of this Appendix is to explain how the fully neutral regions are
distributed along different lines of sight in the LRM, taking into account the scatter
and evolution in the volume filling factor QHII(z) of ionized regions. The method
consists of two parts which are described in the two following subsections:
9.2.1 Calculation of the one dimensional filling factor qHII(z)
This involves the geometrical translation of the three-dimensional filling factorQHII(z)
to a distribution of the one dimensional filling factor qHII(z) along different lines of
sight. This calculation can be performed once QHII(z) and the geometry of the
neutral regions are known.
I start the procedure with a three-dimensional box with two spatial directions
(representing two directions on the sky) and one direction along the redshift axis
(representing the direction along the line of sight). The spatial extent of the box can
be arbitrary as I am only doing a geometrical exercise. I divide the box into (thin)
redshift slices and within each slice distribute a number of neutral regions according
to the value of QHII(z) at that redshift. Note that this procedure automatically
takes into account the evolution in the volume filling factor. However, the value of
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QHII(z) at a redshift does not contain information of the typical sizes and shapes of
the neutral regions. I thus consider the two most extreme cases, one in which the
neutral regions are distributed in a completely random manner with no clustering,
while in the other case I put maximally correlated neutral regions which are of the
largest size allowed by the value of QHII(z) at that given redshift. In the first case,
the box is characterized by numerous neutral regions of very small sizes, while in
the second one, the box consists of bigger neutral blobs representing the maximum
clustering of neutral regions. While in reality, none of these cases may represent the
geometry of the neutral regions, they nevertheless represent the two extremes and
thus this procedure ensures that the actual case is somewhere between these.
Once I have distributed the neutral regions within the three-dimensional box,
I shoot numerous lines of sight through it. Each line of sight intersects different
neutral regions at different redshifts, and thus I can calculate the one-dimensional
filling factor qHII(z) along each of them. Thus, given a single QHII(z), I build up a
distribution of qHII(z) characterizing each line of sight. Using this distribution, I am
not only able to take into account the evolution in QHII(z), but also the intrinsic
scatter (or, cosmic variance) in the distribution of neutral regions.
9.2.2 Correlating neutral regions with the density field
Now that I have found out (at least) two ways of calculating qHII(z) along a given
line of sight, I have to accordingly distribute the neutral pixels along the same.
For this, it is essential to know whether the neutral regions have any correlation
with the density field. The Lyα forest arises mostly from baryonic overdensities of
a few (∼< 5) and it is not clear whether the neutral regions have any correlation
with densities within such ranges (the correlation is much more established in case
of higher densities). Hence I have tried both the options; in the first case, I have
distributed the neutral pixels along the line of sight without any consideration for the
density field, while in the second case I distribute the neutral pixels such that high
density regions are preferentially neutral at the same time preserving the evolution
trend of qHII(z).
9.2.3 Different LRMs
Since I have two ways of calculating the one-dimensional filling factor and further-
more have the freedom in choosing whether the neutral regions are correlated with
the density field, I can devise various LRMs which will cover all the extreme possi-
bilities of distributing the neutral regions.
• LRM: While computing the distribution of the one-dimensional filling fac-
tor, I assume that the neutral regions are distributed randomly, and while
distributing the neutral pixels along lines of sight, I assume that they have
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Figure 9.3: Cumulative distribution of the lengths of the neutral regions in the red-
shift ranges 5.7–6.3 (left panel) and 6.0–6.6 (right panel) for three different reion-
ization models as indicated in the figure.
no correlation with the density field. This acts as the fiducial model for the
presented study.
• LRMd: This is similar to LRM except that within a given redshift slice the
neutral pixels are correlated with the density field with high density regions
being preferentially neutral.
• LRMc: In this model I want to reach the maximum level of clustering for
neutral regions. To do this I assume that neutral regions are coherent struc-
tures (resembling filaments extended along the lines of sight) which preserve
the evolution of the volume filling factor. Once I assume this, I find that the
IGM is characterized by highly clustered large neutral regions (of lengths as
large as few tens of comoving Mpcs) and the correlation of these regions with
the density field does not have any effect on the simulated spectra.
To understand the physical properties of the different LRMs, it is useful to compute
the distribution of sizes of the neutral regions along all the LOS. The number of
regions N(> L) along different lines of sight having a length greater than L for
two redshift intervals of interest is plotted in Figure 9.3. I have normalized the
distribution such that the total length of the line of sight is 1h−1 Gpc, so as to
compare our results to those obtained from simulations Nusser et al. 2002.
The first obvious fact to note by comparing the two panels of the Figure is that,
for a given model, the number of neutral regions with comparatively larger sizes
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increases as one goes to higher redshifts. Furthermore, it is also clear that the
LRMc consists of very large regions (∼ 10–100 h−1 comoving Mpc) as it represents
the model with maximum clustering of neutral regions. Among the other two models
(LRM and LRMd), the LRMd has regions of relatively larger lengths; the reason
is because of the correlation with density field. The LRM contains no clustering of
the neutral regions and thus, as expected, is characterized by numerous regions of
small sizes (∼< few comoving Mpcs).
As an independent check on this procedure, Figure 9.3 can be compared with
Fig. 1 of Nusser et al. 2002 in a qualitative manner. Nusser et al. 2002 use N-body
simulations coupled to a semi-analytical galaxy formation model and various models
of propagation of ionization fronts to calculate the sizes of neutral segments along
lines of sight. Since the method here described for calculating the reionization history
is quite different from theirs, it is not possible to carry out a more quantitative
comparison. Even though our modeling of neutral regions predicts a larger number
of small regions than simulations, one has to keep in mind that the resolution in
computing the QSO spectra is much higher than simulations (in the specific case
of this study it is ∼ 0.04h−1 Mpc while in the simulations of Nusser et al. 2002 it
is ∼ 0.55h−1 Mpc). As also claimed by Nusser et al. 2002, the lengths of neutral
regions depend on the resolution adopted in the computation, i.e., increasing the
resolution increases the number of small regions. As a check, when I compute the
distribution of neutral regions using a resolution close to Nusser et al. 2002 one,
I find that the results are in good agreement with simulations in the LRM/LRMd
cases, thus supporting the reliability of our approximate method of distributing
neutral regions, while LRMc results to be quite distant from the simulation results
as it produces segments as large as 100 h−1 comoving Mpcs which are never seen in
simulations; nevertheless I study it as an extreme case.
I end this Appendix pointing to the fact that the numerical simulations cannot
probe lengths much smaller than 1 h−1 comoving Mpc because of resolution effects;
however with semi-analytical models, it is possible to probe neutral regions with
sizes as small as 0.04 h−1 comoving Mpc. Interestingly, it turns out that these small
regions, distributed randomly, are as effective as larger regions in suppressing the
flux of the quasar spectra. This issue has been discussed in great detail in Section
4.4.
9.3 Gap/peak statistics dependence on the S/N
The gap/peak statistics are sensitive to the S/N ratio, since spurious peaks could
arise in spectral regions with noise higher than the flux threshold (Fth) adopted. In
what follows I restrict my attention to “gaps”, since the extension of the conclu-
sions on the “peaks” is direct. In particular, in this Appendix, I discuss the LGW
distribution shape dependence on the Fth chosen. I consider two values for Fth,
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Figure 9.4: Observed spectra of the QSO SDSS J1148+5251 (top panel) and SDSS
J1030+0524 (bottom panel). The black line denote the largest dark gap, measured
by assuming Fth = 0.08. In the small box the region interested by the largest
dark gap is zoomed. The two black lines indicate Fth = 0.08 and Fth = 0.03.
From the top (bottom) panel is evident that Fth = 0.08 (Fth = 0.03) overestimates
(underestimates) the size of the largest dark gap.
namely 0.03 and 0.08, which correspond to τ = 3.5 and τ = 2.5, respectively. It is
not obvious what criterion to apply in order to choose a proper value for Fth, since
a too high (low) Fth could overestimate (underestimate) the gap length. In Fig.
9.4 I show two examples of spectra in which the Fth choice strongly affects the gap
measurement. On the bottom, the spectrum of QSO J1030+0524 is shown, and, in
the small box, the region marked by the solid black line is zoomed. It is evident
that Fth = 0.03 would break the gap at λRF ≈ 1190 A˚, instead of at λRF ≈ 1160A˚,
as also noticed by F06; thus, in this case Fth = 0.08 seems to be a better choice.
The opposite is true for the spectrum of QSO J1148+5251, shown in Fig. 9.4 on
the top. Indeed, in this case Fth = 0.08 would provide a gap as large as ≈ 100A˚,
terminated by transmission at λRF ≈ 1100A˚. However, the peak at λRF ≈ 1160A˚ is
consistent with pure transmission (White et al. 2003; Oh & Furlanetto 2005; F06);
thus, in this case, Fth = 0.03 would provide the correct gap measurement. For
this reason, I compute the LGW distribution, considering both Fth = 0.03 and
Fth = 0.08, alternatively.
The final LGW distribution is obtained as the mean of the preliminary ones, weighted
on the corresponding errors.
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