Abstract-In this paper, the switching dynamics of a dc-ac resonant self-oscillating inverter is considered. Using bifurcation analysis coexisting steady-state solutions are predicted, which are increasingly relevant for low values of the quality factor of the resonant circuit. A repelling sliding region is found to be connected with the two unstable limit cycles that split the phase plane in three basins of attraction. Simulation results obtained from the switched model confirm the theoretical derivations.
I. INTRODUCTION
Compared to their hard-switched counterparts, resonant converters are advantageous in terms of size, efficiency and simplicity of their control and hence they are becoming increasingly popular in many applications such as lighting [1] , battery chargers in electrical vehicle [2] and Wireless Power Transfer (WPT) [3] among others. However, one of their main drawbacks is the highly nonlinear associated dynamic characteristics making their conventional smooth models such as the ones based on a describing function-based [4] or Hamel locus [5] , to fall short in faithfully describing their dynamical behavior.
Discrete-time modeling were used in [3] for accurately determining all possible steady-state operating points of a switch mode LCL WPT resonant converter. A similar approach was used in [6] , [7] and recently in [8] to study the stability of induced limit cycles in a series resonant dc-dc power converter and a parallel LC resonant inverter respectively. In [8] , the authors analyze the system and prove the desired operation, focusing in relatively high values of the quality factor Q. In [9] , the fundamental harmonic approximation was used and a control-to-output transfer function was obtained demonstrating that the used variable structure based control approach presents some advantages with respect to the conventional methods based on frequency modulation. These advantages include, among others, reduced dc gain variation and improved phase margin at high frequencies. The previous approaches, based on discrete time modeling, assume a particular switching patterns associated to the crossing dynamics of the Carathédory type and also fall short in revealing the existence of sliding mode motion and describing its dynamics.
Due to the switching nonlinearity, sliding orbits can take place in this kind of systems [10] . In this paper, the generation of the limit cycle will be explained in the light of piecewise smooth dynamical systems and Filippov convex method. In particular, we will show that a repelling or unstable sliding motion can exist leading to the birth of an unstable sliding orbit creating the boundary of attraction between the desired stable non sliding limit cycle associated to the crossing Carathéodory solution and the equilibria of each linear system configuration. We will show that the dynamics of the system considered in [8] is, in general, multi-stable. This means that under certain starting conditions, the circuit could operate in a non appropriate regime. Fortunately, as it can be deduced from the analysis given below, the circuit will most likely behave properly with reasonable starting conditions and high values of Q. However, if Q is progressively decreased, multi-stability becomes more prominent, even at usual zero state initial condition and the desired operating mode is not attained. The rest of this paper is organized as follows. Section II presents the mathematical switched model of the system. In Section III, the system is normalized, thus resulting a unique bifurcating parameter. Different dynamical behaviors, including coexisting solutions, are shown and analyzed in terms of this parameter. Finally, concluding remarks are drawn in the last section.
II. SYSTEM DESCRIPTION AND MATHEMATICAL MODELING
A. System description Figure 1 shows the circuit diagram of the system considered in this study which consists of an LC parallel resonant inverter [8] . The switches S 1 and S 4 are ON when i L > 0 (therefore δ = 1), and they are turned OFF when i L < 0 (δ = 0). The switches S 2 and S 3 are driven in a complementary way to S 1 and S 4 . The circuit operation is based on an automatically activated switching between two configurations driven by the signals δ and δ = 1−δ. It is clear that if one of these signals is permanently activated, the capacitor voltage and the inductor current tend to constant values. Actually, this is an equilibrium point, with positive values if δ = 1, and its symmetrical with negative values if δ = 0. Consequently, depending on the starting conditions, the dynamics could be addressed to one of these undesired equilibrium. In our paper we prove that if Q is lower than a critical value that will be determined below, the normal zero initial condition lies on the basin of undesired equilibrium and so the steady oscillation would not be reached.
B. State-space mathematical modeling
Let v C be the voltage of the output capacitor and i L the inductor current. By applying KVL, the following dynamical model of the system is obtained
where α = R/(R + r C ), C is the capacitance of the output capacitor with ESR r C , L is the inductance of the inductor with winding resistance r L , R is the load resistance and V g is the input source voltage. All these parameters can be identified in the schematic circuit diagram of Fig. 1 . The variable u = 2δ − 1 is determined by the control, such that u = 1 (that is
Notice that we can write u = i L /|i L | and the duty cycle d n , at the switching cycle (nT, (n + 1)T ), with n ∈ N, is dictated cyclically by the switching condition i L = 0.
be the vector of the state variables of the power stage, then the state-space model of the inverter can be expressed as followsẋ
where the matrix A and vector B are given by
The open loop poles, needed to obtain the analytical expression of the system trajectory, are the eigenvalues p + and p − of the matrix A and these can be written in terms of the the natural frequency ω 0 and the quality factor Q as follows where ω 0 and 1/Q are
,
To simplify the analysis, hereinafter, the parasitic parameters will be neglected. Therefore, we have
III. NORMALIZATION AND NON-SMOOTH BIFURCATION

ANALYSIS
The analysis will be made assuming that we naturally have focus dynamics, that is, Q > 1/2. The focus eigenvalues are so
Instead of the quality factor Q, it turns out more convenient to introduce for the focus dynamics the bifurcation parameter Fig. 2 shows the evolution of the parameter γ in terms of the quality factor Q.
Thus, if we do the change of variables
and take as new time θ = ωt, we obtain from (3) and (4) the normalized system
h(y) = C y,
in which y = (y 1 , y 2 ). Accordingly, the switching manifold is defined as Σ = {y : 
A. The Fillippov dynamics on the sliding set
Let us now recall, according to the Filippov theory, that in a switching manifold Σ with fields F + and F − at its both sides, sliding occurs in a subset Σ S such that
in which ∇(·) is the gradient operator. This means that in a sliding region, the vector field points inwards or outwards at both sides of Σ S . Conversely, in the points not belonging to Σ S , the vector field crosses Σ. Roughly speaking, three different cases of switching dynamics can exist as depicted in Fig. 3 . The first case corresponds to simple crossing associated to Carathédory solutions. In the second case one has the attracting sliding motion while in the third case, repelling sliding regime takes place. In the case of the studied system, the field F + and F − points outwards Σ S (like in Fig. 3-c) , so the sliding is repelling and it is defined in the subset Σ S = {y : −1 < y 1 < 1, y 2 = 0}.
B. The crossing dynamics
According to [10] and [11] , on the sliding set Σ S , following the Filippov convention, we can define the vector field
where λ is to be chosen so that ∇h(y) · F s (y) = 0 on Σ S . Computations give the condition λ(y 1 + 1) + (1 − λ)(y 1 − 1) = 0, so that λ(y 1 ) = (1 − y 1 )/2 which is known as the equivalent control [12] . Hence, the resulting sliding motion can be described by the following differential equatioṅ Fig. 4 . Two pair of symmetric orbits, which start near the unstable sliding region Σ S , evolving around the equilibria in the normalized plane (y 1 , y 2 ).
Observe that one pair tend to the corresponding equilibrium and the other pair cross the switching manifold Σ, so tending to a limit cycle.
Since γ < 0 the origin is an attractive pseudo-equilibrium point for the sliding dynamics. However, as the sliding set is repelling, we conclude that the origin becomes a pseudo-saddle for the global dynamics.
We can take into account the symmetry of the vector field with respect to the origin and focus our attention to the halfplane y 2 ≥ 0, where u = 1 and so the focus is located at the point (1, −2γ) . Thus, solving equation (6) with u = 1, we get
where Φ(θ) is an evolution operator given by
In Fig. 4 , two pair of symmetric orbits evolving around the equilibria in the normalized plane (y 1 , y 2 ) are depicted. The starting points for all the orbits have been selected close to the unstable sliding set Σ S . For one pair of symmetric orbits, the initial conditions have been chosen such that they do not reach the switching manifold Σ, hence tending to the corresponding equilibria. Conversely, for the other pair, the initial conditions have been selected in such a way that the trajectories cross the switching manifold Σ so that they will evolve to the corresponding limit cycle, which is made up of two pieces, one in each half state plane. This limit cycle is analyzed below.
Since we are interested in the orbits with y 2 ≥ 0 that starting at Σ return to Σ after surrounding the focus, we can write y 2 (0) = y 2 (θ) = 0 in (10) to get the parametric representation (15) and (17) respectively. (b) Crossing of the cycles at y 1 -axis versus parameter γ. Points in red (blue) stand for unstable (stable) cases. Three gray lines have been added to enhance the different transitions: the continuous one between the stable and the unstable crossing limit cycles, the dashed one between the crossing and the sliding cycles and the dotted one between the big sliding cycle and the twin symmetrical cycles.
and
where θ ∈ (π, 2π). We recognize here similar expressions to the introduced by Andronov and coworkers in [13] . Clearly, the condition to have a crossing limit cycle (to be symmetric with respect to the origin) is y 1 (θ) = −y 1 (0), that is,
or equivalently,
We note that the smallest possible crossing limit cycle appears for the case y 1 (θ) = −y 1 (0) = 1; for this case, we can substitute these values and the condition y 2 (0) = y 2 (θ) = 0 in (10) to get from the first coordinate 0 = −2(cos θ + γ sin θ) + 2γ sin θ = −2 cos θ, so that the case corresponds to cos θ = 0, that is θ 1 = 3π/2. Then, the second coordinate in (10) gives
leading so to the transcendental equation
whose unique solution is
where L w is the Lambert-w function [14] . This solution satisfies the general condition for crossing limit cycles given in (15) and it corresponds in fact to the biggest possible value of θ for crossing limit cycles. It also represents the symmetric version of the critical crossing cycle bifurcation recently studied in [15] . We show in Figure 5 (a) the solution set of equation (15), where we observe a small range of values where two crossing limit cycles coexist (one stable and another unstable). The minimum value of γ where crossing limit cycles are possible represents a saddle-node bifurcation point that satisfies the additional condition
meaning that there we cannot apply the implicit function theorem to solve for θ in terms of γ. The solution of equations (15)- (16) gives the saddle-node bifurcation point (γ 2 , θ 2 ) ≈ (−0.279860, 4.391607), where we have the minimum value of γ to have the desired oscillatory behavior (Q 2 ≈ 1.855253).
C. Unstable sliding limit cycles
Regarding the two kind of regular orbits plotted in Fig.  4 , either flowing to an equilibrium or to a limit cycle, the existence of at least one invariant set acting as attracting boundary is inferred. In order to define this boundary set, we investigate for γ < 0 and small in absolute value, the existence of θ ∈ (3π/2, 2π) where in (10) one gets y 1 (θ) = 1 and y 2 (θ) = 0, starting from y 2 (0) = 0 and with −1 < y 1 (0) < 1. Then, considering such an orbit backwards in time, we get a part of an unstable limit cycle. Putting in (13) the condition
Fig. 6. Equilibrium points and existing limit cycles, in blue (red) the stable (unstable) case, for specified values of the parameter γ, each one corresponding to the four cases described in Section III-D. In (a), where γ < γ 2 and so limit cycles do not exist, the two spiral lines define the attraction basins for each equilibrium point.
y 1 (θ) = 1, we obtain an equation to be satisfied for the existence of such limit cycles, namely
(17) Notice that two possibilities occur. If 0 < y 1 (0) < 1, one unstable sliding limit cycle is defined by the time-reversal orbit defined above and the part of the sliding set with y 1 (0) < x < 1. Furthermore, a twin symmetrical cycle is also defined, and these two unstable limit cycles act as boundary of the basin of attraction for the equilibrium point located inside them. Conversely, if −1 < y 1 (0) < 0, we have instead a unique big unstable limit cycle using the time-reversal orbit, the portion of the sliding set −1 < y 1 < y 1 (0) and their symmetrical counterparts.
The transition between these two cases corresponds to the time-reversal orbit having as initial point in Σ S the pseudosaddle at the origin, thus corresponding to a double saddle connection. Consequently, using the first coordinate in (10), we should have a double saddle connection when apart from (17), the additional condition − cos θ + γ sin θ = 0 holds. Since γ < 0 and here θ ∈ (3π/2, 2π) we see that 
D. Summary of bifurcations
To sum up, we have three bifurcating values of the parameter γ: γ 2 corresponding to a smooth saddle-node limit cycle bifurcation, γ 1 to a border collision of a limit cycle and γ 0 to a limit cycle saddle connection, respectively. Consequently, four regions having different limit sets are defined. One example for each one of these cases is represented in Fig. 6 and they are described below. (a) Case γ < γ 2 : No limit cycles exist and so the only attractors are the equilibrium points. This case is represented in Fig. 6(a) , including the two backward in time orbits starting from the boundary of the sliding set. These expansive orbits define the attraction basin of each equilibrium point. (b) Case γ 2 < γ < γ 1 : Two crossing limit cycles exist. This case is represented in Fig. 6(b) . Orbits outside the inner unstable cycle converge to the outer stable cycle. Although not plotted in the diagram, the attraction basin of each equilibrium point is defined by backward in time orbits from the boundary of the sliding set as in the preceding case. Now these two orbits tend reversing time to the unstable cycle instead of expanding ad infinitum. (c) Case γ 1 < γ < γ 0 : Apart from the outer stable crossing limit cycle, the unstable limit cycle is unique and sliding type. This case is represented Fig. 6(c) . The sliding region inside the unstable limit cycle complete the boundary of the attraction basin of the two equilibrium points. (d) Case γ 0 < γ < 0: We have now two unstable sliding limit cycles, which are the boundary of the basin of attraction of the corresponding equilibrium point. Actually this case, which is represented in Fig. 6(d) , is the one desired in regular applications, because the origin belongs to the basin of attraction of the stable limit cycle. It is worth to note that some of the bifurcations detected in the resonant inverter have been recently reported in [16] .
IV. CONCLUSIONS
Non smooth bifurcation phenomena in a self-oscillating zero current switching dc-ac LC parallel resonant inverter were analyzed in this paper. The presence of different limit sets of the system has been shown to occur in this system. The boundaries of the attractor basins are obtained by considering the repelling sliding region in the switching manifold. This multi-stable behavior is more pronounced in for low values of quality factor.
