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THE SYMBOLICAL AND CANCELLATION-FREE FORMULAE FOR SCHUR
ELEMENTS
DEKE ZHAO
Abstract. In this paper we give the symbolical formula and cancellation-free formula for the Schur elements
associated to the simple modules of the degenerate cyclotomic Hecke algebras. As some applications, we show
that the Schur elements are symmetric polynomials with rational integer coefficients and give a different proof
of Ariki-Mathas-Rui’s criterion on the semisimplicity of the degenerate cyclotomic Hecke algebras.
1. Introduction
Schur elements play a powerful role in the representation theory of symmetric algebras (see e.g. [9,
Chap. 9] and [11, Chap. 7]). In the case of the degenerate cyclotomic Hecke algebra (dCHA), Brundan
and Kleshchev [3, Theorem A2] showed that it is a symmetric algebra for all parameters, which enables
us to use the Schur elements to determine when Specht modules of the dCHA are projective irreducible
and whether the algebra is semisimple.
Very recently, an explicit formula for the Schur elements associated to the simple modules of dCHA
was given by the author in [19] following Mathas’ work [16]. This paper continues our study on
the Schur elements, which is inspired by Geck, Iancu and Malle’s work [10], Mathas’ work [16] and
Chlouveraki and Jacon’s work [7]. The aim of this paper is to give an L-symbolical formula for the
Schur elements (Theorem 3.4) and a cancellation-free formula for the Schur elements (Theorem 4.2).
As some direct applications, we show that the Schur elements are symmetric polynomials with rational
integer coefficients and provide a different proof of Ariki-Mathas-Rui’s criterion on the semisimplicity
of the dCHA.
The lay-out of this paper as follows. In section 2 we introduce the necessary definitions and fix
the notation. The L-symbolical formula for the Schur elements is given in Section 3 and then the
cancellation-free formula for the Schur elements is determined in Section 4. Finally, some direct
applications of the formulae and some remarks are given in Section 5.
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2. Preliminaries
In this section, we introduce the necessary definitions and notation.
2.1. A partition λ = (λ1 ≥ λ2 ≥ · · · ) is a decreasing sequence of non-negative integers containing
only finitely many non-zero terms. We define the length of λ to be the smallest integer ℓ(λ) such that
λi = 0 for all i > ℓ(λ) and set |λ| :=
∑
i≥1 λi. If |λ| = n we say that λ is a partition of n.
The diagram of a partition λ may be formally defined as the set [λ] := {(i, j) | i ≥ 1, 1 ≤ j ≤ λi}.
The elements of [λ] are the nodes of λ and we say that a node (i, j) of λ is removable if [λ]\{(i, j)} is
still the diagram of a partition of |λ| − 1.
The conjugate of a partition λ is the partition λˆ = (λˆ1 ≥ λˆ2 ≥ . . . ) whose diagram is the transpose
of the diagram of λ, i.e. λˆi is the number of nodes in the ith column of the diagram of λ. Hence
λˆ1 = ℓ(λ) and a node (i, j) of λ is removable if and only if j = λi and i = λˆj.
Recall that the (i, j)-th hook in the diagram [λ] is the collection of nodes to the right of and below
the node (i, j), including the node (i, j) itself, and that the (i, j)-th hook length hλi,j = λi− i+ λˆj−j+1
is the number of nodes in the (i, j)-th hook.
We will need the following lemma, whose proof is an easy combinatorial exercise.
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2.2. Lemma. Let µ = (µ1 ≥ µ2 ≥ · · · ≥ µk > µk+1 = 0) be a partition and let y be an indeterminate.
Then for any integer ℓ such that 1 ≤ ℓ ≤ µ1, we have
1
µ1 + y
∏
1≤i≤µˆℓ
µi − i+ 1 + y
µi − i+ y
=
1
ℓ− µˆℓ − 1 + y
∏
ℓ≤j≤µ1
j − µˆj − 1 + y
j − µˆj + y
.
2.3. Let m,n be positive integers. Recall from [18] or [8] that the complex reflection group Wm,n of
type G(m, 1, n) is the finite group generated by elements s0, s1, . . . , sn−1 subject to the relations
sm0 = 1, s0s1s0s1 = s1s0s1s0
s2i = 1, sisi+1si = si+1sisi+1, i ≥ 1
sisj = sjsi, |i− j| > 1.
In particular, the subgroup 〈s1, . . . , sn−1〉 of Wm,n is isomorphic to the symmetric group Sn of degree
n with simple transpositions σi = (i, i + 1) for i = 1, . . . , n − 1. It is well-known that Wm,n ∼=
(Z/mZ)n ⋊ Sn. Clearly, W1,n is the Weyl group of type An and W2,n is the Weyl group of type Bn.
2.4. Definition. Let R be a field and Q = (q1, . . . , qm) ∈ R
m. The degenerate cyclotomic Hecke
algebra (dCHA) is the unital associative R-algebra H (Q) := Hm,n(Q) with generators s0, s1, . . . , sn−1
and relations
(i) (s0 − q1) . . . (s0 − qm) = 0,
(ii) s0(s1s0s1 + s1) = (s1s0s1 + s1)s0,
(iii) s2i = 1, 1 ≤ i < n,
(iv) sisi+1si = si+1sisi+1, 1 ≤ i < n− 1,
(v) sisj = sjsi, |i− j| > 1.
2.5. Remark. (i) Definition 2.4 coincides with that given in [13, §7]) and that given in [1, P61].
(ii) H1,n(Q) is exactly the group algebra RSn and H (Q) is a (degenerate cyclotomic) deformation
of the R-group algebra of the complex reflection group Wm,n.
2.6. The elements x1 :=s0 and xi+1 :=sixisi+si, 1≤ i≤n−1, are called the Jucys-Murphy elements
of H (Q). In [13, Theorem 7.5.6], Kleshchev proved that H is a free R-module with basis
{xi11 x
i2
2 · · · x
in
n w | 0 ≤ i1, . . . , in < m,w ∈ Sn}.
Let τ : H (Q)→ R be the R-linear map determined by
τ(xi11 · · · x
in
n w) :=
{
1, if i1 = · · · = in = m− 1 and w = 1,
0, otherwise.
Then τ is a non-degenerate trace form on H (Q) for all Q ∈ Rm, i.e. H (Q) is a symmetric algebra
for all Q ∈ Rm, see [3, Theorem A2].
Recall that an m-multipartition of n is a ordered m-tuple λ = (λ1; · · · ;λm) of partitions λi such
that n =
∑m
i=1 |λ
i|. We define the length of λ to be ℓ(λ) = max{ℓ(λs)|1 ≤ s ≤ m} and denote by
P(m,n) the set of all m-multipartitions of n. The diagram of an m-multipartition λ is the set
[λ] := {(i, j, c) ∈ Z>0 × Z>0 ×m|1 ≤ j ≤ λ
c
i} where m = {1, . . . ,m}.
As in [λ] the element is called the node of λ; more generally, a node is any element of Z>0×Z>0×m.
We may and will identify [λ] with the m-tuple of diagrams of the partitions λc, for 1 ≤ c ≤ m.
2.7. Let R be a field and Q = (q1, . . . , qm) ∈ R
m. We set
PH (Q) := n!
∏
1≤i<j≤m
∏
|d|<n
(d+ qi − qj).
Ariki, Mathas and Rui [1, Theorem 6.11] have shown that H (Q) is semisimple if and only if PH (Q) 6=0.
This criterion will be recovered form our results later (see Theorem 5.4).
From now on we assume that H (Q) is semisimple. Then {Sλ | λ ∈ P(m,n)} is a complete set of
pairwise non-isomorphic irreducible H (Q)-modules and we let χλ be the character of Sλ. Following
Geck’s results on symmetrizing forms (see [11, Theorem 7.2.6]), we obtain the following definition for
the Schur elements of H (Q) associated to the irreducible representations of H (Q).
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2.8. Definition. Assume that H (Q) is semisimple. The Schur elements of H (Q) are the elements
sλ(Q) ∈ R such that
τ =
∑
λ∈P(m,n)
χλ
sλ(Q)
.
An explicit formula for the Schur elements for H (Q) is given by the following theorem.
2.9. Theorem ( [19], Theorem 7.9). Let λ = (λ1; . . . ;λm) be an m-multipartition of n. Then
sλ(Q) =
∏
(i,j,s)∈[λ]
hλ
s
ij
∏
1≤s<t≤m
Xλst,
where, for 1 ≤ s < t ≤ m,
Xλst =
∏
(i,j)∈[λt]
(j − i+ qt − qs)
∏
(i,j)∈[λs]
(
(j − i− λt1 + qs − qt)
∏
1≤k≤λt1
j − i+ λˆtk − k + 1 + qs − qt
j − i+ λˆtk − k + qs − qt
)
.
2.10. Remark. The formula for the Schur elements for the dCHA can not be obtained from the ones
for non-degenerate cyclotomic Hecke algebra by specializing q to 1.
3. The L-symbolical formula for Schur elements
In this section we give the L-symbolical formula for the Schur elements. Before doing this, we need
the notation of the L-symbol of a multipartition introduced by Malle [15].
3.1. Definition. Let λ = (λ1, · · · , λt) be a partition and fix an integer L such that L ≥ ℓ(λ). The
L-beta numbers for λ are the integers βλi = λi + L − i for i = 1, . . . , L. For an m-multipartition
λ = (λ1; . . . ;λm), the m× L matrix BλL = (β
s
i )s,i, where β
s
i = λ
s
i + L− i, is called the L-symbol of λ.
From now on, we denote by BλL the set of the L-beta numbers for a partition λ. Observe that
BλL =
{
βλi = λi + L− i | 1 ≤ i ≤ ℓ(λ)
}
∪
{
L− i | ℓ(λ) + 1 ≤ i ≤ L
}
and that if we change L to L+ 1 then BλL is shifted to B
λ
L+1 =
{
k + 1 | k ∈ BλL
}
∪
{
0
}
. We say that
a function of beta numbers is invariant under beta shifts if it is unchanged by such transformations;
equivalently, the function is independent of L provided that L is large enough. For example, the
formula for sλ(Q) is invariant under beta shifts since sλ(Q) does not depend on L.
The following lemma is the key to the L-symbolical formula for the Schur elements.
3.2. Lemma. Let λ, µ be partitions and let x be an indeterminate. Define
Xλµ(x) :=
∏
(i,j)∈[µ]
(j − i− x)
∏
(i,j)∈[λ]
(
(j − i− µ1 + x)
∏
1≤k≤µ1
j − i+ µˆk − k + 1 + x
j − i+ µˆk − k + x
)
and
Y Lλµ(x) := (−1)
(L
2
)xL
∏
a∈BλL
∏
1≤i≤a
(i+ x)
∏
b∈BµL
∏
1≤j≤b
(j − x)
∏
(a,b)∈BλL×B
µ
L
(a− b+ x)
.
Then Xλµ(x) = Y
L
λµ(x) for any integer L ≥ max
{
ℓ(λ), ℓ(µ)
}
.
Proof. First, we show that Y Lλµ(x) is invariant under beta shifts, i.e. Y
L
λµ(x) = Y
L+1
λµ (x) for all integers
L ≥ max
{
ℓ(λ), ℓ(µ)
}
. Note that BλL+1 =
{
i+ 1 | i ∈ BλL
}
∪
{
0
}
and BµL+1 =
{
i+ 1 | i ∈ BµL
}
∪
{
0
}
.
Therefore
Y L+1λµ (x) = (−1)
(L+1
2
)xL+1
∏
a∈BλL+1
∏
1≤i≤a
(i+ x)
∏
b∈BµL+1
∏
1≤j≤b
(j − x)
∏
(a,b)∈BλL+1×B
µ
L+1
(a− b+ x)
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= (−1)(
L+1
2
)xL
∏
a∈BλL
∏
1≤i≤a+1
(i+ x)
∏
b∈BµL
∏
1≤j≤b+1
(j − x)
∏
(a,b)∈BλL×B
µ
L
(a− b+ x)
∏
a∈BλL
(a+ 1 + x)
∏
b∈BµL
(x− b− 1)
= (−1)(
L+1
2
)+LxL
∏
a∈BλL
∏
1≤i≤a
(i+ x)
∏
b∈BµL
∏
1≤j≤b
(j − x)
∏
(a,b)∈BλL×B
µ
L
(a− b+ x)
= Y Lλµ(x).
As a consequence, we may choose L arbitrarily, provided that L ≥ max
{
ℓ(λ), ℓ(µ)
}
. Now we
proceed to prove the lemma by induction on the numbers of nodes of the partitions λ and µ. Our
start step is that Xλµ(x)=Y
L
λµ(x) = 1 when λ=µ=(0), which follows directly by taking L=0.
Next, assume by way of induction that we have proved the lemma for all partitions ν and µ with
|ν| ≤ k − 1 ≥ 0. We consider the partitions λ with |λ| = k ≥ 1 and µ. Note that we may choose L
large enough for partitions λ, µ and ν. Since |λ| ≥ 1, there exists ı such that (ı, ) is a removable node
of [λ]. Abusing notation, we denote by ν the partition obtained from λ by removing the node (ı, ),
that is [ν] = [λ]\
{
(ı, )
}
. Then
BµL =
{
µi + L− i | 1 ≤ i ≤ ℓ(µ)
}
∪
{
L− i | ℓ(µ) + 1 ≤ i ≤ L
}
,
BλL =
({
λi + L− i | 1 ≤ i ≤ ℓ(ν)
}
∪
{
L− i | ℓ(ν) + 1 ≤ i ≤ L
}
∪
{
+ L− ı
})
\
{
− 1 + L− ı
}
.
Thus, we obtain that
Y Lλµ(x) = (−1)
(L
2
)xL
∏
a∈BλL
∏
1≤i≤a
(i+ x)
∏
b∈BµL
∏
1≤j≤b
(j − x)
∏
(a,b)∈BλL×B
µ
L
(a− b+ x)
= Y Lνµ(x)( + L− ı+ x)
∏
b∈BµL
b+ 1 + ı− − L− x
b+ ı− − L− x
= Y Lνµ(x)( + L− ı+ x)
∏
1≤i≤ℓ(µ)
µi − i+ 1 + ı− − x
µi − i+ ı− − x
∏
ℓ(µ)+1≤i≤L
i− 1 + − ı+ x
i+ − ı+ x
= Y Lνµ(x)( + ℓ(µ)− ı+ x)
∏
1≤i≤ℓ(µ)
µi − i+ 1 + ı− − x
µi − i+ ı− − x
.
On the other hand, we have
Xλµ(x) = Xνµ(x)( − ı− µ1 + x)
∏
1≤k≤µ1
µˆk − k + 1 + − ı+ x
µˆk − k + − ı+ x
= Xνµ(x)( − ı− µ1 + x)
∏
1≤k≤µ1
k − µˆk − 1 + ı− − x
k − µˆk + ı− − x
= Xνµ(x)( + ℓ(µ)− ı+ x)
∏
1≤i≤µˆ1
µi − i+ 1 + ı− − x
µi − i+ ı− − x
= Xνµ(x)( + ℓ(µ)− ı+ x)
∏
1≤i≤ℓ(µ)
µi − i+ 1 + ı− − x
µi − i+ ı− − x
,
where the third equality follows by applying Lemma 2.2 for ℓ = 1, y = ı− − x and the lats equality
follows by noting that µˆ1 = ℓ(µ). This proves the lemma for the partitions |λ| with |λ| = k and µ by
applying the induction argument.
Finally, assume by way of induction that we have proved the lemma for all partitions λ and ν
with |ν| = r − 1 ≥ 0. We consider the partitions λ and µ with |µ| = r. Similarly we can choose L
large enough for λ, µ and ν. Since |µ| ≥ 1, there exists ı such that (ı, ) is a removable node of [µ].
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Abusing notation, we denote by ν the partition obtained form µ by removing the node (ı, ), that is
[ν] = [µ]\
{
(ı, )
}
. Then
BλL =
{
λi + L− i | 1 ≤ i ≤ ℓ(λ)
}
∪
{
L− i | ℓ(λ) + 1 ≤ i ≤ L
}
,
BµL =
({
µi + L− i | 1 ≤ i ≤ ℓ(ν)
}
∪
{
L− i | ℓ(ν) + 1 ≤ i ≤ L
}
∪
{
+ L− ı
})
\
{
− 1 + L− ı
}
.
So, we obtain that
Y Lλµ(x) = (−1)
(L
2
)xL
∏
a∈BλL
∏
1≤i≤a
(i+ x)
∏
b∈BµL
∏
1≤j≤b
(j − x)
∏
(a,b)∈BλL×B
µ
L
(a− b+ x)
= Y Lλν(x)(+ L− ı− x)
∏
a∈BλL
a+ 1 + ı− − L+ x
a+ ı− − L+ x
= Y Lνµ(x)(+ L− ı− x)
∏
1≤i≤ℓ(λ)
λi − i+ 1 + ı− + x
λi − i+ ı− + x
∏
ℓ(λ)+1≤k≤L
k − 1 + − ı− x
k + − ı− x
= Y Lνµ(x)(+ ℓ(λ)− ı− x)
∏
1≤i≤ℓ(λ)
λi − i+ 1 + ı− + x
λi − i+ ı− + x
.
On the other hand, if ı = 1 then  = µ1 and that we have
Xλµ(x) = Xλν(x)(− ı− x)
∏
(i,j)∈[λ]
j − i− µ1 + x
j − i+ 1− µ1 + x
j − i+ µ1 + 2 + x
j − i+ µ1 + 1 + x
= Xλν(x)(− ı− µ1 + x)
∏
1≤i≤ℓ(λ)
∏
1−i≤j≤λi−i
j − µ1 + x
j + 1− µ1 + x
j + 2 + µ1 + x
j + 1 + µ1 + x
= Xλν(x)(− ı− µ1 + x)
∏
1≤i≤ℓ(λ)
i− 1 + µ1 − x
i− 2 + µ1 − x
∏
1≤i≤ℓ(λ)
λi − i+ 2− µ1 + x
λi − i+ 1− µ1 + x
= Xλν(x)(+ ℓ(λ)− 1− x)
∏
1≤i≤ℓ(λ)
λi − i+ 2− µ1 + x
λi − i+ 1− µ1 + x
,
where the last equality follows by using Lemma 2.2 for ℓ = 1 and y = −µ1 + 1 + x.
Assume that ı 6= 1. Then we get that
Xλµ(x) = Xλν(− ı− x)
∏
(i,j)∈[λ]
j − i− 1 + ı− + x
j − i+ ı− + x
j − i+ 1 + ı− + x
j − i+ ı− + x
= Xλν(x)( − ı+ x)
∏
1≤i≤ℓ(λ)
∏
1−i≤j≤λi−i
j − 1 + ı− + x
j + ı− + x
j + 1 + ı− + x
j + ı− + x
= Xλν(x)( − ı+ x)
∏
1≤i≤ℓ(λ)
i+ − ı− x
i− 1 + − ı− x
∏
1≤i≤ℓ(λ)
λi − i+ 1 + ı− + x
λi − i+ ı− + x
= Xλν(x)( − ı+ ℓ(λ)− x)
∏
1≤i≤ℓ(λ)
λi − i+ 1 + ı− + x
λi − i+ ı− + x
.
Combining the above arguments, we prove the lemma for partitions λ and µ with |µ| = r. As a
consequence, we prove the lemma for all partitions λ and µ. 
The following property of Xλµ(x) will be used later, see Corollary 5.2.
3.3. Corollary. Keep notation as in Lemma 3.2. Then Xλµ(x) = Xµλ(−x).
Proof. By Lemma 3.2, it suffices to show that Y Lλµ(x) = Y
L
µλ(−x) for any integer L ≥ max
{
ℓ(λ), ℓ(µ)
}
,
which follows directly from the definition of Y Lλµ(x) given in Lemma 3.2. 
Now we can obtain the L-symbolical formula for the Schur elements.
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3.4. Theorem. Let λ = (λ1; . . . ;λm) be an m-multipartition of n with L-symbol BλL = (β
s
i )s,i such
that L ≥ ℓ(λ). Then
sλ(Q) =
(−1)(
m
2
)(L
2
)
∏
1≤s<t≤m
(qs − qt)
L
∏
1≤s,t≤m
∏
αs∈BsL
∏
1≤k≤αs
(k + qs − qt)
∏
1≤s<t≤m
∏
(αs,αt)∈BsL×B
t
L
(αs + qs − αt − qt)
∏
1≤s≤m
∏
1≤i<j≤L
(βsi − β
s
j )
.
Proof. For an m-multipartion λ of n with L-symbol BλL = (β
s
i )s,i such that L ≥ ℓ(λ), we have the
following well-known fact, see [14, Examples I.1(4)],
∏
(i,j,s)∈[λ]
hλ
s
ij =
∏
1≤s≤m
∏
1≤i≤L
βsi !
∏
1≤i<j≤L
(βsi − β
s
j )
.
Now let
νλ = (−1)
(m
2
)(L
2
)
∏
1≤s<t≤m
(qs − qt)
L
∏
1≤s,t≤m
∏
αs∈Bs
∏
1≤k≤αs
(k + qs − qt);
δλ =
∏
1≤s<t≤m
∏
(αs,αt)∈BsL×B
t
L
(αs − αt + qs − qt)
∏
1≤s≤m
∏
1≤i<j≤L
(βsi − β
s
j ).
Then
νλ
δλ
=
∏
1≤s≤m
∏
αs∈BsL
αs!
∏
1≤i<j≤L
(βsi −β
s
j )
∏
1≤s<t≤m
(−1)(
L
2
)(qs−qt)
L
∏
1≤s 6=t≤m
∏
αs∈BsL
∏
1≤k≤αs
(k+qs−qt)∏
(αs,αt)∈BsL×B
t
L
(αs−αt+qs−qt)
=
∏
(i,j,s)∈[λ]
hλ
s
i,j
∏
1≤s<t≤m
Y Lλsλt(qs − qt).
So, by Theorem 2.9, the theorem follows immediately by applying Lemma 3.2 for λ = λs, µ = λt and
x = qs − qt. We have complete the proof. 
3.5. Remark. Geck, Iancu and Malle [10] have used a clever specialization argument due to Orellana
[17] to compute the Schur elements for the cyclotomic Hecke algebra using the Markov trace of the
Hecke algebras Hq(Sn), which does not work for dCHA due to that τ(1) = 0 6= 1. It would be
interesting to know whether there is a “degenerate” version Markov trace for dCHA satisfying the
similar properties as that of Markov trace.
4. A cancellation-free formula for Schur elements
In this section, we give a cancellation-free formula for the Schur elements. Let λ and µ be partitions.
If (i, j) is a node of [λ] and we define the generalized hook length of the node (i, j) with respect to
(λ, µ) to be the integer hλ,µi,j = λi − i+ µˆj − j + 1. Observe that if λ = µ then h
λ,µ
i,j = h
λ
i,j .
The following lemma is crucial to the cancellation-free formula for the Schur elements.
4.1. Lemma. Assume that λ, µ are partitions and that x is an indeterminate. Define
Zλµ(x) :=
∏
(i,j)∈[λ]
(hλ,µi,j + x)
∏
(i,j)∈[µ]
(hµ,λi,j − x).
Then Xλµ(x) = Zλµ(x).
Proof. Our proof will proceed by induction on the number of nodes of the partition λ. We do not
need to do the same for µ by noting that Zµλ(x) = Zλµ(−x) and Corollary 3.3.
If λ = (0) then
Xλµ(x) =
∏
(i,j)∈[µ]
(j − i− x)
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=
∏
1≤i≤ℓ(µ)
∏
1≤t≤µi
(t− i− x)
=
∏
1≤i≤ℓ(µ)
∏
1≤j≤µi
(µi − i− j + 1− x)
=
∏
(i,j)∈[µ]
(hµ,λi,j − x)
= Zλµ(x),
where the third equality follows by setting t = µi − i− j.
Now assume that the assertion holds for all partitions λ with |λ| ≤ k − 1 ≥ 0. We show that it
also holds for partitions λ with |λ| = k ≥ 1. Note that in this case, there exists ı such that (ı, ) is a
removable node of λ, i.e  = λı and ı = λˆ. Let ν be the partition obtained from λ by removing the
removable node (ı, ). So [λ] = [ν] ∪
{
(ı, )
}
and
Xλµ(x) = Xνµ(x)(− ı− µ1 + x)
∏
1≤i≤µ1
µˆi − i+ 1 + − ı+ x
µˆi − i+ − ı+ x
.
On the other hand, we have
Zλµ(x) =Zνµ(x)
∏
(ı,j)∈[λ]
(hλ,µı,j + x)
∏
(ı,j)∈[ν]
(hν,µı,j + x)
∏
(i,)∈[µ]
(hµ,λi, − x)
(hµ,νi, − x)
=Zνµ(x)(µˆ − ı+ 1 + x)
∏
1≤i≤−1
µˆi − i+ 1 + − ı+ x
µˆi − i+ − ı+ x
∏
1≤i≤µˆ
µi − i+ 1 + λˆ − − x
µi − i+ λˆ − − x
=Zνµ(x)(µˆ − ı+ 1 + x)
( ∏
1≤i≤−1
µˆi − i+ 1 + − ı+ x
µˆi − i+ − ı+ x
)( ∏
1≤i≤µˆ
µi − i+ 1 + ı− − x
µi − i+ ı− − x
)
=Zνµ(x)(µˆ−ı+1+x)
( ∏
1≤i≤−1
µˆi−i+1+−ı+x
µˆi−i+−ı+x
)(
−ı−µ1+x
µˆ−ı+1+x
∏
≤i≤µ1
µˆi−i+1+−ı+x
µˆi−i+−ı+x
)
=Zνµ(x)(−ı− µ1+x)
∏
1≤i≤µ1
µˆi−i+1+−ı+x
µˆi−i+−ı+x
,
where the fourth equality follows by applying Lemma 2.2 for ℓ =  and y = ı−−x; because that both
Xλµ(x) and Zλµ(x) are invariant under beta-shifts, without loss of generality, we may assume that µ1
are large enough. Thus Xλµ(x) = Zλµ(x) for partitions λ and µ with |λ| = k. As a consequence, we
have completed the proof. 
The following is the cancellation-free formula for the Schur elements, which is also symmetric.
4.2. Theorem. Let λ = (λ1; . . . ;λm) be an m-multipartition of n. Then
sλ(Q) =
∏
1≤s≤m
∏
(i,j)∈[λs]
∏
1≤t≤m
(hλ
s,λt
i,j + qs − qt) =
∏
1≤s≤m
∏
(i,j)∈[λs]
(
hλ
s
i,j
∏
1≤t≤m& t6=s
(hλ
s,λt
i,j + qs − qt)
)
.
Proof. Applying Lemma 4.1 for λ = λs, µ = λt and x = qs − qt, X
λ
st = Zλsλt(qs − qt) for all
1 ≤ s < t ≤ m. Thus the theorem follows directly by using Theorem 2.9. 
5. Applications
In this section we give several direct applications of Theorems 3.4 and 4.2 and some remarks.
5.1. Let Sm be the symmetric group of order m with simple transpositions σi = (i, i + 1) for i =
1, . . . ,m − 1. Note that there is an action of Sm on the set of m-multipartitions of n (by permuting
components) and also on the rational functions in q1, . . . , qm (by permuting parameters). As a direct
application of Theorem 3.4, we obtain the following symmetry formula for the Schur elements, which
8 DEKE ZHAO
can also be obtained by observing that the Specht modules are determined up to isomorphism by
the action of Jucys-Murphy elements x1, . . . , xn of H (Q) and that the relation
∏m
i=1(x1 − qi) = 0 is
invariant under the Sm-action.
5.2. Corollary. Assume that R is a field and that H (Q) is semi-simple. Then sσ(λ)(Q) = σ(sλ(Q))
for all m-multipartitions λ of n and all σ ∈ Sm.
Proof. For i = 1, . . . ,m− 1, by applying Corollary 3.3,
Xσi(λiλi+1)(qi − qi+1) = Xλi+1λi(qi − qi+1) = Xλiλi+1(qi+1 − qi) = Xλiλi+1(σi(qi − qi+1)).
By the proof of Theorem 3.4, sλ(Q) =
∏
(i,j,s)∈[λ] h
λs
i,j
∏
1≤s<t≤mXs,t(qs−qt). So sσi(λ)(Q) = σi(sλ(Q))
for all 1 ≤ i ≤ m− 1. As a consequence we complete the proof. 
As a direct application of the cancellation-free formula, we obtain the following fact on the Schur
elements, which can also be proved by a similar argument to that of [11, Proposition 7.3.9].
5.3. Corollary. Assume that R is a field and that H (Q) is semisimple. Then for all m-multipartitions
λ of n, sλ(Q) is a polynomial in variables q1, · · · , qm with rational integer coefficients.
Proof. The corollary follows directly by applying Theorem 4.2. 
A second application of the cancellation-free formula is that we can easily recover a well-known
semisimplicity criterion for the degenerate cyclotomic Hecke algebra due to Ariki, Mathas and Rui [1,
Theorem 6.11]. To do this, let us assume that q1, . . . , qm are indeterminates and R = Q(q1, . . . , qm).
Then the resulting “generic” dCHA H (Q) is split semisimple. Now assume that θ : Z[q1, . . . , qm]→ K
is a specialization and let KH (Q) be the specialized algebra, where K is any field. Note that for all
λ ∈ P(m,n), sλ(Q) ∈ Z[q1, . . . , qm] according to Corollary 5.3. Then, by [11, Theorem 7.2.6],
KH (Q) is (split) semisimple if and only if, for all λ ∈ P(m,n), θ(sλ(Q)) 6= 0. From this, we can
deduce the following:
5.4. Theorem ( [1], Theorem 6.11). Assume that K is a field. The algebra KH (Q) is (split) semi-
simple if and only if θ(PH (Q)) 6= 0, where PH (Q) is defined in Assumption 2.7.
Proof. Assume first that θ(PH (Q)) = 0. There are three cases:
(i) If θ(n!) = 0, then θ(hη
1,η1
1,n−i+1) = 0 for η =
(
(n); (0); . . . ; (0)
)
∈ P(m,n). Thus, for this
m-multipartition, we have θ(sλ(Q)) = 0, which implies that KH (Q) is not semisimple.
(ii) If there exist 1 ≤ s < t ≤ m and 0 ≤ k < n such that θ(k+qs−qt) = 0, then θ(h
λs,λt
1,n−k+qs−qt) =
0 for λ ∈ P(m,n) with λs = (n), λt = (0). Thus θ(sλ(Q)) = 0 and KH (Q) is not semisimple.
(iii) If there exist 1 ≤ s < t ≤ m and −n < k < 0 such that θ(k + qs − qt) = 0, then θ(h
λt,λs
1,n+k +
qt − qs) = 0 for λ ∈ P(m,n) with λ
s = (0), λt = (n). Again, θ(sλ(Q)) = 0 and KH (Q) is
not semisimple.
Conversely, if KH (Q) is not semisimple, then there exists λ ∈ P(m,n) such that θ(sλ(Q)) = 0. As
for all 1 ≤ s, t ≤ m and (i, j) ∈ [λs], −n < hλ
s,λt
i,j < n, we conclude that θ(PH (Q)) = 0. 
5.5. We end this paper by giving some remarks for the study for the dCHA. Our motivation is that
statements that are regarded as theorems in the setting of the cyclotomic Hecke algebra are often
adopted as statements in the setting of the dCHA, and vice versa (see e.g. Brundan and Kleshchev’s
works [4,5], Ariki, Mathas and Rui’s work [1, §6] and [19]).
Recall from [2, Definition 2.11] that the generic degree ofWm,n are certain “spetsial” specializations
of the rational functions sη(Q)/sλ(Q) where sη(Q) is the Schur elements associated to the trivial repre-
sentation of the cyclotomic Hecke algebras, which are polynomial with rational coefficients. Moreover,
for these specializations sη(Q) is equal to the Poincare´ polynomial of the coinvariant algebra of the
reflection representation of Wm,n. It would be interesting to know what are the degenerate “spet-
sial” specializations for the dCHA algebra and study the properties of these degenerate “spetsial”
specializations.
Note that Chlouveraki [6] defined the a-function and A-function attached to very irreducible char-
acters of the cyclotomic Hecke algebra of type G(m, 1, n) by involving the Schur elements and showed
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these functions are constant on the Rouquier blocks of cyclotomic Hecke algebra. It is very possible
that we can do the same issues for the dCHA. We hope to return to these issues in future work.
Finally note that Hu and Mathas [12] have shown that the (degenerate) cyclotomic Hecke algebras
are graded symmetric algebras, it may be interesting to determine the explicit formula for the graded
Schur elements of the (degenerate) cyclotomic Hecke algebras.
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