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RÉSUMÉ
Cette thèse étudie le problème de la reconnaissance d’actions humaines dans des vidéos. La re-
connaissance d’action peut être définie comme étant la capacité à décider si une action est présente
due une vidéo. Ce problème est difficile en raison de la complexité des actions humaines, dans la
grande variété de leur apparence et de leur mouvement.
Les avancèes récentes dans les méthodes manuelles ou par apprentissage profond ont consid-
érablement amélioré la précision de la reconnaissance d’action. Mais de nombreuses questions
restent ouvertes, ce qui rend le problème de la reconnaissance d’actions loin d’être résolu.
Les méthodes actuelles basées sur les caractéristiques locales, donnent des résultats satis-
faisants. Mais les actions humaines sont complexes, ce qui nous conduit à la question suiv-
ante: comment modéliser les relations entre les caractéristiques locales dans leur contexte spatio-
temporel? Dans cette thèse nous proposons 2 méthodes pour y répondre. La première modélise les
relations spatio-temporelles entre les caractéristiques images utilisant la Covariance Brownienne,
et la seconde modélise la disposition spatiale des caractéristiques locales à l’intérieur de la boite
englobante de chaque personne. Les méthodes que nous proposons sont générales et peuvent
améliorer aussi bien les méthodes manuelles que celles avec apprentissage.
Une autre question ouverte est: l’information 3D peut-elle améliorer la reconnaissance
d’actions? Plusieurs méthodes utilisent les informations 3D pour détecter les articulations du corps.
Nous proposons de les améliorer avec un nouveau descripteur, utilisant la trajectoire 3D calculée
à partir des informations RGB-D.
Finalement, nous affirmons que la capacité de traiter une vidéo en temps-réel sera un facteur
clé pour les futures applications de reconnaissance d’actions. Toutes les méthodes proposées dans
cette thèse sont prêtes à fonctionner en temps-réel. Nous avons prouvé notre affirmation em-
piriquement en créant un système temps-réel de détection d’actions. Ce système à été adapté avec
succès par la compagnie Toyota pour leurs systèmes robotiques.
Pour l’évaluation, nous nous concentrons sur les actions quotidiennes à la maison telles que:
manger, boire ou cuisiner. La reconnaissance de telles actions est importante pour le suivi des
patients à l’hopital et pour les systèmes d’aide robotisée à domicile.
Dans ce but, nous avons créé une grande base de données, qui contient 160 heures
d’enregistrement de 20 personnes âgées. Les vidéos ont été enregistrées dans 3 chambres avec
7 capteurs RGB-D. Nous avons annoté ces vidéos avec 28 classes d’actions. Les actions dans la base
de données sont effectuées d’une manière naturelle et non supervisée, ce qui introduit des défis
manquants dans les bases de données publiques.
Nous évaluons aussi nos méthodes en utilisant les bases de données publiques: CAD60,
CAD120 et MSRDailyActivity3D. Les expérimentations montrent que nos méthodes améliorent les
résultats de l’état de l’art.
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ABSTRACT
This thesis targets recognition of human actions in videos. Action recognition can be defined
as the ability to determine whether a given action occurs in the video. This problem is compli-
cated due to the high complexity of human actions such as appearance variation, motion pattern
variation, occlusions, etc.
Recent advancements in either hand-crafted or deep-learning methods significantly improved
action recognition accuracy. But there are many open questions, which keep action recognition
task far from being solved.
Current state-of-the-art methods achieved satisfactory results mostly base on features, which
focus on a local spatio-temporal neighborhood. But human actions are complex, thus the following
question that should be answered is how to model a relationship between local features, especially
in spatio-temporal context. In this thesis, we propose 2 methods which try to answer that challeng-
ing problem. In the first method, we propose to measure a pairwise relationship between features
with Brownian Covariance. In the second method, we propose to model spatial-layout of features
w.r.t. person bounding box, achieving better or similar results as skeleton based methods. Our
methods are generic and can improve both hand-crafted and deep-learning based methods.
Another open question is whether 3D information can improve action recognition. Currently,
most of the state-of-the-art methods work on RGB data, which is missing 3D information. In
addition, many methods use 3D information only to obtain body joints, which is still challenging
to obtain. In this thesis, we show that 3D information can be used not only for joints detection.
We propose a novel descriptor which introduces 3D trajectories computed on RGB-D information.
Finally, we claim that ability to process a video in real-time will be a key factor in future
action recognition applications. All methods proposed in this thesis are ready to work in real-
time. We proved our claim empirically by building a real-time action detection system, which was
successfully adapted by Toyota company in their robotic systems.
In the evaluation part, we focus particularly on daily living actions – performed by people in
their daily self-care routine. In the scope of our interest are actions like eating, drinking, cooking.
Recognition of such actions is particularly important for patient monitoring systems in hospitals
and nursing homes. Daily living action recognition is also a key component of assistive robots.
To evaluate the methods proposed in this thesis we created a large-scale dataset, which consists
of 160 hours of video footage of 20 senior people. The videos were recorded in 3 different rooms
by 7 RGB-D sensors. We have annotated the videos with 28 action classes. The actions in the
dataset are performed in un-acted and unsupervised way, thus the dataset introduces real-world
challenges, absent in many public datasets.
Finally, we have also evaluated our methods on publicly available datasets: CAD60, CAD120
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There are many high level tasks, that humans perform automatically and subcon-
sciously. But in fact those tasks involve complicated processing, which takes place in our
brain. The statement above is especially true for any computer vision related task. Tasks
like object detection, people identification, people re-identification, action recognition are
extremely difficult tasks for computers. On the other hand even couple years old children
can handle those task easily.
Computer vision tasks are difficult due to huge variations of appearance, motion pat-
terns, view point angles, lighting conditions, they are easy to solve by sophisticated and
specifically designed tool – human brain. Computers were primarily designed to perform
fast well defined computational tasks, but not complicated reasoning. Thus the main
goal of computer vision is to improve computer abilities in interpretation of image and
video information. Such abilities will play key role in future intelligent machines such as
robots or vehicles. Action recognition can be defined as the ability to determine whether
a given action occurs in the video stream. Action recognition is one of the most important
components of intelligent systems, as the most of available information is visual. Ability
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to interpret such information will ultimately bring computers one step closer to human
skills.
This chapter introduces the problem of action recognition. In section 1.2 we provide
formal definition of the problem and present key applications of action recognition. In
section 1.3 we discuss major challenges and difficulties. We conclude the chapter with the
list of contributions (section 1.4) and the thesis structure (section 1.5).
1.1 Problem statement
In this section we define human action, action recognition and action detection problem.
To define the above terms we use terminology defined by Moeslund et al. [70].
Action
It is a complex body movement, which consists of several action primitives (gestures)
ordered in time.
Action Recognition
Let’s assume that we have a set of videos V and a set of corresponding action labels L.
We assume that each video V ∈ V contains only one action lV . Thus the goal of action
recognition problem is to predict label lV based on video representation V .
Action Detection
Action recognition problem can be extended to action detection problem. In this problem
we assume that video V can contain more than one action, thus each video V ∈ V has
corresponding set of labels LV . The goal is to predict all labels for given video V , as well
as time when given action starts and ends.
In this thesis we focus on action recognition problem, as we claim that to solve action
detection problem, first we need action recognition which achieves high accuracy. In




Currently we can observe rapid development of internet broadcasting services such as
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(a) Frame from "Minority
Report"
(b) Kinect RGB-D sensor (c) Leap Motion sensor
Figure 1.1: (a) – frame from "Minority Report" movie presenting computer interface con-
trolled by gestures, (b) and (c) sensors which are used in modern human computer inter-
faces.
YouTube or Vimeo as well as social media services such as Facebook or Twitter. Phones
and other mobile devices are equipped with high quality cameras. Many mobile phone
users have access to high speed mobile internet.
All above facts result in massive amount of videos being uploaded every day. For
instance every minute 300 hours of videos are uploaded to YouTube1.
With such enormous amount of data – systems which can efficiently analyze videos and
provide accurate search results or suggestions are becoming more and more important.
Action recognition is a key part of such systems.
Video surveillance
Nowadays we can observe surveillance cameras almost at every corner of the city. They
are installed in: train stations, metro stations, airports, banks, shopping malls, city streets.
The primarily goal of surveillance cameras is to increase the security level and protect us
from acts of violence, terrorism, vandalism, stealing. For instance 41 % of public premises
in London have CCTV equipment. They estimate there is around 420,000 cameras in the
city of London.
With such huge amount of cameras, it is impossible for human operators to observe
all available video streams. As a result video surveillance footage is often used to find the
suspects of a crime, but rarely used to prevent potentially dangerous situations.
Thanks to action recognition systems, video surveillance cameras could be analyzed
24/7 and alert could be triggered in case of any dangerous situation. Such system will
be able to fully exploit potential of huge video surveillance camera networks and greatly
improve safety thanks to prevention of potentially dangerous situations.
1http://www.statisticbrain.com/youtube-statistics/
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Figure 1.2: Toyota Partner Robot system.
Human Computer Interaction
From the early stages when modern computers were born, they were equipped with key-
boards. At the beginning keyboard served as the only interface to communicate with
computer. Further developments in computer capabilities, especially in computer graph-
ics led to design of computer mouse. Similar trend emerged in electronic games industry,
where keyboards were replaced by joysticks and later by advanced game-pads, steering
wheels etc.
The evolution of Human Computer Interaction started with keyboards and led us to
many different devices which make communication easier, faster and more comfortable.
With recent advancements in computer vision and camera sensors, we have reached a
point where scenes from sci-fi movies like the one from "Minority Report" are not fiction,
but reality. Modern capabilities of sensors like Kinect, Leap Motion joint together with
gesture or action recognition algorithms allow us to build interfaces where a user can
operate computer without any need of holding any device (see fig. 1.1). The computer is
able to recognize actions or gestures done by a user and trigger appropriate actions. Such
solutions have been already introduced to TV sets. In entertainment industry Xbox game
console equipped with Kinect sensor is able to interpret whole body motion, leading to
new levels of game experience – especially in sport games.
All recent advancements in Human Computer Interaction are possible thanks to devel-
opment of gesture and action recognition algorithms.
Robotics
Robotics is an interdisciplinary branch of engineering and science. Robotics deals with
1.2. Motivation 5
the design, construction, operation, and use of robots, as well as computer systems for
their control, sensory feedback, and information processing. These technologies are used
to develop machines that can substitute humans. Robots can be used in any situation and
for any purpose, but today many are used in dangerous environments (including bomb
detection and de-activation), manufacturing processes, or where humans cannot survive.
Robots ability of human action recognition plays a key role in many robotics applica-
tions. One of them are autonomous vehicles which can be considered as specific type of
robot. The ability of observation and anticipation of road situation defines a good driver.
Thus efficient interpretation of intention of other traffic participants will play a key role
in future of autonomous vehicles. The anticipation capabilities may concern vehicles, but
also pedestrians. For instance, autonomous vehicles are required to asses and anticipate
pedestrian intention to cross a road. This would let autonomous car avoid potentially
dangerous situations.
Partner robot systems is another area of robotics, which can widely benefit from action
recognition capabilities. Partner robot systems can be defined as robotics systems which
are able to assist humans with different activities. This include support of a group of
doctors, nurses and other caregivers. Other group which can benefit from assistance are
sick patients, elderly and disabled people in hospital or at home. Partner robots can also
assist people in ordinary housework activities. All partner robots functions mentioned
above require them to understand human actions and behave accordingly.
Health care
According to survey2 there were 810 millions people of age 60+ in 2012 on the Earth. The
survey predicts that there will be 1 billion people of age 60+ by 2022 and 1.375 billion
by 2030.
Japan is a sharp example of this global trend. The number of Japanese people aged
65+ nearly quadrupled in last 40 years reaching 33 millions in 20143, which stands for
26% of Japanese population. According to projection4 people of age 65+ will account for
40% of Japanese society by 2060. This demographic trend translates to dramatic need
of increase of workforce in health care. According to survey5 2.9% of Japanese people
between 75-79 are permanently hospitalized, while 13.4% visited a doctor at least once
in a year.
Due to above facts action recognition is becoming more and more important and is
used in medicine in patient monitoring. Action recognition systems can monitor health
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monitoring patient eating habits, housekeeping routine or sleep allow doctors to monitor
state of a patient and react before serious health conditions arise. Thanks to such sys-
tems seniors can stay longer at home without a need of being hospitalized, which greatly
improve their comfort and health.
Partner robot systems mentioned in this section are also aiming to improve health care
level of aging societies. Both partner robot systems and patient monitoring are in great
interest of this thesis. Thus, although proposed action recognition methods are generic
and can be applied to any action recognition problem, we decided to select in evaluation
daily-living datasets. Such datasets contain action set, which allows to monitor patient
state. In addition we recorded Smarthomes dataset which contains action set useful from
patient monitoring perspective. But more importantly, actions are performed by 20 senior
people. This way we introduce many challenges, which do not exist in state-of-the-art
datasets.
1.3 Research challenges
Action recognition is a very challenging research problem and many unanswered questions
keep action recognition from being solved. In this section we list and discuss some of most
important research challenges in action recognition.
Intra-class variation
Each action can be done in many different ways. For long and more complex actions, there
are many different unimaginable ways in which action can be done. The variation comes
from people habits: for instance right-handed vs left-handed. For long actions there might
be a different temporal order of taking different steps. For instance for making coffee
action one may first put coffee to machine while other might start with pouring the water.
For same action class people may use different objects: drinking from cup vs. drinking
from bottle.
As we can see from the examples above, there is not a simple way to describe the
actions, this makes it hard in terms of features design and as a classification problem.
Detection
Some action recognition methods take advantage of information about object (object de-
tection) or pose (skeleton detection). The recognition accuracy of such methods can be
significantly affected by failing detection. In such case, action recognition algorithms have
to deal with noise (false positives) and missing detection.
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Discriminative features
Human brain can perform well with problems which require ability of association and
discrimination. In learning process human brain does not treat whole information equally
focusing on more important parts for given task [11]. This leads us to open question:
how to build a computer system, which can recognize (associate) human actions, using
discriminative cues (features).
Spatio-temporal context association
Due to mentioned complexity and variation in human actions, one of the most important
problems to address is how to model complicated relationships between location and time
that different things happened while action was performed. The mentioned relationships
could be ignored for simple actions like hands clapping or hand waving. But in order to
recognize more complicated actions it will be important to model "what", "where", "when"
relations and their order.
1.4 Contributions
As we mentioned in the beginning of this chapter, although methods proposed in this
thesis are generic and can be used with any action recognition task. We are particularly
interested in daily-living action recognition. Such problem introduces specific challenges:
high intra-class variance, high amount of actions which are similar, actions are performed
in the same environment i.e. apartment. We can notice that some datasets such as UCF-
101 [103] or HMDB51 [49]which are focused on action recognition from videos uploaded
to the internet are different in a way that their inter-class variance is high (i.e. "ride a
bike" vs. "sword exercise"). But they introduce other challenges such as camera motion
and noisy background. Decisions and scientific contributions proposed in this thesis were
driven by the intention to improve daily-living action recognition.
One of the most important characteristic of the proposed methods is that they do not
require skeleton detection. The contributions of this thesis can be divided into 4 main
groups described below:
1. Improved Fisher Vector representation – we propose 3 method which incorporate
spatial information into Fisher Vector. We also provide computational efficient Fisher
Vector representation based on 1D integral image, which is suitable for real-time
applications (eg. robotic systems).
2. New appearance and motion descriptors – we propose 2 new appearance descrip-
tors which improves recognition of actions with similar motion patterns. In addition
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we propose motion descriptor which take advantage of 3D information available
from RGB-D sensor.
3. Recognition of actions with low amount of motion – we address the problem of lo-
cal features methods which often fail when action is static and low number of points
of interest is detected. We use people detection to model rough pose information,
thus our method do not require skeleton detection.
4. Extensive evaluation and new dataset – we provide extensive evaluation of two
baseline methods based on local features on daily-living datasets. In addition we
built new large scale daily-living action recognition dataset.
Below we list and describe all groups of contributions with more details.
1.4.1 Improved Fisher Vector representation
Spatio-temporal Fisher Vector representation
In recent years local features methods (see chapter 2) were the most successful in ac-
tion recognition. Those methods use simple feature detectors and model the features
in local neighborhood of detected points of interest. The advantage of such methods is
that they do not require complicated detection algorithm (i.e. skeleton detection) as a
pre-processing step. One of the drawbacks of local features method is that they usually
ignore spatio-temporal layout of detected features. Work of [115, 26, 76, 130] show
that skeleton information can be especially useful in daily-living action recognition. But
due to our experience with Smarthomes (section 2.3.4 and appendix A), we claim that
skeleton detection in real-world scenarios is still challenging. Thus we propose to model
spatio-temporal layout of features w.r.t. person bounding box, because people detection is
a much less error prone task. We propose 3 different strategies of layout modeling. The
method was published in [44], the detailed description is available in chapter 7.
Real-time action detection framework
In chapter 10 we provide details of real-time action detection framework. We use 1D
integral image representation, which let us create efficient Fisher Vector encoding.
1.4.2 Appearance and motion descriptors
3D Trajectories
We propose to model action as 3D trajectory shape of locally detected points of in-
terest. Such 3D representation is able to catch more details of action motion pattern
i.e. distinguish actions whose projected 2D trajectories would look the same. To obtain 3D
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information we use RGB-D sensor. We provide a method which deals with missing depth
information and noise, which is often a problem in depth-map obtained from RGB-D sen-
sors in real world scenarios. This work was published in [43] and is described in details
in chapter 4.
Histogram normalization
Many successful descriptors proposed in recent years (HOG, HOF, MBH) in action recog-
nition are based on histogram representation. Histograms are usually normalized with L1
or L2 norms. We show that incautious application of L-like norms to the histogram based
descriptors might produce a hallucination effect. Specific pattern, which was not present
in unnormalized histogram, may appear in normalized representation. We propose to add
an extra bin to histogram representation to avoid hallucination effect. We also propose an
algorithm to find the value of extra bin. Our method is generic and can be applied to any
histogram based descriptors, but in our analysis we focus on HOG descriptor. Our decision
is motivated by the intention to improve appearance cues. The method was published in
[79] and is described in details in chapter 5.
Brownian Covariance
Many descriptors proposed in computer vision are gathering simple statistics
(i.e. histograms) of hand-crafted features (HOG, HOF, MBH). We propose to model pixel-
level features with higher level statistics. In our method we model relationship between
pixel-level features using Brownian Covariance. Brownian Covariance is a new statistical
method which models Brownian motion of particles. Using Brownian Covariance we are
able to measure all type of relationships (non-linear, non-monotone). The method was
published in [10] and is described in details in chapter 6.
1.4.3 Recognition of action with low amount of motion
Some actions do not involve high amount of motion while being performed. For instance
"using computer" action involves only motion coming from fingers and hands. Such actions
are usually not recognized by local features methods, because they cannot detect enough
features to describe the action, due to lack of motion. We propose simple descriptor which
capture rough pose information from person bounding box. The method was published in
[44] and is described in chapter 8.
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1.4.4 Evaluation and new Smarthomes dataset
Evaluation of local features methods on daily-living datasets
We provide deep evaluation of local features methods on daily-living datasets. We
evaluate Dense Trajectories [113] and Trajectory Pooled Deep Convolutional Descriptor
(TDD) [117] on 4 datasets: CAD-60 [107], CAD-120 [107], MSRDailyActivity3D [116],
Smarthomes.
Smarthomes – large scale daily-living dataset
In this thesis we have built a new dataset, which contains 28 action classes. The actions
are performed by 20 senior people during the day. The actions were recorded in different
locations (dining room, kitchen, living room). We used 7 RBG-D sensors to record the
dataset, thus we introduce different viewpoint angles. Action were performed in unsuper-
vised and completely natural way. Therefore we introduce many challenges which were
missing in many public datasets. The dataset can be used to evaluate action recognition
methods. In this setup it contains over 17,000 video clips. Each clip contains one anno-
tated action. Smarthomes dataset can be also used to evaluate action detection methods.
In this setup we provide over 700 hours of video stream. The details of the dataset are
available in section 2.3.4 and appendix A.
1.5 Thesis structure
Chapter 1 introduces the action recognition problem. We describe problem motivation
and provide key possible applications. Then we discuss main challenges in action recog-
nition problem and summarize our contributions. The remaining chapters are organized
as follows:
• Chapter 2 "Related Work" introduces state-of-the-art methods. We divide state-
of-the-art methods, based on how they address challenges we defined. We review
different RGB, RGB-D, skeleton based methods. We also review hand-crafted based
and CNN based methods. We also provide comparison of public datasets and we
describe datasets selected for evaluation in this thesis.
• Chapter 3 "Action Recognition Framework" defines the action recognition frame-
work based on Fisher Vector representation and SVM classifier. We provide detailed
description of two baseline methods: Dense Trajectories (DT) [113] and Trajectory-
Pooled Deep-Convolutional Descriptors (TDD) [117]. We evaluate the baseline
methods on 4 datasets: CAD-60 [107], CAD-120 [107], MSRDailyActivity3D [116],
Smarthomes.
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• Chapter 4 "3D Trajectories" proposes a new method for action recognition based on
3D Trajectory Shape Descriptor (3DTSD). In this chapter, we describe how to obtain
motion 3D trajectory points, we describe how to handle noise and missing values.
Finally we show that proposed representation improves recognition accuracy.
• Chapter 5 "Removing Hallucinations by histogram normalization" describes pos-
sible problems with L2-normalization. We show that an incautious application of
L-like norms to the HOG descriptor might produce a hallucination effect, i.e. spe-
cific properties of high texture can appear while describing a texture-less image. To
address this problem, we propose new normalization schema, where we add extra
bin (EB) to the histogram representation. We show that value of EB has an impact on
descriptor performance, thus we propose algorithm, which is able to find EB value
automatically.
• Chapter 6 "Brownian Covariance" proposes new appearance descriptor for action
recognition which measures relationship between pixel-level features. To measure
the relationship we employ Brownian Covariance, which is able to measure non-
linear, non-monotonic relationships. In the experiments we show that Brownian
descriptor is carrying complementary information to HOG descriptor.
• Chapter 7 "Modeling spatial layout with Fisher Vector and people detection"
proposes 3 methods which model spatial layout of local features. The aim of the
proposed methods is to improve Fisher Vector representation which by default ig-
nores spatio-temporal layout. We model a layout of features w.r.t. person bounding
box, while skeleton detection is still not an easy task. We provide extensive evalua-
tion and show that proposed methods are competitive to skeleton based methods.
• Chapter 8 "Pose and skeleton based models" describes new GHOG descriptor,
which models static pose information of a detected person. The proposed descriptor
does not require skeleton detection. The pose information is encoded using appear-
ance information inside person bounding box. Local features methods often suffer
from low number of detected features with GHOG we address this problem. In ex-
periments section we provide results of fusion with all previously proposed methods.
• Chapter 9 "Comparison with state-of-the-art" presents a detailed performance
analysis of proposed descriptors for action recognition and shows a performance
comparison of these approaches with state of the art techniques. We evaluate our
approaches on publicly available datasets. We discuss challenges that each dataset
introduces. We also investigate advantages and limitations of proposed methods.
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• Chapter 10 "Online Action Detection" describes a framework for online action de-
tection. In this chapter we show that our methods can be used in online action
detection system. We show that effective use of 1D integral image allows to com-
pute Fisher Vector representation in computationally effective way. We describe
components of our action detection system which was successfully applied to Toyota
Partner Robot system.
• Chapter 11 "Conclusion" outlines our approaches. We provide discussion about
advantages and limitations of our work. In this chapter we also suggest future di-
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2.1 Introduction
In this chapter we review the methods for Action Recognition published in recent years.
The exhaustive reviews are available in [88, 92, 54, 128]. In our review we would like
to point out 4 challenges in Action Recognition and show how they are approached in
state-of-the-art.
1. How to select data input type? This challenge is one of the most fundamentals,
because input data type strongly determines the recognition capabilities. RGB input
for instance provides a lot of texture information and it seems to be close to the
input information that humans process. On the other hand RGB encodes also a
lot of information which is not important in Action Recognition. For instance RGB
appearance depends strongly on lighting conditions. While in action recognition
preferable representation should be invariant to illumination. In such case methods
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which work on RGB data have to find relevant regularities and distinguish them form
other irrelevant regularities such as illumination changes. This is a non- trivial task.
Depth-map input on the other hand is free of some problems which exist in RGB. For
instance depth-map is invariant to illumination changes, it is easier to distinguish
forward scene from background, and it provides 3D information about the scene.
But depth-map has also some limitations: it does not provide texture information
and usually introduces a lot of measurement noise (this is especially true for low-
cost sensors eg. Microsoft Kinect, Asus Xtion). Segmented human skeleton is the last
input type that we consider. This input type is usually obtained by applying different
methods [98, 124, 83, 14] either on RGB or depth-map. Thus skeleton might be
consider as higher level feature, but studies of Johansson [42] show that humans
can recognize a lot of actions based only on skeleton information. That is why we
decided to consider skeleton as separate input type for Action Recognition methods.
2. How to model features? The problem here is the granularity level of the features.
Some authors [12, 33, 100] propose to model the input as a whole (holistic meth-
ods). Other authors [132, 26, 76, 35] propose to use detailed segmentation (skele-
ton methods). Finally some authors [51, 52, 53, 67] propose to search for salient
Points Of Interest (local features methods).
3. How to model motion? Motion seems to be the most important information in Ac-
tion Recognition. Many authors proposed different ways to model motion in Action
Recognition. Some authors proposed to design low level features (eg. optical flow)
or higher level features (eg. trajectories [113, 114, 117]) and use then with classi-
fiers which ignore temporal nature of data. Other authors [63, 127] proposed to use
classifiers which can model sequential data (HMMs, CRFs, RNNs) and in such way
they model motion in videos.
4. How to design features? There are two common ways to approach this challenge.
We can either use expert knowledge which would lead us to design of handcrafted
features. On the other hand we can apply method which would automatically find
features based on input data. Recent advancements in Deep Learning show that
for image classification the second approach lead to superior performance over
handcrafted features. This conclusion is not obvious for Action Recognition prob-
lem. Handcrafted features achieve competitive results comparing with automatically
learnt features with CNN (Convolutional Neural Net).
The state-of-the-art methods intersect each other in many different ways based on
challenges defined above. In the following chapters we partition methods based on chal-
lenge 1 and 2. But in 2.1 we provide overview of selected state-of-the-art methods w.r.t. all




Holistic Representation In holistic representation the image Region Of Interest (ROI) is
treated as a whole, which means that all pixels in the ROI are potentially used to compute
the descriptor. The ROI is usually bounding box of detected person. So in fact the holistic
methods involve two steps: a person detection using either background subtraction and/or
tracking and descriptor computation. Common representations are silhouettes, edges and
optical flow based descriptors. These methods are generally sensitive to noise, variation
in viewpoint and occlusion [84].
The foreground of person in the image forms a human silhouette, which provides
shape information about the human pose. The evolution of such silhouette over the time
is used in action recognition. In the work of [21] the differences of binary silhouettes
are accumulated over spatial domain; constructing Motion Energy Image (MEI), and over
temporal domain; constructing Motion History Image (MHI). Such representation forms
action template. The statistical model of moments is further used to match unknown
action instance to closes template.
In [33] the actions are modeled as 3D shapes obtained by stacking the 2D silhouettes
in spatio-temporal volume. Zhu et al. [141] employed an extended Radon transform on
the binary silhouette. Such representation is invariant to geometrical transformations
such as scaling and translation. In [136] the extremities of a human body like head,
hands and feet are used to model the action. These extremities are detected from a body
contour. Finally Qian et al. [86] used contours of the MEI and obtained descriptor which







Harris3D [51] RGB Local
Stacked
RGB volume Handcrafted
3D-MHI [74] Depth-map Holistic
Stacked
Depth-map volume Handcrafted
IDT [114] RGB Local Optical flow Handcrafted
Two-streams Net [100] RGB Holistic Optical flow Learnt
TDD [117] RGB Local Optical flow Learnt
Lv et al. [63] Skeleton Joints Sequential Classifier Handcrafted
Wu et al. [127] RGB Holistic Sequential Classifier Learnt
Table 2.1: Comparison of selected state-of-the-art methods, w.r.t. to Action Recognition
challenges.
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is invariant to scale changes and translations.
The mentioned Holistic Methods relay heavily on people detection (to detect ROI) and
background subtraction (to extract features). Recent advancements in object detection in
RGB images makes people detection a minor issue. But computing stable and accurate
silhouettes based on RGB images is still a challenge, especially in real-world scenario
videos.
Local Features Representation The key idea behind Local Representation is to capture
characteristic features from a local spatio-temporal volume of a video. Same idea was suc-
cessfully applied to object detection, scene recognition etc. The main advantage of Local
Representation based methods is that, they do not require neither human segmentation
nor people detection, which are to some extend challenging tasks on RGB videos. In 7 we
propose a method which improves performance of Local Representation by incorporating
information from person bounding box.
So in fact the holistic methods involve two steps: Point Of Interest (POI) detection and
descriptor computation. The goal of feature detector is to select a video region which max-
imizes the saliency. Laptev et al. [51] proposed a feature detector which extends the Har-
ris corner detector [36] to spatio-temporal case – Harris3D. Dollar et al. [23] claimed that
cases when Harris3D triggers are rare. They claimed also that salient motion is present
in other video regions. They proposed detector which uses spatial Gaussian kernels and
temporal Gabor filters. Oikonomopoulos et al. [77] proposed detector which computes en-
tropy in a cylindrical neighborhood around a given space-time position for the temporal
derivative of a video. Willems et al. [125] proposed Hessian3D detector as spatio-temporal
extension of the Hessian saliency measure. The detector measures saliency using the de-
terminant of the 3D Hessian matrix. An integral video structure allows a speed up of
computations by approximating derivatives with box-filter operations. A non-maximum
suppression algorithm selects joint extrema over space, time and different scales. Most
feature detectors determine the saliency of a point with respect to its local neighborhood.
Wong and Cipolla [126] proposed method which finds salient features by considering
global information. Video sequences are represented as a dynamic texture with a latent
representation and a dynamic generation model. The dynamic model is approximated as
a linear transformation. A sub-space representation is computed via non-negative matrix
factorization.
When salient POIs are detected, the common strategy for Local Representation based
methods, is to compute descriptor for given local volume around POI. Many authors pro-
posed different descriptors: Laptev et al. [52] used HOG [20] and HOF [113] descriptor.
Dollar et al. [23] used different local descriptors based on brightness, gradient, and op-
tical flow. They investigate different descriptor fusion methods: simple concatenation of
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pixel values, a grid of local histograms, and a single global histogram. They report that,
concatenated gradient information leads to best performance. An extension of the SIFT
descriptor [60] was proposed by Scovanner et al. [93]. For a set of randomly sampled
positions, spatio-temporal gradients are computed in the local neighborhood of each po-
sition. Each pixel in the neighborhood is weighted by a Gaussian centered on the given
position. For orientation quantization, the authors represent gradients in spherical coordi-
nates that are divided into an 8×4 histogram. Willems et al. [125] proposed the Extended
SURF (ESURF) descriptor, which extends the image SURF descriptor [5] to videos. The
authors divide 3D patches into a grid of local M ×M ×M histograms. Each cell is rep-
resented by a vector of weighted sums of uniformly sampled responses of Haar-wavelets
along the three axes.
Feature trajectories is an idea that arisen on top of Local Representation. Many au-
thors claimed [67, 68, 106, 113, 114] that 2D spatial domain and temporal domain
in videos have have a very different characteristics. Because of that POI should not
be detected in joint 3D spatio-temporal space. Based on conclusion above many authors
[67, 68, 106, 113, 114] proposed methods where they track detected spatial POI across
time. The trajectory shape and descriptors computed based on volume around the trajec-
tory points are then used as video representation. Messing et al. [68] extracted feature
trajectories by tracking Harris3D interest points [51] with the KLT tracker [62]. Trajecto-
ries are represented as sequences of log-polar quantized velocities. Matikainen et al. [67]
used a standard KLT tracker. Trajectories in a video are clustered, and an affine transfor-
mation matrix is computed for each cluster center. The elements of the matrix are used to
represent the trajectories. Sun et al. [106] extracted trajectories by matching SIFT descrip-
tors between two consecutive frames. They imposed a unique-match constraint among the
descriptors and discarded matches that are too far apart. Wang et al. [113, 114] proposed
Dense Trajectories method where they densely sample POI from the grid. Then the POIs
were tracked using optical flow. Action was represented by trajectory shape descriptor,
HOG [20], HOF [113], MBH [20, 113] computed in a cropped volume around each tra-
jectory points. The methods which leverage features trajectory information showed im-
pressive results in action recognition. Many further extension of Dense Trajectories were
proposed [9, 117, 8, 7, 6, 137].
Deep Learning The Deep Learning methods in action recognition are closely related to
efficient use of CNNs in image classification. In general one of the main advantage of CNNs
is that they learn in end-to-end process both: features (filters) and classification bound-
aries. Thanks to that we can obtained specialized features which describe the data better
and make classification task easier. Of course such approach is prone to overfitting so the
training process of CNN requires careful regularization and typically significant amount of
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labeled examples. It is now clear that CNN-based approaches outperform most state-of-
the-art handcrafted features for image classification [48, 89]. For the action recognition
such conclusion it is not obvious. Videos introduce additional temporal dimension, while
CNNs initially were designed to model static images and is not clear how motion dynamics
should be encoded in CNN. Thus in action recognition most of authors use CNNs trained
on still images to model static appearance. Then they proposed different ways – how to
model motion in the video. Ji et al. [41] proposed to used stacked video frames as an
input and replace 2D convolutions with 3D. They reported improvement over 2D convolu-
tion architectures, but their approach did not outperformed hand-crafted based features.
Simonyan et al. [101] proposed to model motion with CNN trained on optical flow input,
together with second CNN trained on still images. This approach was later extended by
Feichtenhofer et al. [28], they replaced late fusion approach, by fusing two nets at lower
layers and perform joint fine tuning. Wu et al. proposed to use (Recurrent Neural Net)
RNN, to model motion in the video. RNN is a special architecture which can handle se-
quential input. For each sequence item a copy of Neural Net is created. The RNN contains
connection between neurons in hidden layers between each replica and each neural net
replica shares the same model weights with the others. Wu et al. claim that actions in
the video can be decomposed to local motion which can be handled effectively by opti-
cal based CNN. And the global motion which can be effectively modeled by RNNs. They
compute CNN feature for each video frame and then they feed them into RNN. Wang
et al. [119] introduced sparsely sampled temporal fragments to model long term global
motion. Ma et al. used LSTM for early activity recognition [65]. Xu et al. proposed to use
transfer learning and feature embedding [131].
In general proposed Deep Learning methods perform on the same level or slightly
better than models with hand-crafted features (see 2.2). Another issue is that recent
state-of-the-art datasets [49, 103], introduce quite high inter-class variation. In such case
static appearance information is favored over motion information. For instance on UCF-
101 dataset CNN trained on static images achieves 60% of classification accuracy based
on single randomly sampled frame of the video. Because of the reasons above many au-
thors [100, 117, 28] proposed to fuse hand-crafted features together with Deep Learning
models, achieving superior results.
2.2.2 Depth-map
Spatial 3D information was not in the limelight of the research, until the introduction of
low-cost RGB-D sensors (eg. Microsoft Kinect, Asus Xtion). The introduced devices are
able to output both RGB and depth-map stream in real-time. The depth-map provides
information about the distance of each pixel to the sensor. The reported distances are
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Features Method/Dataset UCF-101 HMDB51
Hand Crafted
Improved Dense Trajectories (IDT) [114] 88.0 57.2
Modeling Video Evolution for Action Recognition [31] - 61.5
Multiskip features [50] 89.1 66.8
CNN
Two-streams Net [100] 91.5 65.9
Hybrid Deep learning net [127] 90.1 -
TGP Net [118] 91.4 -
CNN for unconstrained videos [138] 89.2 -
Two-stream fusion [28] 92.5 65.4
Temporal Segment Network [117] 94.2 69.4
Hybrid
Two-stream fusion + IDT [28] 93.5 69.2
Trajectory-Pooled Deep-Convolutional Descriptors [117] 91.5 65.9
Table 2.2: Comparison of state-of-the-art methods which use hand-crafted features vs.
methods which use CNN. We compare the results on two popular datasets UCF-101 [103]
and HMDB51 [49]
usually in millimeters, and sensor working range is from 0.5 m upto 7 m. The sensor‘s
accuracy is a non-linear function of distance, so the further given object is located from
sensor, the less accurate is the measurement. The depth-map obtained from sensor is
usually noisy and contains many missing values due to occlusions and the fact that many
materials absorb beams sent from the sensor. Nevertheless information obtained from
RGB-D sensors played a key role in improvement of scene segmentation people detection
and people segmentation.
Holistic methods As mentioned above depth information makes scene segmentation
task easier. In particular it is easier to obtain reliable background subtraction. Due to this
fact many authors extended existing RGB Holistic methods (see 2.2.1) to RGB-D case.
Ni et al. [74], extended MHI including the depth information. They proposed 3D-MHI
which extends MHI which encodes motion history in depth direction. In [55], a small set
of representative 3D points sampled from the depth silhouette is used to characterize the
shape of salient postures. The idea here is that the points inside the silhouette carry re-
dundant information and the body shape can be described sufficiently by a small number
of extreme points of the contour. The depth map is projected on to the three orthogonal
Cartesian planes XY, YZ and XZ and points are sampled at equal distance along the con-
tours of the projection. The temporal dynamics of these sampled points are used to infer
the actions. A similar planar projection method is used in [135]. The depth maps are
projected on to the three orthogonal Cartesian planes. Then motion energy obtained from
the projected maps are stacked together to form Depth Motion Maps (DMM). The DMM
representation encodes information about the body shape and motion in three projected
planes. The approach in [117], where the 2D silhouettes are stacked to create a 3D space-
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time volume, has been extended to depth sequences as well. Viera et al. [111] extended
the [33]. They divided space and time axes into multiple cells to define a 4D space-time
grid for a depth image sequence. A saturation scheme is used to enhance the role of the
cells and make them suitable for recognition. The obtained feature vectors, called Space-
Time Occupancy Pattern (STOP). Oreifej et al. [78] proposed to compute normal vectors
to the surface planes. The normal vectors are compute for for each frame. Then to de-
scribe video a 4D histogram of surface normal orientations (HON4D) was proposed. The
features capture the distribution of the surface normal direction in the 4D space of spatial,
depth and time axes.
Depth information makes people detection and background subtraction tasks less chal-
lenging, which made holistic methods on RGB-D images more robust. Nevertheless some
drawbacks of holistic methods are still true. The mentioned methods are still sensitive to
occlusions and missed defections.
Local methods Local methods on depth-map follow same principle as on RGB videos.
The key idea is to find the salient Point Of Interest (POI) and then compute the descriptor
around given POI. In [87], a descriptor called Histogram of Oriented Principal Compo-
nents (HOPC) is proposed. It captures the local geometric characteristics around each
point within a sequence of 3D point clouds. First Principal Component Analysis (PCA) is
performed on a spatio-temporal volume around the point, then the resulting Eigenvectors
are projected onto a number of directions corresponding to the vertices of a polyhedron.
The descriptor formed by concatenating these projected Eigenvectors is used when per-
forming action recognition. The authors claim that proposed HOPC descriptor is invariant
to changes in viewpoints. The Comparative Coding Descriptor (CCD) was proposed in
[15]. This descriptor encodes the structural relations of points in space and time. The
video is treated as a spatio-temporal volume of depth values and a set of small atomic
cuboids extracted from this volume is used to construct a sequence of codes that define
the descriptor. The occupancy patterns introduced in previous paragraph were applied to
describe cell of spatial grid [116]. The numbers of points that fall into the cells of a a spa-
tial grid are used to form descriptor called Local Occupancy Pattern (LOP). The LOP is used
to describe the appearance in a sub region of the depth image and is useful for characteriz-
ing the interactions with objects when an action is performed. Wang et al. [115] proposed
Random Occupancy Pattern (ROP). In this method a depth sequence is considered as a 4D
spatio-temporal volume in which the pixel values are binary. The ROP features are defined
by the sum of the pixel values in a sub-volume. There are a number of sub-volumes with
different sizes and at different locations. The set of possible sub-volumes is prohibitively
large, so a random sampling approach is used to efficiently explore the sub- volumes.
In general many Local methods are used together with different input eg. with skele-
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ton – where skeleton joints are used as a detector, or RGB where POI are detected on RGB
video frame. Depth information does not provide a lot of texture information, that is why
very often is more efficient to find salient POI on RGB frame.
Deep Learning There are only few Deep Learning based methods applied to depth-map
input. There are two reasons behind it. The action recognition datasets which provides
depth-map information are even smaller than RGB-only datasets. This makes training
deep neural nets from scratch, a very difficult task. In addition depth-map have very
different characteristics than RGB frames, which makes it also difficult re-use pre-trained
RGB neural nets.
Pichao et al. [120] proposed pseudo-coloring scheme, which they applied on depth-
maps. This allowed them to use RGB based pre-trained models. In [121] authors proposed
Depth Motion Maps, where they compute difference between consecutive video frames
and use this as an input to CNN.
2.2.3 Skeleton
Skeleton based methods became an active area of a research after introduction of low-
cost RGB-D sensors and introduction of robust skeleton detection method [98], which
was able to detect 20 skeleton joints from RGB-D data in real time. Many authors were
motivated by study of Johansson [42], in which he demonstrated that humans can rec-
ognize actions, only based on glowing landmarks attached to joints. For the long time
RGB-D based skeleton detection was the only to provide reliable and real-time results.
Recent advancements in Deep Neural Networks resulted in methods [83, 40, 124] which
can detect skeleton form RGB data in nearly real-time processing time, when run on GPU
(Graphics Processing Unit).
Many skeleton based methods focus on joint position representation. They model
relative joints positions, pairwise joints position or angles between joints. Such represen-
tations focus on pose information correlated with given action.
In [115] the feature for a joint is determined by taking the difference between the po-
sition of a joint and all the other joints. The overall feature is determined by enumerating
all the pairwise joints. Yang et al. [132] proposed the relative joint positions computed
from several video frames are used as features. Apart from the differences between the
joints in the current frame, the pairwise differences are computed between the current
frame and a preceding frame to capture the motion properties. Ellis et al. [26] proposed
to compute Euclidean distances between every pair of points in the current frame and pre-
vious frame. In [76], the relative azimuth and elevation angles of each joint with respect
to it‘s parent in the skeleton hierarchy are used to compute the features. For example, in
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order to calculate the feature at the left elbow joint, first the sensor coordinate system at
this joint is translated such that the origin is at the left shoulder. Then a local spherical
coordinate system is constructed in terms of an elevation angle from the XY plane and an
azimuth angle from the positive X axis. The methods in [75, 95] also employ joint angles
as features for action recognition with [95] using quaternions for representing rotations.
In [130] the azimuth and elevation angles of the hip centre joint are divided into equal
sized bins and the angles corresponding to the other joints are assigned to the bins in a
probabilistic way. The final descriptor called Histogram of Oriented Joints 3D (HOJ3D)
is computed from the histogram bins. Ma et al. proposed tree ensemble model to model
space and time relations [64]. In [34], a histogram of the directions between joints in the
current frame and adjacent frames is used. The resulting descriptor called Histogram of
Oriented Displacements (HOD) represents the motion of an object based on the distance
it moves. The covariance matrix of the joint positions is used to derive a Covariance of
3D Joints (Cov3DJ) descriptor in [39]. In some methods, authors claim that not all joints
provide useful information. Some of them propose to manually select the informative
joints [130], while others select sub-set of joints automatically. For instance [75] the most
informative joints in a time window are identified based on the relative informativeness
of all the joints in that time window. The joints that have high variance of their angular
changes are defined as the most informative joints.
It is worth noting that in skeleton based methods many authors decided to use classi-
fication methods which can model sequential data (eg. HMM, CRFs). The idea behind it
is that it is better to let classifier learn how to model temporal evolution of skeleton, than
design feature which captures that evolution manually. Lv et al. [63] proposed to use Hid-
den Markov Model (HMM) with set of spatially local features based on single joints, and
a combination of joints (they form hierarchical structure). Koppula et al. [46] evaluated
the interaction between a human and and object. The authors encode a Markov Random
Fields using a spatio-temporal sequences. They encode two types of nodes, namely object
nodes and sub-activity-nodes, and edges representing the relationship between an object
and the human.
2.2.4 Multimodal representation
In previous sections methods which use single modalities were described. In practice
it happens very often that given data source provides more than one modality. For in-
stance RGB+depth-map or depth-map+skeleton or all of them. Many authors [140, 116]
merge different modalities using "late fusion" strategy, where they use completely separate
framework for each modality and then they use weighted average of classification scores
obtained for each modality.
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Zhao et al. [140], proposed a Local Depth Pattern (LDP) descriptor, which is obtained
by computing the average depth values in a spatial cell. The cell is constructed from the
POI detected in a colour image. Wang et al. use skeleton as a POI detector, than they
compute Local Occupancy Pattern (LOP) which models appearance on depth-map around
each joint position. Finally they classify action using LOP features and joint position fea-
tures. Cheron et al. [16] proposed to use skeleton information with RGB frames. They
crop image around manually selected subset of joints. The cropped image are used as an
input to pre-trained CNN. Features obtained from the convolutional layer of CNN are then
used as an input to SVM classifier.
In 4 we propose to extend trajectory shape descriptor [113] computed on RGB to 3D
by incorporating information from depth-map.
2.3 Datasets
As mentioned in chapter 1 we are particularly interested in daily-living action recognition
due it’s application to health care and robotics. Thus we selected 3 public data-sets which
contains daily-living actions to evaluate our methods. In addition we recorded large scale
Smarthomes dataset. In table 2.3 we compare datasets used in this thesis with other
state-of-the-art datasets to provide the context.
2.3.1 CAD-60
This dataset [107] contains the RGB frames, depth sequences and skeleton. The data
was captured Microsoft Kinect sensor. The data set consists of 12 actions performed by 4
subjects. The actions are performed in 5 different environments: office, kitchen, bedroom,
bathroom, and living room. All together data-set contain 60 videos.
2.3.2 CAD-120
This dataset [107] contains the RGB frames, depth sequences and skeleton. All together
there are 120 videos available. Actions are performed by 4 different subjects performing
10 high-level activities. Each high-level activity was performed three times with different
objects. The activities vary from subject to subject significantly in terms of length.
2.3.3 MSRDailyActivity3D
This dataset [116] consists of 16 actions such as: drink, eat, read book, call cellphone,
write on a paper, use laptop, use vacuum cleaner, cheer up, sit still, toss paper, play game,
lie down on sofa, walk, play guitar, stand up, sit down. Each action is performed by 10
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Dataset Input type # Subject # Classes # Views # Examples
UCF-101 [103] RGB - 101 - 13320
HMDB51 [49] RGB - 51 - 6766
MSRDailyActivity3D [116] RGB+D+Skeleton 10 16 1 320
CAD-60 [107] RGB+D+Skeleton 4 12 5 60
CAD-120 [107] RGB+D+Skeleton 4 10 5 120
NTU [96] RGB+D+IR+Skeleton 40 60 80 56880
Smarthomes RGB+D 20 28 7 16974
Table 2.3: Comparison of selected datasets for Action Recognition. First two datasets
(HMDB51 and UCF-101) focus on action recognition of videos uploaded to the internet,
while others focus on daily-living action recognition.
subjects, and each subject performs each action in standing and sitting position, what adds
an additional intra-class variation. In total, the dataset contains 320 videos recorded with
640× 480 pixels spatial resolution. RGB frames, depth-map and skeleton are available for
all videos.
2.3.4 Toyota Smarthomes
This dataset consist of 28 action classes, performed by 20 senior people. The action were
recorded in different locations (dining room, kitchen, living room). We used 7 RBG-D
sensors to record the dataset, thus we introduce different viewpoint angles. The most
important characteristics of Smarthomes dataset is fact that all actions were performed in
unsupervised and completely natural way. To achieve that we used the following recording
protocol. Each person stayed in the apartment for 8 hours. Day was divided into 1 hour
sessions, and in each session person was asked to perform selected actions. For instance in
lunch time sessions person was asked to prepare and eat the meal, but no more detailed
instructions were given. In this way we managed to gather dataset with actions that are
done in completely un-acted and unsupervised way, which was not a case in most of public
daily-living datasets. The dataset contains almost 17,000 video clips. The details of the
dataset and sample frames are available in appendix A.
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Brushing teeth Cooking/chopping Cooking/stirring
Drinking water Opening pill container Random
Relaxing on couch Rinsing mouth Still
Talking on couch Talking on the phone Wearing contact lenses
Working on computer Writing on white board
Figure 2.1: Sample frames of each action class for CAD60 dataset.
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Arranging objects Cleaning objects Having meal
Making cereal Microwaving food Picking objects
Stacking objects Taking food Taking medicine
Unstacking objects
Figure 2.2: Sample frames of each action class for CAD120 dataset.
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Call cell phone Cheer up Drink
Eat Lie down Play game
Play guitar Readbook Sit down
Sit still Stand up Toss paper
Use laptop Use vacuum cleaner Walk
Write on paper
Figure 2.3: Sample frames of each action class for MSRDailyActivity3D dataset.
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Boil water Clean dishes Cleanup Cook
Cut Cut Bread Drink Eat
Eat at table Enter Fill coffee machine Get up
Insert tea bag Lay down Leave Make coffee
Pour Pour coffee grains Read book Sit down
Stir Take pills Use laptop Use stove
Use tablet Use telephone Walk Watch TV
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3.1 Introduction
In this chapter we introduce the framework for action recognition, which will be used
throughout the thesis. The mentioned framework belongs to local feature methods (see
chapter 2). This kind of framework has shown good accuracy on various action recognition
datasets [113, 52], in addition is robust to scale and view changes. The framework consists
of 4 steps:
• features detection,
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• descriptor extraction,
• Fisher Vector encoding,
• SVM classification,
the outline of the framework is presented in fig. 3.1.
In this chapter we evaluate two baselines methods: Dense Trajectories (DT) [113], and
Trajectory-Pooled Deep-Convolutional Descriptors (TDD) [117]. Both methods use same
mechanism for feature detection, Fisher Vector encoding and classification. The main
difference is that DT use hand-crafted descriptors, while TDD use CNN feature maps. This
gives us opportunity to compare hand-crafted and learnt features based framework and
further compare them with methods proposed in this thesis. We compare a performance
of both methods on 4 datasets: CAD-60, CAD-120, MSRDailyActivity3D, Smarthomes.
Next we will describe the action recognition framework in section 3.2, then in sec-
tion 3.3 we will describe TDD feature extraction details, in section 3.4 we describe evalu-
ation metrics details and finally in section 3.5 we provide evaluations results.
3.2 Local Features with Fisher Vector Encoding
In this section we describe a framework for action recognition with local points of interest
detection, Fisher Vector encoding and SVM classifier. The framework will be used for
action classification with methods proposed in this thesis. The described framework can
be break up into 4 parts (see fig. 3.1): local features detection, descriptor extraction,
Fisher Vector encoding, SVM classification.
3.2.1 Local Features Detection
Different local features detectors were proposed throughout the years [51, 23]. The key
idea of feature detection is to find salient local points of interest. In our action recognition
framework we selected Dense Trajectories proposed by Wang et al. [113]. This method
densely samples points of interest and then track them in subsequent video frames.
In Dense Trajectories local points of interest (POI) are sampled from the dense grid
spaced by W pixels. To make sure that POIs cover all spatial positions and scales, the
samples are taken from different spatial scales separately. The sampling is carried out
with step W = 5 and we use the same value as original authors. The POIs sampled from
homogeneous region will be difficult to track, so to remove POIs sampled from such areas,
the following criterion is applied: if the eigenvalues of auto-correlation matrix are below
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Points of Interest 






Figure 3.1: Action recognition with: local features extraction, Fisher Vector encoding and
SVM classifier – outline. In first step local points of interest are detected. In second step
descriptors (eg. HOG, HOF, MBH) are computed in local neighborhood of detected points
of interest. In third step GMM model is computed and features are encoded to Fisher
Vector. Videos are classified using linear SVM with Fisher Vector representation.






where (λ1i , λ
2
i ) are the eigenvalues of point i in the image I. The original authors claim that
constant 0.001 provides good compromise between saliency and density of the sampled
points.
Once POIs are extracted, they are tracked in the subsequent video frames. For each
frame It – optical flow field wt is extracted based on current It and next frame It+1.
POI pt = (xt, yt) from frame It is tracked in frame It+1 based on optical flow field, and
smoothed by median filter on wt:
pt+1 = (xt+1, yt+1) = (xt, yt) + (M ∗ ω)|xt,yt (3.2)
where M is the median filtering kernel, and (xt, yt) is the rounded position of (xt, yt).
3.2.2 Descriptor Extraction
Once points of interest are detected the descriptors are computed in the local neighbor-
hood of each detected point. In our case trajectory points are treated as points of interest
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around which descriptors are computed. In next section we will describe different kind of
hand-crafted descriptors that are computed around trajectory points.
3.2.2.1 Trajectory Shape Descriptor
The shape of a trajectory encodes local motion patterns. Given a trajectory of length L





The above sequence will be referred Trajectory Shape Descriptor(TSD). In the original
work authors set length of the trajectory to L = 15, thus TSD size is equal to 30.
3.2.2.2 Motion descriptors
Apart from trajectory shape descriptor two other motion descriptors are computed. First
spatio-temporal volume of size N × N pixels and L frames long is constructed. The de-
scriptors (eg. HOF or MBH) are computed in each cell of the spatio-temporal volume, and
the final descriptor is a concatenation of these descriptors. The default parameter for our
experiments is N = 32 and L = 15.
Both HOF and MBH [20] are computed based on optical flow. HOF descriptor com-
putes direction of optical flow in each spatio-temporal volume. The direction are grouped
in 8 bins, and additional zero is added, thus an histogram with 9 bins is created. The
spatio-temporal volume is divided in 4 spatial and 3 temporal grids, thus final size of HOF
descriptor is 109 (i.e. 2× 2× 3× 9).
In case of MBH descriptor first derivatives of optical flow w.r.t. x, and y directions
are computed. Then orientation information is encoded into 8 bins, for each direction
separately (x and y). Similarly to HOF spatio-temporal volume is divided into 12 grids,
thus final MBHx and MBHy descriptor size is equal to 96 (i.e. 2 × 2 × 3 × 8). Final MBH
descriptor is obtained by concatenation of MBHx and MBHy resulting in 192 dimensions.
3.2.2.3 Appearance descriptors
To model appearance information involved in action HOG [20] is computed. It is done in
similar manner as for HOF and MBH, but this time descriptor is computed on RGB frame
instead of optical flow.
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3.2.3 Fisher Vector Encoding
Once the descriptors are extracted, we use them to create video representations. We en-
code a video sequence using first and second order statistics of a distribution of a feature
set X, based on Fisher vectors [81, 82]. We model features with a generative model and
compute the gradient of their likelihood with respect to the parameters of the model,
i.e. ∆λ log p(X|λ). We describe how the set of features deviates from an average distribu-
tion of features, modeled by a parametric generative model. Firstly, during the preliminary
learning stage, we fit a K-centroid Gaussian Mixture Model (GMM) to our training fea-





s.t. ∀j : wj ≥ 0,
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(xi−µj)T Σ−1j (xi−µj), (3.5)
where xi ∈ X is a D-dimensional feature vector, {g(xi|µj ,Σj)}Mj=1 are the component
Gaussian densities and λ = {wj , µj ,Σj}Mj=1 are the parameters of the model, respectively
the mixture weights wj ∈ R+, the mean vector µj ∈ RD and the positive definite covari-
ance matrices Σj ∈ RD×D of each Gaussian component. We learn the parameters λ using
the Expectation Maximization restricting the covariance of the distribution to be diago-
nal. To estimate the GMM parameters, we randomly sample a subset of 256, 000 features
from the training set. To increase the precision, we initialize GMM ten times and we keep
the codebook with the lowest error. We define the soft assignment of descriptor xi to the
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where Nx is the cardinality of the set X. Finally, we encode a set of local descriptors X as a
concatenation of partial derivatives with respect to the mean GXµ,j and standard deviation
GXσ,j parameters for all M components:








As a final step, we apply the power normalization and L2-normalization. The dimension
of the Fisher vector representation is 2KD.
3.2.4 SVM
In this section we describe the Support Vector Machines (SVM) classifier which is used to
assign action categories for each video represented as Fisher Vector. SVM is a supervised
machine learning technique, which means that in training process input features as well
as ground truth labels have to be provided. The idea of SVM was proposed by Vapnik
et al. [110]. The method became popular in computer vision community [25, 24, 123] in
many different areas such as: object recognition [81, 82] and action recognition [113, 51].
The SVM objective is to find hyperplane, which separates two classes with maximum mar-
gin. Rationale behind maximum margin separation hyperplane is as follows. If we pick
separation hyperplane with small margin, then any slight perturbations to the decision
boundary can have significant impact on classification results. Thus classifiers which pro-
duce boundaries with small decision boundary with small margin are susceptible to over-
fitting. A more formal explanation which relates decision boundary of linear classifiers
to their generalization error is based on Structural Risk Minimization (SRM) theory, the
detail can found in [109]. It is worth noting that in principle SVM is a linear classifier, but
it can be extended to non-linear by kernel transformation.
In action recognition framework used in this thesis we will use linear SVM, in particular
C-SVM formulation proposed by [17]. Let’s assume that we have N training examples
{(xi, yi),xi ∈ Rp, yi ∈ {−1, 1}, i = 1, ...N}. The learning task in SVM can be defined as









subject to yi(w ∗ xi + b) ≥ 1, i = 1, 2, ..., N. (3.11)
Where w is a normal vector to separation hyperplane, ξi is slack variable which controls
the amount of misclassification on training set, C is regularization parameter, which con-
trol the penalty cost for each misclassified example in training set. Because the objective
function is quadratic and constraints are linear, the optimization problem is convex.
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Linear SVM has also two other key properties: works well with high dimensional data
[109] and is computationally effective, because training complexity is proportional to
O(Np) and testing complexity is O(p). The above properties of SVM makes it suitable
for the framework used in this thesis as Fisher Vector representing video is usually high
dimensional.
SVM is a binary classifier, but in action recognition we typically deal with multiclass
problems. To overcome this limitation in our classification framework we use one-versus-
all strategy. In this case we construct C binary classifier one for each class. One-versus-
one strategy could be considered as alternative, but it was not chosen because of its big
memory footprint. In addition Zhang et al. [139] claim that one-versus-one strategy does
not lead to improved accuracy rate over one-versus-all.
In our experiments we use SVM implementation provided by scikit-learn [80] library.
3.3 Trajectory-Pooled Deep-Convolutional Descriptors (TDD)
In this section we introduce Trajectory-Pooled Deep-Convolutional Descriptors (TDD)
[117] that will be used as a second baseline in this thesis. The authors utilize deep archi-
tectures to learn discriminative convolutional feature maps. Then they pool values of the
convolutional map around the trajectory points detected with Dense Trajectories method.
To enhance the robustness of TDDs, they design two normalization methods to transform
convolutional feature maps, namely spatio-temporal normalization and channel normal-
ization. As we can see the described TDD method is closely related to framework described
in section 3.2, the crucial difference arises in feature extraction step. In Dense Trajectories
hand-crafted features are extracted while in TDD values of convolutional filters obtained
from Convolutional Neural Network (CNN) are used to form the descriptor.
To extract the motion features the conv3 and conv4 layer of CNN is used. The CNN in
this case was trained on optical flow and we will refer it as motion stream CNN. To extract
appearance features the conv4 and conv5 layer of CNN is used. The CNN is trained on RGB
frames and we will refer it as appearance stream CNN. The overview of whole framework
is illustrated in fig. 3.2.
Both CNN streams are trained based on The Two Stream Network proposed by Si-
monyan et al. [100]. Below we briefly describe training process of CNNs used with TDD
method.
3.3.1 Appearance stream
The appearance net operates on single RGB frames as an input. In our experiments we use
VGG-16 net [102], pre-trained on ImageNet [22] and on UCF-101dataset. The mentioned
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Figure 3.2: TDD overview. The descriptor computation involves 3 steps: (i) trajectories
extraction using Dense Trajectories method, (ii) multi-scale convolutional feature maps
extraction, and (iii) TDD calculation by stacking convolutional feature maps obtained
from trajectory points. After TDD descriptor is computed framework with Fisher Vector
encoding and linear SVM is applied.
VGG-16 network consists of 16 weighted layers. The input image is expected to be frame
of 224× 224 pixels followed by 13 convolutional layers and 3 fully connected layers. The
key feature of the net is that it uses small filters of size 3× 3, which allows to build deeper
neural net. In training phase we sample frames M from each video of the dataset. Then
we crop random patch of size 224 × 224 from each sampled frame. The patch can be
cropped either from top-left, top-right, bottom-left, bottom-right, or center. Each patch
can be randomly flipped from left to right.
3.3.2 Temporal stream
The temporal net consists of same VGG-16 architecture, but is trained on stacked optical-
flow. The optical-flow can be seen as a set of displacement fields dt between consecutive
frames t and t+1. Then dt(u, v) represents displacement vector of pixel at point (u, v) from
frame t to frame t + 1. The input to the temporal net is a stack of 2L optical-flow fields:
L computed in forward temporal direction w.r.t. to frame of interest and L computed in
backward temporal direction. Training process is similar to appearance net: we randomly
sampleM frames from each video. For each frame we compute stacked optical-flow of size
L = 10. Then we apply random cropping and flipping in the same way as in appearance
net.
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3.4 Evaluation Metric
3.4.1 Mean Class Accuracy Metric
To evaluate a performance of proposed and baseline methods we will use Mean Class






1(yi = c) (3.12)
where yi label assigned to sample i, 1(x) is the indicator function. Then Mean Class







where C is set of action classes.
Action recognition framework used in this thesis introduces random factors such as:
different codebook assignment which depends on random initialization in Fisher Vector
representation, or in case of deep neural networks convergence to different local opti-
mums. Thus to be able to compare relative improvement of selected methods we run all
experiments at least 2 times and report also standard deviation of Mean Class Accuracy
metric.
3.4.2 Data Splits and Cross-Validation
For each experiment we divide data into three splits: training split with examples used for
training the classifier, validation split used to tune the parameters such as learning rate,
regularization rate, etc. and test split which contains data used for final assessment of the
performance.
If training, testing partition information is provided for given dataset, we follow same
partition in our experiments. To split training set into training split and validation split we




In this section we present a evaluation of the baseline method based on Dense Trajectories,
Fisher Vector representation and linear SVM. We will use 6 different sizes of codebooks:
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16, 32, 64 128, 256, 512, 7 different descriptors: Trajectory Shape Descriptor (TSD), HOG,
HOG, MBHx, MBHy, MBH and fusion of all mentioned descriptor refereed as DT (Dense
Trajectories). The experiments will be performed on 4 datasets: CAD-60, CAD-120, MSR-
DailyActivity3D, Smarthomes. The datasets differ in terms of number of action classes,
examples and challenges (detailed description of dataset is available in section 2.3).
3.5.1.1 CAD-60
The results are reported in table 3.1. By analyzing the experiments we can draw some of
conclusions:
• Small codebook sizes work best on this data set. There is trend where accuracy
decreases, while codebook size increases. The reason behind it, might be small size
of dataset. With low amount of data and big size of codebook the overfitting is
becoming an issue.
• Feature fusion reports the best accuracy, while MBH, TSD descriptors achieve com-
parable results.
• HOG achieves the worst results. The reason why HOG descriptor itself does not
perform well is that it focuses only on appearance, which is not a key information
in action recognition in general. In addition actions are performed in apartment so






Table 3.1: Results of Dense Trajectories method on CAD-60 dataset. The plot shows Mean Class Accuracy w.r.t. codebook size. The σ
provided in table states for standard deviation of the results. Last column indicates best result across all codebook sizes.




























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
DT 69.64 2.53 66.07 2.53 70.54 1.26 65.18 1.26 63.39 1.26 60.71 2.53 70.54 1.26
TSD 60.50 2.53 58.71 5.05 60.50 0.00 63.18 1.26 56.04 3.79 58.71 0.00 63.18 1.26
MBH 60.71 2.53 60.71 2.53 61.61 1.26 60.71 2.53 56.25 3.79 57.14 0.00 61.61 1.26
HOF 53.57 2.53 52.68 1.26 58.93 0.00 50.89 1.26 55.36 5.05 54.46 1.26 58.93 0.00
HOG 43.75 1.26 51.79 0.00 51.79 0.00 52.68 3.79 41.96 6.31 33.04 1.26 52.68 3.79
40 Chapter 3. Action Recognition Framework
3.5.1.2 CAD-120
The results are reported in table 3.2. The CAD-120 dataset differs from CAD-60 in the
way that it contains more examples, but less action classes.
• The accuracy starts to drop when codebook size is bigger then 256 for most of the
descriptors.
• We can observe that despite of size of the codebook – the best performing descrip-
tor is MBH, followed by DT. The reason for such a performance of MBH is that
CAD-120 contains 4 out of 10 action classes which involve a lot of vertical motion
(arranging objects, stacking objects, unstacking objects, picking objects). The MBH
descriptor consist on X and Y component, thus is able to to model the actions better
than for instance HOF descriptor.
• Fusion of all descriptors (DT) did not achieve the best results. The reason for that is
underperfomance of TSD descriptor, which does not contain complementary infor-
mation, thus the fusion of TSD with other descriptors leads to performance drop.
• TSD achieve low performance on CAD-120 dataset, because it contains many actions
with similar motion patterns i.e. all actions which involve object manipulation. It
seems that trajectory shape is not sufficient to encode the motion information, while
detected trajectory points itself are informative, because other descriptors computed






Table 3.2: Results of Dense Trajectories method on CAD-120 dataset. The plot shows Mean Class Accuracy w.r.t. codebook size.
The σ provided in table states for standard deviation of the results. Last column indicates best result across all codebook sizes.




























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
MBH 64.94 1.14 68.56 1.71 69.77 0.00 71.79 2.85 73.00 1.14 71.79 3.99 73.00 1.14
DT 63.71 0.00 64.11 1.71 62.90 1.14 67.34 1.71 66.53 1.71 68.15 2.85 68.15 2.85
HOF 66.53 5.13 65.73 3.99 66.53 0.57 68.15 0.57 67.34 0.57 65.73 0.57 68.15 0.57
HOG 50.00 2.28 54.84 1.14 51.61 1.14 48.79 2.85 51.21 5.13 46.37 3.99 54.84 1.14
TSD 36.69 0.57 39.11 1.71 45.97 1.14 49.60 1.71 46.37 0.57 47.58 1.14 49.60 1.71
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3.5.1.3 MSRDailyActivity3D
The results are reported in table 3.3. The MSRDailyActivity3D dataset contains more
action classes and more examples than CAD-60 and CAD-120.
• Similarly to CAD-120 the performance drops when codebook size is bigger than 256.
• We can observe that despite of size of the codebook that the best performing descrip-
tor is DT, followed by MBH. Thus fusion of descriptors leads to performance gain.
It is worth to point out that fusion works, in spite of the fact that HOG is signifi-
cantly underperforming. The reason why it works, is that HOG encodes appearance
information, while other descriptors encode motion information, thus fusion leads
to performance gain, even though HOG alone achieves low accuracy. This is the op-
posite situation comparing to CAD-120 dataset, as there TSD was underperfoming






Table 3.3: Results of Dense Trajectories method on MSRDailyActivity3D dataset. The plot shows Mean Class Accuracy
w.r.t. codebook size. The σ provided in table states for standard deviation of the results. Last column indicates best result across all
codebook sizes.

























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
DT 72.50 0.88 73.28 0.22 74.06 0.88 75.47 0.22 75.31 1.33 75.00 0.00 75.47 0.22
MBH 70.47 1.55 71.56 0.88 74.22 1.10 72.66 0.66 74.38 0.00 73.75 0.00 74.38 0.00
HOF 65.62 0.88 67.97 0.22 70.00 1.33 70.78 0.22 70.62 0.88 71.56 0.44 71.56 0.44
TSD 59.84 1.10 61.41 1.55 62.66 1.10 63.12 1.33 64.38 0.00 62.34 1.55 64.38 0.00
HOG 54.53 0.22 58.28 0.66 55.78 0.66 54.37 0.44 55.16 0.22 54.06 0.00 58.28 0.66
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3.5.1.4 Smarthomes
The results are reported in table 3.4. The Smarthomes dataset is the biggest datasets
among ones we run our experiments. It has the biggest class number (28), the biggest
number of different people (20) and by far the biggest number of examples (17k).
• Big codebook sizes work best on this data set. There is clear trend where accuracy
increases, while codebook size increases. This can be explained with the fact that
the dataset contains 28 action classes in addition many actions of same class are
performed in different ways. This introduces high variance in the descriptors, which
has to be encoded with bigger number of codewords. In addition with 17k examples
the overfitting is not a big problem.
• We can observe that despite of size of the codebook the best performing descriptor
is DT, followed by MBH, and HOF.
• Again HOG is one of the worst performing descriptor, but it does not harm fusion
accuracy, because HOG encodes appearance information, which is complementary
to other motion descriptors.
• Detailed analysis of shows that Dense Trajectories have problem with recognition
actions such as: "eat snack", which is confused with "drink", "take pills" confused
with "drink" or "use tablet" confused with "use laptop". The first two pairs of actions






Table 3.4: Results on Smarthomes dataset, the plot shows Mean Class Accuracy w.r.t. codebook size.




























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
DT 41.88 0.07 44.10 0.04 46.97 0.77 47.23 0.20 45.21 2.36 44.83 0.23 47.23 0.20
MBH 43.09 0.25 43.73 0.29 44.83 0.34 44.16 0.49 44.96 0.07 43.66 0.16 44.96 0.07
HOF 40.44 0.11 42.51 0.37 43.02 0.67 42.93 0.33 42.51 0.12 42.28 0.41 43.02 0.67
HOG 38.19 0.08 39.71 0.13 40.10 0.60 40.58 0.79 40.43 0.74 41.91 0.34 41.91 0.34
TSD 29.64 0.01 30.82 0.29 32.76 0.08 33.73 0.56 33.48 0.92 33.25 0.36 33.73 0.56
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3.5.2 Trajectory-Pooled Deep-Convolutional Descriptors (TDD)
In this section we present an evaluation of the baseline method based on Trajectory-Pooled
Deep-Convolutional Descriptors, Fisher Vector representation and linear SVM. We will use
6 different sizes of codebooks: 16, 32, 64 128, 256, 512, 3 different descriptors: Spatial
TDD, Temporal TDD and fusion of two above – TDD descriptor. The experiments will
be performed on 4 datasets: CAD-60, CAD-120, MSRDailyActivity3D, Smarthomes. The
datasets differs in terms of number of action classes, examples and challenges (detailed
description of dataset is available in section 2.3).
3.5.2.1 CAD-60
The results are reported in table 3.5. As in previous section we can draw some conclusion
from the experimental results
• Accuracy drops for codebook sizes bigger than 128.
• Temporal TDD descriptor performs better than Spatial TDD. This is another confir-
mation of the fact that motion features play more important role in action recogni-
tion.







Table 3.5: Results of Trajectory-Pooled Deep-Convolutional Descriptors method on CAD-60 dataset. The plot shows Mean Class
Accuracy w.r.t. codebook size. The σ provided in table states for standard deviation of the results. Last column indicates best result
across all codebook sizes.























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
TDD 65.18 1.26 62.50 2.53 61.61 1.26 57.14 2.53 57.14 0.00 58.33 1.68 65.18 1.26
TDD Temporal 59.82 3.79 58.93 0.00 61.61 1.26 63.39 1.26 61.61 1.26 59.82 1.26 63.39 1.26
TDD Appearance 56.25 3.79 56.25 1.26 54.46 1.26 52.68 1.26 52.68 1.26 42.86 6.73 56.25 3.79
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3.5.2.2 CAD-120
The results are reported in table 3.6. The conclusion from experimental results are pretty
aligned with ones for CAD-60.
• Accuracy drops for codebook sizes bigger than 128.
• Temporal TDD descriptor performs better than Appearance TDD. This is another
confirmation of the fact that motion features play more important role in action
recognition.
• Further fusion of Temporal TDD and Appearance TDD leads to performance im-
provements. It seems that Appearance TDD and Temporal TDD carry a lot of comple-






Table 3.6: Results of Trajectory-Pooled Deep-Convolutional Descriptors method on CAD-120 dataset. The plot shows Mean Class
Accuracy w.r.t. codebook size. The σ provided in table states for standard deviation of the results. Last column indicates best result
across all codebook sizes.



























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
TDD 74.19 1.14 75.54 0.38 77.82 1.71 80.38 1.90 78.23 1.14 78.23 3.42 80.38 1.90
TDD Temporal 65.32 1.14 70.16 1.14 72.98 1.71 72.18 1.71 70.97 1.14 68.15 1.71 72.98 1.71
TDD Appearance 69.76 3.99 69.76 2.85 64.11 1.71 66.40 4.18 60.48 3.42 60.89 0.57 69.76 3.99
50 Chapter 3. Action Recognition Framework
3.5.2.3 MSRDailyActivity3D
The results are reported in table 3.7. The conclusion from experimental results are pretty
aligned with ones for CAD-60.
• Accuracy drops for codebook sizes bigger than 64.
• Temporal TDD descriptor performs better than Appearance TDD.
• Further fusion of Temporal TDD and Appearance TDD leads to performance im-
provements. It seems that Appearance TDD and Temporal TDD carry a lot of comple-






Table 3.7: Results of Trajectory-Pooled Deep-Convolutional Descriptors method on MSRDailyActivity3D dataset. The plot shows
Mean Class Accuracy w.r.t. codebook size. The σ provided in table states for standard deviation of the results. Last column indicates
best result across all codebook sizes.



























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
TDD 72.34 1.10 73.28 0.22 72.50 0.44 68.59 0.22 66.56 0.44 59.92 1.88 73.28 0.22
TDD Temporal 67.34 0.22 68.12 0.44 66.88 0.44 67.03 0.22 66.09 0.66 64.53 0.66 68.12 0.44
TDD Appearance 63.75 0.44 64.38 0.44 64.38 1.33 62.81 0.88 58.91 0.22 53.42 0.91 64.38 0.44
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3.5.2.4 Smarthomes
The results are reported in table 3.8. In TDD descriptor performs very close to DT descrip-
tor in many aspects:
• It achieves better performance with bigger codebook sizes (128, 256), similarly as
DT descriptor.
• Motion features "TDD Temporal" perform better than appearance features, similarly
as MBH and HOG in DT. The difference here is that performance gape between
descriptors is bigger, but "TDD Appearance" still caries complementary information
as fusion leads to accuracy improvement.







Table 3.8: Results on Smarthomes dataset, the plot shows Mean Class Accuracy w.r.t. codebook size.


























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
TDD 42.95 0.16 42.83 0.16 42.27 0.16 45.93 0.16 44.00 0.16 42.95 0.16 45.93 0.16
TDD Temporal 42.36 0.13 42.27 1.33 43.15 0.18 43.09 0.60 42.03 0.12 42.36 0.13 43.15 0.18
TDD Appearance 28.99 0.77 28.29 0.63 27.88 0.29 27.65 0.50 27.19 0.73 29.16 0.52 29.16 0.52
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Table 3.9: Accuracy comparison between Dense Trajectories (DT) and Trajectory-Pooled
Deep-Convolutional Descriptors (TDD). The DT method uses hand-crafted features while
TDD uses features from deep Convolutional Neural Network.
CAD60 CAD120 MSR DailyActivity3D Smarthomes
DT 70.54 73.00 75.47 47.23
TDD 65.18 80.38 73.28 45.93
3.6 Conclusions
In this chapter we have introduced action recognition framework which will be used
throughout the thesis. The framework is based on local features detection and extraction.
We use Fisher Vector encoding and linear SVM. We evaluate two baseline methods which
fit to our framework: Dense Trajectories, Trajectory-Pooled Deep-Convolutional Descrip-
tors which use same detection method as Dense Trajectories, but extract features based
on convolutional maps from neural network. Based on the results we can draw couple of
general conclusions. First, the bigger is dataset the bigger codebook size can be used. In
case of small datasets codebook with big number of codewords tend to overfit the training
data. Second, temporal features (HOF, MBH, Temporal TDD) outperform appearance de-
scriptors (HOG, Appearance TDD). Third, fusion of temporal and appearance descriptors
in most cases leads to accuracy improvements.
In table table 3.9 we provide comparison of DT and TDD methods. The results from
table show that hand-crafted features and than CNN features achieve competitive results.
All baseline methods ignore spatial and temporal location of features – information is
lost in Fisher Vector encoding. In addition feature detection is based on optical flow, thus
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4.1 Introduction
The space that we live in is 3 dimensional, but when we use RGB camera our sensing capa-
bilities are limited to only 2 dimensions. Encouraged by recent development in affordable
depth sensors (eg. Kinect, Asus Xtion) and inspired by the fact that many animals and hu-
mans are equipped with binocular vision system, which provides depth information about
the observed scene, we propose new feature for action recognition which takes advantage
of 3D information obtained from RGB-D sensor.
The depth-map obtained from RGB-D sensor introduces many challenges: noise of
measured depth-value grows exponentially with the distance from the sensor, missing
depth-values for areas where IR beam from the sensor was occluded or absorbed (eg. by
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black cloth). Due to above reasons the depth-map introduces different modality compar-
ing to RGB and cannot be treated in the same way as colour channels.
Most effective state-of-the-art action recognition approaches use depth information to
obtain pose information. This is done by applying skeleton detection to obtain body joints
positions. Then the detected body joints are used to model the actions. Such strategy
is effective because skeleton detection is much easier on depth-map than on RGB image
(more information can be found in section 2.2.3). Apart from recent advancements in
skeleton detection [14, 124, 40], we claim that it is already a complicated task and it
is difficult to assume that the skeleton will be available at any time. Thus inspired by
efficacy of Local Methods (see section 2.2.1), we propose to replace modeling of joint
positions with modeling of positions of detected Local Points of Interest (POIs). In such
case we will loose semantic information – we would not know if POI belongs to head or
hand, as it was with skeleton joints. But we will be able to use much simpler and robust
detector. Another issue with Local Methods is that they use POI detectors which work on
RGB images, thus provide only 2D information about the detected point, while skeleton
joints obtained from depth-map provide 3D information. There are two solutions to this
problem: to propose a new POI detector which works on depth-map to obtain 3D POIs,
but this task is quite difficult due to the fact that depth-map does not carry much texture
information and POI detectors are limited in that terms. That is why we propose to use
RGB POI detector and then extend detected POIs with information from depth-map to
form 3D POIs (see fig. 4.1). Finally inspired by [113] we propose to track 3D POIs and
encode their relative displacements to from 3D Trajectory Shape Descriptor (3DTSD) [43].
Such a descriptor combines advantages of RGB based point of interest detection with 3D
information obtained from depth-map. In addition is fast to compute (see table 10.1).
Our experiments show that 3DTSD performs better than 2D descriptor standalone, as well
as fused together with other different descriptors. In this chapter we also explain how
to handle noise and missing values in depth-map, which is an important step and has a
significant impact on descriptor performance.
4.2 2D Trajectories Detection
In the proposed method we use Dense Trajectories [113] as POI detector, but our method
is generic enough to be used together with any other POI detector, which allows to track
detected points and provides their spatial positions. The 2D trajectories detection used
with the proposed method works as follows: feature points are sampled on a grid spaced
by w pixels. Each point pt = (xt, yt) at frame t is tracked to the next frame t+1 by median









Figure 4.1: This figure shows the steps to obtaining 3D Trajectory points. First 2D tra-
jectories based on RGB image are obtained. Then depth-map is processed with median
filtering. In third step 2D points are transformed to 3D camera coordinate system, image
ximg, yimg positions, z from depth-map are transformed using pinhole camera model. In
the last step 3D points are stacked together to form trajectory.
filtering in a dense optical flow field ω
pt+1 = (xt+1, yt+1) = (xt, yt) + (M ∗ ω)|xt,yt (4.1)
where M is the median filtering kernel and ω is a optical flow field, and (xt, yt) is the
rounded position of (xt, yt). Once the dense optical flow field is computed, points can be
detected very densely, based on the motion criterion (optical flow). Because of the fact
that in action recognition we are mainly interested in dynamic information, the detected
2D points pt are tracked over the time to form trajectories. Detected static trajectories
are pruned in a pre-processing stage. Trajectories with sudden large displacements, most
likely to be erroneous, are also removed. This post processing step is explained in sec-
tion 3.2 and [113].
4.3 2D Trajectory Shape Descriptor (TSD)
Local motion patterns can be encoded by the shape of a trajectory. The shape of the 2D
trajectory of length L can be described as sequence s = (∆pt,∆pt+1, ...,∆pt+L−1), where
∆pt is a displacement vector ∆pt = (xt+1 − xt, yt+1 − yt). Vector s is normalized by sum
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To extend the defined above 2DSTD descriptor we add the corresponding depth value to







where xcamt and y
cam
t are coordinates of detected POI in camera coordinate system. The
method to obtain camera coordinates is described in fig. 4.2. The z∗ is a depth value
measured at point xcamt , y
cam
t obtained from filtered depth-map V
′. The filtering method
is described in section 4.4.2.
Please note that adding depth information to 2D trajectory point is not a straightfor-
ward operation due to three problems: measured depth value and position of 2D trajectory
point are in different coordinates system and in different units. Secondly measured depth-
value contain significant amount of noise and finally depth value is not measured for all
pixels. In sections below we propose solutions to the mentioned problems.
4.4.1 Mapping to a common coordinate system
It is important to notice that points positions obtained from RGB are expressed in pixels
w.r.t. top-left corner of the screen, which is the center of the image coordinate system. The
depth-map obtained from RBG-D sensor contains the distance from the sensor measured
usually in millimeters, thus in this case center of coordinate system is the camera (see
fig. 4.2). Our goal is to unify 2D points (xim, yim) expressed in image coordinates with z
expressed in camera coordinates, as well as unify the units in which they are expressed.
The relationship between camera coordinates and image coordinates can be defined
with the pinhole camera model: ximyim
1




where xcam, ycam are 3D point coordinates in camera coordinate system, z is measured
depth value (already in camera coordinate system), (xim, yim) are 2D point coordinates in












Camera coordinate system 2D point
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Figure 4.2: This figure shows graphically, the relation between 2D point p obtained from
RGB detector that is defined in an image coordinate system and p∗ 3D point defined in
camera coordinate system.
image coordinate system and I is a intrinsic matrix defined as follows:
I =
fx 0 cx0 fy cy
0 0 1
 (4.5)
where fx, fy are the focal lengths expressed in pixels fx = f ∗ mx. The f is physical
lens focal length and mx is the term that relates pixel to distance. The cx, cy parameters
represent principal point. The mentioned parameters are characteristic to the sensor and
can be obtained from the documentation or estimated via camera calibration.










but we are interested in xcam and ycam, which can be found by simple transformation of
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eq. (4.6) and eq. (4.7):
xcam =




(yimg − cy) ∗ z
fy
(4.9)
please note that in this case in one step we transform 2D point to camera coordinate
system and we do the units unification (now all coordinates are expressed in millimeters).
4.4.2 Depth-map filtering
The depth-map obtained from RGB-D sensor contains noise which appears as sharp
changes of depth values in places where surface of actual object is smooth. In addition,
measured depth value of a object which did not move may differ over time. To obtain
more stable depth-map we propose to apply median filter. Let’s define V as a depth-map
obtained from RGB-D sensor and M as a median filter kernel. Then filtered depth-map
V ′ can be defined as convolution of original depth-map V and median filter kernel M :
V ′ = M ∗ V (4.10)
4.4.3 Handling missing depth values
In addition to problem with noise in a depth values measurement (section 4.4.2), the
depth-map obtained from RGB sensor typically contains areas where depth values were
not measured. For instance black materials absorb infrared beam, which cause missing
depth values. Also objects or people cover part of infrared beam, causing "shadow" effect
of missing depth values. Unfortunately it happens at the border of a posture, thus many
trajectory points detected around hands or arms suffer from missing depth values. This
fact has impact on 3D trajectories modeling. If depth value z∗ is missing in trajectory
point, then we cannot neither convert this point to camera coordinates (section 4.4.1)
nor compute descriptor (section 4.5), thus such trajectory has to be removed. The more
trajectories are remove the less features are available to describe the action, which may
affect the final recognition accuracy.
To overcome the above problem, we propose to interpolate missing depth values, by
fitting polynomial curve to trajectory points with measured depth value. Let’s assume that
we have trajectory: (p∗t , t = 1, 2, ..., T ), where p
∗
t = (xt, yt, z
∗
t ), with n missing z
∗
t depth
values. Let’s also define Z as a subset of z∗t that contain valid depth values. To interpolate
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the missing values we propose to find polynomial p of degree k such that:
p(t) = z∗t , z
∗
t ∈ Z (4.11)
Please note that proposed interpolation schema exploits fact that we construct trajec-
tory, which contains points tracked over the time. The rational of polynomial interpolation
is that trajectory point with missing depth value, should be located in some neighborhood
of trajectory points observed before and after. Alternatively we could extend a size of me-
dian filter proposed in section 4.4.2, but too big filter size may cause that we will capture
depth values from the background. Thus we claim that interpolation based on trajectory
shape is more robust.
4.5 3D Trajectory Shape Descriptor (3DTSD)
The 3D Trajectory Shape Descriptor (3DTSD) is computed in a similar way as 2DTSD
in section 4.3. The difference is that 2D trajectory point pt is now a 3D point,






t+L−1). Similarly the descriptor is normalized by sum of the mag-
nitudes of the displacement vectors.
In section 4.4.3 we proposed method which is able to recover missing depth values
for the detected POIs. However if the trajectory contains too many missing values, our
method is not able to recover them. In such case trajectories which contain at least one
point with missing depth value are discarded.
4.6 Experiments
In this section we will report the performance of the proposed 3DTSD and 3DRTD descrip-




Since we use Fisher Vector encoding we provide ablation analysis for different code-
book sizes: 16, 32, 64, 128, 256, 512. In the experiments we report the performance of
each TSD (Trajectory Shape Descriptor) and 3DTSD (3D Trajectory shape descriptor) de-
scriptor separately. We also compare Dense Trajectories descriptor (DT) which is a fusion
of TSD, MBH, HOG, HOF descriptors with DT;3DTSD descriptor where TSD was replaced
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with 3DTSD. For CAD-60 dataset we provide detailed analysis (section 4.6.1.1) how depth
map filtering and recovery of missing depth values affect the 3DTSD descriptor and fur-
ther action recognition accuracy. We decided not to evaluate the described method on
Smarthomes dataset, because as described in appendix A, the depth-map contains much
amount of noise, thus 3DTSD in the form proposed in this chapter is not suitable for such
situation.
4.6.1 CAD-60
The details of CAD-60 dataset are presented in section 2.3.1. This section consists of two
parts: in first part we provide analysis of number of missing depth values and it’s influ-
ence on recognition accuracy. We show how recovery method proposed in section 4.4.3
improves recognition accuracy. In second part we compare proposed 3DTSD descriptor
with TSD, then we compare DT descriptor (which is a fusion of TSD and MBH, HOG,
HOF), with DT;3DTSD where we replace TSD with 3DTSD.
In this section we use the following abbreviations:
• TSD – Trajectory Shape Descriptor,
• 3DTSD – 3D Trajectory Shape Descriptor,
• DT – Dense Trajectories i.e. fusion of TSD, HOG, HOF, MBH,
• DT;3DTSD – fusion of 3DTSD, HOG, HOG, MBH,
• 3DTSD w/o depth recovery – 3D Trajectory Shape Descriptor where we removed all
trajectories which contains at least one missing depth-value (we did not apply any
method which recovers missing depth value),
• TSD trimmed – Trajectory Shape Descriptor where we removed same trajectories, as
in "3DTSD w/o depth recovery"
4.6.1.1 Impact of Missing Depth Values Analysis
Figure 4.3 shows fraction of trajectories in CAD-60 dataset w.r.t. number of missing depth
values in trajectory. In our case trajectory length L = 15. We can see from fig. 4.3 that for
60% of trajectories all their points have valid depth value. Thus means, that if we want
to compute 3DTSD descriptor without trying to recover missing depth values we would
have 40% less features available. Our experiments show it has serious impact on action
recognition accuracy (table 4.1).
First let’s construct "TSD trimmed" descriptor which contains only 60% of trajectories
comparing to TSD. We keep only trajectories that have valid depth value for all trajectory
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Figure 4.3: Distribution of trajectories w.r.t. number of missing depth values on CAD-
60 dataset. Only trajectories with 0 missing values can be used to compute 3DTSD. Re-
covery of missing depth values from trajectories extends number of trajectories that can
be used in 3DTSD descriptor construction. The more trajectories are used in 3DTSD gen-
eration the more information is encoded.
points. In table 4.1 we show that "TSD trimmed" descriptor achieves worse accuracy than
TSD (59.82% vs 63.18%). Because "TSD trimmed" contains 60% of TSD features, it cannot
outperform TSD descriptor which has more information.
The next interesting result is that "3DTSD w/o depth recovery" outperforms "TSD
trimmed" descriptor, but performs worse than TSD descriptor. This result show that 3D de-
scriptor outperforms 2D descriptor if they have same amount of features. Then if we apply
depth values recovery method proposed in section 4.4.3 we show that 3DTSD descriptor
outperforms TSD.
4.6.1.2 Comparison with TSD and DT
The results are presented in table 4.2, in this section we focus on comparison of 3DTSD
vs. TSD descriptor and their fusion with DT descriptor.
• 3D Trajectory Shape Descriptor (3DTSD) outperforms 2D Trajectory Shape Descrip-
tor (TSD).
• TSD performs better on smaller codebook sizes comparing to 3DTSD. This can be
explained by the fact that 3D information encoded in 3DTSD introduces bigger vari-
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ance in data, thus bigger codebook is need.
• DT;3DTSD descriptor outperforms DT descriptor. The fusion of 3DTSD with DT






Table 4.1: Results on CAD-60 dataset. The results show that "3DTSD w/o recovery" outperforms "TSD trimmed" descriptor. The
"TSD trimmed" descriptor was obtained by removing trajectories which contain at least one missing depth-value. Thus "3DTSD w/o
recovery" and "TSD trimmed" contain same number of trajectories. The results suggest that "3DTSD w/o recovery" could outperform
TSD if it contained same number of trajectories. That is why our 3DTSD descriptor with proposed missing depth values recovery is
able to outperform TSD.



























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
3DTSD 56.25 1.26 50.89 1.26 56.25 3.79 57.75 5.05 66.96 2.53 62.21 2.53 66.96 2.53
TSD 60.50 2.53 58.71 5.05 60.50 0.00 63.18 1.26 56.04 3.79 58.71 0.00 63.18 1.26
3DTSD w/o recov. 59.54 1.26 58.64 3.79 59.54 3.79 61.32 3.79 60.43 2.53 61.32 3.79 61.32 3.79







Table 4.2: Results on CAD-60 dataset, the plot shows Mean Class Accuracy w.r.t. codebook size. The result show that proposed
3DTSD descriptor outperforms TSD descriptor standalone, as well as fused together with DT descriptors.
























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
DT;3DTSD 68.75 1.26 66.07 0.00 62.50 2.53 73.21 0.00 70.54 6.31 66.07 2.53 73.21 0.00
DT 69.64 2.53 66.07 2.53 70.54 1.26 65.18 1.26 63.39 1.26 60.71 2.53 70.54 1.26
3DTSD 56.25 1.26 50.89 1.26 56.25 3.79 57.75 5.05 66.96 2.53 62.21 2.53 66.96 2.53
TSD 60.50 2.53 58.71 5.05 60.50 0.00 63.18 1.26 56.04 3.79 58.71 0.00 63.18 1.26
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4.6.2 CAD-120
The details of CAD-120 dataset are presented in section 2.3.2. The results are presented
in table 4.3, in case of CAD-120 dataset we present only performance of 3DTSD (with
missing values recovery), and it’s fusion with MBH descriptors. It is worth noting that in
case of CAD-120 dataset analysis and fusions are done with MBH dataset, because it was
best performing baseline descriptor.
• 3D Trajectory Shape Descriptor (3DTSD) outperforms 2D Trajectory Shape Descrip-
tor (TSD).
• 3DTSD performs better than TSD on all codebook sizes.
• DT;3DTSD performs better than DT on all codebook sizes, the fusion of 3DTSD and
DT leads to further accuracy improvement.
• 3DTSD and DT;3DTSD perform better with bigger codebooks. We believe that this
is connected to the fact that CAD-120 introduces frontal and lateral view, which
increase variance in 3DTSD descriptor.
• 3DTSD reports much higher improvement over TSD descriptor on CAD-120, than on
CAD-60 and MSRDailyActivity3D. The reason behind it, is that CAD-120 introduces
frontal and lateral viewpoint. TSD descriptor is not invariant to such viewpoint
changes, while 3DTSD models trajectory shape in camera coordinates and handle
this situation much better.
• Thanks to relatively big improvement of 3DTSD, also fusion with MBH descriptor is







Table 4.3: Results on CAD-120 dataset, the plot shows Mean Class Accuracy w.r.t. codebook size. The result show that proposed
3DTSD descriptor outperforms TSD descriptor standalone, as well as fused together with DT descriptors.




























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
MBH;3DTSD 68.84 1.14 72.06 0.57 74.89 3.42 74.48 0.57 73.27 1.14 75.29 1.27 75.29 1.27
MBH 64.94 1.14 68.56 1.71 69.77 0.00 71.79 2.85 73.00 1.14 71.79 3.99 73.00 1.14
3DTSD 53.23 2.85 50.81 1.71 55.65 0.00 55.65 4.56 55.24 1.14 56.45 2.53 56.45 2.53
TSD 36.69 0.57 39.11 1.71 45.97 1.14 49.60 1.71 46.37 0.57 47.58 1.14 49.60 1.71
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4.6.3 MSRDailyActivity3D
The details of MSRDailyActivity3D dataset are presented in section 2.3.3. The results are
presented in table 4.4. We summarize the results with the following conclusions:
• 3D Trajectory Shape Descriptor (3DTSD) outperforms TSD descriptor by small mar-
gin.
• DT;3DTSD descriptor outperforms DT descriptor, but the improvement is much
smaller then in previously presented datasets.
• The reason of relatively small improvement of 3DTSD is that the authors of MSR-
DailyActivity3D dataset did not provide calibration parameters. In such case we es-
timated the calibration parameters from the dataset, but our estimations might have








Table 4.4: Results on MSRDailyActivity3D dataset, the plot shows Mean Class Accuracy w.r.t. codebook size. The result show that
proposed 3DTSD descriptor outperforms TSD descriptor standalone, as well as fused together with DT descriptors.




























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
DT;3DTSD 71.56 0.44 71.56 0.88 71.41 1.55 76.06 0.66 74.84 1.10 75.35 2.87 76.06 0.66
DT 72.50 0.88 73.28 0.22 74.06 0.88 75.47 0.22 75.31 1.33 75.00 0.00 75.47 0.22
3DTSD 61.31 0.88 60.84 1.77 61.62 0.66 65.25 0.66 64.78 1.10 64.62 1.33 65.25 0.66
TSD 59.84 1.10 61.41 1.55 62.66 1.10 63.12 1.33 64.38 0.00 62.34 1.55 64.38 0.00
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4.7 Conclusions
In this chapter we proposed 3DTSD (3D Trajectory Shape Descriptor) which joins advan-
tages of POIs detection on RBG image with 3D information available from depth-map.
The proposed descriptor is low dimensional comparing to other state-of-the-art descrip-
tors and requires relatively low computational complexity in further processing, this is an
advantage in real-time systems (see chapter 10). Another advantage of the proposed de-
scriptor is that it explicitly models geometrical positions, thus it makes it easy to apply any
kind of geometrical transformations of trajectory points position. This is a clear advantage
in a multiview system where our descriptor can be easily transformed from one camera
view-point to another. In our experiments we show that the proposed method outperforms
2D Trajectory Shape Descriptor, also fusion of 3DTSD with Dense Trajectories descriptor
leads to accuracy improvement over standard Dense Trajectories. The limitation of pro-
posed method is that it requires good quality of measured depth-map, as too much noise
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5.1 Introduction
Histogram of Oriented Gradients (HOG) is one of the most popular descriptors for charac-
terizing image regions [69, 112]. It has been successfully applied to various vision tasks
such as localization, classification and recognition. It shows especially good performance
while describing human appearance [20, 29]. As HOG mainly captures gradient strengths
in an image w.r.t. their orientation, it is sensitive to variations in illumination and con-
trast. Consequently, a normalization of HOG turns out to be essential for obtaining good
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Figure 5.1: HOG representations of two patches with different amount of texture. Each
bin in blue represents the sum of magnitudes of edges for a particular orientation. The
bin marked as EB represents the proposed extra bin.
performance. In [20], authors cover the importance of the normalization step, illustrat-
ing that without proper normalization scheme the performance of their human detection
framework drops significantly.
Although many different normalization schemes have been investigated, the core of
all of them is L1 or L2-norm. In this chapter we show that an incautious application of
L-like norms to the HOG descriptor might produce a hallucination effect, i.e. specific prop-
erties of high texture can appear while describing a texture-less image. As an example
see fig. 5.1, it illustrates histogram representations of two significantly different image
regions; high texture (top row) and low texture (bottom row). From the second column
(HOG REPRESENTATION) it is clear that there is a big difference between HOG representa-
tions (in blue color) because the number of edges in the texture-less patch is at least one
order of magnitude lower. However, after L2-normalization, this difference disappears
making both image regions indistinguishable. We call this undesired effect as hallucina-
tion, because some elements (in this case edges) appear in the HOG representation while
they do not actually exist in the original image. As a result, two image regions can have
similar final HOG representation while being actually very different. This might decrease
the accuracy in any recognition system based on the HOG descriptor.
To overcome this issue, we propose to add an extra bin (EB) with a specific value to
the HOG histogram before the normalization step. We claim that this helps to differentiate
between patches that contain texture from the ones that do not. EB is illustrated in red
in fig. 5.1. Note that the histograms in the last column maintain the difference after the
L2 normalization. The representation for the textured patch did not change considerably
while in the non-textured patch, the extra bin went significantly higher compared to the
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rest of the bins.
Normalization with EB adds two types of information for differentiating between tex-
tured and non-textured patches: (1) it helps to maintain the scale of bins when their value
is low; (2) after the normalization EB contains information on the scale of the histogram,
being higher for non-textured patches and lower for textured ones. We discovered that the
value of EB can have a significant impact on the performance w.r.t. the recognition task.
We perform a detailed analysis of EB w.r.t. its value and the descriptor performance.
We offer a learning scheme of the EB value. Our learning process is based on modeling an
integral of gradient as a Mixture of two Gaussian distributions. We found that selecting
value of EB that corresponds to the intersection of these distributions, leads to recognition
accuracy improvement over standard HOG and it is close to optimal value found via cross-
validation.
The issue related to the hallucination effect has recently been mentioned in OTC de-
scriptor [66] for scene categorization problem. Authors proposed to add a fixed value bin
(0.05) to the histogram before applying L2-norm. We claim that the value of additional
histogram bin has impact on the performance. In addition claim that additional bin should
be kept in the final histogram representation, as it contains information on the scale of the
histogram.
Our normalization schema can be applied to any histogram based descriptor. We apply
it on HOG, because HOG models appearance which helps to distinguish actions with sim-
ilar motion patterns, but different objects involved. This is frequent in daily-living action
recognition, which is an area of our interest.
5.2 Approach Overview
5.2.1 Histogram of Oriented Gradients
In HOG descriptor each bin represents the magnitude of edges oriented in specific direc-
tion. Using HOG with absolute magnitude values is not practical, as similar patterns with
different gradient magnitude will result in different histogram representation. Histogram
normalization unifies the value range for each representation. This allows HOG compari-
son and improves training process when HOG is used with machine learning algorithms.
As mentioned in section 5.1 – application of L2-norm can result in hallucination prob-
lem. To overcome this issue we propose to add an extra bin (EB) with a specific value. In
the following sections we explain how (EB) value is selected.
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Figure 5.2: In blue: histogram of S (sum of bins) for HOG descriptors on CAD-60 dataset.
Green full curve shows the recognition rate w.r.t. to different EB. Red and purple dash
curves illustrate two Gaussian distributions obtained by employing Expectation Maximiza-
tion. Peak of performance can be seen for EB = sx, where two distributions intersect.
5.2.2 Distribution of the sum of bins
To find the (EB) value we investigate the distribution of aggregated HOG magnitudes. In
the first step we calculate HOG representation for considerable number of random patches
from training set. Then for each HOG descriptor we sum up the magnitudes across all
bins. Finally we form the histogram which describes the frequency of HOG magnitudes in
selected dataset.
In other words, having bin bi that represents a particular orientation in a HOG descrip-






Thus we define distribution S = p(s) of sj values w.r.t. their frequency. The fig. 5.2
shows the distribution S for CAD-60 dataset.
5.2.3 Expectation Maximization
Figure 5.2 shows that distribution S is a mixture of several other distributions. In partic-
ular, we would like to find a distribution which models texture-less patches and a second
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Figure 5.3: Distribution of the sum of bins for randomly sampled patches for each dataset.
Modeled distributions are drawn in dashed lines.
distribution which models patches with high amount of texture. Thus, we model S as a
mixture of two Gaussian distributions:
S = N1(µ1, σ1) +N2(µ2, σ2). (5.2)
We apply Expectation Maximization (EM) algorithm to find the parameters (µ1, µ2, σ1, σ2)
of N1 and N2 that stand for a Gaussian Mixture Model (GMM). In fig. 5.2 – the dashed
lines corresponds to Gaussians found by EM algorithm.
If we analyze different EB values and plot corresponding accuracy score (green line in
fig. 5.2), we can find the EB = sx value which leads to best accuracy score on validation
set. Surprisingly sx corresponds to the value where both Gaussians are intersecting, that







Based on that we claim that selecting EB value based on intersection of Gaussians is a
good strategy and can replace the cross validation schema. Our experiments show that
EB based on intersection of Gaussian, outperforms standard HOG representation and in
most cases is very close to best accuracy score based on EB obtained via cross-validation.
We would like to highlight that in described algorithm we assume that patches in given
dataset can be divided into two groups: texture-less and with high amount of texture (for
instance fig. 5.2). This is not necessarily, the case in all datasets (fig. 5.3), but described
search method via expectation maximization is still able to find good EB values.
5.2.4 Algorithm
Finally once EB value is found. We add the EB value to HOG descriptor for all patches in
the dataset. Then, we normalize descriptors using L2-norm and continue with the normal
work flow w.r.t. given application. As a summary, we present the steps of our proposed
algorithm:
Algorithm 1 Proposed algorithm
1: Extract HOG descriptor from randomly sampled patches from the dataset.
2: Generate a distribution of S where sj =
∑
bi.
3: Fit two Gaussian models using EM.
4: Find the intersection sx of Gaussian curves.
5: Add EB = sx for each HOG descriptor in the dataset,
6: Normalize descriptors with a L-like norm and continue with the normal work flow.
5.3 Implementation details
Many authors [116, 52] combine appearance descriptors with motion-based descriptors.
We also combine proposed method with Dense Trajectories motion features (trajectory
shape, HOF, MBH).
For evaluation we extract local spatio-temporal patches from a video sequence. For this
task we use Dense Trajectories detector, but it is worth mentioning that any other detector
can be used. We follow the same procedure as in [113] and we cropp the patch around
each trajectory point. Then for each patch we compute HOG descriptor with standard
normalization and with proposed extra bin. Finally we follow standard Fisher Vectors [82]
framework, where we encode a video sequence using first and second order statistics of a
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distribution of a descriptor feature set X. The details of the action recognition framework
are described in chapter 3.
5.4 Experiments
In this section we will report the performance of the proposed normalization method on 4





We report performance of proposed method with different EB values compared to stan-
dard HOG descriptor obtained from Dense Trajectories. Since we use Fisher Vector encod-
ing we provide ablation analysis for different codebook sizes: 16, 32, 64, 128, 256, 512.
We also do an extensive search of EB value – we try 8 different EB values: 5000, 10000,
15000, 20000, 25000, 30000, 35000, 40000. Then we compare accuracy of descriptor
normalized with EB= sx value found with proposed expectation maximization algorithm
(see section 5.2.4) with descriptor normalized with EB value found through extensive
search. Our experiments show that adding extra bin to HOG descriptor improves accu-
racy. Moreover the proposed algorithm finds EB value which performs as good as EB value
found through extensive search.
Finally we compare Dense Trajectories descriptor (DT) with standard HOG with
DT;HOGEB descriptor where standard HOG descriptor was replaced with HOG normal-
ized with EB= sx value.
In this section we use the following abbreviations:
• HOG – Standard HOG descriptor,
• HOG(EB=x) – HOG descriptor normalized with EB value equals to x,
• HOG(EB=sx) – HOG descriptor normalized with EB with proposed algorithm
(see section 5.2.4),
• DT – Dense Trajectories descriptor i.e. fusion of TSD, HOG, HOF, MBH,
• DT;HOGEB – Dense Trajectories descriptor with HOG(EB=sx) in place of standard
HOG descriptor.
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5.4.1 CAD-60
Let’s start with analysis of influence of EB value the fig. 5.4 and table 5.1 show the per-
formance of HOG descriptor w.r.t. to different EB value (for each EB value best performing
codebook size was selected). In addition we report also performance of standard HOG
descriptor and one normalized with EB=sx value which in case of CAD60 dataset equals
to 7593 and was obtained with algorithm described in section 5.2.4. The results in fig. 5.4
and table 5.1 show that:
• proposed normalization schema improves HOG performance for all selected EB val-
ues,
• HOG(EB=sx) descriptor with EB value found with proposed expectation maximiza-
tion algorithm (see section 5.2.4) outperforms standard HOG descriptor and all HOG
descriptors normalized with EB values found with extensive search.
For CAD-60 dataset we compared HOG(EB=sx) with HOG histogram which was nor-
malized with EB=sx, but afterwards the EB=sx was removed from final histogram. In
such case we noticed over 3% drop of accuracy rate comparing to HOG(EB=sx). This
result shows that EB=sx provides useful information about a scale of the histogram.
In table 5.2 we compare HOG(EB=5000) – best performing descriptor with EB value
found via extensive search, HOG(EB=sx) and standard HOG. The results show that:
• HOG descriptor is consistently outperformed by both: HOG(EB=5000) and
HOG(EB=sx) w.r.t. all codebook sizes,
• HOG(EB=sx) outperforms standard HOG.
• HOG(EB=sx) outperforms HOG(EB=5000) by small margin. If we consider standard
deviation of the mentioned results the mentioned descriptors achieve comparable
results. This shows that the algorithm proposed in section 5.2.4 found as good value
as extensive search.
Finally in table 5.3 we show the results of DT;HOGEB descriptor which is fusion of
Dense Trajectories descriptors (TSD, HOG, HOF, MBH), where HOG was replaced with
HOG(EB=sx). The results shows that further fusion of HOG(EB=sx) descriptor improves
performance of standard DT descriptor.
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Figure 5.4: Results on CAD-60 dataset. The plot shows Mean Class Accuracy for HOG
normalized with different EB values (blue dotted line). The standard HOG performance is
showed in red, while EB=sx is shown in purple. The figure shows that HOG all tested EB













Table 5.1: Results on CAD-60 dataset. The table shows Mean Class Accuracy for HOG
normalized with different EB values, standard HOG performance and EB=sx. The table
shows that HOG all tested EB values as well as EB=sx outperform standard HOG descriptor.


















Table 5.2: Results on CAD-60 dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard HOG, normal-
ized with EB value equals to 5000 (best performing value found via cross-validation) and normalized with EB=sx. The EB=sx for
CAD-60 is equal to 7593.
























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
HOG(EB=Sx) 48.21 3.79 52.68 3.79 52.59 2.53 56.16 3.79 59.73 2.53 57.94 2.53 59.73 2.53
HOG(EB=5000) 47.91 3.79 54.16 8.84 54.16 6.31 52.38 3.79 57.14 3.79 58.63 3.79 58.63 3.79






Table 5.3: Results on CAD-60 dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard HOG, standard
DT descriptor, HOG normalized with EB=sx and DT;HOGEB where standard HOG was replaced with HOG(EB=sx). The EB=sx for
CAD-60 is equal to 7593.



























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
DT;HOGEB 67.86 1.26 66.07 0.00 71.84 1.26 65.89 1.26 64.99 1.26 64.10 2.53 71.84 1.26
DT 69.64 2.53 66.07 2.53 70.54 1.26 65.18 1.26 63.39 1.26 60.71 2.53 70.54 1.26
HOG(EB=Sx) 48.21 3.79 52.68 3.79 52.59 2.53 56.16 3.79 59.73 2.53 57.94 2.53 59.73 2.53
HOG 43.75 1.26 51.79 0.00 51.79 0.00 52.68 3.79 41.96 6.31 33.04 1.26 52.68 3.79
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5.4.2 CAD-120
We follow similar analysis for CAD-120 dataset. The fig. 5.5 and table 5.4 show the per-
formance of HOG descriptor w.r.t. to different EB value (for each EB value best performing
codebook size was selected). In addition we report also performance of standard HOG
descriptor and one normalized with EB=sx value which in case of CAD-120 dataset equals
to 6690 and was obtained with algorithm described in section 5.2.4. The results in fig. 5.5
and table 5.4 show that:
• proposed normalization schema improves HOG performance for EB values smaller
than 20000,
• we can observe (fig. 5.5) trend, where bigger EB values leads to decrease in action
recognition accuracy,
• HOG(EB=sx) descriptor with EB value found with proposed expectation maximiza-
tion algorithm (see section 5.2.4) outperforms standard HOG descriptor. The
HOG(EB=5000) where EB value found through extensive search leads to slightly
better performance than HOG(EB=sx).
In table 5.5 we compare HOG(EB=5000) – best performing descriptor with EB value
found via extensive search, HOG(EB=sx) and standard HOG. The results show that:
• HOG descriptor is consistently outperformed by both: HOG(EB=5000) and
HOG(EB=sx) w.r.t. all codebook sizes,
• HOG(EB=sx) outperforms standard HOG.
• HOG(EB=5000) outperforms HOG(EB=sx) If we consider standard deviation of the
mentioned results the mentioned descriptors achieve comparable results. This shows
that the algorithm proposed in section 5.2.4 found as good value as extensive search.
Finally in table 5.6 we show the results of MBH;HOGEB descriptor which is fusion of
MBH, with HOG(EB=sx). It is worth noting that in case of CAD-120 dataset analysis and
fusions are done with MBH dataset, because it was best performing baseline descriptor.
The results shows that further fusion of HOG(EB=sx) descriptor improves performance of
standard DT descriptor.
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Figure 5.5: Results on CAD-120 dataset. The plot shows Mean Class Accuracy for HOG
normalized with different EB values (blue dotted line). The standard HOG performance is
showed in red, while EB=sx is shown in purple. The figure shows that HOG all tested EB













Table 5.4: Results on CAD-120 dataset. The table shows Mean Class Accuracy for HOG
normalized with different EB values, standard HOG performance and EB=sx. The table
shows that HOG all tested EB values as well as EB=sx outperform standard HOG descriptor.


















Table 5.5: Results on CAD-120 dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard HOG, HOG
normalized with EB value equals to 5000 (best performing value found via cross-validation) and EB=sx. The EB=sx for CAD-120 is
equal to 6690.


























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
HOG(EB=Sx) 52.57 3.99 60.23 2.28 60.64 1.71 56.60 4.56 59.83 2.85 58.22 6.27 60.64 1.71
HOG(EB=5000) 51.61 1.14 58.06 3.42 52.82 3.42 50.81 4.56 52.02 1.71 53.63 1.71 58.06 3.42






Table 5.6: Results on CAD-120 dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard HOG, standard
DT descriptor, HOG normalized with EB=sx and DT;HOGEB where standard HOG was replaced with HOG(EB=sx). The EB=sx for
CAD-120 is equal to 6690.


























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
MBH;HOGEB 73.16 3.42 73.16 3.42 72.35 3.42 74.77 1.14 74.77 2.28 74.37 1.71 74.77 1.14
MBH 64.94 1.14 68.56 1.71 69.77 0.00 71.79 2.85 73.00 1.14 71.79 3.99 73.00 1.14
HOG(EB=Sx) 52.57 3.99 60.23 2.28 60.64 1.71 56.60 4.56 59.83 2.85 58.22 6.27 60.64 1.71
HOG 50.00 2.28 54.84 1.14 51.61 1.14 48.79 2.85 51.21 5.13 46.37 3.99 54.84 1.14
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5.4.3 MSRDailyActivity3D dataset
We follow similar analysis for MSRDailyActivity3D dataset. The fig. 5.6 and table 5.7 show
the performance of HOG descriptor w.r.t. to different EB value (for each EB value best per-
forming codebook size was selected). In addition we report also performance of standard
HOG descriptor and one normalized with EB=sx value which in case of MSRDailyActiv-
ity3D dataset equals to 7696 and was obtained with algorithm described in section 5.2.4.
The results in fig. 5.6 and table 5.7 show that:
• proposed normalization schema improves HOG performance for all selected EB val-
ues,
• HOG(EB=sx) descriptor with EB value found with proposed expectation maximiza-
tion algorithm (see section 5.2.4) outperforms standard HOG descriptor and all HOG
descriptors normalized with EB values found with extensive search.
In table 5.8 we compare HOG(EB=20000) – best performing descriptor with EB value
found via extensive search, HOG(EB=sx) and standard HOG. The results show that:
• HOG descriptor is consistently outperformed by both: HOG(EB=20000) and
HOG(EB=sx) w.r.t. all codebook sizes,
• HOG(EB=sx) outperforms standard HOG.
• HOG(EB=sx) outperforms HOG(EB=20000). If we consider standard deviation of
the mentioned results the mentioned descriptors achieve comparable results. This
shows that the algorithm proposed in section 5.2.4 found as good value as extensive
search.
Finally in table 5.9 we show the results of DT;HOGEB descriptor which is fusion of
Dense Trajectories descriptors (TSD, HOG, HOF, MBH), where HOG was replaced with
HOG(EB=sx). The results shows that further fusion of HOG(EB=sx) descriptor improves
performance of standard DT descriptor.
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Figure 5.6: Results on MSRDailyActivity3D dataset. The plot shows Mean Class Accuracy
for HOG normalized with different EB values (blue dotted line). The standard HOG per-
formance is showed in red, while EB=sx is shown in purple. The figure shows that HOG
all tested EB values as well as EB=sx outperform standard HOG descriptor. The EB=sx for












Table 5.7: Results on MSRDailyActivity3D dataset. The table shows Mean Class Accuracy
for HOG normalized with different EB values, standard HOG performance and EB=sx.
The table shows that HOG all tested EB values as well as EB=sx outperform standard HOG


















Table 5.8: Results on MSRDailyActivity3D dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard
HOG, HOG normalized with EB value equals to 20000 (best performing value found via cross-validation) and EB=sx. The EB=sx
for MSRDailyActivity3D is equal to 7696.

























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
HOG(EB=Sx) 55.06 2.65 58.19 2.21 60.38 1.33 58.19 0.00 57.88 0.88 57.09 2.04 60.38 1.33
HOG(EB=20000) 56.62 1.55 58.03 2.43 59.59 1.10 57.56 0.66 56.94 0.88 55.36 2.23 59.59 1.10






Table 5.9: Results on MSRDailyActivity3D dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard
HOG, standard DT descriptor, HOG normalized with EB=sx and DT;HOGEB where standard HOG was replaced with HOG(EB=sx).
The EB=sx for MSRDailyActivity3D is equal to 7696.

























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
DT;HOGEB 74.91 1.77 76.31 0.44 76.31 1.33 76.63 0.66 77.56 1.33 79.12 0.00 79.12 0.00
DT 72.50 0.88 73.28 0.22 74.06 0.88 75.47 0.22 75.31 1.33 75.00 0.00 75.47 0.22
HOG(EB=Sx) 55.06 2.65 58.19 2.21 60.38 1.33 58.19 0.00 57.88 0.88 57.09 2.04 60.38 1.33
HOG 54.53 0.22 58.28 0.66 55.78 0.66 54.37 0.44 55.16 0.22 54.06 0.00 58.28 0.66
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5.4.4 Smarthomes dataset
We follow similar analysis for Smarthomes dataset. The fig. 5.7 and table 5.10 show the
performance of HOG descriptor w.r.t. to different EB value (for each EB value best perform-
ing codebook size was selected). In addition we report also performance of standard HOG
descriptor and one normalized with EB=sx value which in case of Smarthomes dataset
equals to 7738 and was obtained with algorithm described in section 5.2.4. The results in
fig. 5.7 and table 5.10 show that:
• proposed normalization schema improves HOG performance for all selected EB val-
ues,
• HOG(EB=sx) descriptor with EB value found with proposed expectation maximiza-
tion algorithm (see section 5.2.4) outperforms standard HOG descriptor and all HOG
descriptors normalized with EB values found with extensive search.
HOG descriptor normalized with EB=sx still achieves best results, such result is not
fully intuitive because fig. 5.3 shows that in case of Smarthomes dataset distribution of
gradient magnitudes forms single Gaussian. In Smarhomes dataset people are much fur-
ther from the camera than in CAD-60, CAD-120 and MSRDailyActivity3D, because of that
HOG descriptor is not able to catch as many details and distribution does not show separa-
tion of texture and texture-less Gaussians. Unfortunately we cannot offer explanation why
using our Expectation Maximization algorithm is still good strategy to find EB value, even
if modeled distribution is unimodal. As shown in table 5.11 HOG descriptor normalized
with EB=sx, achieves better results than one found via cross-validation.
Finally in table 5.12 we show the results of DT;HOGEB descriptor which is fusion of
Dense Trajectories descriptors (TSD, HOG, HOF, MBH), where HOG was replaced with
HOG(EB=sx). The results shows that further fusion of HOG(EB=sx) descriptor improves
performance of standard DT descriptor. Recognition of actions with similar motion pattern
but different object involved was improved. Recognition of actions like: "use tablet", "eat
snack", "cut bread" was improved comparing to standard DT descriptor.
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Figure 5.7: Results on Smarthomes dataset. The plot shows Mean Class Accuracy for
HOG normalized with different EB values (blue dotted line). The standard HOG perfor-
mance is showed in red, while EB=sx is shown in purple. The figure shows that HOG all
tested EB values as well as EB=sx outperform standard HOG descriptor. The EB=sx for












Table 5.10: Results on Smarthomes dataset. The table shows Mean Class Accuracy for
HOG normalized with different EB values, standard HOG performance and EB=sx. The
table shows that HOG all tested EB values as well as EB=sx outperform standard HOG


















Table 5.11: Results on Smarthomes dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard HOG,
HOG normalized with EB value equals to 5000 (best performing value found via cross-validation) and EB=sx. The EB=sx for
Smarthomes is equal to 7738.

























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
HOG(EB=Sx) 42.32 3.31 43.10 1.67 44.23 1.53 42.38 2.03 44.45 0.87 41.99 0.95 44.45 0.87
HOG(EB=5000) 41.25 0.67 41.76 2.10 42.47 0.94 43.60 0.29 43.26 0.88 39.98 0.18 43.60 0.29






Table 5.12: Results on Smarthomes dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard HOG,
standard DT descriptor, HOG normalized with EB=sx and DT;HOGEB where standard HOG was replaced with HOG(EB=sx). The
EB=sx for Smarthomes is equal to 7738.


























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
DT;HOGEB 49.56 0.37 49.12 0.61 49.32 0.13 47.96 2.30 48.34 1.69 48.04 0.23 49.56 0.37
DT 41.88 0.07 44.10 0.04 46.97 0.77 47.23 0.20 45.21 2.36 44.83 0.23 47.23 0.20
HOG(EB=Sx) 42.32 3.31 43.10 1.67 44.23 1.53 42.38 2.03 44.45 0.87 41.99 0.95 44.45 0.87
HOG 38.19 0.08 39.71 0.13 40.10 0.60 40.58 0.79 40.43 0.74 41.91 0.34 41.91 0.34
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5.5 Conclusion
This chapter presents a new normalization scheme of histogram descriptors that effectively
minimizes a hallucination effect. We have demonstrated that while normalizing HOG, the
value of EB has impact on the performance. We have also shown that extra bin used
in normalization step should be kept in final histogram representation. We model the
gradient sum distribution as the Mixture of two Gaussian obtaining a separation of high
and low texture patches. The intersection of these distributions gives us the value of the
extra bin (EB) that is added to the set of gradient orientations in the HOG descriptor. This
is effective strategy to find the value of EB, and works in case where patches can be divided
into texture and texture-less groups. In other cases our algorithm still finds good EB value,
while we cannot offer exact explanation to that fact, the experiments show that values
between 5000 to 15000 seems to be most effective. The differences in performance of
HOG normalized with different EB are small for big range of EB values, thus finding an
effective EB by cross-validation is also not difficult. Our approach consistently improves
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6.1 Introdction
In image processing, at some point of time a novel trend has emerged that ignores explicit
values of given features, focusing instead on their pairwise relations. Such approach is an
alternative to descriptors which employs simple statistic (eg. histograms) of extracted fea-
tures (eg. HOG, HOF, MBH). If we analyze in details relations between different features,
we can find that many of these relationships are non-linear. For instance fig. 6.1 shows
98 Chapter 6. Brownian Covariance
the correlation between intensity and gradient extracted from an image patch. The cor-
responding intensity and gradient values are plotted together to show their dependency.
Based on the plot we can see that the relationship is non-linear and non-monotone.
To model the relationships described above we propose the descriptor based on Brow-
nian covariance [108, 4, 3, 2, 10], which is a result of recent advances in mathemati-
cal statistics of Brownian motion. Brownian covariance is able to measure the degree
of all kinds of possible relationships – including nonlinear and non-monotone. In addi-
tion in [2], authors provide detailed analysis of Brownian manifold and show that it is
flat enough, to be treated as Euclidean. In this chapter we propose Brownian descrip-
tor, which is an extension of Brownian covariance for space-time video volumes. Using
the proposed descriptor we represent relations between appearance features extracted
from a video sequence. We focus particularly on relationships between pixel level fea-
tures such as an intensity, image gradient and image second derivative. The mentioned
pixel level features model appearance rather than motion. While it is a well known fact
that motion features play key role in action recognition, it is also important to model
the appearance, to be able to distinguish actions with similar motion footprint, but with
different objects involved. The HOG descriptor throughout the years was the most pop-
ular descriptor to capture appearance in action action recognition. We propose to apply
our Brownian descriptor on appearance features, and compare it with HOG. We improve
appearance representation, because it is usually performing worse than motion represen-
tation, but theirs fusion leads to performance improvements (both representations carry
complementary information). Secondly in appearance based tasks like: tracking, object
detection and people re-identification, descriptors which model pixel-level relationships
have shown good performance [85, 3, 2]. The further studies show that Brownian de-
scriptor and HOG carry complementary information and their fusion leads to significant
improvement in recognition accuracy.
6.2 Brownian Covariance
Brownian descriptor is based on mathematical statistics theory, which describes Brownian
motion [108]. The descriptor is based on the distance covariance statistics that measures
the dependence between random vectors in the arbitrary dimension. In the following sec-
tions we describe distance covariance V2, sample distance covariance V2n and their relations
to Brownian covariance W. The mathematical notations and formulas provided in this
subsection are in accordance with [108].
6.2. Brownian Covariance 99
Figure 6.1: Example of non-linear relationship between intensity and gradient. Brownian
covariance is able to measure such kind of relationship. The figure courtesy [2].
6.2.1 Distance Covariance V2
LetX ∈ Rp and Y ∈ Rq be random vectors, where p and q are natural numbers. fX and fY
denote the characteristic functions of X and Y , respectively, and their joint characteristic
function is denoted as fX,Y . In terms of characteristic functions, X and Y are independent
if and only if fX,Y = fXfY . Thus, a natural way of measuring the dependence between X
and Y is to find a suitable norm to measure the distance between fX,Y and fXfY .
Distance covariance V2 [108] is a new measure of dependence between random vectors
and can be defined as:






|fX,Y (t, s)− fX(t)fY (s)|2
|t|1+pp |s|1+qq
dtds, (6.2)
where cp and cq are constants determining norm function in Rp × Rq, t ∈ X, s ∈ Y .
This measure is analogous to classical covariance, but with the important property that
V2(X,Y ) = 0 if and only if X and Y are independent.
6.2.2 Sample Distance Covariance V2
In practice, when designing new descriptor we are more interested in modeling relation-
ship between finite distribution (finite number of pixels). In such case we can employ the
sample distance covariance. Szekely et al. [108] provide us the following definition of a
sample distance covariance V2n. For a random sample (X,Y) = {(Xk, Yk) : k = 1 . . . n}
of n i.i.d random vectors (X,Y ) from their joint distribution, we compute the Euclidean
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distance matrices (akl) = (|Xk −Xl|p) and (bkl) = (|Yk − Yl|q). Define:


















Similarly, we define Bkl = bkl − b̄k· − b̄·l + b̄··. Having these simple linear functions of the









Similarly to covariance, which has its standardized counterpart ρ, V2n has its standardized





, V2n(X)V2n(Y ) > 0;
0, V2n(X)V2n(Y ) = 0,
(6.6)
where:







Brownian motion is a stochastic process which models random movements of particles in
fluids. The interactions between particles can be expressed by Brownian covariance. Let’s
define Brownian covariance asW. According to Szekely et al. [108]W measures all kinds
of possible relationships between random particles (variables). This implies thatW = 0 if
and only if X and Y are independent. For arbitrary X ∈ Rp and Y ∈ Rq with finite second
moments.
W(X,Y ) = V(X,Y ) (6.8)
The proof is available in Theorem 8 in [108]. Further Theorem 2 from [108] states that:
if E|X|p <∞∧ E|Y |q <∞, then almost surely:
lim
n→∞
Vn(X,Y ) = V(X,Y ) (6.9)
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(a) original image (b) red channel (c) green channel (d) blue channel
(e) 1st deriv. axis-x (f) 1st deriv. axis-y (g) 2nd deriv. axis-x (h) 2nd deriv. axis-y
Figure 6.2: Low-level appearance features extracted in a video frame. Yellow rectangle
indicates a sample patch.
From eq. (6.8) and eq. (6.9), we can see that:
W(X,Y ) = lim
n→∞
Vn(X,Y ) ∝ R2n(X,Y ) (6.10)
Thus based on above if R2n(X,Y ) = 0, we will assume that there is no dependence be-
tween variables.
6.3 Brownian Covariance Descriptor for Action Recognition
We propose to model a relationship of each patch of video volume of size S×S× t, where
S is size of patch in pixels and t is number of frames. The patch is obtained by cropping
S × S pixels around detected Local Point of Interest. Please note that at this point we
do not assume usage of any particular detector, but in our experiments we use Dense
Trajectories.
6.3.1 Low-Level Appearance Features
Brownian(7)
In this paragraph we describe the Brownian descriptor which models relationship between
seven low-level features. For each patch of a video volume, we compute seven low-level
appearance features. For every pixel we extract intensities in red, green, and blue chan-
nels, first and second order derivatives of grey scale intensity image along x and y axis.
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Local Points 


























Figure 6.3: Brownian Descriptor is created by taking upper half of distance correlation R2.
where I is a gray scale intensity image. The examples of the extracted low-level appear-
ance features are presented in Figure 6.2.
Brownian(9)
In this paragraph we describe the Brownian descriptor which models relationship between
nine low-level features. In this case we use all low-level features used in Brownian(7) and



















For each video volume patch we compute Brownian covariance R2n(X,Y ), between all
pairs of mentioned above low-level features. Because we use either 7 or 9 low-level fea-
tures the R2n is 7 × 7 or 9 × 9 matrix. To form Brownian descriptor di for given patch we
take upper half of the R2n matrix as shown in fig. 6.3.
The di describes only single patch of volume of length t. To describe the whole volume









6.3.3 Features Extraction Detalis
We use dense trajectories [113] to extract local spatio-temporal patches. The dense tra-
jectories were selected based on their use in the recent literature. However, our approach
can be used together with any other algorithm extracting local spatio-temporal patches.
By extracting dense trajectories, we provide a good coverage of a video and we ensure
extraction of meaningful features. We limit the length of trajectories to t = 15 frames.
Short trajectories are more robust than long trajectories, in particular in the presence of
fast irregular motions and when the trajectories are drifting.
Similarly to [113], we extract a space-time volume (i.e. a patch) of size 32× 32 pixels
and 15 frames around each trajectory. The volume is subdivided into 3 temporal cells of
l = 5 frames. For each cell we compute a descriptor, and we concatenate the descriptor of
each cell to create a final trajectory descriptor.
6.4 Experiments






Since we use Fisher Vector encoding we provide ablation analysis for different code-
book sizes: 16, 32, 64, 128, 256, 512. We compare performance of Brownian descriptor
with standard HOG, then we analyze fusion of these two descriptors. Finally we compare
Dense Trajectories descriptor (DT) with standard HOG to DT+Brownian descriptor where
we add Brownian descriptor to DT descriptors.
In this section we use the following abbreviations:
• HOG – standard HOG descriptor,
• Brownian(7) – Brownian descriptor proposed in this chapter, which models 7 pixel-
level features,
• Brownian(9) – Brownian descriptor proposed in this chapter, which models 9 pixel-
level features,
• HOG+Brownian(7) – fusion HOG descriptor and Brownian(7) descriptor ,
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• HOG+Brownian(9) – fusion HOG descriptor and Brownian(9) descriptor ,
• DT – Dense Trajectories descriptor i.e. fusion of TSD, HOG, HOF, MBH,
• DT+Brownian(7) – Dense Trajectories descriptor fused together with Brownian(7)
descriptor.
• DT+Brownian(9) – Dense Trajectories descriptor fused together with Brownian(9)
descriptor.
6.4.1 CAD-60
In table 6.1 we compare standard HOG descriptor to Brownian descriptor and to descriptor
which is fusion of these two (HOG+Brownian). Based on the experimental results on
CAD-60 dataset we can find the following conclusions:
• Brownian(7) and Brownian(9) as a standalone descriptors are outperformed by stan-
dard HOG descriptor by big margin.
• Brownian carries complementary information as fusion of HOG and Brownian leads
to improvement in recognition accuracy.
• Brownian(9) which models 9 pixel-level features performs better thatn Brownian(7)
• Brownian(9) descriptor carries complementary information as fusion with HOG
leads to improvement in recognition accuracy.
• HOG+Brownian(9) descriptor outperforms HOG.
Finally in table 6.2 we show the results of DT+Brownian(9) descriptor which is a fu-
sion of Dense Trajectories descriptors (TSD, HOG, HOF, MBH) and Brownian(9) descrip-
tor. The results shows that further fusion of Brownian(9) descriptor improves performance
of standard DT descriptor. The detailed analysis shows that DT+Brownian(9) descriptor
improved for instance: "opening pill container" action which was confused with "drink-
ing". These actions share similar motion pattern but are different in terms of appearance
(different objects are used). Thus Brownian descriptor proposed in this chapter, which






Table 6.1: Results on CAD-60 dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard HOG descriptor,
Brownian descriptor and HOG+Brownian descriptor, which is a fusion of HOG and Brownian.
























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
HOG+Brownian(9) 49.64 5.05 55.00 1.03 52.32 1.26 53.21 1.26 50.54 1.26 43.39 3.79 55.00 1.03
HOG 43.75 1.26 51.79 0.00 51.79 0.00 52.68 3.79 41.96 6.31 33.04 1.26 52.68 3.79
Brownian(9) 37.50 2.53 42.86 0.00 45.54 3.79 40.18 3.79 39.29 2.53 38.39 1.26 45.54 3.79












Table 6.2: Results on CAD-60 dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard DT descriptor
(TSD, HOG, HOF, MBH) and DT+Brownian which is a fusion of DT descriptors and Brownian.

























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
DT+Brownian(9) 73.07 2.53 73.07 1.26 74.86 1.26 70.39 3.79 70.39 2.53 67.71 2.53 74.86 1.26
DT 69.64 2.53 66.07 2.53 70.54 1.26 65.18 1.26 63.39 1.26 60.71 2.53 70.54 1.26
6.4. Experiments 107
6.4.2 CAD-120
In table 6.3 we compare standard HOG descriptor to Brownian descriptor and to descriptor
which is fusion of those two (HOG+Brownian). Based on the experimental results on
CAD-120 dataset we can see that conclusions are similar to CAD-60 dataset as:
• Brownian(7) and Brownian(9) as standalone descriptors are outperformed by stan-
dard HOG descriptor by big margin, similarly to CAD-60 dataset.
• Brownian(9) which models 9 pixel-level features performs better that Brownian(7)
• Brownian(9) descriptor carries complementary information as fusion with HOG
leads to improvement in recognition accuracy.
• The above conclusions are coherent with results on CAD-60 dataset.
Finally in table 6.4 we show the results of MBH+Brownian descriptor which is a fu-
sion of MBH descriptor and Brownian descriptor. It is worth noting that in case of CAD-
120 dataset analysis and fusions are done with MBH dataset, because it was best perform-
ing baseline descriptor.













Table 6.3: Results on CAD-120 dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard HOG descriptor,
Brownian descriptor and HOG+Brownian descriptor, which is a fusion of HOG and Brownian.




























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
HOG+Brownian(9) 54.58 5.70 56.60 1.35 50.95 1.71 54.98 6.27 52.16 7.79 53.77 6.08 56.60 1.35
HOG 50.00 2.28 54.84 1.14 51.61 1.14 48.79 2.85 51.21 5.13 46.37 3.99 54.84 1.14
Brownian(9) 38.31 5.13 40.73 3.99 43.15 0.57 42.74 1.71 43.15 1.14 40.32 3.42 43.15 0.57






Table 6.4: Results on CAD-120 dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard DT descriptor
(TSD, HOG, HOF, MBH) and DT+Brownian which is a fusion of DT descriptors and Brownian.






















16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
MBH+Brownian(9) 71.55 3.99 72.76 1.71 75.18 1.71 75.18 2.85 73.97 11.02 72.35 4.18 75.18 1.71
MBH 64.94 1.14 68.56 1.71 69.77 0.00 71.79 2.85 73.00 1.14 71.79 3.99 73.00 1.14
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6.4.3 MSRDailyActivity3D
In table 6.5 we compare standard HOG descriptor to Brownian descriptor and to descriptor
which is fusion of those two (HOG+Brownian(9)). Based on the experimental results on
MSRDailyActivity3D dataset we can find the following conclusions:
• Brownian(7) and Brownian(9) as standalone descriptors are outperformed by stan-
dard HOG descriptor by big margin, similarly to the results obtained on previous
datasets.
• Brownian(9) carries complementary information as fusion with HOG leads to recog-
nition accuracy improvement.
Finally in table 6.6 we show the results of DT+Brownian(9) descriptor which is a fu-
sion of Dense Trajectories descriptors (TSD, HOG, HOF, MBH) and Brownian(9) descrip-
tor. The results shows that further fusion of Brownian descriptor improves performance of
standard DT descriptor, by a small margin, if we consider standard deviation of the results
we can see that improvement of DT+Brownian(9) is not significant. The results show
that beside the fact that HOG+Brownian(9) descriptor leads to improvement over HOG,
unfortunately further fusion with DT does not lead to significant improvements. Brown-
ian achieves its top results with small codebook size eg. 32, while DT performs better on
bigger codebook size eg. 128. In our fusion strategy we combine representation with same






Table 6.5: Results on MSRDailyActivity3D dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard
HOG descriptor, Brownian descriptor and HOG+Brownian descriptor, which is a fusion of HOG and Brownian.



























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
HOG+Brownian(9) 58.09 1.77 62.31 1.55 59.34 0.66 60.75 0.88 59.66 0.66 59.34 8.29 62.31 1.55
HOG 54.53 0.22 58.28 0.66 55.78 0.66 54.37 0.44 55.16 0.22 54.06 0.00 58.28 0.66
Brownian(9) 50.31 0.44 48.91 2.43 47.03 1.10 48.12 1.33 47.34 1.55 47.19 3.77 50.31 0.44












Table 6.6: Results on MSRDailyActivity3D dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard DT
descriptor (TSD, HOG, HOF, MBH) and DT+Brownian which is a fusion of DT descriptors and Brownian.
























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
DT+Brownian(9) 73.09 1.55 74.66 0.66 75.75 1.10 75.44 0.66 75.68 0.35 72.84 0.2 75.75 1.10
DT 72.50 0.88 73.28 0.22 74.06 0.88 75.47 0.22 75.31 1.33 75.00 0.0 75.47 0.22
6.4. Experiments 113
6.4.4 Smarthomes
In table 6.7 we compare standard HOG descriptor to Brownian(9) descriptor and to de-
scriptor which is fusion of those two (HOG+Brownian(9)). The conclusion from experi-
ments are similar to ones from other datasets:
• Brownian(9) as standalone descriptor is outperformed by standard HOG descriptor
by big margin.
• Brownian(9) carries complementary information as fusion with HOG leads to recog-
nition accuracy improvement.
Finally in table 6.8 we show the results of DT+Brownian(9) descriptor which is
a fusion of Dense Trajectories descriptors (TSD, HOG, HOF, MBH) and Brownian de-
scriptor. The results shows that further fusion of Brownian descriptor improves perfor-
mance of standard DT descriptor, by a bigger margin than for instance in MSRDailyActiv-
ity3D dataset. Fusion with Brownian(9) descriptor improved recognition of action like:
"eat snack", "take pills", which were confused with "drinking" by standard DT descriptor.













Table 6.7: Results on Smarthomes dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard HOG
descriptor, Brownian descriptor and HOG+Brownian descriptor, which is a fusion of HOG and Brownian.























16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
HOG+Brownian(9) 42.15 1.18 42.17 0.76 42.34 0.72 42.97 0.45 42.81 1.07 42.06 1.01 42.97 0.45
HOG 38.19 0.08 39.71 0.13 40.10 0.60 40.58 0.79 40.43 0.74 41.91 0.34 41.91 0.34






Table 6.8: Results on Smarthomes dataset, the plot and table show Mean Class Accuracy w.r.t. codebook size of standard DT
descriptor (TSD, HOG, HOF, MBH) and DT+Brownian which is a fusion of DT descriptors and Brownian.






















16 32 64 128 256 512 Best
Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ Acc [%] σ
DT+Brownian(9) 49.43 0.11 49.19 0.06 50.21 1.46 49.05 1.22 48.21 0.06 47.11 1.94 50.21 1.46
DT 41.88 0.07 44.10 0.04 46.97 0.77 47.23 0.20 45.21 2.36 44.83 0.23 47.23 0.20
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6.5 Conclusions
We presented a novel appearance-based descriptor for action recognition, that carries
complementary information to the HOG descriptor. In contrast to the HOG (which di-
rectly models values of given features), the Brownian descriptor focuses on pairwise rela-
tions between features. The fusion of both descriptors gives an increase in performance.
Our novel descriptor can be applied to all action recognition methods, which combine
appearance-based and motion-based descriptors. Our experiments also shown that fu-
sion strategy based on Fisher Vector concatenation is not always optimal, as fusion of
Brownian descriptor with DT on MSRDailyActivity3D dataset did not lead to significant
improvement, although fusion of HOG+Brownian significantly outperformed HOG de-
scriptor. Apart from MSRDailyActivity3D dataset fusion of Brownian with DT descriptor
achieved accuracy improvement on all other datasets.
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7.1 Introduction
If we analyze top performing methods on RGB-D and RGB videos, we can notice clear di-
vision. On RGB-D the most successful [116, 78] methods usually use skeleton information
such as skeleton joint positions as an input, requiring quite sophisticated skeleton detec-
tion. The mentioned methods introduce implicit assumption that skeleton detection is
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Figure 7.1: In this figure we present two examples where skeleton detection methods fail.
Pictures on the left show RGB frame, pictures on the right show depth map (dark blue
indicates missing depth information).
available and correct. We claim that in real-world scenario (eg. Smarthomes dataset) this
assumption cannot be fulfilled (see fig. 7.1). Local features methods, which are successful
on RGB [52, 113] are on the other side of extreme. They do not require any segmentation,
relying on Points Of Interest detection based on low level features.
In this chapter we propose solution which meets in half way both mentioned above
approaches. We propose to model spatial layout of local features w.r.t. person bounding
box. Thanks to that we require much less error prone people detection, while being able to
achieve comparable or even better recognition performance than methods which require
skeleton detection.
7.2 Features spatial-layout encoding
In this section we describe in details 3 proposed different methods that encode spatial
layout of local features. We assume that some Point of Interest (POI) detector is available
and that we are cropping sub-region around each detected POI. Then we compute fea-
ture vector f for cropped sub-region. It can be any type of descriptor either hand-crafted
eg. MBH, HOG (section 3.2) or deep-learning based: TDD features (section 3.3). Such
combination of descriptors was widely used by many authors [52, 113], often with differ-
ent encoding eg. Bag of Visual Words or Fisher Vectors. But the main drawback of such
approaches is that spatial location of the feature f is lost. In the following sections we
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Direct spatial location encoding
Figure 7.2: Direct spatial layout encoding. In this method we merge together descrip-
tor computed in local neighbourhood of detected points of interest (blue points) with
coordinates of point of interest w.r.t. to top-left corner of person bounding box. Such
representation is then encoded with Fisher Vector.
propose 3 different methods which encodes the spatial information into Fisher Vector.
7.2.1 Direct spatial layout encoding
In this section we propose a method which directly encodes spatial location into feature
vector. Let’s define vector l = (x, y) which represents a location of detected POI w.r.t. top-
left corner of person bounding box. To normalize vector l we divide it by width and height
of the bounding box respectively. Thus if l = (0, 0) that means that feature location is in
top left corner of bounding box, if l = (1, 1) the feature is in bottom right corner. If any
l coordinate is either negative or bigger than one – that means that feature is outside of
bounding box and is discarded.
Let’s define fl as a feature vector obtained from region around l. To preserve spatial
location information we propose to concatenate vectors l and fl obtaining new feature
vector d = (l,fl). Please note that we extended vector fl by two dimensions. This is an
advantage of propose encoding, because in most cases vector d is later used as an input
to either clustering algorithms or classification algorithms which very often do not scale
well with number of dimensions (curse of dimensionality). For instance let’s assume that
fl ∈ RD and l ∈ R2, then resulting Fisher Vector size for fl equals to 2KD, while Fisher
Vector size for d equals 2K(D+2) = 2KD+4K, where K is codebook size. The overview
of proposed method is available in fig. 7.2.
The proposed concatenation method has also a downside – since spatial position l is
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added to vector f , it becomes indistinguishable in further processing. Intuitively our goal
is to obtain homogeneous clusters or find the separation plane in terms of both spatial
location and features values. But because spatial location and feature values are indis-
tinguishable in d, then information about different nature of encoded spatial location is
lost.









where x is a observation vector, Si represents i-th cluster and µi is a mean vector of

















‖f − µfi ‖
2 (7.3)
Note that each assignment finds homogeneous clusters in terms of spatial location and fea-










we will end-up with with cluster assignment S∗d which is a compromise between assign-




2 6= ‖l− µli‖
2 + ‖f − µfi ‖
2 (7.5)
To solve the described limitation we need encoding method which would treat location
information in a different way than feature information. In the following sections 7.2.2
and 7.2.4 we propose two methods which address the mentioned problem.
7.2.2 Grid Fisher Vector (GridFV)
In this section we propose to partition person bounding box into r × c spatial cells. And
then represent each cell as Fisher Vector of it‘s features. It can be seen that method per-
forms spatial clustering based on location l where clusters where selected arbitrarily (grid
layout). After the clustering step we assign each feature fl to grid cell (n,m), based on it‘s
location l. Then for each grid cell we compute Fisher Vector representation. Thus finally
we will obtain r ∗ c Fisher Vectors – one Fisher Vector per grid cell. Final representation is
concatenation of the Fisher Vectors, thus final Fisher Vector size is (r ∗ c) ∗ (2KD).
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Figure 7.3: Grid Fisher Vector (GridFV). In first step person bounding box is divided int
r × c grids (3 × 1 in this example). Then Fisher Vector representation is computed for
each grid cell separately. Final GridFV representation is obtained by concatenating Fisher
Vectors obtained in each grid cell.
All Fisher Vector representations are computed based on common GMM codebook
computed on all features in bounding box. We chosen not to compute separate GMM
codebook per grid cell to minimize the computational effort. In addition our experiments
showed that computing separate GMM codebook per gird cell does not lead to perfor-
mance improvements. Figure 7.3 shows overview of GridFV method.
The proposed method solves issues of direct encoding method proposed in previous
section (7.2.1), as it treats spatial location information and feature information inde-
pendently. On the other hand resulting Fisher Vector size is much bigger than in direct
method. In next section we propose method which also clusters spatial location informa-
tion and features information separately, but produces much more compact representa-
tion.
7.2.3 Fisher Vectors representation and it‘s relation to Mixture of Gaussians
In this section we first remind how to obtain Fisher Vector (FV) representation. The FV
is very popular representation in image recognition and action recognition. More details
can be found in chapter 3 and [81, 82]. The information provided in this section will be
useful in understanding spatial-layout encoding method proposed in next sections.
The Fisher Vector representation is computed based on Gaussian Mixture Model
(GMM), which consists of K Guassians where each Gaussian is described by three pa-
rameters αk, µk,Σk – mixture weight, mean and covariance (diagonal). The parameters
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of GMM can be learned using Expectation Maximization (EM) algorithm. Let’s assume
that we have feature vector f . We also define w as quantization index and k indicates k-th
Gaussian. Then we can model:




πkp(f |w = k) (7.7)
p(f |w = k) = N (f ;µk,Σk), (7.8)
where πk is normalized mixing weight of k-th Gaussian using softmax: πk =
expαk/
∑
j expαj . Now we can define:
qnk = p(wn = k|fn) =
p(f |w = k)p(w = k)
p(f)
(7.9)
fnk = xn − µnk (7.10)
where qnk denotes a posterior. Based on definitions above we can define gradients of of
log-likelihood for single feature fn w.r.t. GMM model parameters as:
∂ln p(fn)
∂αk
















To obtain Fisher Vector representation we normalize gradients by
√
F , where F =
E[g(f)g(f)T ] is Fisher information matrix. Where g(f) is gradient vector.
7.2.4 Spatial Mixture of Gaussians
In method proposed in this section we will model location of visual world to which feature
f was assigned. We use formulation of joint probability for location encoding in Fisher
Vector proposed by [47]. To encode spatial location of features we use relative coordi-
nates w.r.t. top left corner of the bounding box. First let’s define visual word w as cluster
(Gaussian) id to which feature f was assigned (see 7.8).
w = argmax
k∈K
p(f |w = k) (7.14)
Note that at this point we perform hard assignment of feature f to visual word w, although
we used GMM model. Now we can define a tuple u = (w, l), which bounds visual word of
feature f with it‘s location l = (x, y).
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Figure 7.4: Spatial Mixture of Gaussians (SpatialMoG). In the first step local points of
interest are detected within person bounding box. Separate Gaussian Mixture Models are
computed for local descriptors and for location of local point of interest. Two Fisher Vector
are computed: standard one based on local descriptors and second one which is based on
features location.
7.2.4.1 Single Gaussian for spatial location encoding
In this paragraph we will model location l for each visual word w = k, k = 1, 2, ..,K with
single Gaussian. Thus we will obtain K Gaussians for spatial location encoding, where
each of them will model location of visual words assigned to k-th Gaussian. The Gaussians
which model location can be trivially learned by computing the mean and variance of l
assigned to k-th visual word. Now we define generative model over (visual word/location)
tuple:
p(w = k) = πk (7.15)
p(l|w = k) = N (l;mk,Sk), (7.16)
Based on definitions above we can define gradients of of log-likelihood for single feature
fn w.r.t. joint GMM parameters on f and single Gaussian based on l:
∂ln p(un)
∂αk
















where qnk = 1 if wn = k and qnk = 0 otherwise. Based on gradients obtained above
we can create Fisher Vector which encodes both feature and spatial location.
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7.2.4.2 Mixture of Gaussian for spatial location encoding
In this paragraph we will show how to extend previously defined method, to model loca-
tion with Mixture of C Gaussians. Please note that here we will deal with two separate
GMM models - one computed based on features f , second computed on tuple u = (w, l),





p(w = k)p(l|w = k) (7.20)
p(w = k) = πk (7.21)




Where θkc = expβkc/
∑
j expβkj is normalized mixing weight for k-th Gaussian in spatial
model. Now we can define:




lnkc = ln −mkc (7.24)
Based on definitions above we can define gradients of of log-likelihood for single feature
fn w.r.t. joint GMM parameters on f and GMM based on l:
∂ln p(un)
∂βkc
















Based on gradients obtained above we can create Fisher Vector which encodes both feature
and spatial location.
7.2.4.3 Final representation
The final representation is formed by concatenation of Fisher Vector which encodes only
feature vector f (Eq. (7.12) - (7.13) with Fisher Vector which it‘s spatial location -
(Eq.(7.26) - (7.27).
7.3 Extension to spatio-temporal layout modeling
So far in this chapter we described how to model spatial layout of local features. But our
methods can be easily extended to model spatio-temporal layout of features.
Thus to extend "Direct spatial layout encoding" (section 7.2.1) to spatio-temporal case,
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we simply redefine location vector l, to l = (x, y, t), where t is a frame number in which
given point of interest was detected.
In case of GridFV method (section 7.2.2) we first stack all detected person bounding
boxes over the time, so that we form person bounding box volume. Then we partition
person bounding box volume into r × c × v spatio-temporal cells. We again redefine
location vector to l = (x, y, t). And follow same Fisher Vector encoding strategy.
Similarly "Mixture of Gaussians spatial model" (section 7.2.4), can be extended to
spatio-temporal case. In this case we again need to redefine location vector l, to l =
(x, y, t). Then the GMM for spatial encoding will become 3 dimensional.
7.4 Implementation details
7.4.1 Feature descriptors
The proposed above spatial layout encoding methods can be used together with different
descriptors. We used Dense Trajectories to detect and compute descriptors. We decided
to model spatio-temporal layout of HOG and MBH descriptors, because they are good
representatives of motion and appearance features. For CNN features we selected TDD
Spatial and TDD Temporal descriptors for spatio-temporal layout modeling. As we can see
our method is generic and can be used with any features detector and any descriptor type.
7.4.2 People detection
In the proposed method we use people detector proposed by [104]. The mentioned de-
tector use RGB and depth information. Such combination is beneficial since depth data is
robust with respect to illumination changes, but sensitive to noise and low depth resolu-
tion far from sensor. RGB data on the other hand provides color and texture, but detector
often fails under non-ideal illumination. In case of Smarthomes dataset we used Pose
Machine method [59].
It is worth to mention, that our method can work with any people detector: either
RBG-based [59, 90, 32]. Or depth-based [104]. All people detection methods mentioned
above have their pros and cons, but we claim that they are more robust than skeleton
detectors.
7.5 Experiments
In this section we will compare proposed three spatial-layout encoding methods on 4
datasets:





The proposed spatial-layout encoding methods introduce hyper-parameters such as:
number of rows r, columns c and temporal volumes v in spatio-temporal grid or numbers
of Gaussians C in Mixture of Gaussian method. We provide experimental analysis for
different values of hyper-parameters.
In our experiments we apply proposed method to appearance and motion features
separately. We use two different appearance features: HOG (section 3.2) and "TDD Ap-
pearance" (section 3.3) descriptor. We also use two different motion features: MBH sec-
tion 3.2 and "TDD Temporal" (section 3.3). All mentioned descriptors were computed in
local neighbourhood of points detected with Dense Trajectories method (see section 3.2).
We analyze also fusion of appearance and motion features representation.
In this section we use the following abbreviations:
• HOG(r × c) – SpatialFV (see section 7.2.2) computed on HOG descriptor.
• HOG(r×c×v) – Spatio-TemporalFV (see section 7.2.2) computed on HOG descriptor.
• HOG(C = c) – Spatial MoG modeling (c – number of Gaussians, see section 7.2.4)
computed on HOG descriptor.
• HOG(DS) – direct spatial encoding (see section 7.2.1) on HOG descriptor.
• HOG(DST) – direct spatio-temporal encoding (see section 7.2.1) on HOG descriptor.
• MBH(r × c) – SpatialFV (see section 7.2.2) computed on MBH descriptor.
• MBH(r×c×v) – Spatio-TemporalFV (see section 7.2.2) computed on MBH descriptor.
• MBH(C = c) – Spatial MoG modeling (c – number of Gaussians, see section 7.2.4)
computed on MBH descriptor.
• MBH(DS) – direct spatial encoding (see section 7.2.1) on MBH descriptor.
• MBH(DST) – direct spatio-temporal encoding (see section 7.2.1) on MBH descriptor.
• TDD Appearance(r × c) – SpatialFV (see section 7.2.2) computed on TDD Appear-
ance descriptor.
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• TDD Appearance(r × c × v) – Spatio-TemporalFV (see section 7.2.2) computed on
TDD Appearance descriptor.
• TDD Appearance(C = c) – Spatial MoG modeling (c – number of Gaussians, see
section 7.2.4) computed on TDD Appearance descriptor.
• TDD Appearance(DS) – direct spatial encoding (see section 7.2.1) on TDD Appear-
ance descriptor.
• TDD Appearance(DST) – direct spatio-temporal encoding (see section 7.2.1) on TDD
Appearance descriptor.
• TDD Temporal(r × c) – SpatialFV (see section 7.2.2) computed on TDD Temporal
descriptor.
• TDD Temporal(r× c×v) – Spatio-TemporalFV (see section 7.2.2) computed on TDD
Temporal descriptor.
• TDD Temporal(C = c) – Spatial MoG modeling (c – number of Gaussians, see sec-
tion 7.2.4) computed on TDD Temporal descriptor.
• TDD Temporal(DS) – direct spatial encoding (see section 7.2.1) on TDD Temporal
descriptor.
• TDD Temporal(DST) – direct spatio-temporal encoding (see section 7.2.1) on TDD
Temporal descriptor.
In the following section we will discuss impact of spatio-temporal layout modeling
on appearance features (HOG and TDD Appearance), motion features (MBH and TDD
Temporal) and fusion of proposed methods. At the end in section 7.5.4 we will provide
general conclusions based on all experiments.
7.5.1 Appearance descriptors
In this section we discuss impact of spatio-temporal layout modeling on appearance fea-
tures. In tables from 7.1 to 7.4 and figures from 7.5 to 7.8 we provide results on HOG
descriptor. In tables from 7.5 to 7.8 and figures from 7.9 to 7.12 we provide results of
"TDD Appearance" descriptor.
The results show that modeling spatial layout and spatio-temporal layout of appear-
ance features leads to significant improvement over standard descriptors. In most cases
all proposed techniques outperform standard descriptors, while the best performance is
obtained with GridFV method. The best performing method was GridFV with 3 × 1 lay-
out on CAD-60, CAD-120 and Smarthomes dataset for both HOG and TDD Appearance
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descriptors. 3 × 1 grid it is the most effective because it takes advantage of implicit se-
mantic information (top grid belongs to head, bottom grid belongs to legs). 3× 2 grid can
encode information if action was done with right or left hand, but this information does
not improve accuracy in most cases as same action can be done with either hand. 3 × 2
grid turned out to be the most effective for MSRDailyActivity3D dataset, but reported high
standard deviation of the result. Spatio-temporal grids achieved worse results than spatial
grids on all datasets (we explain the reason behind it in section 7.5.4).
Direct encoding of features was second best performing method on smaller dataset
such as: CAD-60, CAD-120, MSRDailyActivity3D, while on Smarthomes dataset they
managed only to slightly outperform baseline descriptor. This conclusion was expected,
because as we explained in section 7.2.1 direct encoding method is limited in terms of
features clustering.
Spatial MoG is underperforming on CAD-60 dataset, while on CAD-120 and MSRDai-
lyActivity3D MoG with C = 6 and C = 3 were able to beat the baselines. Interestingly
Spatial MoG achieves good results on Smarthomes dataset. Analysis of learning process
shows that Spatial MoG tends to overfit on small dataset, even reducing number C of
Gaussians does not help to solve that problem. The experiments show that more data
helps to find better Spatial MoG model, but further analysis is required to find exact rea-
son of overfitting problem on small datasets.
7.5.2 Motion descriptors
In this section we discuss impact of spatio-temporal layout modeling on motion features.
In tables from 7.9 to 7.12 and figures from 7.13 to 7.16 we provide results on MBH
descriptor. In tables from 7.13 to 7.16 and figures from 7.17 to 7.20 we provide results of
"TDD Temporal" descriptor.
The results are pretty aligned with ones for appearance features, but because mo-
tion features play key role in action recognition, encoding their spatial layout to Fisher
Vector leads to even better accuracy improvement. Again GridFV was the best per-
forming method, 3 × 1 layout achieved the best results on CAD-60, CAD-120 and
Smarthomes dataset. Same layout was the most effective for appearance descriptors. And
similarly on MSRDailyActivity3D the best performing layout was 3 × 2 exactly as in ap-
pearance descriptors. Spatio-temporal volumes were not effective also for motion features
– we explain this fact in details in section 7.5.4.
Also similarly to appearance descriptors direct encoding was second best method,
while Spatial MoG performed worse on small datasets: CAD-60 dataset, CAD-120 and
MSRDailyActivity3D. For Smarthomes dataset Spatial MoG C = 6 performed almost as
good SpatialFV. It is worth to notice that results of Spatial MoG methods report slightly
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higher standard deviation on Smarthomes dataset. We think that it is due to the fact that
in this case there are two GMM models, which result depends on random initialization.
7.5.3 Descriptors fusion
In this section we report result of fusion of appearance and motion features with propose
GridFV encoding. For CAD60 we fuse DT descriptor with GridFV descriptors HOG(3 × 1)
and MBH(3 × 1), the results in table 7.17 and fig. 7.21 show that the proposed fusion
outperforms standard DT descriptor. Also fusion of TDD descriptor with GridFV encoding
leads to further accuracy improvement.
On CAD120 we fuse standard MBH descriptor with GridFV descriptors HOG(3×1) and
MBH(3 × 1), instead of DT because MBH was the best the performing baseline. Results
in table 7.18 and fig. 7.22 show that the proposed fusion outperforms standard MBH de-
scriptor. Also fusion of TDD descriptor with GridFV encoding leads to significant accuracy
improvement.
For MSRDailyActivity3D dataset we fuse standrd DT descriptor with HOG(3 × 2) and
MBH(3×2), the result of fusion are available in table 7.19 and fig. 7.23, the results of TDD
descriptors fusion are available in table 7.23 and fig. 7.27. In both cases fusion improved
recognition accuracy.
For Smarthomes data set fusions with DT descriptor showed significant improvement
(fig. 7.24 and fig. 7.28), especially if we consider size of the dataset and number of classes.
Finally we conclude that feature fusion is effective in all cases and lead to accuracy
improvements.
7.5.4 Experiments Summary
The experiments show that proposed methods of modeling spatio-temporal layout of fea-
tures outperform with the big margin standard descriptors. The best strategy is to use
spatial grid with either 3 × 1 or 3 × 2 layout. Spatio-temporal grids (eg. 3 × 2 × 2) re-
port smaller performance gain. We claim that spatial grids implicitly encodes information
about person posture (top grids belongs to head, bottom grids belongs to legs). This is
true in most cases, as long as person does not perform action upside down or in lying
position. This property allows spatial grids to achieve best performance. In case of spatio-
temporal grids further division into 2 or 3 temporal volumes does not lead to further
accuracy improvement. The temporal domain is less structured than spatial layout, thus
actions cannot be easily decomposed into 2 or 3 phases.
Modeling spatio-temporal layout with MoG performs worse than grid methods. MoG
method can be seen as extension of grid method with irregular grids, which are inferred
from data. The analysis of training process shows that Spatial MoG is overfitting on small
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datasets. On small datasets Spatial MoG is able to find detailed fine grained relationships
between codewords and their location, which does not generalize to unseen data. In case
of Smarthomes dataset data itself works as regularization method, thus results obtained
on Smarthomes dataset achieve much better accuracy.
Finally direct location encoding showed better performance on small datasest and in
most cases managed to outperform baseline descriptor. It is worth to notice, that direct
encoding method does not introduce additional parameters, which is an advantage.
7.5. Experiments 131
Table 7.1: Modeling spatio-temporal layout of appearance features: results on HOG de-
scriptor and CAD-60 dataset. Modeling spatial layout with grid: 3 columns by 1 rows,















































































Figure 7.5: Comparison of proposed methods which model spatio-temporal layout on
HOG descriptor and CAD-60 dataset. Length of lines indicate standard deviation.
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Table 7.2: Modeling spatio-temporal layout of appearance features: results on HOG de-
scriptor and CAD-120 dataset. Modeling spatial layout with grid: 3 columns by 2 rows,















































































Figure 7.6: Comparison of proposed methods which model spatio-temporal layout on
HOG descriptor and CAD-120 dataset. Length of lines indicate standard deviation.
7.5. Experiments 133
Table 7.3: Modeling spatio-temporal layout of appearance features: results on HOG de-
scriptor and MSRDailyActivity3D dataset. Modeling spatial layout with grid: 3 columns
















































































Figure 7.7: Comparison of proposed methods which model spatio-temporal layout on HOG
descriptor and MSRDailyActivity3D dataset. Length of lines indicate standard deviation.
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Table 7.4: Modeling spatio-temporal layout of appearance features: results on HOG de-
scriptor and Smarthomes dataset. Modeling spatial layout with grid: 3 columns by 1 rows,














































































Figure 7.8: Comparison of proposed methods which model spatio-temporal layout on
HOG descriptor and Smarthomes dataset. Length of lines indicate standard deviation.
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Table 7.5: Modeling spatio-temporal layout of appearance features: results on "TDD Ap-
pearance" descriptor and CAD-60 dataset. Modeling spatial layout with grid: 3 columns
by 1 rows, leads to significant improvement over standard "TDD Appearance".
Acc [%] σ
TDD Appearance(3x1) 70.54 3.79
TDD Appearance(3x1x2) 67.86 0.00
TDD Appearance(3x1x3) 66.07 0.00
TDD Appearance(DST) 64.29 0.00
TDD Appearance(DS) 64.29 2.53
TDD Appearance(3x2) 62.50 0.00
TDD Appearance(3x2x2) 60.29 1.26
TDD Appearance(C=6) 59.82 1.26
TDD Appearance 56.25 3.79
TDD Appearance(C=3) 56.25 1.26
TDD Appearance(3x2x3) 51.79 0.00




















































































































Figure 7.9: Comparison of proposed methods which model spatio-temporal layout on
"TDD Appearance" descriptor and CAD-60 dataset. Length of lines indicate standard devi-
ation.
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Table 7.6: Modeling spatio-temporal layout of appearance features: results on "TDD Ap-
pearance" descriptor and CAD-120 dataset. Modeling spatial layout with grid: 3 columns
by 1 rows, leads to significant improvement over standard "TDD Appearance".
Acc [%] σ
TDD Appearance(3x1) 87.77 2.09
TDD Appearance(3x2) 83.87 1.14
TDD Appearance(3x1x3) 83.02 3.04
TDD Appearance(3x1x2) 82.89 0.57
TDD Appearance(3x2x3) 81.85 1.71
TDD Appearance(3x2x2) 81.68 0.00
TDD Appearance(DS) 74.60 1.71
TDD Appearance 69.76 3.99
TDD Appearance(DST) 68.55 4.56
TDD Appearance(C=6) 67.61 1.33
TDD Appearance(C=3) 66.94 1.14

















































































































Figure 7.10: Comparison of proposed methods which model spatio-temporal layout on
"TDD Appearance" descriptor and CAD-120 dataset. Length of lines indicate standard
deviation.
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Table 7.7: Modeling spatio-temporal layout of appearance features: results on "TDD Ap-
pearance" descriptor and MSRDailyActivity3D dataset. Modeling spatial layout with grid:
3 columns by 2 rows, leads to significant improvement over standard "TDD Appearance".
Acc [%] σ
TDD Appearance(3x2) 82.81 6.63
TDD Appearance(3x1x2) 82.29 1.47
TDD Appearance(3x2x2) 82.03 1.10
TDD Appearance(3x1x3) 81.25 3.31
TDD Appearance(3x2x3) 80.75 0.23
TDD Appearance(3x1) 78.40 1.50
TDD Appearance(C=3) 64.95 1.50
TDD Appearance(DS) 64.82 0.48
TDD Appearance 64.38 0.44
TDD Appearance(C=6) 62.97 0.66
TDD Appearance(C=1) 62.81 3.09


















































































































Figure 7.11: Comparison of proposed methods which model spatio-temporal layout on
"TDD Appearance" descriptor and MSRDailyActivity3D dataset. Length of lines indicate
standard deviation.
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Table 7.8: Modeling spatio-temporal layout of appearance features: results on "TDD
Appearance" descriptor and Smarthomes dataset. Modeling spatial layout with grid: 3
columns by 1 rows, leads to significant improvement over standard "TDD Appearance".
Acc [%] σ
TDD Appearance(3x1) 33.18 0.77
TDD Appearance(C=3) 31.91 0.32
TDD Appearance(3x2) 31.45 0.17
TDD Appearance(C=6) 31.42 0.60
TDD Appearance(DS) 30.58 0.77
TDD Appearance 29.16 0.52
TDD Appearance(3x1x2) 28.12 0.96
TDD Appearance(3x2x2) 27.32 0.06
TDD Appearance(C=1) 26.83 1.87
TDD Appearance(DST) 26.31 0.77
TDD Appearance(3x1x3) 26.19 0.35
















































































































Figure 7.12: Comparison of proposed methods which model spatio-temporal layout on
"TDD Appearance" descriptor and Smarthomes dataset. Length of lines indicate standard
deviation.
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Table 7.9: Modeling spatio-temporal layout of motion features: results on MBH descriptor
and CAD-60 dataset. Modeling spatial layout with grid: 3 columns by 1 rows, leads to


















































































Figure 7.13: Comparison of proposed methods which model spatio-temporal layout on
MBH descriptor and CAD-60 dataset. Length of lines indicate standard deviation.
140 Chapter 7. Modeling spatial layout with Fisher Vector and people detection
Table 7.10: Modeling spatio-temporal layout of motion features: results on MBH descrip-
tor and CAD-120 dataset. Modeling spatial layout with grid: 3 columns by 1 rows, leads



















































































Figure 7.14: Comparison of proposed methods which model spatio-temporal layout on
MBH descriptor and CAD-120 dataset. Length of lines indicate standard deviation.
7.5. Experiments 141
Table 7.11: Modeling spatio-temporal layout of motion features: results on MBH descrip-
tor and MSRDailyActivity3D dataset. Modeling spatial layout with grid: 3 columns by 2
















































































Figure 7.15: Comparison of proposed methods which model spatio-temporal layout on
MBH descriptor and MSRDailyActivity3D dataset. Length of lines indicate standard devi-
ation.
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Table 7.12: Modeling spatio-temporal layout of motion features: results on MBH descrip-
tor and Smarthomes dataset. Modeling spatial layout with grid: 3 columns by 1 rows,



















































































Figure 7.16: Comparison of proposed methods which model spatio-temporal layout on
MBH descriptor and Smarthomes dataset. Length of lines indicate standard deviation.
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Table 7.13: Modeling spatio-temporal layout of motion features: results on "TDD Tempo-
ral" descriptor and CAD-60 dataset. Modeling spatial layout with grid: 3 columns by 1
rows, leads to significant improvement over standard "TDD Temporal".
Acc [%] σ
TDD Temporal(3x1) 75.89 1.26
TDD Temporal(3x1x2) 68.75 1.26
TDD Temporal(3x1x3) 66.54 1.26
TDD Temporal(DST) 66.07 2.53
TDD Temporal(3x2) 66.07 0.00
TDD Temporal(DS) 65.18 3.79
TDD Temporal 63.39 1.26
TDD Temporal(3x2x2) 62.50 2.53
TDD Temporal(3x2x3) 61.61 1.26
TDD Temporal(C=6) 60.71 0.00
TDD Temporal(C=3) 57.14 2.53





































































































Figure 7.17: Comparison of proposed methods which model spatio-temporal layout on
"TDD Temporal" descriptor and CAD-60 dataset. Length of lines indicate standard devia-
tion.
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Table 7.14: Modeling spatio-temporal layout of motion features: results on "TDD Tempo-
ral" descriptor and CAD-120 dataset. Modeling spatial layout with grid: 3 columns by 1
rows, leads to significant improvement over standard "TDD Temporal".
Acc [%] σ
TDD Temporal(3x1) 81.85 0.57
TDD Temporal(3x2) 80.38 1.90
TDD Temporal(DS) 79.84 1.14
TDD Temporal(DST) 79.66 0.57
TDD Temporal(3x1x3) 79.03 2.28
TDD Temporal(3x1x2) 78.49 1.52
TDD Temporal(3x2x2) 73.79 2.85
TDD Temporal(3x2x3) 73.12 3.04
TDD Temporal 72.98 1.71
TDD Temporal(C=6) 72.98 1.71
TDD Temporal(C=3) 70.16 1.14







































































































Figure 7.18: Comparison of proposed methods which model spatio-temporal layout on
"TDD Temporal" descriptor and CAD-60 dataset. Length of lines indicate standard devia-
tion.
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Table 7.15: Modeling spatio-temporal layout of motion features: results on "TDD Tem-
poral" descriptor and MSRDailyActivity3D dataset. Modeling spatial layout with grid: 3
columns by 2 rows, leads to significant improvement over standard "TDD Temporal".
Acc [%] σ
TDD Temporal(3x2) 81.52 1.66
TDD Temporal(3x1) 79.91 0.63
TDD Temporal(3x1x2) 79.84 0.53
TDD Temporal(3x2x2) 78.39 4.05
TDD Temporal(C=6) 69.84 0.66
TDD Temporal(C=3) 69.49 0.06
TDD Temporal(3x1x3) 68.25 0.23
TDD Temporal 68.12 0.44
TDD Temporal(C=1) 67.66 0.22
TDD Temporal(DST) 66.23 0.32
TDD Temporal(DS) 62.81 0.43




































































































Figure 7.19: Comparison of proposed methods which model spatio-temporal layout on
"TDD Temporal" descriptor and MSRDailyActivity3D dataset. Length of lines indicate stan-
dard deviation.
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Table 7.16: Modeling spatio-temporal layout of motion features: results on "TDD Tempo-
ral" descriptor and Smarthomes dataset. Modeling spatial layout with grid: 3 columns by
1 rows, leads to significant improvement over standard "TDD Temporal".
Acc [%] σ
TDD Temporal(3x1) 48.72 0.41
TDD Temporal(3x2) 46.08 0.54
TDD Temporal(C=6) 45.35 1.31
TDD Temporal(C=1) 45.29 0.63
TDD Temporal(C=3) 45.08 1.41
TDD Temporal(DS) 44.18 0.16
TDD Temporal 43.15 0.18
TDD Temporal(DST) 42.11 0.02
TDD Temporal(3x1x2) 41.78 0.09
TDD Temporal(3x2x2) 41.02 0.66
TDD Temporal(3x1x3) 39.99 0.94





































































































Figure 7.20: Comparison of proposed methods which model spatio-temporal layout on
"TDD Temporal" descriptor and Smarthomes dataset. Length of lines indicate standard
deviation.
7.5. Experiments 147
Table 7.17: Modeling spatio-temporal layout: fusion with DT on CAD-60 dataset. Fusion
of DT with HOG and MBH with grid (3 columns by 1 rows). The fusion leads to significant






























Figure 7.21: Fusion with DT features on CAD-60 dataset. Length of lines indicate standard
deviation.
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Table 7.18: Modeling spatio-temporal layout: fusion with MBH on CAD-120 dataset. Fu-
sion of MBH with HOG and MBH with grid (3 columns by 2 rows). The fusion leads to































Figure 7.22: Fusion with DT features on CAD-120 dataset. Length of lines indicate stan-
dard deviation.
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Table 7.19: Modeling spatio-temporal layout: fusion with DT on MSRDailyActiv-
ity3D dataset. Fusion of DT with HOG and MBH with grid (3 columns by 2 rows). The






























Figure 7.23: Fusion with DT features on MSRDailyActivity3D dataset. Length of lines
indicate standard deviation.
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Table 7.20: Modeling spatio-temporal layout: fusion with DT on Smarthomes dataset.
Fusion of DT with HOG and MBH with grid (3 columns by 1 rows). The fusion leads to





























Figure 7.24: Fusion with DT features on Smarthomes dataset. Length of lines indicate
standard deviation.
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Table 7.21: Modeling spatio-temporal layout: fusion with TDD on CAD-60 dataset. Fusion
of TDD with "TDD Appearance" and "TDD Temporal" with grid (3 columns by 1 rows). The
fusion leads to significant improvement over standard standard TDD descriptor.
Acc [%] σ































Figure 7.25: Fusion with TDD on CAD-60 dataset. Length of lines indicate standard devi-
ation.
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Table 7.22: Modeling spatio-temporal layout: fusion with TDD on CAD-120 dataset. Fu-
sion of TDD with "TDD Appearance" and "TDD Temporal" with grid (3 columns by 1 rows).
The fusion leads to significant improvement over standard standard TDD descriptor
Acc [%] σ































Figure 7.26: Fusion with TDD on CAD-120 dataset. Length of lines indicate standard
deviation.
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Table 7.23: Modeling spatio-temporal layout: fusion with TDD on MSRDailyActiv-
ity3D dataset. Fusion of TDD with "TDD Appearance" and "TDD Temporal" with grid (3
columns by 2 rows). The fusion leads to significant improvement over standard standard
TDD descriptor
Acc [%] σ
































Figure 7.27: Fusion with TDD on MSRDailyActivity3D dataset. Length of lines indicate
standard deviation.
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Table 7.24: Modeling spatio-temporal layout: fusion with TDD on Smarthomes dataset.
Fusion of TDD with "TDD Appearance" and "TDD Temporal" with grid (3 columns by 1
rows). The fusion leads to significant improvement over standard standard TDD descriptor
Acc [%] σ





































In this chapter we proposed how to improve Fisher Vector representation with spatio-
temporal layout modeling. We proposed 3 methods which encodes spatial information
in Fisher Vector: direct encoding, Grid Fisher Vector (GridFV) and Spatial Mixture of
Gaussians (MoG). The best accuracy is achieved by spatial grids of size 3 × 1 or 3 × 2.
The GridFV take advantage of implicit posture information (top grids belongs to head,
bottom grids belongs to legs) and it is able to efficiently encode spatial information to
Fisher Vector. GridFV with 3 × 1 layout showed good performance on all datasets and
might be considered as good strategy to try this layout on new datasets.
Spatial Mixture of Gaussian methods achieved competitive results to GridFV method
on Smarthomes dataset. As we explained in section 7.5.4 this is connected with amount
of training data and variety of poses introduced in the dataset. In small dataset GMM
focuses on areas with high features density. Spatial Mixture of Gaussian might be a good
strategy to choose for datasets with big amount of data.
Direct encoding reported worse results as expected, but it was able to outperform base-
lines methods which ignore spatial layout of features. The advantage of direct encoding is
that it does not introduce additional parameters to tune.
Finally we would like to highlight that propose spatial layout encoding methods im-
prove both hand-crafted and CNN based representation and lead to significant improve-
ments in recognition accuracy.

Chapter 8
Pose and skeleton based models
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8.1 Introduction
For many years skeleton detection was a very difficult task in computer vision. The situa-
tion has changed after introduction of affordable RGB-D sensors such as Microsoft Kinect
or Asus Xtion. Since then real-time skeleton detection became possible. And indeed many
authors proposed action recognition methods based on skeleton, achieving good results
comparing to local features methods. The results of skeleton based methods were con-
firming study of Johansson et al. [42], who showed that humans can recognize actions
observing only positions of body joints.
One of the main disadvantage of skeleton based methods is that they cannot work
when skeleton detection is missing or is too noisy. Skeleton detection algorithms based on
RGB-D information fail when person is too far from sensor and signal to noise ration drops
drops down. Many skeleton detection algorithms have problems when person is occluded
for instance by furniture, which is often the case in daily-living surveillance scenarios.
Recent advancements in deep-learning [14] show promising results of skeleton detection
on RGB videos. Those methods do not have problems with depth-map noise, but suffer
from higher false-positives rate. We believe that future improvements in skeleton detection
will make it more reliable and skeleton joints information will play more important role
in action recognition algorithms.
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Nevertheless our experience with skeleton detection on Smarthomes dataset shows
that skeleton detection is still unpractical in real-world scenarios. This holds especially
true for RBG-D based methods.
When it comes to action recognition problem the one of the key advantages of skeleton
based methods over local features methods is that skeleton based methods can better
model actions with low amount of motion. For instance, actions like "using laptop" involve
little amount of motion coming from fingers. Thus local features methods very often
cannot detect enough points of interest to effectively model the action. Skeleton based
methods on the other hand can recognize such actions based on static pose information.
In this chapter we propose static GHOG descriptor which captures rough pose informa-
tion, requiring only people detection instead of skeleton detection. Such descriptor used
with local features overcomes their issues with static actions, while being much more
robust in terms of detection requirements. We fuse all methods proposed in previous
chapters with GHOG descriptors and report results in experiments section.
In section 8.3 we evaluate also simple skeleton descriptor, which is based on pairwise
distance between skeleton joints. Many public datasets including: CAD-60, CAD-120,
MSRDailyActivity3D, provide detected skeleton joints with very good quality. Although
we claim that such skeleton data is yet not possible to obtain in real-world scenario, we
fuse all methods proposed in previous chapters with pairwise skeleton descriptor, to see
the possible improvement and limitations. It is worth noting that our methods are still
able to fall back and work when skeleton detection is unavailable. This makes them more
robust than most state-of-the-art methods.
8.2 Grid HOG descriptor
We propose to encode static appearance by computing HOG descriptor inside person
bounding box. Since HOG encodes gradient orientation and showed good performance on
people detection task – it can also encode some useful information about person pose or
appearance. To encode information about location of the HOG features we propose to di-
vide bounding box into n×m grid. We compute HOG descriptor in each cell separately and
then we form GHOG (GridHOG) descriptor by concatenating each cell descriptor. Since
proposed descriptor is supposed to capture static information about pose and appearance
we compute with step of t frames (t = 10). The overview of GHOG is presented in fig. 8.1.
Please note that there is a key difference between modeling spatial layout of detected lo-
cal features with grid in section 7.2.2 and GHOG. In GHOG we compute HOG descriptor
for cropped cell and we do it with step of t frames, while in method from section 7.2.2
we compute separate grid Fisher Vector representation of local descriptors detected and
calculated in person bounding box.
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People
detection HOG in each cell GHOG Descriptor
...
Figure 8.1: To obtain GHOG descriptor we divide detected person bounding box into n×m
spatial grids. We compute HOG descriptor for each cell of the grid. Finally we concatenate
HOG representation of each cell forming GHOG descriptor.
The primary goal of GHOG is to provide information about pose without need of skele-
ton detection and to help to recognize the actions with low amount of motion.
8.3 Skeleton descriptor
In this section we describe simple skeleton descriptor based on pairwise distances between
joints. For each video frame we take the detected skeleton and compute distance between
each pair of 3D joints positions. Assuming that we obtained n joints from the skeleton
detector our descriptor will contains n!2(n−2)! distances. We normalize obtained distance
vector with L2 norm. The outline of this method is available in fig. 8.2.
8.4 Experiments
In this section we concentrate on fusion of GHOG and skeleton descriptor with descriptors
proposed in previous chapters. GHOG and skeleton descriptor alone do not perform well.
This is expected as they encode only static pose information, which is not sufficient to
recognize actions.
In table 8.2 we show results of fusion of GHOG with methods proposed in previous
chapters on CAD-60 dataset. Results show that fusion is effective, thus GHOG carries
complementary information. GHOG mostly improve actions with low amount of motion,
where small number of local points of interest were detected and where pose is stronger


















Figure 8.2: Pairwise distance skeleton descriptor. For each detected skeleton frame we
compute distance between each pair of 3D joints. Thus we form the pairwise distance
descriptor which we normalize with L2 norm.
clue (see table 8.1). Similarly on CAD-120 (table 8.3), MSRDailyActivity3D (table 8.4)
and Smarthomes (table 8.5) fusion with GHOG descriptor leads to accuracy improvement.
Thus we conclude that fusion of any local descriptor with GHOG can be considered as a
good strategy.
In last column of table 8.2, table 8.3, table 8.4, table 8.5 we provide results of
fusion with GHOG and skeleton descriptor. In case of CAD-60 and MSRDailyActiv-
ity3D where skeleton is well detected, we observe further accuracy improvement. When
it comes to CAD-120 and Smarthomes dataset we observe decrease in accuracy. CAD-
120 introduces lateral view which is more challenging for skeleton detection. In case of
Smarthomes dataset we use Pose Machines [14], which uses RGB frames as an input. We
use net resolution of 656×496 and 4 spatial scales. The processing speed is 2 fps on single
GPU. Skeleton was not correctly detected in around 30% of frames. This is a main factor
which limits the performance of fusion with skeleton descriptor. In addition the obtained
skeleton was two dimensional, which is a disadvantage in multiview environment. In case
of GHOG we used SSD [59] which provided better detection than Pose Machines at 30
fps. We would like to highlight, that we appreciate work of Pose Machines and it’s huge
contribution in skeleton detection, our intention is to show the scale of difficulty.
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Table 8.1: The table shows average number of detected features on CAD-60 dataset using
Dense Trajectories. Third column shows relative improvement of fusion of DT descrip-
tor with GHOG. The results show recognition accuracy for actions with small number of
detected features is improved, when GHOG descriptor is employed.
Action Number of features GHOG improvement
Open pill container 1240 +48%
Relaxing on couch 1346 +66%
Working on computer 1356 +25%
Still 1510 0%
Talking on the phone 1718 +13%
Talking on couch 2060 +66%
Drinking water 3079 0%
Wearing contact lenses 4366 0%
Cooking – chopping 4448 -16%
Cooking – stirring 4961 0%
Brushing teeth 5527 +12%
Writing on white board 5616 0%
Rinsing mouth 23258 0%
Random 45340 0%
Table 8.2: CAD60 - action recognition accuracy of proposed method, alone, fused with




Acc [%] σ Acc [%] σ Acc [%] σ
3DTSD (chapter 4) 73.21 0.00 83.04 3.79 90.36 0.00
HOG_EB (chapter 5) 71.84 1.26 80.36 2.53 87.50 0.00
Brownian (chapter 6) 74.86 1.26 85.71 2.53 88.39 1.26
GridFV(chapter 7) 75.89 1.26 83.57 0.00 91.58 0.00
Table 8.3: CAD120 - action recognition accuracy of proposed method, alone, fused with




Acc [%] σ Acc [%] σ Acc [%] σ
3DTSD (chapter 4) 75.29 1.27 78.23 2.28 77.42 0.00
HOG_EB (chapter 5) 74.77 1.14 78.21 1.71 77.82 2.85
Brownian (chapter 6) 75.18 1.71 78.16 0.00 76.63 2.85
GridFV(chapter 7) 90.29 1.14 94.69 0.57 89.27 1.71
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Table 8.4: MSR Daily Activity 3D - action recognition accuracy of proposed method, alone,




Acc [%] σ Acc [%] σ Acc [%] σ
3DTSD (chapter 4) 76.06 0.66 80.15 1.28 82.46 1.10
HOG_EB (chapter 5) 79.12 0.00 81.44 1.10 83.43 0.22
Brownian (chapter 6) 75.75 1.10 79.46 1.20 82.38 0.44
GridFV(chapter 7) 82.62 0.22 85.56 0.00 87.97 0.22
Table 8.5: Smarthomes - action recognition accuracy of proposed method, alone, fused




Acc [%] σ Acc [%] σ Acc [%] σ
HOG_EB (chapter 5) 49.56 0.37 51.87 0.10 51.26 0.40
Brownian (chapter 6) 50.21 1.46 51.70 0.43 49.38 0.96
GridFV(chapter 7) 52.83 0.92 53.73 0.13 51.50 0.17
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8.5 Conclusions
In this chapter we proposed GHOG descriptor, which encodes static pose information.
The fusion of GHOG with local descriptors leads to accuracy improvement, especially of
actions with low amount of motion. Our GHOG descriptor requires only people detection.
This as an advantage, because skeleton detection is still challenging task in environments
such as Smarthomes. Problems in skeleton detection directly affects skeleton descriptor
and recognition accuracy. Better strategy is to use our GHOG descriptor and skeleton
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9.1 Introduction
In this chapter we provide comparison of proposed methods with state-of-the-art. For
each state-of-the-art method we provide information if skeleton detection is required. All
methods proposed in this thesis do not require skeleton detection, thus are more robust
in terms of detection requirements. But since skeleton information is a strong clue to
make the comparison more clear, for each proposed method we provide the performance
of: method alone, fused with GHOG (which provides pose information without skeleton
detection requirement – see chapter 8) and fused with GHOG and skeleton descriptor
based on pairwise distance (see chapter 8).
In the previous chapters we provided deep analysis of each method, where we tested
different parameters and fusions. The final results provided in this chapter refer to most
effective fusion and parameter setting for each proposed method. For instance the result of
Brownian on CAD-60 dataset refers to Brownian(9)+DT descriptor (see section 6.4.1). In
following sections we present performance of all methods proposed in this thesis on CAD-
60, CAD-120, MSRDailyActivity3D and Smarthomes dataset. Section 9.6 summarizes the
results.
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9.2 CAD-60
The methods: 3DTSD , HOG_EB and Brownian are pure local methods and do not
require neither people detection nor skeleton detection, while GridFV requires people
detection. The goal of the mentioned methods was to improve action representation in
such a way to be able to distinguish actions which are similar to each other. Results in
table 9.1 show that local features methods proposed in this thesis outperform all state-of-
the-art methods which use local features, and outperform most of the methods which use
skeleton information. Our methods are able to successfully distinguish actions such as:
rinsing mouth, wearing contact lenses, brush teeth which share similar motion patterns.
For instance Actionlet Ensemble [116] fails to recognize such actions. Our methods fail on
the other hand to distinguish actions with low amount of motion: siting still, talking on
the phone, relaxing on a couch. These actions are well recognized by Actionlet Ensemble,
thus final accuracy of the proposed methods and Actionlet Ensemble is close. But most
importantly our methods do not require skeleton detection.
To address the problem of actions with low amount of motion in section 8.2 we pro-
posed GHOG – descriptor which models rough pose information, requiring only people
detection instead of skeleton detection. Fusion with GHOG outperform all state-of-the-
art methods, which require skeleton detection except P-CNN Fusion [105]. Fusion with
GHOG helps to recognize actions like: relaxing on a couch, siting still and talking on the
phone.
Further fusion with skeleton descriptor (see section 8.3) leads to significant improve-
ment, again mostly on actions with low amount of motion. The skeleton detection on
CAD-60 dataset is not difficult, in most cases people are standing in front of a camera and
there are no serious occlusions. In such a case skeleton methods perform well, as they
do not have to deal with noise and missing detection. The results show that our meth-
ods achieve good results standalone, but also they are able to take advantage of skeleton
information if required. P-CNN Fusion method is the only which outperforms methods
proposed in this thesis on CAD-60. The P-CNN Fusion is a method recently proposed
by us, which uses skeleton detection and CNN features with different skeleton detection
algorithms.
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Table 9.1: CAD60: comparison of proposed methods with the state-of-the-art.
Method Ch./Year Accuracy [%] Skeleton
3DTSD 4 73.21 Not Req.
3DTSD + GHOG 4 83.04 Not Req.
3DTSD + GHOG + Skeleton 4 90.36 Required
HOG_EB 5 71.84 Not Req.
HOG_EB + GHOG 5 80.36 Not Req.
HOG_EB + GHOG + Skeleton 5 87.50 Required
Brownian 6 74.86 Not Req.
Brownian + GHOG 6 85.71 Not Req.
Brownian + GHOG + Skeleton 6 88.39 Required
GridFV 7 75.89 Not Req.
GridFV+ GHOG 7 83.57 Not Req.
GridFV+ GHOG + Skeleton 7 91.58 Required
Dense Trajectories [113] 3 70.54 Not Req.
TDD [117] 3 65.18 Not Req.
STIP [142] 2014 62.50 Not Req.
MEMM [107] 2012 51.90 Required
Order Sparse Coding [73] 2012 65.30 Required
Object Affordance [46] 2013 71.40 Required
HON4D [78] 2013 72.70 Required
Actionlet Ensemble [116] 2012 74.70 Required
JOULE-SVM [38] 2015 84.10 Required
P-CNN Fusion [105] 2017 95.58 Required
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9.3 CAD-120
CAD-120 dataset is described in section 2.3.2, the characteristic feature of this dataset, is
that it contains actions with strong motion patterns: object stacking, object picking, object
arranging. Also actions are performed in the way that inter-class variation is high, for in-
stance taking medicine action involves opening big container, which makes this action very
different to taking food in terms of motion pattern. Because of that MBH descriptor re-
ports best performance (section 3.5.1.2), as MBH has been proven to model action motion
pattern very well. Strong motion patterns in CAD-120 are also the reason of good per-
formance of TDD descriptor (section 3.5.2.2), as CNN convolutional filters which model
local motion are similar to MBH descriptor.
The methods: HOG_EB and Brownian proposed in this thesis are designed to improve
appearance representation, which plays a marginal role in CAD-120 dataset. There are
two groups of actions with similar motion pattern in CAD-120: picking object – arranging
object and stacking objects, unstacking objects, which could be improved by appearance
information, but in case of CAD-120 same object are used in mentioned actions pairs.
Because of that appearance information modeled by HOG_EB and Brownian deos not
lead to significant accuracy improvement. We managed to outperform only MBH proposed
by Wang et al. [113] and P-CNN Fusion [105] with HOG_EB and Brownian .
Similarly 3DTSD with 3D trajectory shape we cannot distinguish actions like: pick-
ing object, arranging objects, stacking objects and unstacking objects. Trajectory shape
information does not encode enough information to catch detailed nuances.
GridFV method proposed in section 7.2.2 on the other hand is able to improve both,
motion and temporal features and leads to state-of-the-art results. We report significant
improvement (almost 10%) over baseline TDD method, we outperform also all state-of-
the-art methods except STS [45]. But STS method requires skeleton detection, while
we require only people detection. The proposed method allow to model details of mo-
tion pattern, thus actions like: arranging objects, unstacking objects, stacking objects are
recognized with much higher accuracy rate. Further fusion of GridFV with our GHOG
descriptor leads to further improvement and leads to state-of-the-art result. It is worth
noting that because CAD-120 does not contain actions with low amount of motion the fu-
sion with GHOG is not as effective as it was in CAD-60, but modeling pose with GHOG still
improves the accuracy. Lin et al. in RSVM+LCNN [56] also models spatio-temporal lay-
out of CNN features w.r.t. global image coordinates, in addition it arbitrarily divide each
action into 4 temporal segments. This might be a limiting factor, as we showed in sec-
tion 7.5 that arbitrary division of GridFV to 3 temporal volumes does not lead to accuracy
improvement.
Further fusion of proposed methods with pairwise skeleton descriptor resulted in slight
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Table 9.2: CAD120: comparison of proposed methods with the state-of-the-art.
Method Ch./Year Accuracy [%] Skeleton
3DTSD 4 75.29 Not Req.
3DTSD + GHOG 4 78.23 Not Req.
3DTSD + GHOG + Skeleton 4 77.42 Required
HOG_EB 5 74.77 Not Req.
HOG_EB + GHOG 5 78.21 Not Req.
HOG_EB + GHOG + Skeleton 5 77.82 Required
Brownian 6 75.18 Not Req.
Brownian + GHOG 6 78.16 Not Req.
Brownian + GHOG + Skeleton 6 76.63 Required
GridFV 7 90.29 Not Req.
GridFV+ GHOG 7 94.69 Not Req.
GridFV+ GHOG + Skeleton 7 89.27 Required
Dense Trajectories [113] 3 73.00 Not Req.
TDD [117] 3 80.38 Not Req.
Salient Proto-Objects[91] 2014 78.20 Not Req.
SVM+CNN[56] 2016 78.30 Not Req.
RSVM+LCNN[56] 2016 90.10 Not Req.
P-CNN Fusion [105] 2017 70.96 Required
Object Affordance [46] 2013 84.70 Required
R-HCRF [58] 2016 89.80 Required
STS [45] 2013 93.50 Required
decrease in accuracy. CAD-120 introduces both frontal and lateral views, in lateral view
skeleton detection very often is noisy as some joints are not visible. Thus descriptor based
on pairwise distance does not handle such situations well.
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9.4 MSRDailyActivity3D
The details of MSRDailyActivity3D dataset are available in section 2.3.3. The local fea-
tures (3DTSD , HOG_EB and Brownian) proposed in this thesis outperform baseline meth-
ods and NBNN [94]. They achieve better accuracy because they are able to model more
efficiently appearance information and distinguish actions with similar motion pattern.
For instance in MSRDailyActivity3D eating and drinking look similar. Both actions are
confused by DT [113] method, but when we apply proposed HOG normalization with
HOG_EB (chapter 5), both actions are perfectly recognized. Better appearance model-
ing allows classifier to distinguish actions which involves a soda can from action which
involves a snack.
Again best performing method among proposed ones is GridFV. In MSRDailyActiv-
ity3D actions are performed in standing and sitting positions. Modeling spatial layout
helps in recognition of actions performed in standing position, because people tend to
bow or walk while performing action. This generates a lot of body motion which is unre-
lated to action. Modeling spatial layout with spatial grid helps to model such actions. For
instance actions like read book, sit, toss paper are significantly improved, because many
motion features unrelated to action were assigned to different spatial grids. MSRDaily-
Activity3D also contains actions with low amount of motion: sit, play game (motion only
from fingers on game pad), play guitar. Thus fusion with our GHOG descriptor leads to
further accuracy improvement. Fusion of GridFV and GHOG outperforms most of state-of-
the-art methods which require skeleton detection. Our method is more robust and require
only people detection.
The further fusion with skeleton descriptor is outperformed by JOULE-SVM [38] and
Range Sample [61]. In our opinion the actions in MSRDailyActivity3D introduce more
complicated spatio-temporal structure and skeleton descriptor based on pairwise distance
does not provide enough complementary information to make fusion effective.
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Table 9.3: MSR Daily Activity 3D: comparison of proposed methods with the state-of-the-
art.
Method Ch./Year Accuracy [%] Skeleton
3DTSD 4 76.06 Not Req.
3DTSD + GHOG 4 80.15 Not Req.
3DTSD + GHOG + Skeleton 4 82.46 Required
HOG_EB 5 79.12 Not Req.
HOG_EB + GHOG 5 81.44 Not Req.
HOG_EB + GHOG + Skeleton 5 83.43 Required
Brownian 6 75.75 Not Req.
Brownian + GHOG 6 79.46 Not Req.
Brownian + GHOG + Skeleton 6 82.38 Required
GridFV 7 82.62 Not Req.
GridFV+ GHOG 7 85.56 Not Req.
GridFV+ GHOG + Skeleton 7 87.97 Required
Dense Trajectories [113] 3 75.47 Not Req.
TDD [117] 3 73.28 Not Req.
NBNN [94] 2013 70.00 Required
Amor et al. [1] 2016 70.00 Required
HON4D [78] 2013 80.00 Required
STIP + Skeleton [142] 2014 80.00 Required
SSFF [97] 2014 81.90 Required
DSCF [129] 2013 83.60 Required
P-CNN Fusion [105] 2017 84.37 Required
Depth CNN [122] 2013 85.00 Required
RGGP + fusion [57] 2013 85.60 Required
Actionlet Ensemble [116] 2012 85.80 Required
SNV [134] 2017 86.25 Required
Super Normal [133] 2014 86.26 Required
DCSF + joint [129] 2013 88.20 Required
JOULE-SVM [38] 2015 95.00 Required
Range Sample [61] 2015 95.60 Required
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9.5 Smarthomes
The Smarthomes dataset is bigger and more challenging than previously presented
datasets. Because the dataset is not publicly available we will compare our methods to DT
and TDD baselines defined in chapter 3. The table 9.4 shows that all proposed methods
outperformed the baseline methods. The HOG_EB and Brownian improved recognition
of actions like: "take pills" which was confused with "drinking" by DT and TDD. The im-
provement comes from better appearance modeling. Similarly recognition of all cooking
actions was improved. Also actions like "use laptop", "use tablet", "read book" were much
better improved thanks to improved appearance modeling.
GridFV method thanks to better modeling of motion features and as well appearance
features improved recognition rate of almost all action class available in data-set. Thus as
we can see from the results improvement is quite significant regarding size of the dataset.
The fusion with GHOG descriptor is less effective than in previously presented dataset.
Actions in Smarthomes dataset are done in more natural way, there is high variety of
different poses, in addition people are much further from the camera, so GHOG descriptor
is not able to capture enough details to describe rough pose information.
Fusion with skeleton descriptor lead to accuracy decrease. In case of Smarthomes
dataset simple pairwise distance descriptor is too simple and cannot handle well miss-
ing and noisy joints detection. In addition the skeleton detection method use with
Smarthomes dataset provided only 2D joints positions and this might be another reason
why fusion with skeleton features did not improve the results.
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Table 9.4: Smarthomes: comparison of proposed methods with the state-of-the-art.
Method Ch./Year Accuracy [%] Skeleton
HOG_EB 5 49.56 Not Req.
HOG_EB + GHOG 5 51.87 Not Req.
HOG_EB + GHOG + Skeleton 5 51.26 Required
Brownian 6 50.21 Not Req.
Brownian + GHOG 6 51.70 Not Req.
Brownian + GHOG + Skeleton 6 49.38 Required
GridFV 7 52.83 Not Req.
GridFV+ GHOG 7 53.73 Not Req.
GridFV+ GHOG + Skeleton 7 51.50 Required
Dense Trajectories [113] 3 47.23 Not Req.
TDD [117] 3 45.93 Not Req.
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9.6 Conclusions
This chapter focuses on performance analysis of proposed techniques. We showed eval-
uation of our methods, investigating their pros and cons. Our techniques are explored
in comparison with state-of-the-art approaches on various datasets, showing competitive
performance.
The best performance of our methods is achieved by GridFV, which models spatial lay-
out of features w.r.t. to person bounding box. The proposed method achieves comparable
results to methods which require skeleton detection. Apart from recent advancements in
skeleton detection on RGB, we claim that people detection is still more robust and reli-
able. In addition most of state-of-the-art methods use 3D skeleton information, thus skele-
ton obtained from RGB cannot be directly used without further post-processing. RGB-D
skeleton detection methods on the other hand are difficult to use in environments like
Smarthomes, where RGB-D sensor is located out of it’s sweet spot position, is interfering
with other sensor or fails to get depth information from materials which absorb IR beam.
Our local feature based methods (3DTSD, HOG_EB and Brownian) show worse perfor-
mance. Such conclusion was expected as these methods ignore spatial layout of features
and are bounded by performance of local feature detector. On the other hand their fu-
sion with GHOG descriptor usually leads to significant accuracy improvement. Thus their
performance can be simply improved by simple features fusion.
Our GHOG descriptor, which models static pose of person within the bounding box,
showed that though it does not achieve accuracy alone, it’s fusion with other descriptors
can be very effective. GHOG is able to improve recognition accuracy especially when
action does not contain high amount of motion, and local features methods fail to detect
enough features.
Finally fusion with skeleton descriptor showed moderate improvements and in some
cases slight accuracy decrease. The skeleton descriptor based on pairwise distance used
in fusion does not handle well noise and missing joint detection. Fusion of methods pro-
posed in this thesis with more advanced skeleton descriptor may lead to future accuracy
improvement.
We would like to highlight that methods proposed in this thesis can easily fallback if
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10.1 Introduction
In all previous methods and experiments described in this thesis, we assumed that all
videos have been pre-segmented by an oracle. Thus we have precise video segments,
which contain single action. In such case our task can be seen as classification problem,
where we assign label to each video segment. We will refer this problem as Action Recog-
nition problem.
In many practical applications (eg. surveillance, robotics), cameras provide long
untrimmed video stream, thus computer vision algorithms have to perform temporal ac-
tion detection, followed by action recognition. Another practical aspect of Action Detec-
tion and Action Recognition systems is their ability to work in Real-Time. It is especially
important in robotics, where event from Action Detection system cannot arrive too late,
that robot cannot take appropriate action anymore. We claim that Real-Time property of
Action Recognition is tightly connected with quality of Action Detection. This is because
the faster Action Recognition system is, the bigger temporal space can be searched to find
temporal segments. The overall speed of Action Detection can be also improved by effi-
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Figure 10.1: Fisher Vector integral image representation. For each frame of video stream
we compute local descriptors and Fisher Vector representation. Thus we have separate
Fisher Vector for each frame of video stream. This representation is saved to integral
image.
cient search strategy eg. by action proposals [99, 37, 27, 13], but fast Action Recognition
module is always an advantage.
In this chapter we introduce online Action Detection system, which can be seen as a
proof of concept, that Action Recognition methods proposed in this thesis can be used
as a component of Real-Time Action Detection system. We use multi-scale sliding win-
dow approach to detect an action. To make the system Real-Time we use 1-D integral
image representation over unnormalized Fisher Vector representation. This allows us to
efficiently compute sliding window representation on multiple temporal scales.
In the reminder of this chapter we will provide brief review of state-of-the-art Action
Detection methods, describe our Action Detection framework and provide experimental
results on Smarthomes dataset. It is worth mentioning that our system has been success-
fully deployed into Toyota partner robot system.
10.2 Action Detection Framework
Our Action Detection system is designed to work with a continuous video stream as an
input. The input can consist of RGB or RBG-D frames. In our processing framework we
utilize classifier, which was trained on clipped images. Our processing pipeline involves
the following steps: first we extract features for each frame. Then we compute Fisher
Vector and save it to Integral Image representation (see fig. 10.1). To detect actions we
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Final result
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Figure 10.2: We use integral image representation to obtain Fisher Vector representation
of time window W . This computation is constant in terms of computational complexity.
Once Fisher Vector for time window W is obtained, we use it as an input for SVM classifier.
select multiple sizes of temporal windows, for each window we compute Fisher Vector and
perform classification to obtain window’s label and confidence score (see fig. 10.2). Finally
we prune temporal windows with low confidence score and we apply Non Maximum
Suppression algorithm to merge overlapping detections. In the remainder of this section
we are going to describe all steps in details.
10.2.1 Feature Extraction and Fisher Vector encoding with Integral Image
This step is invoked for each incoming frame. First we extract features for incoming frame.
In features extraction step any method proposed in chapters 3, 4, 5, 6 and 7 can be applied.
After the features are extracted we compute unnormalized Fisher Vector representation.
If we look at Fisher Vector definition in eq. (3.7) and eq. (3.8) in chapter 3 we can notice
that Fisher Vector is normalized by Nx which is the cardinality of the feature set X. In our
case Xt is a feature set for frame t. Unfortunately because of normalization term Nx:
GXt
⋃
Xt+1 6= GXt +GXt+1 , (10.1)
where GXt is a Fisher Vector representation for frame t. The property: GXt
⋃
Xt+1 = GXt +
GXt+1 is required to make a use of Integral Image representation. To solve this issue for
each feature set Xt we compute Fisher Vector ĜX which is not normalized by Nxt term.
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Then we obtain the following property:
ĜXt
⋃
Xt+1 = ĜXt + ĜXt+1 , (10.2)
(10.3)
Then to compute Fisher Vector representation of GXt
⋃








The unnormalized Fisher Vector ĜXt and Nxt values are stored in Integral Image rep-
resentation IG and IN respectively. The details about Integral Image are provided in
section 10.2.4.
10.2.2 Temporal window proposals and classification
In the second step of our Action Detection framework we compute Fisher Vector for
temporal windows, and then we classify each window obtaining action label and con-
fidence score. Let’s define temporal window of size n as W t+nt . Window W
t+n
t begins







Xt+n. To compute Fisher Vector of window W t+nt we take advan-
tage of Integral Image representation. The Fisher Vector of window W t+nt can be defined
as follows:
GW =
IG(t+ n)− IG(t− 1)
IN (t+ n)− IN (t− 1)
(10.5)
We would like to highlight that computation time of GW is constant w.r.t. window size.
This property is very important as it allows us to compute many temporal window over-
lapping window proposals on different temporal scales. GW representation is then passed
on SVM classifier, thus action label and classifier confidence score is obtained for each
temporal window.
10.2.3 Window proposals pruning
In the final step we remove temporal windows which classification confidence is below de-
fined threshold. But even after this step we might end up with many overlapping window
proposals. To merge overlapping windows we use Non Maximum Suppression algorithm
[30]. The algorithm clusters window proposals with a fixed distance threshold, to prune
overlapping window proposals and keep best one according to distance threshold crite-
rion. After this step we obtain list of non-overlapping window proposals with action labels
assigned to each proposal, which is a final result of our Action Detection framework.
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Table 10.1: Processing speed of methods proposed in this thesis i Frames Per Second
(FPS).
Method FPS
Dense Trajectories [113] (chapter 3) 10.57
3DTSD (chapter 4) 14.34
HOG_EB (chapter 5) 11.58
Brownian (chapter 6) 1.16
GridFV (chapter 7) 9.94
10.2.4 Integral Image
An Integral Image is a data structure and algorithm for quick and efficient generation of a
sum of values in a rectangular subset of a grid. It is also known as "Summed Area table".
Let’s define U as a matrix which values will be encoded in Integral Image. The Integral
Image I for matrix U can be defined as:




Once we obtain Integral Image representation we can compute sum of any rectangular
area in constant time. Let’s define A = (x0, y0), B = (x1, y0), C = (x0, y1) and D =
(x1, y1), the sum of U over the rectangle spanned by A, B, C and D is equal to:∑
x0<x≤x1
y0<y≤y1
U(x, y) = I(D) + I(A)− I(B)− I(C) (10.7)
The original Integral Image method is designed to 2D matrices. In our Action Detection
framework we propose to use 1D integral image. Let’s define vector u which values will




The sum of u spanned over x0 and x1 is equal to:∑
x0<x≤x1
u(x) = I(x1)− I(x0 − 1) (10.9)
10.3 Experiments
In the first part of this section we will focus on processing time of each component of the
action detection system. In table 10.1 we show processing speed for each method pro-
posed in this thesis, as well as Dense Trajectories baseline. The evaluation was done of
videos 640× 480 pixels and we use custom implementation of Dense Trajectories method.
The processing speed of the proposed methods is similar, because most processing time
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Fisher Vector computation time
Fisher Vector w/o intergral image
Fisher Vector with intergral image
Figure 10.3: Comparison of computation time need to compute Fisher Vector representa-
tion w.r.t. to temporal window size. Time needed to compute Fisher Vector representation
with integral image does not depend on window size.
is spent on optical flow computation, which is needed to detect local points of interest.
GridFV method is slower due to the fact that people detection is needed and it already
includes Fisher Vector computation step. Brownian descriptor is the slowest and yet not
ready to be used in real-time application. The slow processing time of Brownian descrip-
tor is directly related to sub-optimal implementation which does not use integral image.
Brownian descriptor with integral image implementation should be able to achieve similar
speed as other presented methods.
In fig. 10.3 we compare time needed to compute Fisher Vector representation for time
windows of different size. We compare Fisher Vector computed with and without 1D
integral image described in this chapter. The most important property of Fisher Vector im-
plementation with integral image, is that processing time is constant and does not depend
on window size.
Finally we have evaluated small subset of Smarthomes dataset with MBH descriptor
and mentioned Fisher Vector representation with integral image. We have used temporal
windows with 20, 50, 100, 200 size. The average processing speed was 8.22 fps. We
achieved 0.33 precision score and 0.42 recall. The results were mostly bounded by False
Positives rate, because many gaps between actions were detected as positive examples.
The Smarthomes dataset is challenging in terms of detection, as gaps between actions
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varies from couple of second to minutes. Also in the gaps between the action subject tend
to move creating motion which is detected and additional local features are computed.
We believe that simple model with background action class is not sufficient to handle
this challenges. Thus semantic models such as ones, which consider context of person
location or involved objects [18, 72], discover zones where actions take place [71, 19],
might improve our action detection framework. We would like to highlight that the goal
of this chapter was to explain details of action detection framework implemented as a
part of this thesis. The system was successfully applied in Toyota robotics system, but
in less challenging scenarios than one present in Smarthomes dataset. We believe that
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In this thesis we proposed and evaluated several methods for action recognition in
videos, as well as we built a real-time action detection framework. Our experiments
demonstrated that we outperformed state-of-the-art methods. We conclude our work
pointing out key contributions (section 11.1) and their limitations (section 11.2). Finally
we discuss short and long-term perspectives (section 11.3).
11.1 Key Contributions
3D Trajectories
We proposed novel descriptor based on 3D trajectory shape. Such a descriptor cannot
be computed entirely on depth-map, due to lack of texture and problem with points of
interest detection. We propose to compute 2D trajectory based on RGB information and
then translate it to 3D space using depth-map and pinhole camera model.
Removing hallucinations by histogram normalization
We proposed new normalization schema, which removes "hallucination" effect for his-
togram based descriptors. The "hallucination" effect occurs when representation of two
different entities becomes indistinguishable due to normalization. This problem is vi-
tal problem in action recognition, due to high popularity of histogram based descriptors
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(HOG, HOG, MBH). We propose to remove this effect by adding extra bin to histogram,
before normalization is applied. The value of the bin can be found by cross-validation or
by proposed Expectation Maximization algorithm.
Brownian Covariance Descriptor
We have proposed low level descriptor based on Brownian Covariance. Such a de-
scriptor models relations between low level features such as color intensities, gradients
etc. Brownian Covariance is able to model all kind of relations including non-linear and
non-monotone. With such descriptor we propose to use high level statistics comparing to
histogram based descriptors.
Spatio-temporal Fisher Vector representation
In this method we propose to model spatial-layout of feature w.r.t. person bounding box.
We propose three different methods for spatial-layout modeling: direct, fixed grid, mixture
of Gaussians. The performance of local features is greatly improved, while we require
much simpler and robust people detection, rather than skeleton detection. Our method is
generic and can be used together with any local feature method.
Real-time Action Detection
We built action detection framework, which is able to work in real-time. The compu-
tational speed gain is achieved due to effective use of integral image representation for
Fisher Vector encoding.
Evaluation on Public Datasets
We performed extensive evaluation of handcrafted (Dense Trajectories) and deep-learning
based (Trajectory-Pooled Deep-Convolutional Descriptors) on daily-living action recogni-
tion datasets.
Smarthomes Datasets
We built new large scale action recognition dataset with 17 000 video clips. Actions are
performed by 20 senior people. Dataset contains 28 actions performed in un-acted and
un-supervised way. This way we introduced new challenges which were missing in many
state-of-the-art datasets. The Smarthomes dataset can be also used in action detection
evaluation and as it also contains long video sequences.
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11.2 Limitations
The methods proposed in this thesis have still some limitations. Some of them can be seen
as extensions and can be solved in near future. While others are still open questions. In
this section we present the limitations while final section of this thesis provides discussion
of short-term and long-term perspectives.
3D Trajectories
Although we show that proposed 3D trajectory shape descriptor can significantly out-
perform 2D trajectory shape descriptor, it requires reliable depth-map from the RGB-D
sensors. If a person is far from the sensor the amount of noise in the depth map rises,
which has serious impact on 3D trajectory shape descriptor performance.
Removing hallucinations by histogram normalization
Main limitation of this method, is that it can be only applied to histogram based descrip-
tors.
Brownian Covariance Descriptor
In case of linear relationship – Brownian Covariance is is not able to distinguish if rela-
tionship is positive or negative.
Modeling Spatial Layout of Features with People Detection
The method proposed in this thesis assumes that there is only one person in the scene.
In real-world scenarios, more people might be present on the scene. In particular some
action involves more than one person – this case is not covered by the proposed method.
Modeling spatial layout only with person bounding box may not work when actions
are done in horizontal position, where head is not on the top of the bounding box.
In addition our Mixture of Gaussian model concentrates too much on areas with high
features density, which limits it’s performance.
11.3 Future Work
11.3.1 Short-Term Perspectives
Removing hallucinations by histogram normalization
The proposed normalization method could be applied to other histogram based descrip-
tors such as: HOF, MBH. We could provide extended analysis – when to use proposed
expectation maximization algorithm over cross-validation.
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Brownian Covariance Descriptor
We could explore the performance of Brownian Covariance descriptor applied to motion
features eg. based on optical flow. We could also explore the relationships between feature
maps obtained from CNNs with Brownian Covariance.
Modeling Spatial Layout of Features with People Detection
The method could be extended to cases where more than one person is involved in the
action, by modeling spatio-temporal of features from different bounding boxes.
In addition our Mixture of Gaussian model concentrates too much on areas with high
features density. This cause overfitting problem on datasets with small amount of data.
Additional mechanism which let to control positions of inferred Gaussians or let prune
them if they were to close to each other, should improve performance.
Real-time Action Detection
The extensive search with overlapping sliding windows, could be replaced with method
which generates sparse set of action proposals. In addition the described system could be
used together with methods which model global context and semantics i.e. action zones.
11.3.2 Long-Term Perspectives
Cross camera action recognition
Many public action recognition datasets introduce only one or only few camera view-
points. It would be very interesting to evaluate how the proposed methods behave when
they are tested on new camera viewpoint which was not available in training set.
Recognition of complex actions
The state-of-the-art methods achieve good performance on rather simple and short actions.
Our next goal would be to recognize long complicated action such as: cooking or repairing
the car. Such actions consist of many short actions, which can be performed in different
order.
Recognition of similar actions
Recent stat-of-the-art methods perform well on datasets with rather big inter-class vari-
ance. Our goal would be to improve action recognition accuracy in cases where actions
have very similar motion pattern and are performed in same environment. In such case
the algorithm should be able to focus on details without overfitting the training data. The
problem of recognition of similar actions is especially crucial in daily-living surveillance
and robotics applications.
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Attentions mechanism
Many state-of-the-art methods achieve very good performance on rather short actions.
We believe that long, complex action recognition or action detection can be improved






The Smarthomes dataset was recorded in 2015, our goal was to record large scale dataset,
with daily-living actions performed in most realistic way as possible. At that time biggest
daily-living action datasets contained couple of hundreds of video clips, in addition they
were recorded in quite constrained and controlled environment. In publicly available
datasets action are performed by students, while one of the key application of daily-living
action recognition is patient monitoring. Thus in our dataset age of people performing
actions varies from 60-80 years. Throughout recording process we managed to gather
more than 1000 hours of video footage. The manual annotation of the videos took more
than 6 months, and Smarthomes dataset was ready at the end of 2016.
A.2 Recording setup
7 Kinect v1 sensors were used in the recording process, the apartment plan and camera
location are available in fig. A.1. Cameras 1 and 2 cover the dining room area, 3 and 6
kitchen, 5 and 4 living room (see fig. A.4). Thus we have coverage of all room from 2 view
angles. Camera 7 records kitchen work space from close distance. The videos are recorded
at 20 frames per second, the size of RGB frame is 640 × 480, the size of depth-frame is
320× 240.
Depth information suffers from high noise rate especially when a person is further
than 3 meters from the sensor. Interference between Kinect is another source of noise.
Finally shinny surfaces like floor or kitchen work space absorb IR beam thus depth in-
formation is not available (see fig. A.2). We have found that utilization of depth-map is
quite challenging. This directly translates to skeleton detection problem. The Microsoft
skeleton detection algorithm shipped with Kinect sensor fail in most of the cases. Finally
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Figure A.1: Plan of the apartment where Smarthomes dataset was recorded. Numbers
indicate Kinect sensors locations.
we managed to obtain skeleton in only 20% of frames.
A.3 Recording protocol
Each person was recorded for 8 hours in one day starting from morning until afternoon.
The day was divided into 8 sessions 1 hour each. Before the session person was asked to
perform selected action during the session. For instance, in the morning session a person
was asked to prepare a breakfast and eat it. No further guidance was provided about how
the action should be performed.
A.4 Annotation
The dataset was manually annotated to provide ground truth information. Each camera
was annotated separately. The annotation process took more than 6 months, including
verification and quality checks. Finally we obtained 16 974 video clips with 28 action
classes. The distribution of action classes is available in fig. A.3. In the class distribution
plot we can observe long tail of classes with low frequency. This situation is quite common
in big datasets (eg. ImageNet [22]), as it is difficult to repeat some actions as many times
as others. In addition, we did not want to interfere into the way and how often actions
are performed, to keep them as realistic as possible.
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Figure A.2: Depth map quality in Smarthomes dataset. Dark blue color indicates missing
depth values. Depth value is not available for a floor and a kitchen workspace, also depth
information cannot be measured on black jeans (top row). In the bottom row person is
too far from the sensor.
We also provide annotations for whole 1 hour sessions, in this way also action detection





















































































































































Smarthomes - action classes distribution
Figure A.3: Frequency of action class instances in Smarthomes dataset.
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A.5 Conclusion
In this chapter we presented details of our large scale daily-living Smarthomes dataset. We
provide almost 17 000 video clips with 28 actions, 7 view points, 20 people performing
actions. The dataset can be used to evaluate action recognition as well as action detection
methods.
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Boil water Clean dishes Cleanup Cook
Cut Cut Bread Drink Eat
Eat at table Enter Fill coffee machine Get up
Insert tea bag Lay down Leave Make coffee
Pour Pour coffee grains Read book Sit down
Stir Take pills Use laptop Use stove
Use tablet Use telephone Walk Watch TV
Figure A.4: Sample frames of each action class for Smarthomes dataset.
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