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Abstract--The beautiful external forms of crystals are manifestations of their internal structures. These 
structures, which can be regarded as infinite periodic patterns, are determined by local forces. In this 
article we discuss ymmetry from the "local" point of view. First we show that the symmetry of an 
infinite regular point set (the atomic pattern of an ideal crystal) is a consequence of the symmetry of 
finite configurations in the pattern. Then we briefly discuss the basic structural [eature of internal crystal 
symmetry, the space lattice, and its relation to the crystal's external form. This |orm is predicted by 
locally defined growth rules. We conclude with an open problem, the origin of the symmetry and torm 
of crystal twins. 
Thou, silent form, dost ease us out of thought 
As doth eternity. 
John Keats ( 1795-1821 ) 
I. INTRODUCTION 
Keats was thinking of a Grecian urn when he wrote those words, but they would have been 
just as appropriate in an ode to a beautiful crystal (Fig. 1). For centuries the beauty of crystals 
has tantalized the imagination of the artist, the poet, the geometer, and the scientist. In Keats' 
time, the study of crystals was entering a new era. For almost wo hundred years, imaginative 
scientists uch as Kepler, Hooke, and others had tried to explain the external forms of crystals 
in a general way by supposing that crystals were built of minute particles (polyhedral or spherical) 
arranged in orderly arrays. Now such speculations on the geometry of the internal structure of 
crystals were being transformed into more rigorous theories which predicted efinite relationships 
between internal structure and external form. (Had Keats been aware of this, perhaps he would 
have written that crystals tease us into thought . . . .  ) 
The 19th century was the golden age of geometrical crystallography: between 1811 and 
1891, the hypothesis that the internal structure of a crystal is a three-dimensional repeating 
pattern was developed in complete detail. The starting point for this work was the discovery 
in the 1780s, by the French crystallographer Rom6 de l'Isle, that the forms of crystals of a 
single mineral are always closely related. Until then, the variety of forms of crystals of the 
same species was considered to be an argument against any hypothesis of internal regularity. 
Rom6's discovery suggested that on the contrary, the forms of a crystal are not arbitrary but 
due instead to some laws of structure and growth. 
The first major breakthrough, shortly after the turn of the 19th century, was the building- 
block theory of crystal structure (Fig. 2) proposed by Rom6's contemporary and fellow coun- 
tryman HaiJy. Hatiy's theory not only accounted for the observed forms of many crystals, but 
also explained why crystal forms can have certain symmetries but not others (see Section 4). 
After the blocks were replaced (by Hafiy's critics) with points representing their centers, sym- 
metry became a mathematical problem and an active field of study. The possible symmetry 
classes of external crystal forms were enumerated in 1824, a complete classification of the 
simplest hree-dimensional repeating patterns, the lattices, had been obtained by 1849, and 
finally, in 1891, the list of the 230 symmetry groups of internal crystal structures was complete. 
That this was a triumph of the geometrical imagination is underscored by the fact that it was 
not until 1912, with the discovery of the diffraction of X-rays by crystals, that this detailed and 
complicated theory of crystal symmetry could be verified experimentally. The symmetrical 
diffraction patterns recorded on photographic plates were conclusive vidence that the atoms 
of a crystal are arranged in symmetrical, periodic arrays. 
Today, even though the symmetries of crystals have long been completely classified, our 
understanding of crystal symmetry is still incomplete in at least one important respect. Although 
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Fig. 1. Drawings of crystals, adapted from Goldschmidt's Atlas der Kristallformen: (a) hematite, (b) cinnabar, 
(c) harmetome, (d) chalcopyrite. 
we know all the symmetries of entire systems of infinite patterns, we do not understand how 
these symmetrical patterns arise in a developing crystal. A crystal grows from a nucleus of a 
few atoms to a repeating pattern with so many atoms that it can be considered infinite. Under 
ideal circumstances, the growth of the pattern is orderly once it is well established: in the words 
of D'Arcy W. Thompson, in his classic of biology Growth and Form[l], "A  crystal grows by 
deposition of new molecules, one upon one and layer by layer, superimposed or aggregated 
upon the solid substratum already formed." He then adds, "Each particle would seem to be 
Fig. 2. Haiiy's construction f a rhombic dodecahedron [see Fig. 15(c)] from parallelopiped building blocks. 
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influenced, practically speaking, only by the particles in its immediate neighborhood, and to 
be in a state of freedom and independence from the influence, either direct or indirect, of its 
remoter neighbors." If this is so, then the symmetry of the atomic pattern of a crystal, and also 
the symmetry of its external form, must be consequences of the local arrangements of particles. 
But how do the local arrangements come to be, and how do they work together to build a 
symmetric whole? This is an important problem: as the author of a recent article[2] states, "the 
crystal problem," that is, the problem of the origin of crystal symmetry, is a "major open 
question" in statistical mechanics. 
A crystal is not a geometrical abstraction, and geometry alone will not solve the crystal 
problem. Still, it has been shown in the last eight years that geometry has a great deal to teach 
us about the reasons for crystal symmetry. In this paper I will try to show that recent results[3- 
5], together with more classical material, give us a picture which, though oversimplified, does 
address the crystal problem and also sheds light on the relation between internal crystal structure 
and external crystal form. 
For the purposes of crystal geometry, we can distinguish three stages of development: he 
nucleation stage, in which atoms or groups of atoms begin to cluster together; the crystallite 
stage, in which a lattice structure is evident; and the crystal stage, in which the crystal has 
achieved its final external form. We will work our way backward. First, in Section 2, we show 
that the symmetry of an infinite regular point set (the atomic pattern of an ideal crystal) is a 
consequence of the symmetry of finite configurations in the pattern. Next, in Section 3, we 
briefly discuss the basic structural feature of internal crystal symmetry, the space lattice. In 
Section 4 we discuss the relation between the external form of a crystal and its space lattice, 
and note that this form is predicted by locally defined growth rules for crystallites. Finally, in 
Section 5 we reach the nucleus and conclude with a discussion of an open problem, the origin 
of the symmetry and form of crystal twins. 
2. LOCAL SYMMETRY AND GLOBAL STRUCTURE 
A crystal is a structure in which a vast number of atoms (or molecules) are arranged in a 
more or less orderly three-dimensional pattern. In order to study its geometry and symmetry, 
we must replace this imperfect and complicated real object by an abstract one which is perfectly 
orderly and much simpler, but shares certain of its key characteristics. Thus, instead of a real 
crystal we consider a set of points in three-dimensional space which represents the centers of 
its atoms. Then we place requirements on the set that model those that nature places on the 
crystal. First, since atoms cannot be placed arbitrarily close together, we assume that the point 
set is discrete, that is, (1) there is a minimum distance r between any pair of points in the set. 
And next, since the number of atoms in a crystal is enormously large, and since these atoms 
are arranged in a pattern that continues in all directions, we assume that our set has infinitely 
many points, homogeneously distributed at least in a statistical sense; that is, (2) there are no 
arbitrarily large "holes"  in space--any sphere of radius greater than some number R has points 
of the set interior to it. This set will be a geometrically satisfactory model of a simple crystal 
structure (one in which all the atoms are alike and play equivalent roles) if all the points in the 
set are equivalent; such a set is called a regular system of points (Fig. 3). 
Hilbert and Cohn-Vossen explained regularity in these words[6]: "Let us draw the lines 
connecting some fixed point of a regular system with all the other points of the system, and 
then do the same for a second fixed point. Then . . . the two configurations of straight line 
segments obtained in this way are congruent, i.e., there is a well-defined mot ion . . ,  that brings 
one of these figures into coincidence with the other." Thus, to each point of the set we associate 
an infinite "'spider," and it is the congruence of these spiders that defines the regularity of the 
system of points. 
Translated into point-set geometry, the crystal problem becomes: Is the regularity of the 
entire system built up from local configurations of points? Can we show that the congruence 
of the infinite spiders is the result of some less-restrictive conditions? 
The answers to these questions are yes, as Delone, Dolbilin, Shtogrin and Galiulin showed 
in 197613]. Since this important result is not widely known, we will outline a proof. 
Assume that we have a set of points in three-dimensional space satisfying conditions (1) 
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Fig. 3. A portion of a point set satisfying conditions (I) and (2). For any such set, r < 2R; in this example, 
r=R.  
and (2) above, but with no other restrictions placed on them (for the moment). Let x be any 
point of the set and let Sx(p) be the finite spider joining x to all points of the set within a sphere 
of some positive radius p (Fig. 4). If S~(p) is congruent o the spider S~(p) about some other 
point y, then there is a motion for example, a reflection in the dotted line--which brings S~(p) 
into coincidence with S~.(p). [In fact, the reflection interchanges Sx(p) and S~(p).] The idea of 
the proof is that if p is properly chosen, and if the spiders of radius p about all the points of 
the set are congruent, then any motion which brings one of these finite spiders into coincidence 
with another brings their infinite spiders into coincidence as well, and so the system is regular. 
Let us look again at Fig. 4. The reflection which interchanges Sx(p) and S~.(O) is not a 
symmetry of the set of points. As Fig. 5 shows, the reflection does not even bring the next 
nearest neighbors about x into coincidence with the next nearest neighbors about y; the larger 
spiders are brought into coincidence only by 180 ° rotation. But, as we can see by careful 
inspection, this rotation brings not only the second nearest neighbors about x, but also the third, 
the fourth, and so on, onto the corresponding neighbors about y. Can we always choose the 
radius of the spider so that this must happen? We will show that if the points of the set satisfy 
a certain local condition then the answer is yes. 
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Fig. 4. The finite spiders joining points x and y to their nearest neighbors in the set. The spiders are congruent. 
They can be interchanged by reflection across the dotted line or 180 ° rotation about the midpoint of the line 
segment joining x and y (not shown). 
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Fig. 5. The finite spiders joining x and y to their nearest and next nearest neighbors. Only 180 ° rotation about 
the midpoint of the line segment joining x and y can bring one of these spiders into coincidence with the other. 
First, we note that the symmetry group of any spider is finite, and if the spider is enlarged, 
its symmetry group cannot increase: either it remains the same, or it decreases. But even if it 
decreases, eventually the symmetry must stabilize, since in a decreasing chain of symmetry 
groups the number of symmetries at each stage is less than the number in the preceeding stage. 
(In our example, the symmetry of the spiders which include both first and second nearest 
neighbors has stabilized, since these spiders have no symmetry at all.) 
Next, we impose a third condition on our point set (3): the spiders of radius 9~ = P + 
2R about all the points of the set are congruent, where 9 is the smallest radius such that the 
symmetry groups of the spiders of radius p and radius p + 2R are the same. 
Now we can complete the proof. Let x and y be any two points of the set. Condition (2) 
ensures that every point of the system has a neighboring point less than distance 2R away. So, 
if we enlarge the radius of a spider by 2R, we necessarily increase the number of arms. Condition 
(3) ensures that the motion that brings Sx(p) into coincidence with S~.(p) also carries S,.(p + 
2R) onto Sy(p + 2R). If w is a point of the set which is within distance 2R of x, then S~,.(9) is 
entirely contained in Sx(p + 2R) and so Sw(9) is carried to a spider S~(9), where z lies within 
distance 2R of y (Fig. 6). But then, since S,.(p + 2R) has the same symmetry as S,(p) and is 
congruent o S:(p + 2R), we see that the same motion must also carry S,,.(p + 2R) to S~(9 + 
2R). Any point of the set can be joined to any other by a chain of line segments each of length 
Fig. 6. Since S,(9 + 2R) contains S,(p), the motion which carries S,(p + 2R) to S,(9 + 2R) carries S,~(p) to 
S:(9). (The arms of the spiders are not shown.) 
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less than 2R [condition (2)], so by repeating this argument, he same motion carries any point 
of the set onto some other point of the set, that is, the infinite spider about x is brought into 
coincidence with the infinite spider about y, and hence the system of points is regular. 
This theorem shows that Thompson's hypothesis (quoted in the introduction) has a structural 
basis in geometry. It does not tell us, however, what is near and what is remote, that is, what 
the radius actually is. It has been shown that in two dimensions p can always be chosen to be 
4R[7], and recent results concerning an analogous problem for tilings[8] suggest hat in three 
dimensions p = 6R. But this has not yet been proved. 
3. THE STRUCTURE OF A REGULAR SYSTEM OF POINTS 
What does a regular system of points look like? What are the key features that allow us 
to classify these point sets by their symmetries? 
Figure 3 is a typical two-dimensional regular system. If we look at it carefully, and draw 
the (finite) spiders about some more. of the points, we see that they occur in six different 
orientations: relative to any one of them, the other spiders either have the same orientation, or 
else they are rotated 60 °, 120 °, 180 °, 240 °, or 300 ° (Fig. 7). In fact, it follows from the 
discreteness of the system that in any two-dimensional system the number of orientations of 
the spiders will be finite. We can see this with the help of a little analytic geometry. 
In the plane every rotation keeps a single point fixed, the center of rotation. If the center 
is a point of the system, then the angle of rotation must be at least 60°: let p be the center, and 
q one of its neighbors at the minimal distance r. Then q is rotated about p to q', also at distance 
r from p. Since the distance from q to q' must be at least r, the angle of rotation must be at 
least 60 ° [Fig. 8(a)]. On the other hand, if the center of rotation is o, a point which does not 
belong to the system, then there is a point of~the system, say q, whose distance d from o is 
not greater than R. When the system is rotated about o, q is carried to some point of the system 
q', a distance w 1> r away. Applying the law of cosines to the triangle qoq' [Fig. 8(b)], we 
have 
2R2(1 - cos 0) I> 2d2(1 - cos 0) = w 2 ~> r 2, 
so 0 cannot be arbitrarily small. It follows that in either case only a finite number of angles of 
rotation are possible, and therefore the spiders can have only finitely many orientations. 
Now since there are infinitely many spiders and only finitely many orientations, we conclude 
that there are at least two spiders of the same orientation, either one of which can be brought 
into coincidence with the other by translation. Since this translation is a symmetry of the entire 
system, there must be infinitely many spiders of this same orientation in the row defined by 
the first two. In fact, there must be a spider of this orientation which is not in that row, so we 
have translation in a second direction as well. For if the centers of all the spiders of this 
Z.l,  .'.2@. 
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Fig. 7. The spiders in this regular system of points occur in six orientations. 
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Fig. 8. The angle of rotational symmetry of a two-dimensional regular system of points cannot be arbitrarily 
small, whether the center of rotation is (a) or is not (b) a point of the system. 
orientation lay in a single row, then the centers of all the spiders of any other orientation would 
also have to lie in a single row, and thus the points of the system would lie in a finite number 
of rows. But then the system would have holes of arbitrarily large size. The two translations 
generate a lattice (Fig. 9), whose nodes are the centers of the spiders of the same orientation. 
In fact, the centers of the spiders of each orientation form a lattice, and so the regular 
system of points consists of a finite number (in this example, six) of interpenetrating lattices. 
The lattice is the principle structural element of a regular system of points: the different symmetry 
groups of regular point systems are obtained by considering which symmetries are compatible 
with the lattice structure. The details for the two-dimensional case are lucidly explained in [9]. 
More generally, a regular system of points in n dimensions contains an n-dimensional 
translation lattice, but if n is greater than 2 this is not easy to prove. The difficulty in three 
dimensions arises from the fact that spiders of different orientations may be related by a screw 
rotation, which is a combination of rotation and translation. No matter how small the angle of 
rotation, a screw rotation still moves a point a minimum distance because of the translation 
component. This creates considerable complications in the proof. The theorem can still be 
proved by elementary methods, however[10]. (See also the original proof by Schoenflies[11]). 
Elementary methods cannot be used in higher dimensions, because when n is greater than 
3 our simple picture of a rotation breaks down. The existence of lattices in regular systems of 
points in four and higher dimensions was established by Bieberbach in 1910 as part of his 
affirmative answer to the first part of Hilbert's 18th problem[12]. (At an international congress 
of mathematicians i  1900, Hilbert presented a list of 23 important problems as a challenge to 
the mathematicians of the 20th century[13]. The first part of the 18th problem asked whether 
the number of symmetry groups of regular systems of points in n-dimensional space is finite.) 
We now return to three-dimensional space to consider the influence of the lattice on the 
form and symmetry of crystals. 
4. LATTICES AND POLYHEDRA 
In 1849 the French crystallographer Bravais proved that there are essentially 14 types of 
point lattices in three-dimensional space[14]. He then applied his lattice theory to some fun- 
damental crystallographic problems, including the relation between internal structure and ex- 
ternal form. In particular, he showed that we can determine, from the lattice of a crystal, the 
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Fig. 9. In a regular system of points, the centers of the spiders of a single orientation (a) lie at the points of a 
lattice (b). This lattice can be generated bythe two translations i dicated by vectors u and v. 
planes that are likely to appear as its faces[15]. In the intervening 137 years, Bravais' ideas 
have stood the test of time rather well. Reality is much more complicated, of course, but the 
faces of many crystals with simple structures are those which are predicted by Bravais' the- 
ory[ 16]. This theory shows how far a little geometry (together with a few additional assumptions) 
can take us toward an understanding of crystal form. 
In outline, Bravais' theory is this: Let us assume that in a crystal the attractive forces 
between atoms decrease with increasing distance between them, and that if an atom has several 
near neighbors, its attractive force is distributed among them. Consider now an infinite set of 
atoms whose centers lie at the nodes of a three-dimensional lattice (Fig. 10). The points of the 
lattice lie equally spaced in rows, the rows lie equally spaced in planes, and the planes are 
stacked at equal distances to form the lattice. There are infinitely many ways to dissect he 
lattice into rows and planes, and the planes normal to different directions may differ greatly in 
the spacing of the points that they contain. The more densely the points are arranged in a lattice 
plane, the greater is the distance to the next parallel plane in the stack. In the language of 
forces, this says that layers of densely packed lattice planes are weakly bonded, while stacks 
of relatively open planes have strong interplanar attractions. 
Crystal growth ("one upon one, layer by layer") can be expected to respect this argument. 
The "rate-determining step" in growth is thought o be the formation of successive layers. If 
this is so, then the shorter the distance between parallel planes, the faster the crystal will grow 
in the perpendicular direction. But the faster a crystal face grows, the smaller it will be relative 
to faces which grow more slowly (Fig. 11). Thus, as general rule, a crystal will be bounded 
by its faces of slowest growth; that is, the surface layers can be expected to be those lattice 
planes which are most densely packed. This is Bravais' "Law of Reticular Density." 
The Russian crystallographer Wulff pointed out in 1908117] that Bravais' law provides the 
basis for predicting a crystal's external symmetry and form. Wulff had already published his 
famous construction for the so-called equilibrium form of a crystal, which is the polyhedron 
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Fig. 10. A portion of a three-dimensional l ttice. In this lattice, the points are located at the centers and 
midpoints of the edges of cubes which are stacked together to fill all the space. 
bounded by the faces of lowest free surface energy. This construction does not presuppose a 
crystal lattice; it is only necessary to know the free surface energies of the possible crystal 
faces. The construction is very simple: from a point P (inside a hypothetical crystal), draw 
vectors perpendicular to all possible crystal faces, whose lengths are proportional to the cor- 
responding free surface energies. At the tip of each vector, construct the plane perpendicular 
to it. The lower the energy, the closer the plane will be to P. Each plane divides space into two 
half-spaces, one which contains P and one which does not. The intersection of the half-spaces 
containing P is a closed convex polyhedron about P; this is the Wulff equilibrium form. 
Now Wulff applied his ideas to a lattice L. Since large interplanar spacings in L correspond 
to low free energies of lattice planes, he constructed a second lattice L* whose interplanar 
spacings are reciprocal to those of the original lattice L (Fig. 12). (The reciprocal lattice is a 
well-known construction which plays an important role in X-ray crystallography.) For every 
set of parallel attice planes in L, there is a vector in L* perpendicular to them whose length 
is reciprocal to the distances between parallel planes. The shorter the vector, the lower the free 
energy of the plane. Thus the Wulff construction, applied to all the vectors of L* issuing from 
some reciprocal lattice point o, will give us the equilibrium form of the crystal with lattice L 
(Fig. 13). It should be noted that this polyhedron is, except for a scaling factor, the "Dirichlet 
domain" of the point o of the reciprocal lattice, which is the closure of the region of space 
whose points are closer to o than to any other point of L*. There are only five possible topological 
/,ly 
!,3 
Fig. 11. The largest faces of a crystal are those with the slowest growth rates. In this two-dimensional example, 
the growth rate per unit time in direction a is twice the rate of growth in direction b. After four units of time, 
the b faces are clearly predominant. 
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Fig. 12. (a) A set of parallel planes in the lattice of Fig. 10. (b) A portion of the reciprocal lattice. Its points 
are located at the centers and vertices of cubes. The reciprocal lattice vector perpendicular to the planes in (a) 
is shown. 
types of Dirichlet domains for three-dimensional lattices; they are Fedorov's five parallelohedra 
(Fig. 14). 
The polyhedron just constructed is the Wulff form of a crystal with lattice L; it is the form 
predicted by Bravais' law. The crystal forms found in this way may vary in symmetry (depending 
on the symmetry of L), but in every case their symmetries must be compatible with the topology 
of the parallelohedron f the lattice. Thus by inspecting Fig. 14 we conclude immediately that 
the rotational symmetry of a crystal can only be twofold, threefold, fourfold or sixfold. (This 
fundamental result was known to Haiiy; the argument presented here makes the dependence of
external symmetry on internal structure specially clear.) 
Of course the entire atomic structure, not just the abstract lattice, helps to determine the 
morphology of a real crystal. Furthermore, the forms of real crystals are highly sensitive to the 
environmental conditions in which they grow. But even so, many crystals do have a Wulff 
shape[18]. An historical review of the problem of the relation between crystal structure and 
morphology can be found in [19]. 
The theoretical Wulff form is fundamental, in the sense that it says everything that can be 
said on the basis of lattice geometry. Surprisingly, Wulff's construction also turns out to be the 
form that a crystal achieves when its growth is studied as a local process. We conclude this 
section with a brief discussion of some interesting work on cellular automata by Willson[4,5]. 
Instead of an infinite set of points, we now consider a finite set which occupies ome of 
the nodes of an infinite lattice. This configuration can be regarded as a fledgling "crystallite," 
which grows as more of the nodes become occupied. We assume that the rule that governs 
growth is a local one, so that whether or not a node becomes occupied at a given time depends 
only on some rule which is a function of the presence or absence of points at neighboring nodes. 
What can be said about he shape of the configuration as it grows? 
To model the growth of the crystallite, Wilison has studied the growth of configurations 
which are governed by ordered transition rules. He begins with a fledgling crystallite w, which 
has already reached acertain threshold size but whose shape is otherwise arbitrary. The growth 
of w is governed by a rule F, a function which specifies how the occupancy of a node at one 
moment of time is determined by its neighbors one unit of time earlier. F is assumed to be 
ordered, which means that once a lattice node is occupied, it remains that way and set-subset 
relations among configurations are preserved uring transition. Thus Fw represents he crystal 
after one unit of time, F2w after two units of time, and so forth. The growth of the configuration 
is represented by the sequence of configurations w, Fw,  F2w . . . . .  FPw . . . . .  Remarkably, 
Fig. 13. According to Wulff, the form of a crystal with the lattice of Fig. 10 is the truncated octahedron, which 
is the smallest polyhedron enclosed by planes perpendicular to the vectors of the reciprocal lattice [Fig. 12(b)]. 
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Fig. 14. Fedorov's five parallelohedra are the Wulff forms of crystals whose atomic patterns are three-dimen- 
sional attices. No lattice can have rotational symmetry which is not a symmetry ofa parallelohedron; thus the 
rotation can be only one-, two-. three-, four-, or sixfold. 
it tUrnS OUt that as p increases, FPw approaches a polyhedron W whose shape depends only on 
F. Thus the crystallite w has a polyhedral destiny which is completely determined by its transition 
rule. Moreover, W can only have those angles and symmetries which are permissible in crystals. 
In fact, W turns out to be the intersection of certain half-spaces; it is closely related to the Wulff 
construction. 
Willson's results complement the theorem of Sec. 2 in a very pleasing way: together they 
assert that local geometry determines both the structure and form of an abstract crystal. 
We now proceed from the crystallite to the very first stage of crystallization, the nucleus. 
5. CRYSTAL TWINS 
Not all crystals have convex polyhedral forms. Some crystals have curved faces; others, 
like snow crystals, are not polyhedral but dendritic. Perhaps most fascinating of all are the 
forms of crystal twins, two crystals of the same kind which are joined together along a face or 
even interpenetrate (Fig. 15). 
The mutual arrangement of the individual crystals which constitute a twin is not arbitrary, 
but always obeys a "twin law," a symmetry operation which interchanges the positions of the 
individuals. For example, in Fig. 15(a), the twin law is reflection in a plane, in Fig. 15(b) it 
is 180 ° rotation about an axis, and in Fig. 15(c) it is 60 ° rotation followed by reflection in a 
plane perpendicular to the rotation axis. 
As we have seen, the external symmetries of single crystals are due to their internal 
regularity, so we may also suppose that the twin laws indicate a well-defined relation between 
the orientations of the atomic patterns of the individuals of a twin. (X-ray studies confirm this.) 
It is also plausible to assume that the boundary between the individual crystals has a structure 
compatible with both orientations; if so, the boundary structure is likely to be closely related 
to the normal one. Very few experiments have been carried out to test this hypothesis, however. 
The "twin problem" is to develop a theory of twinning which explains the form and 
symmetry of twins on the basis of what is known (or can reasonably be assumed) about their 
genesis, development, and internal structure. 
What do we know about the genesis of crystal twins? Some kinds of twins are formed 
after the crystal is grown (by mechanical stress, or in a phase transition to a modified structure). 
Others are formed in the course of growth. Growth twins are not well understood: the widespread 
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Fig. 15. Twinned crystals, adapted from Goldschmidt's Atlas der Kristallformen: (a) gold, (b) orthoclase, (c) 
fluorite. 
assumption that they are created when two crystallites coalesce seems to be incompatible with 
the observed twin laws and with experimental studies of the conditions under which twinning 
occurs[20]. 
There is, however, an alternative theory of the genesis of growth twins, which assumes 
that twinning begins in the crystal nucleus. This idea has been mentioned in the literature from 
time to time, but it has never been worked out in detail. In this concluding section 1 will describe 
some of the interesting eometric problems which it entails. 
Every crystal begins its existence as a nucleus. In our simplified model, we can think of 
the nucleus as a small number of equal spheres closely packed together in a sort of knobby 
ball. The ball grows as more spheres are added to it. At some point, somehow, the configuration 
begins to look less like a ball and more like a portion of the lattice characteristic of a crystal, 
that is, it becomes acrystallite. To understand how this happens, we need to study the geometry 
and growth of clusters of spheres. 
It is easy to see that in the plane, a maximum of six circles of a given radius can be 
arranged around another circle of the same radius, and the pattern thus established can be 
continued forever. But in dimensions greater than two, sphere-packing problems are notoriously 
difficult. It took almost 200 years to prove that, in three dimensions, 12 and not 13 is the 
maximum number of equal spheres which can be placed in contact with another one. These 
twelve spheres can be arranged in many different ways; the three best-known arrangements are 
shown in Fig. 16. If we continue the first arrangement [Fig. 16(a)] we obtain the lattice of Fig, 
10. The second [Fig. 16(b)] can also be extended to a regular system of points (this one is not 
a lattice). In the third [16(c)] the 12 spheres lies at the vertices of an icosahedron, which has 
fivefold rotational symmetry; this configuration cannot be extended to a regular system of points. 
It is tempting to suppose that the first two arrangements in Fig. 16 model the nuclei of 
normal crystals, since the patterns they establish can be continued indefinitely. It has also been 
suggested that the frequent winning of the many metals whose atomic structure is the lattice 
of Fig. 10 can be accounted for by a nucleus of the type shown in Fig. 16(b). This configuration 
has a median reflection plane; the layers of spheres above it and below it could, however, be 
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continued in the pattern of Fig. 10. (Thus a nucleation twin would arise from an already twinned 
nucleus.) 
The puzzling suggestion that this simple picture may not be correct comes to us from recent 
work on the geometry of small clusters by physicists and other scientists who are interested in 
them. Small clusters of spheres in three-dimensional space are an important model for phenomena 
in many fields (see [21] for a broad review). They have been studied intensively by various 
methods, including computer simulations and experimental studies of atomic clusters in metals 
and rare gases. One fact persistently emerges from these studies: if the number of spheres is 
relatively small, a stable (low-energy) configuration is likely to have icosahedral symmetry. 
This has important implications for crystal growth. We noted above that the icosahedron 
has fivefold rotational symmetry, which cannot occur in a regular system of points, so if we 
continue to add equal spheres to an icosahedral cluster, maintaining its fivefold symmetry, we 
cannot form a crystal. On the other hand, the icosahedral symmetry itself cannot be maintained 
beyond several additional layers of spheres. This suggests that the structure of any crystal, 
whether it will eventually be single or twinned, undergoes a major transition as it changes from 
a nucleus to a crystallite. It also suggests a new model for the formation of nucleation twins. 
Let us suppose that the transition from nucleus to crystallite begins locally, perhaps at 
several different places in the growing cluster. If the growth of the nucleus is normal, these 
transitions will "'cooperate" and a single normal crystal will result. On the other hand, if the 
growth of the nucleus is chaotic, then during the transition it may simply fall apart. Twinning 
may be an intermediate case, in which the transition begins in several locations, which then 
develop independently into domains of normal growth, possibly with different orientations. In 
order for growth to continue, these domains would have to cooperate to the extent of sharing 
boundary structures (the boundary surface might be planar in some cases, or quite complicated 
in others). This process could account for crystal triplets, quadruplets, and so forth, as well as 
twins. 
(b) 
(¢) 
Fig. 16. Polyhedra representing three arrangements of 12 equal spheres about a central sphere of the same size. 
The centers of the outer spheres are located at the vertices of the polyhedra. 
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The theory just outlined, though quite vague, raises some challenging problems. Since 
clusters may grow to as large as 1000 atoms before their symmetry changes, we will need to 
study the growth and transition of complex multilayer structures. This problem has been con- 
sidered by Mackay[22] and also by Farges and his colleagues[23] and others, but we do not 
yet have a clear picture of the sequences of the transition. Among the unsolved problems 
presenting themselves for consideration are the following. 
How large can a multii layer icosahedral cluster of equal spheres grow before its symmetry 
necessarily breaks down? 
Under what conditions does the breakdown of this symmetry bring about a transition to a 
configuration with crystallographic symmetry? What are the small-scale structural changes 
involved and how do they cooperate to bring about a new overall pattern? 
Under what conditions does the transition lead to a multiple structure? How are the sym- 
metries of the multiple structures related to the known twin laws? 
And finally, can we predict the forms of crystal twins[24]? 
The answers to these questions may make an important contribution to the solution of one 
of the most fascinating problems in crystal geometry. 
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