Abstract. We give a complete characterization of abelian subgroups of GL(n, R) with a locally dense (resp. dense) orbit in R n . For finitely generated subgroups, this characterization is explicit and it is used to show that no abelian subgroup of GL(n, R) generated by [ ] matrices can have a dense orbit in R n .
Introduction
Let M n (R) be the vector space of square matrices over R of order n ≥ 1, GL(n, R) be the group of all invertible elements of M n (R) and let G be an abelian subgroup of GL(n, R). If G has a finite set of generators, then it is said to be finitely generated. There is a linear natural action GL(n, R) × R n −→ R n : (A, v) −→ Av. For a vector v ∈ R n , denote by G(v) = {Av : A ∈ G} ⊂ R n the orbit of G through v. The orbit G(v) is locally dense in R n if the closure G(v) has no empty interior. It is dense in R n if G(v) = R n . In this paper, we are concerned with the existence of a dense orbit for the linear natural action of G on R n in which case, G is said to be topological transitive.
The authors gave in [2] a characterization of abelian subgroups of GL(n, C) that are topologically transitive. This paper can be viewed as a continuation of that work for the real case.
We give in Section 8, examples of abelian topological transitive subgroup of GL(2, R) (resp. GL(4, R)). Examples of non abelian topological transitive subgroups of GL(2, R) were constructed in [4] , [5] , (see also [6] ): Dal'bo and Starkov gave in [4] , an example of an infinitely generated non abelian subgroups of the special linear group SL(2, R) (i.e. consisting of matrices having determinant 1) with a dense orbit in R 2 . However, there are no abelian finitely generated subgroup of SL(2, R) which are topological transitive. (See Corollary 9.7).
Notice that if G is a subgroup of the orthogonal group U n (R) (consisting of matrices preserving the usual inner product) then every orbit G(v) of G is contained in a sphere and so, G(v) is not dense in R n .
To state our main results, we need to introduce the following notations and definitions:
A subset E ⊂ R n is called G-invariant if A(E) ⊂ E for any A ∈ G; that is E is a union of orbits. If U is an open G-invariant set, the orbit G(v) ⊂ U is called minimal in U if G(v) ∩ U = G(w) ∩ U for every w ∈ G(v) ∩ U . 
• T * m (K) the group of matrices of the form (1) with µ = 0.
• T + m (R) the group of matrices over R of the form (1) with µ > 0.
For each 1 ≤ m ≤ 
where S is the set of matrices over R of the form α β −β α .
• B * m (R) := B m (R) ∩ GL(2m, R), it is a subgroup of GL(2m, R). 
In particular, r + 2s ≤ n. Write • K * η,r,s (R) := K η,r,s (R) ∩ GL(n, R).
• K + η,r,s (R) := T + n 1 (R) ⊕ · · · ⊕ T + nr (R) ⊕ B * m 1 (R) ⊕ · · · ⊕ B * ms (R).
For a vector v ∈ C n , write • Re(v), Im(v) ∈ R n so that v = Re(v) + iIm(v).
• exp : M n (R) −→ GL(n, R) is the matrix exponential map; set exp(M ) = e M .
Given any abelian subgroup G ⊂ GL(n, R), there always exists a P ∈ GL(n, R) and a partition η of n such that G = P −1 GP ⊂ K * η,r,s (R). (See Proposition 2.6). For such a choice of matrix P , we let -g = exp −1 (G) ∩ P (K η,r,s (R))P −1 . If G ⊂ K * η,r,s (R), then we have g = exp −1 (G) ∩ K η,r,s (R). -g u = {Bu : B ∈ g}, u ∈ R n . -G + := G ∩ K + η,r,s (R), if r ≥ 1 and G + = G if r = 0, it is a subgroup of G. -G 2 = {A 2 : A ∈ G} -g 2 = exp −1 (G 2 ) ∩ P (K η,r,s (R))P −1
• Let M ∈ G, one can write M := P −1 M P = diag(M 1 , . . . , M r ; M 1 , . . . , M s ) ∈ K * η,r,s (R). Let µ k be the eigenvalue of M k , k = 1, . . . , r, and define the index ind( G) of G to be card k ∈ {1, . . . , r} : ∃ M ∈ G, with µ k < 0, µ i > 0, ∀ i = k , if r / ∈ {0, 1}.
(card(E) denotes the number of elements of a subset E of N).
In particular, -If G ⊂ K + η,r,s (R), then ind( G) = 0 = r. -If G ⊂ B * m (R), then ind( G) = 0 (since r = 0). We define the index of G to be ind(G) := ind( G). Obviously, this definition does not depend on P .
Denote by • B 0 = (e 1 , . . . , e n ) the canonical basis of K n and by I n the identity matrix.
• u 0 = [e 1,1 , . . . , e r,1 ; f 1,1 , . . . , f s,1 ] T ∈ R n where for k = 1, . . . , r, l = 1, . . . , s, T ∈ R 2m l .
• v 0 = P u 0 .
• f (l) = [0, . . . , 0, f
1 , . . . , f
s ] T ∈ R n where for i = 1, . . . , r; j = 1, . . . , s:
An equivalent formulation is f (1) = e t 1 , . . . , f (l) = e t l where t 1 = r j=1 n j + 2, For a finitely generated subgroup G ⊂ GL(n, R), let introduce the following property. Consider the following rank condition on a collection of matrices A 1 , . . . , A p ∈ K η,r,s (R): We say that A 1 , . . . , A p satisfy the density property if there exist B 1 , . . . , B p ∈ K η,r,s (R) such that A Our principal results can now be stated as follows:
Theorem 1.1. Let G be an abelian subgroup of GL(n, R). The following properties are equivalent:
is an additive subgroup dense in R n Corollary 1.2. Let G be an abelian subgroup of GL(n, R) and P ∈ GL(n, R) so that P −1 GP ⊂ K * η,r,s (R), for some 1 ≤ r, s ≤ n. The following properties are equivalent:
is an additive subgroup dense in R n and ind(G) = r.
If g e 1 is an additive subgroup dense in R 2n then G is topological transitive.
(ii) Let G be an abelian subgroup of T * n (R). If g e 1 is an additive subgroup dense in R n and ind(G) = 1 then G is topological transitive.
For finitely generated abelian subgroups G of GL(n, R), we have the following theorem: Theorem 1.4. Let G be an abelian subgroup of GL(n, R) and P ∈ GL(n, R) so that P −1 GP ⊂ K * η,r,s (R), for some 1 ≤ r, s ≤ n. Let A 1 , . . . , A p generate G and let B 1 , . . . , B p ∈ g such that A 2 1 = e B 1 , . . . , A 2 p = e Bp . The following properties are equivalent:
Corollary 1.5. Under the hypothesis of Theorem 1.4, the following properties are equivalent: (i) G is topological transitive.
(ii) P −1 A 1 P, . . . , P −1 A p P satisfy the density property and ind(G) = r.
is dense in R n and ind(G) = r. Corollary 1.6. Let G be an abelian subgroup of GL(n, R) and P ∈ GL(n, R) so that P −1 GP ⊂ K * η,r,s (R). If G is generated by p matrices with p ≤ n − s, then it has nowhere dense orbit. In particular, G is not topological transitive. Corollary 1.7. Let G be an abelian subgroup of GL(n, R): If G is generated by p matrices with p ≤ [ This paper is organized as follows: In Section 2, we introduce the triangular representation for an abelian subgroup of GL(n, R). In Section 3, we give some basic properties of the matrix exponential map and the additive group g associated to the group G. Section 4 is devoted to some properties related to subgroups of K * η,r,s (R) with a dense orbit. A parametrization of an abelian subgroup of T * n (R) and some related properties are given in Section 5. Section 6 (resp. Section 7) gives some properties of the abelian subgroups of T * n (K) (resp. K * η,r,s (R)) with locally dense orbit. The proof of Theorems 1.1 and 1.4, Corollaries 1.2, 1.3, 1.6 and 1.7 are done in Section 8. Section 9 is devoted to the special case n = 2 and some examples. In Section 10 , we have included as an appendix, a detailed proof of some results in Section 3 seem rather difficult to find in the literature.
Normal form of abelian subgroups of GL(n, R)
In this section we introduce the triangular representation for an abelian subgroup G ⊂ GL(n, R). As noted in the introduction, this reduces the existence of a dense orbit to a question concerning subgroups of K * η,r,s (R).
Lemma 2.1. Let G be an abelian subgroup of GL(n, R). Then there exists a direct sum decomposition
for some r, q, 0 ≤ r ≤ n, 0 ≤ q ≤ n 2 , where E k (resp. F l ) is a Ginvariant vector subspace of R n of dimension n k (resp. 2m l ), 1 ≤ k ≤ r (resp. 1 ≤ l ≤ q), such that, for each A ∈ G the restriction A k (resp. A l ) of A to E k (resp. F l ) has a unique real eigenvalue λ A,k (resp. two conjugates complex eigenvalues µ A,l and µ A,l ).
Proof. Given A ∈ G, let λ A,k (resp. µ A,l and µ A,l ) be a real eigenvalue (resp. two nonreal conjugates complex eigenvalues) and
m l ) the associated generalized eigenspace. For any B ∈ G, the space E A,k (resp. F A,l ) is invariant under B. If B restricted to E A,k (resp. F A,l ) has two distinct real eigenvalues (resp. two non conjugates complex eigenvalues), then it can be decomposed further. The decomposition (1) is the maximal decomposition associated to all A ∈ G.
The restriction of the group G to each subspace E k (resp. F l ) can be put into triangular form (resp. in B m l (R)'s form). This follows from the Lemmas 2.2 and 2.3 below.
Lemma 2.2. Let G be an abelian subgroup of GL(n, K). Assume that every element of G has a unique eigenvalue. Then there exists a matrix Q ∈ GL(n, K) such that Q −1 GQ is a subgroup of T * n (K).
Proof. The proof is done by induction on n ≥ 1. For n = 1, the Lemma is obvious. Suppose the Lemma is true for n − 1, n ≥ 2, and let G be an abelian group of matrices in GL(n, K) having only one real eigenvalue. Then there exists a common eigenvector u ∈ K n for all matrices of G. Let u 1 , . . . , u n−1 ∈ K n so that B := (u 1 , . . . , u n−1 , u) is a basis of K n . Let P be the matrix of basis change from B 0 to B. Then, for every A ∈ G, we have
where
One can check that G 1 is an abelian group of matrices in GL(n − 1, K) having only one eigenvalue. By induction hypothesis, there exists
Then Q ∈ GL(n, K) and for every A ∈ G, we have
and L ′ := L A Q 1 ∈ M 1,n−1 (K). Therefore and Q −1 GQ is an abelian subgroup of T * n (K). This completes the proof.
Let consider the following basis change: Assume that n = 2m, m ∈ N 0 . For every k = 1, . . . , m, we let:
and C 0 = (u 1 , . . . , u m , u 1 , . . . , u m ), where u = (z 1 , . . . , z m ) is the conjugate of u = (z 1 , . . . , z m ). Then C 0 is a basis of C 2m . Denote by Q ∈ GL(2m, C) the matrix of basis change from B 0 to C 0 . Lemma 2.3. Under the notation above, for every B ∈ B m (R),
Proof. Let B ∈ B m (R). Then B has the form:
. It follows that for every 1 ≤ j ≤ m−1,
In the basis
Lemma 2.4. Let G be an abelian subgroup of GL(2m, C) and let C 0 := (v 1 , . . . , v m ; v 1 , . . . , v m ) be a basis of C 2m . Then:
(ii) Set P 0 (resp. P ) be the matrix of basis change from B 0 to C 0 (resp. C). If for every B ∈ G, P −1
It follows that for every j = 1, . . . , m − 1,
and
Lemma 2.5. Let G be an abelian subgroup of GL(2m, R). Assume that every element of G has two conjugates complex eigenvalues with one element A ∈ G having two nonreal conjugates complex eigenvalues. Then there exists
Proof. We considered G as an abelian subgroup of GL(2m, C). Let λ, λ be two nonreal conjugates complex eigenvalues of A. Let F := Ker(A − λI 2m ) m denote the generalized eigenspace of A associated to λ, so F := Ker(A − λI 2m ) m is the generalized eigenspace of A associated to λ and we have C 2m = F ⊕ F . It is plain that F and F are G-invariant.
is a basis of C 2m . Let R be the matrix of basis change from B 0 to C. Then for every
. We distinguish two cases: -Case 1: for every B ∈ G, the restriction of B to F has only one eigenvalue.
Write
Then all element of G ′ 1 has only one eigenvalue. By Lemma 2.2, there exists a basis
, where R 1 is the matrix of basis change from
for every B ∈ G, the restriction of B to F has two distinct nonreal conjugates complex eigenvalues. Then F can be decomposed further so that F = F 1 ⊕ · · · ⊕ F s is the maximal decomposition associated to all B ∈ G where the restriction of every element of G to F l has only one eigenvalue. Write
is a real basis of F l . Let P l ∈ GL(2m l , R) denote the matrix of basis change from B 0,l to C l , where B 0,l is the canonical basis of C 2m l and m l = dim(F l ). Therefore by the case 1, for every 1 ≤ l ≤ s, P
. . , C s ) and let Q ∈ GL(2m, R) denote the matrix of basis change from B 0 to C. It follows that P = Qdiag(P 1 , . . . , P s ) ∈ GL(2m, R) and
ms (R). This completes the proof.
Combining Lemmas 2.1, 2.2 and 2.5, we obtain Proposition 2.6. Let G be an abelian subgroup of GL(n, R). Then:
B l ) is a basis of E k (resp. F l ) such that if P is the matrix of basis change from B 0 to C, we have P −1 GP is an abelian subgroup of K * η,r,s (R), where η = (n 1 , . . . , n r ; m 1 , . . . , m s ).
Matrix exponential map
The following results follow from basic properties of the matrix exponential map. (The proofs of Lemmas 3.1 and 3.4, Propositions 3.2 and 3.3 are given in Section 9).
(ii) Let A, B ∈ B m (R) such that AB = BA. If e A = e B then A = B + 2kπJ m , for some k ∈ Z where
Proof. (i) Let µ A (resp. µ B ) be the only eigenvalue of A (resp. B). Write A = A − µ A I n and B = B − µ B I n . Then A and B are nilpotent matrices. Since e A = e B , we have e µ A = e µ B and then µ A = µ B . It follows that e A = e B . Since AB = BA, we have A B = B A and therefore e A− B = e A e − B = I n . By Lemma 3.4, A = B and therefore A = B.
(ii) Let Q ∈ GL(2m, C) be the matrix of basis change from B 0 to C 0 . By Lemma 2.3,
. Since e A = e B and AB = BA,
We also require the following result:
As a consequence:
is an additive subgroup of K η,r,s (R). In particular, for every v ∈ R n , g v is an additive subgroup of R n .
Proof. If A, B ∈ g, then e A e B = e B e A and e A , e B ∈ K * η,r,s (R) ∩ G. By Proposition 3.3, AB = BA. So e A+B = e A e B ∈ G and hence A + B ∈ K η,r,s (R). It follows that A + B ∈ g. Moreover, if A ∈ g, then e A ∈ G and so e −A = (e A ) −1 ∈ G. Hence −A ∈ g. This proves the Lemma.
Let G be an abelian subgroup of K * η,r,s (R). Denote by
Lemma 3.10. Let G be an abelian subgroup of K * η,r,s (R). Under the notation above, we have:
Proof. (i) By Proposition 3.2, exp(g) ⊂ K + η,r,s (R), hence exp(g) ⊂ G + . Conversely, let A ∈ G + . By Proposition 3.2, there exists B ∈ K η,r,s (R) so that e B = A. Hence B ∈ exp −1 (G) ∩ K η,r,s (R) = g, and then A ∈ exp(g). So G + ⊂ exp(g), this proves (i).
(ii) Let A = e B where B ∈ C(G) and let C ∈ G. Then BC = CB and therefore Ce B = e B C, or also AC = CA. It follows that A ∈ C(G). Since B ∈ K η,r,s (R), so is A ∈ K + η,r,s (R) by Proposition 3.2. Conversely, let A ∈ C(G) ∩ K + n,r,s (R). By Proposition 3.2, there exists B ∈ K n,r,s (R) so that e B = A. Let C ∈ G. Then Ce B = e B C and hence e C e B = e B e C . Since B, C ∈ K n,r,s (R), it follows by Proposition 3.3, that BC = CB. Therefore B ∈ C(G) and hence A ∈ exp(C(G)).
(iii) Let B ∈ C(G + ) and A ∈ g. Then by (i), e A ∈ G + and so e A B = Be A . It follows that e A e B = e B e A . Since A, B ∈ K n,r,s (R), it follows by Proposition 3.3, that AB = BA and therefore B ∈ C(g). Hence C(G + ) ⊂ C(g). Conversely, let B ∈ C(g) and A ∈ G + . By (i) there exists C ∈ g so that e C = A. Hence BC = CB and so Be C = e C B. It follows that B ∈ C(G + ) and C(g) ⊂ C(G + ).
(iv) By Proposition 3.3, all elements of g commute, hence g ⊂ C(g). Let B ∈ g and A ∈ G, so e B ∈ G + ⊂ G. As G is abelian, Ae B = e B A, hence e A e B = e B e A . Since A, B ∈ K n,r,s (R), it follows by Proposition 3.3, that AB = BA and therefore B ∈ C(G). We conclude that g ⊂ C(G).
Some results for subgroup of
Then U is dense in R n , connected if r = 0, and having 2 r connected components if r ≥ 1. If G is an abelian subgroup of K * η,r,s (R) then a simple calculation from the definition yields that U is a G-invariant.
Proposition 4.1. Let G be an abelian subgroup of K * η,r,s (R). Then all orbits of G in U are minimal in U .
To prove Proposition 4.1, we need the following lemmas:
Notice that the notation S n (C) in [1] corresponds to our notation T * n (C).
Lemma 4.3. Let Q ∈ GL(2m, C) be the matrix of basis change from B 0 to
In particular, we see that
Lemma 4.3, we have
where Q is the matrix of basis change from B 0 to C 0 . Therefore
, so by applying Lemma 4.2 to the group Q −1 GQ, we obtain
Proof of Proposition 4.
By Lemmas 4.2 and 4.4, we have lim
This completes the proof.
Proof. Let u ∈ R n so that G(u) = R n . Since U is a G-invariant open subset of R n , we see that u ∈ U . Now, for every v ∈ U , we have, by Proposition 4.1,
Denote by
• Γ the subgroup of K * η,r,s (R) generated by (S k ) 1≤k≤r where S k := diag (ε 1,k I n 1 , . . . , ε r,k I nr ; I 2m 1 , . . . , I 2ms ) ∈ K * η,r,s (R),
Lemma 4.6. Let G be an abelian subgroup of K * η,r,s (R). Under the notation above, we have
(ii) for every M ∈ K η,r,s (R),
Proof. Assertions (i), (ii) and (iii) are easier to prove. Proof of (iv):
Since
it follows by (i) that Au 0 = [A 1 e 1,1 , . . . , A r e r,1 ; diag(B 1 , . . . , B r ; B 1 , . . . , B s ) ∈ C(G) and
So AB = BA and thus (ε 1,j I n 1 , . . . , ε r,j I nr ; I 2m 1 , . . . , I 2ms ) , for some j = 1, . . . , r.
Then SB = diag ε 1,j B 1 , . . . , ε r,j B r ; B 1 , . . . , B s . Since ε k,j B k A k = A k ε k,j B k , k = 1, . . . , r, j = 1, . . . , r, it follows that (SB)A = A(SB). This proves that SB ∈ C(G). Proof of (vi): There are three cases: -If r = 0, then Γ = {I n } and obviously we have (vi):
By definition of ind(G), there exists B ∈ G such that B 1 has an eigenvalue
, and thus G(u 0 ) ∩ S 1 (C u 0 ) = ∅, this proves (vi).
-If r / ∈ {0, 1}, here
By definition of ind(G), for every 1 ≤ k ≤ r there exists
has only one eigenvalue µ k < 0 and all its other real eigenval-
This completes the proof. Proposition 4.8. Let G be an abelian subgroup of K * η,r,s (R). Then: diag(B 1 , . . . , B r ; B 1 , . . . , B 
Conversely, suppose that G + (u 0 ) ∩ C u 0 = C u 0 and ind(G) = r. We have
and hence S(
Corollary 4.9. Let G be an abelian subgroup of K * η,r,s (R). The following are equivalent:
Lemma 4.10. Let G be an abelian subgroup of K * η,r,s (R). Then G has a dense (resp. locally dense) orbit if and only if G(u 0 ) is dense (resp. locally dense).
Proof. Suppose that G(v) is locally dense in R n , for some v ∈ R n . Then G(v) ∩ U = ∅, so v ∈ U since U is a G-invariant, dense open set in R n . By Lemma 4.6,(iii), we have U = S∈Γ S(C u 0 ), hence there is S ∈ Γ such that v ∈ S(C u 0 ). Set v ′ := S −1 v ∈ C u 0 . So, by Lemma 4.6,(ii), we have
is a locally dense orbit in R n meeting C u 0 , it follows that G(v ′ ) is dense in C u 0 , by Lemma 4.7, and therefore u 0 ∈ G(v ′ ). By Proposition 4.1, G(u 0 ) ∩ U = G(v ′ ) ∩ U and so C u 0 ⊂ G(u 0 ). Therefore G(u 0 ) is locally dense in R n .
If G(v) is dense in R n then G(u 0 ) is dense in R n by Corollary 4.5.
5.
Parametrization of a subgroup of T * n (K) Assume that G is a subgroup of T * n (K) and g = exp −1 (G) ∩ T n (K). For n > 2 the group T * n (K) is non abelian, so the assumption G is abelian imposes restrictions on how it is embedded in T * n (K). While there is no general classification of the abelian subgroups of T * n (K) for n large (see Chapter 3, [8] ), under the assumption that G is "sufficiently large", there is a special canonical form for the matrices of G which yields a parametrization of an n dimensional subspace ϕ(K n ) ⊂ T * n (K) containing G. Recall that for a matrix B ∈ T n (K), the matrix B = (B − µ B I n ) where µ B denote the unique eigenvalue of B, is a singular matrix, so has range of dimension at most n − 1. Introduce the vector subspaces of K n generated by the ranges of all the singular matrices B for B ∈ G (resp. g)
Denote by rank(F G ) (resp. rank(F g )) the rank of F G (resp. F g ).
Lemma 5.1. ([1], Lemma 2. 3) Let G be an abelian subgroup of T * n (K). Under the notation above, let r = rank(F G ), 1 ≤ r ≤ n − 1 and (v 1 , . . . , v r ) be a basis of F G . Then for every u ∈ K n , the vector subspace
Proposition 5.2. Let G be an abelian subgroup of T * n (K). If rank(F G ) = n − 1 (resp. rank(F g ) = n − 1) then there exist injective linear maps ϕ :
Proof. For K = C, the proposition is proved in ([2], Proposition 5.1). For K = R, the proof is similar by the same methods.
Condition (i) asserts that the projection of the embedding ϕ (resp. ψ) to the first column of the matrix is the identity map.
Corollary 5.3. Under the hypothesis of Proposition 5.2, we have:
(i) ϕ(Be 1 ) = B (resp. ψ(Be 1 ) = B) for every B ∈ C(G) (resp. C(g)).
(ii) ϕ(G(e 1 )) = G (resp. ψ(G(e 1 )) = G).
(iii) ϕ(g e 1 ) = g (resp. ψ(g e 1 ) = g). 
Proof. (i) Suppose that B ∈ C(G)
Assertion (iii): If K = R then by (Lemma 3.10, (iv)), g ⊂ C(g) and g ⊂ C(G) and so by (i), ψ(g e 1 ) = g and ϕ(g e 1 ) = g. For K = C, it is obvious.
Locally dense orbit for subgroups of T
Lemma 6.1. Let G be an abelian subgroup of T * n (K). If
• G(e 1 ) = ∅ (resp.
• g e 1 = ∅), then rank(F G ) = n − 1 (resp. rank(F g ) = n − 1).
Proof. Suppose that
• G(e 1 ) = ∅. Let H e 1 be the vector subspace of K n generated by e 1 and F G . So by Lemma 5.1, H e 1 is G-invariant. Hence G(e 1 ) ⊂ H e 1 and therefore
• H e 1 = ∅. Hence, H e 1 = K n and so rank(F G ) = n − 1. The same proof is true for F g in place of F G . Lemma 6.2. Let G be an abelian subgroup of T * n (C). Then every locally dense orbit of G is dense in C n .
Proof. If O is a locally dense orbit in C n (i.e.
• g e 1 = ∅) then there exists an isomorphism ϕ (resp. ψ) from K n to C(G). In particular, C(G) = ϕ(K n ) (resp. C(G) = ψ(K n )).
• G(e 1 ) = ∅. Then by Lemma 6.1 and Proposition 5.2, there exists an injective linear map ϕ :
Case K = C: By Corollary 5.3, (ii), we have ϕ(G(e 1 )) = G. Recall that here, u 0 = e 1 , U = C * × C n−1 and by Lemma 6.2, G(e 1 ) is dense in U , that is U ⊂ G(e 1 ). Then since ϕ is continuous, we have
Case K = R. By Corollary 5.3, (ii), we have ϕ(G(e 1 )) = G. Recall that here, u 0 = e 1 , U = R * ×R n−1 and C e 1 = R * + ×R n−1 is the connected component of U containing e 1 . By Lemma 4.7, G(e 1 ) is dense in C e 1 hence C e 1 ⊂ G(e 1 ). Since ϕ is continuous, we have ϕ(C e 1 ) ⊂ ϕ(G(e 1 )) ⊂ ϕ(G(e 1 )) = G. Since C(G) is a vector subspace of M n (R), G ⊂ C(G) and it follows that ϕ(C e 1 ) ⊂ C(G). Since ϕ is linear, ϕ(−C e 1 ) = −ϕ(C e 1 ) ⊂ −C(G). As −C(G) = C(G) and U = (−C e 1 ) ∪ C e 1 , it follows that
The same proof is given for ψ.
Corollary 6.4. Let G be an abelian subgroup of T * n (R). Then:
is well defined and satisfies (i) h is a continuous open map
(ii) h(Be 1 ) = e B e 1 for every B ∈ C(g). In particular, h(g e 1 ) = G + (e 1 ). (iii) h(R n ) = C e 1 = R * + × R n−1 . Proof. Proof of (1). (i): By Lemma 6.3, ϕ : R n −→ C(G) is an isomorphism. By Lemma 3.10, (ii), exp(C(G)) ⊂ C(G), so Lemma 6.3 implies that
(ii): By Corollary 3.8, exp /Tn(R) : T n (R) −→ T * n (R) is a local diffeomorphism. Hence f is a local diffeomorphism and therefore f is a continuous open map. By Corollary 5.3, ϕ(Be 1 ) = B, for every B ∈ C(G). Therefore, for every B ∈ C(G), we have
(iii): Since ϕ(G + (e 1 )) = G + , ϕ −1 (g) = g e 1 and by Lemma 3.10, exp
(iv): First, we have ϕ −1 (C(G) ∩ T + n (R)) = R * + × R n−1 : indeed, by Proposition 5.2,(i), for every v = [v 1 , . . . , v n ] T ∈ R n , we have ϕ(v) ∈ T n (R) and ϕ(v)e 1 = v, so ϕ(v) has the following form
It follows that ϕ(v) ∈ T + n (R) if and only if v
1 > 0, that is v ∈ R * + ×R n−1 . By Lemma 6.3, ϕ(R n ) = C(G), it follows that ϕ −1 (C(G) ∩ T + n (R)) = R * + × R n−1 . Now, as ϕ : R n −→ C(G) is an isomorphism then h(R n ) = ϕ −1 exp /Tn(R) (C(G)) = ϕ −1 (C(G) ∩ T + n (R)), by Lemma 3.10, (ii) = R * + × R n−1 .
Proof of (2). (i):
Analogous to the proof of (1), the map
is well defined and it is a local diffeomorphism, hence h is an open map.
(ii): For every B ∈ C(g) we have e B ∈ C(G + ) ∩ T + n (R) since C(g) = C(G + ) (Lemma 3.10, (iii)) and by applying Lemma 3.10, (ii) to G + . As by Corollary 5.3, (i), ψ(Be 1 ) = B, we obtain:
= e B e 1 .
Hence h(g e 1 ) = exp(g)e 1 = G + (e 1 ), by Lemma 3.10, (i).
(iii): we apply the same proof as for (1), (iv) above.
Corollary 6.5. Let G be an abelian subgroup of T * n (C). Then:
is well defined and satisfies (i) h is a continuous open map
(ii) h(Be 1 ) = e B e 1 for every B ∈ C(g). In particular, h(g e 1 ) = G(e 1 ).
Proof. Proof of (1). Since (iv): First, we have ϕ −1 (C(G) ∩ T * n (C)) = C * × C n−1 : indeed, by Proposition 5.2,(i), for every v = [v 1 , . . . , v n ] T ∈ C n , we have ϕ(v) ∈ T n (C) and ϕ(v)e 1 = v, so ϕ(v) has the following form
It follows that ϕ(v) ∈ T * n (C) if and only if
(2): Similar considerations apply for
• g e 1 = ∅ and by using (Corollary 6.4, in [2] ).
7.
Locally dense orbit for subgroups of K * η,r,s (R) 7.1. Case where G is a subgroup of B * m (R). Let G be an abelian subgroup of B * m (R). In this case G + = G. Recall that H = {(u, u) : u ∈ C m } ⊂ C 2m and that for every B ∈ G,
where B ′ 1 ∈ T * m (C) and Q ∈ GL(2m, C) is the matrix of basis change from B 0 to C 0 . Moreover, Q −1 (R 2m ) = H (see Lemma 4.3) . Denote by
Proposition 7.1. Let G be an abelian subgroup of B * m (R).
(1) If
• G(e 1 ) = ∅ then there exists a map f : R 2m −→ R 2m satisfying (i) f is continuous and open (ii) f (Be 1 ) = e B e 1 for every B ∈ C(G).
(2) If
• g e 1 = ∅ then there exists a map h : R 2m −→ R 2m satisfying (i) h is continuous and open (ii) h(Be 1 ) = e B e 1 for every B ∈ C(g). In particular, h(g e 1 ) = G(e 1 ).
Proof. Suppose that
• G(e 1 ) = ∅. The proof for
• g e 1 = ∅ is analogous. By Lemma 4.3, we have Q −1 (e 1 ) = (e ′ 1 , e ′ 1 ) = (e ′ 1 , e ′ 1 ), where
Since p 1 is open and continuous, it follows that ∅ = p 1
The map f is continuous and open, so is f . For every B ∈ C(G), we have B ′ 1 ∈ C(G ′ 1 ) and then
). We have
7.2.
Case where G is a subgroup of K * η,r,s (R). Denote by
Recall that u 0 = [e 1,1 , . . . , e r,1 ; f 1,1 , . . . , f 1,s ] T ∈ R n where
Theorem 7.2. Let G be an abelian subgroup of K * η,r,s (R).
Proof. Let's prove the theorem for 
satisfying, for every k = 1, . . . , r, l = 1, . . . , s:
where B k = B /E k and B l = B /F l . Let f : R n −→ R n denote the map defined by
Proof of main results
Proof of Theorem 1.1. One can assume by Proposition 2.6 that G is an abelian subgroup of K * η,r,s (R). 
(ii) =⇒ (iii): suppose that
and by Theorem 7.2, (iv), it follows that
Hence, g u 0 = R n . Proof of Corollary 1.3. This follows directly from Corollary 1.2 by taking u 0 = e 1 . Proposition 8.1. Let G be an abelian subgroup of K + η,r,s (R) and let B 1 , . . . , B p ∈ K η,r,s (R) such that e B 1 , . . . , e Bp generate G. Then we have
Proof.
• First we determine g. Let M ∈ g. Then
and e M ∈ G. So e M = e k 1 B 1 . . . e kpBp for some k 1 , . . . , k p ∈ Z. Since B 1 , . . . , B p ∈ g, they pairwise commute (Lemma 3.10, (iv)). Therefore e M = e k 1 B 1 +···+kpBp . Write B j = diag(B j,1 , . . . , B j,r ; B j,1 , . . . , B j,s ), then
with
• Second, we determine g u 0 . Let B ∈ g. We have B =
.
Zf (l) . This proves the Proposition.
Lemma 8.2. Let G be an abelian subgroup of K * η,r,s (R). Then:
Then by Theorem 1.1,
we have e 2B = (e B ) 2 ∈ G 2 ), then 1 2 g 2 u 0 = R n and so g 2 u 0 = R n . By applying Theorem 1.1 to the abelian subgroup G 2 , it follows that
Corollary 8.3. Let G be an abelian subgroup of K * η,r,s (R). Then G has a locally dense orbit if and only if so is G 2 .
Proof. This is a consequence from Lemmas 4.10 and 8. 
is not dense in R n . Hence, by Theorem 1.4, G has nowhere dense orbit, in particular, it is not topologically transitive.
Proof of Corollary 1.7. Since r+2s ≤ n, it follows that p+s ≤ 9. The case n = 2 and some examples For a given partition η = (n 1 , . . . , n r ) of n, we see that r, s ∈ {0, 1, 2} and n i ∈ {0, 1, 2}. In this case, we have
Note that D * 2 (R), T * 2 (R) and S * are all abelian. Let G be a subgroup of K * η,r,s (R), r, s = 0, 1, 2. We distinguish three cases:
Then we have the following proposition.
. . , p and G be the group that they generate. Then G has a dense orbit if and only if ind(G) = 2 and for every (s 1 , . . . , s p ) ∈ Z p \{0}:
Proof. We let B k = diag(2 log |λ k |, 2 log |µ k |), k = 1, . . . , p. One has e B k = A 2 k and B k ∈ D * 2 (R), k = 1, . . . , p. Then B k ∈ g and by Corollary 1.5, the proposition follows. Example 9.2. Let G be the group generated by:
2 ). Then every orbit in R * × R * is dense in R 2 .
Proof. We see that ind(G) = 2 and U = R * × R * . Moreover, for every (s 1 , s 2 , s 3 ) ∈ Z 3 \{0}, one has the determinant:
Since 2, √ 2 and √ 3 are rationally independent, ∆ = 0. Therefore:
and by Proposition 8.1, G has a dense orbit. We conclude by Corollary 4.5, that every orbit in R * × R * is dense in R 2 .
Case 2: G is a subgroup of T * 2 (R). Then we have the following proposition.
. . , p and G be the group that they generate. Then G has a dense orbit if and only if ind(G) = 1 and for every (s 1 , . . . , s p ) ∈ Z p \{0}:
Proof. We let
One has e B k = A 2 k and B k ∈ T 2 (R). Then B k ∈ g. The proposition follows then from Corollary 1.5.
Example 9.4. Let G be the group generated by:
, A 2 = 1 0 1 1 and
Then every orbit in R * × R is dense in R 2 .
Proof. We see that ind(G) = 1 since r = 1 and −e √ 2 is an eigenvalue of A 1 , U = R * × R and for every (s 1 , s 2 , s 3 ) ∈ Z 3 \{0}:
So G has a dense orbit. By Corollary 4.5, every orbit in R * × R is dense in R 2 .
Case 3: G is a subgroup of S * . Then we have the following proposition.
.., p and G the group that they generate. Then G has a dense orbit if and only if for every (s 1 , . . . , s p ) ∈ Z p+1 \{0}:
Proof. We see that G ⊂ B * 1 (R) = S * and so ind(G) = r = 0. We let
and B k ∈ S. By Corollary 1.5, Proposition 9.5 follows.
Example 9.6. Let G be the group generated by:
Then every orbit in R 2 \{0} is dense in R 2 .
Proof. We see that G ⊂ S * and so ind(G) = r = 0. For every (s 1 , s 2 , t) ∈ Z 3 \{0}, one has the determinant:
It follows that:
By Corollary 1.5, G has a dense orbit. Since U = R 2 \{0}, it follows by Corollary 4.5 that every orbit in R 2 \{0} is dense in R 2 .
Corollary 9.7. If G is a finitely generated abelian subgroup of SL(2, R), it is not topologically transitive.
Proof. One can assume by Proposition 2.6 that G is a subgroup of D * 2 (R),
= − log |λ k | and by Proposition 9.1, G has no dense orbit.
, where µ k ∈ R and
Then log |λ k | = 0 and by Proposition 9.3, G has no dense orbit.
-If G ⊂ S * , then one can write
where θ k ∈ R and |λ k | = 1, k = 1, . . . , p. Then log |λ k | = 0 and by Proposition 9.5, G has no dense orbit.
Remark 2. We proved in ( [2] , Corollary 1.5), that no abelian subgroup of GL(n, C) generated by n matrices (n ≥ 1) is topological transitive. Example 9.6 shows that this property is not true for abelian subgroup of GL(2, R). The following is another example for n = 4: Example 9.8. Let G be the abelian group generated by:
Then every orbit in (R 2 \{0}) 2 is dense in R 4 .
Proof. We see that G ⊂ K * η,0,2 (R) = B * 1 (R) ⊕ B * 1 (R) where η = (2, 2). Hence ind(G) = 0 and U = (R 2 \{0}) 2 . Write
One has e B k = A 2 k , k = 1, 2, 3. For every (s 1 , s 2 , s 3 , t 1 , t 2 ) ∈ Z 5 \{0}, we have
Since π is a transcendent number, ∆ = 0. It follows that By Corollary 1.5, G has a dense orbit in R 4 . By Corollary 4.5, every orbit in (R 2 \{0}) 2 is dense in R 4 .
Appendix
Proof of Lemma 3.1.
• Let's show first that
Ker(e B − e µ I n ) ⊂ Ker(e tB − e tµ I n ) for all t ∈ R Let v ∈ Ker(e B − e µ I n ). Then for all m ∈ N, one has e mB v = e mµ v (1).
For all i = 1, . . . , n, denote by P i (t) =< e −tµ (e tB − e tµ I n )v, e i >, where <, > is the scalar product on R n . Write N = B − µI n . Then N is nilpotent and then for all t ∈ R, e −tµ (e tB − e tµ I n ) = e tN − I n = k=n k=1 t k N k k! .
It follows that P i is a polynomial of degree at most n.
According to (1), one has P i (m) = 0 for all m ∈ N and i = 1.., n. Therefore (e tB − e tµ I n )v = 0, for all t ∈ R and so v ∈ Ker(e tB − e tµ I n ), for all t ∈ R.
• Proof of (i): Let's prove that Ker(B − µI n ) = Ker(e B − e µ I n ) For any v ∈ Ker(e B − e µ I n ), denote by ϕ v : t → (e tB − e tµ I n )v, one has ϕ v (t) = 0 for all t ∈ R. Thus ∂ϕv ∂t (t) = (Be tB − µe tµ I n )v = 0 for all t ∈ R. In particular for t = 0, (B − µI n )v = 0 and so v ∈ Ker(B − µI n ), this proves that
Ker(e B − e µ I n ) ⊂ Ker(B − µI n ) (2).
Conversely, let v ∈ Ker(B − µI n ). Then Bv = µv and so
thus v ∈ Ker(e B − e µ I n ), this proves that Ker(B − µI n ) ⊂ Ker(e B − e µ I n ) (3).
It follows from (2) and (3) , that Ker(B − µI n ) = Ker(e B − e µ I n ).
• Proof of (ii): The proof is done by induction on n. For n = 1, it is obvious. Suppose that (ii) is true until the order n − 1 and let B ∈ M n (R) having only one eigenvalue µ so that e B ∈ T + n (R). By (i), one has Ker(B − µI n ) = Ker(e B − e µ I n )
Since e n ∈ Ker(e B − e µ I n ), so e n ∈ Ker(B − µI n ) and one can write with (e B ) (1) ∈ M n−1 (R) and B (1) ∈ M n−1 (R).
Since e B ∈ T + n (R), it follows that (e B ) (1) ∈ T + n−1 (R). By the induction hypothesis, B (1) ∈ T n−1 (R) and so B ∈ T n (R).
Proof of Proposition 3.2:
The proof is a consequence of the following results.
(i) exp(T n (R)) = T + n (R).
(ii) exp(T n (C)) = T * n (C). (iii) exp(B m (R)) = B * m (R) for every m ∈ N 0 .
Proof of (i): Let A ∈ T n (R) with eigenvalue λ. Then e A ∈ T n (R) with eigenvalue e λ > 0. Hence e A ∈ T + n (R) and therefore exp(T n (R)) ⊂ T + n (R). Conversely, let A ∈ T + n (R) and J = diag(J 1 , . . . , J r ) ∈ T + n (R) its reduced Thus there exists P k ∈ GL(n k , R) such that P k e J ′ k P This completes the proof.
Proof of Proposition 3.3. We need the following Lemma:
Lemma 10.1. Let A, B ∈ T n (K) (K = R or C) so that e A e B = e B e A . Then: (i) e tA e tB = e tB e tA , for all t ∈ R (ii) AB = BA Proof.
• Proof of (i):
Step 1. We prove by induction on m that for all m ∈ N * , one has e mA e B = e B e mA ( * )
For m = 1, the formula ( * ) is obvious by hypothesis. Supposed that ( * ) is true for m − 1 and let A, B ∈ T n (K) so that e A e B = e B e A . We have:
e mA e B = e (m−1)A e A e B = e (m−1)A e B e A = e B e (m−1)A e A = e B e mA .
Step 2. We prove that for all t ∈ R, one has e tN e tM = e tM e tN , where N = A − λI n and M = B − µI n , λ (resp. µ) is the only eigenvalue of A Proof of Lemma 3.4. Let M ∈ T n (C). Since M is nilpotent of order n, so for all t ∈ R, one has e tM = n k=0 t k M k k! . For all 1 ≤ i, j ≤ n, the function P i,j : R −→ C, defined by P i,j (t) =< (e tM − I n )e i , e j > is a polynomial of degree ≤ 2n. We have P i,j (m) = 0, for every m ≥ n. Therefore, for all 1 ≤ i, j ≤ n and all m ∈ N, P i,j (m) = 0, thus for all 1 ≤ i, j ≤ n, P i,j = 0. It follows that for all t ∈ R, e tM = I n . By derivation, one has M e tM = 0, for all t ∈ R, in particular, for t = 0, M = 0. This completes the proof.
