GR-210 A Multimodel Framework for Tiny Object Detection
Abstract

Results

Tiny object detection is one of the most challenging problems in computer vision.
The state of the art object detection algorithms such as R-CNN, SSD, and YOLO
do not sufficiently address the above problem. In this study, we propose a novel
method to detect very small objects in the 52 − 82 pixel range that appear in
much larger images. Experimental results using the GTSRB dataset show that
the prediction accuracy of the proposed method is 7.5% higher than the baseline
model. Also, for some 16 images of the Mapillary Traffic Sign dataset, the
proposed method localizes 15 of the 27 small traffic signs and produces only 39
false positives in total.

Throughout our experiments, these hyperparameters are set as follows. 𝛼 = 20,
𝑛 = 1000, and 𝑘 = 0.4.
Extracted potential image patches called ROI are upsampled and enhanced by
a Super Resolution Generative Adversarial Network (SRGAN). Then the twostage cascade classifier filters the ROI that contains only the background and
classify the other ROI into 43 classes of traffic signs.
The performance of our method is compared with a baseline model which
consists of sliding window algorithm, bicubic interpolation and the same binary
and multiclass ResNet50 [2] models used in the two-stage cascade classifier.
Data Preprocessing and Experimental Setup: SRGAN is trained using 10473
traffic sign images from GTSRB dataset [3]. Binary ResNet50 is trained using
the above images and equal number of background patches obtained by the
Mapillary dataset [4]. Multiclass ResNet50 is trained using a separate balanced
dataset from GTSRB dataset consists of 10666 images. T-V split ratio is 80:20.
For the validation of the baseline and the proposed framework, the following 2
benchmark datasets are created. BMV1: uses the validation set of last training
set above and equal number of additional background patches. BMV2: 16
resized dashboard camera images from the Mapillary dataset. All the
experiment has been done using Google Colaboratory.

Introduction
Small object detection has become a widely used technique in many real-world
applications, such as robot vision, video surveillance, autonomous vehicles,
etc. Therefore, the actual challenges in small object detection depends on its
application. The detection of small objects with a precise localization and realtime speed is mainly affected by intraclass variation, changes in object rotation
and scale, occlusion, and change in illumination. Most of these challenges for
regular-sized objects are reasonably handled by the modern state of the art
object detection algorithms including but not limited to R-CNN, YOLO, SSD,
and feature pyramid networks to help develop various technologies that are
commercially available today. However, adaptation of such algorithms along
with other object detection techniques such as image tiling does not address
small object detection sufficiently.
The proposed method is a framework of three component algorithms known as
Grouping Window, SRGAN [1], and a cascade classifier. We compare it with
the baseline consisting sliding window, bi-cubic interpolation, binary and
multiclass CNN models.

Research Question(s)
Any object detection arise two common tasks: localization and classification. In
this study we focused on the following questions.
➢ How to localize very small objects in an image with a complex background?
➢ How to classify the detected small object

Fig.3 Some detection results of the proposed method on BMV2:
Detection of small traffic signs with the proposed framework. Left: All potential ROI generated by the Grouping
Window. Right: The resulting ROI produced at the end of the detection. Two out of three traffic signs have been
detected with incorrect labels. Also, some two false positive traffic sign detection occur in this case.

Conclusions

Materials and Methods

The detection of very small objects is an ongoing research. There are two
challenging tasks to address: localization and classification of the small object.
Table 2, shows the True Localization Rate (TLR) and False Localization Rate
(FLR) for different binary cut-off value in the two-stage cascade classifier. Thus,
depending on the application the proposed method can help automate the
detection of objects of 52 − 82 pixel range in a larger images with a complex
background. If the user intend to have a clean detection, set the cut-off for a
lower value and use a human to filter the false positives. To fully automate the
detection while minimizing the false positives, set a higher cut-off value. To
increase the classification accuracy, we suggest using more training data with
greater in-class variation. Future research should incorporate a denoising
algorithm for the super-resolution images and improve the signal to noise ratio.
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Grouping Window extracts 8 ×
8 ROI (Region of Interest) with respect to every pixel at (H-8, W-8), where H and W are height and width of the
input image respectively. It also stores and tracks the coordinates of the predicted ROI. Then SRGAN upsamples
and enhances the ROI to 32 × 32. Finally, the two-stage cascade classifier predicts the class of each ROI that is
subject to image super resolution.

Grouping Window is a faster grid search method that can use distributed
computing to extract ROI containing a traffic sign. It filters the image patches
that has a maximum contour less than a minimum. Then it applies K-Means
clustering followed by Non Maximal Suppression to construct small groups of
windows. The 3 most important hyperparameters of the proposed framework are
threshold for the minimum contour 𝛼, number of groups of windows 𝑛, and
overlap threshold 𝑘.
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