Reduced bio-basis is the minimal set of fixed-length sub-sequences of a biological sequence with maximum information. Sequence data are not numerical so centroid-based clustering algorithms are not directly applicable. The main contribution of this paper is to show how to apply centroid-based algorithms on biological sequences. The average similarity between a subsequence and other sub-sequences in a cluster is reduced to a similarity between the sub-sequence and an artificial centre formed in a similar way to the formation of the centre of symbolic objects. After applying the hard version of the proposed symbolic clustering algorithm, a possibilistic membership is computed for each sub-sequence that adds high outliers' rejection capability to the algorithm. Well-studied issues for the centroid-based approach such as parallelism or scalability can be applied to the proposed approach. Experimental results on several real datasets show that the proposed approach, in several respects, is superior to traditional methods.
Introduction

The bio-basis selection problem
In order to recognise functional sites within a biological sequence, the sub-sequences obtained through moving a fixed length sliding window are generally analysed. A biological sequence is a sequence of amino acids. Each of the 20 amino acids is represented by a single alphabetic. A biological sequence is similar to a document and the sub-sequences obtained through moving a fixed length sliding window are the words inside this document. Encoding each of the 20 amino acids using a 20-bit binary vector is an early inefficient approach for coding a sub-sequence proposed in Qian and Sejnowski (1988) . The proposed approach here relies on computing the degree of similarity between each pair of sub-sequences without the need of encoding as introduced in Berry et al. (2004) and Yang and Thomson (2005) . In order to use this approach the input biological sequence is represented as an array of fixed size string (sub-sequence) of alphabetic. Sub-sequences are obtained through moving a fixed length sliding window on the input string representing the biological sequence. The dataset size equals the number of subsequences. Clustering these sub-sequences allows selecting the minimum set of subsequences (bio-basis) with maximum information (reduced bio-basis).
For ease of discussion, in rest of the paper, the following terminologies are used: A: set of 20 alphabets representing amino acids in a sequence dataset (Johnson et al., 1993) .
X: the input dataset, where X={x 1 , x 2 ,....,x j ,......x n } be the set of n sub-sequences with d residues where d is the window size, M: mutation matrix has 20 columns and 20 rows. M [a, b] is an integer value that represents the probability or a likelihood value that the amino acid a mutates to the amino acid b after a particular evolutionary time which is not necessarily equal to the probability or a likelihood value that the amino acid b mutates to the amino acid a after a particular evolutionary time as pointed out by Henikoff and Henikoff (1992) . Therefore M is asymmetric.
( , )
i j h x x : The similarity measure that denotes the non-gapped homology alignment score between two sub-sequences x i and x j . It is presented in Maji and Pal (2007) 
where d is the number of characters in each sub-sequence (window size) and it is set to 8 in the pre-processing step as in Maji and Pal (2007) . M [x i [q], x j [q] ] is a homology alignment score (similarity value) and can be obtained from the mutation matrix M. Each character in a sub-sequence corresponds to row/column in the mutation matrix. Since the mutation matrix is asymmetric then ( , )
i j j i h x x h x x  , i.e., the similarity matrix using h is actually a complete one, not an upper triangular one.
Clustering algorithms
Cluster analysis methods are data mining techniques that aim to detect homogeneous groups with large separation among them (Sneath and Sokal, 1973 ). Because of above explained nature of sequence data, most of the techniques proposed for sequence clustering are relational clustering either medoid-based or hierarchical. These algorithms only require a similarity measure between each pair of sub-sequences that are usually stored as a matrix called the similarity matrix. In medoid-based algorithms, a cluster is represented by the most centrally located object in a cluster (instead of cluster centre as in centroid based algorithms) which makes medoid-based algorithms able to deal with relational data. Early medoid-based algorithm termed PAM is introduced in Kaufman and Rousseeuw (1987) . PAM randomly selects k representatives then in each step a swap between each non-selected object and selected object is done as long as such a swap would result in improvement in the quality of clustering. Algorithm CLARA (Kaufman and Rousseeuw, 2009) tries to scale PAM by using sampling. It uses several (five) samples and returns best results obtained by applying PAM on each sample. Algorithm CLARANS (Ng and Han, 2002) uses randomised search to reduce the complexity of PAM. Randomised search is used to generate neighbours. If a neighbour represents a better clustering, the process continues with this new node.
The objective function of medoid-based (or centroid-based) algorithms to be minimised is a Least Squares type function. Clustering algorithms that minimises this type of objective function are not robust and a single outlier object may lead to bad clustering results. For instance, several very large groups can appear artificially joined together as constituting a single cluster, or one or more clusters made up merely of outliers observations can be detected. Also, they require specifying the number of clusters in advance and can only discover clusters of convex shape.
Hierarchical clustering, on the other hand, does not require the number of clusters to be known in advance. They are divided into two category agglomerative methods and divisive methods. Agglomerative methods progressively merge objects according to their degree of similarity while divisive methods start with the whole dataset as one cluster and progressively subdivide the data set. Several linkage criteria are used such as single linkage, complete linkage and average linkage (Sneath and Sokal, 1973) .
Hierarchical clustering algorithms suffer from their inability to recover early bad merge or divide decisions while computing the hierarchy of clusters as a representation of the data. Also, traditional hierarchical clustering algorithms suffer from high computational cost. These problems may be tackled using either clusters proximity or clusters interconnectivity or both as explained in Karypis et al. (1999) . In , an efficient on-line single-linkage hierarchical clustering algorithm is proposed. The algorithm produces a hierarchical dendrogram from the k-nearest table that are continuously updated by the arrival of a new object. An iterative algorithm based on average linkage strategy is also proposed in Sharara and Ismail (2007) .
Another category of clustering techniques that does not require the number of clusters in advance is the density based algorithms such as DBSCAN (Ester et al., 1996) . Density-based algorithms extract dense regions as clusters separated by low-density regions. Several research studies worked on reducing the computational complexity of DBSCAN. El-Sonbaty et al. (2004) try to scale DBSCAN by first partitioning the dataset then examining dense regions in each partition and finally merging these dense regions to reach the final natural number of clusters. Further progress is found in El-Sonbaty and Said (2009) in which the concept of leaders (prototypes) is used.
PAM, CLARA, CLARANS, Hierarchical Clustering, Density-Based and other early algorithms for relational clustering (Ramkumar et al., 1998) generate hard clusters. When existing clusters are highly overlapped as the case in sequence clustering, fuzzy clustering is highly recommended as pointed out by James (1981) .
Some of the early fuzzy relational clustering algorithms are the Relational Fuzzy CMeans (RFCM) introduced in Hathaway et al. (1989) . RFCM is extended (Hathaway and Bezdek, 1994) to ease the restrictions that RFCM imposes on the dissimilarity matrix. This approach is generalised further (Dave and Sen, 2002) to handle datasets containing noise and outliers. A fuzzy clustering algorithm for a relational data termed as FCMdd (Fuzzy C-Medoids) is proposed in Krishnapuram et al. (2001) . FCMdd is compared to the Relational Fuzzy C-Means algorithm (RFCM) and found to be more efficient. However, with a noisy data, the membership of both FCM and FCMdd cannot always represent the membership degree of the data object well. Xenaki et al. (2016) proposed an adaptive possibilistic clustering (APCM) model which can determine the cluster numbers and the scale parameter of possibilistic c-means (PCM) adaptively. In traditional PCM, the typicality of a data point to a cluster depends only on the distance of the point to that cluster, and it does not consider the distance of the point to other clusters, thus it may result into coincident clusters if none of the initial centres in the outliers region. The adaptive approach can deal with coincident clusters that make it less sensitive to the number of initial clusters.
Motivation and contribution
Above problems in previous clustering techniques and the nature of symbolic data motivate us to propose a robust possibilistic symbolic clustering algorithm based on average link termed as PSYMLINK. In PSYMLINK, the use of cluster medoids is avoided. The average similarity between an object and other objects in a cluster is maximised that allows the produced cluster boundaries to have a non-spherical shape. PSYMLINK is initialised with the same number of clusters as RFCMdd in order to be able to use the reported results in Maji and Pal (2007) . The artificial centres resulting from the initialisation step are used to compute initial parameters for the final refinement step using the proposed possibilistic symbolic clustering algorithm. Possibilistic clustering shows a high outlier rejection capability as it makes the memberships of outliers very low. The parameters of PSYMLINK are updated dynamically in the runtime similar to the adaptive possibilistic c-means proposed in Xenaki et al. (2016) . An experimental study is conducted on different datasets for several numbers of clusters which are chosen the same way as in Maji and Pal (2007) . PSYMLINK outperforms the best results obtained by RFCMdd.
Related work
Clustering is successfully applied to several problems in bioinformatics such as dimension reduction (Alshalalfa et al., 2011) , biological sequence analysis (Aghdam et al., 2013; Hazelhurst and Lipták, 2011) and gene expression analysis (Archetti et al., 2012) .
In Alshalalfa et al. (2011) , a multi-level clustering method is used in extracting the significant representative features (genes) of gene expression dataset. In Sakar et al. (2014) , a graph-based clustering method is used for identifying the features of virus genes.
Also, clustering is widely used in gene expression analysis, recent research studies in this area usually integrate biological information with traditional clustering methods that allow discovering modules of genes that are both highly coherent in their gene expression and regulatory profiles. In Archetti et al. (2012) , Transcription Factors (TFs) and gene interactions are integrated with gene expression data in single objective function to be minimised using relational clustering. Also in Rider et al. (2014) , an ensemble similarity measures is proposed for utilising known gene-gene interaction data to improve results of existing clustering techniques in the analysis of microarray data.
One of the very important bioinformatics applications of clustering is the analysis of biological sequences. In Aghdam et al. (2013) , a new heuristic Clustering is used for estimating parameters of a Profile Hidden Markov Model (PHMM) to be used for modelling protein and DNA sequence families based on multiple alignments. Other efficient approaches for sequence clustering that are based on partial matching of sequences instead of all-versus-all comparison of sequences is found in Hazelhurst and Lipták (2011) . Recent scalable hierarchical algorithm for sequence clustering based on single linkage strategy is found in Hung and Samudrala (2014) . Maji and Pal (2007) integrated the principles of rough sets and fuzzy sets with FCMdd and proposed roughfuzzy c-medoids (RFCMdd) algorithm to select the most informative bio-basis. Berry et al. (2004) introduced the concept of bio-basis and used a kernel function to transform biological sequences to feature vectors directly. Input data is transformed to highdimensional feature space using the similarity of an input sequence to a bio-basis with reference to a biological similarity matrix. The results of RFCMdd are compared to early results in Berry et al. (2004) . An efficient soft clustering algorithm based on randomised search is proposed and compared to RFCMdd for computing reduced bio basis in Mahfouz and Ismail (2012) . This research study proposes an adaptive symbolic possibilistic clustering algorithm that is based on average similarity for computing reduced bio-basis. To be noted that the possibilistic paradigm is also applicable to the biclustering problem as in Mahfouz and Ismail (2009) . Symbolic approach can be used in classification as found in Mahfouz et al. (2016) . The most relevant research studies to our focus are by Mahfouz and Ismail (2012) , Maji and Pal (2007) , Sharara and Ismail (2007) , and Xenaki et al. (2016) .
Outline of the paper
The rest of the paper is organised as follows: Section 2 describes the proposed objective function and algorithms. Section 3 compares the performance of the proposed algorithms to several related algorithms. Finally, conclusions with summary and ideas for future work are presented in Section 4.
Proposed approach
The proposed approach is a combination of pre-processing, initial clustering and finally possibilistic clustering as a refinement step. Figure 1 represents the top-level architecture of the PSYMLINK and the following sections explain its different phases in detail. The output of the initialisation phase is used in computing initial artificial centres and initial parameters for the possibilistic phase. The following subsections first describes the objective function to be minimised and show how this objective function can be further reduced and reformulated as a possibilistic symbolic c-means clustering. Next, the initialisation step is discussed followed by the proposed possibilistic symbolic clustering technique (PSYMLINK). Commonly used abbreviations and symbols are listed in Table 1 . Table 1 Abbreviation and symbols 
Abbreviations Description
Proposed objective function
The proposed solution of our problem resides in modifying the objective function of the traditional possibilistic c-means (PCM) such that we can avoid the use of cluster centres. As shown in equation (2), which is the objective function to be minimised in PCM, it contains two terms; the first one is the objective function of the c-means, while the second term is a penalty term to maximise the size of the produced clusters.
Where u pi is the possibilistic membership of sub-sequence i in cluster p and represents an entry (i, p) in the membership matrix U; d(x i , v p ) is the dissimilarity between an object x i and a cluster centre v p . β p is a scale parameter that can be estimated using the average size of the p th cluster. The obtained solution is highly dependent on the parameter β p . Note that if 0 p p    (i.e., the second term of J m (U) is omitted), then a trivial solution is obtained by the minimisation of the remaining cost function (i.e., u pi = 0 , p i  ; as no probabilistic constraint is assumed). The constraints on the elements of U are relaxed in PCM algorithm, to:
In order to avoid the use of cluster centres in the proposed algorithm, the objective function of traditional possibilistic c-means (PCM) is modified as shown in equation (6), such that the reciprocal of average similarity between an object in a cluster and all other objects in the same cluster is used instead of d(x i , v p ) in equation (2) above. Cluster centres cannot be directly computed in the case of sequence data. The proposed objective function to be minimised is:
where S(x i ,x j ) is the similarity between sub-sequence i and sub-sequence j.
Another modification in this paper to the traditional PCM is the use of an adaptive approach for setting βp. The work done in Xenaki et al. (2016) for PCM is slightly modified to allow updating βp dynamically in each iteration.
Using homology alignment in equation (1) as a similarity score, the objective function to be minimised in equation (6) can be rewritten as follows:
where h(x i ,x j ) is the homology alignment between sub-sequence i and sub-sequence j.
The average similarity term can be further reduced as follows: These three values represent three events associated with this feature. For sub-sequences generated using a sliding window of size 8 we have 8 features where each feature may have one of 20 possible alphabetic values. In the proposed symbolic approach, the cluster centre of cluster p termed as Z p can be formed as a vector of ordered pairs (a, w rq ) p of size equal to the no. features (=8) times the no. events associated with each feature (=20). The size of Z p is 20×d where d is the window size. Each entry Z p [r,q] is a pair (a, w rq ) p where a=A[r] ϵ A, and w rq represents the degree of association of an event A[r] to a feature q in the centre of cluster p and it is defined as in equation (9). Let h(x i , Z p ) be the similarity between a sub-sequence x i and the cluster centre Z p . It is calculated as follows:
Using equation (11), the objective function in equation (7) to be minimised can be rewritten as follows:
To be noted that the derivative of any sub-term of the first term of equation (12) which does not contain u pi is equal to zero. Also for the second term:
The solution of equation (13) 
Proceeding with the minimisation of J m (U) with respect to u pi and Z p , we end up with the following PCM like updating equations, the memberships are updated in iteration t as follows: 
The proposed initialisation procedure
The initial value of the input parameter β p , the initial hard membership matrix U and the cluster centres Z P where p=1, 2, 3,...k are computed using the initialisation procedure described in Figure 2 . Then, they are fed to the proposed possibilistic algorithm described in Figure 3 , as a refinement step. maxFails: maximum number of failures and it is chosen equal to |X| δ: a threshold on the average similarity among objects of a cluster Begin 1. Create initial cluster centre Z for all data as a single cluster using equation (9 
//success move x r to cluster q update cluster centres Z p and Z q failCount=0 else failCount= failCount+1 EndIf EndWhile 6. Return initial hard membership matrix U END Multiple techniques exist in the literature for estimating the number of clusters. They are based on running the algorithms repeatedly with different values of the number of clusters and comparing the clustering results. However, for large datasets this will be extensive parameter fine-tuning process and totally not practical. The most related techniques for the proposed initialisation procedure are Sharara and Ismail (2007) and Maji and Pal (2007) . Sharara and Ismail (2007) specify a threshold α on the average similarity among each cluster. The user can easily specify a value of this threshold based on the amount of homogeneity he needs in the resulting clusters. The use of a threshold on the average similarity allows identifying candidate outliers which will be unable to produce a cluster with acceptable size constrained by this threshold.
As shown in Figure 2 , initial clusters are created in step 1 to 4 by creating artificial centre representing all the data, then a degree is computed for each sub-sequence. The sorted list is used for creating initial clusters similar to the procedure followed by Maji and Pal (2007) . After initial clusters are created, a refinement step using randomised search is done in step 5. In each iteration of step 5, a random object x r in cluster c p is selected and moving x r to randomly selected cluster c q is tested. If such a move reduces the objective function, x r is moved from cluster c p to cluster c q otherwise it is considered a failure and the algorithm stops when the number of continuous failures exceeds a threshold chosen as a percentage of the size of the dataset. Steps 4-6 can be repeated with different values of δ to produce different initial clusters. Possible values for the threshold δ can be estimated using a histogram in which a bin represents the count of pair of sub-sequences having similarity in the range of the bin. The start of the right tail of the histogram to the end (=1) are suitable values to be tried. This procedure is used in tuning the input parameter δ.
The proposed approach can be distinguished from Maji and Pal (2007) as follows:
1 In Maji and Pal (2007) , the degree of a sub-sequence equals the count of subsequences having similarity with that sub-sequences greater than a threshold δ while in the proposed procedure the average similarity of an object with other objects is used instead.
2 The way the degrees are calculated in our approach allows trying different values for δ by repeating only steps 4-6 while in Maji and Pal (2007) the whole procedure needs to be repeated.
3 After creating initial bio-basis in step 4, a hard symbolic clustering is applied using randomised search in step 5.
4 Fewer parameters are needed by the proposed algorithm. A proper value for the threshold δ can be systematically estimated.
The proposed algorithm (PSYMLINK)
After computing the initial hard membership matrix U using the initialisation procedure in Figure 2 , the initial weights of each symbolic centres Z p and initial value of each parameter β p of cluster C p where p=1,2,….,k is computed as follows:
Where n p is the size of cluster p. Following the adaptive PCM approach (Xenaki et al., 2016) , the values of β p is updated in our algorithm in each iteration t as follows:
n p in equation (19) is replaced in equation (20) with the sum of memberships of objects having their greatest membership in cluster p. Also, only these memberships are included in the numerator. As shown in Figure 3 , the artificial cluster centres and the memberships are updated iteratively similar to PCM until a stopping condition is reached. PCM gives outliers low memberships in all clusters. In order to use this property of PCM and to reduce the effect of such objects on computing new β p , the memberships in equation (20) are calculated without defuzzification. The parameters of the proposed algorithm are not user-defined parameters while RFCMdd requires several input parameters in order to achieve a robust clustering. The formula for computing new memberships at iteration t+1 are computed from previous values of β p as follows:
( 1) ,
where β min =min β p is computed at the beginning using equation (19). Initialise U, Z p using the algorithm described in Figure 2 Initialise β p for p=1, 2,..., k using equation
Update U using equation (21) Update cluster centre using equation (18) Update β p using equation (20) Until Output U End [PSYMLINK] Since the number of clusters k in the experiments is chosen in the same way as in Maji and Pal (2007) where it is shown that k is not very larger than the actual number of clusters. Appropriate values for the parameter α, in this case, are around 1 as reported in Xenaki et al. (2016) . In the next sections, all results are computed using α=1.
Illustrative example
The following example will show how the cluster centre is formed and how the similarity between a sub-sequence and the cluster centre equals to the average similarity between this sub-sequence and the other sub-sequences.
Example: consider the following 4 sub-sequences (window size d=4):
x 1 =IPRS, x 2 =KPRT, x 3 =YKAE and x 4 =YPRE Using equation (9), The cluster centre Z p representing the four sub-sequences x 1 , x 2 , x 3 , and x 4 is
The artificial centre Z p representing the three sub-sequences x 2 ,x 3 , and x 4 is
Using the mutation matrix, the similarity between x 1 and Z p -x 1 is:
(1/3*24+2/3*28)+ (1/3*28+2/3*56)+ (1/3*24 +2/3*56)+(1/3*36+2/3*32)=(24+56+28+112+24+112+36+64)/3 =456/3=152
The above value equals to the average similarity as follows:
The above example shows that the similarity between a sub-sequence x 1 and an artificial centre Z p -x 1 is equivalent to the average similarity between x 1 and the sub-sequences x 2 , x 3 and x 4 represented by Z p -x 1 .
Assessment measures
The following two quality measures intra-cluster similarity and inter-cluster similarity assess both homogeneity and separation of the output clustering respectively in Maji and Pal (2007) . Low value of inter-cluster similarity means large separation while high value of intra-cluster similarity means high homogeneity. They are defined as follows:
, 1 inter-cluster similarity max ( ( , ) ( , )) 2
where
In order to be able to use the above two measures a representative v p should be computed from the final clustering results obtained using PSYMLINK for each cluster C p where p=1, 2,...k as follows:
In the following performance analysis of the proposed algorithm, the Dunn Index and Silhouette width are used. Dunn Index is introduce in Dunn (1974) . It is an example of non-linear combinations that measures the ratio between the largest cluster similarity and the smallest intra-cluster similarity in a cluster and it is defined as follows:
where diam(C m ) is the minimum intra-cluster similarity within cluster C m , and sim(C k ,C l ) is the maximal similarity between pairs of data items i and j with i  C k and j  C l . The Dun Index is limited to the interval [0, +∞] and should be maximised. The Silhouette width is introduced in Rousseeuw (1987) . In order to compute the global Silhouette width of clustering output, the silhouette value for each individual data item need to be computed. The Silhouette value represents an indicator on the membership of a data item in a specific cluster. The Silhouette Width for a cluster is computed as the average Silhouette value over all input data. A Global Silhouette value, GS u , can be used as an effective validity index for U.
where s i represents the Silhouette value for the i th sample x i in a cluster C j and is defined as follows:
where a i denotes the average distance between a data item i and all data items in the same cluster, and b i denotes the average distance between i and all data items in the closest other cluster. A value of s i close to 1 indicates that x i has been well clustered. Global Silhouette can be used to estimate the most appropriate number of clusters.
Results and discussions
In Figure 4 and Figure 5 , the values obtained for other algorithms are those reported in Maji and Pal (2007) . For PSYMLINK, 20 runs were executed to get a reliable average measure of the validation indices at various numbers of clusters. The value of the thresholds of the initialisation algorithm was chosen to produce the same number of clusters used in evaluating RFCMdd. RFCMdd algorithm is re-implemented to allow comparing execution time and using other performance indices. The proposed algorithm is implemented using C# on windows 7, 64-bits environment having a machine configuration of core I3, 2.4 GHz, 1 Mbyte cache, and 4GB of RAM. 
Datasets and pre-processing
In order to reduce the risk that our conclusions might be valid only on a particular corpus, the performance of the proposed algorithms is analysed using all the five HIV datasets (Peng et al., 2005) of Maji and Pal (2007) . Each dataset is a sequence of characters from the set {A,C,D,E,F,G,H,I,K,L,M,N,P,Q,R,S,T ,V,W,Y}. NP_057849 and NP_057850 represent the longest and the shortest sequence among the five datasets and have a length of 1435 and 500 characters respectively. The sub-sequences are obtained from the protein sequences through moving a sliding window with eight residues. The total number of sub-sequences with eight residues in NP_057849 and NP_057850 are 1428, and 493 respectively.
Comparison using intra and inter cluster similarity measures
In this experimental study, the following algorithms are considered:
1 C-medoids: RFCMdd, FCMdd, HCMdd, and RCMdd (Maji and Pal, 2007) 2 Neural Network (MI) (Yang and Thomson, 2005) 3 Genetic algorithm (GAFR) (Berry et al., 2004) .
The values for the other algorithms are those reported in Maji and Pal (2007) . As shown in Figures 4 and 5 , the proposed algorithm scored higher values for intra-cluster similarity for different number of clusters while scored lower values for inter-cluster similarity than other algorithms which means it achieves higher homogeneity and larger separation respectively compared to other tested algorithms. The gain measured as an increase in intra-cluster similarity (increase in homogeneity) was higher than the gain measured as the decrease in inter-cluster similarity (increase in separation). The best gain achieved with cluster count = 13 and the lowest gain achieved with cluster count = 36.
Comparison with RFCMdd algorithm using other performance indices
In order to compare PSYMLINK with RFCMdd using different performance indices, the RFCMdd is re-implemented. As shown in Table 2 , PSYMLINK scored high values for both Dunn Index and Silhouette Width. These indices are good indicators because, for instance, large Dunn value means both large homogeneity and large separation while high Silhouette value means that clusters are well separated. The proposed algorithm proved to be superior to other tested algorithms. The gain in Silhouette Width is higher than for Dun index may be because the proposed objective function matches Silhouette Width more than Dun index. In other words, the proposed algorithm achieves higher separation than compactness. The highest gain is achieved with the largest dataset NP_057849. 
Runtime analysis
The results in Figure 6 and Figure 7 represent the average execution time for PSYMLINK and RFCMdd. In this experiment, the corresponding algorithms are applied to the dataset NP_057849 and NP_057850 for different number of clusters. From Figure 6 , it is clear that PSYMLINK is slightly slower than RFCMdd on NP_057849 and comparable to it for the smaller dataset NP_057850. Also, the higher the cluster counts the higher the execution time for both algorithms and the difference between them. Even though the computation needed for the minimisation of our proposed objective which is based on the average link is expected to be much higher than the computation for minimising the objective function of the c-medoids, PSYMLINK is found to be slightly slower than RFCMdd. This is due to the use of symbolic representation and keeping the column basis of the membership matrix. It was noted through the experimental results that PSYMLINK has a very high converging rate, in addition to the enhanced quality of the clustering results as shown above. An efficient implementation can reduce computations of E pi by keeping the computational complexity of the steps of the initialisation procedure is as follows: step 1 is O(n); step 2 is O (d.n); step 3 is O (n log n). In step 4, the ordered list of objects is scanned from the beginning to the end only once so step 4 is O (n).
Step 5 is O (i.d).
Where d is the sliding window size, n is the number of objects and i is the number of iterations which depends on n and the maxFails parameter.
Conclusion and future work
This paper applied the concept of symbolic clustering to sequence data. Our approach was to maximise the average similarity while at the same time the size of a cluster is minimised by computing the zeros of the derivative of the proposed objective function with respect to sequence memberships. By using suitable similarity measures from literature such as homology alignment the average similarity of sub-sequences within a cluster can be easily turned into a similarity between each sequence in a cluster and an artificial centre which is formed by computing the frequency of a character in each position in the cluster sub-sequences. The proposed algorithm has two main steps. First, an initialisation procedure in which a threshold on the average similarity rather than a pre-specified number of clusters is specified. Finally, possibilistic symbolic c-means is applied as a refinement step. By applying the proposed algorithm in computing reduced bio-basis and comparing its results with the results obtained for other classical and state-of-the-art clustering algorithms, the proposed clustering algorithm showed a remarkable performance and proved to be competitive to other widely used algorithms. The following can be concluded from the analysis of the algorithms and the experimental results:
 The proposed possibilistic approach is able to deal with outliers and produces a higher quality of results than C-Medoids algorithms in terms of both Silhouette width and Dun Index.
 The gain in Silhouette width is higher than of Dun index as it matches the proposed objective function. This means that the proposed algorithm achieves higher separation than compactness.
 The algorithm PSYMLINK is compared to GAFR and MI in terms of inter-cluster similarity and intra-cluster similarity and shows highly competitive results.
 PSYMLINK is slightly slower than C-Medoids but has less computational complexity than hierarchical algorithms. However, by using artificial centres, other scalable and parallel centroid-based techniques are applicable.
 RFCMdd requires several input parameters to be specified by the user on the other hand PSYMLINK parameters are not user-defined parameters and initialised systematically also they are changed dynamically in runtime similar to APCM.
