We consider an extended variant of the classical coupon collector's problem with infinite number of collections. An arriving coupon is placed in the r th collection, r ≥ 0, if r is the smallest index such that the corresponding collection still does not have a coupon of this type. We derive distributional limit theorems for the number of empty spots in different collections at the time when the 0 th collection was completed, as well as after some delay. We also obtain limiting distributions for completion times of different collections. All main results are given in an ultimate infinite-dimensional form in the sense of distributional convergence in R ∞ . The main tool in the proofs is convergence of specially constructed point processes.
Introduction
The coupon collectors problem is undoubtedly one of the most popular classical problems in combinatorial probability. It is not only of purely theoretical interest, but also finds numerous applications (see, e.g., [5] , [20] , or [1] ). Relatively recently, an extended version of this problem has attracted considerable attention (see [10] , [11] , [2] , and [7] ).
Following [11] , we give its statement as follows. A person collects coupons, each of which belongs to one of n ∈ N different types. The coupons arrive one by one at discrete times, the type of each coupon being equiprobable and independent of types of preceding ones. Each time the person receives a coupon which he does not yet have, he puts it in his album. Otherwise, he gives it to his younger brother. In his turn, the latter puts it in his own album, if the coupon is new for him. Otherwise, he gives it to the next younger brother, and so on. All the brothers try to complete their own collections, using the same policy. The main collector is labelled 0, the younger brother 1, the next younger brother 2, etc.
For r ∈ N 0 = N ∪ {0}, let T (n) r stand for the time the r th person completes his collection.
By a classical result due to Erdős and Rényi [8] , with γ = −Γ ′ (1) standing for the EulerMascheroni constant. So, the limiting distribution is of Gumbel type. Denote by U (n) r , r ∈ N, the number of empty spots in the album of the r th brother at time T (n) 0 , that is, when the main collector completed his album. In [21] , by using the optional stopping theorem for a specially constructed martingale, it was shown that EU This was proved in [10] and [11] by using a non-elementary generating function argument, and in [2] by a simpler and more direct probabilistic reasoning. Moreover, the latter argument made it possible to obtain another, more explicit representation:
n k (−1) k+1 k r , r ≥ 1.
By (10.1) in [10] , for the above hyperharmonic numbers the following asymptotic formula holds: r! H (n) r ln r n → 1 as n → ∞. (1. 3)
It should be noted that the term "hyperharmonic numbers" often refers to a different numerical sequence (see, e.g., the corresponding article in Wikipedia). Note that this problem allows for different, though equivalent, formulations. For instance, we give another one in terms of a balls-into-bins model. Suppose we have an infinite sequence of balls and n bins of unlimited capacity. Each time a single ball is placed into one of the bins, which is chosen equiprobably and independently of the previous history. In this setting, T (n) r means the first time when each bin contains at least r + 1 balls. Similarly, U (n) r stands for the number of bins containing at most r balls at time T (n) 0 , that is, when each bin first contains at least one ball.
Throughout all this time, the question about limiting distributions for U (n) r as n → ∞ remained open. This problem was explicitly stated on p. 446 in [7] . In order to determine these limiting distributions it would be natural to use the generating function of U (n) r . The latter can be easily deduced from Proposition 4.1 in [10] :
It is, however, clear that the generating function of such an ominous form can hardly be used for this purpose. Therefore, as in our previous paper [15] , we take a different approach based on the use of point processes. This allows not only to determine the limiting distributions for U (n) r (looking ahead, they will turn out to be exponential) but also to obtain the limit theorem in an ultimate infinite-dimensional form. In other words, we will prove the distributional convergence of the sequence U (n) r , r ∈ N , normalized in a proper way, to a random element (E, E, . . .) of R ∞ as n → ∞, where E is (all the time the same!) Exp(1)-distributed random variable. This means that U (n) r exhibit an incredible asymptotic stability. The precise statement is given in Theorem 2.1 below.
Note that in the proof of this limit theorem we use a rather unusual trick which, hopefully, can be applied elsewhere. Namely, appealing to a certain analogy between normalization and thinning, we prove the distributional convergence for thinned random variables rather than for normalized ones. This convergence can be deduced from that of specially constructed point processes. The way we then return to normalized random variables is described in Section 4.
We also prove another limit theorem which can be called delayed one. The idea behind is as follows. Due to their definition, the random variables U (n) r increase unboundedly as n → ∞. Thus, in order to obtain a distributional limit, we had to use some normalization. If one still wants to obtain a limit result without any normalization, one should, instead of U (n) r , consider the number of empty spots in the album of the r th brother not at time T (n) 0 but after some delay, that is, at time T r , the corresponding numbers of empty spots will not go to infinity as n does, but will instead converge in distribution to some limit law. In Theorem 2.2, we find this right form of d (n) r and establish convergence to a geometric distribution. Like the previous result, we state and prove this one in an infinite-dimensional form, that is, in the sense of distributional convergence in R ∞ .
Our third main result, Theorem 2.3 below, describes the asymptotic behaviour of the sequence of completion times, that is, of the (centered and normalized in a proper way) random elements T (n) r , r ∈ N 0 in R ∞ . Actually, this is an infinite-dimensional extension of (1.1), the limit theorem due to Erdős and Rényi. Surprisingly, the limiting random element turns out to consist of independent entries, which means that the completion times T (n) r , after appropriate centering and normalizing, become asymptotically independent. This may seem all the more unexpected since T (n) r increase in r, which excludes any kind of independence for non-centered completion times. So, this asymptotic independence is achieved only at the expense of centering and normalizing. As a direct application of the latter result, we derive a limit theorem for inter-completion times with limiting logistic distribution.
Preliminaries and main results
Denote by Y (n) i,r , n ∈ N, i ≤ n, r ∈ N 0 , the arrival time of the (r + 1) th coupon of type i. So, at time Y (n) i,r the collector labelled r receives such a coupon into his collection. Hence,
which is one of versions of the negative binomial distribution, namely, the one that counts trials up to the (r + 1) th success. Note that
For different i, the random variables Y (n) i,r are identically distributed but not independent. There is a standard way to get rid of this dependence -a poissonization trick due to Holst (see [14] or [15] for details). Namely, consider a poissonized scheme, that is, assume that coupons arrive at random times with independent Exp(1)-distributed intervals E j , j ∈ N. Similarly to the above, denote by Z (n) i,r the arrival time of the (r + 1) th coupon of type i in the poissonized scheme. Then, for different i, Z
n , which is a consequence of the thinning theorem for Poisson point processes (see, e.g., Theorem 5.8 in [19] ). For any fixed n, the sequences Y (n) i,r and Z (n) i,r can be given on a common probability space and coupled by
, because the inter-arrival times E j do not affect the order in which the coupons of different types arrive. Finally, note that, along with (2.2), a similar formula in terms of Z (n) i,r holds:
We now state our first main result, an infinite-dimensional distributional limit theorem for U
5)
Let us now turn to the delayed limit theorem. By analogy with U (n)
the number of empty spots in the album of the r th brother at time T (n)
(2.6)
The following result asserts that, with the right choice of d (n) r , the random elements Û (n) r , r ∈ N of R ∞ converge in distribution to some limiting random element with geometrically distributed marginals.
where O(n), of course, may differ for different r. Let also (G r , r ∈ N) be a random element of R ∞ with the probability generating function of the following form:
Equivalently, (G r , r ∈ N) may be defined as the random sequence N r (E/r!), r ∈ N , where E ∼ Exp(1) and N r stand for unit-rate Poisson counting processes, independent of each other and of E.
Remark 2.1. It follows from (2.8) that the marginal probabaility generating functions of the limiting random element take the form:
This implies that G r ∼ Geom r! r!+1 , that is,
It is worth noting that various sums of G r also follow geometric distribution. Indeed, let I ⊂ N and S I = r∈I G r . Then by (2.8),
This means that S I ∼ Geom(P I ) with P I = 1 + r∈I
Remark 2.2. The limiting random sequence (G r , r ∈ N) allows for an interpretation in terms of a balls-into-bins model. Consider an infinite set of bins of unlimited capacity, numbered 0, 1, 2, . . . Each time a ball is placed into one of the bins, choosing the r th one with probability
independently of the previous choices. In other words, the numbers of consecutive bins form an i.i.d. sequence of Pois(1)-distributed random variables. This process continues until a ball is placed into 0 th bin. Then G r , r ∈ N, describes the number of balls in the r th bin. Indeed, taking (2.10) into account, we may expand the right-hand side of (2.8) in a geometric series:
where the sum on the right-hand side is over the set of all infinite sequences (k r , r ∈ N) of non-negative integers, only a finite number of which are non-zero. Clearly, the probability generating function on the right-hand side of (2.11) corresponds to the above balls-into-bins model. Note that finite-dimensional counterparts of infinite-dimensional geometric (and, more generally, negative binomial) distributions like that of (G r , r ∈ N) were introduced and studied in [4] and [16] ; see also a survey of various multivariate geometric and negative binomial distributions in [6] .
As our final result, we give an infinite-dimensional extension of (1.1), the limit theorem by Erdős and Rényi. Theorem 2.3. Let B r , r ∈ N 0 , be independent Gumbel-distributed random variables with distribution functions
In particular, this result allows obtaining limit distributions for times between completions of different collections. Denote by ∆ (n)
Corollary 2.1. Let L r 1 ,r 2 be a logistic random variable with distribution function
It is well known (and may be easily checked by means of characteristic functions) that the difference of two independent Gumbel-distributed random variables has a logistic distribution. Particularly, B r 2 − B r 1 d = L r 1 ,r 2 . Thus, (2.14) follows from (2.13).
3 Convergence of associated point processes I.
Thinned processes
One of the key points in the proof of Theorem 2.1 is convergence of specially constructed point processes to a Poisson one. We now proceed to the corresponding construction.
For fixed n ∈ N and r ∈ N 0 , let
where δ u stands for the Dirac measure 1{u ∈ ·}. The processes η (n) r describe (r + 1) th arrivals of different coupon types in the poissonized scheme. Note that in a similar case in [15] , in order to provide the necessary convergence, we used an r-dependent centering/normalizing function
In our case, however, we want to consider the numbers of empty spots in different albums at the same point in time, namely when the 0 th album is completed. Hence, we have to deal with the same centering for different r. So, we will achieve the desired convergence in a different way -by means of thinnings. For a proper point process η, let us denote by T p η, p ∈ [0, 1], its p-thinning, i.e. the point process which independently keeps the points of η with probability p and removes otherwise (see, e.g., [19] , Section 5.3 for details). On the space
endowed with some relevant metric, say,
consider the point processes H (n) , n ≥ 3, given as follows:
(We require n ≥ 3 in order to have ln −r n ∈ [0, 1] for all r ∈ N 0 .) In other words, we are thinning out the processes η (n) r and glue them into one "multilevel" point process H (n) . Note that, by construction in (3.2),
anyway. The reason we, nevertheless, consider the semi-compactified real axis R ∪ {+∞} instead of just R will become clear from what follows (see Section 5) . Before stating the main theorem of this section, we reformulate the basic definitions related to convergence of point processes as applied to our problem (for a detailed exposition in the abstract setting, see [23] , [24] , or [17] ). Let M p (X) denote the space of all locally finite (with respect to d in (3.5)) point measures on X given by (3.4) . For µ, µ 1 , µ 2 , . . . ∈ M p (X), µ n are said to converge vaguely to µ (denoted by µ n v − → µ) if X f dµ n → X f dµ for each continuous compactly supported non-negative test function f defined on X. In our case, this means that R∪{+∞} g(t) µ n {r} × dt → R∪{+∞} g(t) µ {r} × dt for each r ∈ N 0 and each continuous compactly supported g : R ∪ {+∞} → [0, +∞). As usual, the set M p (X), equipped with the topology of the above convergence, can be metrized as a complete separable metric space. This setting allows to consider the distributional convergence of point processes H (3) , H (4) . . ., denoted as H (n) vd − → H. The main result of this section, Theorem 3.1 below, asserts that the point processes H (n) converge in this sense toward a non-homogeneous Poisson process.
Theorem 3.1. Let H be a Poisson point process on X with intensity measure λ given by
Then H (n) vd − → H as n → ∞.
Remark 3.1. By the superposition theorem for Poisson processes (see, e.g., Theorem 3.3 in [19] ), the additive structure of λ in (3.8) implies that different levels H {r} × · , r ∈ N 0 , of the limiting process H are independent. In other words, the point processes T ln −r n η (n) r are asymptotically independent. This fact is rather surprising, since without thinning no asymptotic independence would have been expected. Indeed, by (3.1) and (3.2), η (n) r increase in r: ψ (n) Z (n) i,r 1 < ψ (n) Z (n) i,r 2 for r 1 < r 2 and fixed n, i, which excludes any independence. Since the measure λ given by (3.8) is diffuse, H is a simple Poisson point process (see, e.g., Proposition 6.9 in [19] ). Thus, by Theorem 4.18 in [17] , it suffices only to prove that, for each U ∈ U, For 0 ≤ r 1 < . . . < r m ≤ s, denote We now prove that the limits in the first sum equal 1
e −x dx, while those in the second sum vanish. Since all subsequent terms are dominated by the latter ones, this combined with (3.8) will prove (3.10).
As Z
n , the densities f (n)
i,r 2 , respectively, can be easily calculated:
Recall that B r 1 and B r 2 were assumed to be bounded from below. Hence, by (3.13), n ln −r 1 n · P (n)
which vanishes as n → ∞ again by dominated convergence. This completes the proof of (3.10).
We now turn to the proof of (3.11). Similarly to (3.12), we have given by (3.13) . So, by (3.16) ,
which equals EH(U) due to (3.8) . This concludes the proof of (3.11) and thus of Theorem 3.1.
Thinning trick
In this section, we consider a somewhat unusual approach to proving limit theorems, which is the basic tool in the proof of Theorem 2.1. This approach seems to be new, and may hopefully prove to be useful elsewhere as well.
For an N 0 -valued random variable X, define its p-thinning, p ∈ [0, 1], by
where ε i are Bin(1, p)-distributed and independent of each other and of X. Note that, in the notation of the previous section, (T p η)(B) d = p ⊙ η(B) for a proper point process η and a Borel set B. This operation, going back to [22] , was then used in [26] to introduce the concepts of discrete self-decomposability and stability.
The idea behind the proposed technique is to replace the normalization by thinning. In other words, instead of proving that p (n) X (n) d − → Y with some constants p (n) → 0 and a limiting random variable Y , we will prove that p (n) ⊙ X (n) d − → Z with some new limiting random variable Z. The connection between the distributions of Y and Z can be guessed from the following examples. For X (n) = n a.s., we have 1 n X (n) = 1 d − → 1 and 1 n ⊙X (n) d − → Z ∼ Pois(1) by the Poisson limit theorem. More generally, consider an i.i.d. sequence (ξ i , i ∈ N) with Eξ i = λ, and denote X (n) = n i=1 ξ i . Due to the law of large numbers, 1 n X (n) d − → λ, and, by Theorem 3.1 in [13], 1 n ⊙ X (n) d − → Z ∼ Pois(λ). All this suggests that, in general, Z must have the mixed Poisson distribution with mixing distribution of Y (see, e.g., Chapter 2 in [12] ). This means that
where F Y stands for the distribution function of Y . The main result of this section, Theorem 4.1 below, justifies this approach. With an eye to the future, we will state and prove it in multidimensional form. Let Y = (Y 1 , . . . , Y s ) be a random vector with a.s. non-negative components. By analogy with (4.2), the random vector Z = (Z 1 , . . . , Z s ) is said to have a multivariate mixed Poisson distribution with mixing distribution of Y (see [9] or [18] ) if
In what follows, we will need another equivalent interpretation of the multivariate mixed Poisson distribution. Namely, we may define Z by Z r = N r (Y r ), r = 1, . . . , s, where N r stand for unit-rate Poisson counting processes, independent of each other and of Y. Then p
Proof. Denote by G n the probability generating function of X (n) :
which is well defined at least for (u 1 , . . . , u s ) ∈ [0, 1] s . Then, by (4.1), the probability generating function of p (n)
Here ε 
Then the probability generating function of Z = (Z 1 , . . . , Z s ) becomes It follows from the multivariate mean value theorem that for r ∈ N. In the notation of Section 2,T (n) 0 = max i≤n ψ (n) Z (n) i,0 , and thus means the (centered and normalized) time when the main collector completes his album in the poissonized scheme. Next, V (n) r is the number of points of the thinned process T ln −r n η (n) r to the right ofT (n) 0 . So, according to (2.4) , it is easily seen to be equal in distribution to ln −r n ⊙ U (n) r , where the operation ⊙ is defined in (4.1).
By Theorem 3.1 and the Skorokhod coupling (see, e.g., [24] , p. 41), we may assume that H (n) v − → H a.s. as n → ∞. Then, by Theorem 3.13 in [23] , V (n) r → V r a.s., where V r (andT 0 ) is defined similarly to (5.1) but with H instead of H (n) . It is here that we use the fact that H (n) ({r} × ·) are given on the semi-compactified space R ∪ {+∞}, because we need (x, +∞) to be relatively compact.
Let (N r (t), t ≥ 0), r ∈ N 0 , be independent unit-rate Poisson counting processes. Denote by E the first jump time of N 0 , and note that E ∼ Exp(1). Due to Remarks 3.1 and 3. 2) and (1.3) . Thus, the convergence in (2.5) holds in the sense of finite-dimensional distributions. To complete the proof, it only remains to note that in R ∞ the notions of finite-dimensional convergence and convergence in distribution are equivalent (see, e.g., [24] , pp. 53-54).
Convergence of associated point processes II. An r -dependent centering
For the proofs of Theorems 2.2 and 2.3, we will also use a specially constructed sequence of point processes. This time, however, their convergence will be achieved not at the expense of thinning, as in Section 3, but due to an r-dependent centering.
On the metric space (X, d) given by (3.4) 
Here, for each r ∈ N 0 , δ (n) r is a fixed numerical sequence such that lim n→∞ δ (n) r = 0. We will also use counterparts ofĤ (n) in the original, non-poissonized scheme:
, and Y (n) i,r are defined at the beginning of Section 2. The following result is an analogue of Theorem 3.1 but differs in two significant aspects. Firstly, we now use the r-dependent centering (6.2) instead of thinning, and secondly, the original scheme instead of the poissonized one. The latter will require a special depoissonization procedure based on the coupling formula (2.3) and similar to that used in [15] . Unlike Theorem 3.1, we need to consider this result in the original setting rather than in the poissonized one due to the lack of any counterpart to (2.4) forÛ (n) r . Theorem 6.1. Let H be defined as in Theorem 3.1. ThenΞ (n) vd − → H as n → ∞.
Remark 6.1. This theorem may be regarded as an infinite-dimensional extension of Theorem 3.1 in [15] .
Proof of Theorem 6.1. To begin with, we will return for a while to the poissonized scheme and prove thatĤ As before, in order to prove (6.3), it suffices to show that the limits in the first sum equal 1 r 1 ! Br 1 e −x dx, and those in the second sum vanish.
So, by the coupling inequality we have for any m ∈ N 0 vector on the right-hand side can be easily calculated by means of conditioning with respect Theorems 2.1 and 2.3) and total variation (for Theorem 2.2) distances. The most natural tool for this is, of course, the Stein method. Some of its applications to the coupon collector's problem are given in Chapter 6 of [3] and in [25] . Also of interest is the following problem. Let W (n) 0 denote the number of the youngest brother who managed to start his collection while the main collector was assembling his own. Thus, W What is the limiting distribution for W (n) 0 ? And what normalization is needed for this? Clearly, we may ask the same questions about W (n) r 0 , which is defined similarly but with max i≤n Z (n) i,r 0 instead of max i≤n Z (n) i,0 . Most likely, these results could be obtained by means of extreme value theory.
Finally, a wide scope for research is provided by the extended coupon collector's problem with unequal probabilities. Some steps in this direction have been recently taken in [7] .
