Abstract-Video traffic surveillance is of high interest in the field of Intelligent Transportation Systems and the moving vehicle tracking is an essential technique. Particle filter approximate the optimal Bayesian solution for vehicle tracking as a nonlinear or non-Gaussian system. In this paper a vehicle tracking method based on PF is presented, which combines gray and contour feature particles using fusion algorithm to balance the weights according to the present scene. It is adaptable to the scene because it utilizes the advantage of the proper feature for the present scene. The experiments demonstrate that the proposed method improves the vehicle tracking accuracy and robustness under cluttered scene.
INTRODUCTION
Video traffic surveillance is of high interest for several applications in the field of Intelligent Transportation Systems (ITS), it has become the basis of traffic flow detection, abnormal incidents analysis and traffic control. In these applications, moving vehicle tracking is an essential technique. The vehicle trajectories not only avail to vehicle detection and recognition but also provide cues for analyzing the activities of vehicles and giving semantic descriptions, further it is helpful to supply technical supports for traffic security management and traffic control decision [1] .The purpose of video target tracking is to find the object of interested in the sequence. The target can be described by its states, therefore the problem of tracking equal to estimation of the states of dynamic system, for which the optimal method is Bayesian filter. The Particle Filter (PF) is a technique for implementing a recursive Bayesian filter by Monte Carlo simulations. PF can cope with nonlinear or non-Gaussian situations and Multimodalities induced by occlusions and background clutter.
Recently PF becomes a new focus and direction in the visual tracking method, there are lots of achievements. But Considering the complexity and changeability of scenes robust PF tracking is still a challenge. The system model and measurement model play an important role in engineering applications; the measurement model determines the performance of tracking method. If distinguishable and stable visual features are used to set up the observation model, the tracking method could detect targets effectively and track them accurately. Visual features such as color, edge, shape are wildly used in video surveillance and obtain good performances. But considering special scenes the efficiency of the single visual feature is changeable and uncertainty, different features fit different scenes. To guarantee the robustness of tracking under cluttered scene two or more kinds of features are used to describe the target in vision surveillance systems. PF algorithms can also fuse multiple feature information. In general, fusion of multiple features is necessary in the case that single kind of feature information is not reliable in the course of tracking; other information can complement to correct the result. In this case the features still work separately and cannot solve the problems under some complex conditions. In this paper a vehicle tracking method based on PF is presented, which combines two kinds of feature particles using fusion algorithm to balance the weights according to the present scene. It is adaptable to the scene because it utilizes the advantage of the proper feature for the present scene. The experiments demonstrate that the proposed method track vehicles stably and accurately under cluttered scene.
II. FRAMEWORK OF PARTICLE FILTER TRACKING

A. Bayesian Tracking
The system model and the measurement model are required to analyze and make inference about a dynamic system [2] . To define the problem of tracking, consider the evolution of the state sequence of a target given by ) , (
Where f x is a possibly nonlinear function of the state X k-1 , v k-1 is the system noise sequence. The objective of tracking is to recursively estimate from measurements ) , (
Where h k is a possibly nonlinear function, n k-1 is the measurement noise sequence. In particular, we seek filtered estimates of X k based on the set of all available measurements } ,...,
We will assume that these models are available in a probabilistic form. In the Bayesian approach to dynamic state estimation, one attempts to construct the posterior probability density function (pdf) of the state based on all available information, including the set of received measurements. In this case, a recursive filter is a convenient solution. Such a filter consists of essentially two stages: prediction and update. From a Bayesian perspective, the tracking problem is to recursively calculate some degree of belief in the state X k at time k, taking different values, given the data Z 1:k up to time k. Thus, it is required to construct the pdf ) (
vector. In principle, the prediction stage involves using the system model (1) to obtain the prior pdf of the state at time via the Chapman-Kolmogorov equation
At time k, a measurement Z k becomes available, and this may be used to update the prior (update stage) via Bayes' rule ) (
where the normalizing constant
depends on the likelihood function. ) (
defined by the measurement model (2) and the known statistics of n k .. In the update stage (4), the measurement Z k is used to modify the prior density to obtain the required posterior density of the current state.
The recurrence relations (3) and (4) form the basis for the optimal Bayesian solution. For nonlinear or non-Gaussian system PF approximate the optimal Bayesian solution.
B. Particle Filter 1) Sequential Importance Sampling (SIS) Algorithm
The sequential importance sampling (SIS) algorithm is a technique for implementing a recursive Bayesian filter by MC simulations. The key idea is to represent the required posterior density function by a set of random samples with associated weights and to compute estimates based on these samples and weights. As the number of samples becomes very large, this MC characterization becomes an equivalent representation to the usual functional description of the posterior pdf, and the SIS filter approaches the optimal Bayesian estimate.
To detail the algorithm, let 
We therefore have a discrete weighted approximation to the true posterior. The weights are chosen using the principle of importance sampling [3] .
Let
samples that are easily generated from a proposal (.) q called an importance density. According to [2] the modified weight is ) , (
It is often convenient to choose the importance density to be the prior ) ( ) , (
Substitution of (8) into (7) then yields ) (
This would seem to be the most common choice of importance density since it is intuitive and simple to implement. Then, the posterior filtered density ) (
where the weights are defined in (9). It can be shown that as 
2) Degeneracy Problem and Resampleing
A common problem with the SIS PF is the degeneracy phenomenon, where after a few iterations all but one particle will have negligible weight. A suitable measure of degeneracy of the algorithm is the effective sample size N eff introduced in [3] and an estimate of N eff can be obtained by Resampling is used to reduce the effects of degeneracy, whenever a significant degeneracy is observed (i.e., when N eff falls below some threshold N T ). The basic idea of resampling is to eliminate particles that have small weights and to concentrate on particles with large weights. The algorithm is detailed in [4] .The weights of new particles after re-sampling are set to 1/N s .
III. VEHICLE TRACKING MODELS USING DOUBLE FEATURES
A. System Model for Vehicle Motion
To reduce the searching time, prior knowledge should be used to predict the current state X of the target. The state vector definition depends on the measurement model which is detailed in section -B. Considering the properties of cars, we use constant velocity motion model to predict how the states of particles change at every time-step.
Where A is the state transition matrix, B is the propagation radius. v demotes Gaussian noise vector.
B. Measurement Model for Vehicle
Measurement models are statistical models describing occurrences of features in typical images. In this section two kinds of basic models for gray template and contour are combined to set up the measurement model of PF. Considering the properties of these two features the state vector and the likelihood function is defined separately as follows.
1) Gray Template
The grey template correlation is a traditional target tracking method. For gray template particle the state vector is defined as (X, Y, w, h), and (X, Y) denote the quality center coordinates of the target, 2w+1, 2h+1 denote the width and height of the target window respectively. F(x, y) is the target template, each particle (i.e. sample) points out the possible target region T(x, y) which is called target candidate template. For gray particles the MSE criterion (15) is used as likelihood function to calculate the distance between the target template and the target candidate template.
Then the gray particle probability density function is
is the measurement probability of the gray particle at time k, g is the Gaussian variance for gray probability density. According to (9) the weight of gray particle can be calculated.
2) Contour Feature
Active contour is a popular tracking method in recent years; it has got a lot of applications in target tracking. In this paper it is combined in PF framework. For contour particle the state vector is defined as (X, Y, , SX, SY,) , and (X, Y) also denote the quality center coordinates of the target; denote the rotation of the contour; SX and SY denote the scale on X and Y direction. The contour particle is described as The "true contour" of the target cannot be obtained directly; the similarity between contours is described using the gradients of contour normal vector. The gradient of the point (x j , y j ) on the contour is calculated by (17) )} , 
Where there are M feature points detected on the contour and DIS means calculate the distance between two points. Then the contour particle probability density function is is the measurement probability of the contour particle at time k, c is the Gaussian variance for contour probability density. According to (9) the weight of contour particle can be calculated.
C. Fusion scheme of gray and contour
The single feature PF tracking methods are detailed in the previous section, but the tracking performance of each kind of feature depends on the characteristic of the present frame. In order to increase the weights of the feature which has higher reliability for the frame, a fusion strategy is proposed in this section. The main idea is to fuse the probability density functions of two features into the system probability density function; it is describe as (20) ) ( ) ( The reliability factor q is defined to measure the consistency between the certain feature particle and the whole system. Take gray particle as an example Where t Δ is the time interval of two frames, τ is a selection to determine the adaptable levels for the weights. The weight should increase if the particle has a high q at time k. So the feature with high certainty will contribute more to the tracking system at time k. The calculation of contour particle is similar.
IV. EXPERIMENTAL RESULT
To demonstrate the robustness of the proposed algorithm, experiments were conducted on many vehicle videos using the VC++ and OpenCV. The image sequences are 640 480 RGB frames recorded at a constant frame rate of 25 frames per second. Target is obtained by vehicle detection in Frame 1. Fig .1 shows the final tracking result of the three tracking method. The first row shows using Gray PF method, the black target in the left frame is far away, because the grey information is uncertain then the tracking fails. The second row shows the results of Contour PF method. the front target near the road edge, because of the edge disturbance the target is lost. The third row shows the tracking result of the proposed method is better than another two methods. We perform vehicle tracking on many videos to compare the tracking performance of different method, the results is showed in table1.we conclude that the proposed method can acquire high recognition rate and low error rate than the other two methods with single feature.
To analyze adaptability of the fusion strategy we trace the weights of particles in the second video in Fig.1 , in which after 30 th frame there is an edge disturbance. From Fig.2 we can see that before the 30 th frame the contour particles weight over the grey particle, but after 30 th frame because of the edge disturbance the weights of contour particles drop suddenly. We can conclude that the proposed tracking methods achieve accurate tracking result because the fusion method adjusts the weights of different features adaptively to the change of the scene. The paper proposes an adaptive PF algorithm base on a multi-feature fusion scheme for vehicle tracking. The tracker uses a fusion strategy to combine grey template and contour information to improve the tracking accuracy and robustness. Experiments show that the presented method has better track accuracy than other methods. The idea presented in this work has good application prospect. We will attempt to improve our work in the practical systems. In the future we will focus on the research on multiple vehicle tracking problems.
