In this paper, we argue a method to collect information of each existing multicast flow on hierarchical networks. SRSVP, a &OS-based multicast routing protocol, is designed as it collects flow-specific information, called PQ, by putting it into signaling messages, so that the derived QoS path becomes more efficient. HQLIP, an underlying QoS-based unicast routing protocol, handles a network as a hierarchical structure for scalable QoS-based routing. We have designed and implemented an algorithm to compute PQ (hierarchical PQ) corresponding to aggregated link information on hierarchical networks for SRSVP to compute better QoS paths. We have attempted to make the algorithm more efficient by examining behaviors of routers.
Introduction
IP multicasting is designed to enable the delivery of packets to a set of hosts that have been configured as members of a multicast group [SM97] . Various protocols for IP multicast routing such as PIM-SM[EFH+97] have been developed. But these existing protocols are based on the best-effort service, so QoS guarantees are not considered. On the nextgeneration Internet, it is necessary to accomplish some services, for example, multi-site video conferences and broadcasting over the whole of the Internet. Therefore IP multicast routing with QoS guarantees on a large-scale network is required.
Conventional routing protocols such as OSPF [Moy94b] distribute single arbitrary metric, while QoS-based routing protocols distribute additional routing metrics such as transmission delay and available bandwidth. If any of these metrics change frequently, routing updates may become more frequent and they consume more network resources. That is, there exists a scalability issue in QoS-based routing on a large-scale network. One of techniques for the issue is to aggregate local information by handling a network as a hierarchical structure [ATM96] thereby avoid flooding messages over the whole network.
For scalable QoS-based multicasting, a QoS-based multicast routing protocol, called SRSVP [FSOl] , and a QoS-based unicast routing protocol, called HQLIP [OFOl] , have been proposed by Real Internet Consortium (RIC, http://www.realinternet.org/). SRSVP uses a mechanism to collect flow-specific information, called PQC (Path QoS Collection) [GOA97], to compute better QoS routes in order to let receivers join multicast distribution trees. HQLIP handles a network as a hierarchical structure so that it archives a scalable QoS-based routing.
In this paper, we argue an algorithm to collect P Q on hierarchical networks, so that SRSVP compute better &OS routes moreover on hierarchical networks handled by HQLIP. Multi- casting Routing
A Framework for QoS

PQC
PQC is a mechanism to collect flow-specific information for QoS-based routing. In any QoS-based multicast routing model, it is important how routers collect flow-specific information. That is, how much information routers have about existing multicast trees affects routing heuristics very much.
For example, in the P N N I signaling protocol, QoS routes are determined without collecting flow-specific information. For QoS-based multicast routing with such mechanisms, it is impossible to compute efficient routes reflecting current multicast trees. Because of a lack of information about resources consumed by multicast flows, it may appears that there exists no routes accommodating the requested QoS, and route determinations may fail.
On the other hand, QOSPF [WSSC96] attempts to collect all information. It advertises flow-specific information on links by messages called RRA. Routers are notified all states of multicast flows by them and they will compute efficient routes[Wax88, IW911. But the number of RRA messages can easily become large as the number of flows increase. There exists a scalability issue on a large-scale network, so it will be unrealizable.
PQC is a mechanism as it collects flow-specific information on links, called P Q (Path QoS), by putting it into Path messages of signaling protocols. Using this information, each router updates link-state information flooded by QoS-based routing protocols and computes better QoS routes. PQ includes transmission delay and available bandwidth for a flow. For example, assuming that there exists a flow consuming 3Mbps bandwidth on a link and QoS-based routing protocol advertises the link has 6Mbps available bandwidth, then P Q indicates that the link has 9Mbps available bandwidth.
The following figures illustrate examples of PQC. . Reservations with PQC consume network resources more efficiently than those without PQC. Collecting P Q is performed via the reverse path ResvO (see below) message has been forwarded, and it does not concern other paths' PQ: That is, PQC is not always contribute to find a more efficient route. The following figures illustrates how link information is generated by HQLIP. In this paper, we use the notation (z t y , bw=u, dly=v) as link information. It indicates that available bandwidth is U and that transmission delay is v on a link from an area y to an area z.
HQLIP
Each router creates internal link information of level (0, 0) for each interface in direction that packets are outgoing and floods it in the parent area of that interface (Figure 3) . Unlike PQ, there is no link information corresponding to FAQ. FAQ is not used at the QoS route determination, but used to check whether the determined route really accommodates the requested QoS or not.
Finally, when the Path message reaches a receiver, the following computation is hold.
Case 5 W h e n a Path message reaches a receiver R, it computes the same PQ as Case 3, considering it is going out of a n area that include R and that border is not o n R. This computation is started f r o m the lowest level area and is repeated while the previous-hop area exists.
The following figures illustrate examples of Case 2, Case 3, and Case 4. Figure 6 illustrates a network.
The bandwidth of PQ becomes the minimum value and the delay becomes the sum of values above. Then the PQ becomes P Q ( C l a t B , bw=3,dly=5) . Figure 8 illustrates that the router T5 computes P Q ( B t A ) (Case 3). Assuming that link information ( B t A ) has been computed with external link information ( B l t A ) and internal link information ( B 3 t B 1 ) , The PQ is computed with the following informat ion. As a result, The P Q becomes P Q ( B t A , bw=2, dly=3). Here, level(z) returns the level of the specified area z, parent(z) returns the parent area of z, and prev(z) returns the previous-hop area of 2. parent(z) and prev(z) returns nil if the router cannot compute the value. Case2(z, y) computes PQ(z ty). Case3(z!, g ) and Case5(z, y) are the same as above. Case4(2) computes FAQ(z tS).
The FAQ becomes FAQ(A+-S, bw=l, dly=5). 
Finding Previous-hop Areas
The function prev(z) in t8he algorithm above considered t o return the previous-hop area of z. But, to return the previous-hop area, the router must investigate the route along which the Path message is passing, that is, it must scan PQ in the Path message. So, each router must scans PQ multiple times every areas of which the Path message is going out.
Assuming that each router run the algorithm above and append the computed P Q at the last part of the Path message, the multiple scans are not necessary and each router can find all previous-hop areas by scanning only one time seen from the whole. Here, all P Q in the Path message received from the previous-hop router are stored in a list structure. At receiving the Path message, the last element of the list is set to the variable p q .
Concluding Remarks
In this paper, we have designed an algorithm to compute hierarchical P Q on networks handled by HQLIP for SRSVP to compute QoS routes more efficiently.
We have considered what occurs when a Path message is going out of a router and have atternpted to speed up the algorithm by eliminating the extra scans of PQ in the Path message.
We have developed "RID" (Real Internet Daemon) as a current implementation of SRSVP and HQLIP, which includes the mechanism to compute hierarchical P Q based on the algorithm shown in this paper.
RID has the function to simulate a network structure on a single UNIX machine. Using this function, we are evaluating the scalability of our method.
