of high-resolution methods for numerical simulations of compressible turbulence with shock waves" (2010). NASA Publications. 278. a b s t r a c t Flows in which shock waves and turbulence are present and interact dynamically occur in a wide range of applications, including inertial confinement fusion, supernovae explosion, and scramjet propulsion. Accurate simulations of such problems are challenging because of the contradictory requirements of numerical methods used to simulate turbulence, which must minimize any numerical dissipation that would otherwise overwhelm the small scales, and shock-capturing schemes, which introduce numerical dissipation to stabilize the solution. The objective of the present work is to evaluate the performance of several numerical methods capable of simultaneously handling turbulence and shock waves. A comprehensive range of high-resolution methods (WENO, hybrid WENO/central difference, artificial diffusivity, adaptive characteristic-based filter, and shock fitting) and suite of test cases (Taylor-Green vortex, Shu-Osher problem, shock-vorticity/entropy wave interaction, Noh problem, compressible isotropic turbulence) relevant to problems with shocks and turbulence are considered. The results indicate that the WENO methods provide sharp shock profiles, but overwhelm the physical dissipation. The hybrid method is minimally dissipative and leads to sharp shocks and well-resolved broadband turbulence, but relies on an appropriate shock sensor. Artificial diffusivity methods in which the artificial bulk viscosity is based on the magnitude of the strain-rate tensor resolve vortical structures well but damp dilatational modes in compressible turbulence; dilatation-based artificial bulk viscosity methods significantly improve this behavior. For well-defined shocks, the shock fitting approach yields good results.
Introduction
Turbulence is a ubiquitous phenomenon in most fluid flows of scientific and engineering interest and significantly affects processes such as mixing, flow separation and combustion. Because of the complexity of turbulence, analytical solutions do not exist. However, numerical solutions to the Navier-Stokes equations in which all the dynamical scales in the flow field are resolved can be produced in certain cases; this approach is termed direct numerical simulation (DNS). In many practical applications, a resolution sufficient for DNS is not achievable, so that the viscous dissipation at the small scales is instead modeled; this approach is termed large-eddy simulation (LES). While many numerical methods rely on numerical dissipation for stability purposes, this unphysical dissipation reduces the range of well-resolved length scales in LES and DNS. Hence numerical dissipation has adverse effects on both accuracy and computational cost, particularly in LES, which is by definition under-resolved, but also in DNS. Since the present study is aimed toward LES, in which solutions are by definition underresolved, poorly resolved solutions are considered.
Flows in which shock waves and turbulence are present and interact dynamically occur in a wide range of applications, e.g., inertial confinement fusion, supernovae explosion and scramjet propulsion. The main computational challenge of predicting compressible turbulence in general, and interactions between shock waves and turbulent flows in particular, arises from the contradictory properties of numerical methods designed to treat shocks and turbulence. Shock waves are extremely thin regions of widths on the order of a few mean free paths; in the context of the present work, they are considered to be sharp discontinuities, i.e., no attempt is made to resolve the physical shock structure. In order to represent shock waves in an accurate and stable fashion on a computational grid, most numerical schemes rely strongly on numerical dissipation [28, 45] , which results in smearing the shock over a few grid points. Such techniques are termed shock-capturing, as opposed to shock tracking or shock fitting, in which the shock position, shape and velocity are explicitly determined. The major drawback of using shock-capturing schemes in smooth turbulent regions is that the numerical dissipation invariably overwhelms the physical dissipation, which is precisely what numerical methods for turbulence simulations seek to avoid.
As illustrated by the broad range of algorithms in the literature, a number of different strategies have been used to overcome the difficulties of simultaneously treating shocks and turbulence. Certain methods employ purely shock-capturing finite difference approximations, e.g., based on the weighted essentially non-oscillatory (WENO) schemes of Jiang and Shu [21] , possibly with improved wavenumber properties [10, 33] . Other methods use characteristic-based filters in conjunction with artificial compression and wavelets as flow sensors to control the numerical dissipation [48, 41] . A compact scheme may be employed with adaptive Padé-type filters to stabilize the solution near shocks [14, 46] . Another avenue is the hybrid approach, in which a shock detector restricts the use of shock-capturing to regions near shocks in order to contain the dissipation in smooth regions [1, 35] . Yet another approach consists of regularizing the governing equations by introducing numerical dissipation, e.g., artificial diffusivity [7, 6, 13, 32] or hyper-diffusivity [20] , and of solving the resulting system with high-order accurate methods. An alternative philosophy is to use shock fitting with an upwind scheme for problems with a single well-defined shock [52] .
Analyzing the aforementioned methods theoretically is a challenging task due to their complexity; such methods are typically verified using different test problems and validated against experiments. However, it is difficult to establish a hierarchy based on the published work or even determine which method is the most appropriate for a given compressible turbulence problem because of the lack of comparisons between such schemes. At the present time, comparisons are restricted to a narrow class of methods and problems, e.g., shock-capturing schemes for shock-dominated flows [29, 16] ; artificial diffusivity methods for shocks [7, 13, 22] or purely broadband problems [8, 6] ; and monotone integrated LES or MILES [17] , subgrid-scale modeling for LES [24] and the evaluation of shock-capturing schemes in LES [15] for compressible turbulence.
The objective of the present study is to provide an evaluation of a suite of numerical methods that can and have been used to simulate problems in which shocks and turbulence are both present and interact dynamically. The key aspect of this work is the comprehensive range of methods and suite of relevant test problems that are considered to best evaluate the strengths and weaknesses of the current algorithms. Several high-resolution algorithms (WENO, hybrid WENO/central difference, artificial diffusivity, adaptive characteristic-based filter and shock fitting) are considered. Problems with purely smooth and broadband features (Taylor-Green vortex) and well-defined discontinuities (Shu-Osher problem, shock-vorticity/entropy wave interaction, Noh problem) are chosen, along with, more importantly, a combination thereof (compressible isotropic turbulence with eddy shocklets); the latter problem turns out to be surprisingly discriminating. Under-resolved results are presented to illustrate the effects of numerical dissipation on a fixed (coarse) grid; the assessment of the numerical methods considered in the present work may differ when considering the fully resolved case. The article is organized as follows. First, a brief description of the numerical framework is included in Section 2. The test problems used to evaluate the different methods are then described in Section 3 and the results from each method are presented. Section 4 contains discussions of more general nature, not directly linked to any specific test case. Finally, the article ends with some concluding remarks and an outlook for future work. The results for each algorithm were computed by the individual code developers, and the findings reported in the present article are the result of a collaborative project under DOE-SciDAC sponsorship.
Numerical framework

Governing equations
The compressible Navier-Stokes equations for a calorically perfect gas are solved: @q @t þ r Á ðquÞ ¼ 0;
ð1aÞ @ðquÞ @t
@E @t
where q is the density, u is the velocity vector, p is the pressure, d is the unit tensor, E ¼ qe þ qu Á u=2 is the total energy, e is the specific internal energy, s is the viscous stress tensor, and q is the heat flux. Setting the right-hand side of Eq. (1) to zero reduces the system to the Euler equations. The following equation of state is used:
where c is the ratio of specific heats. The viscous stress tensor is defined as
where S ¼ ðru þ ðruÞ T Þ=2 is the strain-rate tensor, l s is the dynamic shear viscosity and l b is the bulk viscosity; the viscosities are related via Stokes' hypothesis. The heat flux is defined as
where k is the thermal conductivity, T ¼ ðc À 1Þe=R is the temperature, and R is the gas constant.
Numerical methods
The first key aspect of the present work is the comprehensive nature of the evaluated numerical methods. Six high-resolution and high-order accurate methods based on different approaches to computing shock waves and turbulence are considered. Though third-order accuracy in space is typically considered high-order accurate in the literature, the present schemes are at least fifth-and up to 10th-order accurate in smooth regions. The methods are briefly described below, with more detailed descriptions provided in Appendix B. All problems are solved on uniform Cartesian grids.
Artificial diffusivity methods
The guiding philosophy behind artificial diffusivity methods is to first regularize the equations through the addition of diffusive terms based on artificial properties, and then to solve the regularized equations using a high-order accurate scheme. A key property is the discrimination between vortical and dilatational structures through the shear and bulk viscosities, respectively. The amount of artificial shear and bulk viscosity, thermal conductivity and mass diffusivity is controlled by tunable coefficients, for which a fixed set of values is used in this study.
In the present work, a sixth-order accurate compact finite difference scheme optimized for high-wavenumber resolution is employed to compute the spatial derivatives [30] . The convective term of the momentum equation is written in skewsymmetric form 2 and the viscous terms in the momentum and energy equations are computed in non-conservative form. An eleven-stage Runge-Kutta scheme optimized for low dispersion errors is employed [19, 43] . At every Runge-Kutta substep, an eighth-order accurate filter is applied to the conservative variables to remove aliasing errors.
One of the key findings of the present collaborative work is that the artificial bulk viscosity proposed by Cook [6] causes excessive damping of dilatational and thermodynamic fluctuations in compressible turbulence; this drawback is discussed in the next section and was also noted in Ref. [9] . This finding prompted Mani et al. [32] to define the artificial bulk viscosity in terms of the dilatation (rather than the strain-rate tensor), to prevent excessive damping of the dilatational motions. The key improvement stems from the realization that dilatation and the magnitude of the strain-rate tensor are similar at a shock, but that the former is orders of magnitude smaller in turbulence. In follow-up work, Bhagatwala and Lele [3] used the insight from [32] to define a slightly different artificial bulk viscosity. In order to illustrate the recent progress on artificial diffusivity methods, results from two methods using different models for the artificial bulk diffusivity but with the same underlying numerics are used in the present study: [3] .
A discussion of artificial diffusivity methods is provided in Appendix C, in order to clarify the differences and drawbacks/ advantages of the different models proposed over the past few years.
Hybrid WENO/central difference method
The code labeled Hybrid [26] is based on the principle that turbulence and shock waves are fundamentally different phenomena and should thus be treated differently. Hence, to distinguish shock waves from smooth turbulent regions, the Hybrid method relies on a shock sensor based on vorticity and dilatation that is similar to that of Ducros et al. [11] . In smooth regions, a sixth-order accurate central differencing scheme is applied in split (or 'skew-symmetric') form for improved nonlinear stability [12] . In discontinuous regions, a fifth-order accurate WENO scheme is used. The hybrid nature of the code creates internal interfaces between the central and WENO regions, the stability of which was analyzed in Ref. [25] . The Hybrid code uses a fixed set of coefficients for all the test problems, except that the shock sensor in the Shu-Osher problem is that of Hill and Pullin [18] , because this problem is one-dimensional. The time-marching is handled using a standard fourthorder accurate Runge-Kutta scheme.
WENO method
The WENO code consists of a seventh-order accurate conservative finite difference WENO scheme for the interpolation, Roe flux-splitting with entropy fix for the upwinding [21] , and a carbuncle fix [37] . The time-marching is handled using a standard fourth-order accurate Runge-Kutta scheme.
Adaptive characteristic-based filter method
ADPDIS3D is a three-dimensional variable high-order accurate multiblock overlapping grid code in curvilinear geometries. It includes a unified treatment of gas dynamics/MHD (magnetohydrodynamics), multifluid, combustion and nonequilibrium flows. The code is based on low-dissipation high-order accurate filter methods in finite difference formulation [48, 41, 50, 51] . Such a filter method consists of two steps: a full time step using a spatially high-order non-dissipative base scheme, followed by a post-processing filter step. The post-processing filter step consists of the products of wavelet-based flow sensors and linear and nonlinear numerical dissipations. The flow sensor is used in an adaptive procedure to analyze the computed flow data and indicate the amount, location and type of built-in numerical dissipation that can be eliminated or further reduced. Unlike standard shock-capturing and/or hybrid shock-capturing methods, the nonlinear filter method requires one Riemann solve per dimension, independent of time discretizations. Conservative and non-conservative skew-symmetric splitting of the gas dynamics equations [49, 42] are included in the code.
In all of the present test cases, the base scheme consists of eighth-order accurate central differencing, and a nonlinear filter is used. At the completion of the full time step of the fourth-order Runge-Kutta temporal discretization, the computed solution is filtered by the dissipative portion of a seventh-order accurate WENO scheme using the Roe flux with a three-level second-order wavelet decomposition of the computed data as the flow sensor. The flow sensor monitors the density and pressure computed data. A single block grid is used for all computations. The conservative skew-symmetric splitting [42] of the governing equation are employed for all test cases except for the Noh problem. This is due to the fact that employing higher than sixth-order base scheme and fifth-order shock-capturing filter in conjunction with the skew-symmetric splitting form is not stable for this test case. When the un-split form of the convective terms in Eq. (1) and a 10th-order linear dissipation are used for the base scheme step in conjunction with the seventh-order WENO filter, a stable solution can be obtained.
Shock-fitting method
The code labeled Shock Fit is based on the shock-fitting method of Zhong [52] , which treats the shock as a sharp entity and solves the compressible Navier-Stokes equations in conservation form in the computational domain. The shock velocity and the flow variables behind the shock are obtained using the Rankine-Hugoniot relations coupled with a characteristic compatibility equation. The location and geometry of the shock is modified according to the shock velocity and shock-fitted curvilinear grids are used. In the shock fitting approach, any scheme can be used to solve the governing equations in the computational domain. In the present calculations, a fifth-order accurate upwind finite difference scheme [52] is used to discretize the governing equations. The time marching is handled using a third-order accurate Runge-Kutta scheme.
Results are shown only for problems with initially well-defined shocks (Shu-Osher problem and shock-vorticity/entropy wave interaction), with a fixed set of coefficients.
Estimates of the computational cost
In the present work, the different discretizations, options and capabilities of each code, which may vary depending on the problem, make it difficult to conduct a fair comparison. A quantitative estimate of the performance of each code can be made by counting the number of floating point operations required to compute the convective terms, as shown in Table 1 . All the codes are based on finite differences and use similar time marching (except for the Stan codes). Differences in the computational cost therefore mainly reside in the spatial discretization. The code descriptions in Appendix B provide the required information to count the number of operations; the numbers given in Table 1 are estimates, as the effective implementation of the algorithms is expected to vary from one programmer to the next. The estimates for the central differences are for the split form of the convective terms; also, local Lax-Friedrichs flux-splitting is considered for the WENO scheme in this section only to avoid issues related to logical statements in the upwinding. The large difference in operations between fifth-and seventh-order accurate WENO comes from the calculation of the smoothness indicators.
The Hybrid code cannot be assessed as such, since the fraction of points treated by WENO depends on the solution. We therefore give estimates for the pure central (sixth-order accurate) and WENO (fifth-order accurate) components of this method; in many problems of interest, the fraction of points computed using WENO is expected to be small, so that the cost of the WENO scheme is small, and the real impact of the WENO scheme in the Hybrid code is to make parallel load-balancing non-trivial. The ADPDIS3D code employs a central base scheme at every Runge-Kutta substep. The computed solution is then filtered by a post-processing step using the dissipative portion of a seventh-order WENO scheme after each full time step. Although ADPDIS3D should compute the WENO filter step only at grid points indicated by the wavelet flow sensor, for parallel implementation, it is easier to compute the filter step at every grid point. The artificial diffusivities in the Stan code imply that the diffusive terms must be evaluated even for inviscid problems; for fairness, the estimates in the table only include the calculation of the artificial diffusivity coefficients, but not the computation of the derivatives.
The cost of computing the viscous terms is non-trivial. The number of operations depends on how these terms are evaluated (conservative vs. non-conservative form) and on the numerics. When computing these terms in conservative form, 24 first derivatives must be evaluated; when computing these terms in non-conservative form, 27 (or 34 for artificial diffusivity methods) first derivatives must be evaluated. For instance, using the sixth-order accurate central difference scheme in the Hybrid code, approximately 300 operations are needed for the conservative evaluation, and an additional 50 operations are required for the non-conservative form; using the present compact scheme in the Stan code, almost 700 operations are needed for the conservative evaluation, and an additional 350 are required for the non-conservative form.
We finally note that the parallel efficiencies of the Hybrid, WENO, and and ADPDIS3D methods are higher than those of the Stan and Stan-I ones, due to the need for matrix-inversions in the latter. In other words, the methods relying on matrix-inversions tend to spend more time on communication than the other methods.
Test problems
The second key element in the present work is the comprehensive suite of benchmark problems. Since the end applications of interest all share the common trait of simultaneously involving broadband turbulence and sharp discontinuities (shocks and contact surfaces), the test problems are chosen in an attempt to isolate one or more relevant properties and to eventually combine them. The problems are ordered in a sequence of increasing complexity (by some measure): first the shock-free but broadband three-dimensional Taylor-Green vortex; then a series of non-broadband shock problems (one-dimensional Shu-Osher problem, two dimensional shock-vorticity/entropy wave interaction), culminating in the infinite-strength three-dimensional Noh implosion; and a three-dimensional compressible isotropic turbulence problem with broadband spectra and eddy shocklets. The last problem is the only viscous problem. Two sets of results are presented: a converged solution and a solution on a coarse grid. Given the number of methods (and thus the number of lines in each plot), a consistent color and line scheme is used, as listed in Table 2 . The reader is referred to the online version of this article for color figures.
Taylor-Green vortex
From a well-resolved initial condition, the inviscid Taylor-Green vortex [44] begins stretching and producing ever smaller scales. It thus constitutes a non-regularized problem with no lower bound on the length scale and is solved with no regularization other than that provided by the numerical method. The goal of this problem is to provide a test of the stability of the methods for severely under-resolved motions, as well as a measure of the preservation of kinetic energy and the growth of enstrophy.
The three-dimensional Euler equations are solved with gas constant c ¼ 5=3. The domain x i 2 ½0; 2pÞ is periodic and the grid spacing is Dx i ¼ 2p=64. The initial conditions are 
where the mean pressure is sufficiently high to make the problem essentially incompressible. The numerical results are compared to the semi-analytical solution for the enstrophy growth by Brachet et al. [4] for t 6 4, where t 6 3:5 was considered well-converged. In the incompressible problem the kinetic energy should remain constant while the enstrophy grows rapidly. Fig. 1 shows the temporal evolution of the mean kinetic energy, hqu i u i i=2, and enstrophy, hx i x i i=2, where x ¼ r Â u is the vorticity, normalized by their initial values. The brackets denote averaging over all space: for a function q,
with the RMS value defined as q rms ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
The dilatation-based shock sensor in the Hybrid code never activates the WENO scheme for this problem, allowing the non-dissipative central scheme to preserve the kinetic energy. The ADPDIS3D code is essentially non-dissipative, with only a slight decrease toward the end of the simulation. These two methods also give the most rapid growth in enstrophy. The WENO code is the most dissipative of all the methods for this problem; it begins adapting its stencils at t % 3, which drastically increases the numerical dissipation, thus leading to underpredictions in the kinetic energy and enstrophy. The Stan code lies somewhere in between the Hybrid/ADPDIS3D and WENO results. Note that the improved Stan-I results are identical to those of Stan for this problem, since the solenoidal velocity field is insensitive to the bulk viscosity. On the present grid, all methods agree with the semi-analytical results for the enstrophy growth.
In order to provide a quantitative comparison of the codes, the mean kinetic energy normalized by its initial value is tabulated at t ¼ 5; at this time, dissipation effects have become evident. Also, the mean enstrophy normalized by its initial value is tabulated at t ¼ 3:5; this is the last time for which semi-analytical results are obtained. These two values are shown in Table 3 and exhibit a behavior similar to that plotted in Fig. 1 . Such metrics provide quantitative means for other researchers to evaluate their codes against the present algorithms.
Next, the velocity spectra at t ¼ 5 are shown in Fig. 2 . No analytical spectrum is known at this time, so a converged reference solution is first determined. While the problem is unregularized with no lower bound on the length scale, one can argue that for a fixed time it is possible to converge the spectrum for a limited range of wavenumbers. The range of interest here is k 6 32, given that 64 3 grids are employed. To generate a reference solution, the velocity spectrum is computed on a sequence of grids using the Hybrid code in both non-dissipative form and with the addition of an eighth-order accurate dissipation term, which effectively removes numerical noise. The results of this exercise are shown in Fig. 2a , where it is clear that the lower wavenumbers converge. Specifically, the range k 6 32 is converged on the 256 3 grid.
Comparing to this reference, the minimally dissipative Hybrid and ADPDIS3D codes agree well for k K 20 and show energy pile-up past this point; this agrees with the expected onset of aliasing errors at 2/3 of the maximum wavenumber, though nonlinear processes are expected to redistribute the energy. The Hybrid code eventually reaches an equi-partitioned spectrum. The stability in lieu of dissipation is solely due to the split form of the convective terms; in a conservative form, the code diverges after t % 4 (data not shown). The Stan codes agree with the reference for k K 16 and then underpredicts the spectrum, while the WENO code agrees only for k K 8 despite being formally high-order accurate. The dealiasing filter in the Stan code directly affects only the very highest wavenumbers. The damping for k J 16 therefore implies either that the cumulative effect of the many filter operations decreases the effective bandwidth, or that nonlinear processes distribute the damping to lower wavenumbers.
Shu-Osher problem
The Shu-Osher problem [39] is a one-dimensional idealization of shock-turbulence interaction in which a shock propagates into a perturbed density field. The goal of this problem is to test the capability to accurately capture a shock wave, its interaction with an unsteady density field, and the waves propagating downstream of the shock. 
This problem corresponds to a M ¼ 3 shock moving into a field with a small density (or entropy) disturbance. The solution is compared to a reference solution with Dx ¼ 6:25 Â 10 À3 . Fig. 3 shows the density, Fig. 4 shows the entropy, and Fig. 5 shows the velocity, all at t ¼ 1:8. The entropy is given by
where c v is the specific heat at constant volume. The interaction between the shock and the entropy disturbance generates both acoustic and entropy waves downstream of the shock. The acoustic waves are strong enough to steepen into weak shock waves. At the given time, the shock location is x s % 2:39, the location of the contact discontinuity at the leading entropy wave is x c % 0:69, and the location of the leading acoustic wave is x a % À2:75. The initial entropy waves have wavelength k 1 ¼ 2p=5, which by conservation of mass in a frame moving with the main shock is approximately 0:33 in the post-shock region. For the present grid, the entropy waves behind the shock have 6.5 points per wavelength. All codes yield the correct shock location and capture the shock reasonably well.
Since the presence of both acoustic and entropy waves complicate the density plot, which is typically shown for this problem, entropy and velocity profiles are considered to isolate each family of waves. The most prominent difference between the schemes lies in the entropy waves; in order to visualize the important features of each method, the results are depicted in two different plots in Fig. 4 . The different codes introduce various amounts of dissipation at the shock, so that the entropy wave just downstream of the shock has a different amplitude depending on the method. In fact, the Shock Fit code predicts the full entropy amplitude immediately behind the shock and even overshoots the reference solution, thus suggesting that the latter may not be completely converged at this particular location. Downstream of the shock, the entropy waves maintain their amplitudes for the non-dissipative methods (Hybrid, ADPDIS3D, Stan-I and Stan) but decrease as they propagate downstream for the dissipative methods (WENO and Shock Fit). This illustrates the fact that, while an accurate treatment of the shock is important, the properties of the numerics away from the shock also matter in order to achieve accurate results in the entire domain. There is little appreciable difference between the original and improved artificial diffusivity methods. This result confirms the underlying idea of Mani et al. [32] that a dilatation-based artificial bulk viscosity behaves similarly to the original one based on strain-rate magnitude at a shock wave. The methods relying on a bulk viscosity achieve higher amplitudes of the entropy waves than the other methods. This is an effect of the bulk viscosity only affecting the dilatational velocity field, whereas the upwinding-based methods add dissipation to all modes. The converse of this is seen in Fig. 5 , which compares the acoustic waves for the most dissipative upwinding result (WENO) with the Stan code: for these waves, the WENO method is less dissipative.
Shock-vorticity/entropy wave interaction
A generalization of the Shu-Osher problem is the two-dimensional interaction of a vorticity/entropy wave with a normal shock [31] . The two-dimensional Euler equations are solved with c ¼ 1:4 on the domain x 1 2 ½0; 4p; x 2 2 ½Àp; pÞ, with Dx 1 ¼ p=50 and Dx 2 ¼ p=16. Periodic boundaries are used in the x 2 -direction; x 1 ¼ 0 is a supersonic inflow and x 1 ¼ 4p is a subsonic outflow. Different techniques are employed to avoid acoustic reflections from the outflow, including an extension of the domain with a sponge region. First a one-dimensional base solution corresponding to a M ¼ 1:5 shock is defined as ð q;
A combined vorticity/entropy wave is superposed onto the base flow. The initial data then becomes
and the conditions at the inflow boundary For the present study,
and k 2 ¼ 1; 2. This inviscid problem has no length scale other than k 2 ; hence an increase of k 2 corresponds to an effectively coarser grid. Fig. 6 shows instantaneous vorticity contours for w ¼ 45 to provide a visual understanding of the problem. The vorticity waves coming from the left interact with the shock, become compressed and change their orientation. In order to compare the different codes, Fig. 7 shows instantaneous vorticity profiles through the domain for k 2 ¼ 1 (the higher wavenumber plots look similar) for w ¼ 45 and w ¼ 75 . All codes do well in the w ¼ 45 case, but in the w ¼ 75 case all codes except Shock Fit show evidence of post-shock oscillations. This behavior is discussed further in Section 4.2.1; here we simply note that the oscillations persist downstream for the codes without any linear dealiasing filters (Hybrid and ADPDIS3D), whereas the filter in the Stan codes removes these oscillations as they travel downstream. Figs. 8 and 9 show the kinetic energy and mean-square vorticity downstream of the shock averaged in span and over one time period for w ¼ 45 ; 75 and k 2 ¼ 1; 2. The values are normalized with respect to the conditions upstream of the shock. There are slight differences in the mean shock position, implying a small phase difference downstream of the shock. In the w ¼ 45 case, the vorticity seems to converge to the linearized solution for all codes as the grid is refined (k 2 ¼ 1 is the effectively finer grid). The Shock Fit results are essentially identical between the two wavenumbers, which shows that the resolution of the post-shock region is sufficient (the shock-fitting method treats the shock analytically). The post-shock amplitudes of WENO and ADPDIS3D are similar, and slightly higher than that of the Hybrid code. The amplification occurs across the shock, which is effectively treated by seventh-order WENO in the former cases and by fifth-order WENO in the latter. Therefore, this difference illustrates that higher-order WENO schemes are better capable of capturing the interaction between a shock and a disturbance. In the w ¼ 75 case, the codes all yield larger vorticity amplification than the linear analysis and seem to converge to a value different from the linearized solution; only the Shock Fit results agree well with the linear theory. Interestingly, all shock-capturing codes (i.e., except Shock Fit) yield higher amplifications on the effectively coarser grid; this behavior is most likely related to the post-shock oscillations. These issues are discussed further in Section 4.2.1.
Noh problem
The Noh problem [34] consists of an infinite Mach number implosion and is relevant to inertial confinement fusion, in which strong shock waves interact with interfaces separating different fluids and with the resulting turbulence. The goal of this problem is to test the capability to handle a strong spherical shock. In particular, this problem provides an assessment of the capability to predict the post-shock density (i.e., the compression by the strong shock wave), the correct shock speed, and the spherical shape on a Cartesian grid (i.e., whether grid-imprinting errors are generated).
The three-dimensional Euler equations with c ¼ 5=3 are solved on the domain x i 2 ½0; 0:256 with Dx i ¼ 0:002 and symmetry conditions imposed along x i ¼ 0. The remaining boundaries are supersonic inflows where the velocity and pressure from the initial conditions are imposed, and the time-dependent density is set from the analytical solution. The initial conditions correspond to a spherically imploding flow with uniform density and pressure:
The pressure is nominally zero and leads to an infinite Mach number for the imploding flow. To prevent complex eigenvalues (which would make the problem ill-posed), a lower bound on the pressure is imposed as
In response to the initial imploding flow, a strong spherical shock wave traveling outward at constant speed develops. The analytical solution for the density in three dimensions is [34] q ¼
64;
r < t=3; ð1 þ t=rÞ 2 ; r P t=3:
( ð13Þ Shown in Fig. 10 are profiles of the density along and diagonal to the grid. The Hybrid results are the closest to the analytical solution, with small errors in both the shock location and the spherical shape. The Stan and Stan-I codes yield larger errors in shock position and post-shock density, and larger grid imprinting errors near the origin. The original form of the bulk viscosity (Stan) gives a somewhat smaller error in shock position compared to the ''improved" version (Stan-I). We note that the results from the artificial diffusivity methods for this problem in Ref. [8] The WENO method is not shown for clarity, but is slightly better than the Hybrid method; the results from the ADPDIS3D code are based on the divergence form of the convective terms with the addition of a 10th-order accurate linear dissipation. The reference is the analytical solution of Noh [34] .
(roughly halfway between the Stan and Hybrid results on equivalent grids). The main difference between Stan results and those of Cook and Cabot [8] is that the former treats the convective terms on a split form; this difference is most likely to blame for the worse results by the Stan code. As described in Section 2.2.4 on the ADPDIS3D code, when the un-split form of the convective terms and a 10th-order linear dissipation are used for the base scheme step, a stable solution could be obtained.
In order to provide a quantitative comparison of the codes, the mean density in the spherical shell r 2 ½0:15; 0:17 at t ¼ 0:6 is listed in Table 4 ; this quantity provides a measure of the compression achieved downstream of the shock. The RMS of the density fluctuations in the same spherical shell is also listed in the table; this quantity provides a measure of the grid-imprinting errors. The spherical shell is chosen such that errors near the center and near the shock do not affect this value. The purpose of listing these metrics is to provide quantitative means for other researchers to evaluate their codes against the present algorithms.
One should note that the errors in shock position and post-shock density are related to each other through mass conservation since all the methods are discretely conservative. Assume a correct shock location at some time t; then the pre-shock density is determined by the smooth analytical solution, as is the radial mass flux. If the compression by the shock is underpredicted, then the post-shock density is by definition also underpredicted. To conserve mass, this implies that the shock speed must be overpredicted, thereby leading to the shock location being overpredicted for all subsequent times.
Finally, the WENO results are not shown here since they are very similar to the Hybrid results (though there are slight differences in the metrics in Table 4 ). For this problem the shock sensor in Hybrid is activated almost everywhere for the entire calculation. This effect illustrates that there is no universal shock sensor; a different sensor design may be able to confine the WENO procedure to the shock region only e.g., the sensor by Hill and Pullin [18] works well for this problem. Results from the Shock Fit code are not included because there is initially no well-defined shock.
Compressible isotropic turbulence
The final test case is that of decaying compressible isotropic turbulence with eddy shocklets [27] . Given a sufficiently high turbulent Mach number M t , weak shock waves (eddy shocklets) develop spontaneously from the turbulent motions. The goal of this problem is to test the ability of the methods to handle 'randomly' distributed shocklets (in the sense of the shock locations not being known a priori), as well as the accuracy for broadband motions in the presence of shocks.
The three-dimensional Navier-Stokes equations with c ¼ 1:4 are solved on the domain x i 2 ½0; 2pÞ 3 with grid spacing Dx i ¼ 2p=64 and periodic boundary conditions in all directions. The (physical) viscosity is assumed to follow a power-law of the type
The important parameters are the turbulent Mach number and Taylor-scale Reynolds number defined as
The initial condition consists of a random solenoidal velocity field u i;0 that satisfies
The chosen energy spectrum yields k 0 ¼ 2=k 0 , where k 0 is the most energetic wavenumber, taken as k 0 ¼ 4 here. Full details required to generate the initial conditions are included in Appendix A. The density and pressure fields are initially constant, with the initial parameters, M t;0 ¼ 0:6 and Re k;0 ¼ 100. Since the initial conditions are not in acoustic equilibrium, a field of background acoustic waves develops and persists throughout the simulation. Similarly, there are initial entropy modes. We note that this particular initial condition is chosen since, for the present comparison, a problem with large acoustic and entropy modes is desirable to highlight the performance of the methods. In order to generate the reference solution, the Hybrid, ADPDIS3D and Stan codes were run on a sequence of grids up to 256 3 . All the present methods converge on the finest grid, and agreed with each other even on a point-wise basis at the final time t=s ¼ 4, where s ¼ k 0 =u rms;0 is the eddy turn-over time. We note as an aside that this point-wise agreement after four turn-over times implies that the divergence of different trajectories in this chaotic dynamical system is significantly slower than the characteristic turbulence time scale. The temporal evolution of the mean-square velocity and vorticity, and the variance of the temperature and dilatation are plotted in Fig. 11 . The RMS of pressure and density exhibit a behavior similar to that of temperature and are therefore not shown. The minimally dissipative Hybrid code agrees well with the reference solution for all quantities. The WENO code underpredicts all quantities, thereby showing how dissipative it is for broadband motions. It particularly underpredicts the vorticity and dilatation, which is consistent with the fact that the WENO procedure damps the small-scale motions. The ADPDIS3D code agrees with the reference almost as well as the Hybrid code except that it is more dissipative. The original and improved artificial diffusivity methods behave similarly for the kinetic energy and the enstrophy, but the original method (Stan) is highly dissipative for both dilatational and temperature fluctuations; in fact, it annihilates the dilatational motions very quickly. It was this finding that spurred Mani et al. [32] and subsequent researchers to improve the method by making the artificial bulk viscosity sensitive to dilatational motions; the improvement in the dilatation fields of the Stan-I code over those of the Stan code is solely due to this implementation of the artificial bulk viscosity. Similarly, the predicted temperature fluctuations are significantly improved. Additional information on the artificial diffusivity methods are provided in Appendix C.
Instantaneous profiles of dilatation, density, temperature and vorticity through an eddy shocklet are shown in Fig. 12 . The shocklet is located at x 1 % 2:8, i.e., at the point of large negative dilatation. The Hybrid, ADPDIS3D and Stan-I codes exhibit a Fig. 11 . Temporal evolution of the variance of different quantities for the isotropic turbulence problem on 64 3 grid. The reference is the solution on a 256 3 grid spectrally filtered to a 64 3 grid (circles).
reasonable behavior compared to the converged solution, as does the WENO method despite its larger numerical dissipation. The annihilation of dilatational motions by the original formulation of the artificial bulk viscosity is clear: not only is the eddy shocklet wiped out, but so are the background acoustic waves. Nevertheless, the method does preserve the peaks in the vorticity profile, which shows that the original artificial diffusivity method is capable of handling vortical motions; this is consistent with the reasonable results obtained for the Taylor-Green problem.
Finally, the velocity, vorticity, dilatation and density spectra are plotted in Fig. 13 . The results for the velocity and vorticity spectra agree well with the previous findings for the Taylor-Green problem. The dilatation and density spectra agree qualitatively with each other and illustrate how the artificial bulk viscosity affects more than just the dilatational motions. The improvement from Stan to Stan-I is substantial. The Stan code not only damps small-scale fluctuations, but ominously even damps the very largest scales in the domain. The reason for this behavior can be traced to the (lack of) localization of the bulk viscosity to regions containing shocks. In theory, the method should introduce artificial bulk viscosity only near shocks; this is the case for ''pure" shock problems like the Shu-Osher, shock-vorticity, and Noh problems in this study. In the isotropic turbulence problem, however, the strain-rate-based artificial bulk viscosity is large everywhere in the domain. This is illustrated in Fig. 14, which plots the normalized artificial bulk viscosity through the eddy shocklet considered in Fig. 12 for two different grid resolutions for both the Stan and Stan-I codes. The amount of artificial bulk viscosity is equally large everywhere in the domain, and the shocklet is clearly not detected. The latter is consistent with the much faster than linear decrease of the bulk viscosity under grid refinement. In contrast, the improved Stan-I method yields a much lower artificial bulk viscosity throughout the domain, and the shocklet is clearly detected. Under grid refinement, the improved method yields a rapid decrease away from the shocklet and a much slower decrease at the shocklet -this is how the algorithm is intended to behave. 
Discussion
Effective bandwidth
One measure of efficiency of the methods under consideration is the range of wavenumbers that are resolved accurately. Simply put, for a higher maximum accurately resolved wavenumber, a coarser grid could be used to achieve a given overall accuracy. To quantify the effective bandwidth of the schemes we consider the following compensated spectrum e EðkÞ ¼ EðkÞ
where EðkÞ is the spectral density at wavenumber k on a given grid, and E conv ðkÞ is the converged spectrum. This quantity is shown in Fig. 15 for the Taylor-Green vortex and isotropic turbulence on 64 3 grids. The bandwidth is quantified by the wavenumber k c where the deviation from the reference is 25%. Though this limit is arbitrary, it is chosen so that it is larger than the 10% maximum deviation between the dissipative and non-dissipative reference spectra from the different methods. It should be noted that the Taylor-Green vortex is inviscid so that any dissipation is numerical, while viscosity is present in the isotropic turbulence problem, thereby providing physical dissipation that affects the spectra. For each method, the behavior of the compensated spectrum is similar for the two problems. For the WENO method, a bandwidth of k c % 0:25 k max is achieved in both problems. The Hybrid method yields a pile-up at the highest wavenumbers in both cases, with k c % 0:6 k max and k c % 0:8k max for the two problems, respectively. The ADPDIS3D code is similar. The very high value of k c % 0:8 k max for the Hybrid and ADPDIS3D codes on the isotropic turbulence problem should be interpreted as being the result of a balance between viscous dissipation and aliasing error pile-up; hence k c % 0:6k max from the Taylor-Green vortex is a more fair result for these codes. Both the original Stan and improved Stan-I methods yield k c % 0:5 k max on both problems (recall that they are identical for the Taylor-Green vortex). The similarity between these methods for the isotropic turbulence problem is simply an effect of the velocity fluctuations being dominated by solenoidal and vortical motions, which are not affected directly by the artificial bulk viscosity. The fact that the effective bandwidth is 0:5 k max is at first surprising, since both the dealiasing filter and the artificial shear viscosity (which acts on vortical motions) are designed to affect only the highest wavenumbers. The reason is either that the cumulative effect over many time steps of these dissipation operators is significantly larger than the single-pass effect, or that nonlinear interactions redistribute the damping to lower wavenumbers. Most likely, both effects are important.
These numbers have important implications on the computational cost: if one wants to resolve a given wavenumber range with WENO, more than twice as many grid points are required in every direction. With explicit time stepping, this implies more than a factor of 16 higher computational cost. This is a significant drawback.
Shock sensor
The Hybrid method relies on a flow sensor to identify any shocks. The comprehensive set of test cases in the present study has illuminated how difficult it is to design a ''universal" shock sensor, i.e., one that works well for general problems. When Fig. 15 . Compensated spectra on a 64 3 grid. As a reminder, Stan is dashed red, Stan-I is dashed magenta (thin), Hybrid is solid blue, WENO is solid cyan (thin), and ADPDIS3D is dash-dotted green. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) turbulence is present, the dilatation/vorticity sensor inspired by Ducros et al. [11] was found to work well. The sensor loses its meaning whenever vorticity is not present, and reverts to identifying every region of flow compression. Hence, the sensor marks the whole pre-shock domain in the Noh problem, for example; while this behavior does not affect the results for this particular problem, the sensor is clearly not suited to it. In addition, the sensor was found to behave erratically on very coarse grids, where the vorticity is poorly captured (data not shown). Lastly, we found that the sensor operates better when the vorticity in the denominator is averaged in some sense (locally, or in homogeneous directions), since this prevents marking random regions of small vorticity as ''shocks".
The flow sensor by multiresolution wavelet analysis of the computed flow data in the ADPDIS3D code is more flexible. By computing wavelet coefficients of a given grid function (with a suitable set of wavelet basis functions), we obtain very precise information about the regularity of the grid function (computed flow data) in question. This information is obtained by simply analyzing a given grid function. No information about the specific problem being solved is required. Thus, wavelet detectors are general, problem-independent and rest on a solid mathematical foundation. One of the challenges for the adaptive filter method is a universal multiresolution wavelet that works well for shocks, spurious oscillations and turbulent fluctuations.
Finally, the sensor of Hill and Pullin [18] that is based on the WENO smoothness indicators of the density field was tested in this study, and was found to yield stable solutions on all problems at the price of prematurely activated dissipation (data not shown). One advantage of this sensor (compared to the Ducros-sensor) is that it is also capable of finding both contact and material discontinuities.
Post-shock oscillations in the shock-vorticity/entropy wave interaction
In the shock-vorticity/entropy wave interaction, significant post-shock oscillations are observed downstream of the shock for the case w ¼ 75 . These errors are similar to the so-called slow-shock or post-shock oscillations found to occur primarily when a shock is moving slowly relative to the grid [2] . That these errors are post-shock oscillations was inferred in several ways. First, they do not disappear under grid or time step refinement, and their amplitude decreases when the order of accuracy of the methods is decreased (e.g., changing from seventh to fifth-order accurate WENO). Second, the oscillations disappear if the reference frame is changed such that the shock is moving through the domain more rapidly. Finally, the lack of post-shock oscillations in the Shock Fit results, where the shock is treated analytically, implies that the capturing of the shock is to blame.
Though post-shock oscillations were first reported in a two-dimensional problem [47] , most of the subsequent analysis has been done in one-dimensional settings. In these one-dimensional studies, it is argued that the post-shock oscillations are strongly tied to the shock velocity relative to the grid, and that significant post-shock oscillations occur if the shock speed is much smaller than the maximum wavespeed in the domain, i.e., if it takes several time steps for the shock to cross a single grid cell [28] . In the present study, the shocks traverse each grid point in approximately 16 time steps in both the w ¼ 45 and w ¼ 75 cases. However, only the latter show signs of post-shock oscillations. This suggests that the shock speed is not the only criterion in the generation of post-shock oscillations, but that there may be multi-dimensional effects as well. From a physical point of view, the difference between the two cases is that the smaller angle leads to a propagating acoustic field behind the shock, whereas the larger angle has an evanescent pressure field; it is possible that this difference in physics plays a role in determining whether post-shock oscillations are generated, though further study is clearly necessary.
We also note that Mahesh [31] argued that the difference between his results and the linear analysis (at w ¼ 75 ) was that the linear theory is not valid for that angle due to transonic effects. However, the present Shock Fit results agree perfectly with linear theory; hence the discrepancy in [31] was most likely due to post-shock oscillations, as illustrated in the present results, in which the mean-square vorticity calculated from the simulations overpredicts the linear theory.
Shock fitting
The Shu-Osher problem and the shock-vorticity/entropy wave interaction are ideal for shock fitting because of the welldefined shocks that maintain their topology throughout the simulation. In these problems, results from the shock fitting scheme have been found to be accurate and free of spurious oscillations for problems involving shocks and disturbances. There are obvious advantages to using a shock-fitting method for strong well-defined shocks in a simple geometry where the flow behind the shock is smooth. However, for more realistic problems in which no well-defined shocks are present initially or in which multi-dimensional shock interactions occur, the application of the present shock fitting approach is more challenging. In addition, the Shu-Osher results clearly show that the numerics away from the shock matter as well. Therefore, the shock fitting code should be combined with a minimally dissipative method that is capable of capturing shocks, allowing for strong well-defined shocks to be handled analytically while weaker, more random shocks could be captured. Work done on the aforementioned idea will be reported on a forthcoming paper.
Conclusions
The objective of the present work is to evaluate the performance of several numerical methods on problems in which shock waves and turbulence are present and interact dynamically. Several different numerical methods (WENO, hybrid WENO/central difference, artificial diffusivity, adaptive characteristic-based filter and shock fitting) for compressible turbulence are assessed on under-resolved grids. A wide range of discriminatory problems is considered, including purely broadband (Taylor-Green vortex), shock-dominated (Shu-Osher problem, shock-vorticity/entropy wave interaction, Noh problem), and a combination of the two (compressible isotropic turbulence). Even though qualitatively different behavior is observed in some cases, all the schemes perform well for most of the test problems. The following observations are made:
The WENO method provides sharp shock capturing, but overwhelms the physical dissipation and underpredicts approximately the upper 3/4 of the resolvable wavenumbers for broadband problems. The artificial diffusivity method of Cook [6] performs well on the problems with either shocks or broadband motions, but vastly underpredicts the dilatational velocity and thermodynamic (density, pressure, temperature) fluctuations when shocks and turbulence are interspersed; in fact, even WENO yields better results for the dilatation and thermodynamic fluctuations. The reason for this behavior is that the artificial bulk viscosity is based on the strain-rate magnitude, such that its value is both large and rapidly varying in turbulent regions. Hence, this formulation leads to a large bulk viscosity, which in turn annihilates dilatational motions. This behavior is improved by re-defining the artificial bulk viscosity to be a function of the dilatation. The Noh problem illustrates how the use of a split ('skew-symmetric') scheme negatively affects the capturing of a strong shock: it decreases the shock compression in the artificial diffusivity method. The hybrid WENO/central difference method avoids this issue by switching to a conservative formulation in the WENO region. Severe post-shock oscillations are found in the two-dimensional shock-vorticity/entropy wave interaction. While this issue has primarily been studied in a one-dimensional context to date, the results indicate that there are multi-dimensional effects as well. All shock-capturing methods tested here generate post-shock oscillations, although methods with dealiasing filters reduce their magnitude downstream of the shock. Interestingly, the present results suggest that the poor agreement between linear analysis and computations for the larger angle in [31] was due to post-shock oscillations, not invalidity of the linear analysis. The shock fitting approach avoids post-shock oscillations and yields superior results immediately downstream of the shock. The results also show that shock fitting must be coupled with minimally dissipative numerics, as illustrated by the significant dissipation away from the shock in the Shu-Osher problem. The comprehensive nature of the test problems in this study proved to be a challenge in terms of defining a shock sensor in the hybrid WENO/central difference method. The dilatation/vorticity sensor works adequately for these problems, although it does so in an unintended way for the turbulence-free problems. The compressible isotropic turbulence problem with eddy shocklets proved to be a challenging problem because weak shocks are interspersed with turbulence and all compressible modes (vortical, entropic, acoustic) are present.
Based on these observations, we can make the following recommendations:
WENO and the original artificial diffusivity method of Cook [6] in their standard forms are not suitable for high-fidelity computations of compressible turbulence. If used, they must be accompanied with convincing grid refinement studies clearly showing sufficient grid resolution. While this statement is true for every method, it is particularly true for highly dissipative methods. Simply showing that spectra are decaying at the highest wavenumbers is not sufficient, since this is a built-in feature of dissipative methods. The modified artificial diffusivity methods that use dilatation rather than strain-rate magnitude to activate the artificial bulk viscosity are substantial improvements over the original method of Cook [6] , and make the method suitable for compressible turbulence calculations. The benefits of minimizing numerical dissipation (e.g., by restricting the regions in which it is applied) are clear. The main challenge for the hybrid central/WENO method lies in the shock sensor. The main advantage of shock fitting (over shock-capturing) is that it avoids post-shock oscillations. The main challenge is that it is difficult to apply to shocks with complex and/or changing topology. more physically realistic initial condition can be obtained by combining the random velocity field described here with the method by Ristorcelli and Blaisdell [36] to find the pressure, density and dilatational velocity fields.
The initial velocity field is given in terms of its Fourier coefficients aŝ
where k i are the wavenumbers, k ¼ ffiffiffiffiffiffiffi ffi k i k i p is the wavenumber magnitude, and k 12 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi k
q . This is valid for all wavenumbers other than (0, 0, 0) provided one defines that k 1 =k 12 ¼ 0 and k 2 =k 12 ¼ 1 for k 12 
EðkÞ dk: ð22Þ
Note also that the initial Taylor length scale is k 0 ¼ 2=k 0 .
Appendix B. Numerical methods
This section further provides descriptions of the different methods. The reader is referred to the original references for additional details. Without loss of generality, we consider the one-dimensional form of Eq. (1):
where q is the vector of conserved variables and f is the flux. Boldface is not used for simplicity, but is implied. In all problems, all methods satisfy the CFL condition for the given discretizations. Time-marching errors are not expected to play a role in the present study; we did not seek to optimize the time stepping.
B.1. The Stan code
In the Stan code, a sixth-order accurate compact finite difference scheme optimized for high-wavenumber resolution [30] is used to compute first derivatives,
where a 1 ¼ 0:5381301; b 1 ¼ 0:0666332; a 1 ¼ 1:3675777; b 1 ¼ 0:8234282, and c 1 ¼ 0:0185208, and second derivatives, 
Following [6] , artificial diffusion is provided through artificial shear and bulk viscosity, l Ã and b Ã , and thermal conductivity, k Ã , as defined:
where r ¼ 4; C 4 l ¼ 0:002; C 4 b ¼ 1; C k ¼ 0:01, and a 0 is the reference sound speed. These artificial properties are added to the physical viscosities and thermal conductivities. Hence, even in inviscid calculations the diffusive terms must be com-puted. The bi-harmonic operator is evaluated by applying the second derivatives twice. The overbar denotes a Gaussian filter,
The diffusive terms are solved in the conservative form of Eq. (1) for the terms with artificial diffusivities and in non-conservative form
where Pr ¼ c p l=k, for the terms with physical diffusivities.
The time marching is handled using a two-step eleven-stage fourth-order accurate Runge-Kutta scheme optimized for low dispersion errors [19, 43] ; though more costly per time step, this time-marching scheme allows for larger time steps than the standard scheme. As in [6] , the conserved variables are filtered after every Runge-Kutta substep using the following eighth-order accurate compact filter:
wheref is the filtered variable, a ¼ 0:66624; b ¼ 0:16688; a ¼ 0:99965; b=2 ¼ 0:6665; c=2 ¼ 0:16674; d=2 ¼ 4 Â 10 À5 , and e=2 ¼ 5 Â 10 À6 .
B.2. The Stan-I code
In the improved Stan-I code, C b is constructed such that artificial bulk viscosity is localized at shocks [3] :
B.3. The WENO code
For the WENO and Hybrid codes, the right-hand side of Eq. (23) is written as a flux difference Àðf iþ1=2 À f iÀ1=2 Þ=Dx. In the WENO method, the Roe flux with entropy and carbuncle fixes are used; for simplicity, the procedure for the positive Roe flux is considered [21] . The fifth-order accurate procedure (used in the Hybrid code) is described. The relevant coefficients for the seventh-order accurate procedure can be found in the literature e.g., in Ref. [33] . The eigenvalues and eigenvector matrices L iþ1=2 and R iþ1=2 are computed using Roe averages. Then, the fluxes are projected into characteristic space to g j ¼ L iþ1=2 f j ; j 2 ½i À 2; . . . ; i þ 2. The flux at x iþ1=2 is given by 
The d ðkÞ and c rj coefficients can be found in Ref. [40] and the smoothness indicators are given by b ð0Þ iþ1=2 ¼ 13 12 
The procedure is similar for the negative flux. Then, for each flux component, the sign of the eigenvalue specifies which flux is applied: if the eigenvalue is positive, the positive flux component is chosen; otherwise, the negative flux component is selected. The resulting numerical flux in characteristic space, g iþ1=2 , is then projected back to real space: f iþ1=2 ¼ R iþ1=2 g iþ1=2 . The diffusive terms are solved in non-conservative form using sixth-order accurate central differences, and the timemarching is handled using a standard four-stage fourth-order accurate Runge-Kutta scheme.
B.4. The Hybrid code
The numerical flux in the Hybrid code consists of the linear combination of a non-dissipative central term and a shockcapturing term:
; ð35Þ
where the c and w superscripts denote central and WENO, respectively. The calculation of the WENO flux is described in the previous section. The central fluxes are computed by an interpolation that, after applying Àðf iþ1=2 À f iÀ1=2 Þ=Dx, is equivalent to the split form (given here for the mass flux) @ðqu j Þ @x j i ¼ 1 2
The switching function is based on a dilatation/vorticity sensor similar to that of Ducros et al. [11] :
If v > 0:65, then v is set to one; otherwise it is set to zero. This is done for neighboring points to ensure that central differencing is not done across any shocks. The diffusive terms are solved in non-conservative form using sixth-order accurate central differences, and the timemarching is handled using a standard four-stage fourth-order accurate Runge-Kutta scheme.
B.5. The ADPDIS3D code
The high-order accurate filter method in ADPDIS3D consists of two steps, a full time step of the fourth-order Runge-Kutta base scheme step and a post-processing nonlinear filter step. For viscous gas dynamics, the same order of spatial centered base scheme for the convection terms and the viscous terms are employed. For all of the test cases, e.g., the spatial base scheme to approximate the inviscid flux derivatives f ðqÞ x (with the grid indices k and l for the y-and z-directions suppressed) is written as @f @x
% D 08 f j ;
where D 08 is the standard eighth-order accurate centered difference operator. After the completion of a full time step of the base scheme step, the second step is to adaptively filter the solution by the product of a wavelet sensor and the nonlinear dissipative portion of a high-resolution shock-capturing scheme. It can be obtained e.g., in the x-direction by taking the full seventh-order WENO scheme in the x-direction and subtracting D 08 f j . The final update of the solution is (with the filter numerical fluxes for the y -and z-direction suppressed) q nþ1 j;k;l ¼ q Ã j;k;l À Dt Dx ½H jþ1=2 À H jÀ1=2 ð39Þ
The nonlinear filter numerical fluxes usually involve the used of field-by-field approximate Riemann solvers. If Roe's type of approximate Riemann solver is employed, for example, the x-filter numerical flux vector H jþ1=2 is H jþ1=2 ¼ R jþ1=2 H jþ1=2 , where R jþ1=2 is the matrix of right eigenvectors of the Jacobian of the inviscid flux vector in terms of the q Ã solution from the base scheme step. Denote the elements of the vector H jþ1=2 by h l jþ1=2 ; l ¼ 1; 2; . . . ; 5. The nonlinear portion of the filter h l jþ1=2 has the form h l jþ1=2 ¼
Here ðs N Þ l jþ1=2 is the wavelet flow sensor to activate the nonlinear numerical dissipation / l jþ1=2 . The dissipative portion of the nonlinear filter / l jþ1=2 ¼ g l jþ1=2 À b l jþ1=2 is the dissipative portion of the seventh-order WENO scheme for the local lth-characteristic wave. Here g l jþ1=2 and b l jþ1=2 are numerical fluxes of the seventh-order WENO scheme and the eighth-order central scheme for the lth characteristic, respectively. For all of the computations, a three-level second-order Harten multiresolution wavelet decomposition of the computed density and pressure is used as the flow sensor.
A summary of the three basic steps for obtaining the wavelet flow sensors is given in [41] . The computer routines to compute the wavelet coefficient of the second-order B-spline and the redundant form of Harten's multiresolution wavelets and their corresponding Lipschitz exponents of a given grid function f j (e.g., density or pressure, or characteristic variables) can be found in the Appendix of Ref. [50] . Section 3.5, the dilatation-based artificial bulk viscosity methods show significant improvement over the original method of [6] for a large range of wavenumbers. The implications of employing a Ducros-type switch in artificial diffusivity methods is not included here, as a detailed discussion on the use of different switching functions is provided in Ref. [23] . Fig. 16 . Dilatation spectrum at t=s ¼ 4 for the isotropic turbulence problem on a 64 3 grid for different artificial diffusivity methods. Red dash: [6] ; black dash-dot: [32] ; green dot: [23] ; magenta dash (thin): [3] . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
