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APPLICAZIONI (h, A)-LINEARI
OMOMORFISMI DI MA-IPERGRUPPOIDI
DOMENICO FRENI
In the papers [9], [10] we introduced and studied Mλ-hypergroupoids;also, we obtained some results on the automorphism group of a Gλ-hypergroupoid. In particular, given a group G and one of its element λ, weproved that the automorphisms of the corresponding Gλ-hypergroupoid arethe one-one maps f : G → G which are λ-linear, i.e. verify f (λg) = λ f (g),for every g∈G .A natural generalization of the notion of λ-linearity is the notion of(h, A, B)-linearity, introduced in the present paper. Theorem 1.7 provides theexistence and uniqueness of a (h, A, B)-linear map. Theorem 2.3 gives thecardinality of the group �(GA) of complete, bijective (h, A)-linear maps. InTheorem 2.7 we prove that �(GA) is a semi-direct product of �I d<A>,T (GA)via < Q >, where �I d<A>,T (GA) is the subgroup of bijective, complete(I d<A>, A)-linear maps and Q is a suitable subset of �(GA).The notion of MA -hypergroupoid is de�ned in the last section, via groupactions on sets. We also study their homomorphisms and prove that the MA-hypergroupoid is a hypergroup or a join-space according to the set A being astable part or a subgroup of G .
1. Applicazioni (h, A, B)-lineari. Prime proprieta`..
Nellambito delle strutture multivoche sono numerosi gli articoli riguar-danti gli omomor�smi di particolari classi dipergruppi come, ad esempio, gli
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ipergruppi di tipo U a destra, i Join-Spaces e gli ipergruppi canonici, ma so-no pochi i risultati sul gruppo degli automor�smi di queste strutture. In effetti,la particolare natura delle operazioni multivoche rende complesso lo studio delgruppo degli automor�smi. In questo contesto, una nozione che ha permessodi ottenere nuovi risultati e` quella di applicazione λ-lineare (vedi [10]), me-diante la quale si e` studiato il gruppo degli automor�smi degli Mλ e dei Gλ-ipergruppoidi. Adesso, in questo paragrafo, si de�niscono e si studiano le appli-cazioni (h, A, B)-lineari e successivamente si determina il gruppo �(GA) delleapplicazioni A-lineari e il gruppo degli automor�smi di (h, < A >)-linearicompleti di un G<A>-Join Space.
De�nizione. Siano G e G � due gruppi e A, B sottoinsiemi rispettivamentedi G e G �. Unapplicazione f da G in G � si dice (h, A, B)-lineare se esisteunapplicazione h : A → B tale che f (ax ) = h(a) f (x ), ∀a ∈ A, ∀x ∈G .Lapplicazione h si chiama lapplicazione generatrice di f .Le applicazioni (h, A, A)-lineari si dicono (h, A)-lineari.
Proposizione 1.1. Sia f : G → G � unapplicazione (h, A, B)-lineare, allora:
1) f (anx ) = (h(a))n f (x ), ∀ (n, a, x )∈ Z × A × G.
2) Per ogni n ∈ N∗ , (a1, a2, . . . , an) ∈ An , (r1, r2, . . . , rn) ∈ Zn e x ∈ G, siha: f (ar11 ar22 . . . arnn x ) = h(a1)r1h(a2)r2 . . . h(an)rn f (x ) .
3) Esiste un omomor�smo h∗ :< A >→< B > tale che h∗(a) = h(a), perogni a ∈ A. Inoltre, lapplicazione f e` (h∗, < A >,< B >)-lineare.
Dimostrazione. 1) La dimostrazione e` ovvia per n = 0 e n = 1. Supponendolavera per un intero positivo n, si ha:
f (an+1x ) = f (a(anx )) = h(a) f (anx ) = h(a)(h(a))n f (x ) = h(a)n+1 f (x ),
dunque f (an+1x ) = h(a)n+1 f (x ).Inoltre, si ha
f (x ) = f ((aa−1)x ) = f (a(a−1x )) = h(a) f (a−1x ),
quindi f (a−1x ) = (h(a))−1 f (x ),
e procedendo ancora per induzione si dimostra che f (a−nx ) = (h(a))−n f (x ),per ogni n ∈ N .2) Subito da 1).
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3) Sia h∗ :< A >→< B > lapplicazione cos�` de�nita:
h∗(
n�
k=1
arkk ) =
n�
k=1
h(ak )rk , ∀ n ∈ N − {0},
(a1, a2, . . . , an)∈ An, (r1, r2, . . . , rn)∈ Zn.
E` ovvio che h∗( n�
k=1
arkk )∈ < B > perche´ Imh ⊂ B . Inoltre, se n�k=1 a
rkk =
m�
k=1
bskk ,
per 2), si ha
n�
k=1
h(ak)rk f (1G) = f (
n�
k=1
arkk 1G) = f (
m�
k=1
bskk 1G) =
m�
k=1
h(bk)sk f (1G)
per cui n�
k=1
h(ak )rk = m�k=1 h(bk )
sk , quindi h∗( n�
k=1
arkk ) = h∗( m�k=1 b
skk ). Dunque lap-
plicazione h∗ e` ben de�nita. E` anche facile veri�care che h∗ e` un omomor�smodi gruppi ed inoltre e` chiaro che h∗(a) = h(a), per ogni a ∈ A.
In�ne, per ogni x ∈ G e per ogni α = n�
k=1
arkk ∈ < A >, con n ∈ N∗ ,
(a1, a2, . . . , an)∈ An e (r1, r2, . . . , rn)∈ Zn, applicando 2), si ottiene:
f (αx ) = f ( n�
k=1
arkk x ) =
n�
k=1
h(ak)rk f (x ) = h∗(
n�
k=1
arkk ) f (x ) = h∗(α) f (x ),
percio` f e` (h∗, < A >,< B >)-lineare.
De�nizione. Lomomor�smo h∗ :< A >→< B > de�nito nella Proposizione1.1 3) si chiama lomomor�smo generatore dellapplicazione (h, A, B)-linearef .
Immediata conseguenza della Proposizione 1.1 e` il seguente:
Corollario 1.2. Sia f : G → G � unapplicazione (h, A, B)-lineare, allora:
1) f (< A > f k(x )) ⊂< B > f k+1(x ), ∀x ∈G, ∀k ∈ N.
2) Se lapplicazione generatrice h di f e` suriettiva, lomomor�smo genera-tore h∗ :< A >→< B > e` un epimor�smo e f (< A > f k (x )) =< B >f k+1(x ), ∀x ∈G, ∀k ∈ N.
Proposizione 1.3. Se f, g : G → G � sono due applicazioni rispettivamente(h, A, B)-lineare e (k, A, B)-lineare, allora f = g implica h = k e h∗ = k∗ .
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Dimostrazione. Se f = g, allora f (ax ) = g(ax ) e f (x ) = g(x ), per ogni(a, x )∈ A× G , dunque
h(a) f (x ) = f (ax ) = g(ax ) = k(a)g(x ),
per cui h(a) = k(a), per ogni a ∈ A. Quindi h = k e di conseguenza ancheh∗ = k∗ .
Proposizione 1.4. Sia f : G → G � unapplicazione (h, A, B)-lineare. Si ha:
1) Se f e` iniettiva, allora h e h∗ sono iniettive.
2) Se f e h sono biunivoche, allora f −1 e` (h−1, B, A)-lineare.
Dimostrazione. 1) Se f e` iniettiva e (α1, α2) e` una coppia di elementi di< A >tale che h∗(α1) = h∗(α2), per la Proposizione 1.1 3), si ha
f (α1) = f (α11G) = h∗(α1) f (1G) = h∗(α2) f (1G) = f (α21G) = f (α2),
dunque α1 = α2 ed h∗ e` iniettiva. Inoltre, ancora per la Proposizione 1.1 3),lapplicazione h e` la restrizione di h∗ ad A, percio` anche h e` iniettiva.2) Siano f e h biunivoche. Preso b ∈ B , esiste a ∈ A tale che b = h(a),cos�` , per ogni y ∈G �, posto f −1(by) = x , si ha
f −1(by) = x ⇔ f (x ) = by ⇔ b−1 f (x ) = y ⇔ (h(a))−1 f (x ) = y ⇔
⇔ f (a−1x ) = y ⇔ a−1x = f −1(y)⇔ x = a f −1(y) = h−1(b) f −1(y),
quindi f −1(by) = h−1(b) f −1(y). Dunque f −1 e` (h−1, B, A)-lineare e h−1 :B → A e` la sua applicazione generatrice.
Osservazione. La suriettivita` di unapplicazione (h, A, B)-lineare non com-porta, in generale, la suriettivita` della sua applicazione generatrice. Ad esem-pio, considerato il gruppo G = (R,+) e �ssato n ∈ Z − {−1, 0,+1}, le dueapplicazioni f : R → R e h : Z → Z cos�` de�nite:
f (x ) = nx , ∀x ∈ R;
h(a) = na, ∀a ∈ Z ;
sono tali che f e` biunivoca ed h e` iniettiva ma non suriettiva, inoltre
f (a + x ) = n(a + x ) = na + nx = h(a)+ f (x ), ∀a ∈ Z , x ∈ R.
Dunque f e` (h, Z )-lineare biunivoca con applicazione generatrice h nonsuriettiva.
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De�nizione. Unapplicazione (h, A, B)-lineare f : G → G � si dice completase la sua applicazione generatrice h : A → B e` suriettiva.
Proposizione 1.5. Siano f : G → G � e g : G � → G �� due applicazioni, rispet-tivamente, (h, A, B)-lineare e (k, B,C)-lineare, allora g ◦ f e` unapplicazione(k ◦ h, A,C)-lineare e il suo omomor�smo generatore e` (k ◦ h)∗ = k∗ ◦ h∗ .Inoltre, se f e g sono complete, anche g ◦ f e` completa.
Dimostrazione. Per ogni a ∈ A e x ∈G , si ha:
g ◦ f (ax ) = g( f (ax )) = g(h(a) f (x )) = k(h(a))g( f (x )) = k ◦ h(a)g ◦ f (x ),
quindi g ◦ f e` (k ◦ h, A,C)-lineare.
Inoltre, per ogni α = n�
k=1
arkk ∈ < A >, si ha
k∗ ◦ h∗(α) = k∗ ◦ h∗( n�
k=1
arkk ) = k∗(h∗(
n�
k=1
arkk )) = k∗(
n�
k=1
(h(ak ))rk ) =
=
n�
k=1
(k(h(ak )))rk =
n�
k=1
(k ◦ h(ak ))rk = (k ◦ h)∗(
n�
k=1
arkk ) = (k ◦ h)∗(α),
dunque k∗ ◦ h∗ = (k ◦ h)∗ .In�ne, se f e g sono complete, allora h e k sono suriettive, per cui k ◦ h e`suriettiva e g ◦ f e` completa.
Proposizione 1.6. Sia f : G → G � unapplicazione (h, A, B)-lineare comple-ta, allora:
1) Se f e` iniettiva, la sua applicazione generatrice h e` biunivoca e il suoomomor�smo generatore e` un isomor�smo;
2) Se f e` biunivoca, lapplicazione inversa f −1 e` unapplicazione(h−1, B, A)-lineare completa di isomor�smo generatore (h−1)∗ = h∗−1 .
Dimostrazione. 1) Segue subito dalla Proposizione 1.4 1) e dal Corollario 1.22). 2) Per 1) e per la Proposizione 1.4 2), f −1 e` unapplicazione (h−1, B, A)-lineare completa. Inoltre, per la Proposizione 1.5, si ha
(h−1)∗ ◦ h∗ = (h−1 ◦ h)∗ = (IdA )∗ = Id<A>,
in quanto
(IdA)∗(α) = (IdA )∗(
n�
k=1
arkk ) =
n�
k=1
(IdA(ak ))rk =
n�
k=1
arkk = α ,
per ogni α = n�
k=1
arkk ∈ < A >. Dunque (h−1)∗ = h∗−1.
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Teorema 1.7. (Di esistenza di unapplicazione (h, A, B)-lineare). Siano A e Bsottoinsiemi, rispettivamente, dei due gruppi G e G �, e sia h∗ :< A >→< B >un omomor�smo di gruppi tale che h∗(A) ⊂ B. Se T = {gj }j∈J e T � sono duetrasversali, rispettivamente, dei laterali sinistri di < A > in G e di < B >in G �, ed f ∗ e` unapplicazione da T in T � , allora esiste una sola applicazione(h = h∗
|A , A, B)-lineare f da G in G �tale che f (gj ) = f ∗(gj ), per ogni j ∈ J .Inoltre, se h∗ e` un monomor�smo (risp. epimor�smo) ed f ∗ e` iniettiva (risp.suriettiva), allora anche f e` iniettiva (risp. suriettiva).
Dimostrazione. Per ogni x ∈ G , esiste una sola coppia (α, gj ) ∈ < A > ×Ttale che x = αgj , dunque si ponga:
f (x ) = h∗(α) f ∗(gj ).
Si ha:
f (gj ) = f (1Ggj ) = h∗(1G) f ∗(gj ) = 1G � f ∗(gj ) = f ∗(gj ), ∀gj ∈ T .
Inoltre, lapplicazione f e` (h = h∗
|A , A, B)-lineare. In effetti, h e` unappli-cazione da A in B perche` h∗|A ⊂ B e si ha:
f (ax ) = f (aαgj ) = h∗(aα) f ∗(gj ) = h∗(a)h∗(α) f ∗(gj ) =
= h∗(a) f (x ) = h(a) f (x ),
per ogni a ∈ ADunque f (ax ) = h(a) f (x ), ∀a ∈ A, x ∈G .Se q e` unaltra applicazione (h, A, B)-lineare tale che q(gj ) = f ∗(gj ), perogni gj ∈ T , allora, per la Proposizione 1.1 3), si ha:
q(x ) = q(αgj ) = h∗(α)q(gj ) = h∗(α) f ∗(gj ) = f (αgj ) = f (x ).
per ogni x = αgj ∈G e (α, gj )∈ < A > ×T .In�ne, sia h∗ un monomor�smo e sia f ∗ iniettiva. Se {α, β} ⊂< A >,
{gi, gj } ⊂ T , x = αgi e y = βgj , allora luguaglianza f (x ) = f (y) implicah∗(α) f ∗(gi ) = h∗(β) f ∗(gj ), quindi < B > f ∗(gi ) =< B > f ∗(gj ). Del resto,essendo { f ∗(gi ), f ∗(gj )} ⊂ T � e T � un trasversale dei laterali sinistri di < B >in G �, si ha f ∗(gi ) = f ∗(gj ), dunque gi = gj e h∗(α) = h∗(β). In�ne, si ottiene
α = β , percio` x = αgi = βgj = y ed f e` iniettiva.
E` anche facile dimostrare che la suriettivita` di h∗ ed f ∗ comportano lasuriettivita` di f .
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Corollario 1.8. Se T = {gj }j∈J e T � sono due trasversali dei laterali sinistridi < A > in G ed f ∗ e` unapplicazione da T in T �, allora esiste una solaapplicazione (IdA , A)-lineare f da G in G tale che f (gj ) = f ∗(gj ), per ognij ∈ J . Inoltre, se f ∗ e` biunivoca, allora anche f e` biunivoca.
Dimostrazione. Segue subito dal Teorema 1.6 prendendo G = G � e h∗ =Id<A> .
Esempio 1. In crittogra�a esistono molteplici sistemi di cifratura chiamati asostituzione e trasposizione la cui sicurezza resta essenzialmente af�data allasegretezza della chiave. Un tale sistema di cifratura si puo` ottenere nel modoseguente:
Si supponga che il testo in chiaro da cifrare sia costituito da una sequenzadi n simboli m0,m1, . . . ,mn−1 e sia n = pq con p e q interi entrambi maggioridi 1. Sia H =< q > il solo sottogruppodi (Zn,+) di ordine p e siano T , T � duetrasversali dei laterali di H in Zn . Considerata unapplicazione biunivoca f ∗ daT in T � ed un automor�smo η di H (in questo caso gli automor�smi di H sonodeterminati dai suoi generatori perche´ H e` ciclico), si costruisce lapplicazionebiunivoca completa f : Zn → Zn tale che f (x ) = η(α)+ f ∗(g), essendo (α, g)la sola coppia di elementi di H × T tale che x = α + g.
In queste ipotesi, se mx e` uno dei simboli che costituiscono il messaggio,il suo crittogramma e` my se e solo se f (x ) = y .
Ovviamente (η(α), f ∗(g)) e` la sola coppia di H × T � tale che y =
η(α) + f ∗(g), cos�`, noti η ed f ∗ , si determinano η−1 e ( f ∗)−1 da cui si ricavax = α + g = η−1(η(α))+ ( f ∗)−1( f (g)).
Ad esempio, nel gruppo Z56, il sottogruppo H =< 7 > ha ordine ottoe i suoi generatori sono 7, 21, 28. Il sottogruppo T =< 8 > e linsiemeT � = {2, 3, 5, 7, 29, 39, 41} sono due trasversali dei laterali di H in Z56, cos�`,considerato lautomor�smo η determinato da 21 e lapplicazione f ∗ : T → T �tale che :
f ∗(0) = 2, f ∗(8) = 3, f ∗(16) = 5, f ∗(24) = 41,
f ∗(32) = 7, f ∗(40) = 29, f ∗(48) = 39,
si ricava lapplicazione f (η, H )-lineare corrispondente ad η ed f ∗ .
La tabella seguente va letta da sinistra a destra e dallalto verso il basso,in essa sono state riportate le immagini degli elementi di Z56 mediante la
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permutazione f :
23 17 12 41 0 15 18 3024 19 48 7 22 25 37 3126 55 14 29 32 44 38 336 21 36 39 51 45 40 1328 43 46 2 52 47 20 3550 53 9 3 54 27 42 14 16 10 5 34 49 8 11
La permutazione f trasforma il seguente messaggio:
(1.1) LE RAGIONI DI QUESTO SECONDO ESEMPIO VERRANNO CHIA-RITE PIU` AVANTI
nella sequenza:
(1.2) OSUILTEOECINDSNVEISIEIORONNCVTHEPRERAPOAANDATMAEGOIIRUIQ
e la successione di bit:
(1.3) 01010000010100100100111101010110010000010101001001000101
ha per crittogramma la sequenza
(1.4) 11010001000011000111000101010000011000100111010100000101
La scelta di Z56 non e` stata casuale, infatti la trascrizione (o codi�ca) di untesto si puo` eseguire ricorrendo ad uno dei codici in uso, come il codice ASCIIin cui le lettere sono gruppi di otto bit e il numero di bit che compongono untesto e` multiplo di otto. In linguaggio ASCII si ha:
A 01000001E 01000101O 01001111P 01010000R 01010010V 01010110
e la (1. 3) e` la trascrizione della parola PROVARE.
Proposizione 1.9. Siano G un gruppo, K un sottogruppo di G, u un elementodi K e CK (u) il centralizzante in K di u. Se CK (u) �= K , allora esistono unsottoinsieme A di K e unapplicazione f : G → G tali che A ∩ u−1Au =A ∩ CK (u) = u−1Au ∩ CK (u) = ∅ ed f e` (h, A ∪ CK (u), u−1Au ∪ CK (u))-lineare completa con omomor�smo generatore lautomor�smo interno h∗ di Kdeterminato da u.
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Dimostrazione. Si supponga che il sottogruppo K abbia cardinalita` in�nita esia
B = {X | ∅ �= X ⊂ K , X ∩ u−1Xu = ∅}.
B e` non vuoto perche` {b} ∈ B , per ogni b ∈ K − CK (u). Inoltre, linsiemeordinato (B,⊆) e` induttivo. Infatti, sia C = {Xi}i∈I una catena di elementi diB e si consideri linsieme X = �i ∈I X i . Se esiste x ∈ X ∩ u−1Xu, alloraesistono due indici i e j di I tali che Xi ∩ u−1Xj u �= ∅, e posto r = max{i, j },si ha ∅ �= Xi ∩ u−1Xj u ⊆ Xr ∩ u−1Xru, impossibile. Dunque X ∈ B , cioe`ogni catena di elementi di B ammette in B un maggiorante. In virtu` del lemmadi Zorn esiste in B un elemento massimale A. Ora, se esiste un elementob∈ K − (A ∪ u−1Au ∪ uAu−1 ∪ CK (u)), posto A� = {b} ∪ A, si ha:
A�∩u−1A�u= ({b}∩{u−1bu})∪({b}∩u−1Au)∪(A∩{u−1bu})∪(A∩u−1Au)=∅,
impossibile per la massimalita` di A in B . Pertanto, si ha
K = A ∪ u−1Au ∪ uAu−1 ∪ CK (u),
da cui si ricava
K =< A ∪ CK (u) >=< u−1Au ∪ CK (u) >,
con A ∩ u−1Au = A ∩ CK (u) = u−1Au ∩ CK (u) = ∅.Si ottiene lo stesso risultato anche nel caso in cui K ha cardinalita` �nita;basta prendere un sottoinsieme A di cardinalita` massima tra gli insiemi dellafamiglia B .
In�ne, se h∗ : x �→ u−1xu e` lautomor�smo interno di K determinato da ued inoltre T e` un trasversale dei laterali sinistri di K in G e f ∗ e` unapplicazio-ne da T in T , allora, per il Teorema 1.7, esiste unapplicazione (h, A ∪ CK (u),u−1Au∪CK (u))-lineare con omomor�smo generatore lautomor�smo h∗ . Lap-plicazione f e` completa perche´
h∗(A ∪ CK (u)) = h∗(A) ∪ h∗(CK (u)) = u−1Au ∪ CK (u).
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2. Il gruppo delle applicazioni (h, A)-lineari biunivoche complete.
Nel sistema di cifratura descritto nel primo paragrafo lindice del sotto-gruppo H e` sette e il numero dei trasversali dei laterali di H in Z56 e` 87 = 221.Le permutazioni degli elementi di un qualunque trasversale sono 7! ed esistono7!242 applicazioni biunivoche tra i trasversali di H in Z56. Siccome H possiedetre automor�smi, si puo` erroneamente pensare che le possibili coppie (η, f ∗),che permettono di costruire le applicazioni f , siano 7!2423. In effetti si dimo-strera` che nella scelta delle applicazioni f ∗ ci si puo` limitare a quelle aventiper dominio un pre�ssato trasversale, per cui le applicazioni f , come pure lepossibili chiavi del sistema di cifratura, sono 7!2213. Da notare che �ssato iltrasversale T = {0, 8, 16, 24, 32, 40, 48}, la chiave utilizzata nellesempio 1 sipuo` trascrivere nella forma (21, (2, 3, 5, 41, 7, 29, 39)).Si osservi inoltre che per cifrare il messaggio (1.1) e` possibile utilizzareapplicazioni biunivoche complete costruite considerando gli altri sottogruppipropri e non banali di Z56. Piu` in generale si puo` anche ipotizzare di dotarelinsieme {0, 1, . . . , n − 1} di una struttura di gruppo che non sia isomorfo aZn , quindi ha senso approfondire lo studio delle applicazioni (h, A)-lineari suun generico gruppo G .Sia �(GA) linsieme delle applicazioni (h, A)-lineari biunivoche completedi un gruppoG rispetto ad un suo sottoinsiemenon vuoto A. E` immediato veri�-care che lidentita` IdG e` unapplicazione (IdA , A)-lineare biunivoca completa,del resto, per le Proposizioni 1.5 e 1.6, per ogni coppia ( f, g) di applicazioni(h, A)-lineari biunivoche complete, la composizione g ◦ f e linversa f −1 di fsono a loro volta applicazioni (h, A)-lineri biunivoche complete, percio` linsie-me �(GA) e` un sottogruppo del gruppo SG delle permutazioni di G .Inoltre, linsieme �I dA (GA) delle applicazioni biunivoche complete conapplicazione generatrice IdA e` un sottogruppo di�(GA). Infatti per ogni coppia(g, f ) di elementi di �I dA (GA), g ◦ f −1 e` ancora unapplicazione (IdA , A)-lineare. In�ne, �I dA (GA) e` un sottogruppo normale di �(GA), in effetti, perogni f ∈�I dA (GA) e per ogni g ∈ �(GA), se h e` lapplicazione generatrice dig, allora h ◦ IdA ◦ h−1 = IdA , per cui g ◦ f ◦ g−1 ∈�I d<A>(GA).Immediata conseguenza delle Proposizioni 1.1 3) e 1.6 1) e` la seguente:
Proposizione 2.1. Sia G un gruppo e siano A, B due sottoinsiemi non vuotidi G tali che B ⊂ A e h∗(B) = B, h∗(A) = A, per ogni automor�smo h∗ di
< A >. Se < A >=< B >, allora �(GB ) = �(GA).
Nei prossimi teoremi si analizzera` la struttura del gruppo�(GA), ma primasi premette la seguente de�nizione:
De�nizione. Se A e` un sottoinsieme di G e T , T � sono due trasversali dei
APPLICAZIONI (h, A)-LINEARI. . . 385
laterali sinistri di < A > in G e inoltre h∗ e f ∗ sono, rispettivamente, unautomor�smo di < A > tale che h∗(A) = A e unapplicazione biunivoca da Tin T � , allora lapplicazione (h∗
|A , A)-lineare biunivoca completa, corrispondentea h∗ ed f ∗ e costruita utilizzando il Teorema 1.7, si dira` di tipo (h∗, f ∗, T , T �).
Lemma 2.2. Siano f, t : G → G due applicazioni rispettivamente di tipo(h∗, f ∗, T , T �) e (k∗, t∗, T , T), allora f = t se e solo se h∗ = k∗ e f ∗ = t∗ .
Dimostrazione. Per la Proposizione 1.3 , f = t implica h∗ = k∗ . Inoltre, peril Teorema 1.7, f ∗(gi) = f (gi ) = t(gi ) = t∗(gi ), per ogni gi ∈ T , quindi siha T � = T  e f ∗ = t∗ perche´ f ∗ : T → T � e t∗ : T → T  sono entrambebiunivoche.
Teorema 2.3. Siano G un gruppo, A un sottoinsieme non vuoto di G, F lafamiglia dei trasversali dei laterali sinistri di < A > in G e AutA(< A >) ilgruppo degli automor�smi h∗ di < A > tali che h∗(A) = A. Inoltre, per ognicoppia (h∗, T )∈ AutA(< A >) × F , sia
�h∗,T (GA) = { f ∈�(GA) | ∃T � ∈ F, ∃ f ∗ : T → T �,
f sia di tipo (h∗, f ∗, T , T �)},
allora:
1) Fissato T ∈ F , la famiglia {�h∗,T (GA)}h∗∈AutA (<A>) e` una partizione di
�(GA).
2) Se G e` �nito, allora
i) |�h∗,T (GA)| = [G :< A >]!| < A > |[G:<A>] , ∀h∗ ∈ AutA(< A >);ii) |�(GA)| = [G :< A >]!| < A > |[G:<A>]|AutA(< A >)|.
Dimostrazione. 1) Per il Teorema 1.7 e` ovvio che �h∗,T (GA) �= ∅ e che
�
h∗∈AutA (<A>)
�h∗,T (GA) ⊂ �(GA).
Inoltre, se f : G → G e` unapplicazione (h, A)-lineare biunivoca completa,per la Proposizione 1.6 1), lomomor�smo generatore h∗ e` un automor�smodi < A > tale che h∗(A) = A, perche´ h∗|A = h e h e` suriettiva. Ora, postoT = {gi}i∈I , per il Corollario 1.2 2), si ha f (< A > gi) =< A > f (gi), perogni i ∈ I , e poiche` f e` biunivoca, linsieme T � = { f (gi )}i∈I e` un trasversaledei laterali sinistri di< A > in G . Pertanto, se f ∗ : T → T � e` tale che f ∗(gi ) =
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f (gi ), per ogni i ∈ I , lapplicazione (h, A)-lineare biunivoca completa di tipo(h∗, f ∗, T , T �), coincide con f , per cui f ∈�h∗,T (GA). Dunque
�(GA) ⊂ �
h∗∈AutA (<A>)
�h∗,T (GA).
In�ne, per il Lemma 2.2, �h∗,T (GA) ∩ �k∗ ,T (GA) = ∅, per ogni coppia(h∗, k∗) di elementi distinti di AutA (< A >), dunque {�h∗,T (GA)}h∗∈AutA (<A>)e` una partizione di �(GA).2) Si consideri un automor�smo h∗ ∈ AutA(< A >) e un trasversaleT ∈ F .Se [G :< A >] = m, allora |F | = | < A > |m , inoltre, per ogni T � ∈ F ,esistono m! applicazioni biunivoche f ∗ : T → T � a cui corrispondono al-trettante applicazioni biunivoche complete di tipo (h∗, f ∗, T , T �). Del resto, seT  �= T �, le applicazioni biunivoche da T in T � sono distinte dalle applicazionibiunivoche da T in T , cos�`, per il Lemma 2.2, anche le corrispondenti applica-zioni biunivoche complete di tipo (h∗, f ∗, T , T �) sono distinte da quelle di tipo(h∗, f ∗, T , T). Dunque |�h∗,T (GA)| = m!| < A > |m = [G :< A >]!| <A > |[G:<A>] e cio` prova i).In�ne, da 1) e i), si ricava
|�(GA)| = [G :< A >]!| < A > |[G:<A>]|AutA(< A >)|.
Corollario 2.4. Se G e` un gruppo �nito ed A e` un insieme di generatori di G,allora |�(GA)| = |G||AutA (G)|.
Corollario 2.5. Se G e` un gruppo �nito ed H e` un sottogruppo di G, allora:
|�(GH )| = [G : H ]!|H |[G:H ]|Aut(H )|.
Immediata conseguenza del Teorema 1.7 e delle Proposizioni 1.5, 1.6 2) e1.1 3), e` il seguente:
Lemma 2.6. Siano f, g : G → G due applicazioni rispettivamente di tipo(h∗, f ∗, T , T �) e (k∗, g∗, T �, T ), allora:
1) f −1 e` di tipo (h∗−1, ( f ∗)−1, T �, T );
2) g ◦ f e` di tipo (k∗ ◦ h∗, g∗ ◦ f ∗, T , T).
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Teorema 2.7. Sia G un gruppo, A un sottoinsieme non vuoto di G e T untrasversale dei laterali sinistri di A in G, allora esiste un sottoinsieme Q di
�(GA) tale che �(GA) sia prodotto semidiretto di �I d<A>,T (GA) mediante
< Q >.
Dimostrazione. Si incominci ad osservare che se f : G → G e` unapplicazio-ne (h, A)-lineare biunivoca completa, lapplicazione generatrice h e` uguale aIdA se e solo se lomomor�smo generatore h∗ di f e` Id<A> , per cui linsieme
�I d<A>,T (GA) coincide con il gruppo �I dA (GA) delle applicazioni (IdA , A)-lineari biunivoche complete, dunque e` un sottogruppo normale di �(GA).Per ogni η ∈ AutA(< A >), sia qη lapplicazione biunivoca completa ditipo (η, IdT , T , T ). Si ponga Q = {qη}η∈AutA(<A>) . Fissato η ∈ AutA(< A >),per ogni δ ∈�η,T (GA), esiste un trasversale T � dei laterali sinistri di < A > inG e unapplicazione biunivoca δ∗ : T → T � tale che δ sia di tipo (η, δ∗, T , T �).Sia fδ : G → G lapplicazione biunivoca completa di tipo (Id<A>, δ∗, T , T �).Ovviamente fδ ∈�I d<A>,T (GA), inoltre, per ogni x = αgj ∈G , con α ∈ < A >e gj ∈ T , si ha:
fδ ◦ qη(x ) = fδ(qη(αgj )) = fδ(η(α)IdT (gj )) = fδ (η(α)gj ) =
= η(α)δ∗(gj ) = δ(αgj ) = δ(x ),
quindi δ = fδ ◦ qη ∈ (�I d<A>,T (GA))◦ < qη >.Dunque,
�η,T (GA) ⊂ (�I d<A>,T (GA))◦ < qη >⊂ (�I d<A>,T (GA))◦ < Q >,
per ogni η∈ AutA(< A >). Pertanto, per il Teorema 2.3 1), si ha
�(GA) = (�I d<A>,T (GA))◦ < Q > .
Del resto, per ogni f ∈ < Q >, esistono n ∈ N∗ , (η1, η2, . . . , ηn) ∈ Qn e(r1, r2, . . . , rn) ∈ Zn tali che f = qr1η1 ◦ qr2η2 ◦ . . . ◦ qrnηn , cos�`, per il Lemma 2.6,lapplicazione f e` di tipo
(ηr11 ◦ ηr22 ◦ . . . ◦ ηrnn , (IdT )r1 ◦ (IdT )r2 ◦ . . . ◦ (IdT )rn , T , T ),
cioe` di tipo (ηr11 ◦ ηr22 ◦ . . . ◦ ηrnn , IdT , T , T ). Ora, se f ∈ �I d<A>,T (GA)∩ <Q >, allora ηr11 ◦ ηr22 ◦ . . . ◦ ηrnn = Id<A> e di conseguenza f e` di tipo(Id<A>, IdT , T , T ), cioe` f = IdG . Pertanto < Q > e` un complemento di
�I d<A>,T (GA) in �(GA), percio` �(GA) e` prodotto semidiretto di �I d<A>,T (GA)mediante < Q >.
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Corollario 2.8. Sia G un gruppo ed A un sottoinsieme di generatori di G taleche AutA (G) = {IdG}, allora �(GA) ∼= G.
Dimostrazione. Essendo < A >= G e AutA (G) = {IdG}, per il Teorema 2.7,si ha
�(GA) = �{I dG },{1G }(GA)
(si prenda Q = {IdG} e T = {1G}).Per il Teorema 1.7, per ogni x ∈G , esiste una sola applicazione biunivocacompleta f : G → G che ha per omomor�smo generatore IdG e tale chef (1G) = f ∗(1G) = x , essendo f ∗ la sola applicazione possibile da {1G}in {x}. Dunque lapplicazione ψ : �(GA) → G tale che ψ( f ) = f (1G) e`biunivoca. In�ne, se f e g sono due elementi di �(GA), rispettivamente, di tipo(IdG , f ∗, {1G}, {x}) e (IdG , g∗, {1G}, {y}), allora
ψ(g ◦ f ) = g ◦ f (1G) = g( f (1G)) = g( f (1G)1G) =
= IdG ( f (1G))g∗(1G) = f (1G)g(1G) = ψ( f )ψ(g).
Quindi �(GA) ∼= G .
Corollario 2.9. Sia G e` un gruppo ciclico ed A e` un sottoinsieme di G checontiene un solo generatore λ di G, allora �(GA) ∼= G.
Dimostrazione. Sia EG linsieme dei generatori di G . Se A ∩ EG = {λ} e η e`un automor�smo di G tale che η(A) = A, allora
η(A ∩ EG) = η(A) ∩ η(EG) = A ∩ EG,
per cui η(λ) = λ e η = IdG . Dunque AutA(< A >) = AutA(G) = {IdG} e
�(GA) ∼= G (Corollario 2.8).
Osservazione. Se G e` un gruppo, il prodotto cartesiano Aut(G) × G e` ungruppo rispetto alloperazione: (h∗, x )(k∗, y) = (h∗ ◦ k∗, h∗(y)x ), ∀{(h∗, x ),(k∗, y)} ⊂ Aut(G) × G . Tale gruppo si chiama prodotto semi-diretto di Gmediante il gruppo Aut(G) relativamente allomomor�smo ϕ = IdAut (G) . Siindica con Aut(G) ×ϕ G .
Teorema 2.10. Sia G un gruppo ed A un sottoinsieme di generatori di G. SeAutA(G) = Aut(G), allora �(GA) ∼= Aut(G) ×ϕ G.
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Dimostrazione. I trasversali di < A > in G sono i singleton {x} degli elementidi G , perche´ < A >= G . Posto T = {1G}, per ogni automor�smo h∗ di G eper ogni x ∈G , esiste una sola applicazione biunivoca completa fh∗,x : G → Gtale che fh∗ ,x(1G) = x . Lapplicazione fh∗,x e` di tipo (h∗, f ∗, T , {x}), essendof ∗ : T → {x} la sola applicazione possibile da T = {1G} in {x}.Dunque e` ben de�nita lapplicazione ψ : Aut(G) ×ϕ G → �(GA) taleche:
ψ(h∗, x ) = fh∗,x , ∀ (h∗, x )∈ Aut(G)× G.
Per il Teorema 2.3 1), ψ e` suriettiva. Inoltre, per il Lemma 2.2, se fh∗,x =fk∗ ,y , allora h∗ = k∗ e x = fh∗,x(1G) = fk∗,y(1G) = y , per cui (h∗, x ) =(k∗, y), quindi ψ e` anche iniettiva. In�ne,
fh∗,x ◦ fk∗ ,y(1G) = fh∗ ,x( fk∗ ,y(1G)) = fh∗ ,x(y) =
= fh∗,x (y1G) = h∗(y) fh∗,x (1G) = h∗(y)x ,
e per la Proposizione 1.5, si ha fh∗,x ◦ fk∗ ,y = fh∗◦k∗,h∗(y)x . Dunque
ψ((h∗, x )(k∗, y)) = ψ(h∗ ◦ k∗, h∗(y)x ) =
= fh∗◦k∗,h∗(y)x = fh∗,x ◦ fk∗ ,y = ψ((h∗, x )) ◦ ψ((k∗, y)),
cos�` �(GA) ∼= Aut(G) ×ϕ G .
Proposizione 2.11. Se G e` un gruppo ciclico �nito generato da λ ed A e` unsottoinsieme di generatori di G tale che AutA (G) = {IdG}, allora �(GA) =
�(Gλ).
Dimostrazione. Per il Teorema 3.6 di [10] e il Corollario 2.8, si ha �(GA) ∼=G ∼= �(Gλ), quindi |�(GA)| = |�(Gλ)|. Inoltre, se g e` unapplicazione(h, A)-lineare biunivoca completa, lomomor�smo generatore h∗ di g e` unautomor�smo di < A >= G tale che h∗(A) = h(A) = A, percio` h∗ = IdGperche´ AutA (G) = {IdG}. Ora, per ogni a ∈ A, esiste m ∈ Z tale che a = λm ,sicche`, per ogni f ∈�(Gλ) e x ∈G , si ha:
f (ax ) = f (λmx ) = λm f (x ) = a f (x ) = IdG (a) f (x ),
pertanto f ∈�(GA) e dunque �(Gλ) ⊂ �(GA).
Vedremo adesso come i precedenti teoremi permettono di determinare, adesempio, i gruppi �((Z6)A) per tutti i sottoinsiemi non vuoti A di Z6.
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Esempio 2. Le parti non vuote A di Z6 si possono classi�care in modo dadistinguere i seguenti cinque casi:
1) A e` un singleton.
2) A contiene un solo generatore di Z6 oppure A e` uno dei seguenti do-dici insiemi: {2, 3}, {3, 4}, {0, 2, 3}, {0, 3, 4}, {1, 2, 5}, {1, 4, 5}, {0, 1, 2, 5},
{0, 1, 4, 5}, {1, 2, 3, 5} {1, 3, 4, 5}, {0, 1, 2, 3, 5}, {0, 1, 3, 4, 5}.
3) A e` uno dei seguenti dieci insiemi: {1, 5} {0, 1, 5}, {1, 3, 5}, {2, 3, 4},
{0, 1, 3, 5}, {0, 2, 3, 4}, {1, 2, 4, 5}, {0, 1, 2, 4, 5}, {1, 2, 3, 4, 5}, Z6.
4) A∈ {{0, 2}, {0, 3}, {0, 4}}.
5) A∈ {{2, 4}, {0, 2, 4}}.
Caso 1. Se A e` il singleton {λ}, allora le applicazioni A-lineari biunivochecomplete sono le applicazioni biunivoche λ-lineari di Z6, cos�`, dallEsempio8 di [10], si ricava:
�((Z6){0}) ∼= S6.
�((Z6){1}) ∼= �((Z6){5}) ∼= Z6.
�((Z6){4}) ∼= �((Z6){2}).
Le tre permutazioni di Z6 : t = (0, 1)(2, 3)(4, 5), p = (1, 3, 5) e q =(0, 2, 4) appartengono a �((Z6){2}) e sono tali che < p, q > � �((Z6){2}),
< p, q > ∩ < t >= {IdZ6 } e �((Z6){2}) =< t >< p, q >, cioe` �((Z6){2})e` prodotto semidiretto di < p, q > mediante < t >. Inoltre < p, q > ∼= Z 23 e
< t > ∼= Z2.
�((Z6){3}) =< α > N , dove α e` il ciclo: α = (0, 1, 2, 3, 4, 5) ed N e`un sottogruppo normale di �((Z6){3}) tale che < α > ∩ N = {IdZ6 }. Inoltre
< α > ∼= Z6 e N ∼= Z 32 .
Caso 2. Se A contiene un solo generatore oppure A e` uno dei dodici insie-mi considerati, allora, applicando il Corollario 2.9 o il Corollario 2.8, si ha
�((Z6)A) ∼= Z6.
Caso 3. Gli automor�smi di Z6 sono le due applicazioni: IdZ6 e h∗ =(1, 5)(2, 4). E` immediato veri�care che in questo caso i nove insiemi soddisfanole ipotesi del Teorema 2.10, per cui �((Z6)A) ∼= Aut(Z6)×ϕ Z6.
Caso 4. Sono veri�cate le ipotesi della Proposizione 2.1, quindi �((Z6){0,2}) ∼=
�((Z6){2}) ∼= �((Z6){4}) ∼= �((Z6){0,4}) e �((Z6){0,3}) ∼= �((Z6){3}).
Caso 5. I due insiemi B = {2, 4} e A = {0, 2, 4} veri�cano le ipotesi dellaProposizione 2.1, percio` �((Z6){0,2,4}) ∼= �((Z6){2,4}).
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Il sottogruppo < B >= {0, 2, 4} ha due soli automor�smi: Id<B> e ilciclo η = (2, 4); entrambi �ssano il sottoinsieme B . Posto T = {0, 1}, per ilTeorema 2.3, si ha�((Z6)B ) = �I d<B>,T ((Z6)B )��η,T ((Z6)B ) e |�((Z6)B )| =2!322 = 2232.Considerando i nove trasversali: T1 = T = {0, 1}, T2 = {0, 3}, T3 =
{0, 5}, T4 = {1, 2}, T5 = {2, 3}, T6 = {2, 5}, T7 = {1, 4}, T8 = {3, 4},T9 = {4, 5}, si costruiscono 18 applicazioni biunivoche f ∗ : T → Tk .Lequazione f (α + gj ) = h∗(α) + f ∗(gj ), ∀ (α, gj ) ∈ < B > ×T (vedidimostrazione Teorema 1.7) porge:


f (0) = f ∗(0);f (1) = f ∗(1);f (2) = 2+ f ∗(0); se h∗ = Id<B>f (3) = 2+ f ∗(1);f (4) = 4+ f ∗(0);f (5) = 4+ f ∗(1).


f (0) = f ∗(0);f (1) = f ∗(1);f (2) = 4+ f ∗(0); se h∗ = ηf (3) = 4+ f ∗(1);f (4) = 2+ f ∗(0);f (5) = 2+ f ∗(1).
da cui, al variare di f ∗ , si ottengono le applicazioni biunivoche completerispettivamente di �I d<B>,T ((Z6)B ) e �η,T ((Z6)B ).Linsieme X = {η} genera AutB (< B >) e lapplicazione biunivo-ca completa di tipo (η, IdT , T , T ) corrispondente a η e IdT e` la permuta-zione qη = (2, 4)(3, 5). Per il Teorema 2.7, �(GB ) e` prodotto semidirettodi �I d<B>,T ((Z6)B ) mediante < qη >. Si osservi che < qη >∼= Z2 perche`
|qη| = 2.La permutazione c = (0, 2, 4)(1, 3, 5) appartiene ad
N = �I d<B>,T ((Z6)B )
e ha ordine |c| = 3. E` facile veri�care che il sottogruppo < c > e` il centroZ (N ) di N .Le due permutazioni: a = (0, 1)(2, 3)(4, 5), b = (1, 3, 5) appartengono aN e hanno ordine: |a| = 2, |b| = 3. Ovviamente < b > ∩ < c >= {IdZ6},dunque < b, c > =< b >< c >∼= Z 23 e [N :< b, c >] = 2, per cuiil sottogruppo < b, c >=< b >< c > e` normale in N . In�ne, siccomea /∈ < b, c >, si ha | < a >< b, c > | = 322 = |N |, quindi
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N = < a >< b, c >, cioe` N e` prodotto semidiretto di < b, c > mediante
< a >.
Il gruppo �((Z6)B ) ammette la seguente serie di composizione:
{IdZ6 } � < c > � < b, c > � N ��((Z6)B ).
Esempio 3. Il gruppo (Z ,+) ha due soli automor�smi: IdZ e lapplicazione
η : Z → Z tale che η(n) = −n, per ogni n ∈ Z .
Se A e` un insieme di generatori di Z , si distinguono i due casi.
1) ∃ X ⊂ A tale che A = X ∪ (−X );
2) A �= X ∪ (−X ), ∀X ∈ P(A).
Nel primo caso si ha AutA(Z ) = Aut(Z ). Applicando il Teorema 2.10, siottiene�(Z A) ∼= Aut(Z )×ϕ Z .Nel secondo caso si ricava AutA (Z ) = {IdZ }, da cui, per il Corollario 2.8,si ha �(Z A) ∼= Z .Se A non genera Z , si distinguono i casi:
3) A = {0}.
4) {0} �=< A >�= Z .
Se A = {0}, il gruppo�(Z A) coincide col gruppo SZ delle permutazioni diZ , in effetti f (0+x ) = f (x ) = 0+ f (x ), per ogni x ∈ Z e per ogni applicazionebiunivoca f : Z → Z .
Se {0} �=< A >�= Z , allora esiste un intero n > 1 tale che < A > = nZ .Inoltre, si ha: AutA (nZ ) = Aut(Z ) oppure AutA(nZ ) = {IdZ }, perche´ nZ ∼=Z . Pertanto, considerato il trasversale T = {0, 1, 2, . . . , n − 1}, si ottiene:
i) �(Z A) = �I dnZ ,T (Z A)◦ < qη� > se AutA(nZ ) = Aut(Z );
ii) �(Z A) = �I dnZ ,T se AutA (nZ ) = {IdZ }.
Si osservi che η� e` lautomor�smo di nZ tale che η�(nx ) = −nx , perogni x ∈ Z , e qη� e` lapplicazione biunivoca completa di tipo (η�, IdT , T , T ).Ovviamente < qη� >∼= Z2.
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3. MA-ipergruppoidi. Una generalizzazione della nozione di applicazione(h, A, B)-lineare.
Negli articoli [9] e [10] sono state studiate le principali proprieta` di un Mλ-ipergruppoide: Assegnato un gruppo G che opera a sinistra su un insieme Mmediante lazione ϕ : (x , a) �→ xa e �ssato un elemento λ∈ G , si de�nisce suM liperprodotto:
(3.1) a • b = b • a = {λa, λb}, ∀ (a, b)∈ M2.
Linsieme M munito delliperprodotto • e` un HV -gruppo, cioe` soddisfa ledue proprieta´:
(3.2) ∀ (a, b, c)∈ M3, (a • b) • c ∩ a • (b • c) �= ∅;
(3.3) ∀a ∈ M, a • M = M • a = M.
(M, •) si chiama Mλ-ipergruppoide e con abuso di notazione si utilizza ilsimbolo Mλ per indicare non solo il sostegnoM , ma anche lo stesso HV -gruppo.La de�nizione di Mλ-ipergruppoide ammette in modo del tutto naturale laseguente generalizzazione: Considerato un sottoinsieme non vuoto A di G , side�nisce su M il seguente iperprodotto:
(3.4) x • y = y • x = Ax ∪ Ay, ∀ (x , y)∈ M2,
essendo Az = {az | a ∈ A}, per ogni z ∈ M .Lipergruppoide (M, •) soddisfa le due proprieta` (3.2) e (3.3). In effetti, perogni terna (x , y, z) di elementi di M , si ha (x • y) • z = (AA)x ∪ (AA)y ∪ Aze x • (y • z) = Ax ∪ (AA)y ∪ (AA)z, quindi (AA)y ⊂ (x • y) • z ∩ x • (y • z).Inoltre, preso a ∈ A, si ha:
y = (aa−1)y = a(a−1y)∈ A(a−1y) ⊂ Ax ∪ A(a−1 y) =
= x • (a−1y)∈ x • M = M • x
dunque M = x • M = M • x .(M, •) si chiama MA -ipergruppoide e si utilizza il simbolo MA per indicareoltre al sostegno M anche lo stesso ipergruppoide.
Proposizione 3.1. Se A e` un sottoinsieme non vuoto di G tale che AA = A,allora MA e` un ipergruppo. Se in particolare A e` un sottogruppo di G, alloraMA e` un Join Space (vedi [13]).
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Dimostrazione. Se AA = A, per ogni terna (x , y, z) di elementi di M , si ha
(x • y) • z = (AA)x ∪ (AA)y ∪ Az = Ax ∪ Ay ∪ Az =
= Ax ∪ (AA)y ∪ (AAz) = x • (y • z),
dunque MA e` un ipergruppo commutativo.Adesso, sia A un sottogruppo di G . Per ogni coppia (x , y) di elementi diMA , si ha
x/y = {m ∈ M | x ∈m • y} = {m ∈ M | x ∈ Am ∪ Ay},
per cui m ∈ x/y ⇔ x ∈ Am oppure x ∈ Ay . Pertanto, se x ∈ Ay , allorax/y = M . Mentre, se x /∈ Ay , allora
m ∈ x/y ⇔ x ∈ Am ⇔ m ∈ A−1x ⇔ m ∈ Ax ,
per cui x/y = Ax .In�ne, per ogni quadrupla (x , y, z, w) di elementi di M , se x ∈ Ay oppurez ∈ Aw, allora Ax = Ay oppure Az = Aw e inoltre x/y = M oppurez/w = M , per cui x/y∩ z/w �= ∅ �= x •w∩ y • z. Mentre, se x /∈ Ay e z /∈ Aw,allora x/y = Ax e z/w = Az, quindi, supponendo che x/y ∩ z/w �= ∅, si haAx ∩ Az �= ∅, da cui Ax = Az, percio` x •w∩ y • z �= ∅. Pertanto, in ogni caso,
x/y ∩ z/w �= ∅ ⇒ x • w ∩ y • z �= ∅,
sicche` MA e` un Join Space.
Nellarticolo [10] si e` analizzato il gruppo degli automor�smi di un Mλ-ipergruppoide e si e` dimostrato che gli automor�smi di Mλ sono le applicazionibiunivoche f : Mλ → Mλ λ-lineari, cioe` tali che f (λa) = λ f (a), per ognia ∈ Mλ . Adesso, piu` in generale, si ha la seguente:
Proposizione 3.2. Siano G e G � due gruppi che operano a sinistra rispettiva-mente su gli insiemi M e M �. Se A e B sono sottoinsiemi rispettivamente di Ge G �, allora unapplicazione f da MA in M �B e` un omomor�smo se e solo sef (Ax ) ⊂ B f (x ), per ogni x ∈ M.
Dimostrazione. Se f : MA → M �B e` un omomor�smo, allora
f (Ax ) = f (x • x ) ⊂ f (x ) • f (x ) = B f (x ), ∀x ∈ M.
Viceversa, se f (Ax ) ⊂ B f (x ), per ogni x ∈ MA , allora
f (x • y) = f (Ax ∪ Ay) = f (Ax ) ∪ f (Ay) ⊂ B f (x ) ∪ B f (y) = f (x ) • f (y),
dunque f e` un omomor�smo.
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De�nizione. Siano G e G � due gruppi che operano a sinistra su gli insiemi Me M �. Considerati due sottoinsiemi non vuoti A, B rispettivamente di G e G � euna famiglia {hi }i∈I di applicazioni da A in B , unapplicazione f : M → M �si dice ({hi }i∈I , A, B)-lineare se per ogni coppia (a, x ) ∈ A × M esiste i ∈ Itale che f (ax ) = hi (a) f (x ).Se per ogni coppia (i, j ) di elementi di I si ha hi = hj , le applicazioni({hi }i∈I , A, B)-lineari si dicono (h, A, B)-lineari.
Osservazione. Se G opera su M ed A e` un sottoinsieme non vuoto di G , larelazione ∼A tale che x ∼A y ⇔ Ax = Ay e` una relazione di equivalenza suM . Inoltre, se G opera liberamente su M e T = {xi }i∈I e` un trasversale delleclassi di equivalenza modulo ∼A , allora, per ogni elemento x ∈ M , esiste unasola coppia (a, xi) di elementi di A × T tale che x = axi . Per cui, se G � e` unaltro gruppo che opera su un insieme M � e B e` un sottoinsieme non vuoto diG �, per ogni famiglia di applicazioni {hi : A → B}i∈I e per ogni applicazionef ∗ : T → M �, e` ben de�nita la funzione f : M → M � tale che
(3.5) f (x ) = hi (a) f ∗(xi ), ∀x = axi ∈ M, a∈ A, xi ∈ T .
Proposizione 3.3. Siano G e G � due gruppi che operano liberamente a sinistrasu gli insiemi M e M � e siano H e K sottogruppi rispettivamente di G eG �. Se T = {xi }i∈I e` un trasversale delle classi di equivalenza modulo ∼H ,unapplicazione f : MH → M �K e` un omomor�smo se, e solo se, esistonouna famiglia FT = {hi }i∈I di applicazioni da H in K e unapplicazionef ∗ : T → M � tali che f (x ) = hi (a) f ∗(xi), per ogni x = axi ∈ M, a ∈ H ,xi ∈ T .
Dimostrazione. Se f : MH → MK e` un omomor�smo, per la Proposizione3.2, f (Hxi) ⊂ K f (xi ), per ogni xi ∈ T . Inoltre, per ipotesi, G � opera libera-mente su M �, per cui, �ssato xi ∈ T , per ogni elemento a ∈ H esiste un soloelemento b ∈ K tale che f (axi ) = bf (xi ), quindi e` ben de�nita lapplicazionehi : H → K tale che hi (a) = b ⇔ f (axi ) = bf (xi ). Al variare di xi in Tsi ottiene una famiglia {hi }i∈I di applicazioni da H in K . Indicata con f ∗ larestrizione di f al trasversale T , si ha
f (x ) = hi (a) f (xi ) = hi (a) f ∗(xi ), ∀x = axi ∈ M, a ∈ H, xi ∈ T .
Viceversa, lapplicazione f : MH → M �K e` tale che f (x ) = hi (a) f ∗(xi ),per ogni x = axi ∈ M , a ∈ H , xi ∈ T . Dunque, se x = axi , si ha Hx = Hxi ,per cui
f (Hx ) = f (Hxi ) = hi (H ) f ∗(xi ) ⊂ K f ∗(xi) = Khi (a) f ∗(xi ) = K f (x ),
quindi f e` un omomor�smo (Proposizione 3.2).
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Corollario 3.4. Siano G e G � due gruppi che operano liberamente a sinistrasu gli insiemi M e M � e siano H e K sottogruppi rispettivamente di G e G �. SeT = {xi}i∈I ed FT = {hi }i∈I sono rispettivamente un trasversale delle classi diequivalenza modulo ∼H e una famiglia di omomor�smi da H in K , allora, perogni applicazione f ∗ da T in M �, la funzione f : MH → M �K de�nita come in(3, 5) e` un omomor�smo ({hi }i∈I , H, K )-lineare.
Dimostrazione. Per la Proposizione 3.3, lapplicazione f : MH → M �K e` unomomor�smo, inoltre, per ogni x ∈ M , esiste una sola coppia (b, xi) ∈ H × Ttale che x = bxi , per cui
f (ax ) = f ((ab)xi ) = hi (ab) f ∗(xi ) =
= hi (a)hi (b) f ∗(xi ) = hi (a) f (x ), ∀a ∈ M.
Osservazione. Lazione di un gruppo G in se´, determinata dalla stessa ope-razione di G , e` libera. Se A e B sono sottoinsiemi rispettivamente dei gruppiG e G �, le applicazioni (h, A, B)-lineari costruite nel Teorema 1.7 sono degliomomor�smi (h∗, < A >,< B >)-lineari dei due Join-Space G<A> e G �<B> .Inoltre, il gruppo �(GA) e` il gruppo degli automor�smi (h, < A >)-linearicompleti del Join-Space G<A> .
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