Doubts about the reliability of oral examinations can be tempered by attention to structure, careful training and standardisation of examiners and purposive sampling of content
The paper also raises broader and more elusive issues. For example, the general practice examination in Australia has moved to an integrated assessment with compensation across components. Van der Vleuten has previously advocated increasing the reliability of tests by using a package of assessments that sample across time using multiple tests. 5 The paper by Wass et al. reveals that whilst there are two oral examinations each with two examiners, failure is set at a minimum of four 'bare passes'. It would be useful to know how many (of the admittedly few) candidates who failed did so because they had failed according to just one judgement made by one examiner. If each component of the examination now has to be passed, does this examination not represent a 'killer station' by another name? A study by Wade et al. found that oral examinations correlate better with clinical than written examinations, but questioned the usefulness of the oral examination in evaluating borderline candidates. 6 There is clearly room for more work here.
Has the relentless drive to achieve benchmark reliability blinded us to the impact these assessments have on learners?
The authors have also included a figure that identifies the possible marking grades for the oral examination, but does not include proportions of candidates in each grading category. The highest possible grade is 'outstanding', but the associated description indicates that this category is to be used 'rarely'. The pass rate for the oral examination is high, but is there a disproportionate number of 'outstanding' grades? This type of analysis is useful in evaluating the validity of examinations as it contributes to understanding of the validity of the scale for the purpose for which it was designed.
Furthermore, and probably mischievously, we wonder when a criterion is a criterion. A table identifies the estimated reliability coefficients for intercase reliability, pass ⁄ fail decision reliability and standard error of measurement as a function of testing time and number of examiners. A number of the entries in this table have been denoted as 'approximately exceeding' the acceptable benchmarks, but they clearly do not achieve the benchmarks of 0AE8, 0AE9 and 0AE5, respectively. This would be marvellous if we were talking about English cricket … 'despite not quite achieving the Australian run total, the umpires have decided that England should be regarded as having won!' Assessment methods that are costand reliability-driven threaten to overlook the vital needs that the associated learning is relevant to practice and reinforces lifelong learning principles
Finally, and much more importantly, assessment has long been shown to have a definite influence on learning. 7 In 1996, Van der Vleuten proposed a number of important elements to consider when determining the utility of assessment methods used in the assessment of professional competence. 5 These elements included validity, reliability, educational impact, acceptability and cost. In 2002, Hutchinson et al. published the results of a systematic review of the evidence for the validity of postgraduate certification processes. 8 In this paper, the effect the assessment had on learning was given the term 'consequential validity'. Only two papers 9,10 of 55 were identified as addressing the consequential validity or educational impact of assessments on learning. It is essential that test developers consider whether their assessments have a positive or a negative effect on learning. 
