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Resumen
En este trabajo se presenta los modelos de espacio de estados con errores correlacionados,
propuesto por Pfeffermann y Tiller (2006), aplicado a datos reales de la tasa de desempleo
para Lima Metropolitana, cuya información es recolectada mediante la Encuesta Permanente
del Empleo - EPE por el Instituto Nacional de Estad́ıstica e Informática. Estos modelos
permiten dar tratamiento a series de tiempo con errores de medición correlacionados, la
estimación de los componentes del modelo se realiza mediante el algoritmo recursivo de
Pfeffermann y Tiller, y cuando los errores son independientes se utiliza el algoritmo recursivo
del filtro de Kalman.
Se realizó un estudio de simulación con series de tiempo con errores correlacionados con
el objetivo de comparar las predicciones obtenidas con el algoritmo del filtro de Kalman y el
algoritmo de Pfeffermann y Tiller, resultando este último con menores errores de predicción.
Con la finalidad de comparar la aplicación del modelo de espacio de estados con errores
correlacionados con una metodoloǵıa muy conocida como el desarrollado por Box and Jenkins,
se ajustó los datos de la tasa de desempleo a un modelo ARIMA, se comparó las predicciones
de ambos modelos con las verdaderas observaciones, donde los errores de las predicciones
fueron similares, sin embargo, el menor error cuadrático medio se obtuvo con el modelo de
espacio de estados con errores correlacionados.
Palabras-clave: Modelos de espacio de estados, series de tiempo con errores correlacionados,
modelos ARIMA, filtro de Kalman, tasa de desempleo, Algoritmo de Pfeffermann y Tiller.
ii
Abstract
This work presents the state space models with correlated errors, proposed by Pfeffer-
mann and Tiller (2006), applied to real data on the unemployment rate for Metropolitan
Lima, whose information is collected through the Permanent Employment Survey by the
National Institute of Statistics and Informatics. These models allow to treat time series with
correlated sampling errors, the estimation of the model components is performed using the
Pfeffermann and Tiller recursive algorithm, and when the errors are independent, the Kalman
filter recursive algorithm is used.
A simulation study with time series with correlated errors was carried out in order to
compare the predictions obtained with the Kalman filter algorithm and the Pfeffermann and
Tiller algorithm, the latter resulting in lower prediction errors.
In order to compare the application of the state space model with correlated errors with
a well-known methodology such as that developed by Box and Jenkins, the unemployment
rate data was adjusted to an ARIMA model, the predictions of both models were compared
with the true observations, where the errors of the predictions were similar, however, the
smallest mean squared error was obtained with the state space model with correlated errors.
Keywords: The state space models, time series with correlated sampling errors, ARIMA
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Las oficinas gubernamentales de estad́ısticas recogen información longitudinal para medir
el empleo y desempleo de forma continua, y publican los respectivos indicadores periódica-
mente, esta información sirve de insumo para que diferentes instituciones públicas y privadas
puedan estudiar la oferta y demanda del mercado laboral, y tomar decisiones de poĺıtica
pública en base a estas evidencias.
En el Perú, las estad́ısticas del mercado laboral las produce el Instituto Nacional de Es-
tad́ıstica e Informática - INEI, la información para elaborar estas estad́ısticas se recoge de
forma trimestral mediante la Encuesta Permanente del Empleo - EPE, con una muestra re-
presentativa a nivel de Lima Metropolitana. Entre las estad́ısticas laborales se publica la tasa
de desempleo, considerada como uno de los indicadores relevantes dentro del rubro debido a
que permite medir la capacidad de absorción del empleo de la economı́a de un páıs. Precisa-
mente por esta razón, la tasa de desempleo goza de mayor interés a nivel macroeconómico,
conocer estas cifras de forma oportuna y en escenarios futuros, proporciona una ventaja sus-
tancial a los tomadores de decisiones para prever medidas adecuadas. El Banco Central de
Reserva del Perú y el INEI publican las cifras de la tasa de desempleo mensualmente, con
un rezago de 1 a 2 meses y sin realizar un análisis sobre la dinámica de la serie, como la
tendencia o los efectos de estacionalidad que puedan tener las observaciones, en este sentido,
existe la necesidad de contar con un modelo de series de tiempo con capacidad de proveer
buenas estimaciones y proyecciones que permita analizar la dinámica de la tasa de desempleo
en el Perú.
Este trabajo intenta responder esta necesidad, sin embargo, existe una caracteŕıstica
importante a considerar en el proceso de modelamiento, de la cual no existe antecedentes
a nivel local, aqúı se pone especial énfasis a ese detalle. Los datos longitudinales como los
de la tasa de desempleo tienen la caracteŕıstica de presentar correlación entre los errores
de muestreo, debido a que su diseño muestral se basa en un panel rotativo de unidades
de muestreo, tal como es el caso del diseño de la EPE, cuyo panel de viviendas es rotado
cada 2 años y cada vivienda participa en la muestra en 2 trimestres consecutivos por año,
es justamente ah́ı donde se presenta la autocorrelación de los errores muestrales cuando se
traslapa la información. En estos escenarios, por ejemplo, la Oficina de Estad́ısticas Laborales
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de EE. UU. utiliza modelos de espacio de estados para estimar los componentes como la
tendencia y estacionalidad de la serie, y producir predicciones mensuales de la tasa de empleo
y desempleo, cuya información es recogida mediante la Encuesta de Fuerza Laboral (Labour
Force Survey), el cual tiene en su diseño un esquema de muestreo de panel rotativo, esto es,
los hogares están en la muestra por 4 meses sucesivos, luego son dejados fuera de la muestra
por 8 meses y nuevamente son encuestados por 4 meses más, al tener este diseño hay meses
que la muestra se traslapa entonces se presenta la autocorrelación de los errores muestrales.
Dentro del contexto descrito en los párrafos anteriores, en este trabajo se plantea aplicar
a los datos reales de la tasa de desempleo producidos por la EPE, un modelo de espacio de
estados con errores correlacionados. Para estimar los componentes del modelo utilizaremos
el algoritmo del filtro de Kalman para el caso cuando el modelo de espacio de estados no
considere los errores correlacionados y el algoritmo de Pfeffermann y Tiller cuando el mo-
delo śı considere los errores correlacionados, luego se contrasta las estimaciones obtenidas
entre ambos. Adicionalmente, se ajustará los datos a un modelo ARIMA con la finalidad de
comparar los enfoques y las predicciones con los obtenidos mediante los modelos de espacio
de estados descritos ĺıneas arriba.
La metodoloǵıa de espacio de estados sirve como un paraguas metafóricamente hablando,
para representar una amplia gama de series de tiempo como univariantes, multivariantes sean
estos estacionarios o no estacionarios. En esta metodoloǵıa se asume que el desarrollo en el
tiempo del sistema bajo estudio, es determinado por una serie de vectores α1, α2, ..., αn no
observados, las cuales son asociados a una serie de observaciones y1, y2, ..., yn; esta relación
entre los vectores α′ts y las observaciones y
′
ts es especificado por el modelo de espacio de
estados, cuyo principal propósito es inferir las propiedades relevantes de los α′ts a partir del
conocimiento de las observaciones y1, y2, ..., yn, con el propósito de extraer señales y estimar
los componentes del modelo.
Sin embargo, previamente es necesario expresar la serie de observaciones y1, y2, ..., yn como
un modelo estructural básico, el cual nos permitirá formular la serie directamente en términos
de los componentes de interés, como la tendencia, la pendiente, los efectos estacionales y los
términos irregulares (Harvey, 1989). Por ejemplo, la serie de observaciones de la tasa de
desempleo bajo estudio, presenta tendencia que junto a la pendiente permitirán identificar
los cambios que ha tenido la serie en el tiempo, también presenta picos elevados cada cierto
periodo que parecen reflejar la existencia de patrones de estacionalidad. Aśı cuando una serie
es formulado en componentes de un modelo estructural básico, es posible llevar a la forma de
un modelo de espacio de estados y estimar cada componente, lo cual nos permitirá analizar
la dinámica de los componentes estimados, que es esencial en el tratamiento de series de
tiempo.
Complementando a lo indicado en el párrafo anterior, en el tratamiento de series de tiempo
se presenta situaciones que exigen trabajar con datos longitudinales como los descritos en los
párrafos iniciales, cuya caracteŕıstica a resaltar es que los datos presentan autocorrelación,
para el tratamiento de este tipo de datos es necesario trabajar con modelos de espacio de
estados que considere esta caracteŕıstica, el riesgo de no considerar la autocorrelación en el
2
tratamiento de la serie, es que puede llevar a conclusiones erróneas, espećıficamente se puede
confundir las correlaciones con los efectos de estacionalidad, lo que llevaŕıa tomar medidas
inexactas y de ah́ı su importancia y motivación para ser el punto central de este trabajo.
En este sentido, una representación de un modelo de espacio de estados que considere los
errores correlacionados (Pfeffermann and Tiller, 2006) es el siguiente, donde cabe mencionar
que pueden haber muchas notaciones dentro del campo de estos modelos.
yt = Ztαt + εt, es la ecuación de medición, donde
E(εt) = 0, E(εtε
′
t) = Σtt, E(ετε
′
t) = Στt,
αt = Ttαt−1 + ηt, es la ecuación de transición, donde
E(ηt) = 0, E(ηtη
′
t) = Q, E(ηtη
′
t−k) = 0, k > 0.
(1.1)
También se asume que E(ηtε
′
τ ) = 0 para todo τ y t. En resumen se puede decir que,
el problema de estimación en los modelos de espacio de estados se basa en que podemos
observar la serie yt, pero se desea conocer el estado αt, el cual no observamos y debemos
estimar con base a la información disponible hasta t.
Para la estimación de los α′ts, como ya mencionamos, en primera instancia utilizaremos el
filtro de Kalman definido como un procedimiento recursivo que permite calcular el estimador
óptimo del vector de estados αt en el tiempo t, basado en la información disponible hasta el
tiempo t. Este es el escenario más frecuente donde se da tratamiento a las series de tiempo y
existe una amplia literatura al respecto como, Harvey A. C. (1989), Durbin J. and Koopman
S. J. (2012), Jacques J., F. Commandeur and S. J: Koopman (2007) por citar algunos de los
mas relevantes.
Sin embargo, el algoritmo del filtro de Kalman, no supone la existencia de errores correla-
cionados, es decir, para cuándo E(ετε
′
t) = 0 en (1.1). Considerando este detalle, Pfeffermann
y Tiller (2006) desarrollaron un algoritmo de filtro recursivo (en adelante llamaremos como
algoritmo de Pfeffermann y Tiller), que śı toma en cuenta los errores correlacionados, esto
es, cuando E(ετε
′
t) = Στt en el modelo (1.1). Para aplicar este algoritmo en la estimación
de los componentes del modelo es necesario precisar el orden de las correlaciones, revisando
los datos vemos que por ejemplo, en los datos de la EPE para el 2017 se identificó que,
la muestra para el mes de Abril fue 1,468 viviendas de las cuales 715 viviendas ya hab́ıan
participado en la muestra de Enero del mismo año, de forma similar la muestra de Mayo
teńıa 1,479 viviendas y de ellas 729 ya hab́ıan sido tomados en cuenta para la muestra de
Febrero, todos dentro del mismo año. Estas traslapaciones parciales introducen correlaciones
entre los estimadores de Enero y Abril, aśı como entre los estimadores de Febrero y Mayo
respectivamente, esa misma lógica se presenta en los datos en general. Entonces la serie de
datos de la tasa de desempleo pueden tener correlaciones de orden 3, 6, 9 y 12 conforme a los
datos revisados y al diseño del panel de rotación de la muestra detallado en el tercer párrafo
de este caṕıtulo.
Los resultados emṕıricos muestran que las predicciones de las observaciones originales son
más próximos a los datos reales de la tasa de desempleo, con las estimaciones realizadas con el
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algoritmo de Pfeffermann y Tiller, dado que las observaciones de la tasa de desempleo tienen
errores de medida correlacionados. Esto coincide con los hallazgos de Pfeffermann y Tiller
(2006), donde se indica que para series de tiempo con errores de medida correlacionados, el
algoritmo recursivo propuesto por ellos mismo ofrece mejores estimaciones. Complementando
el análisis, se contrasta estos resultados emṕıricos con la metodoloǵıa propuesta por Box and
Jenkins (1970), ajustando los datos a un modelo ARIMA llegando a resultados muy próximos
entre ambos.
La construcción de un modelo de espacio de estados es posible para los datos de la EPE,
siempre y cuando, se conozca a profundidad su diseño muestral y los microdatos contengan
la información que permita desagregar en áreas menores al área total representado por Lima
Metropolitana, por ejemplo, al no contar con código de ubigeo en los microdatos no se pudo
trabajar a nivel distrital, que era el escenario deseado, se limitó a aplicar el modelo por
agrupación de distritos.
1.2. Objetivos
El objetivo general del estudio es ajustar el modelo de espacio de estados con errores
correlacionados a los datos reales de la tasa de desempleo de Perú y contrastar los resultados
con los obtenidos con los modelos ARIMA, previamente realizando un estudio de simulación
en un escenario similar para comparar la precisión de las estimaciones aplicando el algoritmo
del filtro de Kalman y el algoritmo de Pfeffermann y Tiller. De manera espećıfica:
Desarrollar el marco teórico adecuado para los modelos de espacio de estados y ARIMA.
Estudiar el diseño muestral subyacente de la Encuesta Permanente del Empleo.
Revisar, limpiar, procesar y validar los micro datos de la EPE para el modelado de la
tasa de desempleo.
Elaborar un estudio de simulación para comparar la eficiencia de los algoritmos.
Aplicar el modelo estructural básico y ARIMA a la tasa de desempleo.
Realizar las estimaciones y predicciones para comparar los modelos.
Presentar los resultados y hallazgos encontrados.
1.3. Organización del Trabajo
En el Caṕıtulo (2), presentamos los conceptos básicos sobre series de tiempo, estaciona-
riedad y modelos lineales. Luego en el Caṕıtulo (3) se presenta la teoŕıa subyacente detrás de
los modelos de espacio de estados, modelos estructurales de series de tiempo, filtro de Kalman
y el algoritmo de Pfeffermann y Tiller. Seguidamente en el Caṕıtulo (4) se presenta el diseño
y caracteŕısticas de la Encuesta Permanente del Empleo - EPE, aśı como la definición de la
tasa de desempleo, mientras que el Caṕıtulo (5) contiene un estudio de simulación, y final-






En este caṕıtulo vamos a desarrollar los conceptos básicos que serán utilizados en el estu-
dio, entre estos definimos las series de tiempo como una realización de un proceso estocástico
y cuando estas se consideran estacionarios. En el tratamiento básico de series de tiempo es
esencial que las series cumplan con la condición de estacionariedad dado que en función a
esa caracteŕıstica los modelos son usados para realizar proyecciones, también definiremos al-
gunos modelos lineales de series de tiempo como los modelos autoregresivos (AR), de medias
móviles (MA) y la combinación de ambas (ARMA), modelos ARIMA y SARIMA cuando las
series son no estacionarios, teniendo esto en mente será más entendible los conceptos más
avanzados que desarrollaremos en el siguiente caṕıtulo.
2.2. Procesos estocásticos
Un proceso estocástico es un sistema que evoluciona en el tiempo mientras que expe-
rimenta fluctuaciones o cambios al azar. Se puede describir dicho sistema definiendo una
familia de variables aleatorias {Xt}, donde t es un punto en el espacio T llamado espacio de
parámetros, y donde, para cada t ∈ T , Xt es un punto en el espacio S llamado espacio de
estados (R. Coleman, 1974).
La familia {Xt} puede ser considerado como el camino de una part́ıcula que se mueve al
(azar) en el espacio S, siendo su posición en el momento t, Xt un registro de estos caminos
se denomina realización del proceso.
Un fenómeno estad́ıstico que evoluciona en el tiempo de acuerdo con las leyes proba-
biĺısticas se denomina un proceso estocástico (Box and Jenkins, 1976). Una serie de tiempo
entonces puede considerarse como una realización particular, producido por un mecanismo
de probabilidad subyacente del sistema en estudio. Es decir, nos referimos a una serie de
tiempo como una realización de un proceso estocástico.
2.3. Series de tiempo
Una serie de tiempo consiste en un conjunto de observaciones generados secuencialmente







































Figura 2.1: Tasa de desempleo de Lima Metropolitana según trimestres móviles 2002-2019
la serie de tiempo con Zt donde t = 1, 2, 3, ..., T . Una serie de tiempo representado por Zt es
formulado en términos de los valores pasados de Zt y/o errores, tomados sequencialmente en
el tiempo, que pueden ser anual, mensual, trimestral, semanal o diario.
Las series de tiempo pueden considerarse continuos si t es continuo, y si t es discreto se
dice que son series de tiempo discretos. En este trabajo solo consideraremos el caso discreto
donde el intervalo de tiempo es fijo (t es mensual o trimestral), en adelante nos referiremos
únicamente como series de tiempo al caso discreto, por ejemplo; la serie de tiempo que se
muestra en la Figura (2.1) consta de observaciones trimestrales sobre la variación de la tasa
de desempleo para Perú en el transcurso de los años de 2002 a 2019, la misma serie que será
motivo de nuestro estudio.
Hay dos razones por las cuales se desea estudiar una serie de tiempo, descripción y
modelamiento; el primero tiene por objetivo describir las principales caracteŕısticas de la
serie y el modelar una serie de tiempo tiene por objetivo permitir hacer proyecciones de
futuros valores de la serie, las dos formas son complementarias, la misma información es
procesada en diferentes formas lo que proporciona diferentes percepciones de la naturaleza
de una serie de tiempo. Por ejemplo, se puede describir si la serie es o no estacionaria y si
muestra patrones de estacionalidad, y con estas caracteŕısticas modelar la serie buscando el
modelo más optimo para realizar pronósticos.
2.4. Procesos estocásticos estacionarios
Un proceso estocástico se dice que es estacionario en sentido estricto, si sus propiedades no
se ven afectadas por un cambio en el origen del tiempo, es decir, si la distribución de probabili-
dad conjunta asociada con m observaciones Zt1 , Zt2 , ..., Ztm , hecha en algún conjunto de tiem-
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po t1, t2, ..., tm, es la misma, como la asociada a las m observaciones Zt1+k, Zt2+k, ..., Ztm+k
hechas en los tiempos t1 +k, t2 +k, ..., tm +k, para todo k entero, (Box, Jenkins, Reinsel and
Ljung, 2015).
Para m = 1, la asunción de estacionariedad implica que la distribución de probabilidad
p(zt) es el mismo para todos los tiempos t y puede ser escrito como p(z), por lo que el proceso
tiene una media constante que define el nivel de fluctuación1(Box et al., 2015):




y una varianza constante, definido como:




que mide la variación respecto del nivel de fluctuación. A partir de que la distribución de
probabilidad p(z) es el mismo para todo los tiempos t, su forma puede ser inferido formando
el histograma con la observaciones de la serie de tiempo observada. La asunción de estaciona-
riedad también implica que la distribución de probabilidad conjunta p(zt1 , zt2) sea el mismo
para todo los tiempos t1 y t2, que están separados por un intervalo constante. En particular,
se deduce que la covarianza entre los valores Zt y Zt+k separados por k intervalos de tiempo
o por k rezagos, debe ser el mismo para todo t bajo la asunción de estacionariedad. Esta
covarianza se denomina como la autocovarianza con rezago k y se define como (Box et al.,
2015):
γk = cov[Zt, Zt+k] = E[(Zt − µ)(Zt+k − µ)],
y de forma similar, la autocorrelación con rezago k es:
ρk =
E[(Zt − µ)(Zt+k − µ)]√
E[(Zt − µ)2]E[(Zt+k − µ)2]
=
E[(Zt − µ)(Zt+k − µ)]
σ2z
.
En un proceso estacionario, lo esencial es que sus propiedades no cambien en el tiempo, aśı la
media µ permanece constante y es independiente del tiempo t, de igual forma para la varianza
σ2z = γ0 es el mismo en el tiempo t+ k como en el tiempo t. Entonces la autocorrelación con




donde para k = 0, la autocorrelación seŕıa ρ0 = 1. ρk mide el grado de correlación entre dos
observaciones que varia entre 1 y −1, y su utilidad es sumamente funcional porque a partir
de los coeficientes de autocorrelación se define la función de autocorrelación, el cual se detalla
más adelante.
1Fluctuación se refiere a la variación de un parámetro respecto al tiempo que se presenta de manera
cambiante.
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2.4.1. Series de tiempo estacionarias
Entonces para considerar cuando una serie de tiempo es estacionaria, se dice que una
serie de tiempo Zt es estacionaria en sentido amplio si cumple las siguientes condiciones:
a) E[Zt] = µ es constante para todo t.
b) E[(Zt − µ)2] = σ2 es constante para todo t.
c) cov[Zt, Zt+k] = γk depende únicamente de la separación o rezago k y no de t.
En una serie de tiempo estacionaria es más sencillo poder obtener predicciones, pues la media
y varianza son constantes y se puede asumir que seguirán comportandose de la misma forma
en el futuro para predecir una nueva observación. También se pueden obtener intervalos de
confianza para las predicciones asumiendo que Zt sigue una distribución conocida como la
normal, son razones para buscar que una serie sea estacionaria.
Funciones de autocovarianza y autocorrelación
Cuando un proceso estocástico satisface las condiciones indicadas de estacionariedad, sus
propiedades dinámicas pueden ser resumidas mediante el gráfico de γk contra k, dado que el
coeficiente de autocovarianza mide la covarianza entre dos valores Zt y Zt+k separados por
una distancia k. La secuencia γk se le conoce como la función de autocovarianza del proceso.
Las autocovarianzas pueden ser estandarizadas al ser divididos por la varianzas γ0 del proceso
(Andrew C. Harvey, 1989), esto produce las autocorrelaciones. De forma similar, la secuencia
de los coeficientes de autocorrelación ρk, es llamado como la función de autocorrelación del
proceso.
La función de autocorrelación es adimensional, dado que es independiente de la escala de
medición de las series de tiempo. A partir de γk = ρkσ
2
z , conocer la función de autocorrelación
{ρk} y la varianza σ2z es equivalente a conocer la función de autocovarianza {γk}. La función
de autocorrelación que se muestra en la Figura (2.2) como una gráfica de los diagonales de
la matriz de autorrelación, revela como cambia la correlación entre dos valores de la serie a
medida que cambia la separación.
Dado que ρk = ρ−k, la función de autocorrelación es necesariamente simétrica respecto
a cero. En la práctica sólo es necesario visualizar la parte positiva de la función, es decir
la mitad, tal como se muestra en la Figura (2.3) que muestra la parte positiva del gráfico
anterior. Cuando hablamos de la función de autocorrelación t́ıpicamente nos referimos a
la parte positiva. De lo mostrado previamente en esta sección y en la sección anterior, un
proceso normal estacionario Zt es completamente caracterizado por su media µ y su función
de autocovarianza {γk}, o equivalentemente por su media µ, varianza σ2z , y su función de
autocorrelación {ρk}.
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Figura 2.2: Matriz de autocorrelación y su correspondiente función de autocorrelación de un proceso
estacionario (Box, Jenkins, Reinsel and Ljung, 2015)
Figura 2.3: Parte positiva de la función de autocorrelación de la Figura 2.2
2.5. Procesos autorregresivos y de medias móviles
Los modelos estocásticos que utilizamos son basados originalmente de la idea de Yule
(1927), que indica que, una serie de tiempo observable Zt en la que los valores sucesivos son
altamente dependientes, puede ser generada a partir de una serie independiente de ”shocks”at.
Estos shocks son generados aleatoriamente de una distribución fija, usualmente se asume que
la distribución es normal con media cero y varianza σ2a, esta secuencia de variables aleatorias
independientes at, at−1, at−2, ... es llamado un proceso de perturbaciones o ruidos blancos.
El proceso de ruido blanco at es transformado a un proceso Zt mediante un filtro lineal,
como se puede ver en la Figura 2.4. La operación del filtro lineal consiste en tomar una suma
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Figura 2.4: Representación de una serie de tiempo como resultado de un filtro lineal
ponderada de los shocks aleatorios anteriores de at, (Box et al., 2015) esto es:
Zt = µ+ at + Ψ1at−1 + Ψ2at−2 + ...
= µ+ Ψ(B)at. (2.1)
En general, µ es un parámetro que determina el nivel del proceso y
Ψ(B) = 1 + Ψ1B + Ψ2B
2 + ...
es el operador lineal2 que transforma at en Zt y es denominado como la función de transfe-
rencia del filtro. La ecuación (2.1) también puede expresarse de la forma siguiente:





donde yt = Zt − µ es la desviación del proceso desde algún origen o desde su media, si el
proceso es estacionario. El proceso lineal general (2.2) permite representar yt como la suma
ponderada de los valores presentes y pasados de los disturbios o ruidos blancos at. Este
proceso que consiste de una secuencia de variables aleatorias tiene media cero y varianza
constante:
E[at] = 0 y var[at] = σ
2
a,
dado que las variables aleatorias at se asumen no correlacionadas, entonces su función de
autocovarianza es:
γk = E[atat+k] =
{
σ2a k = 0,
0 k 6= 0,
aśı, la función de autocorrelación de los ruidos blancos tiene una forma particular simple:
ρk =
{
1 k = 0,
0 k 6= 0.
Un resultado fundamental en el desarrollo de procesos estacionarios es la de Wold (1938),
quien estableció que cualquier proceso estacionario puramente no determińıstico yt posee una
2El operador de cambio hacia atrás B es definido por Bzt = zt−1; entonces en general B
mzt = zt−m
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j <∞, para asegurar que el pro-
ceso tenga varianza finita o constante. Los at con varianza común σ
2
a son no correlacionados
pero no necesitan ser independientes.
Para que yt definido en la ecuación (2.2) represente un proceso estacionario válido, es
necesario que los coeficientes Ψj sean absolutamente sumables, esto es;
∑∞
j=0 |Ψj | < ∞,
condición ligeramente más fuerte y necesario para algunos propósitos (ver Fuller, 1976). Bajo
estas condiciones confortables yt también puede ser expresado como la suma ponderada de
los yt’s más un shock at (ver Koopmans, 1974), esto es:




πjyt−j + at, (2.3)







donde π(B) = Ψ−1(B). En la forma alternativa (2.3), la actual desviación yt del nivel µ puede
ser considerado como una regresión de sus desviaciones pasadas yt−1, yt−2, ... del proceso.
2.5.1. Procesos Autorregresivos
La expresión de la ecuación (2.3) no es muy útil en la práctica si contiene un número
infinito de parámetros πj . Podemos describir una forma de introducir la parsimonia y llegar
a un modelo que sea útil para las aplicaciones prácticas. Consideremos que en la ecuación
(2.3) los primeros p parámetros son diferentes de cero (Box et al., 2015). Entonces el modelo
puede ser expresado como:
yt = φ1yt−1 + φ2yt−2 + ...+ φpyt−p + at,
donde ahora usamos los śımbolos φ1, φ2, ..., φp para un conjunto finito de parámetros de
ponderación. El proceso resultante es llamado como un proceso autorregresivo de orden p,
denotado por AR(p). Este modelo puede ser escrito de forma equivalente como:





Por lo tanto, el proceso autorregresivo puede ser considerado como la salida yt de un filtro
lineal con función de transferencia φ−1(B) = Ψ(B) cuando la entrada es un ruido blanco at.
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El primer punto a establecer es, bajo qué condiciones un proceso AR es estacionario. Para
ilustrar veamos como ejemplo, para el proceso AR(1):
yt = φ1yt−1 + at, t = 1, 2, ..., T.
A pesar que la serie es observada por primera vez cuando el tiempo es t = 1, se considera
que el proceso empezó en algún punto en el pasado. Sustituyendo repetidamente los rezagos
de yt, se llega a obtener una expresión de la forma:
yt = φyt−1 + at
= φ(φyt−2 + at−1) + at
= φ2yt−2 + φat−1 + at
= φ2(φyt−3 + at−2) + φat−1 + at
= φ3yt−3 + φ






El resultado consiste de dos partes, la primera parte depende de los valores de yt en el tiempo
t−j y la segunda parte es la sumatoria de valores rezagados de los ruidos blancos cuya media
es cero y varianza constante. Entonces tomando la esperanza en la expresión (2.4) y tratando







En la expresión (2.5) si |φ| ≥ 1, la esperanza depende de yt−j . Por lo tanto, la expresión (2.4)
contiene un componente determinista y el conocimiento de yt−j permite hacer predicciones
no triviales para valores futuros de la serie, sin importar cuán lejos esté, por tanto seŕıa
no estacionario. Por otro lado, si |φ| < 1, el componente determinista es trivial a medida
que j sea más grande. Śı j → ∞ efectivamente este componente desaparece, por tanto si se





φjat−j , t = 1, 2, ..., T.
Con está última expresión se puede ver qué un proceso AR(1) con |φ| < 1 es no deter-





j <∞ es estacionario. El proceso AR(1) es estacionario dado que
la suma de los cuadrados de los coeficientes es una progresión geométrica, por tanto converge
hacia un valor finito:
∞∑
j=0





2.5.2. Procesos de medias móviles
De manera similar que para los modelos AR, de la expresión definida en (2.2), en la
práctica no es útil si contiene un número infinito de parámetros Ψj . Considerando los primeros
q parámetros de Ψ diferentes de cero (Box et al., 2015). Entonces el proceso puede ser
expresado de la siguiente forma:
yt = at − θ1at−1 − θ2at−2 − ...− θqat−q,
donde ahora usamos los śımbolos −θ1,−θ2, ...,−θq para un conjunto finito de parámetros
ponderadores. Este proceso es llamado como un proceso de medias móviles de orden q, el cual
se expresa de forma abreviada como MA(q) (por sus iniciales en ingles de Moving Average).
Utilizando el operador de rezagos Bat = at−1, un proceso MA(q) puede ser expresado de
forma equivalente como:
yt = (1− θ1B − θ2B2 − ...− θqBq)at
yt = θ(B)at.
Por lo tanto, un proceso de medias móviles (MA) puede ser considerado como una salida yt
de un filtro lineal con función de transferencia θ(B) cuando la entrada sea un ruido blanco
at. Un proceso finito de medias móviles es siempre estacionario al satisfacer automáticamente
las condiciones de estacionariedad (Harvey, 1993).
2.5.3. Procesos mixtos autorregresivos de medias móviles
En la construcción de modelos, puede ser necesario construir un modelo mixto para
obtener una parametrización parsimoniosa, para esto es frecuente incluir ambos términos
autorregresivo y medias móviles en el mismo modelo (Box et al., 2015). El modelo resultante
seŕıa:
yt = φ1yt−1 + ...+ φpyt−p + at − θ1at−1 − ...− θqat−q, (2.6)
equivalentemente puede ser expresado como:






este proceso es llamado autorregresivo de medias móviles de orden (p,q), el cual en forma
abreviada se denota por ARMA(p, q). Vemos que un proceso mixto ARMA puede conside-
rarse como un resultado o salida yt de un filtro lineal, cuya función de transferencia es la
razón de dos operadores polinomiales θ(B) y φ(B), cuando la entrada o input es un ruido
blanco at.
Ahora, que un proceso ARMA sea estacionario o no, únicamente depende de la parte
autorregresiva pues como se aprecia en la expresión (2.6), es claro que la parte de medias
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móviles a la derecha no afecta los términos anteriores que establecen la condición de estacio-
nario de un proceso autorregresivo. Entonces, para definir un proceso estacionario ARMA,
de la expresión (2.7) la ecuación caracteŕıstica φ(B) = 0 debe tener todas sus ráıces fuera
del ćırculo unitario3.
2.6. Modelos ARIMA
En la práctica la mayoŕıa de las series de tiempo son no estacionarios, para realizar el
tratamiento de una serie no estacionaria es necesario eliminar la fuente de variación no es-
tacionario. Si la serie observada es no estacionaria en la media, según lo definido en (2.4.1)
entonces la serie presenta una tendencia no constante, es estos casos es posible tomar diferen-
cias de las series hasta obtener una serie estacionaria. En este sentido, Box y Jenkins (1970)
plantea los modelos ARIMA, esto se deriva de la ecuación (2.7) cuando la ráız de φ(B) = 0
cae en el ćırculo unitario donde se pueden representar series de tiempo no estacionarios, para
lo cual se considera el siguiente modelo:
ϕ(B)yt = θ(B)at,
donde ϕ(B) es un operador autorregresivo no estacionario, tal que d de las ráıces de ϕ(B) = 0
son unitarios y el resto permanecen fuera del ćırculo unitario, entonces el modelo puede ser
escrito como:
ϕ(B)yt = φ(B)(1−B)dyt = θ(B)at,
donde φ(B) es un operador autorregresivo estacionario, y ∇ = 1 − B es el operador de
diferenciación, entonces el modelo queda como:
φ(B)∇dyt = θ(B)at, (2.8)
para d ≥ 1 y diferenciando d veces puede obtenerse un proceso estacionario, aqúı la expresión
(2.8) se denomina modelo autorregresivo integrado y medias móviles ARIMA(p,d,q), donde
el operador autorregresivo φ(B) es de orden p, d es el número de diferencias tomadas y el
operador de medias móviles θ(B) es de orden q.
2.7. Modelos SARIMA
Los modelos SARIMA captan el comportamiento puramente estacional de una serie, en
la misma lógica de los modelos ARIMA se realiza las diferencias al componente no estacional
de la serie. Entonces una serie influenciada por el componente puramente estacional puede
ser descrito por un modelo SARIMA(P,D,Q), el cual se representa por la siguiente expresión:
ΦP (B
s)∇Ds yt = ΘQ(Bs)at, (2.9)
donde ΦP (B
s) = 1 − Φs(Bs) − Φ2s(B2s) − ... − ΦPs(BPs) es un polinomio autorregresivo
estacional de orden P y ΘQ(B
s) = 1−Θs(Bs)−Θ2s(B2s)− ...−ΘQs(BQs) es un polinomio
3Es decir, todas las ráıces de la ecuación indicada deben ser mayores a 1 en valor absoluto, |B| > 1
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de medias móviles estacional de orden Q.
Es sabido que en la vida real lo que pasa con mucha frecuencia es que las series no
siempre se presentan únicamente afectados por la tendencia o sólo por los efectos de estacio-
nalidad, sino todo lo contrario, generalmente las series vienen afectadas por ambas, tendencia
y estacionalidad. En este sentido, Box y Jenkins (1970) propone un modelo denominado mul-
tiplicativo, el cual tenga la capacidad de explicar el comportamiento de la serie afectada por
la tendencia y estacionalidad, expresado como una combinación de los modelos (2.8) y (2.9):
φp(B)ΦP (B
s)∇d∇Ds yt = θq(B)ΘQ(Bs)at. (2.10)
Entonces el modelo (2.10) se denomina modelo multiplicativo de orden (p, d, q)×(P,D,Q).
Este modelo resulta ser muy útil en la práctica. Por ejemplo la serie de la tasa de desempleo
para Lima Metropolitana presentado en el Figura (2.1) puede ser modelado por este modelo,
debido a que en la gráfica se visualiza que la serie tiene tendencia pues presenta una tendencia
negativa y al parecer tiene estacionalidad, con efectos estacionales de data mensual (s = 12).
En el siguiente caṕıtulo veremos los conceptos más avanzados para el tratamiento de los




En este caṕıtulo se desarrolla la teoŕıa subyacente del tema de este estudio, donde desa-
rrollaremos los conceptos esenciales referidos a; modelos de espacio de estados, modelos es-
tructurales de series de tiempo y su descomposición en componentes, que es punto clave para
la construcción de los modelos y que permite llevar a la forma de los modelos de espacio de
estados. Luego corresponde presentar los métodos que serán utilizados para la estimación de
los componentes del modelo, para el cual se recurrirá al uso del algoritmo del filtro de Kalman
para el caso de series de tiempo con errores independientes y al algoritmo de Pfeffermann y
Tiller para el caso de series de tiempo con errores no independientes. También se define la
estimación por máxima verosimilitud utilizada para estimar los parámetros de los modelos,
finalizamos con un ejemplo práctico utilizando los conceptos y métodos desarrollados en el
caṕıtulo.
3.1. Modelo de espacio de estados
La forma de los modelos de espacio de estados es una herramienta enormemente poderosa,
el cual abre camino para manejar una amplia gama de modelos de series de tiempo (Andrew
C. Harvey, 1989). Una vez que una serie de tiempo es puesto en la forma de espacio de
estados, puede aplicarse el filtro de Kalman (el cual definiremos más adelante) para realizar
las estimaciones.
Figura 3.1: Serie de tiempo con componentes de tendencia, estacionalidad y error
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Antes de presentar formalmente, partamos de la idea de una serie temporal como la que se
muestra en la Figura (3.1). De este gráfico podemos indicar algunas caracteŕısticas generales
como la tendencia, el cual representa los movimientos de largo plazo de la serie, y patrones
de estacionalidad que se repiten cada cierto periodo de tiempo. Estas son caracteŕısticas que
un modelo de serie temporal necesita capturar.
En una gráfica de series de tiempo como la que se muestra en (3.1), es usual ver como
un todo la trayectoria de las observaciones de la serie (puntos negros) lo cual dificulta ver el
comportamiento de cada componente de la serie, como la tendencia, estacionalidad y errores.
Según la descomposición clásica de series de tiempo (Andrew C. Harvey, 1989), argumenta
que con los modelos de espacio de estados es posible descomponer la serie y visualizar cada
componente por separado como; la tendencia (ĺınea punteada color rojo), pendiente obtenida
de dos puntos continuos de la tendencia, los efectos de la estacionalidad que vendŕıan a ser la
diferencia entre los puntos rojos y los puntos verdes, incluso es posible ver por separado los
errores y ver si tienen un comportamiento aleatorio. De esa manera los modelos de espacio
de estados facilitan la caracterización y análisis de las series de tiempo.
Partiendo de la descomposición clásica de una serie de tiempo definido en la sección (3.2)
al que se denominará modelo estructural, es posible expresar la serie observada yt en la forma
de un modelo de espacio de estados, el cuál consiste de dos ecuaciones (Durbin and Koopman,
2012):
La ecuación de observación tiene la siguiente forma
yt = Ztαt + εt, εt ∼ N(0, Ht). (3.1)
La ecuación de estados tiene la siguiente forma
αt+1 = Ttαt + ηt, ηt ∼ N(0, Qt), t = 1, 2, 3, ..., n, (3.2)







′ siendo m el
número de elementos del vector de estados y describiendo este vector la estructura carac-
teŕıstica de los modelos de espacio de estados. De otro lado, Zt es un vector de orden m× 1,
Tt es la matriz de transición de orden m × m, Qt es la matriz defina como E(ηtη′t) = Qt
y Ht = σ
2
ε , donde se asume también que los errores son independientes entre śı, esto es;
E(ηtε
′
τ ) = 0 para todo t y τ .
La idea subyacente del modelo es, que el desarrollo de un sistema a lo largo del tiempo
está determinado por la evolución del vector de estados αt de acuerdo a la ecuación (3.2),
expresado como un proceso autorregresivo de primer orden AR(1), pero como αt no puede ser
observado directamente, entonces debemos realizar el análisis en base a las observaciones yt
expresado en la ecuación (3.1) como una combinación lineal de los componentes no observados
más el error de medición εt.
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3.2. Modelo estructural de series de tiempo
Partiendo de la idea intuitiva expresada, de que una serie puede estar descompuesta en
componentes de tendencia, estacionalidad y el término irregular, y representando la serie
observada yt como un conjunto de observaciones y1, y2, ..., yn ordenados en el tiempo, el
modelo aditivo quedaŕıa expresado de la siguiente forma (Durbin and Koopman, 2012):
yt = µt + γt + εt, t = 1, 2, 3, ..., n (3.3)
donde, µt es un componente que vaŕıa lentamente llamado tendencia, γt es un componente
de periodo fijo llamado estacional y εt es el componente irregular llamado error o perturba-
ción. Entonces se denomina modelo estructural de series de tiempo al modelo expresado en
(3.3) más otros componentes relevantes que son modelados explicitamente. A continuación
desarrollamos cada uno de los componentes excepto el componente irregular debido a que se
asume como una variable aleatoria con distribución normal.
3.2.1. Componente de tendencia
Consideremos una forma simple de expresar la ecuación (3.3) donde asumimos que εt
tiene una varianza constante σ2ε , esto será:
yt = µt + εt, εt ∼ N(0, σ2ε) (3.4)
donde el componente de tendencia µt, es simplemente un nivel que fluctua hacia arriba y
hacia abajo, conforme al paseo aleatorio no estacional y expresado como:
µt+1 = µt + ηt, ηt ∼ N(0, σ2η) (3.5)
para t = 1, 2, ..., n donde εt y ηt son mutuamente independientes. Śı a la tendencia expresada
en (3.5) le agregamos el término de la pendiente νt, y que a su vez, es generada por paseo
aleatorio, obtenemos el siguiente modelo:
yt = µt + εt, εt ∼ N(0, σ2ε),
µt+1 = µt + νt + ξt, ξt ∼ N(0, σ2ξ ), (3.6)
νt+1 = νt + ζt, ζt ∼ N(0, σ2ζ )
Esta expresión (3.6) es llamado como modelo de tendencia lineal local (Durbin and Koopman,
2012) o simplemente como modelo de nivel local (Andrew C. Harvey, 1989). Un detalle a notar
es, śı; ξt = ζt = 0, entonces νt+1 = νt = ν por lo que µt+1 = µt + ν seŕıa exactamente una
tendencia lineal y la expresión (3.6) se reduce a una tendencia determińıstica lineal más el
ruido. La expresión (3.6) con σ2ξ > 0 y σ
2
ζ > 0 permite que el nivel de tendencia y la pendiente
vaŕıen con el tiempo.
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3.2.2. Componente estacional
Para modelar el término estacional γt expresado en (3.3) supongamos que se tiene s meses
al año. Aśı los efectos estacionales para un año pueden ser; s = 12 para observaciones men-
suales, s = 4 para observaciones trimestrales, y s = 7 si las observaciones son de frecuencia
diaria modelando semanalmente.
Si el patrón estacional es constante en el tiempo, las observaciones estacionales mensuales






j = 0. Para el j-
ésimo mes en el año i se tiene γt = γ
∗
s donde t = s(i + 1) + j para i = 1, 2, ... y j = 1, ..., s.
Resulta que
∑s−1
j=0 γt+1−j = 0 entonces γt+1 = −
∑s−1
j=1 γt+1−j con t = s− 1, s, ....
En la práctica frecuentemente se desea que el patrón estacional cambie en el tiempo. Una
manera simple de conseguir esto es agregando un término de error denotado por wt a la




γt+1−j + wt, wt ∼ N(0, σ2w), (3.7)
para t = 1, ..., n. Una alternativa sugerida por Harrison y Stevens (1976) es denotar el efecto
estacional j en el tiempo t por γjt y este puede ser generado por un paseo cuasi-aleatorio:
γj,t+1 = γj,t + wj,t, t = (i− 1)s+ j, i = 1, 2, ..., j = 1, ..., s,
con un ajuste para asegurar que cada conjunto sucesivo de s componentes estacionales sumen
a cero (ver Harvey, 1989). Frecuentemente es preferible expresar los efectos estacionales en
una forma trigonométrica, y una forma de expresar trigonométricamente la ecuación (3.7) es






donde [s/2] es el entero más grande ≤ s/2 y
γj,t+1 = γj,tcosλj + γ
∗




γ∗j,t+1 = −γj,tsenλj + γ∗j,tcosλj + w∗j,t, j = 1, ..., [s/2],
(3.9)
donde los términos wj,t y w
∗
j,t son variables independientes distribuidos normalmente con
media cero y varianza σ2w.
3.2.3. Modelo estructural básico
Cada uno de los modelos estacionales detallados en la sección anterior pueden combinarse
con los modelos de tendencia mostrados en la sección (3.2.1) para dar un modelo estructural
de series de tiempo, y estos a su vez, pueden ser expresados en la forma de modelos de
espacio de estados como los que se muestran en las ecuaciones (3.1) y (3.2). Aśı, por ejemplo,
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si combinamos el modelo de tendencia local (3.6) con el modelo estacional expresado en (3.8)
y (3.9), se obtiene el modelo aditivo siguiente:
yt = µt + γt + εt; t = 1, 2, 3, ..., n, (3.10)
donde para representar en la forma del modelo de espacio de estados como en (3.1) y (3.2),
podemos expresar el vector de estados como:
αt = (µt, νt, γt, γt−1, ..., γt−s+2)
′,























−1 −1 · · · −1 −1
1 0 · · · 0 0













, Q[γ] = σ
2
w(1, 0, ..., 0)
′.
Este modelo expresado en (3.10) desempeña un papel importante en el enfoque del análisis
estructural de series temporales, al que Harvey (1989) denominó Modelo Estructural Básico
que en forma abreviada se denota por BSM por sus iniciales en ingles (Basic Structural
Model). La forma de espacio de estados de este modelo básico, por ejemplo para s = 4 será:
αt = (µt, νt, γt, γt−1, γt−2)
′, Zt = (1, 0, 1, 0, 0) ,
Qt =

σ2ξ 0 0 0 0
0 σ2ζ 0 0 0
0 0 σ2w 0 0
0 0 0 0 0
0 0 0 0 0
 , Tt =

1 1 0 0 0
0 1 0 0 0
0 0 −1 −1 −1
0 0 1 0 0
0 0 0 1 0
 .
Alternativamente el componente estacional en su forma trigonométrica expresado en (3.8) y
(3.9) puede ser incorporado en el BSM con un vector de estados de dimensión (s + 1) × 1
expresado como







y las partes relevantes del sistema de matrices estará dado por
Z[γ] = (1, 0, 1, 0, 1, ..., 1, 0, 1) , T[γ] = diag (C1, ..., Cs∗ ,−1) , Q[γ] = σ2wIs−1,









, j = 1, ..., s∗, (3.11)
y cuando s es impar, se tiene s∗ = (s− 1)/2 con
Z[γ] = (1, 0, 1, 0, 1, ..., 1, 0) , T[γ] = diag (C1, ..., Cs∗) , Q[γ] = σ
2
wIs−1.
donde Cj es definido en (3.11) para j = 1, ..., s
∗, I es la matriz identidad.
Para el desarrollo del presente trabajo, haremos uso del modelo estructural básico presen-
tado en esta sección para construir el modelo subyacente de la tasa de desempleo y presentar
en la forma de un modelo de espacio de estados con los componentes del modelo estructural
que han sido desarrollados en detalle, tanto para la tendencia (3.6) como para la estacio-
nalidad. Sin embargo, se ha visto que para la estacionalidad hay varias formas de expresar,
nosotros usaremos la forma trigonométrica (3.8) debido a su amplio uso como en (Pfeffermann
y Tiller, 2006) y simplicidad de expresar en la forma matricial.
3.3. El filtro de Kalman
El filtro de Kalman es un conjunto de ecuaciones de recursión, que de forma iterativa
determina las estimaciones con error cuadrático medio mı́nimo del vector de estados αt como
el expresado en (3.1) y (3.2), basandose en la información disponible hasta el tiempo t. Es
decir, bajo condiciones de normalidad el filtro de Kalman proporciona la media y la matriz de
covarianzas del vector de estados, condicional a la información disponible hasta el momento
t. Para esto reformulamos convenientemente el modelo de espacio de estados de la siguiente
manera (ver Durbin and Koopman, 2012):
yt = Ztαt + εt, εt ∼ N(0, Ht),
αt+1 = Ttαt + ηt, ηt ∼ N(0, Qt), t = 1, 2, 3, ..., n (3.12)
α1 ∼ N(a1, P1),
tomando como punto de partida t = 1 en (3.12), para el caso donde el estado inicial α1 es
N(a1, P1) donde a1 y P1 son conocidos, en la práctica a1 suele ser vector de ceros y P1 una
matriz diagonal de varianzas, asumiendo inicialmente varianzas altas. Bajo la condiciones
de normalidad el objetivo es obtener las distribuciones condicionales de αt y αt+1 dado Yt






mientras Y0 indica que no hay observación antes de t = 1, también Yt−1 denota al conjunto
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de observaciones pasadas y1, ..., yt−1 para t = 2, 3, ...,
at|t = E(αt|Yt), Pt|t = V ar(αt|Yt),
at+1 = E(αt+1|Yt), Pt+1 = V ar(αt+1|Yt).
Como todas las distribuciones son normales, entonces las distribuciones condicionales de sub
conjuntos de variables dado otros sub conjuntos de variables también son normales, esto como
consecuencia del siguiente Lema.
Lema 1
Supongamos que X y Y son vectores aleatorios que tienen distribución conjunta normal






















donde ΣY Y se asume que es una matriz no singular. Entonces la distribución condicional de
X dado Y es normal con vector de medias y matriz de varianzas siguientes:
E(X|Y ) = µX + ΣXY Σ−1Y Y (Y − µY ),
V ar(X|Y ) = ΣXX − ΣXY Σ−1Y Y Σ
′
XY .
Por lo tanto, las distribuciones de αt dado Yt y αt+1 dado Yt están dados por N(at|t, Pt|t) y
N(at+1, Pt+1) respectivamente. Procediendo inductivamente con N(at, Pt) como distribución
de αt dado Yt−1, mostramos en detalle como calcular recursivamente los parámetros at|t,
at+1, Pt|t y Pt+1 de las distribuciones dadas, iniciando desde at y Pt para t = 1, ..., n.
3.3.1. Ecuaciones de actualización
Sea la siguiente ecuación dada por:
υt = yt − E(yt|Yt−1) = yt − E(Ztαt + εt|Yt−1) = yt − Ztat,
donde υt es el error de predicción de yt dado Yt−1, es decir es el error de ir un punto hacia
adelante en el tiempo o simplemente innovación. Cuando Yt−1 y υt son fijos entonces Yt
es fijo y vice versa. Aśı E(αt|Yt) = E(αt|Yt−1, υt). Pero E(υt|Yt−1) = E(yt − Ztat|Yt−1) =
E(αt+εt−Ztat|Yt−1) = 0. Consecuentemente E(υt) = 0 y Cov(yj , υt) = E[yjE(υt|Yt−1)′] = 0
para j = 1, ..., t− 1. También
at|t = E(αt|Yt) = E(αt|Yt−1, υt),
at+1 = E(αt+1|Yt) = E(αt+1|Yt−1, υt),
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ahora aplicando el Lema 1 para la distribución conjunta condicional de αt dado Yt−1, tomando
X y Y del Lema 1 como αt y υt, aqúı. Esto da como resultado
at|t = E(αt|Yt−1) + Cov(αt, υt)[V ar(υt)]−1υt, (3.13)
donde Cov y Var se refiere a la covarianza y varianza en la distribución conjunta condicional
de αt y υt dado Yt−1. Aqúı E(αt|Yt−1) = at por definción de at y
Cov(αt, υt) = E[αt(Ztαt + εt − Ztat)′|Yt−1]
= E[αt(αt − at)′Z ′t|Yt−1] = PtZ ′t,
por definición de Pt. Ahora sea
Ft = V ar(υt|Yt−1) = V ar(Ztαt + εt − Ztat|Yt−1) = ZtPtZ ′t +Ht,
entonces reemplazando en (3.13) se tiene





Por el Lema 1 para la varianza se tiene
Pt|t = V ar(αt|Yt) = V ar(αt|Yt−1, υt)
= V ar(αt|Yt−1)− Cov(αt, υt)[V ar(υt)]−1Cov(αt, υt)′
= Pt − PtZ ′tF−1t ZtPt. (3.15)
asumiendo que Ft es una matriz no singular. Las relaciones expresadas en (3.14) y (3.15)
son denominadas paso de actualización o ecuaciones de actualización del Filtro de Kalman
(Durbin and Koopman, 2012).
3.3.2. Ecuaciones de predicción
Ahora desarrollamos las recursiones para calcular at+1 y Pt+1. Basándonos de la relación
existente αt+1 = Ttαt + ηt, se tiene
at+1 = E(Ttαt + ηt|Yt)
= TtE(αt|Yt), (3.16)
Pt+1 = V ar(Ttαt + ηt|Yt)
= TtV ar(αt|Yt)T ′t +Qt, (3.17)
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para t = 1, ..., n. Sustituyendo la expresión (3.14) en (3.16) se tiene
at+1 = Ttat|t







La matriz Kt es conocido como la Ganancia de Kalman (Durbin and Koopman, 2012).
Podemos observar que at+1 ha sido obtenido como una función lineal de los valores previos
at y el error de predicción υt de yt dado Yt−1.
Ahora para hallar Pt+1 sustituyendo la expresiones (3.15) y (3.19) en (3.17) se obtiene
Pt+1 = TtPt(Tt −KtZt)′ +Qt, t = 1, ..., n. (3.20)
Aśı la las expresiones (3.18) y (3.20) son conocidos como pasos de predicción o ecuaciones
de predicción del filtro de Kalman.
3.3.3. Recursión del filtro de Kalman
Para obtener el proceso de recursión completo, juntando convenientemente las ecuaciones
de filtrado (Durbin and Koopman, 2012), aśı se tiene que:
υt = yt − Ztat, Ft = ZtPtZ ′t +Ht,




t υt, Pt|t = Pt − PtZ ′tF
−1
t ZtPt, (3.21)
at+1 = Ttat +Ktυt, Pt+1 = TtPt(Tt −KtZt)′ +Qt,




t con a1 y P1 como vector de medias y matriz
de varianzas en el vector de estados inicial α1. La recursión expresada en el sistema de
ecuaciones (3.21) se denomina Filtro de Kalman. Mediante este procedimiento es posible
actualizar nuestro conocimiento del sistema cada vez que una nueva observación ingresa en
el sistema, es decir, el sistema nos permite calcular los valores para t+1 dada las observaciones
hasta t. En otras palabras, el filtro de Kalman permite que la estimación del vector de estados
se actualice continuamente a medida que hay nueva información disponible. El procedimiento
recursivo seŕıa como sigue, asumiendo que los parámetros del sistema (3.21) son conocidos:
Dado la información disponible Yt−1 se predice el vector de estados at = E(αt|Yt−1)
cuya matriz de covarianza de error de predicción es Pt = E[αt(αt− at)′|Yt−1], entonces
al predecir αt con información hasta el tiempo t − 1 se tiene la nueva observación yt
con error de predicción Ft.
La nueva información yt obtenida en el paso anterior se ingresa al sistema recursivo de
donde se obtienen at|t y la matriz de covarianza Pt|t en las ecuaciones de actualización
entonces se actualiza el vector de estados αt.
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Una vez actualizado el sistema (3.21) se tiene at|t y Pt|t, y reemplazando en las ecua-
ciones de predicción; at+1 = Ttat|t y Pt+1 = TtPt|tT
′
t +Qt se predice el próximo vector
de estados αt+1, haciendo esto de forma recursiva nuevamente se predice la nueva ob-
servación.
3.4. Estimación por máxima verosimilitud
En las secciones previas hemos desarrollado métodos para estimar los componentes que
se encuentran en el vector de estados expresado en (3.1) y (3.2). En la práctica los mode-
los dependen de parámetros adicionales, los cuales deben ser estimados de los datos. Por
ejemplo, en las expresiones (3.4) y (3.5) los parámetros referidos a las varianzas σ2ε y σ
2
η son
desconocidos y es necesario que sean estimados. Los estimadores de estos parámetros son
hallados maximizando la función de verosimilitud L(Yn; Ψ) con respecto a Ψ que contiene los
parámetros desconocidos.
Asumiendo que el estado inicial del vector de estados tiene distribución N(a1, P1), donde


















′, p(y1, ..., yn) es la función de densidad de probabilidad conjunta y
p(yt|Yt−1) denota la distribución condicional de yt dada la información hasta el momento






Para el modelo estructural básico expresado en (3.10) y sus componentes detallados, por







Con la finalidad de hallar los parámetros indicados, haremos uso de la factorización de
la distribución conjunta de las observaciones, aplicado en la función de densidad conjunta
f(yt, ..., y1):
p(yt, ..., y1) = p(yt|yt−1, ..., y1)p(yt−1, ..., y1) = p(yt|yt−1, ..., y1)p(yt−1|yt−2, ..., y1)p(yt−2, ..., y1)





Entonces yt|yt−1, yt−2, ..., y1 ∼ N(E(yt|Yt−1), V ar(yt|Yt−1)), donde p(y1|Y0) = p(y1). De las
ecuaciones de (3.1) y (3.2), se tiene E(yt|Yt−1) = Ztat. Poniendo υt = yt − Ztat, Ft =








(log|Ft|+ υ′tF−1t υt). (3.23)
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donde p viene a ser el número de series de tiempo, para el caso univariante p = 1. Las
cantidades υt y Ft son calculados rutinariamente por el filtro de Kalman expresado en (3.21),
aśı log[L(Yn)] de (3.23) es calculado fácilmente a partir de la salida del filtro de Kalman.
También se asume que Ft es no singular para t = 1, ..., n, si esta condición no se cumple
inicialmente es usual redefinir el modelo para que se cumpla (Durbin and Koopman, 2012).
3.5. Modelo de espacio de estados con errores correlacionados
Hasta aqúı hemos visto la construcción de modelos de espacio de estados basado en
un modelo estructural básico de una serie de tiempo con errores independientes y como
se estiman sus parámetros usando el filtro de Kalman, sin embargo, ¿Qué pasa cuando los
errores de una serie de tiempo no son independientes?, es decir, cuando los errores están
correlacionados, esto generalmente se presenta cuando la misma unidad de muestreo se usa
repetitivamente para recoger información.
Por ejemplo, para las encuestas de empleo y desempleo con muestra tipo panel una unidad
de vivienda de la muestra puede participar en la toma de información en 2 o más veces al año,
entonces es aqúı donde se presentan las series con errores correlacionados, dado que el error
de muestreo se repite. Para estos casos en el 2006 Pfeffermann y Tiller plantearon ecuaciones
como las expresadas en (3.1) y (3.2) pero considerando los errores correlacionados, al que
se le denomina modelo de espacio de estados con errores correlacionados. Las ecuaciones
planteadas son:
yt = Ztαt + εt, εt ∼ N(0, σ2ε),
E(εt) = 0, E(εtε
′
t) = Σtt, E(ετε
′
t) = Στt,
αt = Ttαt−1 + ηt, ηt ∼ N(0, Qt),
E(ηt) = 0, E(ηtη
′
t) = Qt, E(ηtη
′
t−k) = 0, k > 0.
(3.24)
Al indicar que E(ετε
′
t) = Στt el modelo asume que los errores están correlacionados, en este
escenario ya no es posible aplicar el filtro de Kalman para la estimación de los parámetros
del vector de estados y es necesario buscar una alternativa que considere la correlación de los
errores de medición. Pfeffermann y Tiller (2006) desarrollaron un algoritmo de filtro recursivo
para modelos de espacio de estados con errores de medición autocorrelacionados, el algoritmo
actualiza el predictor más reciente del vector de estados cada vez que ingresa al sistema una
nueva información. El algoritmo puede ser aplicado en forma general a los modelos de espacio
de estados que consideren tener errores correlacionados, y dado que el objetivo del estudio
es desarrollar este tipo de modelos, presentaremos a continuación en detalle el algoritmo
recursivo desarrollado por Pfeffermann y Tiller (2006).
3.6. Algoritmo de filtro recursivo de Pfeffermann y Tiller
Como ya hemos mencionado en la sección anterior para el tratamiento de modelos de
espacio de estados con errores correlacionados, como los expresados en (3.24), Pfeffermann y
Tiller desarrollaron este algoritmo en 2006, dado que el filtro de Kalman no era aplicable al
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no considerar los errores correlacionados. A continuación presentamos en detalle el algoritmo:
Para tiempo t = 1
Sea α̂1 = (I −K1Z1)T α̂0 +K1y1 el estimador filtrado en el tiempo t = 1, donde α̂0 es un
estimador inicial con matriz de covarianzas P0 = E[(α̂0−α0)(α̂0−α0)′] y con K1 = P1|0Z ′1F
−1
1
denominado ”ganancia de Kalman”. Se asume por conveniencia que α̂0 es independiente de
las observaciones. La matriz P1|0 = TP0T
′ +Q es la matriz de covarianzas de los errores de
predicción α̂1|0 − α1 = T α̂0 − α1, y F1 = Z1P1|0Z ′1 + Σ11 es la matriz de covarianzas de las
innovaciones (errores de predicción de un paso hacia adelante) ν1 = y1 − ŷ1|0 = y1 − Z1α̂1|0.
Por que y1 = Z1α1 + ε1, entonces reemplazando se tiene:
α̂1 = (I −K1Z1)T α̂0 +K1Z1α1 +K1ε1. (3.25)
Para tiempo t = 2
Sea α̂2|1 = T α̂1 que define al predictor de α2 en el tiempo t = 1 con matriz de covarianzas
P2|1 = E[(α̂2|1 − α2)(α̂2|1 − α2)′]. Un predictor insesgado α̂2 de α2 [es decir, E(α̂2 − α2) = 0]
basado en α̂2|1 y la observación y2 es el predictor de mı́nimos cuadrados generalizado (MCG)













































y C2 = cov[T α̂1 − α2, ε2] = TK1Σ12 (sigue de (3.24) y (3.25)). Notar que V2 es la matriz de
covarianzas de los errores u2|1 y ε2, y no de los predictores T α̂1 y y2. El predictor MCG α̂2 es
el mejor predictor lineal insesgado (BLUP Best Linear Unbiased Predictor, por sus iniciales
en Ingles cuya prueba se puede ver en el Apéndice A del art́ıculo Pfeffermann y Tiller, 2006)
de α2 basado en T α̂1 y y2, con matriz de covarianza










Para el tiempo t
Sea α̂t|t−1 = T α̂t−1 que define al predictor de αt en tiempo t−1 con matriz de covarianzas
E[(α̂t|t−1 − αt)(α̂t|t−1 − αt)′] = TPt−1T ′ +Q = Pt|t−1, donde Pt−1 = E[(α̂t−1 − αt−1)(α̂t−1 −
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αt−1)














, ut|t−1 = T α̂t−1 − αt, (3.26)












La matriz de covarianzas Ct = cov[T α̂t−1 − αt, εt] es calculado como sigue. Sea [I, Z ′j ]V
−1
j =




j y Bj2 contiene el resto
de las columnas, con q = dim(αj). Definiendo Aj = TPjBj1, Ãj = TPjBj2, j = 2, ..., t − 1,
Ã1 = TK1. Entonces
Ct = cov[T α̂t−1 − αt, εt]
= At−1At−2...A2Ã1Σ1t +At−1At−2...A3Ã2Σ2t
+...+At−1Ãt−2Σt−2,t + Ãt−1Σt−1,t.
El predictor MCG (Mı́nimos Cuadrados Generalizados) de αt basado en T α̂t−1 y yt, y la






























En esta sección, con base a la teoŕıa presentada en las secciones anteriores se desarrolla un
ejemplo práctico con la finalidad de mostrar la construcción del modelo estructural básico,
llevar a la forma de un modelo de espacio de estados con la finalidad de poder aplicar
el algoritmo del filtro de Kalman y el algoritmo de Pfeffermann y Tiller para estimar los
componentes del modelo estructural y explicar cuando se usa cada algoritmo.
Para esto, poniendo en el contexto práctico usaremos los datos la tasa de desempleo
mensual de Lima Metropolitana. Sea yt la serie de observaciones de la tasa de desempleo
mensual con n = 211, primero veamos como expresar la serie como un modelo estructural
básico, como el definido en (3.10), con sus componentes de la tendencia y los efectos de
estacionalidad definidos en (3.6) y (3.8) respectivamente. Entonces tomando en cuenta cada
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componente se tiene que:
yt = µt + γt + εt; εt ∼ N(0, σ2ε),
µt = µt−1 + νt−1 + ξt; ξt ∼ N(0, σ2ξ ),





γj,t = γj,t−1 cosλj + γ
∗
j,t−1 senλj + wj,t; wj,t ∼ N(0, σ2w),




, j = 1, ..., 6,
(3.29)
donde los términos εt, ξt, ζt, wj,t, y w
∗
j,t son series de ruidos blancos independientes y los
componentes µt, νt, γt, y εt definen el nivel de la tendencia en el tiempo, la pendiente de la
tendencia, los efectos estacionales (s = 12 dada las observaciones mensuales), y el término
irregular de la serie respectivamente, operando en el tiempo t. Como se puede ver la ecuación
(3.29) está compuesto por las ecuaciones de cada componente, aśı la tendencia µt está en
función de la misma tendencia µt−1 y la pendiente νt−1 de un periodo antes más un ruido
blanco ξt, de forma similar, la pendiente νt depende de la misma pendiente un periodo antes
νt−1 más el ruido blanco ζt, mientras que para obtener los efectos de estacionalidad γt usamos
la forma trigonométrica expresado en (3.8), considerando que los datos son mensuales s = 12.
Una vez que la serie yt es formulada en los componentes de un modelo estructural básico,
es posible llevarlo a la forma de un modelo de espacio de estados como fue definido en (3.1) y
(3.2), donde Ht = σ
2
ε . Expresado aśı, ya es posible aplicar los algoritmos del filtro de Kalman
y de Pfeffermann y Tiller para realizar las estimaciones, pero antes es necesario construir los
vectores y matrices del modelo de espacio de estados.
Entonces el vector de estados αt estará compuesto por elementos del modelo estructural
básico como se ve a continuación:













mientras Zt será un vector fila de (1×13) constante y la matriz Tt, que también es constante,
tendrá una dimensión de (13× 13). Estos quedan definidos de la forma siguiente:




1 1 0 0 · · · 0
0 1 0 0 · · · 0
0 0 cos(π/6) sen(π/6) · · · 0











en tanto que la matriz de varianzas y covarianzas Qt es una matriz diagonal de (13 × 13)
cuya diagonal principal está compuesto por los parámetros de la ecuación de la tendencia,
de la pendiente y de la estacionalidad, y queda expresado de la forma:
Qt =

σ2ξ 0 0 · · · 0
0 σ2ζ 0 · · · 0














w en la práctica no son conocidos y se estiman previamente
usando las observaciones de la serie. En este ejemplo sin embargo, supondremos que estos
valores son conocidos y dados por σ2ξ = 0.0024, σ
2
ζ = 0.0004 y σ
2
w = 0.0000001.
Una vez construido los elementos del sistema de ecuaciones del modelo de espacio de
estados, queda predispuesto para aplicar los algoritmos y estimar los componentes del vector
de estados. Primero estimaremos el vector de estados αt y su respectiva matriz de covarianzas
Pt utilizando el filtro de Kalman expresado en el sistema de ecuaciones (3.21), para iniciar
el cálculo se supone valores iniciales conocidos, entonces α0 será un vector de ceros y Pt
una matriz diagonal de (13 × 13) con varianzas igual a 10,000 (valores altos para ver como
disminuyen).
Con las estimaciones del vector de estados obtenida con el filtro de Kalman realizamos
el gráfico que se muestra en la Figura (3.2). En ella se puede visualizar las observaciones
de la tasa de desempleo, también la tendencia, aśı como la suma de la tendencia más los
efectos estacionales, de donde también se puede obtener el componente irregular de la serie,
desagregación que ofrece muchas ventajas para el análisis de una serie de tiempo, como por
ejemplo, focalizar el análisis sólo en la tendencia o en los otros componentes.
Para completar el ejemplo, explicamos como se realizan las estimaciones cuando el mo-
delo de espacio de estados es para una serie de tiempo con errores correlacionados como los
expresados en el modelo (3.24), donde E(ετε
′
t) = Στt indica que los errores están correla-
cionados. En estos casos es preciso utilizar el algoritmo de Pfeffermann y Tiller dado que
supone que existen correlaciones entre los errores de muestreo, conforme fue detallado en la
sección (3.6). Para el ejemplo supondremos que existen ciertas correlaciones, a fin de mos-
trar la aplicación del algoritmo de Pfeffermann y Tiller. En la práctica las correlaciones se










































Figura 3.2: Tasa de desempleo mensual Lima Metropolitana (2002-2018) cuyos componentes fueron
estimados mediante el Filtro de Kalman, donde Lt es el nivel de tendencia y St son los efectos
estacionales.
de las observaciones.
Para aplicar el algoritmo de Pfeffermann y Tiller al modelo (3.24), las matrices y vectores
del sistema se construyen tal cual fue construido para aplicar el filtro de Kalman, sin embargo,
para estimar el vector de estados αt y la matriz de covarianzas Pt definido en (3.28), es









donde los componentes Pt|t−1 = TPt−1T
′ + Qt y Σtt = σ
2
ε son conocidos a partir de lo ya
definido para el filtro de Kalman, pero Ct depende de las correlaciones de los errores que la
serie yt tenga y como dijimos eso se determina en función a las observaciones originales. Para
el ejemplo supongamos que los primeros 3 errores están correlaciones, corr(εt, εt−1) = 0.23,
corr(εt, εt−2) = 0.17 y corr(εt, εt−3) = 0.11, entonces Ct se plantea como una combinación
lineal, de la forma siguiente:
Ct = At−1At−2Ãt−3Σt−3,t +At−1Ãt−2Σt−2,t + Ãt−1Σt−1,t,
donde A y Ã se define en función de la matriz [I, Z ′j ]V
−1
j = [Bj1, Bj2] con dimensión 13× 14,
Bj1 serán las primeras 13 columnas y Bj2 será la columna 14. Aśı, Aj = TPjBj1 y Ãj =
TPjBj2, donde I13×13 es matriz identidad y j = 2, ..., t− 1.
Con lo definido y aplicando el algoritmo de Pferffermann y Tiller se pueden estimar el
vector de estados αt definido en (3.28) y con los componentes estimados del vector de estados
realizar el gráfico de la Figura (3.3). Este es muy similar al gráfico (3.2), debido a que las
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correlaciones de los errores que hemos supuesto no corresponden a la serie de la tasa de
desempleo, sin embargo, podemos indicar que las correlaciones se pueden llegar a confundir









































Figura 3.3: Tasa de desempleo mensual Lima Metropolitana (2002-2018) cuyos componentes fueron
estimados mediante el algoritmo de Pfeffermann y Tiller, donde Lt es el nivel de tendencia y St son
los efectos estacionales.
Para conocer el orden de los errores de muestreo correlacionados se necesita conocer
a profundidad el diseño muestral utilizado para la recolección de los datos de la tasa de
desempleo aśı como las caracteŕısticas de los datos, con esa finalidad en el siguiente caṕıtulo
se verán en detalle estos temas.
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Caṕıtulo 4
Encuesta Permanente del Empleo - EPE
En el presente caṕıtulo el objetivo es conocer en detalle el diseño longitudinal de la
Encuesta Permanente del Empleo - EPE, en especial su diseño muestral, las variaciones y
modificaciones que ha sufrido el diseño a lo largo del tiempo, aśı como otras caracteŕısticas
de la encuesta dado que nos servirá de insumo para estudiar las caracteŕısticas y modelar la
serie generada por las observaciones de la tasa de desempleo, el cual forma parte de la EPE
y es uno de los indicadores más relevantes del mercado laboral.
La EPE es ejecutada por el Instituto Nacional de Estad́ıstica e Informática - INEI desde
inicios del año 2001 ante la necesidad de brindar información estad́ıstica sobre las principales
caracteŕısticas del mercado laboral, dado que por razones presupuestales se dejo de ejecutar
la encuesta nacional de hogares en forma trimestral. Ante esto, el INEI en coordinación con
el Ministerio de Trabajo y Promoción del Empleo, y el Ministerio de Economı́a y Finanzas
diseñaron la EPE con la finalidad de brindar información estad́ıstica mensual que sirva como
insumo para el análisis del panorama laboral local.
Entre las principales indicadores del mercado laboral se encuentra la tasa de desempleo,
dado que refleja la capacidad de la economı́a de un páıs para absorber el desempleo, este
indicador se estima mensualmente con data acumulada de los tres últimos meses de la EPE
válido sólo para Lima Metropolitana, esta información servirá de insumo para el modelado
y el análisis de la serie formada desde sus inicios hasta la fecha.
4.1. Antecedentes
Según los documentos revisados del INEI, la EPE se inicia en el mes de marzo del
2001 sobre la base de una muestra anual. Esta muestra estaba conformada por 150
conglomerados elegidos aleatoriamente del marco del Pre-censo 1999-2000. En cada
conglomerado se seleccionaron 3 sub-muestras, cada una compuesta de 11 viviendas
contiguas al que se denominará más adelante como grupo compacto, de estas aleato-
riamente 1 fue entrevistada por mes hasta completar las 3 sub-muestras en el primer
trimestre (marzo, abril y mayo). Las mismas 3 sub-muestras de viviendas, fueron nue-
vamente visitadas en los trimestres siguientes del año, es decir, de un trimestre a otro
la superposición de la muestra de viviendas al 100 por ciento.
Cada muestra mensual estaba conformado de 1,650 viviendas, completando las 4,950
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viviendas en cada trimestre acumulado. En febrero del 2002, concluyó la primera ronda
anual de la encuesta, en este periodo cada vivienda de la muestra fue visitada en 4
oportunidades.
Para la segunda ronda de la encuesta, iniciada a partir de marzo del 2002 se diseño
una muestra maestra, la cual además de asegurar la obtención de indicadores del em-
pleo y desempleo, deb́ıa tener una vigencia no menor a 2 años. Esta muestra maestra
estaba conformada por 600 conglomerados elegidos aleatoriamente, además, en cada
conglomerado se seleccionaron 4 sub-muestras de 8 viviendas cada una.
Cada muestra mensual estaba conformado por 1,600 viviendas que estaban en 200 con-
glomerados, completando las 4,800 viviendas por trimestre en los 600 conglomerados,
tamaño suficiente de muestra según su diseño para la estimación de indicadores del
mercado laboral mediante promedios móviles. También se tuvo en cuenta suavizar el
empalme de las muestras (de un diseño a otro) y aśı evitar que las estimaciones de la
encuesta de vieran afectadas por el cambio de muestra.
Para el 2004, se diseño una muestra maestra de 1,200 conglomerados, de similares
caracteŕısticas pero independiente de las anteriores mencionadas. En cada conglomerado
de la muestra se seleccionaron aleatoriamente 4 sub-muestras de 4 viviendas cada una.
Cada muestra mensual estaba conformado por 1,600 viviendas (400 conglomerados)
completando las 4,800 viviendas por trimestre en los 1,200 conglomerados. Con la
finalidad de suavizar el empalme entre muestras, durante los meses de marzo, abril y
mayo del 2004 se efectuó este proceso de tal manera que desde junio del mismo año la
muestra se hab́ıa renovado totalmente.
Para el 2006, se realizó la Encuesta Continua (ENCO) en todo el territorio nacional, esta
encuesta de propósitos múltiples, se basó en el marco muestral del censo nacional 2005
(X de población y V de vivienda). Dentro de la ENCO, el ámbito de Lima Metropolitana
constituyó un dominio de estudio independiente al resto de los dominios considerados.
La muestra para este dominio fue de 1,600 viviendas mensuales (200 conglomerados)
completando las 4,800 viviendas por trimestre (600 conglomerados).
Para el año 2007, se redujo el presupuesto de la ENCO Lima Metropolitana, que nue-
vamente se denominó EPE, lo que implicó una reducción de la muestra trimestral de
4,800 viviendas, como en anteriores ediciones, a 3,000 viviendas. La muestra para el
año 2010 es la misma muestra de conglomerados del 2007.
La muestra maestra de conglomerados y viviendas para el periodo 2011 - 2016 tu-
vo su termino en diciembre del 2016, mes donde la última sub-muestra de viviendas
programada fue visitada.
Para el periodo 2017 - 2020, se ha seleccionado una muestra maestra de conglomerados
de similares caracteŕısticas a diseños anteriores. el marco muestral se basa en informa-
ción estad́ıstica y cartográfica del censo de población y vivienda del 2007 actualizada
con el empadronamiento distrital de población y vivienda del 2013.
34
Mediante el plan de rotación y empalme, la muestra maestra vigente fue renovada
durante el 2017, de tal manera que las estimaciones de la encuesta no perderán la
comparabilidad temporal y confiabilidad estad́ıstica.
4.2. Finalidad
Suministrar información estad́ıstica mensual de seguimiento del mercado laboral con datos
agregados del último trimestre, a través de indicadores de empleo, desempleo e ingresos y otros
referentes a la disponibilidad y utilización de los recursos humanos en el Área Metropolitana
de Lima y Callao (Instituto Nacional de Estad́ıstica e Informática [INEI], 2020).
4.3. Objetivos
Los objetivos planteados por el INEI (2020), son los siguientes:
Generar indicadores de empleo, desempleo e ingresos en el Área Metropoli-
tana de Lima y Callao.
Desarrollar indicadores anticipatorios de la evolución del empleo, para fines
prospectivos.
Servir de fuente de información a instituciones públicas y privadas, aśı como
a investigadores.
Permitir la comparabilidad con investigaciones similares, en relación con las
variables investigadas.
4.4. Población objetivo
“La población bajo estudio está constituido por el conjunto de viviendas particulares y
sus ocupantes con residencia habitual ubicadas en el Área Metropolitana de Lima y Ca-
llao. Se excluye del estudio a los miembros de las fuerzas armadas que viven en cuarteles,
campamentos, barcos, etc. Además, se excluye también a las viviendas colectivas (hoteles,
hospitales, asilos, claustros religiosos, cárceles etc.)” (INEI, 2020).
4.5. Cobertura
“La encuesta se realiza en el área Metropolitana de Lima y Callao, constituida por 43
distritos de la Provincia de Lima y 6 distritos de la Provincia Constitucional del Callao”
(INEI, 2020).
4.6. Caracteŕısticas del diseño muestral
4.6.1. Marco muestral
En adelante nos referimos al diseño muestral la que está actualmente en vigencia, cuyo
periodo es 2017 - 2022, este marco muestral tiene como fuente principal a la información
estad́ıstica y cartográfica de los Censos Nacionales del 2007: XI de Población y VI de Vivienda,
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el cual fue actualizado con el empadronamiento distrital de Población y Vivienda del año 2013
del Sistema de Focalización de Hogares (SISFOH)1.
4.6.2. Estratificación impĺıcita
La estratificación impĺıcita en un procedimiento sencillo (a diferencia de la estratificación
clásica, elimina la necesidad de establecer estratos expĺıcitos, suprimiendo aśı, la necesidad
de asignar muestra a dichos estratos), que implica organizar de forma adecuada las Unidades
Primarias de Muestreo - UPM’s entre sub-grupos importantes de la población, como son;
el orden geográfico, socioeconómico, etc. para en seguida seleccionar la muestra de forma
sistémica con igual probabilidad o con probabilidad proporcional al tamaño (Naciones Unidas
[NU], 2008).
Para la EPE previa a la selección de la muestra, se ordenaron los conglomerados por es-
trato socioeconómico y en serpent́ın distrital de norte a sur, obteniendo aśı una estratificación
impĺıcita del marco de donde la muestra fue seleccionada sistemáticamente con probabilidad
proporcional al tamaño.
4.6.3. Unidades de muestreo
Las unidades de muestreo definidos para la EPE por el INEI (2020) son:
Unidad Primaria de Muestreo (UPM).- La unidad primaria de mues-
treo es el conglomerado, que se define como el área geográfica conformada
por una o más manzanas contiguas, en promedio cada conglomerado tiene
140 viviendas particulares.
Unidad Secundaria de Muestreo (USM).- La unidad secundaŕıa es
la vivienda particular que existe dentro de una UPM. En las viviendas que
finalmente resulten seleccionadas se procede a investigar a todas las personas
que tienen su residencia habitual en ella.
4.6.4. Tipo de muestreo
La estrategia de muestreo utilizado por la EPE es de tipo probabiĺıstica, estratificada y
bietápica.
“La muestra es probabiĺıstica, porque las unidades son seleccionadas aleatoriamente, lo
cual permite efectuar inferencias a la población objetivo en base a la teoŕıa de probabilidades”
(INEI, 2020).
La muestra es estratificada, porque previamente a la selección, los conglomerados son
ordenados por estrato socioeconómico y los distritos de norte a sur, con la finalidad de
mejorar la representatividad y la eficiencia del diseño. La estratificación impĺıcita exige el
uso de la selección sistémica en la primera etapa de muestreo (NU, 2008).
1SISFOH es un sistema intersectorial e intergubernamental que provee información socioeconómica a las
Intervenciones Públicas Focalizadas, actualmente se encuentra bajo la dirección del Ministerio de Desarrollo
e Inclusión Social - MIDIS (http://www.sisfoh.gob.pe/)
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Bietápica, en la primera etapa del muestreo se seleccionan los conglomerados utilizando
el método sistémico con probabilidad proporcional al tamaño (PPT) de viviendas en los
conglomerados. En la segunda etapa, se seleccionaron las viviendas, utilizando el método
sistémico simple con arranque aleatorio (INEI, 2020). En cada conglomerado de la muestra se
seleccionaron 5 sub-muestras (grupo compacto o contigua de viviendas), cada una compuesta
por 4 viviendas contiguas geográficamente.
4.6.5. Tamaño de la muestra
De forma similar que en los diseños anteriores, se ha seleccionado una muestra maestra de
2,400 conglomerados, esta muestra se espera que tenga un periodo de vida de al menos 4 años.
Los 2,400 conglomerados son distribuidos de manera aleatoria en 24 grupos de igual tamaño
(100 conglomerados), y cada conglomerado está conformado por 5 sub-muestras (m1, m2,
m3, m4 y m5) seleccionadas aleatoriamente y a su vez, cada sub-muestra está conformada














N m1 m2 m3 m4 m5
G1 100 4 4 4 4 4 20 2000
G2 100 4 4 4 4 4 20 2000
G3 100 4 4 4 4 4 20 2000
G4 100 4 4 4 4 4 20 2000
G5 100 4 4 4 4 4 20 2000
G6 100 4 4 4 4 4 20 2000
G7 100 4 4 4 4 4 20 2000
G8 100 4 4 4 4 4 20 2000
G9 100 4 4 4 4 4 20 2000
G10 100 4 4 4 4 4 20 2000
G11 100 4 4 4 4 4 20 2000
G12 100 4 4 4 4 4 20 2000
G13 100 4 4 4 4 4 20 2000
G14 100 4 4 4 4 4 20 2000
G15 100 4 4 4 4 4 20 2000
G16 100 4 4 4 4 4 20 2000
G17 100 4 4 4 4 4 20 2000
G18 100 4 4 4 4 4 20 2000
G19 100 4 4 4 4 4 20 2000
G20 100 4 4 4 4 4 20 2000
G21 100 4 4 4 4 4 20 2000
G22 100 4 4 4 4 4 20 2000
G23 100 4 4 4 4 4 20 2000
G24 100 4 4 4 4 4 20 2000
Totales 2400 96 96 96 96 96 480 48000
Cuadro 4.1: Cuadro de distribución de sub muestras, según grupo de conglomerados
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Entonces, de esta distribución se tiene que, el tamaño muestral mensual es de 1,600
viviendas obtenidas de 400 conglomerados, por ende, el acumulado trimestral seŕıa de 4,800
viviendas obtenidas de 1,200 conglomerados. Aśı mismo, el tamaño muestral anual quedaŕıa
conformado por 19,200 viviendas obtenidas de un total de 4,800 conglomerados.
4.7. Probabilidad de selección de la muestra
Dado que el diseño muestral es de dos etapas, entonces la probabilidad de selección de
este diseño puede expresarse según el muestreo con probabilidad proporcional al tamaño
(NU, 2008), mediante la siguiente ecuación:
P (αβ) = P (α)︸ ︷︷ ︸
prob fase 1
prob fase 2︷ ︸︸ ︷
P (β/α)
donde:
P (αβ) : es la probabilidad del hogar β de ser seleccionado en el conglomerado α.
P (α) : es la probabilidad de un conglomerado α de ser seleccionado.
P (β/α) : es la probabilidad condicional de seleccionar el hogar β en la segunda
etapa teniendo en cuenta, que el conglomerado α fue seleccionado en la primera
etapa (p. 57).
Con la finalidad de resolver la ecuación dada, se fija el tamaño total de la muestra en
número de viviendas, para esto es necesario una muestra de n viviendas con igual proba-
bilidad, de una población con N viviendas. Aśı, la tasa de muestreo total será nN que será
igual a P (αβ) tal como se define en la ecuación siguiente, pero antes se define los siguientes
términos (NU, 2008):
a : es el número de conglomerados que se quiere incluir en la muestra.
b : es el número de viviendas que se quiere seleccionar en cada conglomerado,
independiente del tamaño de los conglomerados seleccionados.
mi : es el tamaño del α-ésimo conglomerado.
entonces P (β/α) es igual a b/mi y por tanto:





















Teniendo en cuenta que N =
∑
mi de forma que la probabilidad de seleccionar un
conglomerado es proporcional a su tamaño, entonces reemplazando la ecuación (4.1) en (4.2),
se obtiene la probabilidad final de seleccionar una vivienda en la muestra, como se muestra















4.8. Factor de expansión
Para que las estimaciones de la EPE sean representativas de la población, es necesario
multiplicar los datos de cada vivienda de la muestra contenidos en la base de datos por el
peso o factor de expansión calculada según el diseño muestral (INEI, 2020). El factor de
expansión final para cada registro tiene 2 componentes; el factor básico de muestreo y los
factores de ajuste por la no respuesta.
El factor básico de muestreo para cada vivienda muestral es determinado por el diseño
muestral, que equivale, al inverso del producto de las probabilidades de la primera y segunda













donde P es la probabilidad final de selección de las viviendas.





A esta última ecuación es importante ajustar por la magnitud de la no respuesta. Dado
que los factores de expansión son calculados a nivel de cada UPM seleccionada, entonces el
factor de expansión final para la i-ésima UPM seleccionada se puede expresar como







mi : viviendas seleccionadas en la i-ésima UPM
m′i : viviendas entrevistadas en la i-ésima UPM
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4.9. Rotación de la muestra
El esquema de rotación se plantea de la siguiente forma, dado que mensualmente se
entrevista a 1,600 viviendas particulares, de las cuales, 800 son visitadas por primera vez y
800 son visitadas por segunda vez (viviendas panel), el esquema de rotación para los años
2017 y 2018 se puede visualizar Figura (4.1).
Figura 4.1: Esquema de rotación de la muestra para los años 2017 y 2018
Por ejemplo, observando el esquema de rotación; en el primer trimestre del año 2018, se
realizó una tercera visita a las viviendas visitadas por primera vez, en el primer trimestre
móvil de enero a marzo en 2017, en los grupos: G1-G2, G5-G6 y G9-G10 de la sub-muestra
01, lo cual permitirá resultados trimestrales. Aśı mismo, se realizó la primera visita de la
muestra nueva en los grupos: G15-G16, G19-G20 y G23-G24 también de la sub-muestra 01.
En el primer trimestre del año 2017, se visitó por primera vez a las viviendas de los grupos;







estas sub-muestras fueron visitadas por primera vez en el último
trimestre del año 2015.
Otro ejemplo, en el tercer trimestre del año 2018, se realizó la cuarta visita a las viviendas
visitadas por primera vez en el trimestre julio a setiembre de 2017, en los grupos: G3-G4,
G7-G8 y G11-G12 de la sub-muestra 01, lo cual permite comparar los resultados trimestrales
anuales. Aśı mismo, se realizó la primera visita de la muestra nueva en los grupos: G13-G14,
G17-G18 y G21-G22 de la sub-muestra 03.
Bajo este esquema de rotación, las estimaciones trimestrales se basan en una muestra
trimestral móvil de 4,800 viviendas particulares, de las cuales, la mitad (2,400 viviendas) son
panel y los otros (2,400 viviendas) se renueva cada trimestre, entonces bajo este esquema es
posible realizar comparaciones anuales y trimestrales.
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4.10. Unidad de investigación
La EPE tiene como unidad de investigación la vivienda definido por INEI (2020) que está
constituida por:
Los integrantes del hogar familiar.
Los trabajadores del hogar con cama adentro que reciban o no pago por sus
servicios.
Los integrantes de una pensión familiar que tienen como máximo 9 pensio-
nista, y
Las personas que no son miembros del hogar familiar, pero que estuvieron
presentes en el hogar los últimos 30 d́ıas.
4.11. Tasa de desempleo
La tasa de desempleo es probablemente el indicador más conocido del mercado laboral y
uno de los más citados por los medios en muchos páıses. La tasa de desempleo es una medida
útil de la sub-utilización de la oferta de trabajo. Refleja la incapacidad de una economı́a para
generar empleo para aquellas personas que desean trabajar pero no lo hacen, aunque estén
disponibles para el empleo y busquen trabajo activamente. Por lo tanto, es visto como un
indicador de la eficiencia y efectividad de una economı́a para absorber su fuerza laboral y del
desempeño del mercado laboral (International Labour Organization [ILO], 2019).
Dada su utilidad para transmitir información valiosa sobre la situación del mercado labo-
ral de un páıs y del hecho de que es ampliamente reconocido como un indicador principal del
mercado laboral, se incluyó como uno de los indicadores propuestos para medir el progreso
hacia el logro de los Objetivos de Desarrollo Sostenible - ODS, propuestos por las Nacio-
nes Unidas bajo el Objetivo 8 (Promover el crecimiento económico sostenido, inclusivo y
sostenido, el empleo pleno y productivo, y el trabajo decente para todos)2.
4.11.1. Definición
La tasa de desempleo es calculado expresando el número de personas desempleadas como
un porcentaje del número total de personas en la fuerza laboral. La fuerza laboral (formal-
mente conocido como la Población Económicamente Activa - PEA) es la suma del número de
personas que se encuentran activamente empleadas más el número de personas desempleadas.
Aśı, para la medición de la tasa de desempleo se requiere conocer la cantidad de empleados
y desempleados (ILO, 2019).
Los desempleados son todas aquellas personas que se encuentran en edad de trabajar y
estaban (ILO 2019):
2El indicador 8.5.2 se refiere a la tasa de desempleo desglosado por sexo, edad y per-
sonas con discapacidad. Para ver la lista oficial de los indicadores de los ODS propues-
tos, ver: http://unstats.un.org/sdgs/indicators/indicators-list/ y para Perú lo mide el INEI, ver:
http://ods.inei.gob.pe/ods/objetivos-de-desarrollo-sostenible
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Sin trabajar durante el periodo de referencia, es decir, no estaban en un empleo remu-
nerado o por cuenta propia (auto-empleo).
Disponibles para trabajar, es decir, estaban disponibles para un empleo remunerado o
por cuenta propia en el periodo de referencia, y
Buscando trabajo, también se incluyen, personas quienes no estaban buscando trabajo
pero que en un futuro cercano (no más de tres meses) tendrán una participación en
el mercado laboral (haciendo arreglos para empezar un trabajo) son también conside-
rados como desempleados, aśı como los participantes en programas de capacitación en
programas de promoción del empleo, quienes sobre esta base, no estaban (con empleo),
no estaban (disponibles actualmente) y no (buscaron empleo) porque teńıan una oferta
de trabajo para comenzar en un futuro cercano (no mayor a tres meses) y personas (sin
empleo) que realizaron actividades para migrar al extranjero con el fin de trabajar por
un sueldo o ganancia, pero que todav́ıa estaban esperando la oportunidad para irse.
Los empleados son todas aquellas personas que se encuentran en edad de trabajar y
quienes durante un periodo espećıfico de tiempo, tal como, un d́ıa o una semana, estaban en
la siguientes categoŕıas (ILO, 2019):
Con empleo remunerado (ya sea, se encuentre trabajando o de permiso temporal pero
con empleo) ó
Como trabajador por cuenta propia (ya sea, se encuentre trabajando o que tiene una
empresa aunque no esté trabajando)
4.11.2. Cálculo de la tasa de desempleo
Conforme a las normas internacionales establecidas por la OIT y que el INEI los toma
como referencia, para obtener la tasa de desempleo se usa la siguiente expresión (INEI, 2020),
gráficamente se puede observar el procedimiento seguido para obtener los componentes para
el cálculo de la tasa de desempleo (ver Figura 4.2):




4.11.3. Población en Edad de Trabajar (PET)
Es aquella población definida por las norma internacionales (OIT), como apta en cuanto
a edad para ejercer funciones productivas (de 14 años y más de edad en Perú). Esta se
subdivide en población económicamente activa (PEA) y población económicamente inactiva
(NO PEA) (INEI, 2020).
PET = PEA + NO PEA (fuera de la fuerza de trabajo)
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Población en Edad
de Trabajar - PET




(al menos una hora de 
trabajo remunerado)
¿Está buscando trabajo?













Fuerza de Trabajo = PEA
Figura 4.2: Gráfica del procedimiento estructural para obtener los componentes de la tasa de desempleo
4.11.4. Población Económicamente Activa (PEA)
También conocido como fuerza de trabajo, la PEA comprende a todas las personas de
catorce (14) años y más de edad que en la semana de referencia se encontraban (INEI, 2020):
Trabajando.
No trabajando pero teńıan trabajo.
Se encontraban buscando activamente un trabajo.
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PEA = Ocupados + Desocupados
4.11.5. Ocupados
Los ocupados se determinan según los cuatro criterios definidos por el INEI (2020):
Ocupados son las personas de 14 años y más de edad que estuvieron participando en
alguna actividad económica, en el periodo de referencia.
Los trabajadores dependientes, que teniendo empleo fijo, no trabajaron en el periodo
de referencia por hallarse de vacaciones, huelga, licencia por enfermedad, licencia pre y
post natal, etc. todas ellas pagadas.
Los trabajadores independientes, que estuvieron temporalmente ausentes del trabajo
durante el periodo de referencia, pero la empresa o negocio siguió funcionando.
A las personas que no estuvieron en ninguna de las condiciones anteriores, se les indaga
si realizaron alguna actividad económica en el periodo de referencia, al menos una hora,
por lo cual recibirá pago en dinero y/o especie (el objetivo es recuperar las actividades
realizadas, pero que no son consideradas como trabajo por las personas).
También se consideran a las personas que trabajaron 15 horas o más como trabajador fa-
miliar no remunerado, a los practicantes con o sin remuneración y a los oficiales y suboficiales
de las Fuerzas Armadas y las Fuerzas Policiales.
4.11.6. Desocupados
Se definen como desocupados (según OIT - 2013) a todas aquellas personas, de uno u otro
sexo, que durante el periodo de referencia cumplen en forma simultanea con los 3 requisitos
siguientes (INEI, 2020):
Sin empleo, es decir; que no tienen ningún empleo como asalariado o independiente.
Corrientemente disponible para trabajar, es decir; con disponibilidad para trabajar en
un empleo asalariado o independiente, durante el periodo de referencia.
En busca de empleo, es decir; que hab́ıan tomado acciones concretas para buscar un
empleo asalariado o independiente, en un periodo de tiempo especificado.
En la definición se consideran tanto a personas que buscaron trabajo pero que trabajaron
antes (cesantes), como a los que buscaron trabajo por primera vez (aspirantes). Para mayor




En este caṕıtulo nuestro objetivo es poner en relevancia el tratamiento de series de tiempo
con errores de medición correlacionados, estos errores se presentan, por ejemplo, en los datos
longitudinales donde la información se recoge de las mismas unidades de muestreo en dife-
rentes puntos del tiempo, donde el error de medición de la unidad de muestreo se repite cada
vez que es incluido en la muestra. Entonces se introduce la correlación entre estos errores al
considerar en la muestra la misma unidad en repetidas ocasiones.
Para el objetivo planteado, se ha diseñado un estudio de simulación con 5, 000 series de
tiempo con errores correlacionados de 200 observaciones por serie, las series fueron generadas
utilizando el modelo estructural básico representado en la forma de un modelo de espacio
de estados con errores correlacionados, donde los errores fueron generados mediante una
distribución condicional normal. En tanto que, para la estimación de los componentes de
cada serie simulada se han utilizado, el algoritmo del Filtro de Kalman y el algoritmo de
Pfeffermann y Tiller propuesto en 2006.
Se utilizan dos algoritmos diferentes para la estimación de los componentes, con la idea
de ver si hay diferencias en las estimaciones obtenidas, entre el algoritmo del filtro de Kalman
que supone errores no correlacionados y el algoritmo Pfeffermann y Tiller que supone errores
correlacionados. Para concluir si existen diferencias se calculan la magnitud de los errores
de predicción, en un primer momento se calculan estos errores comparando los componentes
del vector de estados originales de las series generadas en la simulación con los componentes
estimados con los algoritmos en mención, luego como segundo acto, se calculan los mismos
errores comparando las observaciones originales de las series simuladas con las observaciones
proyectadas con cada algoritmo. Las proyecciones con el algoritmo de Pfeffermann y Tiller
incluyen además de las observaciones futuras, las proyecciones de los errores correlacionados,
dado que suponemos conocer la distribución que los genera y el orden de las correlaciones.
Consideraremos los siguientes errores de predicción para la comparación; el error medio, el
error absoluto medio y el error cuadrático medio. Comparando estos errores podremos afirmar
o no, si existen las diferencias en la precisión y con cuál de los algoritmos se obtienen menores
errores. Precisar que para el objetivo del estudio nosotros suponemos que los parámetros
del modelo estructural básico son conocidos, pero que en la práctica es necesario calcular
previamente mediante la estimación por Máxima Verosimilitud el cual no detallaremos por
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no ser objeto del presente estudio.
5.1. Series de tiempo generadas con errores correlacionados
Con la finalidad de poder generar 5,000 series de tiempo yt con errores et correlacionados,
vamos a suponer que conocemos las correlaciones y la varianza de los errores, adicionalmente
también daremos por conocido los parámetros del modelo estructural básico (para mayor
detalle del modelo ver (3.29)) que usamos para generar las series. Teniendo estas considera-
ciones en cuenta planteamos el siguiente modelo de espacio de estados para la generación de
las series:
yt = Ztαt + et, et|et−1, et−2, et−3 ∼ N(µ̃, Σ̃),
αt = Tαt−1 + ηt, ηt ∼ N(0, Q).
(5.1)
donde t = 1, 2, 3, ..., 200; ηt y et son independientes, suponiendo que conocemos las siguientes
correlaciones corr(et, et−1) = 0.58, corr(et, et−2) = 0.31, corr(et, et−3) = 0.05 y la varianza de
los errores σ2e = 2.8. Además Zt, T y Q son matrices fijos del sistema de ecuaciones (5.1), αt
es el vector de estados que contiene los componentes del modelo básico estructural utilizado,
tal como fue detallado en la sección (3.2.3), y se formula de la siguiente manera:













El vector de estados tiene una dimensión (13 × 1) dado que las series son mensuales, en
base a este vector se definen las matrices Zt, T y Q de la misma forma que fue definido en el
ejemplo práctico (3.7), donde los valores de los parámetros de la matriz Q serán; σ2ξ = 0.0024,
σ2ζ = 0.0004 y σ
2
w = 0.0000001.
Para completar el modelo de simulación (5.1), es importante detallar como se generan los


















para poder calcular la media y su varianza aplicando el Lema 1, es necesario llevar a la forma
de una normal condicionada como a continuación se detalla;




 , µY =
00
0
 , entonces X|Y ∼ N(µ̃, Σ̃),
donde la condicional de X dado Y tiene una distribución normal con vector de medias µ̃ y
matriz de varianzas Σ̃, entonces para determinar el vector de medias y la matriz de covarianzas
de la distribución normal, utilizaremos la matriz Σ expresada en (5.2) y para calcular sus
covarianzas vamos utilizar las correlacionados y la varianza de los errores considerados en el
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2.8 1.62 0.87 0.14
1.62 2.8 1.62 0.87
0.87 1.62 2.8 1.62






donde particionando la matriz Σ se tiene




 , Σ22 =
 2.8 1.62 0.871.62 2.8 1.62
0.87 1.62 2.8
 ,
por lo tanto, para obtener los parámetros de la distribución normal µ̃ y Σ̃ se tendrá
µ̃ = µX + Σ12Σ
−1
22 (Y − µY ),
Σ̃ = Σ11 − Σ12Σ−122 Σ21,
reemplazando los valores se tiene que:
µ̃ = 0 + (1.62; 0.87; 0.14)











µ̃ = 0.59et−1 + 0.07et−2 − 0.17et−3,
Σ̃ = 2.8− (1.62; 0.87; 0.14)







reemplazando estos valores en (5.1) se realizan las simulaciones de las series, donde los errores
están correlacionados y tienen una distribución N(µ̃,Σ̃). A continuación explicamos el detalle
del proceso de generación de las series:
a) Como punto de partida suponemos que los valores iniciales para t = 1, 2, 3 de las tenden-
cias y los efectos de estacionalidad son ceros, es decir; α1 = α2 = α3 = (0, ..., 0)
′
13×1, de
forma similar para los errores e1 = e2 = e3 = 0.
b) Generar el vector η4 ∼ N(0, Q), considerando en Q los parámetros planteados.
c) Generar el vector de estados α4 = Tα3 + η4.
d) Generar el error e4 con la distribución normal, e4|e1, e2, e3 ∼ N(µ̃, Σ̃).
e) Generar la observación y4 = Ztα4 + e4, dado que las primeras observaciones y1 = y2 =
y3 = 0.
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f) Aśı sucesivamente hasta generar las 300 observaciones por cada serie, sin embargo es
necesario descartar las primeras 100 observaciones para que las series no estén influidos
por los valores iniciales, quedándonos solo con las 200 restantes.
g) Todo el proceso se repite hasta generar las 5,000 series.
Como resultado de este proceso de simulación, en la Figura (5.1) podemos observar las
gráficas de algunas series generadas mediante el modelo de espacio de estados (5.1) cuyos
errores no son independientes y tienen distribución condicional normal.






























































































































Figura 5.1: Series de tiempo con errores correlacionados generados mediante el modelo estructural
básico expresado en la forma de modelo de espacio de estados.
5.2. Resultados
A continuación se realiza un análisis comparativo del desempeño obtenido en las estima-
ciones de los α′ts entre el algoritmo del filtro de Kalman αt(FK) y el algoritmo de Pfeffermann
y Tiller αt(PT ).
Previamente vamos explicar el proceso de estimación de los vectores de estados aplican-
do los algoritmos indicados. Primero, hemos estimado los vectores αt(FK) y sus respectivas
covarianzas Pt(FK) para cada tiempo t con las series generadas con (5.1), para ello hemos
aplicado el sistema recursivo del filtro de Kalman expresado en (3.21) que supone que las
series no tienen errores correlacionados, luego de forma similar, se ha estimado los vectores
αt(PT ) y sus correspondientes covarianzas Pt(PT ) para cada tiempo t, aplicando el algoritmo
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recursivo de Pfeffermann y Tiller expresado en (3.28) el cual śı supone la existencia de errores
correlacionados en las observaciones de las series.
Seguidamente, con los vectores de estados estimados con cada método se obtienen las pro-
yecciones respectivas, esto es; Ŷti(FK) = Ztα̂ti(FK) aplicando el filtro de Kalman y Ŷti(PT ) =
Ztα̂ti(PT ) aplicando algoritmo de Pfeffermann y Tiller, donde t = 1, 2, 3, ..., 200 e i = 1, 2, 3, ..., 5000.
Adicionalmente necesitamos calcular la predicción de los errores E(eti|et−1,i, et−2,i, et−3,i), con
la finalidad de poder agregar estas proyecciones a las proyecciones obtenidas con el algoritmo
de Pfeffermann y Tiller Ŷti(PT ) = Ztα̂ti(PT ) +E(eti|et−1,i, et−2,i, et−3,i) debido a que como ya
hemos mencionado, este algoritmo supone errores correlacionados. Aśı podremos comparar
con las proyecciones obtenidas con el algoritmo de filtro de Kalman que no consideran estos
errores, por ello a continuación se muestra como se obtienen estas proyecciones de los errores:
Primero determinamos errores de predicción para t = 1, 2, 3, con las observaciones
generadas yti y los componentes del vector de estados αti se cumple que: e1i = y1i −
µ1i − γ1i, e2i = y2i − µ2i − γ2i y e3i = y3i − µ3i − γ3i.
Para t = 4, la predicción de los errores será de la forma E(e4i|e3i, e2i, e1i) = 0.59e1i +
0.07e2i − 0.17e3i.
Para t = 5, serán E(e5i|e4i, e3i, e2i) = 0.59e2i + 0.07e3i − 0.17e4i y aśı sucesivamente
hasta completar la predicción de errores para todas las series i y todos los tiempos t.
Para medir la precisión de las proyecciones vamos a calcular; el Error Medio (EM), el Error
Absoluto Medio (EAM) y el Error Cuadrático Medio (ECM) cuyas expresiones matemáticas
están detalladas en (5.3). Para el calculo de estos errores se requieren de dos elementos; las
observaciones conocidas representadas por yti, y de observaciones futuras obtenidas de las
proyecciones definidas en el párrafo anterior, que son representadas por ŷti. Entonces el EM
viene a ser el promedio de la comparación entre las observaciones conocidas y las proyecciones
considerando el signo de la diferencia, en cambio el EAM es de lectura simple que expresa la
diferencia en valor absoluto, y finalmente el ECM es el promedio de las diferencias al cuadrado,
por tanto incorpora la varianza del estimador y su sesgo. A continuación expresamos las



































Para realizar el análisis de los resultados emṕıricos vamos a tener 2 escenarios, de acuerdo a
lo definido en los párrafos anteriores y detallamos a continuación:
En el primer escenario vamos a calcular los errores presentados en (5.3) considerando
como observaciones conocidas a yti = Ztαti donde αti es el vector de estados generado
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en la simulación para la serie i en el tiempo t, y considerando las proyecciones ŷti =
Ztα̂ti(FK) = ŶFK aplicando el filtro de Kalman, y ŷti = Ztα̂ti(PT ) = ŶPT aplicando el
algoritmo de Pfeffermann y Tiller, cuyos resultados se pueden ver en el Cuadro (5.1).
t = 25 t = 75 t = 150
ŶFK ŶPT ŶFK ŶPT ŶFK ŶPT
EM 0.014 0.038 0.002 0.002 0.014 0.018
EAM 1.048 1.087 0.711 0.763 0.643 0.689
ECM 1.742 1.874 0.793 0.918 0.648 0.748
Cuadro 5.1: Tabla de errores de predicción para las proyecciones realizadas con el filtro de Kalman
ŶFK = Ztα̂ti(FK) y para las proyecciones realizadas con el algoritmo de Pfeffermann y Tiller ŶPT =
Ztα̂ti(PT ) para t = 25, t = 75 y t = 150.
El segundo escenario es diferente del primero porque calculamos los mismos errores
de (5.3) pero considerando como observaciones conocidas a las series simuladas yti =
Yti(sim) y las proyecciones serán las mismas que en el escenario anterior aplicando
el algoritmo del filtro de Kalman, mientras que le adicionamos la predicción de los
errores a las proyecciones obtenidas con el algoritmo de Pfeffermann y Tiller ŷti =
Ztα̂ti(PT )+E(eti|et−1,i, et−2,i, et−3,i) = ŶPT , dado que el algoritmo considera los errores
correlacionados, y cuyos resultados se pueden ver en el Cuadro (5.2).
t = 25 t = 75 t = 150
ŶFK ŶPT ŶFK ŶPT ŶFK ŶPT
EM -0.041 -0.017 -0.026 -0.025 0.029 0.033
EAM 1.026 0.744 1.176 1.099 1.200 1.130
ECM 1.669 0.886 2.161 1.895 2.276 2.021
Cuadro 5.2: Tabla de errores de predicción para las proyecciones realizadas con el filtro de Kalman
ŶFK = Ztα̂ti(FK) y para las proyecciones realizadas con el algoritmo de Pfeffermann y Tiller ŶPT =
Ztα̂ti(PT ) + E(eti|et−1,i, et−2,i, et−3,i) para t = 25, t = 75 y t = 150.
Conforme a los escenarios planteados, se pueden ver los resultados emṕıricos para t = 25,
t = 75 y t = 150 en los cuadros (5.1) y (5.2), de los cuales podemos sacar algunas conclusiones,
en principio, si observamos los resultados del Cuadro (5.1) las magnitudes de los errores
obtenidos para ambos métodos son bastante próximos, mostrando una ligera ventaja para
filtro de Kalman. Como hemos indicado, este cuadro muestra los resultados para el primer
escenario, donde comparamos la precisión obtenida mediante ambos métodos en la estimación
de los componentes del vector de estados, es decir, para la tendencia, la pendiente y los efectos
de estacionalidad. Aśı por ejemplo, en la Figura (5.2) se muestra la gráfica de la tendencia
original y las estimadas con los algoritmos respectivos, para las series simuladas 25 y 75,
se observa que la trayectoria de las estimaciones de las tendencias obtenida con el filtro de
Kalman y el algoritmo de Pfeffermann y Tiller son muy próximos, confirmando gráficamente
los resultados de Cuadro (5.1).
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Figura 5.2: Gráfica de series originales con sus tendencias originales Lorig comparado con las tendencias
obtenidas mediante el filtro de Kalman Lfk y mediante el algoritmo de Pfeffermann y Tiller Lpt para
las 50 últimas observaciones.
Para completar el análisis de los resultados, en el Cuadro (5.2) se muestran los resultados
para el segundo escenario. Como se ha detallado, en este cuadro se muestran la precisión
de las predicciones alcanzadas por ambos algoritmos expresadas como errores de predicción,
para obtener estos errores se comparan las observaciones conocidas que son las series de
observaciones simuladas con las proyecciones obtenidas para cada algoritmo, es decir, las ob-
servaciones de las series están compuestos por los componentes del modelo estructural básico
utilizado para generar las series; las tendencias, las pendientes, los efectos de estacionalidad
y los términos aleatorios o irregulares.
Entonces considerando los componentes completos del modelo utilizado para generar las
series, el algoritmo de Pfeffermann y Tiller tiene un desempeño más eficiente, obteniendo
un menor EM, EAM y ECM para cada t, por ejemplo, en la Figura (5.3) se muestran las
proyecciones obtenidas aplicando los algoritmos del filtro de Kalman y de Pfeffermann y
Tiller, estos se comparan con las observaciones originales de la serie simulada número 100
para los últimos 12 periodos t = 189, 190, ..., 200. Se puede apreciar, que en la mayoŕıa de
puntos las proyecciones obtenidas con el algoritmo de pfeffermann y Tiller están más próximos
a la observación verdadera, lo que se traduce en obtener menores errores de predicción.
Adicionalmente, en la Figura (5.4) se visualiza las observaciones proyectadas para 12
periodos con ambos algoritmos comparada con las observaciones originales de la serie si-
mulada número 150, a diferencia del gráfico anterior, en este se muestra para el periodo
t = 171, 172, ..., 182 a fin de variar, se aprecia un resultado similar al gráfico anterior, las
proyecciones obtenidas con el algoritmo de Pfeffermann y Tiller están más próximos a las
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Figura 5.3: Predicciones para 12 meses obtenidas mediante el filtro de Kalman Yfk y el algoritmo de
Pfeffermann y Tiller Ypt comparadas con las observaciones de la serie original 100 Yorig.
observaciones verdaderas y por ende tienen un menor error. Lo mostrado en los gráficos con-
firman el resultado del Cuadro (5.2), entonces es posible decir, que cuando se tiene series
de tiempo con errores correlacionados el algoritmo de Pfeffermann y Tiller ofrece mejores
resultados.












Figura 5.4: Predicciones para 12 meses obtenidas mediante el filtro de Kalman Yfk y el algoritmo de
Pfeffermann y Tiller Ypt comparadas con las observaciones de la serie original 150 Yorig.
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Caṕıtulo 6
Aplicación a la tasa de desempleo - Perú
6.1. Descripción de los datos
La actual Encuesta Permanente del Empleo - EPE, es la fuente oficial de diferentes
entidades del gobierno para estimar la tasa de desempleo, un indicador fundamental del
mercado laboral para medir la absorción del empleo de la economı́a de un páıs. La EPE es
una encuesta representativa a nivel de Lima Metropolitana, con una muestra probabiĺıstica
de 2 etapas cuya unidad primaria de muestreo son los conglomerados y la unidad secundaria
las viviendas, con tamaño de muestra mensual de 1,600 viviendas. La estimación de la tasa
de desempleo junto con otros indicadores del mercado laboral es publicado mensualmente
por el Instituto Nacional de Estad́ıstica e Informática - INEI, cuya estimación mensual se
realiza con la data acumulada de los últimos tres meses.
Los datos de la EPE son longitudinales que dependen de una muestra de panel rotativo
con traslape parcial y tienen presencia de errores de muestreo correlacionados. Es importante
resaltar que la presencia de errores correlacionados depende de las veces que una vivienda
haya participado en el panel de la muestra, según el diseño del esquema de rotación de la
EPE, para una muestra mensual de 1,600 viviendas, el 50 % (800) son de panel y el otro 50 %
(800) son viviendas nuevas que se renuevan cada mes, mientras que las viviendas de panel son
aquellas que fueron entrevistadas en un mes del año (Enero) como primer momento y dentro
de 3 meses (Abril) vuelven a ser entrevistados como segundo momento, luego son sacados
de la muestra de panel por el resto del año, pero al año siguiente vuelven a participar en el
panel en los mismos meses como un tercer y cuarto momento, y se renuevan cada 2 años.
En esta dinámica la participación de las viviendas se traslapa en ciertos meses (Enero-Abril-
Enero-Abril) justamente es ah́ı donde se genera la correlación de los errores muestrales.
Explorando los datos de la tasa de desempleo, se puede ver que el diseño del esquema de
rotación detallado en el párrafo anterior tiene variaciones en la composición de la muestra,
por ejemplo, la muestra de Setiembre de 2017 estaba compuesto por 1,481 viviendas, de las
cuales 768 eran viviendas nuevas que recién ingresaban a la muestra panel, 646 viviendas
ya hab́ıan participado en la muestra en Junio del mismo año, en Setiembre y Junio de 2016
completando su cuarta participación en el panel, además se identificaron 13 viviendas en
su segunda participación en el panel que ya hab́ıa participado en Junio de 2017, y otras 54
viviendas en su tercera participación que ya hab́ıan sido parte de la muestra en Junio de
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2017 y en Setiembre de 2016. Poniendo otro ejemplo, la muestra de Agosto de 2017 estaba
integrado por 1,476 viviendas, de las cuales 763 eran viviendas nuevas, 652 viviendas estaban
en su cuarta participación, es decir, que ya hab́ıan participado en Mayo de 2017, en Agosto
y Mayo de 2016, otras 45 estaban en su tercera participación y otras 16 viviendas en su
segunda participación en la muestra de panel. Entonces para el primer ejemplo, se introduce
la correlación entre los estimadores de Setiembre y Junio de 2017, entre los estimadores de
Setiembre de 2017 y Setiembre de 2016, entre los estimadores de Setiembre de 2017 y Junio
de 2016, entre los estimadores de Junio de 2017 y Setiembre de 2016, entre los estimadores
de Junio de 2017 y Junio de 2016, entre los estimadores de Setiembre y Junio de 2016; y de
forma similar para la muestra de Agosto de 2017 cuyos estimadores estarán correlacionados
con los de Mayo de 2017, con los de Agosto de 2016 y Mayo de 2016. Por lo tanto, en función
a lo mostrado con estos ejemplos, la serie de observaciones de la tasa de desempleo puede
presentar correlaciones de orden 3, 6, 9 y 12, dado que los ejemplos son una muestra de lo
que sucede en la base datos en general, además, estas correlaciones seŕıan positivas porque
a mayor número de viviendas que se repiten en los meses relacionados mayor será el error
muestral.
Para el cálculo de la tasa de desempleo, la EPE recolecta información sobre la Población
Económicamente Activa - PEA definida como toda persona de 14 años a más que habita
la vivienda, y dentro de la PEA se determina a la población desocupada, definida como el
número de personas que forman parte de la PEA pero que al momento de la encuesta se
encuentran desocupadas y en busca de empleo durante la última semana previa al d́ıa de
la encuesta, entonces de la razón de la población desocupada entre la PEA sale la tasa de
desempleo.
Para estimar la tasa de desempleo, se ha identificado las variables relevantes del cuestio-
nario de la EPE consideradas para hallar la tasa de desempleo, que son; año, mes, conglome-
rado, vivienda, codpanel (código de panel), sexo, edad, condición (que indica la condición de
ocupado o desocupado) y factor (factor de ponderación). Con estas variables se ha extráıdo
un sub conjunto de datos de los microdatos publicados en la página web del INEI, por mes
y por cada año desde el 2001 hasta el 2018, formando aśı una única base de datos para el
proceso de estimación, previamente se uniformizó las variables en las bases de datos dado que
no coincid́ıan para hacer posible la unión. Adicional a estas variables, para fines del estudio
se requeŕıa del código de ubigeo el cuál no está disponible en los microdatos pues indica el
INEI que el acceso es restringido de uso interno, siendo sólo posible proporcionar el código
de ubigeo a nivel de conos (los conos agrupan distritos y dividen a Lima Metropolitana en
cono norte, cono sur, cono este, centro de Lima y el Callao), la idea inicial era tener a nivel
de distritos para obtener la tasa de desempleo a nivel de distritos. Con toda esta información
se calculo la tasa de desempleo para Lima Metropolitana y para cada una de las divisiones.
El esquema de rotación de la EPE ha sufrido variaciones desde sus inicios en el 2001
hasta la fecha, por esta razón se ha seleccionado para el análisis los datos correspondientes
al periodo 2007 - 2017, porque de acuerdo a los diseños muestrales más recientes revisados,
en este periodo habŕıan ocurrido menos variaciones, aunque no se tiene la certeza de que
54
modificaciones sucedieron con exactitud debido a que los antecedentes del diseño son muy
generales y los documentos históricos son de acceso restringido.
Como se ha indicado en párrafos anteriores, la EPE es sólo válido para Lima Metropolita-
na, que está constituido por 43 distritos de la Provincia de Lima y 6 distritos de la Provincia
Constitucional del Callao, para fines del estudio y de acuerdo a la disponibilidad de la in-
formación el área total se divide en cinco divisiones; Lima Norte, Lima Centro, Lima Este,
Lima Sur y el Callao, que serán denotados por i = 1, 2, 3, 4, 5 respectivamente, sin embargo,
para el estudio se considerará sólo las 3 primeras divisiones.
Con la tasa de desempleo calculado para Lima Metropolitana y sus divisiones, se puede
hacer un análisis descriptivo y comparativo de las series, veamos si las series son estacionarias
y si tienen efectos de estacionalidad. En la Figura (6.1) se muestran las series de la tasa de
desempleo para Lima Metropolitana y El Callao, poniendo énfasis en la serie de Lima Metro-
politana como un todo, vemos que es no estacionario ni en media ni en varianza, al parecer
tiene efectos de estacionalidad donde los picos más elevados corresponden a las observacio-
nes de Enero o Febrero de cada año, esto debido a que la demanda laboral de las empresas
disminuye luego de las campañas navideñas y de fin de año, consecuentemente, los picos más
bajos corresponden a los meses de Setiembre, Octubre, Noviembre y Diciembre dado que las
campañas navideñas empiezan en esos meses y la demanda laboral de las empresas aumenta,
por ende, se presentan las tasas más bajas de desempleo. La Función de Autocorrelación en
los rezagos 12, 24 y 36 parece confirmar estacionalidad anual, mientras que la serie para El
Callao también es no estacionario y los efectos de estacionalidad no parecen tener los mismos









































































Figura 6.1: Tasa de desempleo para Lima Metropolitana y El Callao (2007 - 2017) y la Función de
Autocorrelación respectiva.
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En la misma lógica, en la Figura (6.2) se visualizan las series de la tasa de desempleo
para Lima Centro y Lima Este ambas series son no estacionarios, sin embargo, en términos
de estacionalidad la serie de Lima Este parece tener los mismos efectos que la de Lima
















































































































































Figura 6.3: Tasa de desempleo para Lima Sur y Lima Norte (2007 - 2017) y la Función de Autocorre-
lación respectiva.
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La dinámica laboral entre Lima Norte y Lima Sur parecen ser diferentes, al menos para la
tasa de desempleo tal como de puede ver en la Figura (6.3) aunque ambas son no estacionarios.
Los efectos de estacionalidad parecen ser diferentes, para Lima Norte los picos coinciden con
las ĺıneas verticales anuales similar al de Lima Metropolitana, mientras que para Lima Sur
las gráficas no son muy claros para asegurar estacionalidad.
En resumen se puede decir que es necesario hacer un análisis más profundo para conocer la
dinámica laboral de cada división, por ejemplo, los picos más altos coinciden en los mismos
meses para Lima Metropolitana, Lima Norte y Lima Este, mientras difieren en las otras
divisiones indicando que tienen una dinámica diferente. Por lo que podŕıan ameritar un
análisis individualizado, adicionalmente existe un detalle que podŕıa llevar a conclusiones
erroneas, es que las series tienen correlación en los errores muestrales y podŕıa confundirse
con los efectos de estacionalidad, justamente los modelos de espacio de estados que consideran
los errores muestrales correlacionados pueden ayudar en esto.
6.2. Modelo de espacio de estados para la tasa de desempleo
Sea yit que denota la estimación directa de la tasa de desempleo (obtenida de la EPE)
para la división i en el mes t, donde i = 1, 2, 3, 4, 5 y t = 1, 2, 3, ..., 132; esto debido a que
en el periodo 2007-2017 se cuenta con 132 observaciones de la tasa de desempleo para cada
una de las divisiones. Entonces consideremos el siguiente modelo de espacio de estados con
errores correlacionados (Pfeffermann y Tiller, 2006) para las series de tiempo yit sabiendo
que las series tienen errores correlacionados, basado en lo que fue definido en (3.5) se tiene:
Ecuación de observación:
yit = Zitαit + eit, E(eit) = 0,
E(eite
′





αit = Tαi,t−1 + ηit, E(ηit) = 0,
E(ηitη
′
it) = Qi, E(ηitη
′
i,t−k) = 0, k > 0,
(6.2)
donde se asume que E(ηite
′
iτ ) = 0 para todo t, i y τ .
Para poder construir los vectores y matrices del sistema (6.1) y (6.2), es necesario ver
los elementos que contendrá el vector de estados αit, para ello, es necesario definir el modelo
estructural básico para las series yit considerando lo definido en el marco teórico (3.2.3). En-
tonces, formulamos la serie yit como una descomposición clásica de series de tiempo (Harvey,
1989), expresado en un modelo aditivo cuyos componentes son el nivel de tendencia µit, los
efectos estacionales γit y los términos irregulares εit como ruidos blancos:
yit = µit + γit + εit; εit ∼ N(0, σ2iε), (6.3)
donde cada componente tiene su propia ecuación; la tendencia reflejará como cada serie se
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comporta en el largo plazo, para esto la tendencia en el tiempo t dependerá del nivel de
tendencia y la pendiente en el tiempo t − 1 más un ruido blanco del mismo tiempo t, a su
vez la pendiente que refleja el cambio local en el tiempo t depende de la pendiente en el
tiempo t − 1 más un ruido blanco en el tiempo t, y finalmente los efectos de estacionalidad
que reflejan movimientos oscilatorios dentro del año, se formulan mediante la representación
trigonométrica, de forma similar a lo desarrollado en el ejemplo práctico (3.7), cada uno de
estas ecuaciones se muestra a continuación:
µit = µi,t−1 + νi,t−1 + ξit; ξit ∼ N(0, σ2iξ),





γjit = γj,i,t−1 cosλj + γ
∗
j,i,t−1 senλj + wjit; wjit ∼ N(0, σ2iw),




, j = 1, ..., s/2,
(6.4)
donde los términos εit, ξit, ζit, wjit, y w
∗
jit son series de ruidos blancos independientes y
permiten que los efectos de cada componente se desarrollen de forma estocástica a lo largo
del tiempo.
Con lo definido en (6.3) y sus respectivos componentes en (6.4), ya podemos determinar
los elementos del vector de estados αit, como ya hemos indicado la serie yit de la tasa de
desempleo es mensual (s = 12), entonces tendrá una dimensión de ((s + 1) × 1) y se define
de la siguiente forma:













en función del vector de estados definido se formulan las matrices del sistema Zit, T y Qi que
tendrán la forma siguiente:
Zit = (1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1)1×13 ;
T =

1 1 0 0 · · · 0
0 1 0 0 · · · 0
0 0 cos(π/6) sen(π/6) · · · 0












σ2iξ 0 0 · · · 0
0 σ2iζ 0 · · · 0










aqúı las matrices T y Zit serán invariables en el tiempo y en cada una de las divisiones, sin
embargo la matriz Qi va ser constante en el tiempo pero diferente para cada división porque




iw, a continuación vemos como se estiman.
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6.2.1. Estimación de los parámetros del modelo




iw para cada serie i, son de-







que depende de los errores de predicción υit y su varianza Fit como puede verse en (3.23).
Los parámetros estimados por Máxima Verosimilitud para cada serie de las divisiones se
pueden ver en el Cuadro (6.1). Como se puede ver las varianzas de los errores de la pendiente
salieron igual a cero para Lima Metropolitana y Lima Norte, también la varianza del error de
la tendencia resultó igual a cero para Lima Centro, por otro parte, como ya hemos indicado







Lima Metropolitana 0.000112 0 0.00000103
Lima Norte 0.000081 0 0.00002
Lima Este 0.0000047 0. 0302 0.0001
Lima Centro 0 0.0045 0.01015
Lima Sur 0 0 0
El Callao 0 0 0
Cuadro 6.1: Parámetros estimados por Máxima Verosimilitud para la tasa de desempleo de Lima
















































Figura 6.4: Errores de predicción (arriba) y sus varianzas (abajo) para la tasa de desempleo de Lima
Metropolitana (2007-2017).
Los errores de predicción υit y sus varianzas juegan un rol importante en la maxi-
mización del logaritmo de la función de verosimilitud, entonces sean υit = yit − Ztα̂it y
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Fit = V ar(yit|Yi,t−1), los errores de predicción cuantifican la falta de precisión de α̂t en la
predicción del valor observado yt en cada tiempo t, estos errores también se denominan in-
novaciones porque aportan nueva información, lo que permite que el sistema en estudio se
adapte a la nueva información entrante, por ejemplo, en la Figura (6.4) se muestran todos
los errores de predicción υt y la varianza Ft obtenidos con el filtro de Kalman para la tasa
de desempleo de Lima Metropolitana, donde se observa que los errores de predicción oscilan
al rededor de cero y las varianzas decrecen en el tiempo.
6.2.2. Considerando los errores correlacionados en el modelo
Hasta el punto desarrollado en la sección anterior, el modelo de espacio de estados plantea-
do en (6.1) y (6.2) ya estaŕıa completo para la estimación de los vectores de estados aplicando
el filtro de Kalman. Sin embargo, las series de las tasas de desempleo como se ha descrito
al inicio del caṕıtulo tienen errores correlacionados, entonces para que sea posible aplicar el
algoritmo de Pfeffermann y Tiller que supone considera los errores correlacionados como se
detallo en (3.6), es necesario conocer cuales son esos errores correlacionados E(eiτe
′
it) = Σiτt.
Entonces para esto, de acuerdo al algoritmo de Pfeffermann y Tiller los vectores de estados





























donde I es una matriz identidad (I13×13). En (6.5) la matriz de covarianzas de los errores Vit











donde la matriz Pi,t|t−1 = TPi,t−1T
′+Qi, y Σitt es la varianza en la división i en el tiempo t,
en tanto que las covarianzas Cit se definen como Cit = cov[T α̂i,t−1−αit, eit], el procedimiento
para su cálculo es un poco complejo y se detalla a continuación, en base a la siguiente igualdad
extráıda de (6.5):
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[I, Z ′ij ]V
−1
ij = [Bij1, Bij2]13×14, donde
Bij1 contiene las primeras 13 columnas de [Bij1, Bij2]13×14 y
Bij2 contiene el resto de las columnas.
Entonces sean:





i1 , conocido como ganancia de Kalman
Pi,1|0 = TPi0T
′ +Qi, es la matriz de covarianzas del error de predicción, y
Fi1 = ZitPi,1|0Z
′
it + Σi11, es la matriz de covarianzas de las innovaciones.
Entonces, la matriz Cit queda definido como:
Cit = Ai,t−1Ai,t−2...Ai,t−11Ãi.t−12Σi,t−12,t +Ai,t−1Ai,t−2...Ai,t−8Ãi,t−9,tΣi,t−9,t+
+Ai,t−1Ai,t−2Ai,t−3Ai,t−4Ai,t−5Ãi,t−6Σi,t−6,t +Ai,t−1Ai,t−2Ãi,t−3Σi,t−3,t
donde las correlaciones de orden 3, 6, 9 y 12 estarán en; Σi,t−3,t = corr(ei,t−3, eit)
√
var(ei,t−3)var(eit),
aqúı corr(ei,t−3, eit) indica la correlación cuando la vivienda participa en la muestra en el mes
t y 3 meses después vuelve a participar. Σi,t−6,t = corr(ei,t−6, eit)
√
var(ei,t−6)var(eit) don-
de corr(ei,t−6, eit) indica la correlación cuando la vivienda participa en la muestra en el mes
t y 6 meses después vuelve nuevamente a participar en la muestra, de forma similar serán para
Σi,t−9,t = corr(ei,t−9, eit)
√
var(ei,t−9)var(eit) y Σi,t−12,t = corr(ei,t−12, eit)
√
var(ei,t−12)var(eit).
Estas correlaciones son de acuerdo a lo encontrado en la exploración de la base de datos,
donde el orden de las correlaciones obedece a la participación de las viviendas en el panel
detallado al inicio de este caṕıtulo. Las correlaciones estimadas se pueden ver en el Cuadro
(6.2).
corr(et−3, et) corr(et−6, et) corr(et−9, et) corr(et−12, et)
Lima Metropolitana 0 0.50229 0 0
Lima Norte 0 0 0.43004 0.35182
Lima Este 0 0.31729 0.00888 0
Lima Centro 0.24909 0 0 0
Lima Sur 0 0 0 0
El Callao 0 0 0 0
Cuadro 6.2: Correlaciones de los errores muestrales de la tasa de desempleo de Lima Metropolitana y
sus divisiones.
6.3. Análisis de las proyecciones estimadas
Con los componentes estimados del modelo estructural básico utilizado para modelar la
tasa de desempleo de Lima Metropolitana, se puede realizar un análisis desagregado por
cada componente. En la Figura (6.5) se muestra la gráfica de los componentes estimados de
la serie: la tendencia, los efectos de estacionalidad y el término irregular estimados mediante
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los algoritmos del filtro de Kalman y de Pfeffermann y Tiller.




































































































Figura 6.5: Componentes de la tasa de desempleo de Lima Metropolitana (2008 - 2017): tenden-
cia, estacionalidad y el término irregular estimados mediante algoritmos del filtro de Kalman y de
Pfeffermann y Tiller.
Las tendencias estimadas por ambos algoritmos que se muestran en la Figura (6.5) son
similares, la tendencia nos muestra los movimientos subyacentes de la tasa de desempleo de
Lima Metropolitana ocurridos desde el 2008 hasta el 2017. Para tener una mejor apreciación
en la Figura (6.6) se muestran las tendencias estimadas, se puede ver que en general la
tendencia es decreciente en el tiempo, sobre todo entre los años 2009 y 2014, esto puede
estar relacionado a que la productividad laboral (medida como el cociente entre la PEA y el
Producto Bruto Interno) mantuvo un ritmo de crecimiento de 3.5 % por año desde el 2009
hasta el 2014, según el informe anual del empleo para el 2014 del Ministerio de Trabajo y
Promoción del Empleo, esto implicó que la demanda laboral se incremente en ese periodo y
por ende la tasa de desempleo habŕıa decrecido. Desde el 2015 en adelante al parecer hay
una estabilización donde las tasas fluctúan alrededor de 6 puntos porcentuales, sin embargo,
la tendencia estimada con el algoritmo de Pfeffermann y Tiller muestra un incremento más
pronunciado que el estimado con el filtro de Kalman.
Respecto del componente de estacionalidad, la Figura (6.5) muestra claramente que la
serie de la tasa de desempleo tiene efectos de estacionalidad, recordemos que la tasa de
desempleo en estudio, mide el desempleo urbano que se genera al interior de los distritos de
Lima Metropolitana, entonces es bastante lógico que la dinámica del mercado laboral sea en
función a la demanda laboral de las empresas, en este sentido tal como se ha señalado en la
descripción de datos, las tasas de desempleo son mayores en los primeros trimestres de cada
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Figura 6.6: Tendencia (Level) de la tasa de desempleo de Lima Metropolitana (2008-2017), estimados
mediante algoritmos del filtro de Kalman (FK) y de Pfeffermann y Tiller (P-T).
año y esto coincide con el periodo de vacaciones escolares y universitarios, por tanto una
baja demanda laboral. También se ha señalado que las menores proporciones de desempleo
corresponden a los últimos trimestres de cada año, coincidentemente las campañas navideñas
empiezan 3 ó 4 meses antes, entonces la tasa de desempleo fluctuaŕıa durante el año en función
de los planes de producción de las empresas que también operan por estaciones o campañas,
esto se estaŕıa reflejando el los gráficos de estacionalidad.
En la Figura (6.7) se muestra las predicciones esperadas de la tasa de desempleo de Lima
Metropolitana Ŷlima,t = µ̂lima,t + γ̂lima,t estimadas por ambos algoritmos, comparadas con la
serie original se puede la existencia de brechas con las proyecciones esperadas, esta falta de
precisión podŕıa ser explicado por el error dado que las proyecciones esperadas no consideran
estos errores.
Las predicciones de la serie original Ŷlima,t = µ̂lima,t + γ̂lima,t + êlima,t para la tasa de des-
empleo de Lima Metropolitana se muestran en la Figura (6.8) donde se considera los errores
de muestreo estimados. Para tener una mejor visualización de las diferencias se gráfica para
los 2 últimos años, en la gráfica se han considerado la serie original como punto de referencia,
las predicciones esperadas tanto para los estimados con el filtro de Kalman como para los
estimados con el algoritmo de Pfeffermann y Tiller, y las predicciones de la serie conside-
rando los errores estimados con el último algoritmo en referencia. Se puede indicar que, las
estimaciones más próximas al verdadero valor de la serie son aquellas estimaciones obteni-
das con el algoritmo de Pfeffermann y Tiller que considera los errores estimados, entonces,
cuando el modelo de espacio de estados considera los errores muestrales correlacionados para
series de observaciones que cuentan con errores de medición la mejor estimación se obtiene
con el algoritmo propuesto por Pfeffermann y Tiller, esto es consecuente con los resultados
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Figura 6.7: Tendencia + Estacionalidad de la tasa de desempleo de Lima Metropolitana (2008-2017),
estimados mediante algoritmos del filtro de Kalman (FK) y de Pfeffermann y Tiller (P-T).
obtenidos en el caṕıtulo de simulaciones, donde se llega a la misma conclusión.
















Figura 6.8: Tendencia + Estacionalidad + Error de la tasa de desempleo de Lima Metropolitana
(2016-2017), estimados mediante algoritmos del filtro de Kalman (FK) y de Pfeffermann y Tiller
(P-T).
Como se ha indicado al inicio del presente caṕıtulo, adicionalmente a la tasa de desempleo
de Lima Metropolitana se ha estimado también los componentes para la tasa de desempleo
de Lima Norte, Lima Este y Lima Centro. En la Figura (6.9) se muestra las tendencias
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Figura 6.9: Tendencias estimadas de la tasa de desempleo de Lima Metropolitana, Lima Norte, Lima
Este y Lima Centro (2008-2017).
estimadas para cada una de las divisiones indicadas, lo que resalta a simple vista es que las
tendencias no son iguales, la tendencia que más se aproxima a la de Lima Metropolitana es la
tendencia de Lima Norte, los otros parecen indicar señales de quiebre estructural o ausencia
de información.
Para completar la comparación de la dinámica laboral, en la Figura (6.10) se tiene la
gráfica de los efectos de estacionalidad estimadas para cada división, si bien los efectos es-
tacionales parecen tener picos elevados anualmente, la dinámica laboral es diferente lo que
ameritaŕıa estudios focalizados.
6.4. Modelo ARIMA para la tasa de desempleo
Con base a la teoŕıa desarrollada en el Caṕıtulo (2), en esta sección la idea es encontrar el
modelo ARIMA subyacente de la tasa de desempleo de Lima Metropolitana desde el enfoque
de Box and Jenkins, considerando los pasos de identificación, estimación y diagnóstico, con la
finalidad de poder comparar con lo obtenido mediante el modelo de espacio de estados. En este
enfoque, en lugar de modelar separadamente los componentes del modelo estructural básico,
el objetivo es eliminar la tendencia y los efectos de estacionalidad mediante la diferenciación
de la serie, la serie diferenciada es tratada como una serie de tiempo estacionaria con media,
varianza y covarianza constante en el tiempo, tal como fue definido en (2.4.1).
Como hemos visto en la sección de descripción de datos, la serie de observaciones de la
tasa de desempleo no tiene caracteŕısticas de una serie estacionaria, presenta tendencia por
lo que el primer objetivo es eliminar la tendencia buscando el orden correcto de p, q y d del







































































Figura 6.10: Efectos de estacionalidad estimados de la tasa de desempleo de Lima Metropolitana,
Lima Norte, Lima Este y Lima Centro (2008-2017).
por tanto el otro objetivo será eliminar los efectos de estacionalidad en caso corresponda,
identificando los valores correctos de P , Q y D del modelo SARIMA(P,D,Q), por tanto, para
modelar adecuadamente la serie de la tasa de desempleo que tiene tendencia y estacionalidad
será adecuado usar la combinación de ambos modelos, como fue expuesto en (2.6) y (2.7).
Este modelo es denotado por SARIMA(p, d, q)(P,D,Q)s y se expresa como:
(1−Bs)D(1−B)dφp(B)ΦP (Bs)yt = θq(B)ΘQ(Bs)εt,
donde la serie de la tasa de desempleo yt es mensual (s=12), p y P son el orden de la
parte autorregresiva de tendencia y estacionalidad respectivamente, de forma similar, q y Q
son el orden de la parte de medias móviles, d será el número de diferencias tomadas para
eliminar la tendencia y D será el número de diferencias tomadas para eliminar los efectos de
estacionalidad. Entonces, aplicando una diferencia a la tendencia d = 1 de la serie original de
la tasa de desempleo, al parecer es suficiente para conseguir la estacionariedad de la serie, en
la Figura (6.11) se visualiza la gráfica de la serie transformada y su función de autocorrelación
simple (ACF) y parcial (PACF). A partir de la visualización de las autocorrelaciones podemos
buscar el mejor ajuste del modelo para la tasa de desempleo, probando diferentes valores para
q y Q, también se ha probado para diferentes combinaciones de p, P y D. En este sentido,
se ha iniciado la busqueda de los modelos que mejor se ajustan a los datos, partiendo del
modelo más simple a lo más complejo, de este procedimiento los candidatos seleccionados se
muestran en el Cuadro (6.3).
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Figura 6.11: Serie de la tasa de desempleo de Lima Metropolitana (2007-2017) con una diferencia en
tendencia (arriba) y la Función de Autocorrelación Simple y Parcial (abajo).
Modelo Dickey-Fuller Test Box-Pierce Test AIC
SARIMA(0,1,1)(0,0,2) 0.01 0.43 355.1975
SARIMA(0,1,2)(0,0,2) 0.01 0.70 354.0131
SARIMA(0,1,2)(0,1,0) 0.01 0.0000002 354.9794
SARIMA(0,1,1)(0,1,0) 0.04 0.000000008 355.3524
Cuadro 6.3: Modelos SARIMA(p,d,q)(P,D,Q) ajustados a la tasa de desempleo de Lima Metropolitana,
prueba de estacionariedad de residuales (Dickey-Fuller Test), prueba de independencia de residuales
(Box-Pierce Test) y Criterio de Información de Akaike (AIC).
Los resultados del Cuadro (6.3) indican que todos los modelos son estacionarios, en la
prueba de Dickey-Fuller en todos lo casos el p−valor < 0.05, entonces se rechaza la H0 (H0 :
Los residuales del modelo son estacionarios), esto indica que haciendo una diferencia en la
tendencia la serie es estacionaria, pero también si se agrega una diferencia en estacionalidad
es estacionaria. Luego se realizó la prueba de independencia de residuales con la prueba de
Box-Pierce donde el p − valor ≥ 0.05 para los 2 primeros modelos, entonces no se rechaza
la H0 (H0 : Los residuales del modelo son independientes) por tanto los 2 últimos modelos
indicaŕıan falta de ajuste, adicionalmente mirando el Criterio de Información de Akaike (AIC)
indican que el segundo y el tercer modelo tienen menores valores, complementando el análisis
también se determinado la significancia de los parámetros de los modelos que se pueden ver
en el Cuadro (6.4).
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Modelo ma1 ma2 sma1 sma2
SARIMA(0,1,1)(0,0,2) 16.98 – 2.88 4.20
SARIMA(0,1,2)(0,0,2) 6.97 1.87 2.39 4.10
SARIMA(0,1,2)(0,1,0) 10.76 1.92 – –
SARIMA(0,1,1)(0,1,0) 20.70 – – –
Cuadro 6.4: Modelos SARIMA(p,d,q)(P,D,Q) ajustados a la tasa de desempleo de Lima Metropolitana,
con prueba de significancia de los términos estimados de Medias Móviles (ma1, ma2, sma1, sma2).
Residuales SARIMA(0,1,2)(0,0,2)
Time












































Figura 6.12: Residuales del modelo seleccionado SARIMA(0, 1, 2)(0, 0, 2)12 y sus respectivas autoco-
rrelaciones.
En resumen del Cuadro (6.3) el modelo seleccionado seŕıa SARIMA(0, 1, 2)(0, 0, 2)12
bajo los siguientes criterios, porque es el modelo con residuales de procedencia aleatoria y
que tiene el menor valor de AIC que los otros modelos. Sin embargo, en el Cuadro (6.4)
uno de sus parámetros ma2 es no significativo (para α = 0.05) (| θ̂
DE(θ̂)
| = 1.87 < 1.96),
esto implicaŕıa, no considerar en el modelado el parámetro ma2, pero el primer mode-
lo SARIMA(0, 1, 1)(0, 0, 2)12 considera esta opción y su AIC resulta mayor, por tanto, el
modelo que mejor se ajustaŕıa a los datos de la tasa de desempleo en este análisis seŕıa
SARIMA(0, 1, 2)(0, 0, 2)12, cuya gráfica de los residuales podemos observar en la Figura
(6.12).
6.5. Comparación de modelos de la tasa de desempleo
En esta última sección vamos a realizar la comparación entre los modelos de espacio
de estados y los modelos ARIMA con los cuales se ha ajustado la tasa de desempleo de
Lima Metropolitana. Partiremos indicando que ambos enfoques considera que una serie está
compuesto por componentes de tendencia, efectos estacionales y el término irregular, sin
embargo, son 2 enfoques totalmente distintos, la metodoloǵıa propuesta por Box and Jenkins
(1970) en lugar de modelar por separado cada componente, su idea es eliminar la tendencia
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y estacionalidad haciendo diferencias al inicio del análisis, las series diferenciadas se tratan
como series estacionarias cuya propiedad es mantener la media, la varianza y la covarianza
invariables en el tiempo, en este proceso la información de la tendencia y estacionalidad se
pierde, no es necesario tener un modelo detrás de los datos ya que justamente con los datos,
usando los pasos de diagnóstico y ajuste de modelos ARIMA se aproxima al modelo deseado
el cual obtenga los mejores pronósticos.
Mientras que para el uso de los modelos de espacio de estados se requiere tener un modelo
razonable detrás de los datos, ya que cada componente se modela por separado. La ventaja
de esto, es que puedes hacer un análisis por separado de los componentes manteniendo la
estructura original de la serie sin necesidad de que sean estacionarios, es decir, puedes observar
la tendencia y ver los cambios generados en el tiempo o ver si los datos presentan efectos de
estacionalidad. Conocer el modelo de cada componente permite usar conocimientos previos
para mejorar el proceso y obtener mejores estimaciones, pero también puede volverse complejo
ya que introduce estados no observables en el proceso, en todo caso, cualquier modelo ARIMA
puede ser representado en la forma de espacio de estados pero sólo algunos modelos de espacio
de estados pueden ser representados en la forma de un modelo ARIMA.
Para poder comparar los modelos ajustados a la tasa de desempleo de Lima Metropolita-
na, se ha obtenido algunos errores de predicción, como el error medio (EM), el error absoluto
medio (EAM) y el error cuadrático medio (ECM) utilizados en el caṕıtulo de simulación, con
los resultados se ha elaborado el Cuadro (6.5) donde se aprecia los errores de predicción para
12 meses (2017) obtenidos para cada modelo, de parte de los modelo ARIMA están los 2 mejo-
res modelos ajustados en la sección anterior, SARIMA(0,1,2)(0,0,2) y SARIMA(0,1,1)(0,0,2),
para los modelos de espacio de estados están los estimados con; el filtro de Kalman (FK) el
cual no considera los errores correlacionados de muestreo de la tasa de desempleo y con el
algoritmo de Pfeffermann y Tiller (P-T) el cual śı considera los errores correlacionados.
FK SARIMA(0,1,2)(0,0,2) SARIMA(0,1,1)(0,0,2) P-T
EM -0.82 -0.002 -0.03 -0.48
EAM 0.87 0.61 0.63 0.62
ECM 1.04 0.63 0.67 0.56
Cuadro 6.5: Tabla de errores de predicción de la tasa de desempleo de Lima Metropolitana (2017),
para modelos estimados con el algoritmo del Filtro de Kalman (FK), con el algoritmo de Pfeffermann
y Tiller (P-T) y con modelos ARIMA.
La lectura de los resultados indica que entre los modelos ARIMA, el que mejor se ajusta
a los datos de la tasa de desempleo es el modelo SARIMA(0,1,2)(0,0,2) que presenta menores
errores y confirma lo concluido en la sección anterior. Mientras que para los modelos de
espacio de estados, como ya hemos visto anteriormente, los menores errores presenta el modelo
estimado con el algoritmo de Pfeffermann y Tiller que considera los errores correlacionados,
ya que las observaciones de la tasa de desempleo cuentan con errores de medición como fue
descrito al inicio de este caṕıtulo. Ahora comparando el modelo ARIMA que mejor se ajusta
a los datos con el modelo de espacio de estados con errores correlacionados hay discrepancias,
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Figura 6.13: Predicciones de la tasa de desempleo de Lima Metropolitana para 2017, obtenidas con
los algoritmos del filtro de Kalman, de Pfeffermann y Tiller y con un modelo ARIMA
el modelo ARIMA presenta menor error medio y menor error absoluto medio, sin embargo, el
modelo que tiene menor error cuadrático medio es el estimado con el algoritmo de Pfeffermann
y Tiller. Basándonos estrictamente en los resultados del cuadro, se podŕıa indicar que el
modelo que mejor se ajusta a los datos de la tasa de desempleo de Lima Metropolitana es el
modelo estimado con el algoritmo de Pfeffermann y Tiller, ya que en error absoluto medio
son similares (0.61 y 0.62) y al tener menor error cuadrático medio (0.56) seŕıa el modelo
más eficiente para estimar los componentes del modelo porque este error incluye la varianza
y el sesgo.
En la Figura (6.13) se puede observar las predicciones realizadas para el 2017 de la tasa
de desempleo de Lima Metropolitana comparadas con la serie original. Efectivamente las
predicciones hechas con el modelo SARIMA(0,1,2)(0,0,2) y el modelo de espacio de estados
estimado con el algoritmo de Pfeffermann y Tiller son las que más se aproximan a los datos
reales. Sin embargo, es importante resaltar que el modelo de espacio de estados con errores
correlacionados se podŕıa aún mejorar superando las limitaciones que se tuvo en el estudio, es
decir, teniendo acceso al código de ubigeo de las encuestas y conociendo más a profundidad
los cambios realizados en el plan de rotación de la muestra de la Encuesta Permanente del
Empleo durante el periodo de referencia del estudio. Esto podŕıa mejorar el ajuste al modelo




El modelo de espacio de estados de este trabajo está basado en un modelo estructural
básico que está formado por componentes según la descomposición clásica de series de tiempo
(Harvey, 1989). Estos son: la tendencia que es el componente que refleja los cambios que
la serie a tenido en el tiempo y está expresado en función de la pendiente más un ruido
blanco, a su vez la pendiente es expresado como un paseo aleatorio que cambia en el tiempo;
mientras que el componente de estacionalidad normalmente requiere (s−1) ecuaciones donde
s es la periodicidad de la serie, este componente extrae el patrón recurrente de la serie sea
cual sea la periodicidad de los datos; semanales, mensuales, trimestrales, anuales, etc. por
lo tanto la suma de la tendencia, la estacionalidad más el componente irregular forman el
modelo estructural básico. Este modelo de espacio de estados puede tener dos enfoques, una
cuando los errores del modelo se consideran independientes y otra cuando estos errores están
autocorrelacionados, para el primer caso lo más frecuente es aplicar el algoritmo recursivo del
filtro de Kalman para el proceso de estimación, mientras que para el segundo caso se requiere
un tratamiento diferenciado donde es necesario considerar los errores correlacionados en el
proceso de estimación, en estos casos se aplica el algoritmo recursivo de Pfeffermann y Tiller
(Pfeffermann and Tiller, 2006).
El objetivo del presente trabajo fue fundamentar y aplicar el modelo de espacio de estados
con errores correlacionados a la tasa de desempleo de Perú. Este indicador es publicado por el
Instituto Nacional de Estad́ıstica e Informática - INEI de forma mensual, cuya información es
recolectada por la Encuesta Permanente del Empleo - EPE y que únicamente es representativa
para Lima Metropolitana. Se consideró este indicador por la relevancia que tiene tanto en
el ámbito laboral como en lo económico, dado que simplifica en una cifra lo que ocurre en
la oferta y demanda del mercado laboral y refleja la capacidad de la economı́a de un páıs
para absorber el empleo. Tal es aśı, que es incluido por la Organización Internacional del
Trabajo - OIT en su informe anual del Panorama Laboral para América Latina. La EPE
inicio su funcionamiento en el 2001, desde entonces hasta la fecha viene recolectando la
información de manera continua y es en función a esta información que se buscó aplicar el
modelo mencionado.
Para considerar los errores correlacionados en el modelo se requieria conocer el orden de las
correlaciones, es decir, saber cuantas veces una vivienda participó en la muestra de panel, por
cuanto tiempo, cuantas viviendas eran nuevas y cuantas antiguas que ya veńıan participando
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en el panel en cada recojo de información. Para esto se realizó la exploración documentaŕıa
con la finalidad de saber cual fue el diseño muestral utilizado por la EPE, espećıficamente
para conocer el esquema de rotación utilizado para la rotación de las muestras en el panel,
se encontró que el esquema de rotación, el tamaño muestral y otros componentes del diseño
muestral hab́ıan tenido cambios en diferentes puntos del tiempo desde sus inicios hasta la
fecha, por esta razón se trabajó con información comprendida entre los años de 2007 al 2017,
debido a que fue el periodo identificado donde ocurrió menos cambios.
Previamente al ajuste del modelo, se realizó un estudio de simulación con la finalidad de
comparar la precisión de las estimaciones entre los dos algoritmos utilizados en este trabajo,
para lo cual se generaron 5,000 series de tiempo con errores correlacionados. Se encontró que
para las predicciones de las observaciones originales ofrece una mayor precisión las realiza-
das con el algoritmo de Pfeffermann y Tiller que las obtenidas con el algoritmo del filtro
de Kalman, por ejemplo, para t = 75 los errores de predicción fueron (EM = −0.026,
EAM = 1.176, ECM = 2.161) para filtro de Kalman y (EM = −0.025, EAM = 1.099,
ECM = 1.895) para Pfefferman y Tiller, en todos los casos los menores errores corresponden
a este último. Entonces se coincide con lo indicado por Pfeffermann y Tiller (2006) que el
algoritmo es aplicable para cualquier modelo de espacio de estados con errores de medición
correlacionados y ofrece estimaciones más precisas en estos escenarios.
Para la aplicación del modelo se dividió el área total de Lima Metropolitana en 5 divisio-
nes, Lima Norte, Lima Este, Lima Centro, Lima Sur y El Callao de las cuales para el proceso
de comparación sólo se uso las 3 primeras divisiones. Para cada uno de estas divisiones y
para el área total se calculo sus respectivos parámetros y correlaciones, con estos insumos
se estimó los componentes de la serie de la tasa de desempleo en cada división y para Lima
Metropolitana aplicando los algoritmos del filtro de Kalman y de Pfeffermann y Tiller. El
resultado coincidió con los del estudio de simulación, las predicciones más cercanas al valor
real de la tasa de desempleo pertenecieron a los obtenidos con el algoritmo de Pfeffermann y
Tiller.
Finalmente, se ajustó los datos de la tasa de desempleo de Lima Metropolitana a un
modelo ARIMA mediante el enfoque propuesto por Box and Jenkins, cuyo resultado fue
que los datos se ajustaron mejor al modelo SARIMA(0, 1, 2)(0, 0, 2), con este modelo se
realizó las predicciones y se comparo con las predicciones obtenidas aplicando el algoritmo
de Pfeffermann y Tiller. Se encontró que la precisión de ambas predicciones son similares
comparadas con el verdadero valor de la serie, sin embargo, se observo un menor ECM =
0.56 para las predicciones realizadas con el algoritmo de Pfeffermann y Tiller que para las
predicciones hechas con el modelo ARIMA cuyo ECM = 0.67, resaltando que las predicciones
realizadas con el algoritmo de Pfeffermann y Tiller son mejorables aún, conociendo en mayor
detalle el diseño muestral de la EPE. El contraste entre ambos enfoques ha sido interesante,
dado que, para los modelos de espacio de estados es necesario partir teniendo una idea del
modelo detrás de los datos, mientras que para los modelos ARIMA no es necesario partir de
un modelo debido a que se enfoca en el modelo que mejor se ajuste a los datos. Los modelos
ARIMA necesitan que las series sean estacionarias, mientras que para los modelos de espacio
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de estados esto no es necesario, mantienen la estructura original de la serie lo que permite
hacer un análisis por separado de cada componente, en cambio esto no es posible con los
modelos ARIMA. Por último, todo modelo ARIMA puede ser expresado como un modelo
de espacio de estados mientras que sólo algunos modelos de espacio de estados pueden ser
expresados como un modelo ARIMA.
7.1. Sugerencias para investigaciones futuras
Un aprendizaje importante que se presentó en el desarrollo de este trabajo y puede
servir para futuros estudios, es que si se piensa trabajar con datos de las encuestas del
INEI, antes de iniciar el estudio verificar que los datos esenciales para su estudio estén
incluidos en la base de datos, por ejemplo, para el propósito de este trabajo era esencial
que los datos contengan el código de ubigeo, sin embargo, esto no fue aśı y dificultó el
alcance de los objetivos iniciales de obtener indicadores de la tasa de desempleo a nivel
distrital, este estudio puede ser replicado si se liberan estos datos.
Para aplicar espećıficamente los modelos de espacio de estados con errores correlacio-
nados a datos longitudinales, se requiere el conocimiento del orden de las correlaciones
cuya información es obtenida del esquema de rotación de la muestra de panel, este
esquema en el transcurso del tiempo puede haber tenido cambios por diferentes razo-
nes, se recomienda identificar el periodo de tiempo donde el esquema no haya tenido
cambios para aplicar el modelo de manera uniforme.
Dentro del estudio de series de tiempo, si el objetivo es únicamente realizar pronósticos
los modelos ARIMA son una gran alternativa, y si adicionalmente a realizar pronósticos
el objetivo fuese analizar la tendencia histórica e identificar los patrones de estaciona-
lidad, los modelos de espacio de estados son la mejor opción, además estos cuentan







## Simulac i ón de s e r i e s de tiempo con e r r o r e s c o r r e l a c i o n a d o s
##################################################################
s e t . seed (779)
n = 300 # número de obse rvac i one s a s imular
N = 5000 # número de s imu lac i one s
mu e = c ( 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 )
Be sim = array (0 , c (13 ,n ,N) )
Ye sim = matrix (0 , n ,N) # Matriz que acumula l a s s e r i e s s imuladas
## Errore s c o r r e l a c i o n a d o s
E11 = 2 .8
E12 = matrix ( c ( 1 . 6 2 , 0 . 87 , 0 . 1 4 ) , 1 ,3 )
E21 = matrix ( c ( 1 . 6 2 , 0 . 87 , 0 . 1 4 ) , 3 ,1 )
E22 = matrix ( c ( 2 . 8 , 1 . 62 , 0 . 87 , 1 . 62 , 2 . 8 , 1 . 62 , 0 . 87 , 1 . 62 , 2 . 8 ) , 3 ,3)
y = matrix ( c (” e1 ” , ” e2 ” , ” e3 ”) , 3 ,1)
ux = 0
uy = matrix ( c ( 0 , 0 , 0 ) , 3 ,1)
E xy = E11 − E12 % ∗ % s o l v e (E22 ) % ∗ % E21
u xy = ux + E12 % ∗ % s o l v e (E22 ) % ∗ % ( y − uy )
e t = numeric (n)
## Proceso de s imulac i ón mediante modelo de e spac i o de e s tados
f o r (w in 1 :N) {
f o r (h in 2 : n) {
i f (h == 2) {
Be sim [ , h ,w] = Tt % ∗ % Be sim [ , h−1,w] + mvrnorm (1 , mu e , Qt)




i f (h == 3) {
Be sim [ , h ,w] = Tt % ∗ % Be sim [ , h−1,w] + mvrnorm (1 , mu e , Qt)
Ye sim [ h ,w] = Zt % ∗ % Be sim [ , h ,w] + 0
next ;
}
y = matrix ( c ( e t [ h−1] , e t [ h−2] , e t [ h−3]) , 3 ,1 )
u xy = ux + E12 % ∗ % s o l v e (E22 ) % ∗ % (y−uy )
e t [ h ] = rnorm (1 , u xy , s q r t ( sigma2 xy ) )
Be sim [ , h ,w] = Tt % ∗ % Be sim [ , h−1,w] + mvrnorm (1 , mu e , Qt)
Ye sim [ h ,w] = Zt % ∗ % Be sim [ , h ,w] + e t [ h ]
}
}
## Eliminando l a s pr imeras 100 obse rvac i one s s imulados
Ye sim = Ye sim [ 1 0 1 : 3 0 0 , ]
Be sim = Be sim [ , 1 0 1 : 3 0 0 , ]
## Estimaci ón de l o s v e c t o r e s de e s tados
# Matr ices de l s i s tema
Zt = matrix ( c ( 1 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 1 ) , 1 , 1 3 )
# Matriz de t r a n s i c i ó n
Tt = matrix ( c ( 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 ,0 , cos ( p i /6) ,− s i n ( p i /6 ) , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 ,0 , s i n ( p i /6) , cos ( p i /6 ) , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 , 0 , 0 , 0 , cos ( p i /3) ,− s i n ( p i /3 ) , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 , 0 , 0 , 0 , s i n ( p i /3) , cos ( p i /3 ) , 0 , 0 , 0 , 0 , 0 , 0 , 0 ,
0 , 0 , 0 , 0 , 0 , 0 , cos ( p i /2) ,− s i n ( p i /2 ) , 0 , 0 , 0 , 0 , 0 ,
0 , 0 , 0 , 0 , 0 , 0 , s i n ( p i /2) , cos ( p i /2 ) , 0 , 0 , 0 , 0 , 0 ,
0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , cos (2∗ pi /3) ,− s i n (2∗ pi /3 ) , 0 , 0 , 0 ,
0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , s i n (2∗ pi /3) , cos (2∗ pi /3 ) , 0 , 0 , 0 ,
0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , cos (5∗ pi /6) ,− s i n (5∗ pi /6) , 0 ,
0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , s i n (5∗ pi /6) , cos (5∗ pi /6) , 0 ,
0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , −1) , nrow = 13 , nco l = 13)
GL = 0.0024 # var ianza de l e r r o r de l a tendenc ia
GR = 0.0004 # var ianza de l e r r o r de l a pendiente
GS = 0.0000001 # var ianza de e f e c t o s de e s t a c i o n a l i d a d
Ge = 2 .8 # var ianza de l e r r o r de l a s e r i e o r i g i n a l
# Matriz de var i anzas
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Qt = diag ( c (GL,GR,GS,GS,GS,GS,GS,GS,GS,GS,GS,GS,GS) )
# Vector de e s tados
# Bt = c ( Lt , Rt , S1t , SS1t , S2t , SS2t , S3t , SS3t , S4t , SS4t , S5t , SS5t , S6t )
Bhat = array (0 , c (13 ,300 ,5000) ) # Arreg lo que acumula l o s betas est imados
Phat0 = diag (10000 , nrow = 13 , nco l = 13) # Acumula l a s covar i anzas
Phat = array ( Phat0 , c ( 13 , 13 , 1 ) )
## Aplicando e l f i l t r o de Kalman
f o r ( t in 1 :5000) {
f o r ( l in 2 : 200 ) {
Bhat10 = Tt % ∗ % Bhat [ , l −1, t ]
Phat10 = Tt % ∗ % Phat [ , , l −1] % ∗ % t (Tt ) + Qt
Fhat = Zt % ∗ % Phat10 % ∗ % t ( Zt ) + Ge
Bhat [ , l , t ] = Bhat10 + Phat10 % ∗ % t ( Zt ) % ∗ % (1/ Fhat ) % ∗ %
(Ysim [ l , t ] − Zt % ∗ % Bhat10 )
Ph = Phat10 − Phat10 % ∗ % t ( Zt ) % ∗ % (1/ Fhat ) % ∗ % Zt % ∗ % Phat10
Phat = array ( c ( Phat , Ph) , c (13 ,13 , l ) )
}
}
## Aplicando e l a lgor i tmo de Pfef fermann y T i l l e r
# C o r r e l a c i o n e s
rho 1 = 0.23 # cor r ( e { t } , e { t−1})
rho 2 = 0.17 # cor r ( e { t } , e { t−2})
rho 3 = 0.11 # cor r ( e { t } , e { t−3})
# Varianzas gamma 0 = Ge = 1 . 8 , var ( e { t }) = var ( e { t−1}) = var ( e { t−2})
gamma 0 = 1 .8
# Covarianzas
gamma 1 = rho 1 ∗gamma 0
gamma 2 = rho 2 ∗gamma 0
gamma 3 = rho 3 ∗gamma 0
# Matriz de covar i anzas
Pe0 = diag (10000 , nrow = 13 , nco l = 13)
P 10 = Tt % ∗ % Pe0 % ∗ % t (Tt ) + Qt # matriz de p r e d i c c i ó n de l e r r o r
F1 = Zt % ∗ % P 10 % ∗ % t ( Zt ) + gamma 0 # matriz de cov de l a innovac i ón
K1 = P 10 % ∗ % t ( Zt ) % ∗ % (1/F1) # ganancia de Kalman
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#Ah1 = Tt % ∗ % K1
C2 = Ah1 % ∗ % gamma 1 # covar i anzas de l o s e r r o r e s de l muestreo
C1 = matrix (0 , 13 , 1 )
Ct = matrix (0 , 13 , 0 )
Ct = cbind (C1 , C2)
H1 = 1/(gamma 0 − t (Ct [ , 1 ] ) % ∗ % s o l v e ( P 10 ) % ∗ % Ct [ , 1 ] )
Pe1 = s o l v e ( s o l v e ( P 10 ) + ( t ( Zt ) − s o l v e ( P 10 ) % ∗ % Ct [ , 1 ] ) % ∗ % H1
% ∗ % ( Zt − t (Ct [ , 1 ] ) % ∗ % s o l v e ( P 10 ) ) )
P 21 = Tt % ∗ % Pe1 % ∗ % t (Tt ) + Qt
Pe = array ( Pe1 , c ( 13 , 13 , 1 ) )
s i gma tt = matrix (gamma 0 , 1 , 1 ) # transformando a matr iz de covar i anzas
v1 = cbind ( P 21 , Ct [ , 2 ] ) # formando una matr iz
v2 = cbind ( t (Ct [ , 2 ] ) , s i gma tt )
Vt2 = rbind ( v1 , v2 ) # matr iz de covar i anzas de l o s e r r o r e s
I = diag (1 ,13 ,13 )
IZ = cbind ( I , t ( Zt ) )
IZV1 = IZ % ∗ % s o l v e ( Vt2 )
IZV = array (0 , c ( 13 , 14 , 1 ) )
IZV = array ( c ( IZV , IZV1 ) , c ( 13 , 14 , 2 ) )
Behat = array (0 , c (13 ,200 ,5000) )
B0e = matrix (0 , 13 , 1 )
# beta hat pata t = 1
f o r ( z in 1 :5000) {
Behat [ , 1 , z ] = ( I−K1 % ∗ % Zt ) % ∗ % Tt % ∗ % B0e + K1 % ∗ % Ye sim [ 1 , z ]
}
Phe = array ( Pe1 , c ( 13 , 13 , 1 ) )
C2e = Tt % ∗ % K1 % ∗ % gamma 1
Cte = array (0 , c (13 ,202 ,5000) )
Cte [ , 2 , ] = C2e
IZVh = array (0 , c ( 13 , 14 , 1 ) )
IZVh = array ( c ( IZVh , IZV1 ) , c ( 13 , 14 , 2 ) )
## Algoritmo de Pfef ferman & T i l l e r
f o r (p in 1 :5000) {
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f o r ( q in 2 : 200 ) {
Phe 21 = Tt % ∗ % Phe [ , , q−1] % ∗ % t (Tt ) + Qt
Hth = 1/(Ge − t ( Cte [ , q , p ] ) % ∗ % s o l v e ( Phe 21 ) % ∗ % Cte [ , q , p ] )
Phe2 = s o l v e ( s o l v e ( Phe 21 ) + ( t ( Zt ) − s o l v e ( Phe 21 ) % ∗ %
Cte [ , q , p ] ) % ∗ % Hth % ∗ % ( Zt − t ( Cte [ , q , p ] ) % ∗ % s o l v e ( Phe 21 ) ) )
Behat [ , q , p ] = Tt % ∗ % Behat [ , q−1,p ] + Phe2 % ∗ % ( t ( Zt ) −
s o l v e ( Phe 21 ) % ∗ % Cte [ , q , p ] ) % ∗ % Hth % ∗ % ( Ye sim [ q , p ] −
Zt % ∗ % Tt % ∗ % Behat [ , q−1,p ] )
Phe = array ( c (Phe , Phe2 ) , c (13 ,13 , q ) )
i f ( q == 2) {
At 1h = Tt % ∗ % Phe [ , , q ] % ∗ % IZVh [ , 1 : 1 3 , q ]
Ahat t 1h = Tt % ∗ % Phe [ , , q ] % ∗ % IZVh [ , 1 4 , q ]
C3h = At 1h % ∗ % Ah1 % ∗ % gamma 2 + Ahat t 1h % ∗ % gamma 1
Cte [ , q+1,p ] = C3h
Phe 32 = Tt % ∗ % Phe [ , , q ] % ∗ % t (Tt ) + Qt
Cch = cbind ( Phe 32 , Cte [ , q+1,p ] )
Cfh = cbind ( t ( Cte [ , q+1,p ] ) , s i gma tt )
V3h = rbind (Cch , Cfh )
IZV3h = IZ % ∗ % s o l v e (V3h)
IZVh = array ( c ( IZVh , IZV3h ) , c (13 ,14 , q+1))
next ;
}
i f ( r == 3) {
At 1h = Tt % ∗ % Phe [ , , q ] % ∗ % IZVh [ , 1 : 1 3 , q ]
Ahat t 1h = Tt % ∗ % Phe [ , , q ] % ∗ % IZVh [ ,14 , q ]
At 2h = Tt % ∗ % Phe [ , , q−1] % ∗ % IZVh [ , 1 : 1 3 , q−1]
Ahat t 2h = Tt % ∗ % Phe [ , , q−1] % ∗ % IZVh [ ,14 , q−1]
C4h = At 1h % ∗ % At 2h % ∗ % Ah1 % ∗ % gamma 3 +
At 1h % ∗ % Ahat t 2h % ∗ % gamma 2 + Ahat t 1h % ∗ % gamma 1
Cte [ , q+1,p ] = C4h
Phe 43 = Tt % ∗ % Phe [ , , q ] % ∗ % t (Tt ) + Qt
Cch = cbind ( Phe 43 , Cte [ , q+1,p ] )
Cfh = cbind ( t ( Cte [ , q+1,p ] ) , s i gma tt )
V4h = rbind (Cch , Cfh )
IZV4h = IZ % ∗ % s o l v e (V4h)




At 1h = Tt % ∗ % Phe [ , , q ] % ∗ % IZVh [ , 1 : 1 3 , q ]
At 2h = Tt % ∗ % Phe [ , , q−1] % ∗ % IZVh [ , 1 : 1 3 , q−1]
Ahat t 1h = Tt % ∗ % Phe [ , , q ] % ∗ % IZVh [ ,14 , q ]
Ahat t 2h = Tt % ∗ % Phe [ , , q−1] % ∗ % IZVh [ ,14 , q−1]
Ahat t 3h = Tt % ∗ % Phe [ , , q−2] % ∗ % IZVh [ ,14 , q−2]
Ctemph = At 1h % ∗ % At 2h % ∗ % Ahat t 3h % ∗ % gamma 3 +
At 1h % ∗ % Ahat t 2h % ∗ % gamma 2 + Ahat t 1h % ∗ % gamma 1
Cte [ , q+1,p ] = Ctemph
Phe 54 = Tt % ∗ % Phe [ , , q ] % ∗ % t (Tt ) + Qt
Cch = cbind ( Phe 54 , Cte [ , q+1,p ] )
Cfh = cbind ( t ( Cte [ , q+1,p ] ) , s i gma tt )
Vth = rbind (Cch , Cfh )
IZVth = IZ % ∗ % s o l v e (Vth)
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