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ABSTRACT
Weak lensing can be observed through a number of effects on the images of distant
galaxies; their shapes are sheared, sizes and fluxes (magnitudes) are magnified and
positions on the sky are modified by the lensing field. Galaxy shapes probe the shear
field whilst size, magnitude and number density probe the convergence field. Both
contain cosmological information. In this paper we are concerned with the magnifica-
tion of sizes and magnitudes of individual galaxies as a probe of cosmic convergence.
We develop a Bayesian approach for inferring the convergence field from measured
sizes, magnitudes and redshifts and demonstrate that this inference requires detailed
knowledge of the joint distribution of intrinsic sizes and magnitudes. We build a simple
parameterised model for the size-magnitude distribution and estimate this distribu-
tion for CFHTLenS galaxies. In light of the measured distribution, we show that the
typical dispersion on convergence estimation is ∼ 0.8, compared to ∼ 0.38 for shear.
We discuss the possibility of physical systematics for magnification (similar to intrinsic
alignments for shear) and compute the expected gains in the Dark Energy Figure-of-
Merit (FoM) from combining magnification with shear for different scenarios regarding
systematics: accounting for intrinsic alignments but no systematics for magnification,
including magnification could improve the FoM by upto a factor of ∼ 2.5, whilst when
accounting for physical systematics in both shear and magnification we anticipate a
gain between ∼ 25% and ∼ 65%. The fact that shear and magnification are subject
to different systematics makes magnification an attractive complement to any cosmic
shear analysis.
Key words: data analysis - weak lensing- size magnification
1 INTRODUCTION
Light from distant galaxies is continuously deflected by the
gravitational potential of intervening large-scale density in-
homogeneities in the Universe on its way to Earth. This
weak gravitational lensing results in a coherent distortion
of observed galaxy images on the sky, providing us with
a powerful probe of the growth rate of potential perturba-
tions and the geometry of the universe through the distance-
redshift relation. Traditionally, and for good reasons, the
statistic of choice for weak lensing has been cosmic shear
- the distortion of observed shapes of source images. How-
ever, weak lensing has a number of other effects; principally,
the sizes and fluxes of individual objects are magnified and
the observed positions of galaxies on the sky are modified
due to lensing. In an ideal analysis one would like to use
all of the available information to elicit the full statistical
? e-mail: j.alsing12@imperial.ac.uk
potential from a weak lensing survey. Further motivation
for developing multiple independent probes of weak lens-
ing comes in the context of systematic effects. Systematic
uncertainties pose a major challenge for any cosmic shear
analysis. At the shape measurement level, accounting for
the point-spread function, noise-rectification, seeing/optical
distortions and selection effects can all introduce systematic
errors (Kaiser 2000; Erben et al. 2001; Bernstein & Jarvis
2002; van Waerbeke & Mellier 2003; Hirata & Seljak 2003).
There are physical systematics too in the form of intrinsic
alignments; nearby galaxies form in a similar tidal gravita-
tional field, which may lead to a preferred ellipticity orien-
tation of neighbouring galaxies (Heavens, Re´fre´gier & Hey-
mans 2000; Catelan & Porciani 2001; Crittenden et al. 2001;
Croft & Metzler 2000). This intrinsic alignment of galaxy el-
lipticities introduces a spurious signal when trying to extract
a cosmic shear signal from the correlation of galaxy shapes.
Different probes of weak lensing are likely to be subject to
different systematics, providing strong motivation for devel-
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oping several independent methods for extracting a weak
lensing signal.
Here we are concerned with using the magnification of
the sizes and magnitudes of individual sources to measure
a cosmological lensing signal. This relatively new approach
and has received some attention both theoretically (Heav-
ens, Alsing & Jaffe 2013; Casaponsa et al. 2013) and ob-
servationally (Schmidt et al. 2011), after an initial early
study (Bartelmann et al. 1996). Casaponsa et al. (2013)
showed that the convergence field can be recovered from
the measured sizes of simulated galaxy images without any
evidence of bias, provided the galaxies are larger than the
point-spread function (PSF) and have S/N larger than 10.
These are very similar requirements for accurate estimation
of shear, and they point out that since the shape measure-
ment process also inevitably requires investigation of the
size, the size information comes with little additional effort.
Heavens, Alsing & Jaffe (2013) (hereafter HAJ13) developed
the statistics of a combined shear-size-magnification anal-
ysis and demonstrated that substantial gains in the Dark
Energy Figure-of-Merit may be expected from combining
size and shape information, subject to assumptions about
the intrinsic scatter of galaxy sizes. We also showed that
for galaxies with an exponential brightness profile, size and
shape estimates should be approximately uncorrelated, so
one could anticipate the full benefit from combining size and
shape information. Schmidt et al. (2011) measured a galaxy-
galaxy lensing signal using the magnification of sizes and
magnitudes in COSMOS galaxies, finding a signal consis-
tent with shear but with roughly 40% of the signal-to-noise.
This paper attempts to address three key questions associ-
ated with cosmic magnification. (1) Given a size, magnitude
and redshift, how do we estimate the convergence field κ?
(2) What is the intrinsic distribution of sizes and magni-
tudes for galaxies in a typical lensing survey and how does
the shape of this distribution impact our ability to recover
κ from size and magnitude measurements? (3) What statis-
tical gains might be expected from combining magnification
with cosmic shear? Cosmic magnification may be subject
to physical systematic effects similar to intrinsic alignments
for shear, in the form of size- or magnitude-density corre-
lations (ISCs). We explore the extent to which both IAs
and ISCs may impact the constraining power of a combined
shear-magnification analysis for different levels of systematic
uncertainty.
The organization of this paper is as follows. In §2 we
briefly introduce the ideas of galaxy shape information as
a probe of cosmic shear and size/flux magnification as a
probe of cosmic convergence. In §3 we develop a Bayesian
approach for estimating the convergence field from an ob-
served size, magnitude and redshift, and contrast this with
a simple unbiased estimator. In §4 we measure the intrinsic
size-magnitude distribution of CFHTLenS galaxies and in
§5 we explore how well we would expect to be able to re-
cover κ from sizes and magnitudes drawn from this intrinsic
distribution. In §6 we extend the work of HAJ13 to include
the new information about the size-magnitude distribution
of CFHTLenS galaxies, and forecast the expected informa-
tion gain from including size-magnitude magnification with
cosmic shear for various scenarios regarding intrinsic align-
ments and size- and magnitude-density correlations.
2 SHAPES, SIZES AND MAGNITUDES AS
PROBES OF COSMIC SHEAR AND
CONVERGENCE
Gravitational lensing effects can be described by the Jaco-
bian matrix mapping source angular positions θS to image
positions θI, i.e., dθSi = AijdθIj . In the weak lensing limit,
this distortion matrix can be decomposed as
A =
(
1− κ− γ1 −γ2
−γ2 1− κ+ γ1
)
, (1)
which defines the convergence field κ and complex shear field
γ ≡ γ1 + iγ2. The magnification of surface area elements, µ,
is given by the determinant of this matrix,
µ =
1
det(A) = [(1− κ)
2 − |γ|2]−1, (2)
which in the weak lensing limit |κ|, |γ|  1 (assumed
throughout) can be approximated by µ ' 1 + 2κ. This mag-
nification of image area is accompanied by an increase in
flux, since surface brightness must be conserved under lens-
ing. The lensed area and luminosity of a source will hence be
scaled by a factor (1+2κ) under lensing, i.e., A→ A(1+2κ)
and L → L(1 + 2κ). Galaxy shapes, defined by their com-
plex ellipticity , will be ‘sheared’ under lensing and in the
weak lensing limit are linearly shifted by the complex shear
γ, i.e., → + γ.
HAJ13 showed that for galaxies with exponential
brightness profiles, joint estimation of the square-root of the
image area and ellipticity are uncorrelated, making
√
Area
an ideal measure of ‘size’. Throughout this paper we will
denote ‘log-size’ by λ = ln
√
Area, and will work with mag-
nitudes rather than fluxes for convenience. The impact of
lensing on an individual source in the weak lensing regime
can then be summarized as:
→ + γ
λ→ λ+ κ
m→ m− qκ (3)
where q = −5 log10(e) ≈ −2.17 (converting from flux to
magnitude). Here we are concerned with how much infor-
mation may be available from using both the magnitudes
and the sizes of individual sources.
The magnification of source fluxes can be exploited in
two ways. In a flux-limited survey, positive magnification
in a patch of sky will push sources across the flux limit,
increasing the observed number density of sources in that
patch. This will be accompanied by a demagnification of
source number density due to the divergence in source posi-
tions due to lensing. Provided these competing effects do not
cancel each other precisely, observations of the local num-
ber density of sources in a flux limited survey can be used
to extract information about the lensing magnification field.
This approach has become known as simply as flux magni-
fication and has received attention both theoretically and
observationally (Hildebrandt, van Waerbeke & Erben 2009;
Hildebrandt et al. 2013; van Waerbeke 2010; Duncan et al.
2013). This altering of the clustering of observed sources is
not the subject of this paper, but could in principle provide
further information.
Alternatively, one can use the magnification of fluxes of
individual sources to extract information about the lensing
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field. This, along with the magnification of image sizes, is the
focus of this paper and will henceforth simply be referred to
as magnification.
3 ESTIMATING CONVERGENCE FROM
SIZES AND MAGNITUDES
In order to perform a weak lensing analysis using galaxy sizes
and magnitudes, we are faced with the following problem:
given a sample of galaxies with measured sizes, magnitudes
and redshifts, we want to estimate the lensing field across
the sky. The intrinsic shape, size or flux of a given observed
galaxy is not known a priori, so the lensing effect on indi-
vidual sources is not accessible. However, if the intrinsic dis-
tribution of these properties is known, then a weak lensing
analysis can be performed at a statistical level by observing
a large number of galaxies and looking for a signal through
deviations in the observed distribution. In the following sec-
tion we develop a Bayesian framework for estimating κ from
a measured size, magnitude and redshift of an individual
source. For comparison we also develop a simple unbiased
(but sub-optimal) estimator combining size and magnitude
information.
3.1 Bayesian convergence inference
Given a size, magnitude and redshift for an individual ob-
ject, we would like to write down a posterior distribution for
κ, i.e., (using Bayes’ theorem)
p(κ|m,λ, z) = p(m,λ, z|κ)p(κ)
p(m,λ, z)
. (4)
Principally, in order to write down the posterior on κ from
a single object we must know its observed (lensed) size and
magnitude and redshift, the intrinsic (joint) distribution of
the unlensed sizes, magnitudes and redshifts, and we must
have a model (Eq. (3)) for how lensing affects the observed
size and magnitude. Let us begin with a simple set-up and
build up the complexity step by step. Suppose we have a
sample of galaxies with measured sizes and magnitudes, se-
lected to be in a single redshift bin, from a survey with hard
size and magnitude cuts. We neglect the small errors on the
measured sizes and magnitudes for the time being, and since
we are taking a single redshift bin we will drop z to begin
with (note this extends to tomography easily by consider-
ing a number of distinct redshift bins). In this case we are
looking for
p(κ|m,λ) = p(m,λ|κ)p(κ)
p(m,λ)
. (5)
The likelihood of observing a source with a particular size
and magnitude (m,λ) given some value of κ is essentially
the probability of that source having an intrinsic (unlensed)
size and magnitude (m+ qκ, λ− κ). However, we must also
account for the fact that lensing will push sources across the
magnitude and size cuts, modifying the normalization of the
size-magnitude distribution as the overall number of sources
will change as sources are pushed across the cuts. The likeli-
hood is the intrinsic size-magnitude distribution, translated
by (qκ,−κ) and renormalized to one over the box bounded
by the hard cuts mmin, mmax, λmin and λmax. We can write
the likelihood, in the limit of negligible measurement error,
as:
p(m,λ|κ) = p(m+ qκ, λ− κ)∫mmax
mmin
∫ λmax
λmin
p(m′ + qκ, λ′ − κ)dm′dλ′
, (6)
and the posterior for κ given a size and magnitude is hence
p(κ|m,λ) ∝ p(m+ qκ, λ− κ)p(κ)∫mmax
mmin
∫ λmax
λmin
p(m′ + qκ, λ′ − κ)dm′dλ′
. (7)
Recall that this is the posterior distribution of κ given an ob-
served size and magnitude (neglecting errors in those quan-
tities), for sources selected to be in a single redshift bin and
from a complete sample down to hard size and magnitude
cuts. For the purposes of forecasting how well we would ex-
pect to be able to estimate κ, it should be sufficient to work
within this set of simplifying assumptions. In the remainder
of this section we will lift these assumptions and develop a
more general formalism for estimating κ from sizes, magni-
tudes and redshifts.
3.1.1 Smooth selection function
In practice, we would not have hard cuts but rather a smooth
selection function, S(m,λ), which we will assume to be in-
variant under lensing. In this case the likelihood is the prod-
uct of the shifted intrinsic distribution and the selection
function, again renormalized to one to account for sources
being shifted into the sample under the selection function:
p(m,λ|κ) = p(m+ qκ, λ− κ)S(m,λ)∫
R2 p(m
′ + qκ, λ′ − κ)S(m′, λ′)dm′dλ′ , (8)
Note that this reduces to (6) if we replace the selection func-
tion with a 2D tophat (i.e., in the limit of hard cuts). A
smooth selection function that varies with κ can straight-
forwardly be included in this formalism provided one has
a model for how S(m,λ) is modified under lensing. This is
likely to be a small effect and we neglect it here.
3.1.2 Including redshift information
The intrinsic size-magnitude distribution will in general be a
function of redshift and one would ideally like to use full red-
shift information when estimating κ. In this case the prob-
lem is extended to writing down a posterior on κ given a
size, magnitude and redshift: we must hence know the joint
size-magnitude-redshift distribution, and the likelihood is
extended to
p(m,λ, z|κ) = p(m+ qκ, λ− κ, z)S(m,λ, z)∫
R3 p(m
′ + qκ, λ′ − κ, z′)S(m′, λ′, z′)dm′dλ′dz′ .
(9)
3.1.3 Including uncertainties in size, magnitude and
redshift
For a typical photometric redshift survey, the redshifts will
have considerable uncertainties. The measured sizes and
magnitudes will also be subject to error. We can include
uncertainties on the measured quantities by extending our
posterior to estimate the ‘true’ redshift, magnitude, size
and κ simultaneously from noisy measurements mˆ, λˆ, zˆ, and
c© 0000 RAS, MNRAS 000, 000–000
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marginalize over the true size, magnitude and redshift since
in the end we are only interested in κ. We can write
p(m,λ, z, κ|mˆ, λˆ, zˆ) = p(mˆ, λˆ, zˆ|m,λ, z)p(m,λ, z, κ)
p(mˆ, λˆ, zˆ)
. (10)
Note the assumed conditional independence of mˆ, λˆ and zˆ on
κ once m, λ and z are fixed. We can also re-write the ‘prior’
as p(m,λ, z, κ) = p(m,λ, z|κ)p(κ) where the first term on
the right-hand side is simply the ‘likelihood’ from Eq. (9).
With these modifications, and marginalizing over m,λ and
z we obtain
p(κ|mˆ, λˆ, zˆ) =∫
p(mˆ, λˆ, zˆ|m,λ, z)p(m+ qκ, λ− κ, z)S(m,λ, z)∫
p(m′ + qκ, λ′ − κ, z′)S(m′, λ′, z′)dm′dλ′dz′ p(κ)dmdλdz.
(11)
There are a couple of important things to note about this re-
sult. Firstly, the posterior distribution depends on the intrin-
sic distribution of sizes and magnitudes. If this is obtained
empirically, then issues associated with physics such as dust
modifying the observed galaxy sizes and magnitudes will all
be implicitly included; provided we understand how the ob-
served quantities respond to lensing, comparing the observa-
tions of some quantity to its intrinsic distribution will elicit
information about the lensing field regardless of what those
measured quantities correspond to physically. However, if
there are physical processes (such as the presence of dust
halos) which impact observed galaxy sizes/magnitudes and
those processes are related to the density field (for example if
dust traces matter), they could introduce a systematic signal
through intrinsic size-density or magnitude-density correla-
tions. Secondly, note that in principle we need information
about the size-magnitude distribution well into the incom-
plete regime (or below the size and magnitude cuts in the
case of a hard cuts). This requires us to make assumptions
about how the intrinsic distribution behaves below the reli-
able extent of our data. A deeper, higher-resolution survey
could be effectively used to provide the necessary data. Fur-
thermore, if we want to use all sources for which we have a
measured size and magnitude, the selection function in the
size-magnitude plane must be known in detail.
3.2 Constructing a simple unbiased estimator for
convergence
In principle one would like to use the full posterior infor-
mation on κ for each individual source in the cosmological
parameter inference process. In the case of cosmic shear it is
commonplace to use the measured ellipticity of each source
as a point estimator for the shear field. For comparison, we
construct a similar point estimator for the convergence field
using measured sizes and magnitudes.
In the weak lensing limit, the expected sizes and mag-
nitudes of lensed sources (above some flux and size cuts) are
simply linearly shifted by the convergence:
〈λ〉 → 〈λ〉+ ηλκ
〈m〉 → 〈m〉 − ηmκ. (12)
where the ‘responsivities’ ηλ = ∂〈λ〉/∂κ and ηm = ∂〈m〉/∂κ
account for both the boosting of size/magnitude due to lens-
ing and the effect of smaller/fainter sources being pushed
over the flux and size limits. The averages 〈λ〉 and 〈m〉 are
taken over the observed distribution. In the absence of size
and magnitude limits ηλ = 1 and ηm = 2.17. From (12)
we could write down two simple unbiased estimators for the
convergence:
κˆ = (λ− 〈λ〉)η−1λ
κˆ = (m− 〈m〉)η−1m . (13)
It is then straightforward to construct a single estimator
taking a linear combination of these two:
κˆ = αλ(λ− 〈λ〉)η−1λ + αm(m− 〈m〉)η−1m (14)
where αλ and αm are some weights to be determined. Note
that 〈λ〉, 〈m〉, ηλ, ηm, αλ and αm may all be functions of
redshift, so in general one should bin sources in redshift.
We choose weights αλ and αm that minimize the variance
of the estimator; minimizing the variance of (14) subject
to the constraint αλ + αm = 1 to ensure the estimator is
unbiased with respect to κ, we obtain weights
αλ =
σ2mη
2
λ − σ2λmηληm
σ2λη
2
m + σ2mη
2
λ − 2σ2λmηληm
,
αm =
σ2λη
2
m − σ2λmηληm
σ2λη
2
m + σ2mη
2
λ − 2σ2λmηληm
. (15)
This is identical to the estimator constructed by Schmidt
et al. (2011), but here for convergence rather than sur-
face density. Note however that it is not the maximum-
likelihood estimator for a cut bivariate Gaussian as sug-
gested by Schmidt et al. (2011). The likelihood (6) for a
bivariate Gaussian size-magnitude distribution with hard
cuts in size and magnitude has a normalization term in
the denominator that depends on κ. The estimator derived
above maximizes the exponent in the Gaussian (with some
correction for the responsivities), but is not the maximum-
likelihood estimator assuming a cut bivariate Gaussian size-
magnitude distribution due to the omitted κ-dependent nor-
malization. Nonetheless, provided one can calibrate ηλ and
ηm from the data, taking a linear combination of the shift
in mean size and magnitude as in Eqs. (14)-(15) provides a
simple unbiased point estimator for κ using size and magni-
tude information.
To determine the responsivities ηλ and ηm, in general
one must have a model for the intrinsic distributions of sizes
and magnitudes as well as detailed knowledge of the selec-
tion function. However, in the limit where we have hard cuts
in size and magnitude (rather than a smooth selection func-
tion) and the sample is complete down to these limits, it is
straightforward to estimate the responsivities directly from
the data by estimating the derivative of the mean log-size
and magnitude (above the cuts) with respect to κ, at a fidu-
cial value of κ = 0.
4 THE JOINT SIZE-MAGNITUDE
DISTRIBUTION FOR CFHTLENS
GALAXIES
As we saw in the previous section, in order to write down
the likelihood for κ given the observed size, magnitude and
redshift of a source we need to know the distribution of
intrinsic (unlensed) sizes and magnitudes (as a function of
c© 0000 RAS, MNRAS 000, 000–000
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redshift). How well we can recover κ depends critically on the
width of this distribution. In this section we build a simple
model for the joint size-magnitude distribution, empirically
motivated by the data, and fit this model to galaxies in
CFHTLenS data in a number of narrow photometric redshift
bins.
4.1 Parameterizing the size-magnitude
distribution
In order to fit the size-magnitude distribution, p(m,λ),
we must construct a parametrized model. We can conve-
niently divide the joint distribution into two parts by writing
p(m,λ) = p(λ|m)p(m). The Schechter function (or Gamma-
distribution) has become ubiquitous in astronomy for de-
scribing the luminosity function of galaxies (Schechter 1976)
and provides a remarkably robust description of the data.
As such, we parametrize p(m) as:
p(m)dm ∝ 10−0.4(α+1)(m−m∗) exp
[
−10−0.4(m−m∗)
]
dm.
(16)
As for the distribution of sizes conditional on magnitude, we
choose a log-normal distribution (i.e., log-size λ is normally
distributed):
p(λ|m) = 1√
2piσλ(m)
exp
{
−1
2
[
λ− 〈λ〉(m)
σλ(m)
]2}
(17)
where the mean-log-size 〈λ〉(m) and dispersion σλ(m) are
both functions of magnitude. This is motivated both by
previous successful applications in the literature (e.g., Shen
et al. 2003), as well as indications from N-body simulations
that suggest a log-normal size distribution may be expected
(Warren et al. 1992; Cole & Lacey 1996; Lemson & Kauff-
mann 1999). For the mean-log-size magnitude relation, we
choose a parameterized form for 〈λ〉(m) that corresponds to
a power-law size-luminosity relation (i.e., 〈λ〉(m) is linear in
m). The dispersion is less well studied and in the absence of
physical or empirical motivation we resort to choosing a pa-
rameterized function that apparently matches the data. We
find that choosing the same functional form for both σλ(m)
and 〈λ〉(m) provides a sufficiently close description of the
data for our current purposes (see Fig. 2), although there
is scope for building better, physically-motivated models for
the joint size-magnitude distribution. The final parametriza-
tion of the size-magnitude distribution is given by Eqs. (16)-
(17) with:
〈λ〉(m) = a1m+ a2,
σλ(m) = b1m+ b2. (18)
This model has six free parameters: θ =
(α, m∗, a1, a2, b1, b2). The likelihood for observing a
galaxy with a particular size λ and magnitude m under this
model is given by
p(m,λ|θ) ∝ 1√
2piσλ(m;θ)
exp
{
−1
2
[
λ− 〈λ〉(m;θ)
σλ(m;θ)
]2}
× 10−0.4(α+1)(m−m∗) exp
[
−10−0.4(m−m∗)
]
.
(19)
4.2 Significance of galaxy type
We expect the intrinsic size-magnitude distribution to be
different for different galaxy morphologies (see e.g., Shen
et al. 2003). The distribution of galaxy sizes and magnitudes
will hence be a mixture of different distributions, with each
galaxy type contributing to this mixture in proportion to its
relative abundance. We also expect that the relative abun-
dance of different morphological types will be a function
of local matter density — the morphology-density relation
(Dressler 1980; Postman & Geller 1984; Whitmore, Gilmore
& Jones 1993; Hashimoto & Oemler 1999; Goto et al. 2003).
If we naively consider one global population of galaxies with
all morphological types included, we would then expect the
intrinsic distribution to vary considerably with local density,
introducing a systematic effect not dissimilar to intrinsic
alignments in the case of shear. This effect can be straight-
forwardly removed provided we have information on galaxy
type available. The extent to which this effect can be elimi-
nated will depend strongly on how reliably we can separate
galaxies in a weak lensing survey by type. Here we attempt
to remove the major component of this effect by splitting
the galaxy population into two: a late-type and an early-
type sample, defined principally by their photometrically-
determined spectral type. We find that splitting the sample
more finely by spectral type does not change the distribu-
tions significantly, but leave a more detailed exploration of
this to future work.
4.3 CFHTLenS sample
The CFHTLenS survey covers 154 square degrees and is op-
timized for weak lensing measurements. The data and cat-
alogue products are described in Erben et al. (2013); Hey-
mans et al. (2012); Miller et al. (2013); Hildebrandt et al.
(2012). In this analysis we use all four wide fields (W1, W2,
W3, W4) and take the catalogues presented in Erben et al.
(2013); namely galaxy shapes and sizes described in Miller
et al. (2013) created using lensfit (Miller et al. 2007; Kitch-
ing et al. 2008), and the photometric redshift measurements
described in Hildebrandt et al. (2012), created using the
Bayesian photo-z code BPZ (Benitez 2000).
Galaxy sizes (in our case image areas) are computed by
combining the lensfit scalelength rs (in units of arcseconds)
and ellipticity  for each object,
λ = ln
(
rs
√
1− ||
1 + ||
)
(20)
and we use i-band magnitudes throughout. We use the image
masks described in Erben et al. (2013) (removing galaxies
with MASK > 1, as described in that paper), only galax-
ies with a lensfit weight larger than zero are included, and
the redshift range is restricted to 0.4 < zp < 1.3, selected
by peak posterior redshift zp provided by BPZ. The sample
is divided into two by spectral type, based on the maxi-
mum likelihood spectral type TB provided by BPZ and the
lensfit bulge-fraction b, with the late-type sample defined by
TB > 2 and b < 1 and the early-type sample with TB 6 2
and b > 0.25. The late-type sample contains 2,771,149 galax-
ies, whilst the early-type sample contains 151,724. The sub-
samples are further divided into photometric redshift bins
c© 0000 RAS, MNRAS 000, 000–000
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selected by their peak posterior photo-z. The late-type sam-
ple is divided into 9 equally-spaced photometric redshift bins
between zp = 0.4 and zp = 1.3. The smaller early-type is di-
vided into 3 bins of 0.4 < zp < 0.6, 0.6 < zp < 0.8 and
0.8 < zp < 1.3 to ensure enough galaxies per bin to allow
for robust estimation of the intrinsic size-magnitude distri-
bution.
Note that in the galaxy-type split we remove galaxies
with apparently contradictory morphology indicators from
BPZ and lensfit. We discard sources indicated to be late-
type by their BPZ maximum-likelihood spectral type but
given a bulge-fraction equal to one by lensfit (in practise
this removes a very small fraction of sources). We also
also cut galaxies indicated to be early-type by BPZ but
given a small bulge-fraction (< 0.25) by lensfit. Including
all sources with TB 6 2 gives an empirical size-magnitude
distribution that appears to be a mixture between distinct
(overlapping) populations; this is indicative of either sub-
populations with different size-magnitude distributions, or
contamination from mis-classified late-types. The additional
cut on bulge-fraction appears to mitigate this issue, but for
future work optimal galaxy-type separation should be inves-
tigated. Less than 10% of the sample is discarded due to the
galaxy-type split adopted here.
4.4 Simplifying assumptions
For the purposes of estimating the intrinsic size-magnitude
distribution we make a number of simplifying assumptions.
We make hard cuts in size and magnitude in the regime
where the data can be assumed to be complete, to avoid
modelling and measuring the selection function simulta-
neously with the size-magnitude distribution. We make a
hard magnitude cut at mi < 24, and a size-cut at λ =
ln(
√
Area/arcsec) > −2.5 above which we assume the sam-
ple to be complete (see Fig. 1) and find that the size-
magnitude distribution is well described by a Schechter lumi-
nosity function and log-normal size distribution conditional
on magnitude in this region. These cuts remove roughly 1/3
of the available sources. This highlights the importance of
modelling the selection function allowing us to use the full
sample. For our current purposes we fit the joint distribu-
tion in the complete regime and later (in §4.6) impose an
approximate smooth selection function to study its impact.
We assume that the lensing effect averages to zero over the
whole sky, so the joint size-magnitude distribution measured
over a sufficiently large patch of sky and large number of
sources will be close to the intrinsic size-magnitude distri-
bution. In practice, the observed distribution of sizes and
magnitudes will be the intrinsic distribution convolved with
the convergence distribution p(κ). Provided that 〈κ〉 = 0,
this convolution with p(κ) will preserve the mean of the
distribution but will broaden it (and also impact higher mo-
ments). However, the effect will be small since the width of
p(κ) will be much smaller than either σλ or σm, and can in
any case be corrected for. We ignore this effect here.
4.5 Parameter estimation
We fit the parametrized model described in §4.1 to the
data in each photo-z bin (and for each type) using MCMC
25 24 23 22 21 20
i−band magnitude mi
3.0
2.5
2.0
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1.0
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λ
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Figure 1. Iso-probability contours for the 2D histogram of the
CHFTLenS galaxy sample prior to the hard magnitude and size
cuts at mi < 24 and λ > −2.5 respectively, above which the sam-
ple is assumed to be complete and found to be well described by
a Schechter luminosity function and log-normal size distribution
(at fixed magnitude). Contours are drawn at 90, 70, 50, 30 and
15% of the peak probability-density.
Metropolis-Hastings with wide uniform priors on all param-
eters. Multiple chains were run in each case and a Gelman-
Rubin test (Gelman & Rubin 1992) was performed to indi-
cate convergence (ensuring that the Gelman-Rubin statistic
R < 1.03 in every case).
Figs. 2 and 3 show the 2D histograms of size-magnitude
data and the respective fitted distributions (taking the ex-
pected marginal parameter values) for CFHTLenS galax-
ies for the late- and early-type samples respectively. Table
1 gives the expected marginal parameter values and their
standard deviations. The model gives a good description of
the data, but there is clearly room for improvement and we
highlight the development of more sophisticated models of
the size-magnitude distribution as important future work.
There is evidently some evolution of the model parameters
with redshift. In a more sophisticated set-up one could build
an extended model for the 3D size-magnitude-redshift dis-
tribution and fit the entire data-set over the full range of
redshift.
For comparison, we also compute the calibration pa-
rameters αλ, αm ηλ and ηm for the estimator developed
in §3.2 for each subset of the data as described above. The
responsivities are computed by estimating the derivative of
〈λ〉 and 〈m〉 with respect to κ (at a fiducial value of κ = 0).
We provide bootstrap errors on all calibration parameters
computed from 1000 bootstrap samples. These results are
summarised in Table 2.
4.6 Selection function
As mentioned previously, the hard size and magnitude cuts
imposed so far to ensure a complete sub-sample remove
∼ 1/3 of the available sources. In practice we want to use all
sources with size and magnitude measurements, and must
consequently have a model for the selection function. For
illustrative purposes we impose an approximate smooth se-
lection function that, combined with the fitted model for
the intrinsic size-magnitude distribution, gives a rough de-
scription of the data well into the incomplete regime. The
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Figure 2. Size-magnitude distribution for a number of narrow photometric redshift bins for the late-type sample. The wiggly contours
are iso-probability-density contours for the 2D histogram of the data, whilst the smooth curves are the model fits to the data (taking
the expected marginalized posterior parameter values). Contours are drawn at 80, 60, 40 and 20% of the peak probability-density.
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Figure 3. Size-magnitude distribution for a number of narrow photometric redshift bins for the early-type sample. The wiggly contours
are iso-probability-density contours for the 2D histogram of the data, whilst the smooth curves are the model fits to the data (taking
the expected marginalized posterior parameter values). Contours are drawn at 80, 60, 40 and 25% of the peak probability-density.
selection function can be approximated by
S(m,λ) =
1
8
[
1 + tanh
(
−m−mc
sm
)][
1 + tanh
(
λ− λc
sλ
)]
×
[
1 + tanh
(
m/2.17 + λ− µc
sµ
)]
, (21)
where the first bracket represents selection due to a magni-
tude limit, the second due to a size limit, and the third due
to a surface brightness limit. We take mc = 24.6, sm = 0.15,
λc = −2.67, sλ = 0.07, µc = 9.9 and sµ = 0.05, chosen to
give a rough description for the data sufficient for our cur-
rent purposes (no formal fit was made). Fig. 4 shows the 2D
histograms of the data in each redshift bin and the model
fits to the size-magnitude distribution multiplied by the se-
lection function in Eq. (21) (for the late-type sub-samples
only, since the impact of the selection function on the early-
types is much smaller). In a more careful analysis one should
fit the parameterized selection function simultaneously with
the intrinsic size-magnitude distribution.
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Table 1. Expected (marginalized) posterior parameter values with associated 1σ uncertainties (in the last significant figure) for the late-
and early-type samples.
Photo-z bin α m∗ a1 a2 b1 b2
Late-type
0.4 < z < 0.5 −1.019(6) 21.58(1) −0.287(1) 4.98(2) 0.0542(9) −0.83(2)
0.5 < z < 0.6 −1.429(6) 21.33(1) −0.299(1) 5.24(2) 0.0601(7) −0.97(2)
0.6 < z < 0.7 −1.436(5) 21.63(1) −0.3086(9) 5.5(2) 0.0597(7) −0.97(2)
0.7 < z < 0.8 −1.042(7) 22.248(8) −0.328(1) 5.98(2) 0.0597(8) −0.98(2)
0.8 < z < 0.9 −1.174(8) 22.511(9) −0.368(1) 6.96(3) 0.0513(9) −0.8(2)
0.9 < z < 1.0 −1.12(1) 22.96(1) −0.406(2) 7.88(4) 0.04(1) −0.54(3)
1.0 < z < 1.1 −0.97(2) 23.37(1) −0.427(2) 8.44(5) 0.019(2) −0.06(3)
1.1 < z < 1.2 −0.63(3) 23.76(2) −0.433(3) 8.63(8) −0.009(2) 0.61(6)
1.2 < z < 1.3 −1.73(5) 23.8(3) −0.387(5) 7.5(1) −0.026(4) 1.04(9)
Early-type
0.4 < z < 0.6 1.24(1) 22.021(8) −0.208(2) 3.15(5) 0.05(2) −0.7(3)
0.6 < z < 0.8 1.51(2) 22.594(8) −0.236(3) 3.92(6) 0.039(2) −0.45(4)
0.8 < z < 1.3 0.96(2) 23.07(1) −0.233(3) 4.07(7) 0.022(2) −0.06(5)
Table 2. Calibration parameters for the estimator derived in §3.2 for the late and early type samples with bootstrap (1σ) errors computed
from 1000 bootstrap samples.
Photo-z bin σλ σm σ
2
λm ηλ ηm αλ αm
Late-type
0.4 < z < 0.5 0.44(1) 0.88(1) −0.2(1) 0.57(2) −0.8(4) 0.82(3) 0.18(3)
0.5 < z < 0.6 0.436(3) 0.84(2) −0.185(8) 0.45(6) −0.5(1) 0.93(6) 0.07(6)
0.6 < z < 0.7 0.433(4) 0.78(4) −0.16(1) 0.47(5) −0.6(1) 0.81(6) 0.18(6)
0.7 < z < 0.8 0.428(5) 0.72(6) −0.15(2) 0.52(5) −0.8(1) 0.5(1) 0.5(1)
0.8 < z < 0.9 0.43(5) 0.65(8) −0.14(2) 0.46(5) −0.7(1) 0.5(2) 0.5(2)
0.9 < z < 1.0 0.431(5) 0.6(1) −0.12(3) 0.36(7) −0.7(1) 0.2(3) 0.8(3)
1.0 < z < 1.1 0.432(4) 0.5(1) −0.1(3) 0.33(8) −0.7(1) 0.1(3) 0.9(3)
1.1 < z < 1.2 0.422(5) 0.5(1) −0.09(4) 0.34(8) −0.8(1) 0.0(3) 1.0(3)
1.2 < z < 1.3 0.417(7) 0.4(2) −0.05(5) 0.3(1) −0.5(1) 0.1(3) 0.9(3)
Early-type
0.4 < z < 0.6 0.382(1) 0.781(3) −0.112(1) 0.96(1) −2.1(2) 0.45(1) 0.55(1)
0.6 < z < 0.8 0.42(2) 0.71(4) −0.111(1) 0.94(2) −2.08(2) 0.3(8) 0.7(8)
0.8 < z < 1.3 0.44(3) 0.68(4) −0.104(4) 0.92(2) −1.97(6) 0.26(8) 0.74(8)
5 HOW WELL CAN WE ESTIMATE κ FROM
SIZES AND MAGNITUDES?
Given the intrinsic joint distribution of sizes and magnitudes
we would like to know how well we expect to be able to es-
timate κ. In §3, we provided two approaches to estimating
κ from a given size and magnitude: a Bayesian approach
where we derived the posterior distribution for κ given a
measured size and magnitude, as well as a simple unbiased
(but sub-optimal) point estimator based on the shift in aver-
age size and magnitude. We would like to estimate how well
we could recover κ from the data from both the likelihoods
derived in §3.1 and the estimator described in §3.2. For the
latter, we simply compute the variance of the estimator in
each redshift bin; these results are summarized in Table 3.
For the Bayesian approach, we leave the development of
a globally Bayesian framework for cosmological parameter
inference incorporating the full posterior information on κ
for every source to later work. Rather, we estimate an effec-
tive dispersion on κ estimation from the likelihoods derived
in §3.1; we compute the Fisher Information for κ from the
likelihood and obtain an estimate of the dispersion on κ via
the Crame´r-Rao inequality. The Fisher Information matrix
Fαβ is the expectation of the second derivative of the neg-
ative log-likelihood with respect to the model parameters α
and β:
Fαβ = −
〈
∂2lnL
∂θα∂θβ
〉
. (22)
The Crame´r-Rao inequality allows us to obtain a lower
bound on the marginal errors of the model parameters via
the diagonal elements of the inverse Fisher matrix:
σα >
√
(F−1)αα. (23)
Here we have a single parameter, κ, so the Fisher Informa-
tion gives us an estimate of the anticipated uncertainty in κ
estimation from sizes and magnitudes:
σκ =
√
1/Fκκ. (24)
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Figure 4. Size-magnitude distribution for a number of narrow photometric redshift bins for the late-type sample, without size and
magnitude cuts. The wiggly contours are iso-probability-density contours for the 2D histogram of the data, whilst the smooth curves are
the model fits to the data (taking the expected marginalized posterior parameter values) multiplied by the selection function described
in Eq. (21). Contours are drawn at 80, 60, 40 and 20% of the peak probability-density.
In the limit where a large number of sources is used to
make an inference about a single value of κ, the likelihood
is asymptotically Gaussian with variance 1/Fκκ. This vari-
ance will dominate the noise in κ estimation. Note that the
Fisher Information only involves the likelihood and is not
an explicitly Bayesian quantity, but nonetheless allows us
to estimate the uncertainty on convergence estimation from
the likelihood of interest.
We compute the Fisher Information for the likelihoods
derived in Eq. (6) and (8), taking the parameterized fits to
the joint size-magnitude distribution described in Eq. (19)
and Table 1. We do not marginalize over uncertainties in
the size-magnitude distribution parameters; the model pa-
rameters are sufficiently tightly constrained that this effect
should be small, but a more careful analysis should formally
marginalize over all model parameters.
Table 3 shows both the Fisher Information forecast un-
certainties in κ estimation and the variance of the point esti-
mator from §3.2, from the fitted joint size-magnitude distri-
bution in the redshift bins described in §4.3. The estimated
dispersion on convergence from the likelihoods derived in
§3.1 and the estimator from Eqs. (14)-(15) are largely con-
sistent (within the uncertainties in the latter), with a ten-
dency for the likelihoods from §3.1 that account for the full
shape of the size-magnitude distribution to outperform the
sub-optimal estimator, as one might expect. The typical ef-
fective dispersion on κ estimation is σκ = 0.8; this is the
weighted mean of σκ for late-types in each redshift bin, in-
cluding the smooth selection function, and the early-types in
their respective redshift bins. Comparing to shear, for which
the dispersion in (complex) ellipticities is around σe = 0.38,
we see that magnification will clearly be statistically less
powerful than cosmic shear (notwithstanding systematics).
Comparing the Fisher forecast errors for the case with hard
cuts to the case of a smooth selection function, we find sim-
ilar values for the dispersion with the latter generally giv-
ing a slightly higher dispersion in κ (although this discrep-
ancy is small compared to the increase in numbers achieved
by including the full source sample). The additional sources
added by extending into the incomplete region have moder-
ately larger intrinsic scatter in their sizes, since σλ(m) is a
(slowly) increasing function of magnitude. This accounts for
at least some of the difference between the two scenarios.
Note that whilst the extended distribution (with smooth se-
lection) is ‘broader’ than its brother with hard cuts, that
does not necessarily imply that the likelihood derived from
this distribution will be less strongly peaked; there is a com-
petition between the width of the distribution and the effect
of pushing sources under the selection function both impact-
ing the posterior distribution for κ.
Some of the error budget on convergence estimation
will come from photo-z errors and uncertainties in size and
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Table 3. Fisher forecast errors on κ from the likelihood of equation (6) for the joint size-magnitude distribution fits summarized in Figs.
2 - 3 and Table 1, and the variance of the calibrated estimator developed in §3.2 for the same sub-samples.
Photo-z bin σκ =
√
1/Fκκ (hard cuts) σκ =
√
1/Fκκ (smooth selection function) σκˆ (estimator)
Late-type
0.4 < z < 0.5 0.68 0.72 0.76(2)
0.5 < z < 0.6 0.81 0.85 1.0(1)
0.6 < z < 0.7 0.82 0.89 0.89(9)
0.7 < z < 0.8 0.70 0.74 0.7(1)
0.8 < z < 0.9 0.79 0.85 0.81(9)
0.9 < z < 1.0 0.78 0.85 0.81(9)
1.0 < z < 1.1 0.73 0.78 0.72(9)
1.1 < z < 1.2 0.63 0.65 0.6(1)
1.2 < z < 1.3 0.87 0.99 0.8(1)
Early-type
0.4 < z < 0.6 0.3 – 0.31(3)
0.6 < z < 0.8 0.3 – 0.31(4)
0.8 < z < 1.3 0.35 – 0.32(5)
magnitude measurement. We believe both of these effects
to be small. Photometric redshift errors will contribute di-
rectly to the scatter in sizes and magnitudes. The observed
size-magnitude distributions for sources binned in photo-z
can be thought of as the redshift-evolving size-magnitude
distribution, smoothed over some kernel in redshift (for
example a Gaussian kernel for Gaussian photo-z errors).
We obtain a crude estimate the effect of photo-z errors
on σκ as follows. We constructed a redshift-evolving size-
magnitude distribution assuming linear redshift evolution
in all of the model parameters (given in Table 1 for each
redshift bin). We find that smoothing this redshift-evolving
size-magnitude distribution with a Gaussian kernel with dis-
persion σz = 0.05(1+z) has a small effect; for example, typ-
ically the dispersion in log-size as a function of magnitude
is broadened by . 3%. The measurement uncertainties on
magnitude and size are both small compared to σm and σλ
so should not have a significant impact on σκ.
It may be possible to reduce the dispersion on conver-
gence estimation by exploiting tight scaling relations be-
tween quantities that change under magnification (e.g., size
and magnitude) and quantities that are conserved under
lensing. For example, Bertin & Lombardi (2006) and Huff
& Graves (2014) describe using the well-known fundamen-
tal plane (Dressler et al. 1987; Djorgovski & Davis 1987) to
obtain tight convergence estimates for early-type galaxies.
Similar scaling relations may be useful for late-types; this
should be explored in future work.
In §6 we explore the implications of our results for the
dispersion on convergence estimation in terms of cosmolog-
ical parameter inference, in different scenarios with respect
to systematics.
6 FORECASTS FOR JOINT
MAGNIFICATION-COSMIC SHEAR
ANALYSIS
In this section we explore what improvements might be ex-
pected for cosmological parameter estimation by combin-
ing cosmic shear with magnification. We extend the work of
HAJ13 to include: (1) updated information on the effective
dispersion of a plausible convergence estimator from sizes
and magnitudes, and (2) forecasts including systematic ef-
fects.
Suppose we have a point estimator for shear γˆ =
γˆ1 + iγˆ2 =  (i.e., the complex ellipticity of each source)
and a similar estimator for convergence κˆ. The latter could
be, for example, the maximum likelihood estimator from the
likelihood developed in §3.1, the estimator developed in §3.2
or indeed some other estimator. Following HAJ13, in the
absence of intrinsic alignments or intrinsic size-magnitude
correlations the tomographic power spectra between tomo-
graphic bins i and j of these estimators are given by:
Cˆκκ`,ij = C
GG
`,ij + δijσ
2
κ/n¯i
Cˆγ1γ1`,ij = Cˆ
γ2γ2
`,ij = C
GG
`,ij + δijσ
2
γ/n¯i
Cˆγ2γ1`,ij = C
GG
`,ij
Cˆγ1κ`,ij = Cˆ
γ2κ
`,ij = C
GG
`,ij , (25)
where σκ and σγ are the intrinsic dispersions in the con-
vergence and shear estimators, n¯i is the number density of
galaxies in the i-th bin and CGG`,ij are the tomographic lensing
power spectra, which in the Limber (1954) approximation
are given by (Takada & Jain 2004):
CGG`,ij =
∫
dχ
χ2m(χ)
wi(χ)wj(χ) [1 + z(χ)]
2 P (k;χ), (26)
where χ is comoving distance, P (k;χ) is the 3D matter
power spectrum, k = `/χm(χ) and χm(χ) is the transverse
comoving distance corresponding to comoving distance χ.
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The lensing weight functions wi(χ) are given by
wi(χ) =
3ΩmH
2
0
2
χm(χ)
∫ χH
χ
dχ′ ni(χ
′)
χm(χ
′ − χ)
χm(χ′)
, (27)
where ni(χ)dχ is the galaxy redshift distribuiton for the i-th
tomographic bin.
6.1 Intrinsic alignments (IAs)
Nearby galaxies form in a similar tidal gravitational field,
which may lead to a preferred ellipticity orientation of neigh-
bouring galaxies. We can model this intrinsic alignment (IA)
as an additional contribution to the observed shape of a
galaxy, i.e.  = γG + γI + s, where γ
G is the gravitational
lensing shear, γI is the contribution to the intrinsic ellip-
ticity due to the local environment and s is the random
(unlensed) shape of the galaxy drawn from the global dis-
tribution of intrinsic ellipticities (averaged over shear and
intrinsic alignments). Intrinsic alignments introduce two ad-
ditional terms to the ellipticity power spectra: the first is
the intrinsic-intrinsic (II) correlation, which arises due to
the correlation of ellipticities of nearby galaxies due to their
shared local environment (and associated preferential orien-
tation). The second effect arises from the cross-correlation
between intrinsic ellipticity and cosmic shear (GI); back-
ground galaxies are lensed by foreground gravitational po-
tentials which in turn govern the orientation of the fore-
ground galaxies, leading to an anti-correlation between fore-
ground and background (lensed) galaxies. The II correlation
adds positively to the total measured shear signal while the
GI term subtracts from it.
The II correlation has been detected for low redshift
LRGs (Brown et al. 2002; Heymans et al. 2004; Okumura,
Jing & Li 2009) and a consistent but null detection was
made by Mandelbaum et al. (2006). The GI correlation is
somewhat easier to measure since the random ellipticity only
appears once in the calculation and has been detected for
LRGs at low redshift (z < 0.5)(Mandelbaum et al. 2006; Hi-
rata et al. 2007; Okumura & Jing 2009) and at intermediate
redshift z ∼ 0.5 (Joachimi et al. 2011). For blue galaxies,
Mandelbaum et al. (2011) do not detect significant II or GI
at intermediate redshift z ∼ 0.6.
There are a number of approaches to mitigating the ef-
fects of IAs. The II contribution can be largely eliminated by
removing or down-weighting nearby galaxies in the analysis
(Heymans & Heavens 2003; King & Schneider 2001, 2003;
Takada & White 2004). The GI contribution is not local-
ized in redshift and is as such more difficult to remove. A
more sophisticated approach has been developed (King 2005;
Joachimi & Schneider 2008; Joachimi & Schneider 2009)
whereby the GI and II signal can be “nulled”: by exploiting
the different characteristic redshift dependence of the GG,
II and GI power spectra it is possible to project the signal
into a number of template functions and isolate the GG, II
and GI contributions, at the cost of some signal-to-noise.
Alternatively, a model can be assumed for all IA contri-
butions and they can be included in the analysis. Since the
IA terms inevitably contain cosmological dependence, the
choice of IA model will impact the cosmological parameter
inference and poor modelling of IAs could lead to biased cos-
mological parameter estimation (Kirk et al. 2012). Modelling
and simulating IAs is a formidable theoretical challenge and
we may not be fortunate enough to have an IA model that
we have sufficient confidence in to rely on modelling alone.
In this situation we can construct a flexible IA model con-
taining a number of free nuisance parameters which can be
simultaneously estimated along with the cosmological pa-
rameters, and then marginalized over, in the hope of elimi-
nating the sensitivity to the fiducial IA model at the cost of
some signal-to-noise. This approach has been applied at the
Fisher matrix level (Bridle & King 2007; Bernstein 2009;
Joachimi & Schneider 2009; Kirk et al. 2012) and applied
to data by Kirk, Bridle & Schneider (2010). We adopt this
approach here.
The II and GI intrinsic alignment tomographic power
spectra take the form:
Cγ
IγI
`,ij =
∫
dχ
χm(χ)2
ni(χ)nj(χ)PγIγI(k;χ)
CGγ
I
`,ij =
∫
dχ
χm(χ)2
wi(χ)nj(χ)PδγI(k;χ) (28)
where PγIγI is the power spectrum of the intrinsic alignment
contribution to the ellipticities, PδγI is the cross-power be-
tween the intrinsic ellipticity and the matter density field
and again it is understood that k = `/χm(χ). These are the
central predictions of any intrinsic alignment model. We take
as our fiducial IA model the linear alignment (LA) model of
Hirata & Seljak (2004), with II and GI power spectra:
PγIγI(k;χ) = (−C1ρ0)2P linδδ (k;χ = 0),
PδγI(k;χ) = −C1ρ0
√
P linδδ (k;χ = 0)Pδδ(k;χ), (29)
where ρ0 is the matter density today, C1 is the amplitude
of the IA signal and D(z) is the growth factor. We take
as our fiducial value for the IA normalization C1 = 5 ×
1014(h2MMpc−3)−1 following Bridle & King (2007).
To parameterize our ignorance about the IA model, we
introduce flexibility via a grid of nuisance parameters:
b(k, z) = A Q(k, z) (30)
where A is some amplitude and Q(k, z) is a spline interpo-
lation function over a grid of nk×nz nodes (logarithmically
spaced in k and z), each of which is allowed to vary inde-
pendently about a fiducial value of 1. For more details of
this nuisance parameter set-up see Kirk et al. (2012) and
Joachimi & Schneider (2009). The flexible intrinsic align-
ment II and GI power spectra then read
Cγ
IγI
`,ij =
∫
dχ
χm(χ)2
ni(χ)nj(χ)b
2
γI(k, z)P
lin
δδ (k; 0),
CGγ
I
`,ij =
∫
dχ
χm(χ)2
wi(χ)nj(χ)rγI(k, z)bγI(k, z)
×
√
P linδδ (k;χ = 0)
√
Pδδ(k;χ), (31)
where bγI(k, z) and rγI(k, z) take the form of (30).
6.2 Intrinsic size-magnitude-density correlations
(ISCs)
In the case of size and magnitude information, we may ex-
pect the average size and/or magnitude of galaxies to de-
pend on local density. These correlations of sizes and/or
magnitudes with local density will give rise to an equiv-
alent II and GI term in the estimated convergence power
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spectrum, where the II arises from the correlation of sizes
and magnitudes of nearby sources due to their shared local
environment, and the GI arises from the correlation of the
sizes/magnitudes of foreground (lensing) galaxies with back-
ground (lensed) galaxies in a similar fashion to the GI term
in the intrinsic alignment case. As with IAs, the intrinsic
size/magnitude density correlations (ISCs) can be modelled
as an additional contribution to the convergence estimator,
i.e., κˆ = κG+κI+κs, where κ
G is the gravitation lensing con-
vergence, κI is the systematic contribution due to ISCs and
κs is the random component drawn from the global distri-
bution of κˆ. For a joint magnification-cosmic shear analysis,
we must also consider the cross correlation of the shear and
convergence estimators. With both intrinsic alignments and
intrinsic size/magnitude correlations, there will be a cross-
correlation between the intrinsic alignment contribution to
the shear and the size/magnitude-density contribution to
the convergence estimator. The tomographic power spectra
for the additional intrinsic terms due to size/magnitude den-
sity correlations will take the form (similar to IAs)
Cκ
IκI
`,ij =
∫
dχ
χm(χ)2
ni(χ)nj(χ)PκIκI(k;χ),
CGκ
I
`,ij =
∫
dχ
χ2m(χ)
wi(χ)nj(χ)PδκI(k;χ),
Cκ
IγI
`,ij =
∫
dχ
χ2m(χ)
ni(χ)nj(χ)PκIγI(k;χ), (32)
where again the quantities PκI(k;χ), PδκI(k;χ) and
PκIγI(k;χ) could be predicted by some model for intrinsic
size/magnitude-density correlations.
It is currently unclear if or to what extent these ef-
fects will impact cosmic magnification studies. For late-type
galaxies at low redshift, a number of studies suggest that
the mean size at fixed stellar mass is ∼ 10% higher in the
field compared to cluster environments (Maltby et al. 2010;
Fernandez Lorenzo et al. 2013; Cebria´n & Trujillo 2014).
It is not clear whether this will persist at higher redshifts,
and Lani et al. (2013) find no evidence for environmental
dependence of average size at fixed stellar mass for late-
type galaxies at redshift z ∼ 1. There is some indication
from N-body simulations that the dependence of size on en-
vironment may vary with redshift, changing sign for higher
redshift galaxies (Maulbetsch et al. 2007). As for the depen-
dence of the luminosity-function on local density for late-
type galaxies, there are some reports of a brightening of M∗
by ∼ 0.5mag from low- to high-density environments (with
the other luminosity-function parameters being largely in-
dependent of density) (Mo et al. 2004; Zucca et al. 2009;
Croton et al. 2005), whilst others (e.g., Tempel et al. 2011)
find that the luminosity function for late-type galaxies is
independent of environment.
For early-type galaxies at low redshift (z < 0.5), Maltby
et al. (2010) and Huertas-Company et al. (2012) find no ev-
idence for environmental dependence of size at fixed stellar
mass for early-type galaxies, whilst Poggianti et al. (2012)
find that ellipticals are more compact in denser environ-
ments. At higher redshift (0.5 < z < 2), some studies
(Cooper et al. 2012; Papovich et al. 2012; Lani et al. 2013;
Delaye et al. 2014) find that ellipticals are larger in groups or
clusters than in the field, whilst others (Huertas-Company
et al. 2012; Raichoor et al. 2011) find no dependence on size
with local density. A number of studies suggest that early-
type galaxies are brighter in denser environments (Mo et al.
2004; Zucca et al. 2009; Croton et al. 2005), again with M∗
brightening by ∼ 0.5mag from the least dense to the most
dense environments.
From this somewhat confused picture, it is difficult
to build an empirically-motivated model of size-density or
magnitude-density correlations or even determine whether
they might introduce a non-negligible systematic effect.
Nonetheless, we would like to explore to what extent the
presence of ISCs (complete with nuisance parameters, as
for IAs) may degrade the potential statistical gains from
combining magnification with cosmic shear. To this end, we
construct a crude model for intrinsic size correlations and
suggest an order-of-magnitude upper bound on the ampli-
tude from the current literature. We assume that the mean
size of galaxies varies proportionately to local linear matter
over-density, and assume an overall variation in the mean
of ∼ 10% from the densest to the least dense environments
(over a range of −1 to +1 in the linear density contrast)
to fix the amplitude. Since we will introduce flexibility into
the model and marginalize over a large number of nuisance
parameters, we argue that the forecast gains should be rel-
atively insensitive to the fiducial model (notwithstanding
the amplitude of the intrinsic signal). However, we stress
that this model is not firmly founded in theory or obser-
vation, and flag the development of better observations of
size-density and magnitude-density correlations in a lens-
ing context as well as better modelling as important future
work.
Under these assumptions (and combined with the LA
model for IAs), the required intrinsic contributions to the
power spectra are:
PκIκI(k;χ) = β
2P linδδ (k;χ),
PδκI(k;χ) = β
√
Pδδ(k;χ)P linδδ (k;χ),
PκIγI(k;χ) = β(−CIρ0)
√
P linδδ (k;χ)P
lin
δδ (k;χ = 0). (33)
For the fiducial value of the ISC amplitude we take β = 0.05.
As for IAs, we introduce nuisance parameter grids of the
form (30) into the new intrinsic contributions to the angular
power spectra. In summary, the full set of contributions to
the estimated shear and convergence power spectra are given
by:
Cˆκκ`,ij = C
GG
`,ij + C
GκI
`,ij + C
GκI
`,ji + C
κIκI
`,ij + δijσ
2
κ/n¯i,
Cˆγ1γ1`,ij = Cˆ
γ2γ2
`,ij = C
GG
`,ij + C
GγI
`,ij + C
GγI
`,ji + C
γIγI
`,ij + δijσ
2
γ/n¯i,
Cˆγ2γ1`,ij = C
GG
`,ij + C
GγI
`,ij + C
GγI
`,ji + C
γIγI
`,ij ,
Cˆγ1κ`,ij = Cˆ
γ2κ
`,ij = C
GG
`,ij + C
GκI
`,ij + C
GγI
`,ji + C
γIκI
`,ij , (34)
where the intrinsic contributions to the angular power spec-
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tra (including nuisance parameter grids) are
Cγ
IγI
`,ij =
∫
dχ
χm(χ)2
ni(χ)nj(χ)b
2
γI(k, z)PγIγI(k;χ)
CGγ
I
`,ij =
∫
dχ
χm(χ)2
wi(χ)nj(χ)rγI(k, z)bγI(k, z)PδγI(k;χ)
Cκ
IκI
`,ij =
∫
dχ
χm(χ)2
ni(χ)nj(χ)b
2
κI(k, z)PκIκI(k;χ)
CGκ
I
`,ij =
∫
dχ
χm(χ)2
wi(χ)nj(χ)rκI(k, z)bκI(k, z)PδκI(k;χ)
Cγ
IκI
`,ij =
∫
dχ
χm(χ)2
wi(χ)nj(χ)rγIκI(k, z)bκI(k, z)bγI(k, z)
× PκIγI(k;χ).
(35)
6.3 Fisher matrix for joint cosmic
shear-magnification analysis including
physical systematics
In HAJ13 we derived the Fisher matrix for both a shear
only and joint shear-magnification analysis for the pur-
pose of comparison. Here we extend this result to in-
clude IAs and ISCs. Following HAJ13 we take our data
vectors to contain entries for the estimated harmonic ex-
pansion coefficients of the shear and convergence fields
(in each tomographic bin) and their complex conjugates,
i.e., d(κ,γ) = (z(κ,γ), z(κ,γ)∗)T for the combined shear-
convergence data and d(γ) = (z(γ), z(γ)∗)T for the shear only
case, where z(κ,γ) = (. . . κˆ`m(i), γˆ1, `m(i), γˆ2, `m(i) . . . )
T and
z(γ) = (. . . γˆ1, `m(i), γˆ2, `m(i) . . . )
T contain the full set of rel-
evant harmonic coefficients. The full covariance matrix Γ of
the data is defined as:
Γ = 〈dd†〉 =
( 〈zz†〉 〈zz〉
〈zz〉∗ 〈zz†〉∗
)
=
(
C 0
0 C
)
, (36)
where in the second line we have used the fact that 〈zz〉 = 0
and C = 〈zz†〉 ∈ R. Since different ` and m modes are un-
correlated for an all-sky survey, C will be block diagonal
with each (`,m)-mode contributing one diagonal block (and
each m-block is identical for fixed `). Following HAJ13 again
and appealing to equation (35), we obtain the contribution
to C from a single (`,m)-mode for the shear-only data vector
including IAs:
C
(γ)
` = P
γγ
` ⊗Xγγ + N¯−1 ⊗Nσ, (37)
where
N¯ = diag(n¯1, n¯2 . . . ),
Pγγ`,ij = C
GG
`,ij + C
GγI
`,ij + C
GγI
`,ji + C
γIγI
`,ij ,
Nσ = diag
(
σ2γ , σ
2
γ
)
,
Xγγ =
(
1 1
1 1
)
, (38)
and ⊗ is the tensor product. For the magnification-shear
data vector, this is extended to:
C
(κγ)
` = P
γγ
` ⊗Xγγ + Pκγ` ⊗Xκγ+Pγκ` ⊗Xγκ + Pκκ` ⊗Xκκ
+ N¯−1 ⊗Nσ, (39)
where
N¯ = diag(n¯1, n¯2 . . . ),
Pγγ`,ij = C
GG
`,ij + C
GγI
`,ij + C
GγI
`,ji + C
γIγI
`,ij ,
Pκγ`,ij = C
GG
`,ji + C
GκI
`,ji + C
GγI
`,ij + C
γIκI
`,ji
Pγκ`,ij = C
GG
`,ij + C
GκI
`,ij + C
GγI
`,ji + C
γIκI
`,ij
Pκκ`,ij = C
GG
`,ij + C
GκI
`,ij + C
GκI
`,ji + C
κIκI
`,ij
Nσ = diag
(
σ2κ, σ
2
γ , σ
2
γ
)
,
Xγγ =
 0 0 00 1 1
0 1 1
 , Xκγ =
 0 1 10 0 0
0 0 0
 ,
Xγκ =
 0 0 01 0 0
1 0 0
 , Xκκ =
 1 0 00 0 0
0 0 0
 . (40)
Recall the Fisher matrix is the expectation of the second
derivative of the negative log-likelihood with respect to the
model parameters. Here we assume the data vector to be
Gaussian distributed with fixed means, so the Fisher matrix
can be straightforwardly computed from the covariance ma-
trix and its derivatives (Tegmark, Taylor & Heavens 1997):
Fαβ =
1
2
Trace
[
Γ−1Γ, αΓ
−1Γ, β
]
,
= Trace
[
C−1C, αC
−1C, β
]
. (41)
Exploiting the block-diagonal property of C, the Fisher
matrix can be written as a sum over modes:
Fαβ = fsky
`max∑
`min
(
`+
1
2
)[
C−1` C`, αC
−1
` C`, β
]
, (42)
where we have also included a factor fsky to approximately
account for incomplete sky coverage.
6.4 Fisher matrix forecasts
We consider a 15,000 square degree survey similar to that
proposed for the ESA Euclid mission. We assume a red-
shift distribution n(z) ∝ z2exp[−(1.41z/zm)1.5], with a
median redshift zm = 0.9 and a mean number density
n¯ = 30 per square arcminute. We take Gaussian photo-
metric redshift uncertainties, with redshift-dependent dis-
persion σz = 0.05(1 + z). We use CAMB to compute the
matter power spectrum, and vary the following cosmolog-
ical parameters: Ωb,Ωc,ΩΛ, h, w0, wa, ns, 10
9A, being, re-
spectively, the density parameters in baryons, Cold Dark
Matter and Dark Energy, the Hubble parameter in units of
100kms−1Mpc−1, the Dark Energy equation of state param-
eters (p/ρ = w0 + wa(1 − a), where a is the scale factor),
the scalar spectral index, and the amplitude of fluctuations.
We assume a dispersion in κ estimation of σκ = 0.8; this
is the weighted average of the Fisher forecast σκ from the
fitted size-magnitude distributions (with smooth selection
function) and redshift bins described in §4-5, for both early-
and late-types. For ellipticity we take σe = 0.38 for the in-
trinsic (complex) ellipticity dispersion (estimated from the
data). We consider a tomographic set-up with 10 bins be-
tween redshifts 0 and 2, with equal numbers per bin, and
`-modes upto ` = 3000.
To explore the impact of systematics (IAs and ISCs) we
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Table 4. Dark Energy Figure of Merit (FoM) values computed
from the Fisher Matrices for various scenarios regarding system-
atics.
Scenario: No Systematics IA IA and ISC
shear 199 46 –
magnification 86 – –
shear+magnification 224 114 76
consider three scenarios: (1) no systematics in either shear
or magnification, (2) marginalizing over nuisance parameters
for IAs only, assuming no systematics for the magnification
signal, and (3) marginalizing over both IA and ISC nuisance
parameters. When marginalizing over nuisance parameters
we consider 5× 5 grids in (k, z) plus amplitude parameters,
as described in §6.1-6.2, with broad (uninformative) Gaus-
sian priors on all nuisance parameters. This accounts for the
substantial uncertainty in our current knowledge of IAs and
ISCs. Future observations may place priors on these nuisance
parameters. To estimate the relative statistical power in each
case we compare the Figure-of-Merit (FoM) for Dark Energy,
defined to be the inverse of the (area/pi) of the 1σ contours
of the expected likelihood in the w0, wa plane, marginalised
over all other parameters. The results are summarized in
Table 4.
In scenario (1) (no systematics) we find that magnifi-
cation should have roughly 50% of the signal-to-noise com-
pared to shear (computed as the ratio of the square root of
the FoM) and the FoM for a combined shear-magnification
analysis is 13% larger compared to shear only. Shear is evi-
dently statistically dominant due to the relatively large dis-
persion on κ estimation, σκ = 0.8 compared to σe = 0.38
for (complex) shear.
In scenario (2), marginalizing over IA nuisance param-
eters, the anticipated improvement in considerably larger.
For shear only, marginalizing over the 52 nuisance param-
eters (two 5 × 5 grids plus two amplitude parameters) de-
grades the FoM by a factor of ∼ 4 (i.e., the forecast error
bars on cosmological parameters are increased by a factor
∼ 2). For shear+magnification, marginalizing over IAs de-
grades the FoM by a more modest factor of 2; in this set-up,
magnification both adds additional information and helps
to calibrate the IAs, reducing the impact of nuisance pa-
rameter marginalization. With no systematics on magnifi-
cation but accounting for IAs, we find that magnification
could out-perform shear and adding magnification informa-
tion to shear improves the FoM by a factor of 2.5. This is the
best-case-scenario for magnification. Note that this result is
strongly dependent on the number of nuisance parameters
marginalized over; for two 2 × 2 grids plus amplitudes (10
nuisance parameters) the gain from adding magnification to
shear+IAs is reduced to a more modest 30%.
In scenario (3) we marginalize over nuisance parame-
ters for both IAs and ISCs. The addition of magnification
information (without systematics) to shear+IAs improves
the FoM by a factor of 2.5. Whilst adding in ISCs degrades
this gain, a substantial fraction of the gain is preserved, due
in part to the presence of different systematics on shear and
magnification helping to calibrate each other and hence re-
ducing the impact of nuisance parameter marginalization.
The FoM for magnification+shear+ISC+IA is enhanced by
roughly 65% compared to shear+IA. It is important to point
out this improvement is strongly dependent on the ampli-
tude of the ISC terms. Reducing the amplitude of the ISC by
a factor of 10 attenuates the gain to ∼ 25%. This is due to
the competition between nuisance parameter marginaliza-
tion degrading the FoM and cosmological dependence of the
intrinsic terms adding extra signal; as the amplitude of the
intrinsic terms is reduced, the effect of nuisance parameter
marginalization becomes relatively more dominant. Reduc-
ing the amplitude beyond a factor of 10 does not degrade
the gain further, so we anticipate between 25% and 65%
improvement in the FoM from adding magnification when
accounting for both IAs and ISCs, for the set-up with 5× 5
nuisance parameter grids in scale and redshift plus ampli-
tude parameters. These results are shown in Fig. 5.
Whilst the realistic scenario of a shear+magnification
analysis including both IAs and ISCs still performs worse
than a naive shear-only analysis which ignores IAs, it
still significantly out-performs shear+IA by a factor of
upto 1.65. Like in a shear-only analysis, there is great
potential for further ‘self-calibration’ of systematics in a
shear+magnification analysis by using the large-scale struc-
ture (LSS) information that comes for free in any weak
lensing survey. For cosmic shear, the self-calibration from
combining shear with LSS could potentially restore all of
the information lost by marginalizing over IAs (Joachimi
& Schneider 2009). The impact of the same process on a
shear+magnification analysis would be an interesting study.
When marginalising over IAs and ISCs we used 5 × 5
grids in scale and redshift giving the models a significant de-
gree of flexibility; the amount of freedom given to the models
for IAs and ISCs deserves some discussion. Great care must
be taken to ensure that the models for IAs and ISCs have
sufficient flexibility so that we do not gain cosmological in-
formation from the IA and ISC power spectra, since we do
not have robust physically motivated models that we can
rely on for cosmological inference. With the amplitude of
the ISC power spectrum taken here (see §6.2), we find that
reducing the number of nuisance parameters below 5 × 5
grids in scale and redshift moves us quickly into the regime
where we are gaining information from the systematic con-
tributions to the power spectra (i.e. the inclusion of ISCs
could increase the FoM). This is not realistic based on our
current ignorance of the IA, and particularly the ISC, signal.
To avoid unrealistically precise constraints we must employ
the flexible nuisance parameter grids used in this work. Cur-
rent detections of IAs for early-type galaxies have at least
∼ 10% uncertainties (Singh, Mandelbaum & More 2014),
and IA measurements for the statistically more dominant
late-types, whilst consistent with zero, come with consider-
able uncertainty (see e.g. Hirata et al. (2007); Mandelbaum
et al. (2011)). Dedicated IA measurements have also only
been made at low redshift; assuming that these observations
can be extrapolated to high redshift is not justified, motivat-
ing multiple nuisance parameters in redshift. Furthermore,
even with the relatively large uncertainties in current IA
measurements, its clear that the Linear Alignment model
(used in this work) (Hirata & Seljak 2004) and Non-Linear
Alignment model (Bridle & King 2007) fail on small scales
(Schneider & Bridle 2010; Singh, Mandelbaum & More 2014;
Sifo´n et al. 2015), motivating multiple nuisance parame-
ters to give the models flexible scale-dependence. There is
also evidence for luminosity dependence in current intrin-
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Figure 5. Fisher forecast 1σ error ellipses on the Dark Energy
parameters, marginalized over all other parameters, for various
scenarios regarding systematics: shear with IAs (red), combining
magnification without systematics and shear with IAs (blue), and
combining magnification with ISCs and shear with IAs (green).
In all cases systematics are parameterized with 5×5 grids in scale
and redshift plus amplitude nuisance parameters; this amounts to
52 nuisance parameters for IAs, and 104 nuisance parameters for
IA and ISC together.
sic alignment measurements (Hirata et al. 2007; Joachimi
et al. 2011; Singh, Mandelbaum & More 2014), which is not
accounted for in our baseline model, motivating further flex-
ibility. Even less is known about ISCs than IAs, so a flexible
nuisance parameter grid is clearly required for ISCs. This
motivates the 5 × 5 nuisance parameter grids in scale and
redshift used in this work.
7 CONCLUSIONS
We have derived the posterior distribution for the conver-
gence field from a measured galaxy size, magnitude and
redshift. In general, we showed that this requires detailed
knowledge of both the intrinsic size-magnitude distribution
as a function of redshift and the selection function in the
size-magnitude plane. The width of this posterior distribu-
tion (i.e. how well we can recover κ from sizes and magni-
tudes) depends critically on the shape of the size-magnitude
distribution. For comparison with the Bayesian approach,
we developed a simple unbiased estimator for convergence by
taking an optimally weighted linear combination of (mean
subtracted) size and magnitude, where optimal weights can
be calibrated directly from data.
By building a simple model for the size-magnitude dis-
tribution and fitting this model to the CFHTLenS galaxy
sample, we find that the convergence field should be re-
coverable with a typical dispersion of ∼ 0.8 (for a single
source). Compared to the two-component shear, which can
be estimated with a typical dispersion of ∼ 0.38 (due to
the intrinsic scatter in galaxy ellipticities), it is clear that
shear will be statistically more powerful than magnification.
Indeed, we find that in the absence of systematics (IAs or
ISCs) magnification should have ∼ 50% of the signal-to-
noise compared to cosmic shear, and combining shear and
magnification improves the Dark Energy Figure-of-Merit by
∼ 13% over shear-only (at the Fisher matrix level).
It’s possible that magnification using sizes and magni-
tudes will be subject to physical systematic effects - size-
density and/or magnitude-density correlations (ISCs) - not
dissimilar to intrinsic alignments (IAs) in the case of cos-
mic shear. However, it’s not yet clear whether or to what
extent such effects will be a limitation for cosmic magnifi-
cation. To study the possible impact of systematics on the
relative statistical power of shear versus magnification, we
proposed a crude model for ISCs and take the linear align-
ment model for IAs, both parameterized with grids of free
nuisance parameters. In the case where IAs are present but
ISCs are not, we find that magnification has larger signal-to-
noise compared to shear, and combining magnification with
shear could improve the FoM by up to a factor of 2.5. In
the scenario where we marginalize over nuisance parameters
for both IAs and ISCs, combining magnification and shear
information still has the potential to give substantial im-
provements in the FoM over shear only and we anticipate a
gain of between 25% and 65% depending on the amplitude
of the ISC power spectrum.
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