Abstract. B. Friedman found in his 1946 paper that the set of analytic univalent functions on the unit disk in the complex plane with integral Taylor coefficients consists of nine functions. In the present paper, we prove that the similar set obtained by replacing "integral" by "half-integral" consists of another twelve functions in addition to the nine. We also observe geometric properties of the twelve functions.
Introduction
Let A denote the set of analytic functions f on the unit disk D = {z ∈ C : |z| < 1} normalized so that f (0) = 0, f ′ (0) = 1. The set S of univalent functions in A has been a central object to study in Geometric Function Theory since Bieberbach [3] gave the conjecture that |a n | ≤ n for n = 2, 3, . . . for a function f (z) = z + a 2 z 2 + a 3 z 3 + . . . in S and that equality holds precisely when f is the Koebe function
or its rotation e −iθ K(e iθ z). The Bieberbach conjecture had been a driving force to develop Geometric Function Theory for a long time and was finally solved in the affirmative by de Branges in 1985. We state it for later reference.
Theorem A (de Branges). Let f (z) = z + a 2 z 2 + a 3 z 3 + · · · be a function in S. Then |a n | ≤ n for each n ≥ 2. If equality holds for some n ≥ 2, then f is a rotation of the Koebe function.
We remark that the assertion was verified earlier for first several n's. See, for example, [5] for a history and a proof of the Bieberbach conjecture. Meanwhile, Friedman [4] proved the following interesting theorem. In particular, if a n are all integers, then b n are integers, too. On the other hand, Gronwall's area theorem (see [12] ) asserts that (1.1)
Therefore, b n = 0 for n > 1 and b 1 ∈ {−1, 0, 1} whenever b n are all integers. In this way, we can conclude that z/f (z) is a polynomial of degree at most 2. This idea can be used for a more general situation. For extensions of Theorem B to integers in an imaginary quadratic number field, see Shah [15] , Townes [16] , Linis [9] , Bernardi [2] and Royster [13] . Moreover, Jenkins [6] determined all those functions f ∈ S for which the coefficients of 1/f (1/ζ) are either rational half-integers or half-integers in an imaginary quadratic number field. Here and hereafter, a half-integer will mean the half of an integer. Note therefore that an integer is a half-integer in our context. It may be a natural question to ask what we can say if we replace "integers" by "halfintegers" in the assumption of Theorem B. In this case, however, we would only deduce that 2 n+1 b n is an integer for each n ≥ 1 merely from the above observation. Indeed, when f (z) = z − z 2 /2 (see §3.1), we have b n = 2 −n−1 for n ≥ 0. Nevertheless, we have a finiteness result even in a more general situation. For a subset E of C, let A(E) denote the set of functions f (z) = z + a 2 z 2 + a 3 z 3 + · · · in A such that a n ∈ E for all n ≥ 2. Set S(E) = S ∩ A(E). Denote by D(a, r) the disk |z − a| < r in the complex plane C. If E ∩ D(a, r 0 ) = {a} for every a ∈ E and for some constant r 0 > 0 which is independent of the point a, then we will say that E is uniformly discrete (with bound r 0 ). Theorem 1.1. Suppose that E ⊂ C is uniformly discrete. Then S(E) consists of finitely many functions.
For instance, S(
1 N Z) is a finite set for every natural number N, where
Note also that the ring O of integers in an imaginary quadratic number field is uniformly discrete. Therefore, we obtain finiteness also for the case E = 1 c O for a non-zero element c in O. In these cases, we can say more. Indeed, the following remarkable result is a special case of Salem's theorem [14, Theorem II] .
Theorem C (Salem). Let O be either the ring of rational integers or the ring of integers in an imaginary quadratic number field and let c be a non-zero element in O. Then each function in S(
Hence, it is, in principle, only a matter of complexity to determine S( 1 c O). We may manage to do that for S( Suppose that all the coefficients a n of a function f in S are half-integers. Then f is either one of the nine functions in Theorem B or else one of the following twelve functions:
.
Obradović and Ponnusamy [11] pointed out that the nine functions in Friedman's theorem are all starlike and belong to the class U of functions f ∈ A satisfying the inequality |z 2 f ′ (z)/f (z) 2 − 1| < 1 on |z| < 1. We cannot, however, say the same for the additional twelve functions in Theorem 1.2. Indeed, the function f (z) = z(2 + z + z 2 )/2(1 + z + z 2 ) is not even close-to-convex as we will see in §3.6.
Hence, this function does not belong to U. Note here that, throughout the present paper, the fraction a/b · c will mean a/(bc) to reduce the use of parentheses.
We briefly describe the organization of the present paper. In Section 2, we prepare necessary tools for the proof of main results as well as a proof of Theorem 1.1. In Section 3, we observe geometric properties of the twelve functions in Theorem 1.2 as part of a proof of it. Section 4 is devoted to the proof of Theorem 1.2. We also provide a collection of formulae which are useful in the proof.
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Necessary conditions for univalence
For a function f (z) = z + a 2 z 2 + a 3 z 3 + · · · in A, we expand 1/f in the Laurent series
b n z n on 0 < |z| < δ for sufficiently small δ > 0. We denote by T the set of functions f ∈ A for which the inequality (1.1) holds. Gronwall's area theorem means that S ⊂ T . We set
Following the idea of Friedman [4] , we now show the uniqueness lemma.
Lemma 2.1. Let E be a uniformly discrete subset of C with bound r 0 and let
Suppose that a n = A n for n = 2, . . . , N and that
Then f = g.
Proof.
We prove that a n = A n for all n by induction. Assume that a n = A n for n = 1, 2, . . . , m with m ≥ N. By assumption, we have
, which leads to the expansion
By noting that g ∈ T , we apply (1.1) and (2.1) to obtain
Hence, |b m−1 + c| < r 0 /2. Similarly, the assumption that f ∈ T leads to the inequality |b m−1 | < r 0 /2. The triangle inequality now yields |a m+1 − A m+1 | = |c| < r 0 . Since E is uniformly discrete with bound r 0 , we obtain a m+1 = A m+1 . By induction, we conclude that a n = A n for all n; namely, f = g.
Proof of Theorem 1.1.
We are now ready to prove Theorem 1.1. Suppose that E is uniformly discrete with bound r 0 and let N be a natural number so large that 1 < (N − 1)r 2 0 /4. We note that the condition (2.1) is fulfilled whatever b n 's are. Since |a n | ≤ n holds for all n by the de Branges theorem for f (z) = z + a 2 z 2 + · · · in S, we have only finitely many choices of a 2 , a 3 , . . . , a N as the coefficients of functions in S(E). Once a 2 , a 3 , . . . , a N are specified, by Lemma 2.1, there is at most one candidate for such a function f ∈ S(E). The proof is now complete.
Z, we can take 1/2 as the bound r 0 . Therefore, the above proof tells us that it is enough to examine all possible values of a 2 , . . . , a 17 . By virtue of the de Branges theorem, except for rotations of the Koebe function, possible values of a n are 0, ±1/2, ±1, . . . , ±(2n − 1)/2. Therefore, without any additional constraint, the number of these possibilities would be 7 · 11 · · · (4 · 17 − 1) ≈ 8.14 × 10 23 . To exclude non-univalent cases, we need more effective criteria for univalence.
For a function f ∈ A, we expand the analytic function log(f (z) − f (w))/(z − w) in the polydisk |z| < r, |w| < r for small enough r > 0 in the form
The coefficients c j,k are called Grunsky coefficients of f. Grunsky's inequality was strengthened by Pommerenke [12] as follows: If f ∈ A is univalent on |z| < 1 then
for arbitrary n ≥ 1 and t 1 , . . . , t n ∈ C. This implies that the Hermitian matrix G f (n) = (γ (n) j,k ) of order n is positive semi-definite, where
mc m,j c m,k and δ j,k means Kronecker's delta. We will call G f (n) the Grunsky matrix of order n for f. We remark that G f (n) can be expressed in terms of a 2 , . . . , a 2n+1 (see Appendix).
Since the above inequalities imply |c j,k | ≤ 1/ √ jk ≤ 1, these are sufficient conditions for univalence, as well (see [12] ). We summarize these observations in the following form.
Lemma 2.2.
A function f ∈ A is univalent on D if and only if its Grunsky matrix G f (n) of order n is positive semi-definite for every n ≥ 1.
Prawitz's inequality, which is an extension of Gronwall's inequality, is also useful as a univalence criterion. See [10] for details.
It is elementary, but not easy by hand, to compute the Grunsky matrices for a given function. However, by using a suitable computer software, we can check positivity of G f (n) rigorously for a specific f and a small enough n. We collect useful formulae to compute these coefficients in Appendix.
Properties of the twelve functions
As part of the proof of Theorem 1.2, we check univalence of the twelve functions in this section. These functions may be in a special position within the class S. We will see geometric properties of these functions as well. Since each pair can be interchanged by a suitable rotation, it is enough to consider one function of each pair in Theorem 1.2.
We recall here special classes of univalent functions. See [12] as a fundamental reference. A function f ∈ A is called starlike if f maps D univalently onto a starlike domain with respect to the origin. It is well known that f ∈ A is starlike if and only if Re [zf
] > 0 on |z| < 1 for some θ ∈ R and a starlike function g ∈ S. Note that a starlike function is close-to-convex. The NoshiroWarschawski theorem implies that a close-to-convex function is univalent. Therefore, it is enough to show that f is close-to-convex in order to check univalence of f. A more intrinsic characterization of close-to-convex functions was given by Kaplan [7] . For a locally univalent function f ∈ A we define
so that F r is continuous on R and satisfies the relation F r (θ + 2π) = F r (θ) + 2π. Then such an f is close-to-convex if and only if
dθ > −π whenever 0 < r < 1 and θ 1 < θ 2 .
It is easy to check that |zf
It is well known that f 1 maps D univalently onto the inside of a cardioid.
as θ → 0. By continuity, we can see that Re p(z) < 0 for a point z ∈ D close to 1. This means that f is not starlike. On the other hand, by taking the Koebe function K(z), we have
which implies that f 2 is close-to-convex and, therefore, univalent.
. This is expanded in the form
as θ → 0, the function f 3 is not starlike. On the other hand, letting g 3 be the starlike function z/(1 − z 2 ), we have
which obviously has positive real part on D. Therefore, f 3 is close-to-convex.
. We can expand as follows:
If we take the starlike function
which has positive real part. Therefore, f 4 is close-to-convex. Since 4f 4 (z) + 1 = (1 + 4z + z 2 )/(1 − z 2 ), we observe that
Therefore, f 4 maps D onto the complex plane slit along the two half-lines −1/4 + iy, |y| ≥ √ 3/4. In particular, f 4 is not starlike.
This function can be expressed by
It is notable that the derivative has the simple form f
has real part at least 1/2. Therefore, f 5 is close-to-convex. It is easy to check that the boundary of the image f 5 (D) is the parabola x + 2y 2 + 3/8 = 0. In particular, f 5 is not starlike, but it is a concave function with opening angle 2π (see [1] for its definition).
. This function and its rotation have the most complicated behaviour among the twelve functions. First f 6 can be expanded in the following form:
We next observe that f 6 (e iθ ) = (2 − e iθ + e 2iθ )/2(2 cos θ − 1). In particular, 2 Im f 6 (e iθ ) = (sin 2θ − sin θ)/(2 cos θ − 1) = sin θ. The denominator vanishes precisely when θ ≡ ±π/3 (mod 2π). We now show that f 6 is injective on the unit circle ∂D except for e ±πi/3 . Assume that f 6 (e is ) = f 6 (e it ) = ∞ for distinct points e is and e it in ∂D. By the symmetry of f 6 in R, we may assume that 0 ≤ s ≤ π and 0 ≤ t < 2π. Then, by taking the imaginary part, we have sin s = sin t, which enforces t = π − s. Therefore, letting x = cos t = − cos s, we have
2 ) = 0. This implies x = 0, which contradicts distinctness of the two points. We have proved univalence of f 6 on the boundary of D except for e ±πi/3 . We now apply (a slightly modified version of) Darboux's theorem to ensure univalence of f 6 on D.
We next show that f 6 is not close-to-convex. Define F r (θ) by (3.1) for f = f 6 so that F r (0) = 0. Let F 1 (θ) be its limit as r → 1 − . Note that Re f 6 (e iθ ) → ±∞ as θ → π/3∓ whereas Im f 6 (e iθ ) → sin(π/3)/2 = √ 3/4 as θ → π/3. Therefore, F 1 (θ) has a jump of +2π at θ = π/3. By the symmetry in R, F 1 (θ) has a jump of +2π at 5π/3. Since d dθ f 6 (e iθ ) = ie iθ (2 − 4 cos θ + 3 cos 2θ − i sin 2θ)/2(2 cos θ − 1) 2 , we have
Here, q(θ) = arg (2 − 4 cos θ + 3 cos 2θ − i sin 2θ) is the continuous branch determined by q(0) = 0. We note that q(2π) = −4π. Observe that F 1 (0) = π/2, F 1 (π/3−) = 0, F 1 (π/3+) = 2π, F 1 (π) = 3π/2, F 1 (5π/3−) = π, F 1 (5π/3+) = 3π, and F 1 (2π) = 5π/2. We now see that 2 Im f 6 (e iθ ) = sin θ is increasing at θ = π/3, which implies that F 1 (π/3+δ) > 2π for small enough δ > 0. By the symmetry, we also have F 1 (5π/3−δ) < π for the same δ. Therefore, F 1 (5π/3 − δ) − F 1 (π/3 + δ) < −π, which violates condition (3.2). We have now proved that f 6 is not close-to-convex.
3.7. Some pictures. We present the images of D under these mappings, which are generated by Mathematica 8.0.
Z) and fix it throughout the present section. Then 2a n is an integer for each n. By taking the rotation −f (−z) if necessary, we can assume that a 2 ≥ 0. Then 0 ≤ a 2 ≤ 2, and a 2 = 2 only when f is the Koebe function by Theorem A. Therefore, it suffices to consider the cases a 2 = 0, 1/2, 1 and 3/2. We will always assume that f is not a rotation of the Koebe function in the following so that |a n | < n holds for every n ≥ 2 by Theorem A. As before, we write
For expressions of b n in terms of a n , see Appendix. By (5.1), if we specify a 2 , . . . , a N , then b 0 , . . . , b N −2 are determined the inequality
is obtained. The inequality of this type will appear frequently in the sequel without reference to the area theorem. We remark that if the right-hand side is less than 1/4, Lemma 2.1 guarantees that a function f ∈ S(
4.1. Case when a 2 = 3/2. We start with the case when a 2 = 3/2. Then we have |b 1 | = |a 3 − 9/4| ≤ 1, which is equivalent to 5/4 ≤ a 3 ≤ 13/4. Therefore, we have only the possibilities that a 3 = 3/2, 2, 5/2. We will show that a 3 must be 2 in this case.
Suppose that a Since |b 6 | ≤ 3643/4096 · 6 < 0.39, we have a 8 = 9/2. We can continue this process to obtain a n = (n + 1)/2 up to n = 17. Then Lemma 2.1 implies that f = f 5 in this case.
4.2.
Case when a 2 = 1. We recall that b 1 = −a 3 + 1 in this case. Since | − a 3 + 1| = |b 1 | ≤ 1, we have the possibilities a 3 = 0, 1/2, 1, 3/2, 2. When a 3 = 0, we have b 1 = 1, which forces b n to be 0 for all n > 1. Therefore, we have 1/f (z) = 1/z − 1 + z; namely, f (z) = z/(1 − z + z 2 ), which appears in Theorem B. First, we show that a 3 = 2. If a 3 = 2, we have b 1 = −1. In this case, we have similarly f (z) = z/(1−z −z 2 ) = z +z 2 +2z 3 +3z 4 +5z 5 +8z 6 +· · · . This function, however, is not in S because it violates the assertion of Theorem A. (Its coefficients are known as Fibonacci numbers.) The remaining three cases will be discussed in the following subsections. Z satisfies the condition |b 6 | ≤ 3/16 · 6 < 0.18, we see that a 7 = 3. We can similarly see that a 7 = 7/2. At any event, the assumption a 4 = 3/2 yields a contradiction. Thus we have seen that a 4 = 3/2.
Hence, we have shown that a 4 = 1. Therefore, Hence, we have shown that a 5 = 1. Then b 3 = 0 and b 4 = −a 6 + 1. Since |b 4 | ≤ 1/4 = 1/2, we have a 6 = 1/2, 1, 3/2. We will show that a 6 = 1 is the only possible case. Indeed, if a 6 = 1 ± 1/2 then b 4 = ∓1/2 and b n = 0 for n > 4. Therefore, 1/f (z) = 1/z − 1 ∓ z 4 /2 and thus
Z) (see a 11 for example). Therefore, a 6 = ±1/2. In this way, we obtain a 6 = 1. Then b 4 = 0 and b 5 = −a 7 + 1. Since |b 5 | ≤ 1/5 < 0.45, we have a 7 = 1. We can continue this process to obtain a n = 1 for n ≤ 17.
Here, we note that the function z/(1 − z) which appears in Theorem B satisfies that a n = 1 for 1 ≤ n ≤ 7. Lemma 2.1 now implies that such a function is unique. Hence, we have shown that f (z) = z/(1 − z) in this case. Z. Therefore, we have seen that this case does not occur. 
2,2 = −55/512 < 0, which is not allowed. Therefore, we must have a 6 = 0. Then b 4 = −1/32 and b 5 = −a 7 + 1/64. Since |b 5 | ≤ 57/64 · 5 < 0.43, we have a 7 = 0. We can continue this process to obtain a 8 = · · · = a 17 = 0. Note here that the function f 1 (z) = z + z 2 /2 satisfies the above conditions. We now apply Lemma 2.1 to conclude that f = f 1 in this case. 25 < 0, which is impossible. Therefore, both cases were discarded. In this way, we have confirmed that a 4 = 1 and thus a 4 = 1/2. Then b 2 = 3/8 and b 3 = −a 5 + 13/16. Since |b 3 | ≤ 5/32 · 3 < 0.23, we have a 5 = 1. We note that (2.1) is satisfied with N = 4 and that the univalent function f 4 has the same coefficients so far. We now apply Lemma 2.1 to conclude that f = f 4 in this case.
4.4.
Case when a 2 = 0. Finally, we treat the case when a 2 = 0. In this case, we have b 1 = −a 3 . Since |b 1 | ≤ 1, we have a 3 = 0, ±1/2, ±1. When a 3 = 1, then b n = 0 for n > 1 by the area theorem. Therefore, 1/f (z) = 1/z − z; namely, f (z) = z/(1 − z 2 ), which appears in Theorem B. When a 3 = −1, in the same way, we have f (z) = z/(1 + z 2 ). Therefore, we may restrict ourselves on the cases a 3 = −1/2, 0, 1/2. We shall consider each case in the following subsections. Since the two cases when a 3 = ±1/2 can be treated similarly, we consider these first. Z) with the above coefficients up to n = 10 at most one. We note here that the function f 3 (iz)/i has the above coefficients. Therefore, we conclude that f (z) = f 3 (iz)/i in this case. 2,2 = −1/32 < 0. When a 5 = 1/2, we have det G f (2) = −11/128 < 0. At any event, the case when a 4 = −1/2 is discarded. In the same way, we can show a 4 = 1/2.
We have thus only the possibility that a 4 = 0. In this case, as in §4.4.1, we conclude that f = f 3 .
4.4.3.
Case when a 3 = 0. In this case, we have b 1 = 0, b 2 = −a 4 , b 3 = −a 5 , b 4 = −a 6 . Since |b 2 | ≤ 1/2 < 0.71, we have a 4 = −1/2, 0, 1/2. We will show that a 4 = ±1/2.
To the contrary, we first suppose that a 4 = −1/2. Then b 2 = 1/2 and the condition |b 3 | ≤ 1/2 · 3 < 0.41 implies a 5 = 0. Similarly, we further obtain a 6 = 0 and b 5 = −a 7 + 1/4. Since |b 5 | ≤ 1/2 · 5 < 0.32, we have a 7 = 0, 1/2. If a 7 = 0, then γ 
