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3Nicolaus Copernicus Astronomical Center, Polish Academy of Sciences, Warsaw
4Faculty of Mathematics and Physics, Charles University, Prague
Abstract. The idea of using stellar photometry for atmospheric monitoring for optical experiments in high-
energy astrophysics is seemingly straightforward, but reaching high precision of the order of 0.01 in the de-
termination of the vertical aerosol optical depth (VAOD) has proven difficult. Wide-field photometry over a
large span of altitudes allows a fast determination of VAOD independently of the absolute calibration of the
system, while providing this calibration as a useful by-product. Using several years of data taken by the FRAM
(F/(Ph)otometric Robotic Atmospheric Monitor) telescope at the Pierre Auger Observatory in Argentina and
about a year of data taken by a similar instrument deployed at the planned future Southern site of the Cherenkov
Telescope Array in Chile, we have developed methods to improve the precision of this measurement technique
towards and possibly beyond the 0.01 mark. Detailed laboratory measurements of the response of the whole
system to both the spectrum and intensity of incoming light have proven indispensable in this analysis as the
usual assumption of linearity of the CCD detectors is not valid anymore for the conditions of the observations.
1 Introduction
In the previous AtmoHEAD conference, we have provided
a detailed description [1] of the method to measure the
vertical aerosol optical depth (VAOD) by comparing the
apparent brightness minst (in magnitudes) of a large amount
of stars observed on a series of images from a wide-field
telescope with the expected value mcat extracted from a
catalog. These images are usually taken to cover a wide
range of airmasses A in a vertical or slanted “scan”. The
overall atmospheric extinction is extracted from a fit of
the data with a model that includes both atmospheric and
instrumental effects and can be written, for each star, as:
minst = Mmcat + Zi + kiA + c1(B − V)(c2(B − V) + 1)+
R1r(R2r + 1) + kC A(B − V) + kA2A2
(1)
where B − V is the color index of the star, r its distance
from the center of the chip, M, c1, c2,R1,R2, kC , kA2 are
global parameters that depend on the experimental setup,
Zi is the calibration constant (zeropoint) for each scan and
ki is the extinction coefficient from which the VAOD can
be deduced after subtracting the effects of the molecular
atmosphere.
Currently, there are two such wide-field telescopes
(FRAMs – F/(Ph)otometric Robotic Atmospheric Moni-
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tors) in operation: at the Pierre Auger Observatory [3]
near Malargüe, Argentina and at the future planned South-
ern site of the Cherenkov Telescope Array (CTA) [4] near
Cerro Paranal, Chile (see [2] for details). As the atmo-
spheric conditions on these sites, as well as the hardware
setups, are quite different, comparing the results from the
two FRAMs brings valuable insights for the further devel-
opment of the method. The molecular contribution and the
kA2 parameter must be obtained from the spectral response
of the system which has been, for every combination of
hardware used at any site, measured in the optical labora-
tory in Olomouc (the kC parameter can be either calculated
or fitted from the data). Note that all of the measurements
presented here are taken in the photometric B filter at an ef-
fective wavelength for VAOD determination between 430
and 440 nm depending on the type of aerosols and the spe-
cific hardware setup.
2 Moon effect and CCD non-linearity
Since early 2016 the Auger FRAM has started taking data
also during the presence of the Moon on the sky and it
quickly became apparent that such data show a differ-
ent VAOD distribution from those taken during moonless
nights. This effect has been also confirmed by the CTA
FRAM (top row of Fig. 1). Moreover, a less prominent
effect of similar kind is seen when scans are taken by
the Auger FRAM in the direction of the nearby city of
Malargüe. This points to a (spurious) dependence of the
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Figure 1. The dependence of the measured VAOD on the Moon altitude above the horizon for the Auger (left) and CTA (right) FRAMs.
The top row shows the results before the non-linearity correction, the bottom row shows results with the non-linearity correction,
including the dependence of the bias signal on outside temperature.
results on the sky background – however attempts to in-
clude such an effect in the model have resulted in nei-
ther an improvement of the fit nor the disappearance of
the Moon effect.
It turns out that the likely culprit is the non-linearity of
small signals of the CCD cameras we use (Moravian In-
struments G4-16000). While this value is perfectly within
the expected performance standards of less than 1% of the
dynamical range (it is less than 0.5 % for any camera we
measured), this translates to up to 30 % of the signal itself
for small signals. A typical observer using such a cam-
era chooses the exposure so that the signal from the object
of interest falls somewhere in the middle of the dynamic
range, and thus experiences a non-linearity of less than
1 % of the signal, whereas in FRAM operation, where a
large number of stars need to be captured in a reasonable
time frame, the signal of many individual stars reaches
only a small fraction of the whole dynamical range, in par-
ticular at large airmasses where extinction is significant. In
this range, the behavior of the cameras was not previously
characterized in detail and our laboratory measurements
[5] have shown that it is complex and varies from camera
to camera.
We have thus applied the measured non-linearity cor-
rections (NLC) to all VAOD data. Because this correc-
tion is large and rapidly changes for very small signal val-
ues, care must be taken to properly subtract the bias sig-
nal from each frame, so that only actual light signal is
fed to the NLC. This bias signal depends on the temper-
ature of the readout electronics of the camera, which is
not actively controlled (unlike the CCD chip itself), but
is measured and reported for each image. Using thou-
sands of dark images for each camera, we have created
calibration functions which describe the bias signal rea-
sonably well; recently we have implemented the readout
of masked regions of the CCD chips of the cameras so that
we can measure the bias signal for each frame directly. Us-
ing the NLC without the temperature bias correction ren-
ders the resulting data unsuitable for VAOD analysis alto-
gether. For both Auger and CTA FRAMs the NLC (with
temperature bias correction) removes most of the Moon
effect (Fig. 1) even though the Moon-affected data show
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Figure 2. Comparison between Sun/Moon Photometer and CTA FRAM VAOD measurements within 15 minutes from each other.
Each point represents a FRAM measurement; several more Photometer measurements usually fall within 15 minutes and their values
are averaged. The top row shows the comparison and histogram of differences for original Photometer data, the bottom row shows the
effect of a fitted correction for Moon phase. The empty gray circles in the upper left plot show the excluded FRAM outliers that are not
considered in the histogram or the Moon phase fit.
a slightly larger spread. Note that, somewhat counter-
intuitively, the NLC mostly changes the Moonless data, as
when Moon is present, the sky background shifts the pixel
levels into higher signal values where the non-linearity is
smaller.
The M parameter in the model should have in princi-
ple compensated for a small non-linearity. In reality, the
non-linearity at pixel level translates into a different ef-
fect for each individual star depending on the point spread
function (PSF) of the star which is influenced by focus,
position in field of view and any adjustment errors. Inter-
estingly, for CTA FRAM, the apparent non-linearity deter-
mined from the fit (M − 1) decreases from 2-6 % without
the NLC to <0.5 % with the NLC, while for the Auger
FRAM, it is only modestly affected – this again shows that
correcting for this effect at magnitude level is already too
late in the processing chain. It is also important to note
that the non-linearity has been discovered independently
(when searching for variable objects in the data archive)
and it cannot be easily inferred from the VAOD fits; the
NLC does not appreciably change the quality of the fit.
The RMS of the spread of individual stars around the fit-
ted model is typically around 0.1 mag (which is consistent
with the published accuracy of the Tycho2 catalog) and
thus an effect of the scale of approximately 0.02 mag may
not be apparent. Thus a naive determination of the VAOD
from the fit may lead to a wrong conclusion even though
no obvious discrepancy (besides the Moon effect) is ob-
served.
3 Precision of the measurements
The statistical error in the determination of the VAOD
from an individual scan is between 0.003 and 0.008 for
the Auger FRAM and between 0.002 and 0.004 for the
CTA FRAM which can, due to its larger field of view,
cover a larger span in airmass in a given time window.
The precision is thus largely determined by systematics.
3
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Several sources are easily quantified: the subtraction of
the molecular atmosphere (0.003, shall be improved using
the MODTRAN software and GDAS atmospheric profiles
[9]), the uncertainty in determining the system parameters
from the fit (0.003), the freedom of choice of the cutoffs
in brightness and airmass (0.005). Further sources are yet
to be quantified: the precision of the measurements of the
system spectral response, the quality of the bias correc-
tion, possible biases in the stellar catalog, the influence
of the automatic rejection of outlying stars, residual cloud
contamination, etc. The effect causing the systematic out-
liers shown in [2] also needs to be identified and either re-
moved or included in the systematics (unless it is physical,
which is unlikely, see next section). Any possible signifi-
cant improvement in the systematics will inevitably mean
that the statistical error becomes dominant – this is how-
ever to a large extent likely a feature of the Tycho2 catalog
and the attempts to use different catalogs have been met
with mixed results so far due to coverage inhomogenity
(APASS) or very different spectral bands (GAIA) and thus
this might be the ultimate limit of the method until a better
all-sky photometric catalog is available.
4 Sun/Moon photometer comparison
Comparison of the FRAM VAOD data with other instru-
ments, such as LIDARs, is notoriously difficult because
the FRAM measures the integral extinction all the way
through the atmosphere. However the Sun/Moon Pho-
tometer Cimel CE318-T, installed next to the CTA FRAM
in Chile as a part of the same site-chracterisation cam-
paign, does measure the same quantity using the Sun and
the Moon [10] and it is thus ideal for this comparison. Un-
fortunately, due to communication problems on the remote
location, the data from this instrument could be retrieved
only after a recent on-site visit and thus the data processing
presented here is extremely preliminary.
Fig. 2 shows the comparison between FRAM and Pho-
tometer measurements. The Photometer measures VAOD
in many narrow-band filters from which we have chosen
the 440 nm one which is very close (within 10 nm) to the
effective mean wavelength of all FRAM setups. The out-
liers in the FRAM data shown in [2] were removed for this
purpose. The mean value for VAODFRAM−VAODPhotometer
is 0.009 with 68 % of the data contained within ±0.02,
which is highly encouraging since the possible uncertainty
of the Moon measurements of the Photometer is quoted as
0.04 (in contrast to <0.01 for Sun measurements). Never-
theless, an obvious dependence on the Moon phase is vis-
ible in the data (across several lunar cycles), pointing to a
small deficiency in the Moon illumination model. We have
fitted two separate fourth-order polynomials to the differ-
ence between the FRAM and Photometer data for waxing
and gibbous Moon (as there is a large step in this difference
around full Moon). Applying this correction reduces scat-
ter of the data and 68 % of the differences is now contained
within ±0.016 (with the mean value being 0 by construc-
tion, see bottom row of Fig. 2).
The Sun/Moon Photometer was also taken for three
months in 2017 to Argentina, where it performed a ded-
icated measurement campaign next to the Auger FRAM.
Unfortunately, the weather in this period was less than op-
timal and the amount of useful data taken is small. The
data also show an apparent dependence on lunar phase,
but because for many phases only one data point was ob-
tained, it is not possible to do a similar fit. We cannot use
the correction obtained from the CTA FRAM as the Pho-
tometer is calibrated for each site individually using the
respective data.
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