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Abstract 
Stochastic simulation approaches perform 
probabilistic inference in Bayesian networks by 
estimating the probability of an event based on 
the frequency that that· event occurs in a set 
of simulation trials. This paper describes the 
evidence weighting mechanism, for augmenting 
the lo�ic sampling stochastic simulation algo­
rithm l5]. Evidence weighting modifies the logic 
sampling algorithm by weighting each simula­
tion trial by the likelihood of a network's evi­
dence given the sampled state node values for 
that trial. We also describe an enhancement 
to the basic algorithm which uses the eviden­
tial integration technique [2]. A comparison of 
the basic evidence weighting mechanism with 
the Markov blanket algorithm [8], the logic 
sampling algorithm, and the evidence integra­
tion algorithm is presented. The comparison 
is aided by analyzing the performance of the 
algorithms in a simple example network. 
1 Introduction 
One of the newer approaches for inference in Bayesian 
Network is stochastic simulation. In this approach, 
the probability of an event of interest is estimated us­
ing the frequency that the event occuts in a set of 
simulation trials. This kind of approximate methods 
have been recognized to be a valuable tool since it has 
been shown that exact probabilistic inference is NP� 
hard [4] in general. Therefore, for networks which can­
not be effectively addressed by exact methods [6, 7, 
10], approximate inference schemes such as stochastic 
simulation are the only alternative for making inference 
computationally feasible. 
This paper describes a simple but promising mecha­
nism, evidence weighting, for augmenting the logic sam­
pling algorithm [5). Logic sampling has been shown to 
have one major drawback when dealing with evidence. 
The mechanism described in this paper has some capa­
bility to handle this problem without the introduction of 
other drawbacks (e.g., dealing with deterministic nodes). 
When applying the logic sampling algorithm on net­
works with no evidence, sampling in each trial starts 
from the root nodes (i.e., nodes with no predecessors) 
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and works down to the leaf nodes. The prior distribu­
tion of each root node is used to guide the choice of a 
sample value from the node's state space. Once a sam­
ple value for a node has been chosen, the sample value 
is "inserted" into the node's successors. The insertion of 
a value into a successor node "removes" the root node 
as. a predecessor. Because Bayesian Nets are acyclic, 
once any root node is sampled, it must leave the graph 
with at least one new "root" node (i.e., a node with no 
"uninstantiated" predecessors). This property insures 
that the process of sampling will continue until all nodes 
in a network are sampled. 
At the end of each trial, the count for each event of 
interest is updated. If the event occurs in the trial, then 
it is incremented by a constant (e.g., 1). If the event does 
not occur in the trial then its count is not incremented. 
The probability of any event of interest represented in 
the network can be estimated based on its frequency of 
occurrence (e.g., the event's count divided by the number 
of trials). 
The major disadvantage of the logic sampling ap­
proach is that it does not deal well with evidence. When 
thete is evidence in a network, sampling proceeds as de­
scribed above with the addition of an acceptance pro­
cedure. For each simulation run, the acceptance proce­
dure checks whether the sampled values for the evidence 
nodes match the observed evidence. If the values do not 
match, the results of that simulation run are discarded. 
If the values do match, the trial is "valid" and the sam­
pled values are used to update the count of each event of 
interest. In cases where there are either large numbers 
of observations or when the a priori probability of the 
observed evidence is low, the percentage of "valid" sim­
ulations is low and therefore the number of simulation 
runs needed may be quite large. 
To overcome the disadvantage of the lo15ic sampling 
algorithm, a "Markov blanket" approach l8] has been 
proposed which modifies the algorithm by adding a 
pre-processing step to each simulation trial. This pre­
processing step involves each node performing some lo­
cal computation. This computation involves looking at 
its Markov blanket to determine a probability distribu­
tion for sampling. While the Markov blanket approach 
overcomes the major disadvantage of the logic sampling 
approach, by doing so, it has introduced some negative 
side effects. Most importantly, the convergence rate of 
this approach deteriorates when deterministic functions 
or highly dependent nodes are present in a. network [2] . 
Secondly, since the pre-processing step must take place 
for every node for every trial, the computation needed 
per trial for this approach is often greater than for the 
simple logic-sampling approach. 
Another approach which has been proposed to over­
come the disadvantage of the logic sampling algorithm 
is "evidential integration" [2]. Evidential integration is 
a. pre-processing step in which the constraints imposed 
by a network's evidence are integrated into the network 
using the arc reversal operation. Evidential integration 
transforms the network by an iterative application of 
Bayes' Rule. The transformation can be expressed as 
follows: 
p(XjE) = TcP(EjX)P(X) (1) 
where X represents the states of the network, P(X) rep­
resents the a priori joint distribution of the network, 
p(EjX) represents the assessed likelihood of the evidence 
given all the states, p(XjE) represents the joint distribu­
tion of the new network in which the evidence has been 
integrated, and 1c is a normalization cortstant. 
The algorithm for evidential integration is as follows. 
For every evidence node, reverse arcs from predecessors 
which are not evidence nodes until the evidence node 
has no predecessors which are state nodes. Once a net­
work has had this step performed, the logic sampling 
approach can be applied straightforwardly to estimate 
the posterior probability of any event of interest. This 
works because the evidential integration step creates the 
posterior distribution for the network. However, the evi­
dential integration step ma.y be expensive if the network 
is dense and heavily connected with the evidences. 
In this paper, we present a mechanism which keeps the 
advantages of the logic-sampling approach while removes 
its major shortage (i.e., dealing with evidence) . In the 
evidence weighting algorithm, only the state nodes of a 
network are simulated in each trial. For each simulation 
trial, the likelihood of all the evidence given the sam­
pled state values is used to increment the count of each 
event of interest. The estimated probability distribution 
is obtained by normalising after all the simulation tri­
als are complete. The primary drawback of the evidence 
weighting algorithm is that when evidence likelihoods 
are extremal, the algorithm reduces to logic sampling 
and may converge slowly. To handle this problem, we 
propose an extension of the evidence weighting method 
by incorporating the evidential integration mechanism. 
Examples and simulation results are also given to com­
pare various algorithms. 
This paper is organised as follows. Section 2 describes 
the evidence weighting method. Section 3 presents an ex­
tension of the evidence weighting method modified with 
the evidential integration mechanism. Section 4 presents 
the simulation results with the widely used example [3}. 
A discussion of the algorithms through comparison with 
the Markov blanket simulation method {8], the logic sam­
pling algorithm, and the evidential integration algorithm 
are given in Section 5. Some concluding remarks are 
given in Section 6. 
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2 The Evidence Weighting Techni�ue 
In evidence weighting, the logic sampling algorithm is 
modified by considering a likelihood weight for each trial 
and sampling only state nodes. For each simulation trial, 
the likelihood of each piece of evidence given the sampled 
state node values is found. The product of these likeli· 
hoods is then used instead of a constant to increment 
the count of each event of interest. 
Referring back to equation (1), evidence weighting 
works by restricting sampling to the a priori distribu­
tion P(X) and then weighting each se.mple by the weight 
P(EjX), where P(EjX) can be easily obtained as: 
P(EIX) = II P(E;[C(E;)) (2) 
E;EE 
where C(E;) are the direct predecessors of E,. 
The justification of this procedure is straightforward. 
By sampling from the a priori distribution P(X) and 
weighting each sample by P(E]X), the a polterior prob­
ability of an event of interest y, P(yjE), can be estimated 
as below, 
p(y jE) � lc-Jt '2:�1 P(Ej�;)U(z,) (3) 
where z.; is the realization of X in the i- th trial, U(zi) 
is 1 if z; C y and 0 otherwise, and N is the total number 
of trials. 
The algorithm has what appears to be a substantial 
advantage over the logic sampling approach since all tri­
als are "valid" and contribute to the reduction of error. 
However if the likelihoods of all evidence nodes in a net­
work. are extreme (i.e., 1 or 0) this advantage will disap­
pear and the evidence weighting mechanism will reduce 
to logic sampling. 
Not all pieces of evidence will bear on all events of 
interest. The determination of which pieces of evidence 
bear which events can result in the "sufficient informa­
tion" [10] needed to perform inference. This algorithm 
may converge more quickly (in trials) if the evidence 
weight for each event in the simulation trial only con­
tains the likelihoods from pieces of evidence which bear 
on that event. This procedure may remove the "noise" 
created by the nonbearing evidence likelihoods. However 
we have not studied the tradeoff between the extra com­
putations required and the improvement on convergence 
rate, if any, to know in what situations this calculation 
will be useful. 
3 Evidence Weighting With Evidential 
Integration 
As mentioned above, one major disvantage of the evi­
dence weighting technique is the slow convergence in the 
situations where the likelihoods of evidence are extremal. 
One way of handling this is to incorporate the evidential 
integration mechanism. As described in the iniroduc­
tion, the evidential integration is a pre-processing step 
in which the evidences are integrated into the network 
using the arc reversal operation. By doing so, it may 
be possible td transform the network: into one that will 
generate stochastic sample instances more efficiently {2}. 
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Figure 1: The Original Network 
The idea is to convert the extremal likelihoods to more 
comparable numbers so that the random samples ean be 
generated more uniformly among the different values. 
For example, given the network and the associated 
conditional probability shown in Figure 1, the conver­
gence rate of the evidence weighting technique will be 
very slow due to the extremal likelihood values and the 
conditional probabilities. Note that nodes AO to AN are 
assumed to have binary values, their prior probabilities 
and the conditional probability of B node given them 
are assumed to be uniform and not given in the figure. 
By reversing only the arc between the evidence and its 
predecessor 1 we have integrated the evidence "partially" 
into the network. The resulting network and the new 
conditional probability is given in Figure 2. AJ can be 
seen, the evidence likelihoods now become more compa­
rable to each other. Preliminary simulation results show 
that with the same evidence weighting technique, the 
eon vergence rate of the second network is at least about 
100 times faster than the first one. 
Note that in this example, we have ouly integrated 
the evidence "Partially" into the network. This is to 
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P(A): 
P(BIA): 
P(CIA): 
P(DIB,C): 
P(EIC): 
P(a) = 0.20 
P(bla) = 0.80 
P(cla) = 0.20 
P(dlb, c) = 0.80 
P(dlb, -.e) = 0.80 
P(elc) = 0.80 
P(bl-.a) = 0.20 
P(cJ-.a) = 0.05 
P(dl-.b, c) = 0.80 
P(dl-.b, -.e) = 0.05 
P(ei-.c) = 0.60 
Table 1: Probability Distributions of Example Graph 
avoid the expensive are reversal operation between the 
evidence and B node. In practice, the "amount" of evi­
dence integration would be determined by the trade-off 
between the fixed cost in are reversal operations and the 
dynamic costs in the simulation under different conver­
gence rates. 
4 Example 
In this section, the basic evidence weighting mechanisms 
described in Section 2, along with the "Markov blan­
ket" algorithm, the logic sampling algorithm, and the 
evidential integration algorithm are simulated with the 
following simple example [3]. 
Metastatic cancer is a possible cause of a brain 
tumor and is also an explanation for increased 
total serum calcium. In turn, either of these 
could possibly explain a patient falling into a 
coma. Severe headache is also possibly asso­
ciated with a brain tumor. Assume that we 
are observe that a particular patient has severe 
headaches but not a coma. 
Figure 3 shows a Bayes Network which represents these 
relationships. Table 1 characterises the quantitative re­
lationships between the variables in the network. We 
used the four simulation algorithms on this network to 
produce some anecdotal evidence for the promise of the 
evidence weighting mechanism. 
The simulations were implemented in QUANTA, a 
bayesian network research and devdopment environment 
which is written in CommonLisp and runs on SUN work· 
stations. The data was obtained for :five different num­
bers of trials per simulation run. They are: 100, 200, 
500, 1000, and 2000 trials. For each setting and for each 
algorithm, 100 simulation runs were performed. AJ an 
assessment measure, we have used the average accumu· 
lated absolute error defined as bdow: 
1 N 
E·n•Of' = N L L: L I p:(z;)- p(zJ) I (4) 
i=l • j 
where z is a state node, p:(zi) is the estimated poste­
rior probability of the i- th run for the state value ZJt 
p(zJ) is the true posterior probability of ZJt and N is 
the total number of simulation runs. Other assessment 
measures have been suggested which elD.phasise difFerent 
characteristics of the estimate. 
Figures 4 through 8 shows the results from estimat­
ing the posteriors with each of the four simulation al­
gorithms. In Figure 4, the average accumulated abso­
lute errors from all the nodes in the network is plotted 
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Figure 6: Standard Deviation versus Number of Trials 
against the number of simulation trials. It can be seen 
from the figure that the errors reduce as the number 
of trials increase. In fact, the errors decrease approxi­
mately proportional to the inverse of the square root of 
the number of trials (see Figure 5). Theoretically, this 
can be easily shown using the Central Limit Theorem. 
Figure 6 shows the relationship between the standard 
deviation of the estimates and the number of simulation 
trials per run, where the standard deviation is defined 
as the square root of the difference between the average 
accumulated error square and the average accumulated 
error. As expected, it can be seen that the deviations 
decrease as the number of simulation trials increase. 
Figure 1 shows the comparison of average run time 
per trial for each of the four algorithms. The effect of 
the fixed cost of evidential integration can be seen in the 
runs with smaller trials. It can also be seen that the 
"Markov blanket" has by far the highest cost per trial 
of any technique. This disparity will grow larger with 
the size of the network. It can be seen that the other 
three algorithms have very similar costs per trial. This 
is obvious since the algorithms have similar sampling 
mechanisms. 
Combining Figure 4 and 7, Figure 8 shows the esti­
mation error versus run time for the four algorithms. 
It can be clearly seen that for this network the evidence 
weighting and evidential integration mechanisms are sig­
nificantly more aeew:ate for a ginn amount of compu­
tation time. 
5 Discussion 
In this section, the salient. features of the evidential 
weighting mechanism are discussed. The major advan­
tages are three-fold. First, the mechanism have the abil­
ity to handle deterministic functions which is the ma­
jor drawback of the Markov blanket approach. Since 
the mechanism samples only in a "causal" direction, the 
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Figure 8: Error versus Run Time 
presence of deterministic functions will not affect their 
operation. Second, the evidence weighting mechanism 
is relatively simple. This not only allows it to be eas­
ily understood and implemented but also allows other 
mechanisms to be easily integrated with it. And thirdly, 
since all the trials are used for calculating posteriors, 
the mechanism seems to have good convergence proper­
ties for a large class of networks. Although the eviden­
tial integration algorithm also has these advantages, it 
has the fixed cost of the evidential integration step as its 
major disadvantage. For certain networks, the arc rever­
sal operations used in the evidential integration process 
may dramatically increase the required computation and 
memory. 
The main disadvantage of the evidence weighting al­
gorithm is that it will converge slowly in the situations 
where the likelihoods for evidence are extremal. In these 
situations, the algorithm reduces to the logic sampling 
algorithm. We have shown by incorporating the eviden­
tial integration mechanism, these types of problems can 
be avoided. Other recent study [9] shows that combining 
evidence weighting with other mechanisms (e.g., Markov 
blanket) may also be useful. It appears from these re­
search results that evidence weighting is a promising al­
gorithm. 
Since there seems to be a large number of perfor­
mance analysis methods in use, some further research 
into both theoretical and simulation methods would be 
useful. Some new techniques for convergence analysis of 
simulation methods have recently been put forward [1]. 
Such analysis may be able to confirm the usefulness of 
the simulation mechanism proposed by this paper. 
6 Conclusions 
In this paper, we have presented a simple but promising 
mechanism for stochastic simulation, evidence weight­
ing. The use of this mechanism appears to have many 
advantages. It is able to deal with deterministic vari­
ables, and the cost of each sample run is relatively low. 
The basic evidence weighting mechanism has the draw­
back of converging to the logic sampling algorithm under 
certain conditions. We have proposed the combination 
of evidential integration and evidence weighting to avoid 
this drawback. These results are preliminary, further 
research is needed in the area of convergence analysis. 
Since probabilistic inference in Bayesian Networks is 
computationally hard, we believe no one algorithm will 
be able to perform optimally in every situation (e.g., 
time constraints, accuracy goals, network topology). In­
stead specialized algorithms are needed to fill "market" 
niches (e.g., singly-connected networks, non-exact in­
ference), and intelligent meta-level control mechanisms 
are needed to match situations (e.g., network topology, 
network distributions and desired accuracy) with algo­
rithms. 
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