This paper describes the University of Sheffield's submission to SemEval-2012 Task 6: Semantic Text Similarity. Two approaches were developed. The first is an unsupervised technique based on the widely used vector space model and information from WordNet. The second method relies on supervised machine learning and represents each sentence as a set of n-grams. This approach also makes use of information from WordNet. Results from the formal evaluation show that both approaches are useful for determining the similarity in meaning between pairs of sentences with the best performance being obtained by the supervised approach. Incorporating information from WordNet also improves performance for both approaches.
Introduction
This paper describes the University of Sheffield's submission to SemEval-2012 Task 6: Semantic Text Similarity (Agirre et al., 2012) . The task is concerned with determining the degree of semantic equivalence between a pair of sentences.
Measuring the similarity between sentences is an important problem that is relevant to many areas of language processing, including the identification of text reuse (Seo and Croft, 2008; Bendersky and Croft, 2009 ), textual entailment (Szpektor et al., 2004; Zanzotto et al., 2009) , paraphrase detection (Barzilay and Lee, 2003; Dolan et al., 2004) , Information Extraction/Question Answering (Lin and Pantel, 2001; Stevenson and Greenwood, 2005) , Information Retrieval (Baeza-Yates and Ribeiro-Neto, 1999 ), short answer grading (Pulman and Sukkarieh, 2005; Mohler and Mihalcea, 2009 ), recommendation (Tintarev and Masthoff, 2006) and evaluation (Papineni et al., 2002; Lin, 2004) .
Many of the previous approaches to measuring the similarity between texts have relied purely on lexical matching techniques, for example (Baeza-Yates and Ribeiro-Neto, 1999; Papineni et al., 2002; Lin, 2004) . In these approaches the similarity of texts is computed as a function of the number of matching tokens, or sequences of tokens, they contain. However, this approach fails to identify similarities when the same meaning is conveyed using synonymous terms or phrases (for example, "The dog sat on the mat" and "The hound sat on the mat") or when the meanings of the texts are similar but not identical (for example, "The cat sat on the mat" and "A dog sat on the chair").
Significant amounts of previous work on text similarity have focussed on comparing the meanings of texts longer than a single sentence, such as paragraphs or documents (Baeza-Yates and RibeiroNeto, 1999; Seo and Croft, 2008; Bendersky and Croft, 2009) . The size of these texts means that there is a reasonable amount of lexical items in each document that can be used to determine similarity and failing to identify connections between related terms may not be problematic. The situation is different for the problem of semantic text similarity where the texts are short (single sentences). There are fewer lexical items to match in this case, making it more important that connections between related terms are identified. One way in which this information has been incorporated in NLP systems has been to make use of WordNet to provide information about similarity between word meanings, and this approach has been shown to be useful for computing text similarity (Mihalcea and Corley, 2006; Mohler and Mihalcea, 2009) . This paper describes two approaches to the semantic text similarity problem that use WordNet (Miller et al., 1990) to provide information about relations between word meanings. The two approaches are based on commonly used techniques for computing semantic similarity based on lexical matching. The first is unsupervised while the other requires annotated data to train a learning algorithm. Results of the SemEval evaluation show that the supervised approach produces the best overall results and that using the information provided by WordNet leads to an improvement in performance.
The remainder of this paper is organised as follows. The next section describes the two approaches for computing semantic similarity between pairs of sentences that were developed. The system submitted for the task is described in Section 3 and its performance in the official evaluation in Section 4. Section 5 contains the conclusions and suggestions for future work.
Computing Semantic Text Similarity
Two approaches for computing semantic similarity between sentences were developed. The first method, described in Section 2.1, is unsupervised. It uses an enhanced version of the vector space model by calculating the similarity between word senses, and then finding the distances between vectors constructed using these distances. The second method, described in Section 2.2, is based on supervised machine learning and compares sentences based on the overlap of the n-grams they contain.
Vector Space Model
The first approach is inspired by the vector space model (Salton et al., 1975 ) commonly used to compare texts in Information Retrieval and Natural Language Processing (Baeza-Yates and Ribeiro-Neto, 1999; Manning and Schütze, 1999; Jurafsky and Martin, 2009 ).
Creating vectors
Each sentence is tokenised, stop words removed and the remaining words lemmatised using NLTK (Bird et al., 2009 The similarity between sentences can be computed by comparing these vectors using the cosine metric. However, this does not take account of words with similar meanings, such as "dog" and "hound" in the sentences "The dog sat on the mat" and "The hound sat on the mat". To take account of these similarities WordNet-based similarity measures are used (Patwardhan and Pedersen, 2006) .
Any terms that occur in only one of the sentences do not contribute to the similarity score since they will have a 0 value in the binary vector. Any words with a 0 value in one of the binary vectors are compared with all of the words in the other sentence and the similarity values computed. The highest similarity value is selected and use to replace the 0 value in that vector, see Figure 1 . (If the similarity score is below the set threshold of 0.5 then the similarity value is not used and in these cases the 0 value remains unaltered.) This substitution of 0 values in the vectors ensures that similarity between words can be taken account of when computing sentence similarity.
Figure 1: Determining word similarity values for vectors
Various techniques were explored for determining the similarity values between words. These are described and evaluated in Section 2.1.3.
Computing Sentence Similarity
The similarity between two sentences is computed using the cosine metric. Since the cosine metric is a distance measure, which returns a score of 0 for identical vectors, its complement is used to pro-duce the similarity score. This score is multiplied by 5 in order to generate a score in the range required for the task.
Computing Word Similarity
The similarity values for the vectors are computed by first disambiguating each sentence and then applying a similarity measure. Various approaches for carrying out these tasks were explored.
Word Sense Disambiguation Two simple and commonly used techniques for Word Sense Disambiguation were applied.
Most Frequent Sense (MFS) simply selects the first sense in WordNet, i.e., the most common occurring sense for the word. This approach is commonly used as a baseline for word sense disambiguation (McCarthy et al., 2004) . Lesk (1986) chooses a synset by comparing its definition against the sentence and selecting the one with the highest number of words in common.
Similarity measures WordNet-based similarity measures have been found to perform well when used in combination with text similarity measures (Mihalcea and Corley, 2006) and several of these were compared. Implementations of these measures from the NLTK (Bird et al., 2009) were used.
Path Distance uses the length of the shortest path between two senses to determine the similarity between them. Leacock and Chodorow (1998) The results in this table show that the only similarity measure that leads to improvement above the baseline is the path measure. When this is applied there is a modest improvement over the baseline for each of the word sense disambiguation algorithms. However, all other similarity measures lead to a drop in performance. Overall there seems to be little difference between the performance of the two word sense disambiguation algorithms. The best performance is obtained using the paths distance and MFS disambiguation. Table 2 shows the results of the highest scoring method broken down by the individual corpora used for the evaluation. There is a wide range between the highest (0.726) and lowest (0.485) correlation scores with the best performance being obtained for the MSRvid corpus which contains short, simple sentences. 
Supervised Machine Learning
For the second approach the sentences are represented as sets of n-grams of varying length, a common approach in text comparison applications which preserves some information about the structure of the document. However, like the standard vector space model (Section 2.1) this technique also fails to identify similarity between texts when an alternative choice of lexical item is used to express the same, or similar, meaning. To avoid this problem WordNet is used to generate sets of alternative n-grams. After the n-grams have been generated for each sentence they are augmented with semantic alternatives created using WordNet (Section 2.2.1). The overlap scores between the n-grams from the two sentences are used as features for a supervised learning algorithm (Section 2.2.2).
Generating n-grams
Preprocessing is carried out using NLTK. Each sentence is tokenised, lemmatised and stop words removed. A set of n-grams are then extracted from each sentence. The set of n-grams for the sentence S is referred to as S o .
For every n-gram in S o a list of alternative ngrams is generated using WordNet. Each item in the n-gram is considered in turn and checked to determine whether it occurs in WordNet. If it does then a set of alternative lexical items is constructed by combining all terms that are found in all synsets containing that item as well as their immediate hypernyms and hyponyms of the terms. An additional n-gram is created for each item in this set of alternative lexical items by substituting each for the original term. This set of expanded n-grams is referred to as S a .
Sentence Comparison
Overlap metrics to determine the similarity between the sets of n-grams are used to create features for the learning algorithm. For two sentences, S1 and S2, four sets of n-grams are compared: S1 o , S2 o , S1 a and S2 a (i.e., the n-grams extracted directly from sentences S1 and S2 as well as the modified versions created using WordNet).
The n-grams that are generated using WordNet (S a ) are not as important as the original n-grams (S o ) for determining the similarity between sentences and this is accounted for by generating three different scores reflecting the overlap between the two sets of n-grams for each sentence. These scores can be expressed using the following equations:
Equation 1 is the cosine measure applied to the two sets of original n-grams, equation 2 compares the original n-grams in each sentence with the alternative n-grams in the other while equation 3 compares the alternative n-grams with each other.
Other features are used in addition to these similarity scores: the mean length of S1 and S2, the difference between the lengths of S1 and S2 and the corpus label (indicating which part of the SemEval training data the sentence pair was drawn from). We found that these additional features substantially increase the performance of our system, particularly the corpus label.
3 University of Sheffield's entry for Task 6 Our entry for this task consisted of three runs using the two approaches described in Section 2.
Run 1: Vector Space Model (VS) The first run used the unsupervised vector space approach (Section 2.1). Comparison of word sense disambiguation strategies and semantic similarity measures on the training data showed that the best results were obtained using the Path Distance Measure combined with the Most Frequent Sense approach (see Tables 1 and 2) and these were used for the official run. Post evaluation analysis also showed that this strategy produced the best performance on the test data.
Run 2: Machine Learning (NG) The second run used the supervised machine learning approach (Section 2.2.2). The various parameters used by this approach were explored using 10-fold crossvalidation applied to the SemEval training data. We varied the lengths of the n-grams generated, experimented with various pre-processing strategies and machine learning algorithms. The best performance was obtained using short n-grams, unigrams and bigrams, and these were used for the official run. Including longer n-grams did not lead to any improvement in performance but created significant computational cost due to the number of alternative ngrams that were created using WordNet. When the pre-processing strategies were compared it was found that the best performance was obtained by applying both stemming and stop word removal before creating n-grams and this approach was used in the official run. The Weka 1 LinearRegression algorithm was used for the official run and a single model was created by training on all of the data provided for the task.
Run 3: Hybrid (VS + NG) The third run is a hybrid combination of the two methods. The supervised approach (NG) was used for the three data sets that had been made available in the training data (MSRpar, MSRvid and SMT-eur) while the vector space model (VS) was used for the other two data sets. This strategy was based on analysis of performance of the two approaches on the training data. The NG approach was found to provide the best performance. However it was sensitive to the data set from which the training data was obtained from while VS, which does not require training data, is more robust.
A diagram depicting the various components of the submitted entry is shown in Figure 2 .
Evaluation
The overall performance (ALLnrm) of NG, VG and the hybrid systems is significantly higher than the 1 http://www.cs.waikato.ac.nz/ml/weka/ Table 3 ). The table also includes separate results for each of the evaluation corpora (rows three to seven): the unsupervised VS model performance is significantly higher than the baseline (p-value of 0.06) over all corpus types, as is that of the hybrid model.
However, the performance of the supervised NG model is below the baseline for the (unseen in training data) SMT-news corpus. Given a pair of sentences from an unknown source, the algorithm employs a model trained on all data combined (i.e., omits the corpus information), which may resemble the input (On-WN) or it may not (SMT-news).
After stoplist removal, the average sentence length within MSRvid is 4.5, whereas it is 6.0 and 6.9 in MSRpar and SMT-eur respectively, and thus the last two corpora are expected to form better training data for each other. The overall performance on the MSRvid data is higher than for the other corpora, which may be due to the small number of adjectives and the simpler structure of the shorter sentences within the corpus.
The hybrid system, which selects the supervised system (NG)'s output when the test sentence pair is drawn from a corpus within the training data and selects the unsupervised system (VS)'s answer otherwise, outperforms both systems in combination. Contrary to expectations, the supervised system did not always outperform VS on phrases based on training data -the performance of VS on MSRpar, with its long and complex sentences, proved to be slightly higher than that of NG. However, the unsupervised system was clearly the correct choice when the source was unknown.
Conclusion and Future Work
Two approaches for computing semantic similarity between sentences were explored. The first, unsupervised approach, uses a vector space model and computes similarity between sentences by comparing vectors while the second is supervised and represents the sentences as sets of n-grams. Both approaches used WordNet to provide information about similarity between lexical items. Results from evaluation show that the supervised approach provides the best results on average but also that performance of the unsupervised approach is better for some data sets. The best overall results for the SemEval evaluation were obtained using a hybrid system that attempts to choose the most suitable approach for each data set. The results reported here show that the semantic text similarity task can be successfully approached using lexical overlap techniques augmented with limited semantic information derived from WordNet. In future, we would like to explore whether performance can be improved by applying deeper analysis to provide information about the structure and semantics of the sentences being compared. For example, parsing the input sentences would provide more information about their structure than can be obtained by representing them as a bag of words or set of n-grams. We would also like to explore methods for improving performance of the n-gram overlap approach and making it more robust to different data sets.
