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Abstract
In this paper, we introduce a joint hyperbolic-orthogonal decomposition of two matrices
which we call a generalized hyperbolic singular value decomposition, or GHSVD. This de-
composition can be used for finding the eigenvalues and eigenvectors of a symmetric definite
pencil XTX − λYTY where  = diag(±1). We also present an implicit Jacobi-like method
for computing this GHSVD.
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1. Introduction
Recall from [5,20] that a square matrix H is called a hyperexchange matrix with
respect to a pair of weighting matrices  = diag(±1) and ˆ = diag(±1), or (, ˆ)-
hyperexchange iff
HTH = ˆ. (1)
In [20] the following hyperbolic singular value decomposition of a matrix was
introduced.
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Theorem 1. Let = diag(±1) be anm×m diagonal matrix, and Y ∈ Rm×n, m 
n be such that rank(Y TY ) = n. Then there exist a (, ˆ)-hyperexchange matrix
H, an orthogonal matrix Q, and an m× n diagonal matrix  with positive diagonal
elements i arranged in nonincreasing order such that
Y = HQ. (2)
A more general case when rank(Y TY ) < rank(Y ) was considered in [5,18,28].
The HSVD of a matrix Y can be used to compute the eigendecomposition of an
indefinite matrix A = Y TY in a similar way as the SVD is used for computing
the eigendecomposition of a matrix B given in the product form B = Y TY . Indeed,
from Theorem 1 we see that A = Y TY = QTTˆQ. Thus Q is the matrix of
eigenvectors of A and γ 2i are the corresponding eigenvalues, up to signs.
Other application of the HSVD is in solving indefinite linear least squares prob-
lems (ILLSP) [3,10] similarly as the SVD may be used for solving linear least squares
problems.
The purpose of this paper is to introduce another hyperbolic decomposition, gen-
eralized hyperbolic singular value decomposition, or GHSVD, which is an analogue
to the generalized singular value decomposition [26]. The GHSVD is a joint decom-
position of two matrices X and Y, and its main application is in solving a symmetric
definite generalized eigenvalue problem Ax = λBx, where A and B are given in
product forms A = XTX and B = Y TY , respectively. It can also be used in solving
a generalized ILLSP [3].
The paper is organized as follows. After introducing the GHSVD in Section 2, in
Section 3 we show how this decomposition can be applied to symmetric definite gen-
eralized eigenproblems. In Section 4 we describe a Jacobi-like algorithm computing
the GHSVD. The algorithm uses both hyperbolic and orthogonal plane rotations.
The key element in the algorithm is a procedure for computing the GHSVD of two
2 × 2 upper triangular matrices. In Section 5 some numerical results are presented.
Concluding remarks and open questions are included in Section 6.
2. GHSVD
Let A† denote the pseudoinverse of a matrix A. We will denote by 0m×n an m× n
zero matrix. Similarly, Im×n will denote an m× n diagonal matrix with all ones on
the main diagonal. If m = n we will write 0n and In. If the dimensions of 0m×n and
Im×n can be determined from the context, the subscripts m and n will be omitted.
We will make use of hyperexchange matrices satisfying the relationship (1). When
the form of the pair of weighting matrices (, ˆ) is obvious from the context or when
only its existence but not the form is important, the weighting matrices will not be
explicitly stated.
Recall the following hyperbolic triangularization of a matrix [7,12,22].
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Lemma 1. Let Y ∈ Rn×k, n  k, and = diag(±1) be an n× n weighting matrix.
If rank(Y ) = rank(Y TY ) = p, then there exist a (ˆ,)-hyperexchange matrix H
and an orthogonal P such that
HYP =
(
R 0
0 0(n−p)×(k−p)
)
,
where R is a p × p nonsingular upper triangular matrix.
We are ready to introduce the GHSVD of two matrices.
Theorem 2. Let X ∈ Rs×k, Y ∈ Rn×k, s  k, n  k, and  = diag(i ), i =
±1, be an n× n weighting matrix. Assume that
rank(X) = p, (3)
rank(Y ) = rank(Y TY ) = q, (4)
rank
(
X(Y TY )†XT
) = min(p, q) = p, (5)
null(X) ∩ null(Y ) = {0}. (6)
Then there exist orthogonal matrices Q and P, and a (, ˆ)-hyperexchange matrix
H such that
(
Q 0
0 H
)(
X
Y
)
P =


(
E
0
)
(
F
0
)

 , (7)
where E and F are upper triangular k × k matrices having the following forms:
E =

El Em Er0 0q−p 0
0 0 0k−q

 , F = (Fl 00 0k−q
)
, (8)
where Er is a p × (k − q) full rank matrix. Moreover, the matrix (El Em) F−1l is afull rank diagonal p × q matrix,
(El Em)F
−1
l = (D 0p×(q−p)), where D = diag(di)pi=1. (9)
Proof. The relations (3) and (4) imply that there exist orthogonal P1 and Q1 such
that
YP1 =
(
Y˜ 0n×(k−q)
)
, Q1XP1 =
(
E˜
0(s−p)×k
)
,
where Y˜ is a full rank n× q matrix, and E˜ is a full rank p × k matrix. Let us partition
E˜ as follows:
E˜ = (E˜l E˜m E˜r) , (10)
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where E˜l is a p × p and E˜r is a p × (k − q) matrix. By (6) E˜r must be full column
rank.
From Lemma 1 there exist a hyperexchange matrix H1 and an orthogonal P2,
P2 =
(
Pˆ2 0
0 Ik−q
)
such that
H1(YP1)P2 =
(
Fˆ 0
0 0(n−q)×(k−q)
)
, (11)
where Fˆ is a q × q nonsingular upper triangular matrix.
Let
Eˆ = E˜P2 =
(
Eˆl Eˆm E˜r
)
. (12)
Consider now the matrix (Eˆl Eˆm)Fˆ−1. From (5) and Theorem 1, there exist an
orthogonal Qˆ2 and a hyperexchange Hˆ2 such that
Qˆ2(Eˆl Eˆm)Fˆ
−1Hˆ2 = (D 0), (13)
where D = diag(di) and dp  dp−1  · · ·  d1 > 0.
Let
Fˆ−1Hˆ2 = Pˆ3F−1l (14)
be the QR decomposition of Fˆ−1Hˆ2, where Pˆ3 is an orthogonal and Fl is an upper
triangular matrix, respectively. Then from (13) we must have that
Qˆ2(Eˆl Eˆm)Pˆ3 = (El Em) (15)
is a full rank upper trapezoidal matrix. Hence
(El Em)F
−1
l = (D 0). (16)
By setting
H2 =
(
Hˆ2 0
0 In−q
)
, Q2 =
(
Qˆ2 0
0 Is−p
)
, P3 =
(
Pˆ3 0
0 Ik−q
)
,
we see that
H = H−12 H1, Q = Q2Q1, P = P1P2P3
are the desired matrices in (7). Finally, the matrix Er is given as Er = Qˆ2Eˆr , which
completes the proof. 
We will call the nonzero elements di in (9) the generalized hyperbolic singular
values of the pair (X, Y ).
Remark 1. The assumption (6) can be relaxed. Indeed, if rank(null(X) ∩ null(Y )) =
r then there exists an orthogonal matrix G such that XG = (X1 0s×r ), YG =
(Y1 0k×r ), and null(X1) ∩ null(Y1) = 0. Theorem 2 can now be applied to matrices
X1 and Y1.
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3. Symmetric definite generalized eigenproblem
Let X ∈ Rs×k and Y ∈ Rn×k be two matrices as in Theorem 2, and let the
assumption of Theorem 2 be satisfied. Consider a definite symmetric eigenvalue
problem in the following factored form:
(XTX − λY TY )x = 0. (17)
From the proof of Theorem 2 we find that (17) is equivalent to


DT0
ETr

(D 0 Er)− λ
(
Iq×q 0
0 0
)
k
(
Iq×q 0
0 0
) (F˜P Tx) = 0,
(18)
where
F˜ =
(
Fl 0
0 Ik−q
)
and k = diag(i )ki=1.
From the relation (18) it follows that there are (k − q) infinite eigenvalues λ∞,
and (q − p)+ (k − q) = k − p zero eigenvalues λ0 = 0.
Let e(r)i denote the ith column of the r × r identity matrix. Then the eigenvectors
corresponding to zero eigenvalues are
x = P F˜−1e(k)i , i = p + 1, . . . , q and x = P F˜−1zi, i = q + 1, . . . , k,
(19)
where
zi =

−D
−1Ere(k−q)i−q
0
e
(k−q)
i−q

 .
Nonzero eigenvalues are also easy to find in the case when q = k, that is when
the matrix F in Theorem 2 is full rank. Then there is no matrix Er in (18). Hence the
nonzero eigenvalues and the corresponding eigenvectors are
λi = id2i , xi = P F˜−1e(k)i
for i = 1, . . . , p.
We will show now how one can find nonzero eigenvalues and the corresponding
nonzero eigenvectors when k > q.
Let v = F˜P Tx be an eigenvector in (18). From (18) note that eigenvectors corre-
sponding to nonzero eigenvalues must have the following structure:
v =

a0
b

 , (20)
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where a ∈ Rp and b ∈ Rk−q . These eigenvectors must satisfy the relationships
DT(Da + Erb)− λpa = 0, (21)
ETr (Da + Erb) = 0, (22)
where p = diag(i )pi=1 is the leading p × p submatrix of . Let
Er = UV T
be the SVD of Er . Then (21) and (22) can be rewritten as
0=
((
0 0
0 Ip−(k−q)
)
− λUTpD−2U
)
(UTDa), (23)
b= −V†UTDa. (24)
Define a p × (p − (k − q)) matrix W by the relation
UTpD
−2UW =
(
0
Ip−(k−q)
)
,
that is
W = UTpD2U
(
0
Ip−(k−q)
)
.
Then the eigenvectors in (23) must be in the form
UTDa = Wα
for some α ∈ Rp−(k−q). From (23) the vector α must satisfy the following (p − (k −
q))× (p − (k − q)) eigenvalue problem:(
0 Ip−(k−q)
)
UTpD
2U
(
0
Ip−(k−q)
)
α − λα = 0 . (25)
Let
Ur = U
(
0
Ip−(k−q)
)
and consider the HSVD of DUr ,
DUr = SZT,
where S = (s1, . . . , sp) is a p-orthogonal matrix,  = (θ)i,j is a p × (p − (k −
q)) diagonal matrix with nonzero diagonal elements θi,i , andZ = (z1, . . . , zp−(k−q))
is a (p − (k − q))× (p − (k − q)) orthogonal matrix. Then the eigenvalues λi and
the eigenvectors αi in (25) are given by
αi = zi and λi = iθ2i,i .
Hence vectors ai satisfying (23) must have the following form:
ai = θi,ipsi .
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The corresponding vectors vi in (20) will then have the form
vi =

 I0
−V†UTD

psiθi,i ,
and the eigenvectors of xi of (17) will be
xi = P F˜−1

 I0
−V†UTD

psiθi,i .
Thus, it is seen that the eigenvalues and eigenvectors of (17) can be determined
without forming the explicit matrix productsXTX and Y TY if the GHSVD of X and
Y, and the HSVD of DUr are known. As the GHSVD operates on the data matrices
directly, it is plausible that the GHSVD can determine eigenvalues and eigen-
vectors of the pencil (17) with higher accuracy than it would have been possible if
the products were formed explicitly.
4. GHSVD Jacobi-like algorithm
From the proof of Theorem 2 it is clear that after initial transformation of X and
Y to the forms (12) and (11), one needs to diagonalize the product (Eˆl Eˆm)Fˆ−1.
Without loss of generality, we can assume that p = q = k and that we are concerned
with diagonalization of EF−1, where E = (ei,j ) and F = (fi,j ) are two full rank
upper triangular matrices. However, the inverse matrix F−1 and the product EF−1
should not be formed explicitly. This can be accomplished by applying a two-sided
Jacobi-like procedure in a similar fashion as it is done in computing the GSVD of
two matrices [1,2,9,15,16,21].
In the GHSVD Jacobi-like method, the matrices E and F are subjected to a se-
quence of transformations
E ← Q1EQT2 , F ← H3FQT2 ,
where Q1, Q2 are orthogonal rotations, and H3 is a generalized hyperbolic rota-
tion [6], so that the upper triangular forms of E and F are preserved. By preserving
upper triangular forms we can avoid explicit inversion of F [15,16]. In addition,
transformations Q1, Q2 and H3 are chosen in such a way that a selected off-
diagonal element in EF−1 is zeroed. The order in which off-diagonal elements are
zeroed can be chosen in a variety of ways. In our implementation of the method
we chosen the so-called odd–even ordering of elimination described, among others,
in [9,11,15,16,19], or [21]. In the odd-even scheme only the elements lying on the
first super-diagonal are zeroed. First in the ‘odd’ cycle the elements in positions
(1, 2), (3, 4), . . . , (n− 1, n) are zeroed. Next in the ‘even’ cycle the elements in
positions (2, 3), (4, 5), . . . , (n− 2, n− 1) are zeroed. In each cycle, transformations
Q1, Q2 and H3 are determined from 2 × 2 submatrices Ei,i+1 and Fi,i+1,
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Ei,i+1 =
(
ei,i ei,i+1
0 ei+1,i+1
)
and Fi,i+1 =
(
fi,i fi,i+1
0 fi+1,i+1
)
of E and F, respectively. The zeroing is followed by suitable permutations which
move new elements to the first super-diagonal. Odd–even cycles and corresponding
permutations are repeated until all off-diagonal elements are zeroed exactly once.
This set of cycles is referred to as a sweep. Sweeps are iterated until EF−1 becomes
numerically diagonal.
The basic step of zeroing of a super-diagonal element is a computation of the
GHSVD of two 2 × 2 upper triangular matrices Ei,i+1 and Fi,i+1 [1,2,8,11]. This
is similar to the computation of the GSVD of two 2 × 2 presented in [1,8] and is
described next.
The GHSVD of Ei,i+1 and Fi,i+1 is obtained in two steps. First the HSVD of
the product A = Ei,i+1 · adj(Fi,i+1) is computed, where adj denotes the adjoint of
Fi,i+1,
adj(Fi,i+1) =
(
fi+1,i+1 −fi,i+1
0 fi,i
)
.
If Ql and Hr are the orthogonal and hyperexchange matrices, respectively, from
the HSVD decomposition of A, then obviously Ql and Hr are also the orthogonal
and hyperexchange matrices from the HSVD of Ei,i+1F−1i,i+1. This explains how one
can avoid forming the inverse of Fi,i+1 in 2 × 2 subproblems. Once Ql and Hr are
determined, the upper triangular forms of the transformed matrices QlEi,i+1 and
adj(Fi,i+1)Hr are restored. These two steps are implemented as follows.
Let Al and Ar denote the matrices Ei,i+1 and adj(Fi,i+1), respectively. Let
Al =
(
al bl
0 dl
)
, Ar =
(
ar br
0 dr
)
and A =
(
a b
0 d
)
= AlAr .
Our objective is to find a hyperexchange matrix Hr and two orthogonal matrices Ql
and Qm such that
A′ = QlAHTr =
(
a′ 0
0 d ′
)
and
A′l = QlAlQTm =
(
a′l b′l
0 d ′l
)
, A′r = QmArHTr =
(
a′r b′r
0 d ′r
)
.
Theorem 1 guarantees that this is possible as long
rank
(
A
(
1 0
0 −1
)
AT
)
= rank(A). (26)
We can compute the HSVD of A by a simple modification of the half-recursive tan-
gent method developed in [1] for the product SVD computation.
In the half-recursive tangent method we seek Ql and Hr in the form of a permuted
reflection
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Q =
(
s c
−c s
)
,
where c2 + s2 = 1, and a generalized hyperbolic rotation (which is a permuted hy-
perbolic rotation)
H =
(
s
c
1
c
1
c
s
c
)
=
(
sh ch
ch sh
)
,
where c2 + s2 = 1, respectively. The reason behind using permuted transformations
is that we actually deal with a k × k problem. The permutations that are incorporated
into Q and H move new off-diagonal elements to the first super diagonal as needed
in the odd–even elimination scheme.
Following the exposition in [4], we consider the result of applying the left and
right transformations Ql and Hr to a 2 × 2 upper triangular matrix A:
A′ = QlAHTr =
(
a′ b′
e′ d ′
)
=
(
sl cl
−cl sl
)(
a b
0 d
)(
sh ch
ch sh
)T
. (27)
From (27) we can derive the relations:
e′ = clch(−ath + dtl − b), (28)
b′ = clch(atl + dth + btl th), (29)
where tl = sl/cl and th = sh/ch.
The postulates that both e′ and b′ be zeros define two conditions on tl and th, so
that (27) represents the HSVD of A. If one of tl or th is known, the other can be
computed from the first.
Similarly, if
A′l = QlAlQTm =
(
a′l b′l
e′l d ′l
)
=
(
sl cl
−cl sl
)(
al bl
0 dl
)(
sm cm
−cm sm
)T
, (30)
then
e′l = clcm(−atm + dtl − b),
where tm = sm/cm. The postulate that e′l be zero defines a condition relating tl to
tm in such a way that if one is known the other can be computed so A′l is upper
triangular.
The postulate that e′ = 0 and b′ = 0 in (28) and (29) leads either to an equation
in tl :
b′ = clch
(
bd
a
)
(t2l + 2tlσl − 1),
where
σl = a
2 + d2 − b2
2bd
,
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or to an equation in th:
b′ = clch
(
ab
d
)
(t2h + 2thσh + 1),
where
σh = d
2 + b2 + a2
2ab
.
If we assume that (26) holds and that E and F are full rank, we have that ad /= 0.
This condition implies that clch /= 0, and hence we get a quadratic equation in tl ,
t2l + 2σltl − 1 = 0
or in th,
t2h + 2σhth + 1 = 0.
Our numerical experiments suggests that if |a| > |d|, then tl can be computed with
higher accuracy than th, otherwise th will be more accurate than tl .
Given tl and th one must compute tm. Again, if |a| > |d|, tm should be computed
from tl . Otherwise, it should be computed from th.
Thus the algorithm proceeds as follows. Suppose that tl has been computed first.
Then tm and th are generated by the forward substitutions:
tm = dltl − bl
al
, th = dtl − b
a
.
On the other hand, if th has been computed first, then tm and tl are generated by the
backward substitutions:
tm = ar th + br
dr
, tl = ath + b
d
.
We used this dynamic criterion for computing the GHSVD of 2 × 2 subproblems in
all experiments presented in Section 5.
5. Numerical experiments
All numerical experiments were conducted using MATLAB 6 on a Dell Precision
workstation under RedHat Linux 7.1 operating system.
The experiments illustrate the numerical precision realized in 2 × 2 GHSVD sub-
problems, residual errors in n× n GHSVD computations, and residual errors in the
symmetric definite generalized eigenvalue problems.
The first example illustrates that the right choice between the left and the right
transformation as the reference transformation in (27) from which all other transfor-
mations are computed is important.
Let the entries of Al and Ar be
Al =
(
1.0000e + 05 1.0000e + 04
0 1.0000e − 04
)
,
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Ar =
(
1.0000e + 05 1.0000e + 04
0 3.0000e − 03
)
.
Then
A =
(
1.0000e + 10 1.0000e + 09
0 3.0000e − 07
)
.
Clearly the top diagonal element of A has greater magnitude than the bottom
element and hence we should compute tl first, and then compute tr and tm from
tl . If we follow this strategy, the results of the computation show that the trans-
formed matrices A′l and A′r remain numerically upper triangular, and A′ = QlAHTr
is numerically diagonal,
QlAlQ
T
m =
(
9.9504e − 05 −9.9504e − 06
2.7711e − 13 1.0050e + 05
)
,
QmArH
T
r =
(
3.0302e − 03 −9.9005e + 03
−6.3327e − 13 −9.9005e + 04
)
,
QlAHr =
(
3.0151e − 07 1.5930e − 24
−5.4133e − 09 −9.9499e + 09
)
.
If we instead decide to compute tr first, and next compute tl and tm from tr , we obtain
the following results:
QlAlQ
T
m =
(
1.1104e − 04 3.7112e + 04
9.9935e − 06 9.3395e + 04
)
,
QmArHr =
(
3.0302e − 03 −9.9005e + 03
−1.3793e − 12 −9.9005e + 04
)
,
QlAHr =
(
3.5111e − 07 −3.6743e + 09
−7.8813e − 08 −9.2466e + 09
)
.
We can see that in this case neither A′l is numerically upper triangular nor A′ is
numerically diagonal.
The second set of experiments illustrates the behavior of the Jacobi-like method
for computing the GHSVD of two n× n matrices X and Y. The matrices X and Y
were created as products of random orthogonal and upper triangular matrices. The
weighting matrix  was taken as  = diag((−1)i)ni=1. The elements of triangular
matrices were generated by calling the MATLAB function rand. Selected diagonal
elements of the triangular matrices were changed to 10i , i = ±1,±2,±3,±4 to
influence condition numbers of the matrices. Next the Jacobi-like method described
in Section 4 was applied to such created X and Y. Residual errors resE and resF in
the triangularization of X and Y, parallelism parEF of rows of the computed matrices
E and F, as well as the number of sweeps I performed by the Jacobi-like method
were recorded. These quantities were defined as follows:
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Table 1
Residual error in the Jacobi-like GHSVD
n cond(E) cond(F ) d1/dn I parEF resE resF maxres
10 1.3e + 02 7.5e + 01 3.2e + 02 5 6.0e −16 2.9e −16 6.1e −16 5.9e −16
6.3e + 15 1.0e + 12 −2.5e + 19 6 2.7e −16 4.6e −16 1.0e −15 1.5e −13
6.3e + 15 1.3e + 02 −9.4e + 58 6 7.9e −16 4.3e −16 5.7e −16 9.1e −16
3.3e + 02 1.0e + 12 8.4e + 13 6 1.1e −16 3.4e −16 5.2e −16 2.1e −09
50 1.3e + 03 9.3e + 02 −5.8e + 03 6 6.2e −16 1.0e −15 1.7e −15 8.9e −15
1.5e + 17 6.7e + 12 1.4e + 22 8 1.0e −16 6.9e −16 1.3e −15 6.5e −13
1.5e + 17 1.7e + 03 3.7e + 43 7 5.7e −16 1.3e −15 1.4e −15 5.1e −14
2.2e + 03 6.7e + 12 −1.2e + 15 8 2.2e −16 1.3e −15 2.7e −15 3.2e −08
100 2.8e + 03 1.1e + 04 −6.2e + 04 33 2.0e −16 2.8e −15 4.4e −15 5.7e −13
7.3e + 16 2.8e + 13 −1.7e + 22 11 6.6e −16 1.4e −15 1.8e −15 3.0e −12
7.3e + 16 5.7e + 04 6.1e + 49 15 1.0e −16 8.7e −16 2.4e −15 6.3e −15
1.2e + 04 2.8e + 13 3.4e + 16 12 4.4e −16 2.1e −15 1.6e −15 2.5e −08
resE = ‖QXP − E‖‖E‖ and resF =
‖HYP − F‖
‖F‖ ,
parEF = max
i
σ2([E(i, :) F (i, :)])
σ1([E(i, :) F (i, :)]) ,
where σj ([E(i, :) F (i, :)]) denotes the jth singular value of the matrix composed
from the ith row of E and the ith row of F.
Some representative results from this experiment are shown in Table 1. The last
column in Table 1 shows the maximum maxres of resE and resF when the dynamic
criterion for solving 2 × 2 subproblems described at the end of Section 4 is replaced
by a static criterion whereby one always computes the right transformation first.
Entries in Table 1 indicate that the Jacobi-like algorithm, in this set of experi-
ments, produces the GHSVD decomposition with small residual errors if 2 × 2 prob-
lems are solved by the dynamic criterion from Section 4.
In the last set of experiments the eigenvalues and the eigenvectors of the pencil
XTX − λY TY
were computed using the GHSVD decomposition. These were compared to the ei-
genvalues and the eigenvectors computed by the MATLAB qz algorithm. The qz
algorithm was applied to the pencil XTX − λY TY as well as to the pencil µXTX −
Y TY . The data matrices were generated as in the second set of experiments.
Let (yi, λi) and (zi, µi) denote the ith eigenvector/eigenvalue pair of the pencil
XTX − λY TY and µXTX − Y TY , respectively. Let (zi, ei/fi) denote the ith ei-
genvector/eigenvalue pair computed by the GHSVD algorithm. Here |ei | and |fi | are
squares of the diagonal elements of the upper triangular matrices E and F and ei/fi
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Table 2
Normalized residual errors in the generalized eigenvalue problem
n cond(E) cond(F ) η0(x, e, f ) η1(y, λ) η2(z, µ)
10 1.3e + 02 7.5e + 01 3.0e −16 8.6e −16 2.9e −16
6.3e + 15 1.0e + 12 5.8e −17 8.1e −16* 3.2e −16*
6.3e + 15 1.3e + 02 1.7e −16 3.2e −16 4.7e −16*
3.3e + 02 1.0e + 12 4.4e −16 5.5e −16* 5.7e −15
50 1.3e + 03 9.3e + 02 1.1e −16 7.5e −15 3.2e −16
1.5e + 17 6.7e + 12 4.0e −13 8.9e −15* 3.5e −15*
1.5e + 17 1.7e + 03 4.6e −16 5.0e −16 1.8e −16*
2.2e + 03 6.7e + 12 1.5e −16 8.2e −16* 6.8e −12
100 2.8e + 03 1.1e + 04 3.2e −15 1.1e −14 7.2e −15
7.3e + 16 2.8e + 13 6.4e −13 8.9e −15* 2.4e −10*
7.3e + 16 5.7e + 04 8.0e −16 1.4e −15 6.3e −07*
1.2e + 04 2.8e + 13 1.5e −14 1.1e −15* 8.9e −11
is the (generalized) eigenvalue of XTX − λY TY . Following [17] we introduce the
normalized residual errors:
η0(xi, ei, fi) = ‖(fiX
TX − eiY TY )xi‖
(|fi | · ‖XTX‖ + |ei | · ‖Y TY‖)‖xi‖ ,
η1(yi, λi) = ‖(X
TX − λiY TY )yi‖
(‖XTX‖ + |λi | · ‖Y TY‖)‖yi‖ ,
η2(zi, µi) = ‖(µiX
TX − Y TY )zi‖
(|µi | · ‖XTX‖ + ‖Y TY‖)‖zi‖ .
Let
η0(x, e, f ) = max
i
η0(xi, ei, fi),
η1(y, λ) = max
i
η1(y, λi),
η2(z, µ) = max
i
η1(y, µi)
denote the maximal normalized residual errors for a given pair X and Y. The per-
formance of the three methods is illustrated in Table 2. An asterisk next to an entry
indicates that the qz method approximated one or more of finite eigenvalues by ∞,
or when signs of eigenvalues with small magnitudes were not correct. In such cases
the corresponding normalized residual errors were not calculated.
In two cases the performance of the GHSVD method was noticeably worse than
the performance of the qz methods. However in these cases, the qz methods either
declared some of the eigenvalues as ∞, or failed to compute the right sign of small
magnitude eigenvalues.
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6. Remarks
In this paper we have proposed a generalization of the hyperbolic singular decom-
position of a single matrix to a simultaneous decomposition of two matrices. This
generalized decomposition can be used for computing eigenvalues and eigenvectors
of a symmetric definite matrix pencil given in a product form (17).
In Theorem 2 we have listed sufficient condition under which the GHSVD exists.
It is of interest to relax some of the assumptions of Theorem 2. In particular assump-
tions (4) and (5) appear to be unnecessary and could be removed. However, under
relaxed assumptions the form of Theorem 2 may somewhat change.
There is a strong numerical evidence that the accuracy of the proposed GHSVD-
Jacobi method depends on how the GHSVD of 2 × 2 subproblems are computed. In
particular, it is evident that the magnitudes of the diagonal elements a and d in the 2 ×
2 subproblem (27) influence whether to compute the left or the right transformation
as the reference transformation. However, only a rigorous round-off error analysis,
like the ones presented in [1,2], can determine whether the criterion based on the
magnitude of diagonal elements of 2 × 2 subproblems is sufficient for numerical
stability of the method.
A related question is the sensitivity of the GHSVD decomposition to changes
in data. Some results for a related hyperbolic eigenvalue problem were obtained in
[23,24]. It might be possible to extend these results to the GHSVD decomposition.
Another issue not explicitly addressed in this note is the convergence of the Jacobi
method when applied to the computation of the GHSVD. Convergence results for a
related J-symmetric Jacobi method were presented in [14,25] and should carry over
to the case of the GHSVD.
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