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Abstract
We use the on-shell S-matrix and form factors to compute anomalous dimensions of
higher dimension operators in the Standard Model Effective Field Theory. We find that
in many instances, these computations are made simple by using the on-shell method. We
first compute contributions to anomalous dimensions of operators at dimension-six that arise
at one-loop. Then we calculate two-loop anomalous dimensions that are absent at one-loop
using this powerful method.
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1 Introduction
The discovery of the Higgs particle [1, 2], Higgs coupling measurements, and a plethora of beyond
the Standard Model (SM) searches suggest that there is an energy gap between the electroweak
scale and any new physics scale. Physics within this energy gap is appropriately described by the
SM, together with a tower of operators encoding the deformations generated by the new dynamics.
Given such separation of scales, the Renormalisation Group (RG) mixing of higher-dimension SM
EFT operators can lead to important physical effects on precision observables. During the course
of RG running from a hypothetical new physics scale down to the EW scale, the SM operators
acquire anomalous dimensions.
The anomalous dimension of an operator can be computed using a number of different methods.
For instance, the S-matrix elements, the effective action, or form factors, are subject to a Callan-
Symanzik equation, a.k.a. renormalisation group equation (RGE), that depends on the anomalous
dimensions. In this work we will compute the anomalous dimensions of SM dimension-six operators
through the RGE’s satisfied by the form factors.
The form factors (FFs) are defined by
FO(~n) ≡ out 〈~n|O(0) |0〉 , (1.1)
where O(x) is a local and gauge invariant operator and out 〈~n| is a multi-particle asymptotic state.
These are the same states that are used to define the scattering S-matrix elements
Snm ≡ 〈~n| Sˆ |~m〉 = out 〈~n| ~m〉in . (1.2)
In perturbation theory, the calculation of the FFs involves regularising IR and UV divergences.
For definiteness we will be using dimensional regularisation and MS scheme, then when computing
2
a FF at a fixed order in perturbation theory, it depends on the ’t Hooft scale µ. However, it
satisfies the Callan-Symanzik equation
d
dµ
FO(~n;µ) = [µ∂µ + γ − γIR + βg∂g] FO(~n;µ) = 0 (1.3)
where γ is the anomalous dimension matrix, γIR is the IR anomalous dimension, and βg denotes
collectively the beta function of the couplings in the theory. γIR is diagonal in the space of
kinematically independent operators since it is due to soft and collinear emission of particles.
Next we derive a relation between the form-factors and the S-matrix. We need three ingredients:
1) Unitarity FO(~n) ≡ out 〈~n|O(0) |0〉 =
∑
~m out 〈~n| ~m〉in in 〈~m|O(0) |0〉.
2) The CPT theorem implies out 〈~n|O(0) |0〉 = 〈0|O†(0) |~n〉in.
3) Analyticity F ∗O(sij − i) = FO(sij + i).
Regarding 2), recall that CPT is a symmetry transformation that is represented on the Hilbert
space by an anti-linear and anti-unitary operator. Thus it relates in/out states when inserted in
the inner product, while acts on local operators as CPTO(x) [CPT]−1 = O†(−x). Thus, point 2)
follows from out 〈~n|O(0) |0〉 = 〈0| [CPT]−1CPTO†(0)[CPT]−1CPT |~n〉in.
As for 3), note that due to Lorentz invariance FO must depend on the Mandelstam invariants
sij = pi · pj, for i, j = 1, . . . n, which we collectively denote by FO(sij + i), where  > 0 is a
small positive parameter arising from the Feynman i-prescription. The real analyticity relation
in 3) is definitely true in perturbation theory because complex conjugation of FO amounts to
complex conjugating the time-ordered propagators into anti-time-ordered propagators and thus
sij + i→ sij − i. This full counter-clockwise rotation in the sij complex plane can be generated
by a complex dilatation of the momenta. Indeed, defining the momentum space dilatation generator
D =
∑
all particles
pi
∂
∂pi
, (1.4)
the relation in 3) can be written as e−ipiDF ∗O(sij + i) = FO(sij + i), which together with 1) and
2) implies
e−ipiD F ∗O(~n) =
∑
~m
Snm F
∗
O(~m) . (1.5)
This equation was recently derived in [3] using a version of the optical theorem. The derivation
of (1.5) that we present here though is similar to the proof of the two-dimensional generalised
Watson theorem [4]. 1 In two-dimensions complex conjugation in the rapidity plane θ acts as
F ∗O(θ) = FO(−θ), where θ = |θ1−θ2| is the rapidity difference of two incoming particles of momenta
{p1, p2}, and (p1 + p2)2 = 4m2 cosh2(θ1 − θ2)/2. Then, by requiring only the extra assumption of
a factorised two-dimensional S-matrix, equation (1.5) for n = 2 reduces to the generalised Watson
theorem FO(θ) = FO(−θ)S(θ) [4], where S(θ) denotes the 2 → 2 scattering element and we are
omitting flavour indices; this equation is exactly satisfied by many solvable two-dimensional QFTs.
1Watson’s theorem [5, 6] is e.g. reviewed in [7], formulated as a relation between components of the S-matrix.
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For the purposes of computing UV anomalous dimensions, one can consider all particles as
massless. In perturbation theory, the FFs in (1.5) depend on the renormalisation scale µ, and are
subject to (1.3). Next, following the observation of [3], we relate the action of the momentum
dilatation operator to the Callan-Symanzik equation
DFO ≈ −µ∂µF (1)O = (γ − γIR + βg∂g)(1)F (0)O . (1.6)
Indeed, in dimensional regularisation there is a single renormalisation scale µ and we can trade
derivatives of
∑
i pi∂pi by −µ∂µ. Thus, using (1.5,1.6) and expanding in powers of D at first
non-trivial order one gets [3]
〈~n|Oj |0〉(0) (γji − γiIRδij)(1) = −
1
pi
〈~n|M⊗Oi |0〉(0) . (1.7)
where as usual we have separated the S-matrix as S = 1 + iM. The first factor on the right
〈~n|Oj |0〉(0) is a minimal form factor, namely the lowest order FF such that does not vanish in
the free theory limit. The minimal FF is a polynomial in the kinematic variables: the momenta
and polarisations of the particles. The action of βg∂g can be neglected because 〈~n|Oj |0〉(0) does
not depend on the couplings of the theory. On the right hand side, ‘⊗’ denotes an insertion of
1 =
∑
~m |~m〉in in 〈~m| as in 2). The M-operator and the form factor on the right are consistently
computed in perturbation theory so that it leads to a polynomial function like the l.h.s. minimal
FF. For instance, note that if the leading single log µ in the FF of the l.h.s. in (1.5) arises at
`-loops, then applying −µ∂µ as in (1.6) extracts the anomalous dimension at `-loop order. Thus
‘(1)’ in (1.7) indicates the coefficient of the leading single log µ, which typically arises at one-loop
but not necessarily. From here on we will neglect the super-indices (· · · )(n), n = 0, 1.
In section 2 we will discuss the method and compute one-loop anomalous dimensions of the
SM dimension-six operators, and compare the results with previous literature. In section 3 we
begin by summarising the pattern of vanishing entries in the one-loop anomalous dimension. This
allows us to identify those two-loop anomalous dimensions that are most interesting, namely those
two-loop RG mixings that vanish at one-loop. These can be efficiently obtained with the on-shell
methodology and we compute two-loop anomalous dimensions of this type in section 4. Finally
we summarise our results and conclude in section 5.
2 One-loop RGEs of dimension-six operators
In this section we apply (1.7) in a series of examples of one-loop RGE mixing of the SM dimension-
six operators. The one loop contributions to the right hand side of (1.7) involve a tree-level
form factor and a tree-level S-matrix element, that are contracted with a two-particle phase
space integral. Note that the scattering matrix in the right hand side of (1.5) is not the fully
connected S-matrix. Thus we should also consider contributions that involve a scattering matrix
with disconnected pieces
〈1, . . . , n|Oj |0〉 (γji − γiIRδij) =
1
2
n
...
...
...
OiiT =
n∑
k=2
1
2
k
...
...
k+1
k+2
n
OiiT + · · · , (2.1)
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where the lines to the right of the last FF are the disconnected particles of the S-matrix. 2 The
dots in (2.1) denote the sum of any possible permutation of the external particles, and higher loop
contributions.
For the purposes of computing the UV anomalous dimensions, one can consider all SM particles
as massless, or equivalently consider the SM in the symmetric phase of SU(2)L. Then, since all the
four-momenta involved in the problem (2.1) is null p2 = 0, it is convenient to use spinor helicity
formalism [8–10]. An on-shell massless spin s particle is characterised by its helicity h = ±|s| and a
pair of spinors {λa, λ˜a˙}. The spinors {λa, λ˜a˙} transform in the representations (1/2, 0) and (0, 1/2)
of the universal cover of the Lorentz group SL(2,C), respectively. The basic invariant tensors are
the antisymmetric Levi-Civita ab, a˙b˙, and σµ = (1, σi) with σi the Pauli matrices. Given two
particles with spinors {(λi)a, (λ˜i)a˙} where i = 1, 2, two simple Lorentz invariants are
(λ1)a(λ2)b
ab ≡ 〈12〉 and (λ˜1)a(λ˜2)bab ≡ [12] , (2.2)
where we have introduced the commonly used angle and square bracket notation. Another basic
invariant is
(pi + pj)
2 = 〈ij〉 [ji] ≡ sij , (2.3)
where we are using mostly minus η = (+−−−) metric signature. See for instance the textbooks
[11, 12] for further details on the spinor helicity formalism and on-shell scattering amplitudes
techniques.
As usual, we factor out a Dirac delta of total momenta conservation from the interacting and
connected iM matrix
〈12 . . . k|iM|1′2′ . . . k′〉 = (2pi)4δ(4)
(
Σ
k
i=1pi −Σ
k′
i=1p
′
i
)
iM(1 . . . k; 1 . . . k′) , (2.4)
where M is a function of the spinor variables {λia, λ˜ia˙} with i ∈ {1, . . . k} and {λ′ia, λ˜′ia˙} with
i ∈ {1, . . . k′} .
Starting with simplest things first, below we will show various one-loop computations that
involve only the 2 → 2 matrix elements in first term of the r.h.s. of (2.1). Thus we need to
perform the following type of integrals
1
2
1′
2′
...
3
4
n
OiiT = − 1
2pi
∫
dLI′ (2pi)4δ(4) (p1 + p2 − p′1 − p′2)M(12; 1′2′)FOi(1′2′3 . . . n) , (2.5)
where from here on we leave implicit the sum over all permutations of the external particles,
and dLI′ is the Lorentz invariant integral measure over all the p′i variables, in this case dLI
′ =∏2
i=1
d3p′i
(2pi)3 2p′0i
. The integral in (2.5) can be neatly performed sticking to the spinor formalism for
the FF and the M function. Since p1 + p2 = p
′
1 + p
′
2 throughout the whole phase-space integration
domain, it is useful to parametrise the λ′is in terms of the external particle’s spinors by [13, 3](
λ′1
λ′2
)
=
(
cos θ − sin θeiφ
sin θe−iφ cos θ
)(
λ1
λ2
)
, (2.6)
2Indeed, from
∫
dLI′
2pi 〈1, . . . , n| iM|1′, 2′, 3′, . . . , k′〉 〈1′, 2′, 3′, . . . , k′|Oi |0〉 pick a connected 2 → k scattering
element to reduce it to
∫
dLI′
2pi 〈1, . . . , k| iM|1′, 2′〉 〈1′, 2′, k + 1, . . . , n|Oi |0〉. The particles to the right of the last
FF in (2.1) may involve tree-level interactions of the disconnected S-matrix, but we have absorbed those into the
FF, such that both the S-matrix and the FF are connected.
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and similarly for the λ˜’s spinors. Then, the two-particle phase-space integral becomes an integral
over the rotation angles {θ, φ} only, and (2.5) reduces to
FOj(12 . . . n) (γji−γiIRδij) = −
1
16pi2
∫ 2pi
0
dφ
2pi
∫ pi/2
0
2 sin θ cos θdθM(1, 2; 1′2′)FOi(1
′2′3 . . . n) . (2.7)
For future reference we define the angular integration measure dΩ2 ≡ dφ2pi 2 cos θ sin θdθ. See
appendix A for further details.
2.1 Contributions at order λ
In the following we compute the anomalous dimensions of the SM dimension-six operators at order
λ with the presented on-shell formalism. In this case γIR is absent since there are no collinear or
soft divergences and thus using (2.7) we can directly compute the UV anomalous dimensions.
The tree-level M -matrix amplitude at O(λ) due to δL = −λ|H|4 is given by
M(1i2j3
∗
k4
∗
l ) = −2λ
(
δ ki δ
l
j + δ
k
j δ
l
i
)
, (2.8)
where we have taken all the particles as outgoing and the indices run over the components of the
Higgs doublet H. By crossing outgoing particles into ingoing we generate the 2 → 2 amplitudes
M(1i2j; 1k2l), M(1i2
∗
j ; 1k2
∗
l ), etc.
2.1.1 ∂2H4 operators
We need to specify the FFs that overlap with the scattering element in (2.8). Starting with opera-
tors involving four Higgses, there are two independent dimension-six operators O‖ = |H|2|DµH|2/2
and O⊥ = |H†DµH|2/2 . Their minimal FFs with a four particle state are
F‖(1i2j3∗k4
∗
l ) = − δ li δ kj 〈14〉 [14]− δ ljδ ki 〈13〉 [13] =
1i 4
∗
l
3∗k 2j
+
1i 3
∗
k
4∗l 2j
, (2.9)
F⊥(1i2j3∗k4
∗
l ) = − δ li δ kj 〈13〉 [13]− δ ljδ ki 〈14〉 [14] =
1i 4
∗
l
3∗k 2j
+
1i 3
∗
k
4∗l 2j
, (2.10)
where we have used momentum conservation
∑4
i=1 pi = 0.
3 The two operators are in correspon-
dence with the two possible ways to contract the momenta (solid line in (2.9,2.10)) of two particles
with two antiparticles that carry a flavour index (dotted line).
Next we need to connect the FFs in (2.9-2.10) with the matrix element (2.8) in the various
possible ways or channels
2
1i
2j
1′α
2′β
3k
4l
+ 4
1i
3∗k
3∗′β
1′α
4∗l
2j
+ 4
1i
4∗l
4∗′β
1′α
3∗k
2j
(2.11)
3FFs in momentum space, FO(p1 . . . pn; q) ≡
∫
d4xeiqxFO(p1, . . . , pn), have the support of the four-momentum
conservation delta function δ(4)(q + Σipi). We will indistinguishably refer to FO(p1 . . . pn; 0) by FO(p1 . . . pn).
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where from here on we represent on-shell scalar particle lines with a dashed line, a crossed dot
denotes an insertion of the operator and a grey blob the M-matrix. Regarding the multiplicative
factor in each channel, note that a factor of two is due to crossing 4, while the last two channels
get and extra factor of two because |Ha, H∗b 〉 and |Hb, H∗a〉 are distinct states.
With this it is straightforward to compute the various channels. Starting with the F⊥ form
factor, the first channel gives
− 1
16pi2
∫
dΩ2 [−2λ(δ αi δ βj + δ αj δ βi )] [− δ lαδ kβ 〈1′3〉 [1′3]− δ lβδ kα 〈1′4〉 [1′4]] , (2.12)
where dΩ2 is the angular integration in (2.7). The spinor 〈1′| is rotated according to (2.6), which
gives 〈1′i〉 = cos θ〈1i〉 − sin θeiφ〈2i〉. The φ integral sets to zero the terms with a phase eiφ, thus∫
dΩ2 〈1′i〉 [1′i] =
∫
dΩ2 (cos
2 θ 〈1i〉 [1i] + sin2 θ 〈2i〉 [2i]) for i = 3, 4. After doing the θ integral we
get
(2.12) = − 2λ
16pi2
[
δliδ
k
j + δ
l
jδ
k
i
]
[〈13〉 [13] + 〈14〉 [14]] . (2.13)
The second and third channels in (2.11) are done in the same way. The second one gives
− 1
16pi2
∫
dΩ2M(1i3
∗
k; 1
′
α3
∗′
β )F⊥(1
′
α2j3
∗′
β 4
∗
l ) =
λ 〈13〉 [13]
16pi2
[δ ki δ
l
j (N − 1)− 2δ li δ kj ] , (2.14)
where N = 2 is the dimension of the fundamental representation of the Higgs doublet. In this case
we rotate (|1′〉, |3′〉) = R(θ, φ).(|1〉, |3〉). Finally the third channel
− 1
16pi2
∫
dΩ2M(1i4
∗
l ; 1
′
α4
∗′
β )F⊥(1
′
α2j3k4
∗′
β ) =
λ 〈14〉 [14]
16pi2
[δ li δ
k
j (N − 1)− 2δ ki δ lj ] , (2.15)
can be obtained from the second channel upon exchanging 3 ↔ 4 and k ↔ l on (2.14). After
adding all the contributions, 2 · (2.13) + 4 · (2.14) + 4 · (2.15), we get
4λ
16pi2
[ 3F⊥(1i2j3∗k4
∗
l ) + (2−N)F‖(1i2j3∗k4∗l ) ] . (2.16)
at leading order in λ. Thus for a SM Higgs doublet, we have that N = 2 and the renormalisation
is diagonal.
Proceeding in a similar fashion for the F‖ form factor we get the following result for the
various channels: t1 = 2κ[δ
l
i δ
k
j + δ
k
i δ
l
j ] 〈12〉 [12] , t2 = −κ[δ ki δ lj (2N + 1) + δ li δ kj ] 〈13〉 [13] and
t3 = −κ[δ kj δ li (2N + 1) + δ ljδ ki ] 〈14〉 [14], where κ ≡ 2λ(16pi2)−1. Adding the different channels,
2t1 + 4t2 + 4t3, gives
8λ
16pi2
(2N − 1)F‖(1i2j3∗k4∗l ) . (2.17)
From (2.16) and (2.17) we read the order λ anomalous dimension matrix of the ∂2H4-type SM
operators γc⊥ = 12λγc⊥/16pi
2 and γc‖ = 24λγc‖/16pi
2, in agreement with previous literature [14–
16]. 5
4 I.e. one gets the same result when exchanging {1, 2} ↔ {3, 4} , {1, 3} ↔ {2, 4} and {1, 4} ↔ {2, 3} in the first
second and third channel respectively.
5 The renormalization mixing pattern in (2.16,2.17) for N = 2 can be understood using custodial symmetry
and spurion analysis [15]. While O⊥ transforms non-trivially, the quartic interactions and O‖ are singlets under
custodial transformation.
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2.1.2 The rest of order λ corrections
After having set the notation and basic steps, it is straightforward to compute the rest of order λ
corrections in the SM. We need to specify the minimal FFs that overlap with two Higgses
FFF (1i2
∗
j3
−
a 4
−
b ) = 2δ
j
i δAB 〈34〉2 (2.18)
F6(1a2b3c4
∗
d5
∗
e6
∗
f ) = 6 δ
d
a δ
e
b δ
f
c + Pd,e,f (2.19)
Fy(1i2
∗
j3k4
−
l 5
−) = (δ ji δ
l
k + δ
j
k δ
l
i ) 〈45〉 (2.20)
FQH(1i2j3
−
k 4
−
l ) = T
Aj
i T
A l
k (〈31〉 [14]− 〈32〉 [24]) (2.21)
where PX means all the permutations of the previous term over the elements in X. The lower case
and capital case indices in (2.18-2.21) are fundamental and adjoint indices of SU(2), respectively.
For operators containing fermions or vectors, one can generate FF with different helicity config-
urations. Throughout the text we will chose to do the calculations with minimal FF that have
mostly negative helicity particles. Due to CPT, if the calculation is done with the mostly positive
helicity FF the results are the same.
In Table 1 we provide the normalisation of the operators involved in these FFs. There we also
provide the rest of minimal FFs that we will use throughout out the paper. Note that when using
on-shell methods, a natural base of dimensions-six operators to use is the so called Warsaw basis
[17], because in such basis all operators that vanish on-shell have been traded by higher point
contact interactions [18–22].
Next we contract each FF in (2.18-2.21) with (2.8) and perform the basic tensor multiplications
and dΩ2 integrals as in (2.7). Note that the calculation of the anomalous dimension of the FFs
FFF , F6 and Fy is rather simple because the integration over the rotation angles is trivial and all
what is left is to perform the contraction of the SU(2)L tensors. Indeed, for FFF we get
2λ
16pi2
(
δ jαδ
β
i + δ
β
α δ
j
i
)
δ αβ δab2〈12〉2 =
2λ
16pi2
(N + 1)FFF (1i2
∗
j3
−
a 4
−
b ) (2.22)
The factor of 2 arises because there are two particle-antiparticle channels. Regarding the O6
self-renormalisation, there are two types of channels the particle-particle channel (or equiva-
lently antiparticle-antiparticle) and the particle-antiparticle channel. The are 6 particle-particle
type channels, each of them gives −M(1a2b; 1′a2′b)F6(1′a2b′3c4∗d5∗e6∗f ) = 4λF6(1a2b3c4∗d5∗e6∗f ). The
second type, the particle-antiparticle channel, gives −M(1a4∗d; 1′a4′∗d )F6(1′a2b3c4′∗d 5∗e6∗f ) + Pd,e,f =
14λF6(1a2b3c4
∗
d5
∗
e6
∗
f ) for a Higgs doublet. There are 6 types of contributions like this. Thus,
all in all we get 6(4 + 14)λ/(16pi2), at leading order in λ. Regarding Fy, there are also two
channels. The particle-particle gives −M(1i3k; 1′a3′b)Fy(1′a2∗j3′b4−l 5−) = 4λFy(1i2∗j3k4−l 5−). The
second type, the particle-antiparticle channel, gives −M(1i2∗j ; 1′a2′∗b )Fy(1′a2′∗b 3b4−l 5−)+Pik = 2(N+
3)λFy(1i2
∗
j3k4
−
l 5
−); there are two such terms because |1′a2′∗b 〉 and |1′b2′∗a 〉 are distinct states. Adding
all the channels we get 24λ/(16pi2) for the anomalous dimension of Fy.
As for the calculation of FQH , there is only a particle-antiparticle channel
1i
2∗j
2∗′β
1′α
3−k
4+l
∝
∫
dΩ2 〈31′〉 [1′4] = 〈31〉 [14] + 〈32〉 [24] , (2.23)
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Operator MFF
O3F
fABC
2·3! F
µ
AνF
ν
B ρF¯
ρ
C µ F3(1
−
A2
−
B3
−
C) 〈12〉〈23〉〈31〉 fABC/
√
2
OFF H
†H FAµνF¯
Aµν FFF (1i2
∗
j3
−
A4
−
B) 〈34〉〈34〉 2δ ji δAB
OqF Q¯σ
µνTAqHFAµν FD(1
−
i 2
−
j 3k4
−
A) 〈14〉〈24〉 2
√
2TAik
O4F1 (Q¯iu)ij(Q¯id) F4F1(1
−
i 2
−
j 3
−
k 4
−
l ) 〈12〉〈34〉 ij
Oy |H|2Q¯qH Fy(1i2∗j3k4−l 5−) 〈45〉 δ ji δ lk + δ jk δ li
O6 |H|6 F6(1a2b3c4∗d5∗e6∗f ) 1 6 δ da δ eb δ fc + Pd,e,f
O4F2 (Q¯T
AγµQ)(Q¯TAγµQ) F4F2(1
−
i 2
−
j 3
+
k 4
+
l ) 〈12〉[34] 2TAji TA lk
OQH (Q¯T
AγµQ) (H†TA
↔
DµH) FQH(1i2j3
−
k 4
−
l ) 〈31〉 [14] 2TAji TA lk
O⊥ (H†DµH)(H†DµH)/2 F⊥(1i2j3∗k4
∗
l ) 〈13〉[13] −δ li δ kj − P1i,2j
O‖ |H|2(DµH)†(DµH)/2 F‖(1i2j3∗k4∗l ) 〈14〉[14] −δ ki δ lj − P1i,2j
Table 1: The Standard Model dimension-six operators and its minimal form factors (MFF) – with
the least number of particles. The MFFs are given by the product of the two rightmost columns.
In the right most column we give the SU(2)L and SU(3)c tensors that compound the MFF –
omitting the identity in colour space and flavour mixing matrices. F¯αβ = Fαβ + iαβµνF
µν , and TA
is either of the generators of the SM gauge groups. We are not displaying operators whose MFF
involves a straightforward modification of the tensor structure – in the rightmost column – of the
operator shown. e.g. like H†σiHBµνW i µν , iH˜†DµH(uγµd) and |H|2Q¯uH˜, where H˜ = iσ2H∗.
where the solid lines represent fermions. The former polynomial vanishes by momentum conser-
vation
∑4
i=1 |i〉[i| = 0. 6 This is of course unsurprising since the mixing is only sensitive to the
current JAµ = H
†TA∂µH − ∂µH†TAH in the operator OQH = JAµ (Q¯γµTAQ). The current JAµ is
conserved (up to terms proportional to the SU(2)L coupling g), hence it obeys a Ward identity
and thus does not acquire an anomalous dimension proportional to λ[1 +O(g)].
All in all, we recover the order λ anomalous dimension matrix of the dimensions-six operators
γFF
γ⊥
γ‖
γ6
γy
γψH
 =
4λ
16pi2

3
3
6
27
6
0


cFF
c⊥
c‖
c6
cy
cψH
 , (2.24)
where we only show the non-vanishing matrix elements. Eq. (2.24) is in agreement with [14–16].
6The corresponding diagram in an Effective Action calculation leads to ∂|H|2Q¯γQ e.o.m.−→ yOy + yO∗y, where
y is the Yukawa coupling and we have used the equations of motion. In the on-shell calculation, such order λy
contribution comes from using 〈HH†HQ¯Q| as an outgoing state in (2.7).
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2.2 Contributions from gauge interactions
Now we consider contributions to anomalous dimensions that are proportional to a gauge coupling
squared. These contributions arise when an O(g2) M-matrix element is used in (2.7). In this
case however, M-matrix elements can have collinear and soft divergences, which generate a non-
vanishing contribution to γIR. We will therefore describe how the formalism must be used when IR
divergences are present, first calculating the anomalous dimension of a conserved Noether current
as a simple example. Then, we will calculate gauge contributions to the anomalous dimensions of
O‖ and O⊥.
2.2.1 IR divergences
In a gauge theory, the IR anomalous dimension has the following expression at the one-loop level:
γIR(sij;µ) =
∑
i<j
TAi · TAj γcusp log
µ2
−sij +
∑
i
γcolli , (2.25)
see e.g. refs. [23, 24]. In (2.25) the sum runs over ordered pairs of external legs, TAi is a generator
of the gauge group, and µ is the t’Hooft scale of dimensional regularisation. This form for γIR has
also been confirmed to hold in a number of examples at two and three loops in QCD and N = 4
SYM (see [24] and references therein), and has been conjectured to hold at all subsequent loop
orders. For our current purposes it suffices that (2.25) holds at one loop for either of the SM gauge
groups with collinear dimensions given by
γcollg = −b0
g2
16pi2
, γcollq = −3C2
g2
16pi2
, γcollH = −4C2
g2
16pi2
, (2.26)
where b0 is the one-loop beta function coefficient, C21 =
∑
A T
ATA, and at one loop γcusp =
g2/(4pi2). The collinear dimensions γcollg/q are shown in [23] and γ
coll
H can be extracted from [25].
Using (2.25) in (2.5) it can be shown that [3]
γjiFOj = −
1
16pi2
∫
dΩ2
(
M(12; 1′2′)FOi(1
′2′3 . . . n) +
2g2TA1 T
A
2 FOi(123 . . . n)
sin2 θ cos2 θ
)
+ FOi
∑
k
γcollk ,
(2.27)
where as in (2.5) we leave implicit the sum over permutations of ordered pairs of the n external
particles.
The FF of a Noether current that corresponds to an ungauged global symmetry has a vanishing
UV anomalous dimension. Next, we will calculate the anomalous dimension of such a FF and
confirm that it is zero to provide a good consistency check on (2.27). We have an ungauged
global symmetry in the SM Higgs sector, associated with SU(2) rotations of the Higgs doublet
once the SU(2)L gauge coupling has been set to zero. The corresponding Noether current is
JAµ = i(H
†TA∂µH − ∂µH†TAH), and its associated MFF is
FJA(1i2
∗
j) = −TAij
(
λα1 λ˜
α˙
1 − λα2 λ˜α˙2
)
, (2.28)
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where TA = σA/2. We will consider the contribution to the UV anomalous dimension of this FF
coming from the SM Hypercharge interaction. To compute this contribution to O(g′2), we need
the tree–level 2 → 2 scattering matrix element for Higgs scalars due to the hypercharge gauge
interaction:
M(1i2j3
∗
k4
∗
l ) = g
′2Y 2H δ
k
i δ
l
j
(
1− 2〈12〉〈34〉〈13〉〈24〉
)
+ g′2Y 2H δ
l
i δ
k
j
(
1− 2〈12〉〈34〉〈23〉〈41〉
)
. (2.29)
Evaluating (2.27) for the non-abelian current in (2.28), we have
γJJFJA(1i2
∗
j) = −
1
16pi2
∫
dΩ2
(
M(1i2
∗
j ; 1
′
α2
∗′
β )FJA(1
′
α2
∗′
β ) +M(1i2
∗
j ; 1
∗′
α 2
′
β)FJA(1
∗′
α 2
′
β)
− g
′2FJA(1i2∗j)
2 sin2 θ cos2 θ
)
+ FJA(1i2
∗
j)
∑
k
γcollk , (2.30)
where we have used TA1 T
A
2 = −1/4 for the hypercharge generators YH = 1/2 acting on a Higgs
scalar and its antiparticle. The integral in (2.30) is evaluated as usual. After performing the
angular rotations and basic integrations, we find that it equals 2g′2FJA(1i2∗j)/16pi
2. Next, using
the result for the collinear dimension of scalars from (2.26), and that C2 = 1/4, we find that the
final term in Eq. (2.30) equals −2g′2FJA(1i2∗j)/16pi2. We have therefore demonstrated that the
required result γJJ = 0, can be recovered using this formalism.
In passing, we note that if the same exercise is instead carried out for the Noether current
associated with the gauged U(1)Y symmetry, we get a non-vanishing anomalous dimension. This
is because renormalisation of the naive Noether current occurs when the corresponding abelian
symmetry is gauged. However, an improved current can be defined in this case that is both
conserved and non-renormalised [26].
Having done some simple checks of (2.27), we now compute instances of gauge contributions
to the SM dimension-six anomalous dimensions.
2.2.2 Gauge mixing
Coming back to the operators O‖ and O⊥, let us discuss the mixing due to the U(1)Y -Hypercharge.
We will use (2.27) to calculate the matrix of anomalous dimensions, which is needed as there is
both operator mixing and a non-vanishing IR anomalous dimension for this interaction and choice
of FFs. In this formula, we will plug in the matrix element for scalar scattering due to the
Hypercharge interaction, given by (2.29).
Begin by first taking F⊥ in the integral. Just like the corresponding O(λ) calculation in
section 2.1, there will be three independent channels that contribute to the integral, corresponding
to different pairs of scalars crossing the cut. The integral for the first channel gives
− 1
16pi2
∫
dΩ2
(
M(1i2j; 1
′
α2
′
β)F⊥(1
′
α2
′
β3
∗
k4
∗
l ) +
g′2F⊥(1i2j3∗k4
∗
l )
2 sin2 θ cos2 θ
)
=
g′2
64pi2
δliδ
k
j {5 〈13〉 [31]− 3 〈14〉 [41]}+
g′2
64pi2
δljδ
k
i {5 〈14〉 [41]− 3 〈13〉 [31]} , (2.31)
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where the Higgs Hypercharge value YH = 1/2 has been inputted. Individually, the two terms
appearing in the integral in Eq. (2.31) are divergent, but their sum is finite. The integral for the
second channel is
− 1
16pi2
∫
dΩ2
(
M(1i3
∗
k; 1
′
α3
∗′
β )F⊥(1
′
α2j3
∗′
β 4
∗
l ) +M(1i3
∗
k; 1
∗′
α3
′
β)F⊥(1
∗′
α2j3
′
β4
∗
l )−
g′2F⊥(1i2j3∗k4
∗
l )
2 sin2 θ cos2 θ
)
= − 2g
′2
64pi2
δliδ
k
j 〈13〉 [31]−
g′2
64pi2
δljδ
k
i
{(
N
3
+ 3
)
〈13〉 [31] +
(
2N
3
+ 8
)
〈14〉 [41]
}
. (2.32)
The integral for the third channel can be found from the second by making the substitutions
3↔ 4 and k ↔ l. Finally, multiplying each of these three channels by two (to include the crossing
symmetric contributions) and adding them gives the total value for the integral in (2.27). Using
the equations for the FFs in (2.9) and (2.10), we can express this total as
g′2
16pi2
(
N
3
+
5
2
)
F⊥(1i2j3∗k4
∗
l ) +
g′2
16pi2
(
N
6
+ 3
)
F‖(1i2j3∗k4
∗
l ) . (2.33)
Using (2.26), we find that the collinear contribution is
∑
γcoll = −4g′2/16pi2. Then by matching
coefficients of F⊥ and F‖ in equation (2.27), we can extract order g′ values for two elements of the
anomalous dimension matrix – γ⊥ = g′2(N/3− 3/2)c⊥/16pi2 and γ‖ = g′2(N/6 + 3)c⊥/16pi2.
By repeating this procedure except inputting F‖ to the integral in (2.27), the remaining two
elements of the anomalous dimension matrix can be found. After combining the three channels in
the same way as before, the integral term is
g′2
16pi2
(
10
3
F⊥(1i2j3∗k4
∗
l ) +
8
3
F‖(1i2j3∗k4
∗
l )
)
, (2.34)
independently of N . After adding the collinear contribution and matching coefficients of F⊥ and
F‖ in Eq. (2.27), we can find the remaining two elements of the O‖ and O⊥ anomalous dimension
matrix at order g′2. After setting N = 2 for the Higgs doublet, the final result isγ⊥
γ‖
 = g′2
16pi2
−56 103
10
3
−4
3
c⊥
c‖
 , (2.35)
in agreement with previous literature [15, 27]. 7 By similar means one can compute the mixing
due to the SU(2)L gauge interactions. However, such order g
2 contributions are diagonal because,
due to custodial symmetry, the RG mixing between O‖ and O⊥ must be proportional to the
Hypercharge coupling g′2 [15].
2.3 Non-minimal form factors
In the previous sections we have only encountered minimal form factors, i.e. FF that do not vanish
at zero order in the SM couplings. This is because we focused on transitions between operators that
7The calculation of [15] was done in a basis where OB ≡ (H†DνH)∂µBµν is kept as an independent operator.
After rotating away such operator and rotating the operators {OH , OT } (there defined) into {O‖, O⊥} full agreement
is found. An early calculation of the RG mixing from OH to OT can be found in [28].
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have the same number of external fields. Instead, if the transition between operators increases the
number of particles, we will potentially have contributions from a 2→ 2 S-matrix element acting
on a non-minimal form factor.
Next we compute an illustrative example consisting on the dipole renormalisation by the F 3
operator. For concreteness we focus on the F 3 and dipole involving the gluon field strength. The
F 3 operator is given by c3GO3G = c3Gf
ABCGAµνG
B
νρ(G
C
ρµ + iG˜
C
µν)/(2 · 3!), while the dipole is given
by cqGOqG = cqGQ¯σµνT
AqHGAµν . The MFFs that we need are
F3G(1
−
A2
−
B3
−
C) =
−i√
2
fABC 〈12〉〈23〉〈31〉 , (2.36)
FqG(1
−
i 2
−
j 3 4
−
A) = 2
√
2TAij 〈14〉〈42〉 , (2.37)
where in FqG we only show the color index, because the SU(2) indices are diagonal throughout
the calculation. There are three different contributions,
4
1−i
3−j
2−A +
4
1−i
2−A
3−j
+
4
3−j
2−A
1−i
. (2.38)
The first diagram in (2.38) involves a 5-point scattering amplitude. The amplitude between two
fermions, a scalar and two gluons with all-plus helicity vanishes, M(ψ+ψ+φ g+g+) = 0. Therefore
the only contribution is from the amplitude with negative helicity fermions M(ψ−ψ−φ g+g+), which
is a potential contribution to the dipole FqG(1
−
i 2
−
j 3 4
−
A) in (2.37). The 5-point amplitude is
M(1−i 2
+
A3
+
B4
−
j 5 ) = −2yg2s(TATB)ij
〈14〉2
〈12〉〈23〉〈34〉 − 2yg
2
s(T
BTA)ij
〈14〉2
〈13〉〈32〉〈24〉 . (2.39)
We need to perform the convolution of this amplitude with (2.36),
1
16pi
∫
dΩ2M(1
−
i 3
−
j 4;x
−
Xy
−
Y )F3G(x
−
Xy
−
Y 2
−
A) = −
yg2s
16pi
NcT
A
ij√
2
2〈13〉2
∫
dΩ2
〈y2〉〈2x〉
〈1x〉〈y3〉 (2.40)
where we used −ifABCTATB = 1
2
NcT
C , and a factor of two arises because both color orderings in
(2.39) give the same integral since it is invariant under x↔ y. Now we need to rotate the internal
spinors in terms of the three external ones. We rotate |x〉 and |y〉 in terms of spinors |a〉 and |b〉
such that they are on-shell and pa + pb = p1 + p3 + p4, a simple choice is [3]
|a〉 = |1〉
√
s134
s13 + s14
, |b〉 = (|3〉[13] + |4〉[14]) 1√
s13 + s14
(2.41)
Next we rotate (|x〉, |y〉) = R(θ, φ).(|a〉, |b〉) like in (2.6) and we are lead to∫ pi/2
0
2cθsθdθ
∫
dφ
2pi
(〈b2〉cθ + sθe−iφ〈a2〉)(〈2a〉cθ − sθeiφ〈2b〉)
−sθeiφ〈1b〉(〈b3〉cθ + sθe−iφ〈a3〉) . (2.42)
A convenient way to perform the φ and θ integrals is to change variables to z ≡ eiφ and t ≡ tan θ.
In this way, the denominator of the integrand is a product of terms like (z − 〈ij〉/〈ik〉t) so the z
13
integral picks the residues inside the unit circle and the integral on t scans the position of those
residues. The integral in (2.40) is
− 2〈2b〉〈2a〉〈1b〉〈3b〉
∫ ∞
0
dt
(1 + t2)2
∮
|z|=1
dz
2pii
(z + t r2)(1− zt/r2)
z2(z + t r3)
, (2.43)
where we have defined ri = 〈ia〉/〈ib〉. After performing the integrals, we use the expressions in
(2.41), and after a lengthy manipulation of the result using Schouten identities [ξi][jk] + [ξj][ki] +
[ξk][ij] = 0 we get
(2.43) =
〈12〉〈23〉
〈13〉2
(
2− log (s13 + s14)(s13 + s34)
s14s34
)
+
〈12〉2〈34〉
〈14〉〈13〉2
s14
s13 + s14
+
〈14〉〈23〉2
〈34〉〈13〉2
s34
s13 + s34
.
(2.44)
Next we compute the right diagram in (2.38), which involves the following four-particle ampli-
tude and non-minimal FF
M(1−i 2
+
A3
−
j 4 ) = yg
√
2TAij
〈13〉2
〈12〉〈23〉 and F3G(1
−
i 2
−
A3
−
B4
+
j ) = gf
ABCTCij
〈12〉〈23〉〈31〉
〈34〉 . (2.45)
Convoluting this scattering matrix element with the FF we get
2
16pi
∫
dΩ2M(1
−
i 4;x
−
Xy
+
k )F3G(2
−
Ax
−
X3
−
j y
+
k ) = −
yg2s
16pi
iNcT
A
ij√
2
2
〈23〉
〈14〉
∫
dΩ2
〈1y〉2〈2x〉〈3x〉
〈1x〉〈3y〉 . (2.46)
The factor of two comes because there are two channels corresponding to propagating either |x−Xy+k 〉
or |y+k x−X 〉, that give the same value. Next we rotate (|x〉, |y〉) = R(θ, φ).(|1〉, |4〉) and perform again
the change of variables into z ≡ eiφ and t ≡ tan θ. We are left with the following integral
2
∫ ∞
0
dt
(1 + t2)3
∮
|z|=1
dz
2pii
(1 + z t 〈24〉〈12〉)(
〈13〉
〈34〉 + t z)
z(t 〈13〉〈34〉 − z)
=
(
−3
2
+ log
s13 + s34
s34
− 〈14〉〈23〉〈12〉〈34〉
s34
s13 + s34
)
.
(2.47)
The final result for this contribution is − yg2s
16pi
NcTAij√
2
2〈12〉〈23〉 × (2.47).
The third contribution in (2.38) comes from exchanging 1 and 3 in the second contribution.
Finally adding the three contributions, we see that the log’s and rational functions cancel and we
are left with the contact interaction
− yg
2
s
16pi
Nc
2
TAij 2
√
2〈12〉〈23〉 , (2.48)
which we easily recognise as the dipole MFF in (2.37). Thus the anomalous dimension is
γqG←3G = − g
2
sy
16pi2
Nc
2
, (2.49)
in agreement with [27].
In passing we note that if we do the calculation with the positive helicity gluons F3G(1
+
A2
+
B3
+
C),
i.e. the CPT related FF, we get the complex conjugate dipole. The Wilson coefficient in c3GO3G
is taken as complex and thus we generate the operator OqG with a complex coefficient, namely the
CP even and CP odd dipole.
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Figure 1: One-loop RG mixing can only occur from operators renormalising operators in boxes to
the right or in the same box. The four-fermion of type 〈 · 〉2 and type 〈 · 〉[ · ] do mix. One-loop
transitions from 〈 · 〉3-type operators to 〈 · 〉[ · ] is forbidden by helicity selection rules. These
patterns are summarised by the black arrows in the figure. With blue arrows we indicate the
two-loop leading logs that are computed in the sections indicated on top.
3 Structure of the anomalous dimension matrix
The on-shell formalism that we have been using suggests classifying the operators – or minimal
FF – in five classes,
〈 · 〉3 , 〈 · 〉2 , 〈 · 〉 , 1 and 〈 · 〉[ · ] (3.1)
depending on the number of λ and λ˜’s. For instance F3G(1
−
A2
−
B3
−
C) ∝ 〈12〉〈23〉〈31〉 ∼ 〈 · 〉3 and
therefore is of the first class, see table 1 for the rest of FFs. The total number of spinors and
dimensional analysis determines the number of particles involved in each FF. 8
The on-shell formalism makes very transparent the pattern of the anomalous dimensions matrix,
namely the non-vanishing entries of the matrix. When mixing from Oi to Oj, the phase-space
integral will remove two legs from the form factor FOi while the Sm←2 scattering matrix element
generates m > 2 legs. Thus Oj has, the same number of external fields or more, but never less than
Oi. Therefore operators can only renormalise, at one-loop, operators with equal or more fields.
This is an instance of the more general theorem in [30].
The RG mixing between the two four-particle classes – 〈 · 〉2 and 〈 · 〉[ · ] – requires the 2
to 2 S-matrix element to have a total net helicity
∑
i hi 6= 0 with all particles outgoing. In the
SM there is a unique four-point tree-level amplitude that has net helicity, namely the four-fermion
amplitude proportional to the up and down Yukawas yuyd [31, 32]. Therefore the only allowed
mixing between operators from class 〈 · 〉2 and 〈 · 〉[ · ] is between the four-fermion operators ψ4
and ψ2ψ¯2. This effect was previously explained using SUSY as a spurious symmetry, since the
up and down Yukawa interactions are not simultaneously holomorphic [33, 34]. Finally, helicity
selection rules [31], or accidental supersymmetry [34], also exclude one-loop mixing from operators
in 〈 · 〉3, into 〈 · 〉[ · ]. 9
While chunks of the SM dimensions-six operators’ anomalous dimensions have been computed
in many papers in the literature, see e.g. [14, 36–41] and [15, 42] for the anomalous dimensions
8This coincides with the classification in [29].
9Helicity selection rules also imply that the corresponding one-loop diagram vanishes up to a rational function
of the kinematical variables; in many cases the rational factor vanishes as well [35], see also below.
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relevant for Higgs and Electroweak physics, the full matrix has been computed in [16, 27, 43, 44].
With this we conclude the summary of the one-loop pattern, see figure 1 for an outline.
A particularly interesting class of two-loop anomalous dimensions consists of those RG mixings
that are forbidden at one-loop. We distinguish two types of such two-loop RG mixings. The first
type are those two loop RG mixings that decrease the number of particles by a unit, namely an
operator with ` legs can mix, at two loops, with an operator with ` − 1 legs. These transitions
occur in the direction opposite to the long 1-loop arrow in figure 1. The second type are those two
loop RG mixings that are forbidden at one loop solely by helicity selection rules (but not by leg
counting). Those would be two loop transitions from 〈 · 〉3 → 〈 · 〉[ · ] and two loop transitions
among the four-particle operators of the classes 〈 · 〉[ · ] and 〈 · 〉2.
In this work we will investigate the two-loop anomalous dimensions indicated by blue arrows
in figure 1. These anomalous dimensions arise from the following type of diagrams
...O
(0)
i
iT + ...O
(1)
i
iT , (3.2)
where the on-shell particle lines denote any allowed SM particle and the scattering element of each
term is evaluated at tree-level. Indeed, under the three-particle cut of the first term of (3.2), three
particles are removed from the operator Oi while the S2←3 scattering matrix element produces two
particles. By means of this process an operator with ` legs mixes, at two loops, with an operator
with `−1 legs. There are no contributions that involve a 1-loop (or higher loop) scattering matrix
element. Indeed, at two-loop order in the anomalous dimension matrix, such 1-loop scattering
matrix element can only be contracted with two particles of the FF and thus does not decrease
the number of particles in Oi. Finally, in principle we can also reduce the number of legs in the
operator by closing the particles of the FF into a loop, this is indicated by the second term in (3.2).
However, in the next section we will show that the second term in (3.2), involving the one-loop
FF, vanishes in the two-loop mixing transitions that decrease the number of legs.
In conclusion, for this class of anomalous dimensions, the only contribution comes from a tree-
level S-matrix element, a tree-level FF and a three-particle cut (first term in (3.2)). They can be
efficiently calculated and therefore the on-shell method is well suited for computing the leading
RG mixings that shorten the length of the operator.
4 The ‘easy’ two-loop anomalous dimensions
In the following we compute the two-loop anomalous dimensions of the RG mixing shown by blue
arrows in figure 1. This is a higher loop order calculation of the r.h.s. of (1.7) than what we
have encountered so far. However it is still order “(0)” because, as we will see, such two-loop
calculations lead to a Lorentz invariant polynomial in the spinors λ, λ˜. Thus, according to the
l.h.s. of (1.7), its coefficient should be interpreted as the anomalous dimension γ because µ∂µ picks
up the coefficient multiplying a single leading logarithm. 10
10Had the one-loop not vanished, we would have needed to expand e−ipiD to second order to get rid of the leading
log2 term and disentangled the coefficient of the one-loop and the two-loop single log.
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The contributions coming from the first diagram in (3.2), consisting in (−1/pi) times the three-
particle phase space integral of a matrix element and a form factor, can be written as
〈12〉[12]
(16pi2)23!
∫
dΩ3M(12; 1
′2′3′)FOi(1
′2′3′4 . . . n) , (4.1)
where the spinors in the integrand are written in terms the two external spinor by the following
rotation λ′1λ′2
λ′3
 =
 cos θ1 −eiφ cos θ3 sin θ1cos θ2 sin θ1 eiφ (cos θ1 cos θ2 cos θ3 − eiδ sin θ2 sin θ3)
sin θ1 sin θ2 e
iφ
(
cos θ1 cos θ3 sin θ2 + e
iδ cos θ2 sin θ3
)
(λ1
λ2
)
, (4.2)
and the measure is dΩ3 = 4 cos θ1 sin
3 θ1dθ12 cos θ2 sin θ2dθ22 cos θ3 sin θ3dθ3
dδ
2pi
dφ
2pi
[13, 3]. The 1/3!
in (4.1) arises when considering the phase space for three identical particles. Further details on
the phase-space integral can be found in appendix A.
4.1 〈 · 〉2 → 〈 · 〉3: 4-point to 3-point
We start by computing the transitions from four-field operators into three-field operators. There
are only two structurally different contributions at two loops, namely the φ2F 2 → F 3 and the
ψ2φF → F 3 mixings. We start with the former contribution. In the SM this transition is only
possible when the gauge field belongs to the SU(2)L, thus we compute the RG mixing from the
operator OWW = |H|2WAµνWAµν to O3W = 13!ABCWAµνWBνρWCρµ. The corresponding MFF are
F3W (1
−
A2
−
B3
−
C) =
−i√
2
fABC〈12〉〈23〉〈31〉
FWW (1i2
−
A3
−
B4
∗
j) = 2δ
j
i δ
AB 〈23〉2. (4.3)
We find the following potential contributions
−
−
− +
−
−
− +
−
−
− . (4.4)
We have excluded one loop FFs that are contracted with the amplitude HiHj → W−W−, because
this process is zero at tree-level in the SM. Next, note that the one-loop FFs in (4.4) vanish.
Indeed, the loop is given by
∫
dd` `
µ
[(`+p/2)2−i][(`−p/2)2−i] = 0.
11 We are left with the first term in
(4.4), involving a three-particle phase-space integration between a tree-level matrix element and a
minimal FF. The five-point amplitude is given by
M(1i2
−
A2
3−A34
+
A4
5∗j) = 2
√
2g3 (TA2TA3TA4)ij
[14]2[45]2
[12][23][34][45][51]
+ perms. {2,3,4} , (4.5)
11The same integral appeared recently in [30] when computing the two-loop mixing of O6 into O3W .
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which has to be contracted with the MFF in (4.3),
−
−
− =
〈12〉[12]
(16pi2)2
∫
dΩ3M(yi1
−
A2
−
Bx
+
x z
∗
j )FWW (yi3
−
Cx
−
x z
∗
j ) , (4.6)
where we denoted by x, y and z the momenta of the spinors we are integrating over. The integral
is done by rotating λx, λy, λz in terms of λ1, λ2 as in (4.2). The integrand of (4.6) involves
permutations of [ijk] ≡ [xy]2[xz]2〈x3〉3
[yi][ij][jk][kz][zy]
, with i, j, k = 1, 2, x, multiplied by the corresponding trace
of TA’s matrices, generated from the contraction of the color structure in (4.6) with the δij of the
FWW form factor. The integral measure is invariant under y ↔ z, which is implemented with
the change of variables (θ3, δ) → (pi/2 − θ3, δ + pi). Therefore, we can reverse the ordering of the
arguments to get [ijk] = −[kji], and write the integrands proportional to tr(TATBTC) in terms
of the ones proportional to tr(TCTBTA). Thus we are lead to
(4.6) =
〈12〉[12]
(16pi2)2
4
√
2g3ifABC
∫
dΩ3
(
[12x] + [x12] + [2x1]
)
, (4.7)
where we have used tr(TATBTC)− tr(TATCTB) = ifABC . The angular integrals in (4.7) are given
by ∫
dΩ3 [12x] = −
∫
dΩ3 [x12] =
1
2
〈13〉〈23〉
[12]
,
∫
dΩ3 [2x1] =
3
2
〈13〉〈23〉
[12]
. (4.8)
From this, we read the two loop anomalous dimension
γ3W←WW = 12
g3
(16pi2)2
. (4.9)
Next we compute a transition of the type ψ2φF → F 3. In particular we compute the
renormalisation of the pure glue operator O3G by the gluon dipole OqG. This is the opposite
mixing direction that we have computed in section 2.3. The MFFs are already given in (2.36) and
(2.37). There are the following possible contributions
−
−
− +
−
−
− +
−
−
− , (4.10)
However, the one loop FF vanishes because, due to the presence of σµν in the dipole vertex, the
loop of fermions involves the trace of an odd number of γµ-matrices. We have excluded one-loop
FFs that are contracted with the amplitudes ψ+ψ+ → g−g− or φφ → g−g− which do not exist,
at tree-level, in the SM Lagrangian. Again, the contribution reduces to compute the first term
in (4.10) which involves a tree-level matrix element and a minimal FF. The five-point scattering
amplitude has already appeared in (2.39). Since in the current case the SU(2) indices are relevant,
they are denoted by denoted by i, j, while the color ones by α, β. Both the amplitude and FF
proportional to the trivial factor δij. The convolution of the amplitude and the MFF is∫
dΩ3M(y
+
αi1
−
A2
−
Bz
+
β xj)FqG(y
−
αi3
−
Cz
−
β x
∗
j) = −8
√
2yg2s if
ABC
∫
dΩ3
[yz]2〈y3〉〈3z〉
[y1][12][2z]
(4.11)
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where we used the fact that the integral measure is invariant under y ↔ z to write the two
color orderings in a similar way, and that ifABC = tr(TATBTC) − tr(TATCTB) and δijδij = 2.
The integral over the phase space angles is straightforward to do and gives 1
2
〈13〉〈23〉/[12]. The
anomalous dimension is
γ3G←qG = −8 yg
2
s
(16pi2)2
. (4.12)
This computation, compared with the one loop reverse transition in 2.3, shows explicitly that the
complexity of the computations in this method does not scale strongly with the number of loops,
and two-loop computations can be easier than one-loop ones.
These two Lorentz structures, φ2F 2 and ψφF , are the only four-particle operators that mix
with the three-particle structure F 3 at two loops with a single log.
4.2 〈 · 〉 → 〈 · 〉2: 5-point to 4-point
We start by computing a transition of the type ψ2φ3 → ψ2φF . For concreteness we compute
the renormalisation of the hypercharge dipole of the leptons OeB = ¯`LσµνeRHBµν + h.c. due to
the leptonic Yukawa Oye = |H|2H ¯`LeR + h.c., with other pairings being similar since the non-
abelian part of the amplitude plays no role in the computation. The potential contributions to the
ψ2φ3 → ψ2φF mixing are given by
+ + . (4.13)
The second contribution with the three scalar in the cut is zero. This can be seen by explicit
computation, but also by noticing that the fermion structure 〈12〉 of the Yukawa is unaltered
by the integration and there is no dimension-six invariant with the Fψ2φ particle content and
proportional to the fermion spinors 〈12〉. The third contribution also vanishes, because the FF
loop vanishes as we showed in the previous section. We are left with the tree-level amplitude
contribution
4−
1−i
3j
2−
=
〈14〉[14]
(16pi2)2
∫
dΩ3M(1
−
i x
+
a ybz
∗
c4
−)Fy(x−a 2
−3jybz∗c ) , (4.14)
The amplitude in (4.14) is given by
M(1−i 2
+
j 3k4
∗
l 5
−) = −2
√
2g′(g′2YfYHδijδkl + g2TAij T
A
kl)
(
YH
[23][24]
[12][35][45]
− Yf [23][24]
[15][25][34]
)
, (4.15)
where we included both U(1)Y and SU(2)L contributions to the amplitude. The first term in the
parenthesis corresponds to the case when the hypercharge boson 5− is attached to the scalars and,
while in the second term the gauge boson is attached to either of the fermions. The FF in (4.14)
is
Fye(1
−
i 2
−3j4∗k5l) = 〈12〉 (δijδkl + δilδkj) (4.16)
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Next, the spinors associated to the particles x, y, z are rotated as in (4.2) leaving a simple trigono-
metric integral that gives∫
dΩ3
(
YH
[xy][xz]〈x2〉
[1x][y5][z5]
− Yf [xy][xz]〈x2〉
[15][x5][yz]
)
= −YH 〈42〉
[14]
(4.17)
with the term proportional to the fermion hypercharge vanishing since the integrand is odd under
y ↔ z while the integral measure is invariant. Therefore all in all we get
(4.14) =
1
(16pi2)2
g′YH
(
g′2YfYH(N + 1) + g2
N2 − 1
2N
)
2
√
2δij 〈14〉〈42〉 . (4.18)
We can identify the FF of the dipole OeB, so the anomalous dimension is
γeB←ye =
1
(16pi2)2
(
g′3YfY 2H(N + 1) + g
′g2YH
N2 − 1
2N
)
, (4.19)
in agreement with [45].
The second case we consider is the renormalisation of the φ2F 2 operators due to the dimension-
six Yukawa Oy. For instance, take the operator to be OGG = |H|2GAµνGAµν . As before, denote by
α, β the color indices and by i, j, ... the SU(2)L ones. There are two types of contributions, given
by the diagrams
+ . (4.20)
The one-loop FF vanishes as before, and we have excluded those one-loop FFs that are contracted
with M(φφ→ g−g−) = 0 at tree-level. Thus we are left with the first contribution in (4.20). Both
the MFF and the 5-point amplitude have already appeared and they are given in (2.20) and (2.39),
respectively. The phase-space integral in (4.30) gives∫
dΩ3M(y
+
αk1
−
A2
−
Bz
+
β x
∗
l )F (y
−
αkz
−
βjxl3i4
∗
j) = −yg2sδABδij(N + 1) 2
∫
dΩ3
[yz]2〈yz〉
[y1][12][2z]
, (4.21)
where the factor 2 comes from the two color orderings giving the same integrand, δAB = 2tr(TATB)
and the (N + 1) factor, with N = 2, comes from the SU(2)L contraction. The integral over the
trigonometric angles gives −〈12〉/[12]. The result is
γFF←y = 3
yg2s
(16pi2)2
. (4.22)
The last contribution of the type 〈 · 〉 → 〈 · 〉2 is the ψ2φ3 → ψ4 transition,
`−
e−
q−i
u−
. (4.23)
There is not a contribution from a one-loop FF. Note that the one-loop form factor where one
scalar line is closed into a fermion leg vanishes on-shell because it is proportional to ∂q. Indeed
such loops are proportional to (q¯∂q)|H|2 + h.c. in an effective action calculation, see e.g. [15].
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For definitenes, we compute the renormalisation of the 4-fermion operatorOlequ = ij(¯`iLeR)(q¯juR)
by the up-quark Yukawa Oyu = |H|2q¯iLuRijHj∗ with MFF
Flequ(1
−
i 2
−3−j 4
−) = ij〈12〉〈34〉 , (4.24)
Fyu(1
−
i 2
−3∗j4k5
∗
l ) = (ijδkl + ilδkj) 〈12〉 . (4.25)
Any other choice of Yukawa and 4-fermion operators will be computed in a similar fashion. The
5-point amplitude involved has three components, proportional to y3e , yeλ and yeg
2 or yeg
′2. The
contributions dependent on the gauge coupling are proportional to the difference of two scalar
momenta, say (p5 − p4)µ, since there is always a scalar current coupled to a gauge boson. Since
the FF is independent of the scalar momenta, the phase space integration sets these contributions
to zero. The only relevant part of the amplitude is then
M(1−i 2
−3j4∗k5l) = −y3e
(
δ ji δ
l
k
[35]
[13][25]
+ δ li δ
j
k
[53]
[15][23]
)
+ 2yλ(δ ji δ
l
k + δ
l
i δ
j
k )
1
[12]
. (4.26)
The convolution is∫
dΩ3M(`
−
i e
−xay∗bzc)Fyu(q
−
j u
−x∗aybz
∗
c ) = 2(Nf + 1)ji
∫
dΩ3
[
−y3e
[xz]
[`x][ez]
〈qu〉+ 2yeλ〈qu〉
[`e]
]
,
(4.27)
where we labeled the external momenta as `, e, q, u to keep track of the fermions’ flavour, and Nf =
2 is the dimension of the doublet. The second trigonometric integral is trivial and gives 1, while
the first one gives 2〈qu〉/[`e]. After multiplying this by the phase space factor 〈`e〉[`e], we identify
the resulting factor ij〈`e〉〈qu〉 as the one associated with the operator Olequ = ij(¯`iLeR)(q¯jLuR),
with an anomalous dimension
γlequ←yu =
6
(16pi2)2
(yeλ− y3e) . (4.28)
4.3 1 → 〈 · 〉: 6-point to 5-point
Lastly, consider the transition between the operator O6 = |H|6 with MFF
F6(1i2
∗
j3k4
∗
l 5m6
∗
n) = 6 δ
j
i δ
l
kδ
n
m + 5 perm. of {j, l, n} (4.29)
and the dimension-six Yukawa Oy. The only non-vanishing contribution comes from the diagram
−
−
, (4.30)
The integral over the phase space is the same we encountered in the preceding section for the
ψ2φ3 → ψ4 transition. The flavour contraction gives 2(Nf + 2)(δ ji δ lk + δ li δ jk ). Thus we are led to
γye←6 =
48
(16pi2)2
(−y3e + yeλ ) . (4.31)
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5 Conclusions
In this work we have demonstrated how to retrieve the anomalous dimensions of the SM EFT
operators using the on-shell S-matrix and form factors. In section 2 we computed some represen-
tative one-loop anomalous dimensions including the order λ corrections, examples involving IR
anomalous dimensions and non-minimal form factors. A nice aspect of this method is that it re-
uses the same amplitudes to determine many anomalous dimensions. For instance, the amplitude
M(FFφψψ) appears in the calculation of the one loop F 3 → ψ2φF , φ2F 2 → φ3ψ2, and the two
loop ψ2φ3 → φ2F 2 and ψ2φF → F 3 mixings. This aspect of the method permits many self-
consistency checks. Our calculations could be fully automated and extended to the entire one-loop
anomalous dimension matrix of the leading higher dimensional operators in the SM EFT, or a
more general field theory.
In section 3 we have discussed the structure of the one-loop anomalous dimension matrix of
dimension-six operators. This has allowed us to identify the most interesting two-loop anomalous
dimensions, namely those that are forbidden at one-loop either by leg counting or by helicity
selection rules only. In section 4 we have computed the two-loop anomalous dimensions that mix
operators as indicated by the blue arrows in figure 1 as an illustration of the power of the on-shell
method.
Current and future precision experiments probe and will probe the RG structure at two loops.
The paradigmatic example is the measurement of the electron EDM [46, 45], whose current bound
tests multi-TeV dynamics at two loops. Other future experiments, like the measurements of the
Br(µ→ eγ) at the MEG-II experiment will reach a precision of 6 ·10−14 [47]. This would translate
into a bound of Λ & 103 TeV for the operator L ⊃
√
yeyµ
Λ2
µ¯σµνeHFµν . If the UV dynamics is such
that, instead of the dipole, an operator Oi, which only affects the dipole at two loop order, is
generated at the high scale, then the log-enhanced contribution due to the two-loop RG mixing
would set a constraint of Λ & 102 TeV. Having a complete map of the two-loop anomalous
dimensions of the operators probed by this and other future precision experiments, will provide
the complete characterisation of the dynamics affecting such processes through a log-enhanced
contribution.
While we have shown how to compute the transitions 〈 · 〉2 → 〈 · 〉3, 〈 · 〉 → 〈 · 〉2 and
1 → 〈 · 〉, it will be interesting to compute the rest of the two-loop anomalous dimensions for
which the corresponding one-loop contributions are absent, as well as those for which the one-loop
contribution are suppressed by a small coupling, like a Yukawa of a light particle. In addition, we
look forward to investigating other aspects of this method. Whether we can relate the branch-
cut discontinuity of other physical quantities to the Callan-Symanzik equation using the dilatation
operator (1.4), or compute certain anomalous dimensions at large orders, are some of the questions
that we are eager to investigate further.
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A Phase Space Integrals
We are interested in evaluating “n→ 2” integrals of the type
In→2 =
∫
1
n!
n∏
i=1
d3p′i
(2pi)3 2p′0i
(2pi)4δ4
(
p1 + p2 −
n∑
i=1
p′i
)
〈12|Mn→2 |1′ . . . n′〉 〈1′ . . . n′| O |0〉 (A.1)
These integrals feature an S-matrix element with n particles in the initial state and 2 in the final
state. We include a symmetry factor 1/n! for identical particles.
For massless particles, the integrand is expressed more conveniently in terms of spinor helicity
variables λ′i, rather than the momenta. Assuming that s12 = 〈12〉[21] is nonzero, the two spinors
corresponding to the external particles λ1 and λ2 are linearly independent, and form a complete
basis. Therefore the spinors for the n exchanged particles (whose momenta are integrated over)
may be expressed as 
λ′1
λ′2
...
λ′n
 = A
(
λ1
λ2
)
, A =

a11 a12
a21 a22
...
...
an1 an2
 , (A.2)
where the aib are arbitrary complex numbers. Next we recast the measure and momentum
conserving delta function according to the change of variables in (A.2).
The momentum conserving delta function is then given by
δ4(P ) = 4δ(λ1λ¯1˙)δ(λ1λ¯2˙)δ(λ2λ¯1˙)δ(λ2λ¯2˙) =
4
〈12〉2[12]2 δ(u11)δ(u12)δ(u21)δ(u22) , (A.3)
where Pαα˙ ≡ λαλ¯α˙ ≡ λα1 λ¯α˙1 + λα2 λ¯α˙2 −
∑n
i=1 λ
′α
i λ¯
′α˙
i . And we have defined the 2 × 2 matrix unm =
δnm− (A†A)nm. Thus, the momentum conserving delta function imposes the constraint A†A = 12.
Now we consider the measure for one of the n exchanged particles. We would like to express it
in terms of the aib variables, perhaps like:
d3p′i
(2pi)3 2p′0i
?
= f(ai1, ai2)dai1da
∗
i1dai2da
∗
i2. (A.4)
This measure only depends on ai1 and ai2 because the measure depends only upon p
′µ
i and p
′µ
i σ
αα˙
µ =
λ′αi λ¯
′α˙
i . However, there are three real variables to be integrated over on the LHS but four on the
RHS, so the relationship above cannot be true. The problem arises due to a redundant phase
that emerges when the kinematic information is expressed in the aib variables rather than in the
momenta. To be specific, we can rotate complex ai1 and ai2 by a common phase so that
ai1 → eiθiai1, ai2 → eiθiai2, λ′i → eiθiλ′i. (A.5)
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This rotation leaves p′αα˙i = λ
′α
i λ¯
′α˙
i unchanged, so clearly the measure, and the momentum conserv-
ing delta function are invariant under this rotation. Equally, the integrand is also independent of
this global phase
〈12|Mn→2 |1′ . . . n′〉 〈1′ . . . n′| O |0〉 → e2ihiθi 〈12|Mn→2 |1′ . . . n′〉 · e−2ihiθi 〈1′ . . . n′| O |0〉 , (A.6)
where hi is the helicity of particle i. All quantities in the integral are therefore invariant under the
global phase transformation, so that adjusting it is analogous to performing a gauge transformation
in a gauge theory. Just as in gauge theory, it is convenient to fix a value for this “gauge parameter”.
This can be done in a way that still leaves the equivalence of different gauge fixing conditions
manifest using the Fadeev–Popov trick: we multiply the measure by the following factor∫
dθiδ (fi(θi)) f
′
i(θi) = 1. (A.7)
Defining the overall phase to be θi ≡ arg(ai1) + arg(ai2), the measure becomes
d3p′idθi
(2pi)3 2p′0i
=
〈12〉[21]
2(2pi)3
dai1da
∗
i1dai2da
∗
i2. (A.8)
Putting everything back together, the original integral can be written as
In→2 =
(〈12〉[21])n−2
2n−2n!(2pi)3n−4
∫ n∏
i=1
[d2ai1d
2ai2 δ (fi(θi)) f
′
i(θi)] δ
4
(
A†A− 12
)
× 〈12|Mn→2 |1′ . . . n′〉 〈1′ . . . n′| O |0〉 . (A.9)
A.1 The 2→ 2 case
This is the simplest case. We would like to parametrize the matrix A so that the delta function
constraints take a particularly simple form. This can be achieved with a polar decomposition
A = UP , (A.10)
where U is a unitary 2× 2 matrix and P is a positive-semidefinite hermitian matrix. Without loss
of generality we parametrise P and U as
P =
(
r u+ iv
u− iv t
)
, U =
(
eiρ cos θ −eiρ sin θ eiφ
eiη sin θ e−iφ eiη cos θ
)
, (A.11)
where r, u, v, t are real valued and the angles have the ranges 0 6 ρ, η, φ < 2pi and 0 6 θ < pi/2.
The delta function constraint acts purely on the hermitian matrix (A.10)
δ4
(
A†A− 12
)
=
1
32
δ(r − 1)δ(u)δ(v)δ(t− 1) . (A.12)
Next, using (A.11) and fixing P = 12, the delta function constraints that eliminate gauge redun-
dancy take a simpler form θ1 = 2ρ+φ , θ2 = 2η−φ. We can choose any topologically equivalent
functions for the fi(θi), but it is convenient to pick the gauge where f1(θ1) =
1
2
(θ1−φ) and f2(θ2) =
24
1
2
(θ2 +φ). The gauge fixing delta functions become δ(f1(θ1))f
′
1(θ1)δ(f2(θ2))f
′
2(θ2) =
1
4
δ(ρ)δ(η). All
in all, in terms of the new parameters, the integral measure becomes
d2a11 d
2a12 d
2a21 d
2a22 = 32 sin 2θ dr du dv dt dρ dη dθ dφ, (A.13)
once we have set P = 12. Putting everything together, the 2→ 2 integral becomes
I2→2 =
1
16pi
∫ 2pi
0
dφ
2pi
∫ pi/2
0
2 sin θ cos θdθ 〈12|M2→2 |1′2′〉 〈1′2′| O |0〉 . (A.14)
A.2 The 3→ 2 case
Here we consider the phase space integral when 3 particles are exchanged across the cut. The
calculation of the integral measure and transformation law for the spinors representing the ex-
changed particles proceeds in a similar way to the 2 particle case; the delta function constraints
take a simpler form when the complex 3 × 2 matrix A is first expressed using a singular value
decomposition, analogous to a polar decomposition for matrices that are not square
A = UΣV † . (A.15)
U is a unitary 3 × 3 matrix, Σ is a 3 × 2 rectangular diagonal matrix with real, non–negative
entries, and V is a unitary 2×2 matrix. This decomposition is not unique however. It can be seen
that applying the following transformation leaves A unchanged:
U → U diag{eiφa , eiφb , eiφc}, V → V diag{eiφa , eiφb} . (A.16)
To eliminate this redundancy, we choose to fix two of the undetermined phases in V and one in
U . With these restrictions, U can be parametrized as
U = diag{eiφ2 , eiφ3 , eiφ4}
 c1 −s1c3 −s1s3s1c2 c1c2c3 − s2s3eiδ c1c2s3 + s2c3eiδ
s1s2 c1s2c3 + c2s3e
iδ c1s2s3 − c2c3eiδ
 diag{1, eiφ, 1} , (A.17)
where ci ≡ cos θi and si ≡ sin θi. Note that alternative parametrizations of an arbitrary 3 × 3
unitary matrix can be found by taking any parametrization of the CKM matrix and multiplying
on either side by diagonal matrices of phases. We parametrize Σ and V (unitary matrix minus
two redundant phases) as
Σ =
r 00 t
0 0
 , V = ( c4 −s4eiφ5
s4e
−iφ5 c4
)
. (A.18)
In each case, the allowed ranges for the parameters is 0 6 θi < pi/2, 0 6 r, t <∞ and 0 6 φi < 2pi.
The delta function constraints depend only upon the parameters in Σ and V :
δ
(
A†A− 12
)
=
1
4rt(r2 − t2)2 sin 2θ4 δ(r − 1)δ(t− 1)δ(θ4)δ(φ5) . (A.19)
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The denominator is zero at the point in parameter space selected by the delta functions. This
is just a harmless coordinate singularity though, which gets removed when combined with the
integral measure in these new variables. This measure is
3∏
i=1
[
d2ai1d
2ai2
]
= 8r3t3(r2 − t2)2 cos θ1 sin3 θ1 sin 2θ2 sin 2θ3 sin 2θ4
4∏
j=1
dθj
5∏
k=1
dφk dr dt dδ . (A.20)
Similarly to the 2→ 2 case, the gauge fixing delta functions become
δ(f1(κ1))f
′
1(κ1)δ(f2(κ2))f
′
2(κ2)δ(f3(κ3))f
′
3(κ3) =
1
8
δ(φ2)δ(φ3)δ(φ4) . (A.21)
Putting everything together into (A.9), yields the following result for the I3→2 integral
I3→2 =
〈12〉[21]
44pi33!
∫
dΩ3 〈12|M2→2 |1′2′3′〉 〈1′2′3′| O |0〉 , (A.22)
with the measure given by
dΩ3 = 4 cos θ1 sin
3 θ1dθ12 cos θ2 sin θ2dθ22 cos θ3 sin θ3dθ3
dδ
2pi
dφ
2pi
. (A.23)
After the all of the constraints have been applied, the transformation law for the spinors isλ′1λ′2
λ′3
 =
 c1 −eiφc3s1c2s1 eiφ (c1c2c3 − eiδs2s3)
s1s2 e
iφ
(
c1c3s2 + e
iδc2s3
)
(λ1
λ2
)
. (A.24)
B Amplitudes
We computed some high point amplitudes of the text using the BCFW technique [48]. 12 In this
appendix we illustrate how to compute the five point amplitude in (2.39). An advantage of using
BCFW w.r.t. Feynman diagrams is that it automatically produces nice compact expressions that
simplify our phase-space integrations.
To apply BCFW recursion relations we need the lower order seeds, namely the three point
amplitudes. The three point amplitude between two fermions and a gluon is 13
M(1−i 2
+
j 3
−
A) = −g
√
2TAij
〈13〉2
〈12〉 and M(1
−
i 2
+
j 3
+
A) = −g
√
2TAij
[13]2
[12]
, (B.1)
and for a Yukawa interaction L ⊃ −yHq¯LqR,
M(1−2−3 ) = −y〈12〉 and M(1+2+3 ) = −y[12] . (B.2)
12Note that some of the SM amplitudes have a pole at infinity in the BCFW complex plane. In those cases we
used standard Feynman diagram calculation.
13The normalisation is such that the covariant derivative is Dµ = ∂µ + iT
A
ijG
A
µ .
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In this case we do not need the three point amplitude between two scalars and a gauge boson
because the Higgs does not carry color.
To compute the five point amplitude (2.39) we need the 4-point amplitude between two same-
helicity fermions, a scalar and a gluon. It is easy to do it with the usual techniques, but we will
do it using the BCFW recursion relation. See [12] for a review.
BCFW proceeds by shifting the spinors by a complex parameter z so that the shifted momenta
pˆ is on-shell and total momentum is preserved, pˆ2 = 0 and
∑
i p
µ
i = 0. For instance, in a n-
particle amplitude a [1, 2〉-shift consists on shifting the spinors of p1 and p2 as |1ˆ] = |1]+z|2] , |2ˆ] =
|2] , |1ˆ〉 = |1〉 , |2ˆ〉 = |2〉 − z|1〉, and one can check that this preserves momentum conservation of
on-shell momenta. For instance, applying this shift on the M(1−i 2
±
A3
−
j 4 ) amplitude, BCFW splits
it into two on-shell 3-point amplitudes
4
1ˆ−i
3−j
2ˆ±A
RL = ML(1ˆ
−
i pˆ
−
k 4 )
1
〈14〉[14]MR(−pˆ
−
k 3
−
j 2ˆ
±
A) . (B.3)
There are two different cases depending on the helicity of the gluon. If the gluon has negative
helicity, the numerator of the right amplitude is 〈32ˆ〉2. However, this is evaluated at a pˆ2 = 0 =
〈2ˆ3〉[2ˆ3] = 〈2ˆ3〉[23]. This means that z is such that 〈2ˆ3〉 = 0, and therefore we recover that the
all-minus amplitude vanishes M(1−i 2
−
A3
−
j 4 ) = 0. Instead, if the gluon has positive helicity we get,
M(1−i 2
+
A3
−
j 4 ) = yg
√
2TAij 〈1ˆpˆ〉
1
〈14〉[14]
[pˆ2ˆ]2
[pˆ3]
, (B.4)
where we used pˆ = −pˆ1 − p4, 〈1pˆ〉[pˆ2] = −〈14〉[42]. A basic trick to get rid of pˆ is to multiply the
amplitude by 〈2pˆ〉/〈2pˆ〉, and then write 〈2pˆ〉[pˆ2] = 〈23〉[32] and 〈2pˆ〉[pˆ3] = 〈22ˆ〉[23]. As we showed,
this last factor has to be evaluated at 〈2ˆ3〉 = 0 = 〈23〉 − z〈13〉 so that z = −〈23〉/〈13〉. At this
value, 〈22ˆ〉 = −z〈12〉 = 〈12〉〈23〉/〈13〉. Then putting everything together, we get
M(1−i 2
+
A3
−
j 4 ) = −yg
√
2TAij
[24]2
[14][34]
= yg
√
2TAij
〈13〉2
〈12〉〈23〉 . (B.5)
Next we use the 4-point amplitude in (B.5) to construct the 5-point amplitude M(1−i 2
+
A3
+
B4
−
j 5 ).
We do a [2, 3〉-shift. There are two contributions,
2ˆ+A
1−i
3ˆ+A
5
4−j
RL +
2ˆ+A
5
1−i
3ˆ+A
4−j
RL (B.6)
the two diagrams are given by
ML(1
−
i pˆ
+
k 2ˆ
+
A)
1
p212
MR(−pˆ−k 3ˆ+B4−j 5 ) + ML(1−i 2ˆ+Apˆ−k 5 )
1
p234
MR(−pˆ+k 3ˆ+B4−j ) . (B.7)
where we have fixed a particular color ordering, namely (TATB)ij. Exchanging 2 ↔ 3 in the
sub-amplitudes generates the other color ordering (TBTA)ij. The first diagram vanishes because
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it is evaluated at [12ˆ] = 0, and |pˆ〉[pˆ2ˆ] = (p1 + pˆ2)|2ˆ〉 = −|1〉[12ˆ] = 0. Hence [pˆ2ˆ] = 0 as well, and
therefore the left amplitude vanishes. The second diagram gives
M(1−i 2
+
A3
+
B4
−
j 5 ) = −2yg2(TATB)ij
〈1pˆ〉2
〈12ˆ〉〈2ˆpˆ〉
1
〈34〉[34]
[pˆ3ˆ]2
[pˆ4]
. (B.8)
The same argument does not work for this diagram, since the right amplitude is proportional to
[pˆ3ˆ] but instead it is evaluated at 〈3ˆ4〉 = 0. Now, it is straightforward to simplify the expression
using 〈1pˆ〉[pˆ3ˆ] = 〈14〉[43] and 〈2ˆpˆ〉[pˆ4] = 〈23ˆ〉[34]; also, note that 〈23ˆ〉 = 〈23〉. Therefore the 5-point
amplitude is
M(1−i 2
+
A3
+
B4
−
j 5 ) = −2yg2(TATB)ij
〈14〉2
〈12〉〈23〉〈34〉 − 2yg
2(TBTA)ij
〈14〉2
〈13〉〈32〉〈24〉 . (B.9)
The amplitude can be crosschecked versus the N = 4 SYM Parke-Taylor, up to color factors.
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