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27 Introduction 28 Third mission activities 1 in universities are currently an issue of growing importance in the 29 agenda of university strategies and R&D policy initiatives (Martin et al. 1996; Etzkowitz 30 et al. 2000) . However, some policymakers and scholars devoted to the study of third 31 mission activities place more emphasis on what are considered the core activities involved 32 in the transfer of technology from universities to industry at large i.e., the generation of 33 patents and the creation of spin-off firms stemming from research projects. For example, 34 Geuna and Muscio (2009) found technology transfer offices tend to focus on these types of 35 collaborative activities related to the exploitation of intellectual property rights (IPR). 2 
36
This emphasis is built on an assumption about the environment of what constitutes an 37 average university that is not supported by empirical evidence. On the one hand, only a 38 minority of universities have the capacity to engage in patenting activities and the creation 39 of spin-offs (Owen-Smith 2003). On the other, the productive environments of a consid-40 erable proportion of universities are constituted by firms that have little absorptive capacity 41 for R&D innovation (Cohen and Levinthal 1990) given their limited size and the relatively 42 low technological content of their productive processes (Bonaccorsi and Daraio 2007). As 43 a result, an increasing number of scholars are pointing to the need for further research on 44 the variety of different types of collaborative links that exist between firms and universities
(Laursen and Salter 2004; D'Este and Patel 2007). 46
In the light of these considerations, we depart from the following research question: 47 What are the main forms of university-industry relationship that can be found in a regional 48 university system? We argue that IPR are only the tip of the iceberg of a wide range of 49 knowledge transfer processes for two main reasons. First, IPR mechanisms are concen-50 trated only in some fields and on a small proportion of the scientific community, whilst 51 most researchers carry out other kinds of collaborative activities with firms. Second, in the 52 more IPR oriented scientific specialties, IPR interactions emerge as the visible part of a 53 complex set of relationships that are usually interconnected. Such collaborative practices 54 are influenced, among other factors, by both the work characteristics of the research teams 55 and the experience of the researchers. We assume that the usual accounts of technology 56 transfer offices do not provide an accurate picture of the current relationships. Given that
1FL01
1 In addition to its traditional tasks of teaching and research, the term Third Mission is broadly used for 1FL02 universities knowledge transfer activities, especially in the European context. The Third Mission refers to 1FL03 the direct engagement of higher education institutions with their social and economic environments (Molas- 1FL04 Gallart 2005: 136) . It refers to ''all activities concerned with the generation, use, application and exploitation 1FL05 of knowledge and other university capabilities outside academic environments'' (Molas Gallart and Castro 1FL06 Martínez 2007: 321). ''Third mission activities in universities stimulate and direct the application and 1FL07 exploitation of knowledge to the benefit of the social, cultural and economic development of our society.'' 1FL08 (Higher Education Funding Council for Wales, Third Mission Committee). Some reflections focus on why 1FL09 such notions as 'valoration', 'transfer', 'third steam' or 'third mission', all linked with the research activities 1FL10 of universities, become central in most of the discussions that take place today on universities (Laredo 1FL11 2007a, b) .
2FL01
2 The difficulties for making accountable the diversity of university knowledge transfer have been 2FL02 acknowledge by technology transfer offices. Evidence can be found in reports from the US Association of 
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137 changes that accompany the growth of technology transfer offices. Lastly, at the micro 138 level, there are mechanisms that allow individual researchers to obtain incentives and 139 rewards associated with IPR activities. All these elements together provide positive 140 feedback within the whole process and help to consolidate it, thus contributing to its long-141 term growth. 142
Many of the studies on the macro-level influences noted above have stressed the role 143 played by legislation and regulations, especially the Bay-Dole Act in the United States. 144 This law empowered universities and other public research institutions to economically 145 exploit inventions developed through research financed with federal funds. It was based on 146 the assumption that there was an important stock of valid knowledge within these insti-147 tutions which had hitherto remained unexploited, allied with a conviction that patents 148 could act as a catalyst to boost private-sector investment in R&D (Mazzoleni and Nelson 149 1998). The growth of IPR processes is therefore considered to be a direct consequence of 150 this law, which specifically sought to facilitate the application of research results in 151 industry. However, some evidence suggests that Bay-Dole is in fact only one of several 152 factors (among them: the feasibility of technology licensing in biotechnology and a broader 153 shift in US policy to strengthen IPR) behind the increase of university patenting activity 154 (Mowery et al. 2001) . As a result it is difficult to separate its concrete effects. Moreover, 155 there is a tendency to overemphasize its impact as a piece of legislation when it meant a 156 final step in an institution-building process which had begun previously (Berman 2008) . 157 From this perspective, the development of technology transfers through patents and 158 licences is due to the combination of greater business-sector confidence in external R&D, 159 and the growing desire of university managers to open universities to new possibilities 160 (Thursby et al. 2009 ). The effects of the American law later extended to Europe, where 161 similar policies were implemented. 162
The boost provided by legislation was fuelled by the success of the key technologies of 163 the knowledge economy. The increase in the exploitation of patents by universities 164 coincided with the expansion of productive processes that led the third industrial revolution 165 (Castells 1995) , especially those based on information technologies, biotechnology, bio-166 medicine, and material sciences. Advances in these fields were very closely linked to 167 universities, and were easily transferable to certain forms of IPR, fuelling a substantial 168 increase in their revenues, together with the creation of very dynamic local firms. This 169 enhanced the visibility of such transfer practices, sometimes accompanied by the legiti-170 macy resulting from the scientific and economic success of certain research fields. The 171 combination of visibility and legitimacy had an imitation effect. The organisational 172 learning models available for less developed university systems, often affected by political 173 pressures and the paucity of public resources, have derived from the most successful 174 models. All this has enabled the IPR transfer system to be institutionally reproduced at 175 other universities (Drori et al. 2003) , even in those that are not as research intensive, have a 176 teaching focus, or are located in traditional productive environments with little absorptive 177 capacity. 178 IPR practices at the meso-level are generally promoted by the organisations that manage 179 transfer processes. In the 1980s and 1990s, these practices were institutionalised through 180 the creation of different organisations dedicated to promoting and facilitating exchanges 181 with industry (e.g. science parks, incubators), including, most notably, so-called technol-182 ogy transfer offices. These new organisations were conceived as the main mechanisms for 183 channelling interactions between universities and firms. Governments and universities also 184 launched different programmes and incentives in pursuit of the same objective. The aim of 185 this strategy was to establish more efficient administrative management systems designed
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Author Proof A first source of influences comes from the characteristics of firms surrounding the 251 university. The diversity of the productive sector prompts a diversification of relationships 252 with universities. Larger firms operating in more knowledge-intensive sectors, and there-253 fore with substantial absorptive capacity (Cohen and Levinthal 1990) can adapt scientific 254 discoveries more easily to their productive processes and commercialise these discoveries. . As a result, one determining factor is the productive 258 environment of the region where the university is located. In regions with a concentration 259 of high technology firms, more agreements in terms of patent exploitation or co-patents can 260 be expected (Friedman and Silberman 2003) , as well as relationships with firms outside the 261 region when the technologies developed by universities are good enough to transcend 262 territories and play in the global economy. Other firms, however, demand specific con-263 sultancy and/or technical support services (scientific and technical knowledge and prob-264 lem-solving capacities) or try to get advantages through staff exchanges and the mobility of 265 human resources from universities. Tacit knowledge and informal contacts are also con-266 sidered crucial aspects in these interactions (Bozeman 1995) . Therefore, firm demand and 267 receptivity are important in explaining the variety of models (Geuna and Muscio 2009) . 268
A second factor generating heterogeneity in university-industry relationships is the 269 level of social capital. Social capital refers to the network of relationships that each 270 interacting actor has built during his or her respective professional career. The greater 271 availability of social capital fosters exchanges. This factor is closely related to the degree 272 of confidence achieved; hence, this is reflected in the greater frequency of interactions and 273 longer-lasting links, which are particularly visible in the case of entrepreneurial firms 274 (Murray 2004 ). The growing diversity of firms, together with the creation of new industrial 275 fabric, implies the availability of different types of social capital that give rise to multiple 276 university-industry relations, ranging from informal and tentative to more formalised 277 relations. Establishing contacts that forge links of trust is also crucial for transmitting tacit 278 knowledge. Geographical proximity may also have a favourable influence on social capital 279 and play a key role in the transfer of knowledge (Zucker et al. 1998) . It is expected that 280 universities embedded in local and regional environments (through community work,
281 exchange of students with local firms and service orientation to the near productive sector) 282 can built social capital that foster a diversity of links with firms. 283
A third factor to be considered is the institutional structure of the university. The 284 conception and implementation of third mission activities by universities are reflected in 285 their strategic decisions on the articulation of knowledge transfers. The way these practices 286 are managed, as well as organisational facilities and established incentives systems, will 287 influence their development. Several factors have been identified as enhancing university 288 technology transfer: a clear university aim which supports technology transfer, the expe-289 rience of the university technology transfer office, and greater rewards for staff involve-290 ment in technology transfer (Friedman and Silberman 2003) . Thus, the institutional 291 structure of the university can facilitate IPR-based transfer practices (e.g. when it has 292 economic resources and specialised personnel to facilitate the licensing of patents as 293 opposed to informal or other types of contracts) and to reward academics' achievements in 294 a different way. Equally important is the orientation of policies that affect university 295 financing. 296
Finally, the characteristics of researchers appear as an additional cause of heterogeneity 297 to be considered. Faculties themselves often play a critical role in university-industry 298 technology transfers (Thursby et al. 2009 ). In fact, some studies show that the character-299 istics of individual researchers have a stronger impact than the specific characteristics of 300 departments or universities (D'Este and Patel 2007). Furthermore, since much scientific 301 activity is performed by research teams, a series of characteristics of actions carried out 302 with industry are linked to the form of internal organization of work and to the accumu-303 lation of capacities to achieve this objective. These characteristics include team size, 304 available funds, teamwork and experience deriving from the stability and age of the team. 305 Another set of variables that affect knowledge transfer derive from the orientation of 306 scientific work and the distribution of time between teaching and research. Lastly, team 307 leaders can play a crucial role in building a favourable attitude towards transfer. Therefore, 308 their prestige both inside and outside the scientific community (especially among firms in 309 the sector), their individual experience and their degree of seniority will influence the level 310 of interaction established by the team. 311
This study takes into account the structure of the university system and the productive 312 environment in a region as contextual and conditioning factors when examining the 313 empirical evidence. The analysis employs several institutional factors referring to the 314 scientific discipline and the type of centre as well as some characteristics of research teams, 315 their forms of work and their leaders' profiles.
316 Our case study 317 Our case study focuses on the regional system of Andalusia.
5 This is a strategic region for 318 studying the wide variety of relationships with industry. Andalusia has an extensive public 319 university system resulting from growth based on a traditional and centralized university 320 model and a productive sector with relatively little absorptive capacity. Nevertheless, both 321 the productive sector and the university system have benefited from innovation policies 5FL01
5 Andalusia is situated in the south of Spain. With nine million inhabitants, it is the largest region in the 5FL02 country in population and the second largest in terms of surface area. It is extremely diverse in both its 5FL03 territorial composition and its degree of development and income-per-capita in urban, rural and coastal 5FL04 areas.
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322 that have allowed universities to acquire scientific capacities and build links with industry, 323 as well as the emergence of innovative firms, thus diversifying relations between both 324 sectors. The relationships between universities and industry are also institutionalised 325 unevenly among different scientific disciplines. For all these reasons, this case study has 326 implications for many university systems, especially those located in catch-up regions 327 (Fuchs and Shapira 2005) . 328
In terms of its innovation system, Andalusia can certainly be considered a catch-up 329 region because its indicators are still not on a par, from a convergence standpoint, with 330 those of developed European countries. Figures for investment in R&D are still low by 331 international standards (1.5% of GDP) and are concentrated in the public sector (65% of 332 total expenditure). The productive environment is formed largely by small and medium-333 sized services firms or traditional manufacturing ones. As a result, the industrial sector 334 generally still has little capacity for investment in R&D (COTEC 1998; CICE 2006). Low 335 absorptive capacities are also reflected in the number of patents generated in the region. 336 Nevertheless, the region has emerging industries, especially in the new energy, aeronautics 337 and agrofood sectors, as well as active innovation policies (CES 2008) . 338
The regional university system is governed by a national regulation, which confers 339 universities a certain degree of independence in decision making, although they depend on 340 the regional government for financing and management. The system has been built on 341 sustained growth since the 1980s aimed at providing educational services. Therefore, it has 342 the characteristics of a traditional university system in which professors have focused 343 primarily on teaching and the production of academic publications. The overall regional 344 university system 7 is extremely diverse in terms of its scientific capacities. Some centres 345 have a long tradition of outstanding scientific achievement (mainly those located in the 346 oldest universities: Granada and Seville), others focus almost exclusively on graduate 347 education. There are also new centres resulting from recent investments in R&D. 348
Given the difficulties involved in developing an innovation system that is convergent 349 with other more developed countries, and in spite of their weaknesses, universities have 350 been the main resource of R&D in the region. The university sector has the highest 351 concentration of persons capable of producing scientific knowledge, taking into account 352 the small number of doctors in public research centres and firms. 8 For that reason, uni-353 versities have been one of the main beneficiaries of regional science policy. 9 The main 354 instrument of this policy has been the financing of university research teams, which have 
8FL01
8 According to the figures from the Institute of National Statistics referred to 2007, the percentage of 8FL02 researchers at universities is 65%, compared with 10% in the public administration and 25% in firms.
9FL01
9 Sometimes due to the combination of political interests in the regional government, where R&D managers 9FL02 have been linked with universities, and on other occasions due to the difficulty in directing science policies 9FL03 to firms with little absorptive capacity and due to the need to concentrate industrial policy on reconverting 9FL04 large obsolete industrial sectors.
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Author Proof This policy has also had an impact on the internal organisation of universities because it 362 has made research teams part of university structures. In contrast to the teaching orien-363 tation of university departments, the creation of an official register of research teams has 364 established it as the basic organisational unit responsible for conducting scientific research. 365 Universities have used this official register as a tool for managing and capturing resources. 366 This situation has become much more formalised, to the extent that most recent regula-367 tions-both the University Law of 2003 and regional regulations governing the university 368 system-treat research teams as a core element in the organisational structure of 369 universities. 370
Although traditional science policy has focused on the creation of scientific capacities, 371 since the late 1990s (particularly since 2003 when university policies and industrial 372 innovation were unified in the same department of the regional government), programs 373 have been launched to facilitate collaboration with industry. These include the creation of a 374 public and private technology fund to finance business projects, which requires the par-375 ticipation of a university research team and the creation of specific lines of financing for 376 universities to carry out applied research projects and create spin-offs. 377
Collaboration between university researchers and firms has acquired different levels of 378 institutionalisation. There is a diverse network of technology transfer offices at all the 379 universities, although they do not have either a unified structure or common policy which it 380 is reflected in their communication strategy (Ramos-Vielba and Clabo-Clemente 2008). 381 In general, it would be correct to say that technology transfer offices operate on the 382 initiative of university teachers who require their services. The most developed activities 383 are patent licensing, the establishment of exploitation and collaboration contracts and 384 support for participation in EU Framework Programme projects. The latter activity is 385 particularly important in technology transfer offices because the departments and research 386 teams normally lack the administrative infrastructures necessary to handle the bureaucratic 387 burden associated with European projects. As regards the recognition of transfer activities 388 in the professional careers of researchers, the most recognised activity is patenting, because 389 patents can be included in the procedures of evaluation agencies. For research teams 390 working in fields in which opportunities for patenting their results are scarce (e.g. social 391 sciences, humanities and environmental sciences), knowledge transfer is difficult to 392 evaluate and barely formalised in evaluation protocols. 393
All the aforementioned characteristics give rise to an assorted situation in the area. The 394 region has a very extensive public university system that has developed R&D competence 395 substantially in some departments and is able to interact with new growing industrial 396 sectors thanks to public aid. From the business perspective, the region has an equally 397 varied productive sector in terms of its absorptive capacities, resulting in a huge diversity 398 of demands placed on universities.
10FL01
10 Since 1989 research teams have been officially associated with the financing of other tools of regional 10FL02 science policy such as research grants, contracts for research assistants and infrastructure. The regional 10FL03 government has not financed projects until 2006, when a competitive grant process was announced for 10FL04 universities and public centres.
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399 Methodology 400 Our methodology is based on a primary data set obtained using a survey that we conducted 401 in 765 research teams in Andalusia in 2008. We follow an inductive strategy employing 402 procedures that allow complexity to arise. The first step of the analysis is to map out the 403 participation of research teams in a wide range of collaborative activities using a specific 404 group of indicators. In the second step, we reduce the original indicator set. For that 405 purpose we apply a factor analysis to identify correlations and underlying dimensions. 406 Subsequently, a conglomerate analysis enables us to detect homogeneous clusters of 407 research teams. We classify the research teams in terms of the types of transfer activities 408 they carry out. The last step consists of assigning meaning to those conglomerates by 409 identifying the main characteristics of the research teams in each resultant cluster. Our 410 analysis takes into account three groups of factors referring to some characteristics of 411 research teams, their forms of work and their leaders' profiles.
412 Data source, sample and fieldwork
413
The source for our survey is the official registry of research teams in the public R&D sector 414 run by the regional government to allocate R&D funding to researchers, and, at the same 415 time, to gather information from the scientific community. We use the research team as the 416 unit of analysis. A research team is defined as a 'a stable group formed by one or more 417 scientific leaders, several researchers, young people on training internships and technical 418 support personnel, that share technical-scientific goals, resources, infrastructures and 419 equipment, with joint participation in research, development and innovation projects in 420 collaboration with firms or public organizations' (CICE 2006). Since practically the entire 421 scientific community is organized in research teams and registered, it is believed that using 422 them as the unit of analysis makes it easier to observe third mission activities.
11 It is our 423 view that research teams, by including people from all professional categories, from 424 research assistants to full professors, provide better coverage than a survey targeting 425 individuals.
12

426
The reference population is made up of 1,769 research teams registered in 2006. The 427 regional government has provided the name of the leader and other basic information. For 428 our purposes the research teams were separated using two criteria: the type of entity where 429 they realize their activity (universities, institutes that are part of the Spanish National 430 Research Council-CSIC, hospitals or other regional government centres) and the nine 431 disciplines in which they are inscribed. 432
A sample of 800 research teams were chosen, stratified using proportional allocation 433 based on the nine scientific areas. A simple random selection in each stratum resulted in a 434 proportional distribution of the sample by types of centre and scientific field in the region.
11FL01
11 The registry of research teams covers more than 90% of the scientific community in the public sector. 11FL02 Researchers that are part of bodies outside of the public sphere or those that do not realize year-on-year 11FL03 activities in said teams are not included in the registry.
12FL01
12 A particular feature of the regional university system is that knowledge transfer interchange with external 12FL02 organizations is carried out by research teams. The fact that we use research teams as our unit of analysis 12FL03 enlarges our scope and enables us to decompose the complexity of real dynamics of university-industry 12FL04 interactions beyond only individual relationships, which represent just a part of the large variety of these 12FL05 kinds of linkages. Face-to face interviews with the scientific leaders of the teams supplied a wide range of 12FL06 information on a set of variables, from macro to micro level and from structural to individual, which 12FL07 contributes to better understanding factors that diversify and influence cross sector collaboration.
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The survey was conducted using a personal interview at the workplace of the team leader 436 or, in his absence, another member assigned by him. After two waves of fieldwork, 13 a total 437 of 765 people responded to the survey. The characteristics of the sample can be seen in 438 Table 1 . The majority are teams from universities (89%), since these have the greatest 439 weight in the public regional R&D system. With regard to the scientific field, they can be 440 placed in 'Humanities and Artistic Creation' (28%), followed by 'Health Science and 441 Technology' and 'Social Science, Economics and Law' (both with 13%) and 'Experi-442 mental Sciences' (11%). The majority of the teams are mid-sized: between six and ten 443 members (43%) and between eleven and fifteen members (24%)
14 After doing several pre-tests, thirteen were chosen. Interactions that are so 450 specific that they only correspond to one scientific specialty or to one sector of activity, and 451 therefore have very low frequencies, were added to categories of a similar collaboration 452 type. Nevertheless, in addition to the pre-codified list of indicators, the survey permitted an 453 open option of 'other types of collaboration' which was assigned by the interviewer and 454 codified afterwards. The indicator set 15 covers collaborative activities in all disciplines 455 carried out either with industries located in the region or outside. 456
The indicator set considers four groups: (a) R&D activities and formal consulting work, 457 (b) training and transfer of personnel, (c) commercialisation related to IPR, (d) other 458 contacts (see Table 2 ). Those groups are divided into thirteen types of possible relation-459 ships. For each type both firms and research teams were asked if they had formed this 460 relationship within the previous seven years ( [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] and the number of interactions 461 during the same period.
Findings
Mapping out collaborative activities by research teams
464 Table 3 shows the participation of research teams in collaborative activities. Informal links 465 (45%) stand above the rest. The other indicators can be grouped in three categories: 466 • A high number perform expertise consulting for firms (38%) and research projects 467 commissioned by firms (34.8%). Teams that do joint research (30.6%) also stand out, 468 which is in the same proportion as those that organize non-academic knowledge 469 diffusion activities with firms (meetings, conferences, fairs, etc.).
13FL01
13 The first wave of interviews with the original sample resulted in 74% of response rate. The second wave 13FL02 was directed to a substitute random sample of 250 groups, with a similar response rate. 
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470 • Second, there is a notable presence of activities related to human resources, which flow 471 both ways: specific training taught by the research teams to a firm (24.2%), internships 472 of research team members in firms (20.4%), and exchange of scientific and technical 473 personnel (12.4%). 474 • Participation in the exploitation of patents occur in 10.1% of the cases, being more 475 common than renting facilities or equipment (8.4%) and the creation of spin-offs or 476 start-ups in collaboration with a firm (6.1%). 
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477
A total of 425 cases, or 55.5%, of the sample had participated in at least one of the types 478 of collaborative activities with firms, not including informal relationships, in the period 479 2000-2007. Thirteen cases declared that they had only had informal contact and the 
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480 number of research teams that had not participated in any type of cooperative relationship 481 was 327 (42.7%).
Factor and conglomerate analysis
483 In the factor analysis we excluded the informal relationships and those that corresponded 484 with other types of activities. The only meaningful result is the one that uses dummy 485 variables, which indicate the existence of a relation for each item (that is, variable is equal 486 to one if the research team participated in each type of collaborative activity and 0 487 otherwise). Table 4 shows the rotated component matrix used to interpret the factors. 16 The 488 first factor identifies activities related to human resources (specific training for a firm's 489 workers, internships for postgraduates in firms, or personnel exchange), in addition to those 490 that organize non-academic knowledge diffusion activities with firms. The second factor is 491 made up of variables that include exploitation of patents, creation of spin-offs and joint 492 research projects. The third factor comprises variables related to research projects com-493 missioned by firms or consulting work for them. The forth factor is equivalent to renting 494 facilities or equipment and the last one is the creation of a joint venture or hybrid centre. 
503
The next step in the analysis is aimed at establishing a typology of research teams 504 according to their type of collaboration with firms, as well as a profile of the groups of 505 teams identified. This consists in using the five factors obtained to detect teams that 506 engaged in common cooperative activities. The procedure used is cluster or conglomerate 507 analysis, 17 which was only employed with research teams that engaged in some type of 508 cooperation. Therefore, 45% of the teams in the sample (348 teams in total) that stated that 509 they had not participated in any type of cooperation were classified as 'cluster 0' (C0), 510 labelled as 'teams that do not cooperate with firms'. In addition to cluster 0, this analysis 511 produced six clusters. Table 5 shows the composition of the aggregates, as well as the 512 activities performed by each type of cluster. The aggregation indicates the performance of 513 various activities in collaboration with firms; this combination made a cluster homoge-514 neous and differentiated it from the others. However, although these aggregates were 515 characterised as maintaining privileged relationships, one specific type of collaboration 516 was never isolated but closely related to other collaborations, for example, between 517 research projects and consultancy work. Projects were also developed together with par-518 ticipation in mixed centres, the transfer of patents and the creation of spin-offs. However,
16FL01
16 Percent of variance for each factor can be observed in Table I of the Statistical Appendix. The same 16FL02 procedure of a factor analysis followed by a cluster analysis was conducted using interval variables referring 16FL03 to the number of contacts in the same given period. These analyses have not led to clearly identifiable 16FL04 results. The interval measurements obtained using this fieldwork scheme does not contain information to 16FL05 create significant groups.
17FL01
17 The procedure consisted of a two-step cluster analysis using Schwarz's Bayesian Criterion (BIC) 17FL02 implemented in SPSS version 14.
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519 they were not so closely associated with the rendering of services or, in particular, training 520 activities. In contrast, the latter were developed jointly with non-academic knowledge 521 dissemination activities.
A profile of research teams according to the relationships with industry
523 The profile of each cluster is established taking into account certain features of the research 524 teams that, as reported in the literature, may have a certain influence on the relationships of 525 academic researchers with firms. For this purpose, eleven variables were selected reflecting 
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526 three sets of features. The first group referred to the so-called 'structural' characteristics of 527 research teams, such as the scientific field, type of centre, size and age of the team. The 528 second group of variables reflected the conditions in which they carried out their activity. 529 Two of them referred to the organisation of work: one variable indicated the way in which 530 these teams make decisions, distinguishing between individual, collective and hierarchical 531 forms, while the other distinguished between forms of team work. The remaining variables 532 in this group were the most-time consuming activity (teaching versus research work) and the 533 volume of managed resources from both public and private financing. The third group of 534 variables reflected certain characteristics of the head of the research team in terms of his/her 535 degree of 'seniority', such as the professional category and years of experience after 536 obtaining a PhD. Another variable was included in this third group on the customary degree 537 of scientific excellence in the public R&D sector in Spain (number of six-year periods 538 evaluated positively by an external agency-CNEAI-based on scientific publications). 539
The results of the exploration are shown in Table 6 . The total column shows the 540 distribution of these variables for the whole sample. In addition to the characteristics 541 relating to size, distribution by area and type of centre, the form of work variables offered a 542 general view of the conditions of research teams in the regional university and research 543 system. Thus, it can be seen that work is distributed almost equally between research and 544 teaching. In terms of financial resources, many teams have moderate income (30% have 545 less than 50 thousand Euros per year), while one third of the teams in the sample receive 546 substantial financing (more than 500 thousand Euros per year). The results for the other 547 variables were highly dispersed, reflecting the wide variety of situations in this region-wide 548 system. The cells in the table show the frequency distribution of the eleven variables in 549 each cluster. Residual analysis for detecting significant differences between observed and 550 expected frequencies are used and italicized in the table. 551
The following description of the clusters is based on the results obtained with the 552 procedures described above. Firstly, their main characteristics are highlighted, adding a 553 label according to the types of collaboration with firms defining each typology. Their 554 weight in the sample as well as other relevant relationships with the local productive sector 555 is specified. Secondly, a profile was established of each cluster according to the main 556 characteristics in terms of structure, work conditions and team leader's characteristics. This 557 allowed us to assign meaning to the clusters and identify the influences that affect relations 558 between researchers and industry in a regional university context.
559
(C1). 'Institutionalised collaboration'. This is the smallest cluster, accounting for 2.2% 560 of the total sample and 4.1% of the collaborating teams. Its distinctive characteristic is 561 that all the teams in this cluster had participated in the creation of a centre jointly owned 562 with a company (normally a hybrid technological centre). This characteristic is also 563 exclusive to this cluster because no other group in the sample maintained these types of 564 relationships. Other characteristics of the teams in this cluster were that many rendered 565 consultancy work (88.2%) and carried out projects commissioned by firms (76.5%), as 566 well as joint R&D projects with aid from public programs (82.4%).
567
In terms of their structural features, almost all the teams work in the fields of agri-568 cultural sciences, natural resources and biomedicine (more than 80% in total). There are 569 hardly any small teams. However, these teams are newer than the rest, possibly because 570 they were formed when a new centre was created. The form of work used by the teams in 571 this cluster is teamwork. They also engage more in research than the other teams. They 572 receive substantial financing but do not generate the most income. In terms of professional 573 category, the heads of these research teams do not necessarily occupy senior posts in the
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Author Proof 
Author Proof The italicized cells indicate a residual adjustment below -1.9
and above 1.9
High
Author Proof These research teams engage mainly in rendering or receiving a specific service to or 579 from firms through the leasing or transfer of facilities or resources available at the 580 university. All the teams in this cluster engaged in this activity, although many also 581 provide consultancy work (81.4%) and carry out research commissioned directly by 582 firms (64.4%) and joint projects with public funds (61%).
583
This cluster includes mainly natural and life sciences and, in particular, engineering 584 teams. In contrast, the number of social sciences teams was much lower. In terms of form 585 of work, fewer teams used individual work procedures. Dedication to teaching is also 586 lower. In terms of financial resources, these teams tended to receive large amounts of 587 financing. More than half handled more than 400 thousand Euros per year, with very few in 588 the lower income bracket. The characteristics of these team leaders are largely different 589 from those of more senior university staff, such as full professors.
590
(C3). 'Intellectual property providers'. These account for 9.4% of the sample. Their 591 main characteristic is that they had licensed or transferred to a firm the exploitation of a 592
patent (72.9%). Another noteworthy collaboration is the creation of a spin-off (40%). 593
Both characteristics are connected and also very uncommon in the other clusters. 594
Moreover, the teams in this cluster participate very actively in other types of 595 collaboration because they often rendered consultancy work, carried out commissioned 596 projects and collaborated with firms in joint research projects. However, they also have 597 certain characteristics that contrasted with those of the other teams described previously 598 because they hardly participated in the leasing of facilities or equipment or in the 599 creation of mixed centres.
600
Most members of these teams work in the fields of agricultural science and technology, 601 although there are a large number also engaged in biomedical science. There was a greater 602 presence of researchers from the CSIC. This cluster also includes larger teams and older 603 teams. They mainly work in teams and focused less on teaching. They also obtain the most 604 income: 70% were in the highest income bracket and there were very few teams in the 605 lower brackets. As regards the characteristics of their leaders, most are researchers and full 606 professors. The other variables indicate that these teams have more experience (seniority). 607 They have also accumulated more positive evaluations in the form of six-year periods and 608 had the most experience as doctors.
609
(C4). 'Providers of commissioned research.' This is one of the largest clusters, with 96 610 research teams accounting for 12.5% of the sample. Their distinctive characteristic is that 611 their collaborations with firms focused mainly on consultancy work (72.9%) or R&D 612 projects (97.9%) with financing from firms and exclusively for firms that operate, to some 613 extent, as clients of research teams. Compared with the other clusters, this cluster has few 614 relations with firms in the other possible collaboration channels. They mainly engage in 615 dissemination activities (43.8%), although much less than the other clusters.
616
The profile of this cluster corresponds mainly to agricultural and other natural sciences, 617 and technologies, this being the cluster with the largest number of technology teams. There 618 are also more teams from public research centres. No significant differences are observed 619 in terms of team size, although this group has the smallest number of young teams, only
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In terms of forms of work, very few teams work individually. Similarly, there are 621 fewer teams in the lower income brackets: half receive more than 500 thousand Euros per 622 year. The variables relating to seniority present intermediate values.
623
(C5): 'Providers of human capital'. Together with the previous cluster, this one is also 624 one of the largest, accounting for 12.4% of the sample. The distinctive feature of the 625 teams in this cluster was that they concentrate more on human resources training, either 626 training of firm workers by the university (83.2%) or through training of postgraduates 627 and internships at firms (68.4%). Other activities carried out jointly include consultancy 628 services and research projects (between 55% and 63%) and, in particular, the 629 organisation of non-academic knowledge dissemination activities with firms. 88.4% of 630 the teams in this cluster have developed this type of activity, and substantially more than 631 those in the other clusters.
632
This cluster also includes the largest number of social sciences and law teams, as well as 633 universities. Most of these teams are intermediate in size and concentrated more on 634 teaching. More teams in this cluster receive large amounts of financing, although not many 635 differences were observed. No significant differences were observed in terms of the 636 characteristics of the heads of these teams.
637
(C6): 'Providers of exploratory research.' This cluster accounts for 10.2% of the sample. 638
The distinctive characteristic of this cluster is that the teams collaborate in more joint 639 research projects with firms. These projects are carried out with public funds in which 640 the firms made no monetary investments and these teams do not receive any 641 remuneration. Hence, the unusual feature of their relationship is that these projects 642 focus on exploring new knowledge rather than generating knowledge or technological 643 applications adapted directly to the productive process of the firm, i.e. the normal reason 644 for financial consideration in projects and consultancy services envisaged in the other 645 modalities. This cluster also includes teams that provide consulting work, albeit fewer 646 than those of teams in the other clusters (46%), as is the case with their other activities. 647
It would therefore appear that these teams mainly cooperate in projects developed under 648 public programs requiring the active participation of a firm.
649
The profile of teams in this cluster is not significantly different to that of the overall 650 sample in the case of most of the variables. It is only worthy highlighting that more teams 651 in this cluster received intermediate volumes of financing (100-300 thousand euros). 652
Finally, it is important to point out the features of cluster 0, which do not engage in any 653 type of collaboration with firms, because its profile is substantially different to almost all 654 the others. Firstly, this cluster contains most humanities teams and those based at uni-655 versities. It also included small teams and the fewest old teams. Secondly, this cluster 656 includes more teams that work individually and concentrate mainly on teaching. These 657 teams also have the lowest levels of financing. However, no significant differences were 658 observed in terms of experience and professional prestige with respect to the overall 659 sample; hence, this cluster is different in terms of its relationship with firms and form of 660 work, but not in terms of the distribution of posts and status in university organisations.
661 Discussion 662 In this study we applied an inductive procedure that takes into account different types of 663 collaborative interactions, to observe how these are carried out by research teams in
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U N C O R R E C T E D P R O O F 784 Statistical appendix
785 See Tables 7, 8 , and 9. 786 
