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The major qualitative properties of linear parabolic and elliptic operators/PDEs are the
different maximum principles (MPs). Another important property is the stabilization
property (SP), which connects these two types of operators/PDEs. This means that under
some assumptions the solution of the parabolic PDE tends to an equilibrium state when
t → ∞, which is the solution of the corresponding elliptic PDE. To solve PDEs we need
to use some numerical methods, and it is a natural requirement that these qualitative
properties are preserved on the discrete level. In this work we investigate this question
when a two-level discrete mesh operator is used as the discrete model of the parabolic
operator (which is a one-step numerical procedure for solving the parabolic PDE) and
a matrix as a discrete elliptic operator (which is a linear algebraic system of equations
for solving the elliptic PDE). We clarify the relation between the discrete parabolic
maximum principle (DPMP), the discrete elliptic maximum principle (DEMP) and the
discrete stabilization property (DSP). The main result is that the DPMP implies the DSP
and the DEMP.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
To solve a linear parabolic PDE, which serves as a continuous model e.g., to describe diffusion, we need to use some
numericalmethods. The same situation appearswhenweneed to determine the equilibrium state of the sameparabolic PDE,
which is equivalent to solving the corresponding elliptic PDE, namely, some numerical method is necessary. In this manner,
we arrive at a discrete problem, which can be solved numerically on a computer. Continuous mathematical models of a
real-life problem have different qualitative properties, e.g., the diffusion equation possesses different maximum principles,
the non-negativity preservation property, the stabilization property, etc. When we construct discrete mathematical models
from continuous models, these models should preserve the basic principles of the modelled phenomena.
Most of the papers which deal with this topic give sufficient conditions for the discretization parameters in order to
guarantee the different qualitative properties. Some of them are as follows:
1. in the case of an elliptic PDE
• when a finite difference method (FDM) is used for the spatial discretization, see [1]
• when a finite element method (FEM) is used for the spatial discretization, see [2,3]
2. in the case of a parabolic PDE, when the FDM/FEM spatial discretization is combined with the θ-method (for the time
discretization)
• FDM, see [4]
• FEM with linear elements, see [5,4,6]
• FEM with multilinear elements, see [4].
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Other papers deal with clarifying the relation between the different parabolic maximum principles, see [7] about the
continuous case and [8] about the continuous and discrete cases, too.
We note that the discrete maximum principles, which are constructed in a natural way, are not appropriate in all cases.
This highly depends on the discretization method. To the question of which discretization cases are corresponding to our
discrete maximum principles we will come back later.
The goal of this paper is to give a sufficient and necessary algebraic condition to the DPMP. So far only a sufficient algebraic
condition has been given, probably since giving sharp bounds for the discretization parameters is in most cases impossible
anyway. However this result gives an opportunity to show the connection between the discrete elliptic and parabolic
maximum principles. The connecting link between these two discrete maximum principles is the concept of discrete
stabilization property, which states that under some condition the solution of the discrete parabolic problem (here a one-
step iteration) tends to the solution of the discrete elliptic problem (here a linear algebraic system of equations). This
property is closely related to thematrix splitting theory, namely, the DSP property corresponds to the concept of convergent
matrix splitting in that theory. Ourmain result is that DPMP implies DSP,whichmeans in the context ofmatrix splittings that
if the splitting creates such a one-step iteration which possesses the DPMP, then it is convergent. Moreover DPMP implies
DEMP, too.
We note that wewill define the qualitative properties for operators and not for equations, since we do not want to deal with
the question of solvability.
2. Maximum principles and stabilization property
This section first contains a brief introduction of continuousmaximumprinciples of linear elliptic and parabolic operators
– based on [9, Ch. 6.4 and Ch. 7.1.4] – and a brief introduction of the stabilization property.
We use the name elliptic/parabolic maximum principle (EMP/PMP) instead of weak maximum principle for elliptic
operators/weak boundary maximum principle for parabolic operators, and we hope this will cause no misunderstanding,
since we need to distinguish only between these two maximum principles in this paper. The reader can find more and
sharper theorems about continuous maximum principles, e.g., in [7].
Second, we give an introduction of discrete (algebraic) maximum principles, which correspond to the continuous MPs
when we use e.g., FDM or FEM with standard conforming linear or multilinear elements for the linear elliptic operator/we
use the same spatial discretization combined with the θ-method for the linear parabolic operator. Note that when we use
FEM with higher order elements, then the discrete (algebraic) maximum principles of Section 2.2 are not suitable, see [3].
About this case the reader can find information in the paper [10], however those results are only for 1D problems. The names
we use follow from the continuous case, namely, discrete elliptic/parabolicmaximumprinciple (DEMP/DPMP) instead of the
complicated names, used in other papers.
We note that the maximum principles can be reformulated to minimum principles due to the linearity of the operators.
Finally, we discuss shortly the discrete stabilization property.
2.1. Continuous maximum principles
Let the domain Ω ⊂ Rd be open and bounded with boundary ∂Ω, Ω¯ = Ω ∪ ∂Ω . First, let us investigate the elliptic
operator K , dom K = C2(Ω) ∩ C(Ω¯), defined as
Ku = −
d∑
i,j=1
aij
∂2u
∂xi∂xj
+
d∑
i=1
bi
∂u
∂xi
+ cu, (1)
where aij(x), bi(x), c(x) ∈ C(Ω). We assume that the matrix [aij(x)]di,j=1 is symmetric at each x = (x1, x2, . . . , xd) ∈ Ω .
Note that this is not a restriction due to the choice of dom K . We say that K is uniformly elliptic if there exists a constant
m > 0 such that
d∑
i,j=1
aij(x)ξiξj ≥ m |ξ |2
holds for all x ∈ Ω, ξ = (ξ1, ξ2, . . . , ξd) ∈ Rd.
Theorem 1 ([9, Ch. 6.4, Th. 2] (EMP)). If operator K , defined in (1), is uniformly elliptic and c ≥ 0, then the following implication
holds.
Ku ≤ 0 inΩ ⇒ max
{
0,max
∂Ω
u
}
≥ max
Ω¯
u. (2)
If for the operator K in (1) the implication (2) holds, then we say that K possesses the elliptic maximum principle.
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Second, we switch to the parabolic case. We assume that the domainΩ ⊂ Rd is open and bounded with boundary ∂Ω ,
as before. Let T be a positive real number. For t ∈ (0, T ] we introduce the notations Qt = Ω × (0, t), Q¯t = Ω¯ × [0, t]
and Γt = (∂Ω × [0, t]) ∪ (Ω × {0}) for a piece of the parabolic boundary. We investigate the parabolic operator L, dom L
= C2,1(QT ) ∩ C(Q¯T ) – where the symbol C2,1 means: twice continuously differentiable with respect to the space variable
and continuously differentiable with respect to the time variable – defined as
Lv = ∂v
∂t
−
d∑
i,j=1
aˆij
∂2v
∂xi∂xj
+
d∑
i=1
bˆi
∂v
∂xi
+ cˆv, (3)
where aˆij(x, t), bˆi(x, t), cˆ(x, t) ∈ C(Ω × [0, T ]). We assume that the matrix [aˆij(x, t)]di,j=1 is symmetric at each (x, t) ∈ QT .
This is not a restriction, similarly to the elliptic case. We say that L is uniformly parabolic if there exists a constant m > 0
such that
d∑
i,j=1
aˆij(x, t)ξiξj ≥ m |ξ |2
holds for all (x, t) ∈ Ω × (0, T ], ξ ∈ Rd.
Theorem 2 ([9, Ch. 7.1.4, Th. 9] (PMP)). If operator L, defined in (3), is uniformly parabolic and cˆ ≥ 0, then the following
implication holds for all t ∈ (0, T ].
Lv ≤ 0 in Qt ⇒ max
{
0,max
Γt
v
}
≥ max
Q¯t
v. (4)
If for operator L in (3) the implication (4) holds, then we say that L possesses the parabolic maximum principle.
If for the operators K and L in (1) and (3) the domainΩ ⊂ Rd is the same, the functions aˆij(x, t), bˆi(x, t), cˆ(x, t) are time
independent, moreover aˆij(x, t) = aij(x), bˆi(x, t) = bi(x), cˆ(x, t) = c(x) onΩ×[0, T ], then we say that L corresponds to K .
Let the operators K and L in (1) and (3) be such that L corresponds to K . Then these are related by the so-called stabilization
property (SP). This is a limit property, thus we allow to set T = ∞.
Theorem 3 (SP). Let us fix that L corresponds to K , and K is coercive. If for the functions u(x) ∈ dom K and v(x, t) ∈ dom L the
conditions
1. v(x, t) = u(x) on ∂Ω × (0,∞)
2. (Lv)(x, t) = (Ku)(x) onΩ × (0,∞)
hold, then
lim
t→∞ ‖v(x, t)− u(x)‖∞ = 0. (5)
If L corresponds to K , and the limit property (5) holds, then we say that L possesses the stabilization property.
Remark 1. It should be mentioned that the terminology varies in the literature, namely, absolute stability is used e.g.,
in [11, Ch. 10.1] instead of SP. The reader can find the proof of Theorem 3 for the Laplace operator in that book. About the
general case (for nonlinear operators) see [12]. We note that in the original SP theorem the convergence is in the L2-norm,
while in our work it is in the maximum norm due to the fact that we work with continuous functions.
2.2. Discrete maximum principles
In this subsection we collect the discrete qualitative properties which correspond to the continuous qualitative
properties.
We use the following types of typesetting:A formatrices, a for vectors. 0 denotes the zeromatrix (or vector), I denotes the
identitymatrix, e is the vector all coordinates ofwhich are equal to 1. The dimensions of these vectors andmatrices should be
clear from the context.A ≥ 0 or a ≥ 0means that all the elements ofA or a are non-negative. The symbolmax{0, v1, . . . , vk}
denotes max{0,max{v1}, . . . ,max{vk}}, ‖·‖∞ denotes the maximum norm, and ρ(A) denotes the spectral radius of the
matrix A.
First we discuss the discrete elliptic case. Let P = {x1, x2, . . . , xN} be the set of distinct vertices inΩ and the set P∂ =
{xN+1, xN+2, . . . , xN+N∂ } consists of distinct vertices on ∂Ω . We will investigate the discrete elliptic operator K – a matrix
– which approximates K in the following way:
(Ku)(xi) ≈ (Ku)i, (6)
where xi ∈ P ,K = [K0|K∂ ] ∈ RN×N¯ ,K0 ∈ RN×N ,K∂ ∈ RN×N∂ , u = [u0|u∂ ]T ∈ RN¯ , u0 ∈ RN ,u∂ ∈ RN∂ , N¯ = N + N∂ . The
partitioned forms are constructed by taking into consideration the separation of the interior and boundary points.
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Remark 2. If we use a FDM or a FEM with standard conforming linear or multilinear elements, then the discrete elliptic
operator corresponding to K is a matrix of the above defined type. In case of FEM K is the so-called stiffness matrix.
If K0 is nonsingular, then introducing the notation λ0 = Kuwe can use the form
u0 = −K−10 K∂u∂ + K−10 λ0, (7)
which serves to compute (theoretically) u0 if the boundary values u∂ and λ0 are given.
The corresponding maximum principle reads as follows.
Definition 4 (DEMP).We say that a matrix K possesses the DEMP if the following implication holds.
λ0 ≡ Ku ≤ 0⇒ max{0,u∂} ≥ max{u}.
Second, we switch to the discrete parabolic case.
Let M be a given integer and 1t = T/M the time step. We investigate the two-level discrete parabolic operator L which
approximates L in the following way:
(Lv)(xi, n1t) ≈ (Lν)ni = (X1vn − X2vn−1)i, (8)
where xi ∈ P , n = 1, 2, . . . ,M; (ν)n = vn =
[
vn0|vn∂
]T ∈ RN¯ , vn0 ∈ RN , vn∂ ∈ RN∂ ,X1 = [X10|X1∂ ] ,X2 = [X20|X2∂ ] ∈
RN×N¯ ,X10,X20 ∈ RN×N ,X1∂ ,X2∂ ∈ RN×N∂ , N¯ = N+N∂ . The partitioned forms are constructed by taking into consideration
the separation of the interior and boundary points. The super-index is used for the distinct time levels. In this case it is
possible to representL as a hyper-matrix and ν as a hyper-vector, which might shed some light on the notations.
L =

I 0 · · · · · · 0
−X2 X1 0 · · · 0
0 −X2 X1 0 · · ·
...
. . .
. . .
. . .
...
0 · · · 0 −X2 X1
 , ν =

v0
v1
...
...
vM
 . (9)
Corresponding to the continuous case we say that the discrete parabolic operator L – defined in (8) – corresponds to the
discrete elliptic operator K – defined in (6) – when the matrices X1 = [X10|X1∂ ],X2 = [X20|X2∂ ] satisfy the relationship
K = X1 − X2. (10)
The decomposition (10) is called a (matrix) splitting of K.
Remark 3. If we use a FDM or a FEM with linear or multilinear elements combined with the θ-method, we arrive at such
a type of two-level discrete parabolic operator L. In case of FEM X1 = 11tM + θK,X2 = 11tM − (1 − θ)K, whereM is the
mass matrix and K is the stiffness matrix.
If X10 is nonsingular, then with the notation λn0 = [(Lν)n1, . . . , (Lν)nN ]T the expression (8) can be rewritten in the following
iteration form
vn0 = X−110 X2vn−1 − X−110 X1∂vn∂ + X−110 λn0,
which serves to compute (theoretically) vn0 if the boundary values v
n
∂ , values at the previous time-level v
n−1 and λn0 are given.
Furthermore with the notation
T = X−110 X20 (11)
the following form will be useful to prove statements about the DPMP.
vn0 = Tvn−10 + X−110 X2∂vn−1∂ − X−110 X1∂vn∂ + X−110 λn0. (12)
To formalize the DPMP, we introduce the notations: Lν(k) ≤ 0 means (Lν)j ≤ 0 for all j = 1, 2, . . . , k; max{ν(k)} =
max{v1, v2, . . . , vk} and for the values on the discrete parabolic boundarymax{ν(k)0∂} = max{v0, v1∂ , v2∂ , . . . , vk∂}. Then the
corresponding maximum principle reads as follows.
Definition 5 (DPMP). We say that the discrete parabolic operator L in the form (8) possesses the DPMP if for all k =
1, 2, . . . ,M the following implication holds.
Lν(k) ≤ 0⇒ max{0,max{ν(k)0∂}} ≥ max{ν(k)}.
We reformulate Definition 5 to a more usable form.
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Lemma 6. The discrete parabolic operator L in the form (8) possesses the DPMP if and only if (for all vn, vn−1) the following
implication holds.
λn0 ≡ (Lν)n ≡ X1vn − X2vn−1 ≤ 0⇒ max{0, vn∂ , vn−1} ≥ max{vn}.
Proof. Setting k = 1 results in that the definition implies the statement of the lemma. The reverse direction follows by
induction. 
Let us set T = ∞ again. We define the discrete stabilization property (DSP) as follows.
Definition 7 (DSP). Let us fix that the discrete parabolic operator L – defined in (8) – corresponds to the discrete elliptic
operator K, defined in (6). If for all n = 1, . . . the two properties
1. vn∂ = u∂
2. λn0 = λ0
imply
lim
n→∞
∥∥vn − u∥∥∞ = 0,
then we say thatL possesses the DSP property.
In the following part we clarify the relations between the different discrete qualitative properties.
3. Basic results about the discrete maximum principles and the discrete stabilization property
In this section we give the algebraic conditions which guarantee the discrete maximum principles and the discrete
stabilization property. The first result is from Ciarlet, however, we give a different proof, the method of which is applicable
to the discrete parabolic case, too.
Theorem 8 ([1]). The discrete elliptic operator K possesses the DEMP if and only if the following three conditions hold.
(E1) K−10 ≥ 0
(E2) −K−10 K∂ ≥ 0
(E3) −K−10 K∂e ≤ e.
Proof. First we assume the DEMP. We use the setting λ0 = 0, u∂ = 0, which results in 0 ≥ max{u0}. If we use the same
setting in−λ0 = K(−u), we get 0 ≥ max{−u0}, thus kerK0 = {0}, and it is allowed to use the form (7). Then
(E1) follows from the setting u∂ = 0
(E2) follows from the setting λ0 = 0 and u∂ ≤ 0
(E3) follows from the setting λ0 = 0,u∂ = e.
Second, to prove the reverse direction we assume (E1)–(E3) then
λ0 ≤ 0⇒ u0 ≤ −K−10 K∂u∂ ≤ −K−10 K∂ max{0,u∂}e ≤ max{0,u∂}e. 
Remark 4. The reader can find details about practical conditions guaranteeing the DEMP in [1].
We can proceed similarly in the discrete parabolic case.
Theorem 9. The discrete parabolic operator L in the form (8) possesses the DPMP if and only if the following four conditions
hold.
(P1) X−110 ≥ 0
(P2) −X−110 X1∂ ≥ 0
(P3) X−110 X2 ≥ 0
(P4) X−110 X2e− X−110 X1∂e ≤ e.
Proof. First, we assume the DPMP. To prove that X10 is nonsingular, we set vn−1 = 0, vn∂ = 0,λn0 = 0, then 0 ≥ max{vn} ≥
max{vn0}. If we use the same setting in (8) andwemultiply it by (−1), then the DPMP results in 0 ≥ max{−vn} ≥ max{−vn0},
which means kerX10 = {0}. Thus we can use the form (12).
(P1) follows from the setting vn−1 = 0, vn∂ = 0
(P2) follows from the setting λn0 = 0, vn−1 = 0, vn∂ ≤ 0
(P3) follows from the setting λn0 = 0, vn∂ = 0, vn−1 ≤ 0
(P4) follows from the setting vn−1 = e, vn∂ = e, λn0 = 0.
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Second, to prove the reverse direction we assume (P1)–(P4), then
λn0 ≤ 0⇒ vn0 ≤ −X−110 X1∂vn∂ + X−110 X2vn−1
≤ X−110 X2max{0, vn∂ , vn−1}e− X−110 X1∂ max{0, vn∂ , vn−1}e
≤ max{0, vn∂ , vn−1}e. 
Remark 5. The conditions (P1)–(P3) are equivalent to the so-called discrete non-negativity preservation property (DNP),
see [4].
The following lemma gives a sufficient and necessary condition to the DSP, c.f., [13, Ch. 7, L. 3.6]. There another
terminology is used (convergent one-step iteration), however, the proof can be done in the same way.
Lemma 10. Let us fix that the discrete parabolic operator L – defined in (8) – corresponds to the discrete elliptic operator K,
defined in (6). Assume that K0 is nonsingular. ThenL possesses the DSP if and only if ρ(T) < 1 holds, where T is given by (11).
4. About the relation of the discrete qualitative properties
The following theorem presents the main result of this article.
Theorem 11. Let us fix that the discrete parabolic operator L – defined in (8) – corresponds to the discrete elliptic operator K,
defined in (6) and assume that K0 is nonsingular. Then the DPMP property of L implies DSP, and DEMP for K.
In order to prove this theorem, we first give several useful results.
The fundamental theorem of thematrix splitting theory – about theweak regular splitting – is closely related to Theorem11.
Theorem 12 ([13, Ch. 7, Th. 5.2] and [14, Th. 3.2]). Let us fix that K = X1 − X2. Assume that K0 is nonsingular, X−110 ≥ 0 and
T = X−110 X20 ≥ 0. Then the following two statements are equivalent.
(i) K−10 ≥ 0
(ii) ρ(T) < 1.
Lemma 13. DPMP implies ‖T‖∞ ≤ 1.
Proof. From (P4) we have
e ≥ X−110 X2e− X−110 X1∂e = Te+ X−110 X2∂︸ ︷︷ ︸
≥0
e−X−110 X1∂︸ ︷︷ ︸
≥0
e ≥ Te,
due to (P3) and (P2). Finally, the claimed result follows from the non-negativity of T, which is guaranteed by (P3). 
Remark 6. Note that Lemma 13 has a simple consequence, namely, the DPMP implies ρ(T) ≤ 1. If for the matrix T in the
form (11) the property ‖T‖∞ ≤ 1 holds, then we say that the discrete parabolic model (12) possesses the so-called discrete
maximum norm contractivity (DMNC), see [4], however, the name nonexpansivity would be certainly more accurate.
Lemma 14. Let us fix that K = X1 − X2. If K0 and X10 are nonsingular, then I − T is nonsingular, too. Thus, one is not an
eigenvalue of T.
Proof.
X−110 K0 = I− T (13)
and the left side is invertible. 
Lemma 15 ([15, Th. 3.7]). If ρ(T) < 1, then I− T is nonsingular and
(I− T)−1 =
∞∑
k=0
Tk = I+ T+ T2 + · · · . (14)
The following theorem is a consequence of the Perron–Frobenius theorem.
Theorem 16 ([15, Th. 2.7]). If T ≥ 0, then ρ(T) is an eigenvalue of the matrix T.
Now we are ready with the preparations.
Proof of Theorem 11. First, we prove that the DSP holds. To show that, we need to prove that ρ(T) < 1, according to
Lemma 10. We already know from Lemma 13 and Remark 6 that the DPMP implies ρ(T) ≤ 1. We suppose that ρ(T) = 1.
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Thenone is an eigenvalue of T, due to the non-negativity ofT and Theorem16. On the other hand, using Lemma14 contradicts
to that. Thus, we proved that ρ(T) < 1.
Second, we prove the DEMP.
(E1) follows from Theorem 12
(E2) follows from the identity
− K−10 K∂ = (I− T)−1(−X−110 K∂) =
( ∞∑
k=0
Tk
)
︸ ︷︷ ︸
≥0
X−110 X2∂︸ ︷︷ ︸
≥0
−X−110 X1∂︸ ︷︷ ︸
≥0
 , (15)
due to (P2), (P3) and Lemma 15.
(E3) results from (P4), which is equivalent to
(I− T)e ≥ −X−110 K∂e.
Multiplying with (I− T)−1 ≥ 0 and using the first part of the identity (15) gives the desired result. 
The conclusion is that the discrete stabilization property and the discrete elliptic maximum principle are necessary
to fulfill the discrete parabolic maximum principle, but not sufficient, as the next example (constructed with the help
of [16, Example 4.1]) shows us:
K0 =
(
4 −1
−1 1
)
X10 =
(
14 4
0 2
)
K∂ =
(
0
0
)
,
since in this case
K−10 =
(
1/3 1/3
1/3 4/3
)
X−110 =
(
1/14 −2/14
0 1/2
)
6≥ 0 T =
(
4/7 3/14
1/2 1/2
)
,
thus ρ(T) < 1, and it can be seen that (E1)–(E3) hold, on the other hand, (P1) fails.
4.1. Numerical examples
In this section we illustrate our results for the operators K = −∆ and L = ∂
∂t −∆, where∆ denotes the Laplace opera-
tor. We assume homogeneous Dirichlet boundary condition since we are interested in the relation of the properties DEMP,
DPMP and DSP. Our choice has the reason that the operator K is symmetric, uniformly elliptic and coercive. Thus the elliptic
operator K and the corresponding parabolic operator L possess the EMP, PMP and SP.We choose different domains, methods
and parameter settings.
Example 17. In this case we setΩ = (0, 1). We use a FDM with uniform mesh to the space discretization – we denote the
mesh parameter by h – and the θ-method to the time discretization. The usual calculation gives
X10 = tridiag
[
− θ
h2
,
1
1t
+ 2θ
h2
,− θ
h2
]
,
X20 = tridiag
[
−1− θ
h2
,
1
1t
− 2(1− θ)
h2
,−1− θ
h2
]
,
where the matrices are of the size nxn, and n = 1h − 1. Due to the homogeneous Dirichlet boundary condition
• we do not have to care about the matrices X1∂ ,X2∂• the conditions (E1)–(E3) are simplified to (E1)
• (P1)–(P4) are simplified to (P1), (P3)’ T ≥ 0, (P4)’ (I− T)e ≥ 0.
We set n = 4, θ = 1/2 (Crank–Nicolson scheme) and1t = 0.05. Then one can check that the DEMP and DSP hold, and the
DPMP fails since (P3)’ fails. Refining the time step to1t = 0.04 (and keeping the other parameters) we find that the DEMP
and DSP hold, as well as the DPMP.
Example 18. In this case we set Ω = (0, 1)2. We use a FEM with a uniform triangle mesh – see Fig. 1 – to the space
discretization – we denote the mesh parameter by h – and the θ-method to the time discretization. Using the notation of
Remark 3, the usual calculation gives
M0 = h
2
2
tridiag [tridiag [0, 1/6, 1/6] , tridiag [1/6, 1, 1/6] , tridiag [1/6, 1/6, 0]] ,
K0 = tridiag [−I, tridiag [−1, 4,−1] ,−I] ,
where the block-tridiagonal matrixM0 is constructed fromM in the samemanner as K0 from K, the matricesM0 and K0 are
of the size n2xn2, and n = 1h − 1.
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Fig. 1. Mesh and refined mesh on the domainΩ .
First we set n = 3 (Fig. 1, left panel), θ = 0.9 and 1t = 0.1. Then one can check (taking into account the simplified
conditions) that the DEMP and DSP hold, and the DPMP fails since (P3)’ fails. Choosing the time step as 1t = 0.05
(and keeping the other parameters) we find that the DEMP and DSP hold, as well as the DPMP.
Second we set n = 7 (Fig. 1, right), θ = 0.9 and1t = 0.05. Then one can check that the DEMP and DSP hold, and the DPMP
fails since (P3)’ fails. Choosing the time step as 1t = 0.01 (and keeping the other parameters) we find that the DEMP and
DSP hold, as well as the DPMP.
The above examples demonstrate that the DPMP implies the DEMP and the DSP, but the reverse implication fails.
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