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We study associative algebras with 1 endowed with an automorphism or antiautomor-
phism ϕ of order 2, i.e., superalgebras and algebras with involution. For any fixed k ≥ 1,
we construct associative ϕ-algebras whose ϕ-codimension sequence is given asymptoti-
cally by a polynomial of degree kwhose leading coefficient is the largest or smallest possi-
ble.
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1. Introduction
Let F be a field of characteristic zero, A an associative algebra over F endowed with an automorphism or
antiautomorphism ϕ of order 2 and cϕn (A), n = 1, 2, . . . , the sequence of ϕ-codimensions of A.
It was proved that if A satisfies a non-trivial identity then cϕn (A), n = 1, 2, . . ., is exponentially bounded [1]. Moreover,
an explicit bound related to the ordinary identities of the algebra Awas found in [2].
For general finite dimensional algebras with ϕ-action, the exponential rate of growth was computed in [3,4] and it turns
out to be a non-negative integer.
In [5,6] the authors characterized those algebraswith polynomially boundedϕ-codimension sequence. As a consequence,
no intermediate growth of the ϕ-codimensions between polynomial and exponential is allowed, i.e., either cϕn (A) is
polynomially bounded or cϕn (A) grows exponentially.
Recently in [7,8] the authors gave a classification of the ϕ-algebras, up to PI-equivalence, whose sequence of ϕ-
codimensions is linearly bounded.
In this paper we are interested in the case of polynomial growth.
We shall prove that if A is a ϕ-algebra with 1 whose ϕ-codimension sequence is polynomially bounded then
cϕn (A) = qnk + O(nk−1)
is a polynomial with rational coefficients. Moreover its leading term satisfies the inequalities
1
k! ≤ q ≤
k∑
i=0
2k−i
(−1)i
i! .
Also we shall construct superalgebras and algebras with involution realizing the smallest and the largest value of q.
Concerning the ordinary case, already in [9] it was proved that if A is a unitary algebra and cn(A) is polynomially bounded,
then cn(A) = qnk + O(nk−1) ≈ qnk, where q is a rational number satisfying the inequalities: 1k! ≤ q ≤
∑k
j=2
(−1)j
j! .
Later in [10] the authors constructed PI-algebras realizing the smallest and the largest value of q.
Moreover, they proved that q = 1k! is reached only if k is even. For k > 1 odd the smallest value of q is given by k−1k! .
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2. Preliminaries
Throughout this paper we shall denote by F a field of characteristic zero and by A an associative algebra over F with 1
endowed with an automorphism or antiautomorphism ϕ of order 2; such an algebra Awill be called a ϕ-algebra.
Let us write A = Aϕ0 + Aϕ1 , where Aϕ0 = {a ∈ A | ϕ(a) = a} and Aϕ1 = {a ∈ A | ϕ(a) = −a}.
If ϕ is an involution (antiautomorphism of order 2) Aϕ0 = A+ and Aϕ1 = A− denote the subspaces of symmetric and skew
elements, respectively.
If ϕ is an automorphism then A is a Z2-graded algebra (superalgebra) with grading (A(0), A(1)), where A(0) = Aϕ0 and
A(1) = Aϕ1 .
Conversely, any non-trivial Z2-graded algebra A (A 6= A(0)), can be viewed as an algebra with ϕ-action, where ϕ is an
automorphism of A of order 2. In fact, if (A(0), A(1)) is the given Z2-grading, then ϕ : A → A such that ϕ(a(0) + a(1)) =
a(0) − a(1), for all a(0) ∈ A(0), a(1) ∈ A(1), is an automorphism of order 2.
Recall that the elements of A(0) and A(1) are called homogeneous of degree zero (or even elements) and degree one
(or odd elements), respectively.
Let X = {x1, x2, . . .} be a countable set and let
F〈X, ϕ〉 = F〈x1, xϕ1 , x2, xϕ2 , . . .〉
be the free associative algebra with 1 endowed with an automorphism or antiautomorphism ϕ of order 2.
For every i = 1, 2, . . ., we let yi = xi + xϕi and zi = xi − xϕi ; then F〈X, ϕ〉 = F〈Y , Z〉ϕ is the free associative algebra with
ϕ-action on Y = {y1, y2, . . .} and Z = {z1, z2, . . .}. Notice that for every i, yϕi = yi and zϕi = −zi.
Recall that if ϕ is an automorphism, F〈Y , Z〉ϕ has a natural structure of Z2-graded algebra as follows: we denote by F 0
the subspace of F〈Y , Z〉ϕ spanned by all monomials containing an even number of variables from Z and by F 1 the subspace
spanned by all monomials containing an odd number of variables from Z . Then F〈Y , Z〉ϕ = F 0⊕F 1 is a Z2-graded algebra
with grading (F 0,F 1) and it is called the free superalgebra on Y and Z over F .
If ϕ is an involution, we write ϕ = ∗ and F〈Y , Z〉∗ is the free algebra with involution. In this case the elements of Y are
just symmetric variables and the elements of Z are skew-symmetric variables.
Recall that f = f (y1, . . . , yn, z1, . . . , zm) ∈ F〈Y , Z〉ϕ is a ϕ-identity of A and wewrite f ≡ 0 if f (s1, . . . , sn, k1, . . . , km) =
0 for all s1, . . . , sn ∈ Aϕ0 , k1, . . . , km ∈ Aϕ1 .
We denote by Idϕ(A) = {f ∈ F〈Y , Z〉ϕ | f ≡ 0 on A} the Tϕ-ideal of ϕ-identities of A, i.e., Idϕ(A) is an ideal of F〈Y , Z〉ϕ
invariant under all endomorphisms of the free algebra commuting with the ϕ-action.
It is well known that in characteristic zero Idϕ(A) is completely determined by its multilinear polynomials. We denote
by Pϕn the space of multilinear polynomials of degree n in y1, z1, . . . , yn, zn; hence for every i = 1, 2, . . . , n either yi or zi
appears in every monomial of Pϕn at degree 1 (but not both); we put also P
ϕ
0 = span{1}. Notice that dim Pϕn = 2nn!.
For every n ≥ 0, the non-negative integer cϕn (A) = dimF P
ϕ
n
Pϕn ∩Idϕ (A) is called the n-th ϕ-codimension of A.
We define the corresponding complexity function
c˜ϕ(A, t) =
∑
n≥0
cϕn (A)
tn
n!
which is the exponential generating function of the sequence of ϕ-codimensions.
Since A is an algebra with 1, by [11] Idϕ(A) is completely determined by its multilinear proper polynomials. Recall that
f (y1, z1, . . . , yn, zn) ∈ Pϕn is a proper polynomial if it is a linear combination of elements of the type
zi1 · · · zikw1 · · ·wm
wherew1, . . . , wm are left normed (long) Lie commutators in the yis and zis.
Let Γ ϕn denote the subspace of P
ϕ
n of proper polynomials in y1, z1, . . . , yn, zn and Γ
ϕ
0 = span{1}.
The sequence of proper ϕ-codimensions is defined as
γ ϕn (A) = dim
Γ
ϕ
n
Γ
ϕ
n ∩ Idϕ(A) , n = 0, 1, 2, . . .
and
γ˜ ϕ(A, t) =
∑
n≥0
γ ϕn (A)
tn
n!
is the corresponding exponential generating function.
For a unitary algebra A, the relation between ordinaryϕ-codimensions and properϕ-codimensions (see for instance [11])
is given by the following:
cϕn (A) =
n∑
i=0
(n
i
)
γ
ϕ
i (A), n = 0, 1, 2, . . . . (1)
The following result relating the two exponential generating functions follows easily.
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Corollary 2.1.
c˜ϕ(A, t) = exp(t)γ˜ ϕ(A, t).
Next we determine the dimension of the spaces of proper polynomials.
Lemma 2.1. For every n = 0, 1, . . .
dimΓ ϕn = n!
n∑
i=0
2n−i
(−1)i
i! .
Proof. Let A = F〈Y , Z〉ϕ be the free associative algebra with ϕ-action. Then we have
c˜ϕ(A, t) =
∑
n≥0
dim Pϕn
tn
n! =
∑
n≥0
2nn! t
n
n! =
∑
n≥0
2ntn
and
γ˜ ϕ(A, t) =
∑
n≥0
dimΓ ϕn
tn
n! .
By the previous corollary we get
γ˜ ϕ(A, t) = exp(−t)c˜ϕ(A, t) =
∑
i≥0
(−1)it i
i!
∑
j≥0
2jt j
=
∑
n≥0
n!
(
n∑
i=0
2n−i
(−1)i
i!
)
tn
n!
and so
dimΓ ϕn = n!
n∑
i=0
2n−i
(−1)i
i! . 
Given a set S ⊆ F〈Y , Z〉ϕ of polynomials, let us denote by 〈S〉Tϕ the Tϕ-ideal of F〈Y , Z〉ϕ generated by the set S. We say
that a set of polynomials S ′ is a consequence of S if S ′ ⊆ 〈S〉Tϕ .
Let k ≥ 2.
Lemma 2.2. Let i ≥ 1. If k is odd andϕ is an automorphism thenΓ ϕk+i follows fromΓ ϕk plus the polynomial [y1, y2] · · · [yk, yk+1].
Otherwise, Γ ϕk+i follows simply from Γ
ϕ
k .
Proof. We start by assuming that k is even.
Let u ∈ Γ ϕk+i be a generator with i ≥ 1. If u is a product of commutators we distinguish two cases.
If u is a product of commutators of length 2 then
u = [x1, x2] · · · [xk−1, xk] · · · [xk+i−1, xk+i],
where xi = yji or zji and we are done since u is a consequence of
[x1, x2] · · · [xk−1, xk] ∈ Γ ϕk .
If u contains a commutator of length greater than 2, we get also that u is a consequence of Γ ϕk . In fact, a commutator of
lengthm > 2 can be viewed as a consequence of a commutator of length< m, any commutator in homogeneous variables
being homogeneous.
Hence, we may assume that u = zi1 · · · zit [· · ·] · · · [· · ·]with t > 0.
If n− t ≥ k then u is a consequence of Γ ϕk , by the first part of the proof.
On the other hand, if n−t < k then u is a consequence of the polynomial zir · · · zit [· · ·] · · · [· · ·] ∈ Γ ϕk , where r = n−k+1
and we are done also in this case.
Now we consider the case of k odd.
By the first part of the proof it is enough to prove that Γ ϕk+1 is a consequence of Γ
ϕ
k .
Let u be a generator of Γ ϕk+1. If either u contains a commutator of length greater than 2 or u = zi1 · · · zit [· · ·] · · · [· · ·]with
t > 0, we get, as above, that u is a consequence of Γ ϕk .
Hence we may assume that u = [x1, x2] · · · [xk, xk+1] is a product of commutators of length 2.
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Suppose first that ϕ is an involution. If for some i, [xi, xi+1] = [yji , yji+1 ] or [xi, xi+1] = [zji , zji+1 ] then u is a
consequence of
[x1, x2] · · · [xi−2, xi−1]z[xi+2, xi+3] · · · [xk, xk+1]
= [x1, x2] · · · [xi−2, xi−1, z][xi+2, xi+3] · · · [xk, xk+1] + [x1, x2] · · · z[xi−2, xi−1][xi+2, xi+3] · · · [xk, xk+1]
≡ [x1, x2] · · · z[xi−2, xi−1][xi+2, xi+3] · · · [xk, xk+1] (mod〈Γ ϕk 〉Tϕ ).
By a repeated application of the above procedure,we get that u is a consequence of the polynomial z[x1, x2] · · · [xi−2, xi−1]
[xi+2, xi+3] · · · [xk, xk+1]which is a consequence of Γ ϕk and we are done in this case.
So, we may assume that u = [y1, z2] · · · [yk, zk+1]. Hence, modulo 〈Γ ϕk 〉Tϕ ,
u = y1z2[y3, z4] · · · [yk, zk+1] − z2y1[y3, z4] · · · [yk, zk+1]
≡ −z2y1[y3, z4] · · · [yk, zk+1]
≡ −z2y1[y3, z4] · · · [yk, zk+1] − y1z2[y3, z4] · · · [yk, zk+1]
= −(z2y1 + y1z2)[y3, z4] · · · [yk, zk+1]
which is a consequence of z[y3, z4] · · · [yk, zk+1] ∈ Γ ϕk .
Finally, if ϕ is an automorphism we shall prove that u is a consequence of Γ ϕk and the polynomial [y1, y2] · · · [yk, yk+1].
In fact, if xi = zj, for some i, then
u = [x1, x2] · · · [zj, xi+1] · · · [xk, xk+1]
= [x1, x2] · · · zjxi+1 · · · [xk, xk+1] − [x1, x2] · · · xi+1zj · · · [xk, xk+1]
and by applying the above technique we get that u is a consequence of a polynomial of the type
z[x1, x2] · · · [xi−2, xi−1][xi+2, xi+3] · · · [xk, xk+1]
which belongs to Γ ϕk and this completes the proof. 
In particular, as a consequence we have:
Corollary 2.2. Let A be a ϕ-algebra with 1. If for some k ≥ 1, γ ϕ2k(A) = 0 then γ ϕm (A) = 0 for all m ≥ 2k.
Corollary 2.3. Let A be an associative ϕ-algebra with 1. If the sequence cϕn (A), n = 0, 1, 2, . . ., is polynomially bounded then
cϕn (A) = qnk + q1nk−1 + · · ·
is a polynomial with rational coefficients. Moreover its leading term satisfies the inequalities
1
k! ≤ q ≤
k∑
i=0
2k−i
(−1)i
i! .
Proof. If γ ϕ2k(A) 6= 0 for all k ≥ 0, then by (1)
cϕn (A) =
n∑
i=0
(n
i
)
γ
ϕ
i (A) ≥
[n/2]∑
k=0
( n
2k
)
= 2n−1,
where [n/2] denotes the integer part of n/2. Hence, since cϕn (A) is polynomially bounded, wemust have γ ϕ2k(A) = 0 for some
k ≥ 1.
Let k be the integer such that γ ϕk (A) 6= 0 and γ ϕm (A) = 0 for all m > k. Such an integer exists by the above corollary.
Hence by the above relation we have that
cϕn (A) =
k∑
i=0
(n
i
)
γ
ϕ
i (A) =
(n
k
)
γ
ϕ
k (A)+ · · ·
which is a polynomial in n of degree k with rational coefficients and leading term q = γ
ϕ
k (A)
k! . Since 1 ≤ γ ϕk (A) ≤ dimΓ ϕk ,
we have
1
k! ≤ q ≤
k∑
i=0
2k−i
(−1)i
i! . 
In the following sections we shall prove that the upper bound and the lower bound of q are actually reached for every
k ≥ 1.
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3. Constructing Z2-graded algebras
In this section, for any fixed k ≥ 1, we shall construct associative Z2-graded algebras with 1, whose ϕ-codimension
sequence behaves asymptotically like qnk where q = 1k! or q =
∑k
i=0 2k−i
(−1)i
i! . These are the largest and smallest possible
values determined in Corollary 2.3.
In this section we shall put ϕ = gr , i.e., Idϕ(A) = Idgr(A), cϕn (A) = cgrn (A), and so on. Also in this case a Tϕ-ideal is called
a T2-ideal and a ϕ-identity is called a Z2-graded identity or simply a graded identity.
Let Uk = Uk(F) be the algebra of k× k upper triangular matrices with equal entries in the main diagonal. Hence if the eijs
are the usual matrix units and E = Ek×k denotes the identity k× kmatrix,
Uk =
{
αE +
∑
1≤i<j≤k
αijeij | α, αij ∈ F
}
.
Next we consider an elementaryZ2-grading on Uk. Recall that if g = (g1, . . . , gk) ∈ Zk2 is an arbitrary k-tuple of elements
of Z2, then g defines an elementary Z2-grading on Uk by setting
U (0)k = span{E, eij | gi + gj = 0} and U (1)k = span{eij | gi + gj = 1}.
Notice that the element g′ = (g1 + g1, . . . , gk + g1) defines the same grading as g. Hence, without loss of generality, we
may assume that g = (0, g2, . . . , gk). Notice that for every i = 2, . . . , k, deg e1i = gi.
Remark. Every elementary Z2-grading on Uk is uniquely determined by the homogeneous degrees of the elements ei,i+1,
i = 1, . . . , k− 1.
Proof. Since for i = 2, . . . , k− 1, gi = deg e1i = deg e12 + deg e23 + · · · + deg ei−1,i,we get that g is uniquely determined.

From the previous discussion it follows that if ε = (ε1, . . . , εk−1) ∈ Zk−12 is a generic (k − 1)-tuple, then ε determines
the Z2-grading on Uk induced by g = (0, g2, . . . , gk) where gi = ε1 + · · · + εi. Therefore in what follows we shall say that
the Z2-grading is induced by ε and denote by Uεk the algebra Uk with such a grading.
Let
Ak =
⊕
ε∈Zk−12
Uεk
be the direct sum of the algebras Uk with all possible elementary Z2-gradings.
Notice that Idgr(Ak) =⋂ε∈Zk−12 Idgr(Uεk ).
Lemma 3.1. The Z2-graded algebra Ak does not satisfy any graded identity of degree≤ k− 1.
Proof. It is enough to prove that Ak does not satisfy any graded identity of degree k− 1.
Suppose that there exists a non-zero polynomial f ∈ F〈Y , Z〉gr of degree k − 1 such that f is a graded identity for Ak.
Without loss of generality we may assume that f is multilinear, i.e.,
f =
∑
σ∈Sk−1
ασ xσ(1) · · · xσ(k−1),
where xi = yi or zi and α(1) 6= 0.
Let ε = (deg x1, . . . , deg xk−1) and let Uεk be the Z2-graded algebra with grading induced by ε. It is immediately seen
that f is not a graded identity for Uεk . Indeed, evaluating x1 = e12, x2 = e23, . . . , xk−1 = ek−1,k we get f = α(1)e1k 6= 0, a
contradiction. 
Now we are in a position to prove that Ak has a graded codimension sequence realizing the largest possible value for q.
For every j ≥ 1, set θj = dimΓ
ϕ
j
j! =
∑j
i=0 2j−i
(−1)i
i! .
Theorem 3.1. For every k ≥ 2 we have:
(1) Idgr(Ak) = 〈Γ grk 〉T2 if k is even and Idgr(Ak) = 〈Γ grk , [y1, y2] · · · [yk, yk+1]〉T2 if k is odd.
(2) c˜gr(Ak, t) = exp(t)∑k−1i=0 θit i.
(3) cgrn (Ak) =∑k−1j=0 n!(n−j)! θj ≈ θk−1nk−1, n→∞.
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Proof. Let J be the Jacobson radical of Uk, i.e., the set of strictly upper triangular matrices. Then, for u1, . . . , ut ∈ Uk clearly
[u1, . . . , ut ] ∈ J t .
Since Jk = 0 and every non-central basis element belongs to J, all polynomials in Γ grk and also the polynomial[y1, y2] · · · [yk, yk+1], if k is odd, yield identities for every Uεk , and, so, for Ak, as Idgr(Ak) =
⋂
ε∈Zk−12 Id
gr(Uεk ).
Let now f ∈ Idgr(Ak). Since the graded identities of a unitary graded algebra follow from the proper ones, wemay assume
that f is proper and, by the previous lemma, deg f ≥ k.Hence, by applying Lemma 2.2, we get that f is a consequence of Γ grk
plus the polynomial [y1, y2] · · · [yk, yk+1], if k is odd.
Moreover, γ gri (Ak) = dimΓ gri = i!θi for i < k and γ gri (Ak) = 0, for i ≥ k. Hence
c˜gr(Ak, t) = exp(t)γ˜ gr(Ak, t) = exp(t)
∑
i≥0
γ
gr
i (A)
t i
i! = exp(t)
k−1∑
i=0
θit i
and
cgrn (Ak) =
n∑
i=0
(n
i
)
γ
gr
i (A) =
k−1∑
i=0
(n
i
)
i!θi =
k−1∑
i=0
n!
(n− i)! θi ≈ θk−1n
k−1. 
Theorem 3.2. Let A be a unitary Z2-graded algebra such that c
gr
n (A) ≈ ank, for some a ∈ Q and k ≥ 1. Then Idgr(A) ⊇
Idgr(Ak+1).
Proof. By (1) we have that cgrn (A) = ∑ki=0 ( ni ) γ gri (A) and γ grk+i(A) = 0, i ≥ 1. This says that Γ grk+i = Γ grk+i ∩ Idgr(A), i.e.,
Γ
gr
k+i ⊆ Idgr(A), i ≥ 1 and, so, by the previous theorem, Idgr(Ak+1) ⊆ Idgr(A). 
We now turn to the problem of constructing Z2-graded algebras of polynomial graded codimension growth realizing the
minimal possible value for q.
Let G2k be the Grassmann algebra with 1 on a 2k-dimensional vector space over a field F of characteristic not equal to 2.
Recall that
G2k = 〈1, e1, . . . , e2k | eiej = −ejei〉.
In the ordinary case the lower bound 1k! is reached only if k is even by Gk [10].
Hence, if G2k,1 denotes the algebra G2k endowed with the trivial Z2-grading, the graded codimensions being in this case
equal to the ordinary codimensions, for all n ≥ 1,we have that the lower bound is realized by G2k,1. More precisely we have
the following result which follows from [10].
Theorem 3.3. For every k ≥ 1 we have:
(1) Idgr(G2k,1) = 〈[y1, y2, y3], [y1, y2] · · · [y2k+1, y2k+2], z〉T2 .
(2) c˜gr(G2k,1, t) = exp(t)∑kj=0 1(2j)! t2j.
(3) cgrn (G2k,1) =∑kj=0 ( n2j) ≈ 1(2k)! n2k, n→∞.
Next we show that the lower bound is reached for every k ≥ 1 by a commutative subalgebra of Uk with a suitable
non-trivial Z2-grading.
We denote by E1 =∑k−1i=1 ei,i+1 ∈ Uk the diagonal just above the main diagonal of Uk. Let
Ck = Ck(F) =
{
αE +
∑
1≤i<k
αiE i1 | α, αi ∈ F
}
⊆ Uεk
denote the Z2-graded subalgebra of Uεk where ε = (1, . . . , 1) ∈ Zk−12 .
Theorem 3.4. For every k ≥ 2 we have:
(1) Idgr(Ck) = 〈[y1, y2], [y, z], [z1, z2], z1 · · · zk〉T2 .
(2) c˜gr(Ck, t) = exp(t)∑k−1j=0 1j! t j.
(3) cgrn (Ck) =∑k−1j=0 ( nj ) ≈ 1(k−1)!nk−1.
Proof. LetQ = 〈[y1, y2], [y, z], [z1, z2], z1 · · · zk〉T2 . It is readily checked, as Ck is commutative and Jk = 0, thatQ ⊆ Idgr(Ck).
Let f be a graded identity of Ck of degree t . We may clearly assume that f is proper. After reducing the polynomial f
modulo Q , we obtain that f is the zero polynomial if t ≥ k and f = αz1 · · · zt if t < k. If α 6= 0, evaluating zi = E1,
i = 1, . . . , t , we get f = αe1t 6= 0, a contradiction.
Hence, this proves that Idgr(Ck) = Q and, if t < k, the polynomial z1 · · · zt forms a basis of the multilinear proper
polynomials of degree t modulo Idgr(Ck).
Hence γ grt (Ck) = 1 for t < k, γ grt (Ck) = 0 for t ≥ k and we get (2) and (3). 
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4. Constructing algebras with involution
In this section, for any fixed k ≥ 1, we shall construct associative unitary algebras with involution, whose ϕ-codimension
sequence is given asymptotically by a polynomial of degree kwhose leading coefficient is the largest or smallest possible.
In what follows we shall write ϕ = ∗, i.e., Idϕ(A) = Id∗(A), cϕn (A) = c∗n (A), and so on.
The algebra Uk has an involution defined as follows: if a ∈ Uk, a∗ = batb−1, where at denotes the usual transpose and b
is the following permutation matrix:
b =

0 · · · 0 1
0 · · · 1 0
...
...
1 · · · 0 0
 .
Clearly a∗ is thematrix obtained from a by reflecting a along its secondary diagonal. Hence, if a = (aij) then a∗ = (a∗ij)where
a∗ij = an+1−j n+1−i (see [12]).
Definition 4.1. The involution ∗ on Uk defined above will be called the (canonical) reflection involution.
Let
Mk = Mk(F) = F(e11 + · · · + e2k,2k)+
∑
1≤i<j≤k
Feij +
∑
k+1≤i<j≤2k
Feij ⊆ U2k
be endowed with the reflection involution.
Notice that
M+k = span{E, e12 + e2k−1,2k, e13 + e2k−2,2k, . . . , e1k + ek+1,2k, e23 + e2k−2,2k−1, . . .},
M−k = span{e12 − e2k−1,2k, e13 − e2k−2,2k, . . . , e1k − ek+1,2k, e23 − e2k−2,2k−1, . . .}.
Let SUk = SUk(F) ⊆ Uk be the algebra of strictly upper triangular matrices over F .
It is clear that the Jacobson radical ofMk is, up to isomorphisms, the direct sum of two copies of SUk, i.e., J = SUk ⊕ SUk.
Given an algebra A, let Id(A) ⊆ F〈X〉 denote the T -ideal of all polynomial identities of A. The following result is easily
proved.
Remark. Id∗(J) = Id(SUk).
The following result holds.
Lemma 4.1. The ∗-algebra Mk does not satisfy ∗-identities of degree≤ k− 1.
Proof. Suppose that there exists a ∗-identity f of degree ≤ k − 1. Hence, in particular, f is a ∗-identity for J, and by the
previous remark, f is also an identity for SUk. This is a contradiction, since SUk does not satisfy any identity of degree less
than k [13]. 
For every j ≥ 1, set θj = dimΓ
∗
j
j! =
∑j
i=0 2j−i
(−1)i
i! .
Theorem 4.1. For every k ≥ 2 we have:
(1) Id∗(Mk) = 〈Γ ∗k 〉T∗ .
(2) c˜∗(Mk, t) = exp(t)∑k−1i=0 θit i.
(3) c∗n (Mk) =
∑k−1
j=0
n!
(n−j)! θj ≈ θk−1nk−1, n→∞.
Proof. For u1, . . . , ut ∈ Mk
[u1, . . . , ut ] ∈ J t ,
where J is the Jacobson radical ofMk.
Therefore, since Jk = 0 and every non-central basis element belongs to J , all polynomials in Γ ∗k yield ∗-identities ofMk.
Let now f ∈ Id∗(Mk). By the previous lemma the degree of f must be greater than or equal to k. Then, as in the proof of
Theorem 3.1, we get the desired conclusion. 
Also in the setting of ∗-algebras we have the following result.
Theorem 4.2. Let A be a unitary ∗-algebra such that c∗n (A) ≈ ank, for some a ∈ Q and k ≥ 1. Then Id∗(A) ⊇ Id∗(Mk+1).
Concerning the problem of constructing ∗-algebras of polynomial ∗-codimension growth realizing the minimal possible
value for q, consider the commutative algebra Ck introduced in the previous section. Since Ck is commutative, any
automorphism of Ck of order 2 is an involution. Hence the ∗-codimensions of Ck coincide with the graded codimensions
of Ck and Ck realizes the smallest value of q. Hence we have the following.
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Theorem 4.3. For every k ≥ 2 we have:
(1) Id∗(Ck) = 〈[y1, y2], [y, z], [z1, z2], z1 · · · zk〉T∗ .
(2) c˜∗(Ck, t) = exp(t)∑k−1j=0 1j! t j.
(3) c∗n (Ck) =
∑k−1
j=0
(
n
j
)
≈ 1
(k−1)!n
k−1.
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