This study aims to assess the validity of the Online Multiliteracy Assessment for students in Years 5 and 6. The Online Multiliteracy Assessment measures students' abilities in making and creating meaning, using a variety of different modes of communication, such as text, audio and video. The study involved selecting two groups of students: the first group (n=19) was used in two pilot studies of the items and the second (n=299) was used in a field trial validating the functioning of the items and assessing the quality of the scale. The results indicated that the Online Multiliteracy Assessment has acceptable test-retest reliability; however, the fit to the Rasch model was less than ideal. Further investigation identified two important areas for improvement. First, the items assessing the higher order skills of synthesising, communicating and creating need to be more cognitively demanding. Second, some items need to be modified in order to improve their functionality.
Introduction
This article reports on a study undertaken to examine the construct validity of the o-Mlit instrument, to identify whether it is measuring what it is purporting to measure. The validity was assessed by focussing on two types of evidence -response process and internal structure (Messick, 1989) . The response process focussed on the actions and thought processes of those students undertaking the assessment. The internal structure focused on the reliability and the factor structure of the assessment. The response process and internal structure were investigated in two steps; small pilot studies and then a larger field trial.
Pilot studies Participants
Two pilot studies were conducted. Pilot study 1 was based on the initial version of the o-Mlit while pilot study 2 was based on the revised version of the o-Mlit. For pilot study 1, nine Year 5 and 6 students from three public schools in New South Wales (NSW) were selected by their classroom teachers. The selection of students was based on the teachers' knowledge and judgements about the students' ability to represent a range of literacy levels and be confident enough to give their opinions about the o-Mlit to the researchers.
The average age of the nine students was 11.73 years (range = 11.08 yrs a -12.57) with the majority being female (55.56%) and in Year 6 (55.56%). These students were provided with information sheets and consent forms for themselves and their parents. On the first day of testing, consent forms were collected and students' understanding of the research process was checked and any misconceptions clarified.
For pilot study 2, ten students were selected through a snowballing technique. The snowball sampling was used as the study was conducted during school holidays when access to students through schools was not available. The snowball sampling began with an email to employees within the local university. Information sheets and consent forms for the students and their parents were sent via email. The average age of the ten students at the time of the study was 11.08 years (range = 9.68 yrs -12.55 yrs a) with the majority being female (70.00%) and in Year 6 (60.00%). Again on the first day of testing, consent forms were collected and students' understanding of the research process was checked and any misconceptions clarified.
Method
The o-Mlit was administered to of the 19 students in order to ascertain their reactions to the items (e.g., requiring clarification, reason for selecting a distractor in a multiple choice item).
Assessing the response process, that is the actions and thought processes of those students undertaking the test, can highlight what the students actually do during the assessment and how that matches with the constructs being assessed (Cook, Cook, & Beckman, 2006) .
For each pilot study, students' reactions to the items in the o-Mlit were captured using audiorecorded 'Think Aloud Protocol' (TAP) (Ercikan et al., 2010) and screen-capture technology (e.g., Barmby, Harries, Higgins, & Suggate, 2009 ). Students were asked to speak about everything they were thinking while completing the task. It was suggested that they acted as if they were alone in a room speaking to themselves (e.g., Camps, 2003) .
Students were also provided with a description of how their mouse movements and clicks on the screen as well as their voice would be recorded using 'Camtasia Studio 8' software.
Students were provided with a demonstration of the TAP and Camtasia, and were then able to practice using the protocols and technology.
For pilot study 1, students completed the study one day a week over four weeks, for a maximum of 1 hour. Students completed section 1, section 2, section 3 -planning and section 3 -creating. This process ensured that the impact on the student was reduced as well as increasing the flexibility for the classroom teacher, in regards to the timing of the study. In pilot study 2, students were only asked to work through section 1 and 2 due to the majority of amendments occurring in these sections. To reduce the impact on the family and students, testing was completed in one session in the second pilot study, lasting a maximum of 1.5 hours.
Analysis
When examining item validity in terms of response processes, identifying the link between the item and how the students respond to that item was important. Therefore, the thoughts and questions of each student about each item, as well as his/her movements on screen, were transcribed and analysed by the researchers.
A two-stage process based on grounded theory was used to identify codes to analyse the students' responses to the items (Charmaz, 2006) . Initial coding was the first step in the process and focussed on a few students' responses to each item of the o-Mlit. This highlighted a number of issues students encountered when using o-Mlit. Focussed coding was then completed which applied the initial codes to all students' responses. The codes developed from the focussed coding were subsequently grouped into two themes, namely 'test items' and 'technical issues'. Finally, the researchers discussed the two themes and identified ways to improve the items, source material and/or layout of the o-Mlit assessment.
This process occurred for both pilot studies.
Results
For pilot study 1, students' responses to items were coded as shown in Table 2 . As a consequence of the results, the researchers changed the wording of some of the questions (e.g., changed 'adolescent' to 'teenager'); changed some of the source material (e.g., made the access to websites clearer; changed from text-link to thumbnail-link); changed some of the response formats (e.g., introduced a different text box for each of the required responses asked within a question) and reformatted some of the items to make them more similar. It became clear that some of the source material was quite complex for the less proficient students. However, the researchers decided not to change the more complex source material because the material was intended to be as authentic as possible.
Insert Table 2 about here.
One major change that did occur as a consequence of the results of the first pilot study was to include an introduction page. The introduction page was designed to enable students to practice various item formats that would be used in the o-Mlit. A second major change was the inclusion of audio for each question. This gave the students an option of listening to the question rather than just reading it. The ability to listen to the question was of particular importance for those students with lower literacy attainment, as it enabled them to have an understanding of what the question was asking. Once these changes were made to the o-Mlit, further testing was carried out on the revised o-Mlit in pilot study 2.
Data from pilot study 2 were analysed as shown in Table 2 . As a result of this analysis some minor modifications were made to the revised oMlit and involved moving the question audio button to the right of the question, adding an extra instructional phrase (e.g. 'Using the information below'), highlighting (e.g., job) or removing a word (e.g., helmet) in a question, and decreasing the time to complete Section 1 from 45 minutes to 30 minutes. These modifications led to the development of the final version of the o-Mlit which was used in the next step, the field trial.
Discussion
The purpose of the pilot studies was to investigate the response process of the o-Mlit.
Evidence for the response process focused on what the students did and thought during an assessment and the extent to which this was in accord with the construct being assessed. This evidence was used to amend those items where the students were focussing on irrelevant material which distracted from the construct being assessed (Miller, Linn, & Gronlund, 2013) thus lowering the validity of the item.
In both pilot studies the theme of 'test items' identified the extent to which the item was assessing the targeted skill. For example, by the highlighting or removal of a word in either the question or instructional information made the item clearer to students and hence focussing on the skill being assessed which also added to the evidence for the content validity as mentioned previously (Miller et al., 2013) .
The 'technical issues' identified the ability of the students to navigate through the o-Mlit as well as the consistency of the layout between items and sections. For example, during pilot study 1 some students did not know how to select an answer to the item (e.g., drop down menus), move to the next item or play the audio. This was not surprising as many Year 5 and 6 students had not had previous experience with online assessment (ThinkLink Consultancy, 2014) . Still, it detracted from the validity of the test because it was not related to the construct of multilteracy. Therefore, these technical issues had to be addressed in order to improve the validity of the o-Mlit. This was done by adding an 'Introduction' page where student could practice interacting with the items. The introduction page also contained videos explaining the types of responses (e.g., multiple choice), the types of source material, the layout of the items The inclusion of the introduction page enabled the students to focus on the items rather than what button to press or how to get the audio to start (Doorey, 2014) .
The data gathered from pilot study 2 indicated that many of the technical issues identified in the pilot study 1 had been resolved. The evidence gathered from the pilot studies also suggests that the relationship between the construct of multiliteracy and the thought processes and actions carried out by the students were highly related. This relationship was demonstrated by students' expressing greater clarity in responding to the items. In other words, students had a better understanding of what the items required of them, did not focus on distracting information and clearly identified the source material. This increased alignment between the construct being assessed and students' responses indicated readiness for the next phase of testing.
Field trial Participants
Two hundred-and-ninety-nine students from 12 schools from rural and metropolitan NSW participated in the field trial. Each student received information sheets and consent forms for themselves and their parents which were returned to the school and collected and checked by the researcher for completeness. The students had an average age of 10.97 years (range = 9.58 years -12.50 years) with the majority being male (51.66%) and in Year 6 (53.73%).
The o-Mlit was administered on three occasions over 6 months, 2014. The average time between occasions was 2.6 months (range of 2.1 to 3.2 months). The number of participants decreased over each testing occasion (occasion 1 -291; occasion 2 -285; occasion 3 -275).
The reasons for this decrease in participant numbers included student absences (7.69%), leaving the school (2.68%) and withdrawal from the study (1.34%). Seven students joined the study at occasion 2which meant that the total decrease in participation from occasion 1 to occasion 3 was 6.7 per cent. However, the number of complete data sets increased over the three testing occasions (occasion 1 -184; occasion 2 -224; occasion 3 -271). The low response rate of 63.23 per cent of the total sample at occasion 1 was due to a technical issue that occurred when the participants uploaded their presentations, however, this was rectified for occasion 2. The ratio of participants to items was 7:1.
Method
The purpose of the field trial was to investigate the internal structure of the o-Mlit. Students were tested with the o-Mlit on three separate occasions, in order to determine the reliability of the o-Mlit. Testing was conducted over four days to reduce the amount of fatigue experienced by students which may have impacted the results and to provide more flexibility to participating schools in regards to the timing of the testing.
On the first day of the field trial, the researcher explained the purpose of the study, answered questions, helped the students log onto the o-Mlit site and assisted them to complete the demographic questionnaire. This process allowed any technical difficulties to be identified and addressed prior to the start of the test.
The testing procedures for the next four days are shown in Figure 2 . The videos played on days one, three and four explained to students how they were to answer the items (e.g., multiple choice, dropdown boxes, and moving images), play audio and video, listen to the questions and move between items. Each day of testing, students logged on to the o-Mlit site and click on the section to be completed on that day. For example, Day 1 students clicked on 'section 1' on Day 3 students clicked on 'section 3 plan'. The research assistant (RA) timed how long the students had to complete the section. Once time was up the students logged off the o-Mlit site. These procedures were followed on the three testing occasions.
Insert Figure 2 about here.
Analysis
Rasch Theory (Rasch, 1960 (Rasch, /1980 ) was used to determine the extent to which the items of the o-Mlit comprised a single construct (unidimensionality); whether the items functioned in a manner that was consistent with the expectations of the Rasch Model; whether the items showed any form of differential item functioning (DIF) for gender; and whether the marking rubrics had functioned appropriately. The Rasch Unidimensional Models for Measurement (RUMM2030) program was used to analyse the data.
An analysis of variance (ANOVA) was conducted to identify any differences between the overall mean scores that students obtained on each of the three testing occasions (Field, 2009 On the basis of the results obtained from the field trial, a focus group comprised of classroom teachers was conducted. The purpose of this focus group was to identify possible reasons for the items not functioning as expected. The focus group participants were given information (e.g., graphs identifying bias) about the items and asked to suggest reasons as to why the nominated items may not have performed as expected. The field notes were analysed using grounded theory (Charmaz, 2006) to identify possible reasons for the items' nonperformance.
Results
The students could choose the topic on which they would focus at each testing occasion for sections 2 and 3. The most popular topic for occasion 1 was Social Media (SM: n=125), then Health and Nutrition (HN: n=85) and then Jump from Space (JS: n=80). On occasions 2 and 3, HN was the most popular topic (n=125 and 112, respectively), followed by SM (n= 93 and 92, respectively) and finally JS (n= 63 and 67, respectively). The process for analysing the internal structure of the o-Mlit was a top-down approach by first investigating the o-Mlit as a task, then the skills and finally the individual items.
Overall Task. The test-retest reliability of the o-Mlit over time was -occasion 1 to occasion 2 -r(143) = .78, p < .00; occasion 2 to occasion 3 -r(192) = .77, p < .00. These results indicated that the scores that the students achieved on the o-Mlit are relatively consistent for each testing occasion. The mean scores that the students obtained on each of the three testing occasions (occasion 1 -51.7%, SD -11.6; occasion 2 -52.3%, SD -14.0; occasion 3 -57.1%, SD -14.3) did not vary significantly, F(2, 524) = 0.11, p = .99. Therefore, there was no significant difference between the student ability estimates across the three testing occasions. The chi-square goodness-of-fit index was statistically significant, χ 2 (509) = 1064, p < .000, indicating a poor fit to the Rasch model, suggesting that the o-Mlit was assessing more than a single factor. However, it may also have indicated that a high residual covariance among the items and skills which increased the likelihood of a significant result as well as the probability of a poor fit to the Rasch model.
Skills.
The students varied in their performance on the skills assessed within the o-Mlit across the three testing occasions. The test-retest correlations ranged from applying r(271) = .08, occasion 1 to occasion 2; to locating r(269) = .65 from, occasion 2 to occasion 3 (see Table   3 ). The internal consistency of each of the skills ranged from relatively poor to relatively good over the three testing occasions, refer to Table 4 . For example, applying skill at occasion 1 had a Cronbach's α = .02 (poor) where communicating skill at occasion 2 had a Cronbach's α = .78 (good). For all skills comprising three or more items, the reliability would increase if at least one item was deleted. These results may suggest that some of the items in each scale may be irrelevant, ambiguous or heterogeneous; this will be investigated in the item analysis section.
Insert Tables 3 and 4 about here.
It was expected that the items that were more cognitively demanding would be further to the right on the developmental continuum (relatively more difficult). Items which assessed the skill of locating would be the least cognitively demanding and, as such, would be to the left hand end of the developmental continuum. The next most demanding items would be those which assessed understanding, applying, analysing, evaluating, synthesising, creating and communicating being the most difficult (Anderson & Krathwohl, 2001; Bloom, 1956; Churches, 2009; Turcsányi-Szabó, 2012) . However, the data did not support this expected ordering of the skills. Figure 3 shows the difficulty of each skill based on the mean of the item difficulties which assessed each of the skills over the three testing occasion. This figure shows that the order based on cognitive demand (difficulty) followed the expected order up until evaluating. The skills of synthesising, creating and communicating were not in the predicted order, and are located between understanding and applying in terms of their relative difficulty. In other words the students did not find these skills more cognitively demanding than those assessing the less cognitively demanding items. This finding suggests that the skills may need to be clarified further in terms of their definition; or the items are not assessing these higher order skills; and/or, the marking rubrics may not be functioning in the way that they were intended to do.
Insert Figure 3 about here.
Items. Table 5 shows the items of the o-Mlit arranged in difficulty order based on their average difficulty across the three occasions. It can be seen that item '1a' is the easiest and item '28' is the most demanding (or hardest) item. Table 5 From a validity point of view, the question is why are the items under or over discriminating?
Chi-square statistics coupled with the probability of fit to the Rasch model gives an indication of how the item fits the Rasch Model. If the probability of fit to the model is less than 0.05, then the question is why is this item not functioning in accord with the model?
Insert Table 5 about here Table 5 shows that 14 items (in bold) have violated one or more of the fit criteria. Reference to Table 5 shows that item 19 on occasion 1 had the largest positive fit-residual (+4.3). The
Item Characteristic Curve (ICC) for this item is shown in Figure 4 2). The ICC shows that the more proficient students have done better than predicted and the less proficient students have done worse (the item over-discriminates). The ICCs for item 14 (see Figure 5 ) on each of the three occasions shows how this item has varied in regards to the fit to the model over the 3 occasions.
Insert Figure 4 and 5 about here
There are six items (24, 26, 27, 28, 32 and 36; refer to Table 5 ) that are not functioning correctly due to issues related to the category probability and threshold disorder. The category probability indicates that scoring categories are not behaving as intended, as one or more scores (e.g., a score of 2 out of a possible 4) are not likely to occur. Threshold disorder again indicates that scoring categories are not behaving as intended, in that the probability of scoring a higher mark is easier than scoring a lower mark; for example, scoring 3 out of 4 is easier than scoring 2 out of 4.
Three items (23, 28 and 31; refer to Table 5 ) are displaying DIF which occurs when the items are not functioning the same way for different groups, for example, gender, socioeconomic status or ethnicity. In this case DIF has occurred between students doing the different topics -JS, HN and SM. This suggests that these items are not functioning in the same way, which contradicts the intentions of the items writers.
The focus group were asked to consider the items that did not perform as expected (those items in bold in Table 5 ). The focus group participants identified possible reasons for nonperformance: source material (e.g., text in the source material to difficult), screen layout (e.g., scrolling through the item), differences between topics (e.g., image in one topic easier to interpret than the other two topics), marking guidelines (too many options in the marking criteria), and questions (e.g., not explicit enough to direct the students). Although, there were 14 items that did not perform as expected, some of these items may have had more than one reason for the non-performance.
Discussion
Overall, the o-Mlit had good test-retest reliability. Further evidence of the consistency of performance on the o-Mlit was also provided by the non-significant results of the ANOVA for the mean student scores. The o-Mlit had a relatively poor fit to the Rasch model. This finding implies that the items of the o-Mlit are not functioning in the way that was expected when the test was being constructed. In order to investigate potential reasons for the misfit, the skills and items of the o-Mlit were investigated further using a focus group comprised of classroom teachers who interrogated the functioning of the items using the item analysis provided by the RUMM program.
When constructing the test, the item writers predicted that the skills represented various levels of cognitive depth which were largely in accord with Bloom's Taxonomy (e.g., Anderson & Krathwohl, 2001 ; refer to Figure 3 ). When the items were constructed the expectation was that the mean difficulty of the items assessing locating would be lower than the mean difficulty of the items assessing applying. The result supported the original expectations, except for the higher order skills of synthesising, creating and communicating.
This finding was unexpected because it has been suggested (Anderson & Krathwohl, 2001; Ash, Clayton, & Atkinson, 2005; Kimber & Wyatt-Smith, 2010 ) that the cognitive demand of the higher order skills (e.g., creating) is greater than that of the lower order skills (e.g., understanding).
One reason for the unexpected result could be that the items comprising these skills are not assessing the skills adequately and/or it could be that the marking rubrics may not be functioning in the way that they were intended to do, as developing items which assess higher order skills is difficult (Lemons & Lemons, 2013) . Another reason could be that the students have internalised these skills to a level where they are no longer assessing higher order thinking. If this is true then it would suggest that the initial construct does not reflect the current reality.
The focus group reviewed the higher order items using the analysis to determine whether it was the construct itself that needed to change as a result of the data or whether the items and marking rubrics were not adequately assessing the higher order skills that they had been written to assess. A number of reasons were identified by the focus group for the differential performance of the non-fitting items, such as DIF between the topics. For example, students who completed the synthesising item using one topic stimulus (e.g, SM) did significantly better than students completing the same item in another topic (e.g., JS). This contextual effect influences the validity of the test and as such needs to be addressed, particularly if the original item writers were of the opinion that the items difficulties should not vary with context. Therefore, the homogeneity between topics needs to be improved (Griffin & Care, 2014) . Another synthesising item has issues related to the marking rubric. In this case there were too many options within one grade for the markers to be aware of when marking. This increase in complexity for the marker, leads to a decrease in accuracy; therefore, influencing the validity of the decision made from the item (Griffin & Robertson, 2014) .
The overall view of the focus group was that the test has assessed the lower order skills of multiliteracy quite well; however, the challenge is to construct items that are better assessing the higher order skills under test conditions in a multimodal environment. This challenge begins with how the higher order skills are defined, as a broad definition may increase the heterogeneity of the item.
There are a variety of terms used that are described as higher order skills such as: transfer, critical thinking and problem solving (Brookhart, 2010); inventive thinking skills, which includes 'higher order thinking and sound reasoning' (Abdullah & Osman, 2010) ; higher order reading skills (Afflerbach, Cho, & Kim, 2015) ; articulated learnings (Ash et al., 2005) ; problem-solving taxonomy (Barak, 2013) . However, these terms all include skills associated with each other and multiliteracy for example -critical thinking skills include applying, analysing, evaluating and communicating; higher order thinking skills involves locating or recalling, applying, analysing, evaluating and synthesising. What is required is a clear definition of the skills underlying these various higher order skills in order to develop sharper and more cognitively demanding items which tap into these constructs (Fitzpatrick & Schulz, 2015) .
One of the limitations of this study is the desirability to assess students' computer skills to investigate how that impacts their ability to navigate the online assessment. Having poorer computer skills will negatively impact the students' ability to navigate and complete the online assessment, as observed in the pilot study; therefore, future studies will take students computer skills into account. Future studies will also increase the numbers of participating students to increase the generalisability of the findings. Through improvement of poor performing items, increasing the cognitive demand of the items assessing higher order skills (synthesising, communicating and creating) and further testing this will improve the overall functioning of the o-Mlit. Future studies will also focus on the relations to other variables (e.g., literacy skills) as well as the information in terms of diagnostics that the o-Mlit can provide.
Conclusion
The o-Mlit is based on a conceptual model of multiliteracy skills with the purpose of assessing each of these skills to provide teachers with knowledge about each student's performance. As outlined in the introduction, where the purpose of assessment is to make inferences about student learning it is important that the assessment data on which these inferences are made are valid. The objective of this study was to examine the construct validity of the o-Mlit by obtaining evidence regarding response processed and the internal structure of the instrument.
In general, the evidence presented in this article indicates that the o-Mlit is assessing the lower order skills effectively. However, some evidence suggests that the items designed to assess the higher order skill, namely, synthesising, communicating and creating have not functioned as expected. This may be due to either the fact that items are not assessing the higher order skills or that a clearer definition of what these higher-order skills mean in the context of multiliteracies in order to write items which better tap into these skills.
In addition, the analyses showed that some of the items did not function in accordance with the measurement model that has governed the construction of the assessment and would need to be rewritten. However, the analyses presented in this article indicate that a big step forward has been made with the development of the o-Mlit towards assessing multiliteracies which are an important element in mastering the multiple forms of media and communication in the 21 st century.
1
-Locating: searching for and identifying information -Understanding: interpreting the nature, meaning and purpose of information. -Applying: using information appropriate for specific purposes -Analysing: separating information into smaller elements -Evaluating: judging and critiquing the quality and accuracy of information -Synthesising: drawing together relevant information into a coherent whole -Creating: developing and generating products -Communicating: selecting the mode of communication to share with an audience. 0.00 L = Locating, U = Understanding, Ap = Applying, An = Analysing, E = Evaluating, S = Synthesising, Cr = Creating, Co = Communicating * This item has been investigated further as it has violated the fit-residual (+/-2.5) and Chi-square probability (<.05) ^ This item has been investigated because it has violated both the category probability and threshold order # This item has been investigated because there was DIF for topics on all three occasions. 
