Abstract. For the purpose of improve the effect of multilevel thresholding image segmentation, a new evolutionary optimization algorithm based on the science of biogeography for global optimization has been bring in namely Biogeography based optimization (BBO). In this paper we propose an improvement to BBO. In order to improve the diversity of population and to enhance its exploration ability, the Gaussian mutation operator is integrated into biogeography based optimization (BBO). And we combine this improved evolutionary algorithm and Shannon entropy to get multilevel thresholds of image segmentation. Experiments have been conducted on several images and compared with other algorithm namely ABC and DE.Simulation results and comparisons demonstrate the proposed BBO algorithm is better in terms of the quality of the solutions obtained.
Introduction
Image segmentation is one of the most important steps in the image processing [1] [2] [3] . It is a process that divides a raw input image into a number of non-overlapping regions such that each region is homogeneous and the union of two adjoining regions is heterogeneous and extracts interested region from the others. Numerous techniques have been developed for image segmentation to date. Thresholding is one of the most used techniques in image segmentation because of its computationally efficient. The objective of thresholding is to identify a threshold for (bi-level thresholding) or several thresholds (for multilevel thresholding) to subdivide the image into several levels. However, the computation gets more and more complex when multilevel thresholding extended [4] . Generally the exact locations of distinct valleys in a multimodal histogram of an image which can segment the image efficiently is not easy to identify. Thus to solve the problem of multilevel thresholding is a very important research throughout the world. At persent, there are several algorithms have been proposed in literatures that have solved the issue of histogram thresholding. Kapur, Sahoo, and Wong proposed a method for gray-level image thresholding using the entropy of the histogram [5] . Horng (2010) used the honey bee mating optimization (HBMO) to search for the thresholds of histogram of image [6] . In this paper a thresholding method based on maximum entropy and the improved BBO [7] [8] is presented, it uses maximum entropy criteria alone with the improved BBO to select the optimal threshold value. Due to the application of the preposed optimization, the computational cost are decreased and segmentation performance are enhenced.
The paper is organized as follows: In Section 2, Shannon entropy criterion based measure is described. Section 3 explains the improved BBO. Section 4 describes image segmentation based on the proposed method. In Section 5, experimental results on three images are presented. Conclusions are drawn in Section 6.
(Shannon) Entropy Criterion Based Measure
The Kapur method namely entropy criterion has been broadly used in estimating whether the characteristics provided by optimal thresholding method are satisfactory to the histogram-based image segmentation. The original algorithm in Kapur et al.(1985) has been developed for bi-level thresholding and can be described as follows.
Let there be L gray levels in a given image and these gray levels are in the range {0,1,2,…,(L-1)}. Then one can define
, (0≤i≤(L-1)) where h(i) represents number of pixels with gray-level i, the total number of pixels in the image are represented by N, and
Bi-level Thresholding. The bi-level thresholding problem can be described as follows: 
The Improved BBO Biogeography-Based Optimization. Biogeography-based optimization is a new evolutionary optimization algorithm for global optimization which can be very useful in many applications [9] [10] [11] . The habitats in BBO algorithm are individual units, each habitat represents a solution to the problem. Features that used to describe the habitat include such factors as temperature, diversity of vegetation, land area, diversity of topographic features, and rainfall are called suitability index variables (SIVs),represent several components of the solution. Features represented by vectors.
Habitat suitability index (HSI) described the important characters of each habitat, represent the capacity of species of a habitat. SIVs can be considered as the independent variables of the habitat, and HSI can be considered as the dependent variable. HIS corresponds to the fitness function of the optimization problems. Migration and mutation are the most important measures in this optimization.
Habitats with a high HSI tend to have a better biogeographical environment and a large number of species, while those with a low HSI have a small number of species. Habitats with a high HIS represents good solutions ,while those with a low HIS analogous to poor solutions. according to the science of biogeography, habitats which suitable for living are more static in their species distribution. because of the large number of species they host, the high HIS habitats have many species that emigrate to nearby habitats while few species immigrate in. namely, high HIS habitats have a high emigrate rate and a low immigrate rate. In the same way, low HIS habitats have a low emigrate rate and a high immigrate rate. The immigrate and emigrate of species provided means of information exchange for habitats.,which is similar to the information exchange in different solutions in the optimization.
The habitats in BBO algorithm represent some candidate solutions to a problem. A good solution is analogous to an habitat with a high HSI, and a poor solution represents an habitat with a low HSI. High HSI solutions resist change more than low HSI solutions. In the same way, high HSI solutions tend to share their features with low HSI solutions. Thus,may improve the quality of poor solutions.
The mutation of BBO algorithm came from evolutionary computation. The mutation strategy was recommended in order to prevent optimization limited to local optimum. Changing one or more features of the habitat such that HSI varies from before.In the same way,mutating one or more components of the solution can update the value of HSI.
The BBO algorithm can be informally described with the following algorithm. Initialize the BBO parameters. Initialize the number of habitats N, dimensions of the problem to be optimized D, and the maximum species count S(max) of habitats. We also initialize the maximum migration rates E and I, the maximum mutation rate m max , and elitism parameter. Initialize a random set vector of habitats, each habitat corresponding to a potential solution to the given problem. For each habitat, map the HSI to the number of species S, the immigration rate λ, and the emigration rateμ.
Probabilistically use immigration and emigration to modify each non-elite habitat. For each habitat, update the probability of its species count. Then, mutate each non-elite habitat based on its probability, and recompute each HSI.
Go to step (3) for the next iteration. This loop can be terminated after a predefined number of generations or after an acceptable problem solution has been found.
The Improved BBO Algorithm. Migration and mutation are basic operators of BBO algorithm. We use migration to probabilistically share information between habitats. In this way, poor solutions can get some features from good solutions to improve its quality. Mutation can achieve greater change of the component within a certain range, enhance the search capabilities of the solution space. Similar to the mutations of biological evolution, mutation operator is important to promote the capability of optimization.
In order to enhance the exploration ability of BBO, we proposed a classical mutation strategy, Gauss mutation.The mutations varies the value from time to time generated Gaussian distribution. Two parameters that affect the Gaussian distribution are mean and variance in Gaussian distribution. If the range of the component to be mutation is symmetry,such as [-X,X],then the mean value of 0,and variance value of 1. The variance determine the range of each mutation.
The Gaussion mutation can be described as follows:
The formula for the probability density function of the Guassion distribution is
Where μ is the mean and σ2 is the variance. Then the Guassian mutation with μ= 0 and σ= 1 can be described as
Where x i,j is jth dimension variable of individual X i . And for each individual of j ,the random number is generated a new one by N j (0,1) . Operational processes of Gauss mutation and random mutation are basically the same. Replace the random number of with Gaussian function as follows: Replace x i,j with a Gauss mutation to generate,
The improved BBO algorithm can be informally described as the following algorithm.
Step1. Initialize the BBO parameters, including the habitat modification probability, mutation probability, maximum species count S, maximum migration rates E and I, maximum mutation rate m max, and elitism parameter.
Step2. Initialize the generation counter: g=0.
Step3. Create a random initial population
Step4 
End if End for End for.
Step8. Go to Step4 for the next iteration. This loop can be terminated after a predefined number of generations or after an acceptable problem solution has been found.
Image Segmentation Based on the Proposed Method
Considering the BBO and maximum entropy method together into image segmentation, we set the threshold vector x , we adopt the improved BBO procedure to search the optimal result which can produce the maximum fitness. Then, the image can be segmented according to the values. On the basis of the above, the multilevel thresholding method based on maximum entropy and the improved BBO is realized as follows:
Step 1: Input an image and calculate its gray histogram, define a, b as the lower and upper boundaries of the threshold values. And calculate the probabilities of each grey level i p with formula (5).Initialize the BBO parameters, including the habitat modification probability, mutation probability pmutate, maximum species count S, maximum migration rates E and I, maximum mutation rate max m , and elitism parameter K. Initialize the number of the habitats N, the maximum iterations Maxgen and the number of the threshold D.
Step 2: Create a random initial population
Step 3: Evaluate the HSI of each habitat with ) f(x i and put the value into . And according to the value of the HSI sort the X i in descending order.
Step 4: for g= 1 to Maxgen do For i=1 to N do Sort the population from the best fitness to the least one,save the best habitats in a temporary array.
Map the HIS to the number of species. Calculate the immigration rate λ i and the emigration rate μ i .
Modify the non-elite members of the population probabilistically with the migration operator.
End for For i=1 to N do
Mutate the non-elite members of the population with the mutation operator. Step 6: Mutation: for i=1 to N do Compute the probability P i using λ i and μ i Use the probability P i to compute the mutation rate m i For j=1 to D do Select a variable (SIV) x i,j with a probability P i If rand(0,1)<m i then Replace x i,j with a Gauss mutation to generate,
End if End for End for.
Step 7: Go to Step4 for the next iteration. This loop can be terminated after a predefined number of generations or after an acceptable problem solution has been found.
Step 8: Segment the image with the threshold values. The flowchart of the procedure above is as flowchart1.
Experimental Results
We tested the proposed multilevel thresholding methods on several different standard test images. And we choose three of those pictures namely lena(512×512),house(256×256),pepper(512×512), and their test results to compare with DE, ABC algorithms. The optimized results of three optimization algorithms on three images in different thresholds are presented on Table 1 . And picture 1,picture 2,picture 3 shown the original image, its histogram and segmented results of the three images. All the experiments are run on the Intel(R) AT/AT Compatible with CPU 1.8G and 256M DDR RAM and MATLAB 2012a.
To guarantee the accuracy of the test, the three algorithms were ran on the same condition and the same max_FES. From Table 1 , it can be seen that the computation time of the proposed BBO algorithm is faster than DE,ABC algorithms. It used almost one third of the time that other algorithms used to got the same segmentation result. And the computation time increases along with the threshold level increases. Since the evolutionary methods are random and stochastic searching algorithms, it is necessary to analyze the stability of the evolutionary algorithms. According to the values of mean, std dev, max and min from Table 1 , we can come to the conclusion that the proposed BBO method is as stable as DE and ABC methods. As indicate in Table 1 , the proposed multilevel thresholding methods has the highest rate of success. 
Conclusion
In this paper, we proposed a multilevel thresholding method based on Shannon entropy using BBO algorithm for image segmentation. And we recommend Gaussion mutation into the mutation process of the BBO algorithm to enhance the exploration ability. The performance of the proposed algorithm has been test on several different standard test images and compared with DE,ABC methods. The results of image segmentation show that the improved BBO algorithm is better than the other algorithms in terms of computation efficiency , solution quality and stability. More research is need to be done to test the practicability of the proposed algorithm on various types of images.
