Abstract. For a given regular Sturm-Liouville equation with an indefinite weight function, we explicitly describe the space of left-definite selfadjoint boundary conditions. The description only uses one value of a fundamental solution of the matrix form of the equation. As a consequence we show that this space has the shape of a solid consisting of two cones sharing a common base.
We continue to study spectral problems associated with a regular Sturm-Liouville equation (SLE), i.e., where λ ∈ C is the so-called spectral parameter,
Here L((a, b), R) denotes the space of Lebesgue integrable real-valued functions on (a, b).
In this paper, we consider the indefinite case where where for a Lebesgue measurable set S ⊆ R, m(S) is the measure of S. The weight function w is said to be indefinite when (0.4) holds, and definite when it is either positive a.e. on (a, b) or negative a.e. on (a, b) . Under the assumptions (0.3) and (0.4), the Sturm-Liouville problem (SLP) consisting of (0.1) and a selfadjoint boundary condition (BC) may have non-real eigenvalues (see, for example, [6] and the references therein). A major question about such a problem, i.e., how many non-real eigenvalues it has, is still open. Nevertheless, there is a subclass of such problems, the so-called left-definite (LD) ones, which have only real eigenvalues. A characterization of the LD problems is well known (see, for example, [5] ). To state it, we also consider the associated right-definite (RD) equation In this paper, we give an explicit description of the space of LD selfadjoint BC's. The same is achieved for the space of semi-left-definite (SLD) selfadjoint BC's. Both descriptions only use one value of a fundamental solution of the matrix form of (0.1).
The main ideas in this work can be explained as follows. By the known characterization, the space B C L of LD selfadjoint BC's is the subset of the space B C of selfadjoint BC's where ζ 0 > 0. If ζ 0 were continuous on B C , then B C L would be bounded by (part of) the zero set of ζ 0 . However, ζ 0 has a non-empty discontinuity set, to be called the jump set: ζ 0 always jumps to −∞ on one side of this set [4] . The jump set contains the Dirichlet BC. Thus, B C L is bounded by (part of) both the zero set and the jump set. These two sets are determined in [3] and [4] . Let P C be the union of these two sets. Then, on each connected component of the complement of P C in B C , ζ 0 does not change sign. The signs of ζ 0 on these components can be determined in terms of some monotonicity results about ζ 0 on the space of separated selfadjoint BC's in [2] and some geometric coordinate transformations on B C introduced in [3] . We thus see which components are in B C L and hence obtain a description of B C L . Let Φ be the fundamental solution of the matrix form of (0.1) satisfying Φ(a, ·) = I, and set C = Φ(b, 0). Note that one gets the same matrix C if (0.5) is used instead of (0.1). From [3] and [4] we know that the zero set only depends on C and the jump set is independent of the differential equation (0.5). So, our description of B C L only uses the constant matrix C. As a by-product of our description of the space of SLD selfadjoint BC's, for a given SLE with a positive leading coefficient and a definite weight function, we obtain the collection of selfadjoint BC's whose first eigenvalue is equal to the first Dirichlet eigenvalue. Our approach here can be modified to yield the level surfaces of the n-th eigenvalue of such an equation for each n ∈ N. We will do this in the next paper of this series.
We also show that B C L is diffeomorphic to a solid consisting of two cones sharing a common base. Half of the boundary of this solid does not belong to B For each r ∈ R, the concepts of so-called r-left-definiteness and r-semi-leftdefiniteness were introduced in [5] . Our results here easily extend to cover this more general case. We omit the details.
The organization of this paper is as follows. In Section 1, we introduce our notation, recall some basic results and prove a couple of lemmas. To better illustrate the main ideas of our approach and also prepare for dealing with general selfadjoint BC's, we first single out in Section 2 the separated LD selfadjoint BC's. Section 3 is devoted to determining the real LD selfadjoint BC's, while Section 4 contains the complex case. In Section 5, we then find the geometric shapes of the spaces of real and complex LD selfadjoint BC's. §1. Notation and basic results
In this section, in addition to defining our notation, we work out some decompositions of the space of selfadjoint BC's, summarize some basic results about the LD problems and recall some facts about the eigenvalues of (0.5).
For any m, n ∈ N, we use M m,n (C) to denote the vector space of m by n complex matrices and M * m,n (C) its open subspace consisting of the elements with the maximum rank min{m, n}, while M m,n (R) and M * m,n (R) are the real analogs of M m,n (C) and M * m,n (C), respectively. Let GL(2, C) be the Lie group of invertible complex matrices in dimension 2 and SL(2, R) its subgroup consisting of the real elements having determinant 1. When a capital Latin or Greek letter stands for a matrix, the entries of the matrix will always be denoted by the corresponding lower case letter with two indices.
Following [3] , we will take the quotient space
2,4 (C) as the space of BC's, i.e., each BC is an equivalence class of coefficient matrices (with the elements of GL(2, C) multiplying from the left) of linear systems
with rank (A | B) = 2, and the BC represented by the linear system (1.2) will be denoted by [A | B] . Note here that square brackets, not parentheses, are used. Usual bold faced capital Latin letters, such as A A A, will also be used for BC's.
Motivated by the right-definite theory, a BC [A | B] is said to be selfadjoint if
where A * is the complex conjugate transpose of A. The space B R of real selfadjoint BC's consists of the separated real BC's and the coupled real BC's of the form [K | −I] with K ∈ SL(2, R). By Theorem 3.9 in [3] , B R is a connected and compact analytic 3-dimensional manifold. It can be obtained by "gluing" the open sets 
Lemma 1.19. For any K ∈ SL(2, R), we have that 
Similarly, 
Thus,
which also implies that {DN, ND} ⊂ K R . Therefore,
and hence
This finishes the proof of (1.21), and (1.23) can be shown in the same way.
For each λ ∈ C, let φ 11 (·, λ) and φ 12 (·, λ) be the solutions of (0.1) determined by the initial conditions (1.37) φ 11 (a, λ) = 1, (pφ 11 )(a, λ) = 0, φ 12 (a, λ) = 0, (pφ 12 )(a, λ) = 1.
We will denote pφ 11 and pφ 12 by φ 21 and φ 22 , respectively. Set
Then, Φ(t, λ) satisfies the matrix form of (0.1), i.e.,
and Φ(a, ·) = I. We will call Φ the principal matrix of (0.1). Note that we can define the principal matrix for any regular SLE. In particular, we will do this for (0.5) later. Now, we introduce the basic concepts of left-definiteness and semi-left-definiteness. For more details, see [5] . We will abbreviate the space AC loc ((a, b), C) of functions that are absolutely continuous on all compact subintervals of (a, b) as AC loc .
Definition 1.40. For the SLP consisting of (0.1) and a BC [A | B] ∈ B
C , define two subspaces of the weighted Hilbert space
and a functional τ on Γ by
Then, the problem is said to be left-definite (LD) if τ is definite on Γ , i.e., either
The following characterization of left-definiteness has been mentioned in the introduction and is taken from Theorem 2.1 in [5] . The characterization of semileft-definiteness is very similar. i ) The Sturm-Liouville problem consisting of (0.1) and a selfadjoint boundary condition is semi-left-definite. ii ) The functional τ is non-negative definite on Γ .
iii ) The eigenvalues of the right-definite problem consisting of (0.5) and the same boundary condition are all non-negative. Proof. These two facts are direct consequences of Theorem 1.44 above and Theorem 4.1 in [4] : the first eigenvalue of (0.5) takes its maximum at D D D.
The following result, also mentioned in the introduction, shows the importance of the concepts of left-definiteness and semi-left-definiteness. Its proof is elementary and hence omitted.
Theorem 1.47. If the Sturm-Liouville problem consisting of (0.1) and a selfadjoint boundary condition is left-definite or semi-left-definite, then its eigenvalues are all real.
Next, we recall some facts about the eigenvalues of (0.
5). For every A A A ∈ B
C and each n ∈ N 0 := {0, 1, 2, 3, ...}, let ζ n (A A A) denote the (n + 1)-th eigenvalue of the SLP consisting of (0.5) and A A A. We also use the abbreviations ζ 2×2 be the principal matrix of (0.5). Then,
C and n ≥ 2.
Proof. By Lemma 2.1 in [3] and direct calculations, ζ ∈ R is an eigenvalue for D D D if and only if
In both cases, by Theorem 4.1 in [4] ,
This completes the proof.
Then, the set T of separated selfadjoint BC's consists of these S S S α,β 's and is topologically a torus. Note that SL(2, R) also acts on T . Moreover, S S S α,β can be defined for any α, β ∈ R, and sometimes normalizations of the ranges of α and β different from the ones given just before (1.51) will be used. The following result is established in [2] . 
and for each β ∈ [0, π),
In order to describe the discontinuities of ζ n on B R , we let
Note that the coupled BC's in J R are all in F R − , and (1.63) 
, and
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use In order to describe the discontinuities of ζ n as a function on B C , we set
Note that the separated BC's in J C other than the Dirichlet BC are in G In this section, we determine the separated LD selfadjoint BC's. In addition to the notation S S S α,β defined in (1.51), we also use the abbreviation Note that in (2.5) and the rest of this paper, we take arccot∞ = π. This is related to the normalization of the ranges of α and β just before (1.51).
Proof. i) By (4.32) in [3] and (2.1), the set of real selfadjoint BC's at which 0 is an eigenvalue of (0.5) equals
Since a BC is separated after the action of C if and only if it is separated, we have that
Thus, the set of separated selfadjoint BC's at which 0 is an eigenvalue of (0.5) equals (β 0 , π) . Actually, the curve on T described by
is continuous, since it is the image of the diagonal circle on T under the action of C.
and ζ 0 (S S S π,β0 ) ≥ 0. Since 0 is an eigenvalue of the SLP consisting of (0.5) and S S S π,β0 , we must have (2.12) ζ 0 (S S S π,β0 ) = 0.
By Lemma 1.52, ζ 0 (S S S π,β ) is strictly decreasing in β on [0, π), from which and from (2.12) it follows that (2.13)
For each β * ∈ [0, β 0 ), let α * = arccotf (β * ). Then α * ∈ (0, π), and similar arguments on α as above yield that ζ 0 (S S S α,β * ) < 0 for α ∈ (0, α * ), (2.14)
By Lemma 1.52 again, (2.12) and (2.13) imply that 
To end this section, we give a class of examples and comment on the general case. In particular, these sets are non-empty.
Remark 2.28. In general, even though it is not possible to find the exact value of C, one can always approximate C and hence the set (2.4) of separated LD selfadjoint BC's and the set (2.5) of separated SLD selfadjoint BC's.
§3. Real boundary conditions
In this section, we study the real (separated or coupled) LD selfadjoint BC's. As mentioned in the introduction, we need some results about the separated LD selfadjoint BC's in this study. Recall that the constant matrix C is defined in (2.1). 
ii) If there is a semi-left-definite selfadjoint boundary condition for (0.1) and no left-definite selfadjoint boundary condition for (0.1), then c
• C , which directs our analysis of ζ 0 on B R to each of the 3 subsets on the right-hand side.
On the subset O 
where S R 0 is the set of real selfadjoint BC's at which 0 is an eigenvalue of (0.5), and, by Remark 1.71, (A A A(a 1 , b 1 , r) Then, as in the previous case,
If b 2 = 0, then r = 0, and the BC is Before going on to the remaining subcase, we pause to mention that for r = 0 and s > 1,
If b 
To see when the equality holds, we only need to focus our attention further to the BC'
We note that when a 2 is sufficiently close to 0,
where h = 1/(c 12 + a 2 c 22 ). Thus, when a 2 ≤ 0 is sufficiently close to 0,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use from Theorem 2.2 we know that ζ 0 (E E E(0, 0, 0)) = 0 and ζ 1 (E E E(0, 0, 0)) > 0. The fact that 0 cannot be a double eigenvalue of (0.5) at E E E(a 2 , a 2 , −a 2 ) then implies that for a 2 ∈ (−∞, 0),
Moreover, when a 2 > 0 is sufficiently close to 0,
+ . By Theorem 1.64 again and Lemma 1.49,
for a 2 > 0 sufficiently close to 0, and hence for all a 2 ∈ (0, +∞). Therefore, for
with equality holding only when a 2 ∈ (−∞, 0), b 2 = a 2 and r = −a 2 , i.e., only when
with a 2 < 0.
On the subset M R
• C. As in the previous two cases, direct calculations yield
Note that ND • C = S S S α,0 for some α ∈ (0, π] and, by Theorem 2.2, it needs to satisfy arccot c11 c12 < α ≤ π for left-definiteness and arccot
The subset M R \ {ND} • C is part of the limit points of K R
• C by Lemma 1.19, and hence consists of limit points of To end this section, we give the following continuation of Example 2.22. Therefore, the set of real LD selfadjoint BC's for (0.1) is
and the set of real SLD selfadjoint BC's for (0.1) is
In particular, these sets are non-empty.
There is a remark similar to Remark 2.28 about the set (3.2) of real LD selfadjoint BC's and the set (3.3) of real SLD selfadjoint BC's in general. We omit the details.
§4. Complex boundary conditions
In this section, we present the results in the most generality, i.e., determine all LD selfadjoint BC's. The proofs here are very similar to those in the previous section, and hence are omitted. Recall again that the constant matrix C is defined in (2.1). 
L is empty and B C SL is not, then c 11 < 0, c 12 = 0, c 22 = 1/c 11 < 0 and
Note that the first sets in the right-hand side of (4.2) and (4.3) contain some separated BC's. The following is a by-product of Theorem 4.1, part ii), and was mentioned in the introduction. 
where Ω = (ω ij ) 2×2 is the principal matrix of the given Sturm-Liouville equation.
Proof. Without loss of generality, we assume that the given SLE is (0. Thus, the collection of selfadjoint BC's at which the first eigenvalue of (4.7) equals 0, i.e., the collection of selfadjoint BC's at which the first eigenvalue of (0.5) equals ζ
where C = Ψ (b, 0) with Ψ being the principal matrix of (4.7). Since
andζ ∈ R, the collection of selfadjoint BC's at which the first eigenvalue of (0.5) equals ζ . Among all the selfadjoint extensions of T 0 , the one most frequently used in applied mathematics and mathematical physics is the so-called Friedrichs extension S F . Friedrichs' celebrated construction of S F does not explicitly refer to any BC, but it is known [7] that the BC corresponding to this extension in the regular case considered here is the Dirichlet BC D D D. An important property of S F is that it has the same lower bound as T 0 . However, this property does not determine S F uniquely, i.e., in general there are other selfadjoint extensions with the same lower bound as T 0 . Since this lower bound is the first Dirichlet eigenvalue r 0 , we note that (4.6) characterizes all selfadjoint extensions of T 0 which have the same lower bound as T 0 .
We make some additional observations from (4.6). i) For no separated selfadjoint BC other than D D D does the corresponding extension preserve the lower bound of T 0 . ii) For no non-real coupled selfadjoint BC does the corresponding extension preserve the lower bound of T 0 . Thus, only extensions corresponding to some real coupled selfadjoint BC's preserve the lower bound of T 0 , and all those BC's are given by (4.6).
To end this section, we have the following continuation of Examples 2.22 and 3.40. Therefore, the set of LD selfadjoint BC's for (0.1) is
and the set of SLD selfadjoint BC's for (0.1) is
There is a remark similar to Remark 2.28 about the set (4.2) of LD selfadjoint BC's and the set (4.3) of SLD selfadjoint BC's in general. We omit the details. §5. Geometric shape
In this section, we determine the shape of the spaces of the real and complex selfadjoint BC's for left-definiteness and semi-left-definiteness.
By the half-open two-vertex cone solid in R 3 we will mean the set
and by the closed two-vertex cone solid in R 3 the set Proof. We continue to use the notation introduced in the proof of Theorem 3.1, and we set α 0 = arccot c11 c12 . So,
consists of interior points of B R L . If P P P ∞ is in the closure of B R L , then there is a sequence {P P P n } n≥1 of points in B R L that converges to P P P ∞ . The description of the discontinuities of ζ 0 on B R S in Theorem 1.64 and the fact that ζ 0 (P P P n ) > 0 for n ≥ 1 imply that the sequence {P P P n } n≥1 approaches P P P ∞ from the continuity side of P P P ∞ , and hence ζ 0 (P P P ∞ ) ≥ 0, i.e., P P P ∞ belongs to the space B We use the graphs in Figure 4 to illustrate the shapes of the space B Finally, we turn to the case where the space of LD selfadjoint BC's is empty and the space of SLD selfadjoint BC's is not. 
