Abstract-In this paper, we address the problem of optimal decentralized traffic engineering when multiple paths are available for each call. More precisely, given a set of possible paths for each call, we aim at distributing the traffic among the available paths in order to maximize a given utility function. To solve this problem, we propose a large family of decentralized sending rate control laws having the property that each of the members of this family "steers" the traffic allocation to an optimal operation point. The approach taken relies on the control theory concept of Sliding Modes. These control laws allow each ingress node to independently adjust its traffic sending rates and/or redistribute its sending rates among multiple paths. The only nonlocal information needed is binary feedback from each congested node in the path. The control laws presented are applicable to a large class of utility functions, namely, utility functions that can be expressed as the sum of concave functions of the sending rates. We show that the technique can be applied not only to usual rate adaptive traffic with multiple paths, but also to rate adaptive traffic with minimum service requirements and/or maximum allowed sending rate and to assured service with targeted rate guarantee, all allowing for multiple paths. It is also shown that these control laws are robust with respect to failures; i.e., they automatically reroute traffic if a link failure occurs. Finally, we provide some insight on how to choose the "right" control law. In particular, we provide a way of choosing a member of the family of control laws that reduces the sending rate oscillation caused by implementation constraints like delays and quantization. An example of application of the approach delineated in this paper is also presented. This example provides some insights on the implementation aspects and illustrates the robustness of the control laws developed in this paper.
I. INTRODUCTION
T RAFFIC engineering (TE) [2] has been considered as one of the vital components of an autonomous system required to achieve both high resource utilization and high quality of service for both real time and non real-time applications. The basic idea is to split the traffic flows among multiple paths or steer the traffic away from a shortest path found by the interior gateway protocols, so that congestion is avoided and network resource utilization is maximized. In a connection-oriented network such as Multi-Protocol Label Switching (MPLS) and Asynchronous Transfer Mode (ATM) networks, a widely used approach is to set up multiple paths between an ingress-egress node pair and distribute traffic flows among those paths. This is known as load balancing. The objective of this paper is to develop distributed algorithms for load balancing as well as rate adaptation that will result in the maximization of a given utility function. Moreover, this work also addresses the case where more than one Class of Service (CoS) is present in the network. In particular, these algorithms address the case where Assured Service (AS), Best-Effort (BE) as well as Minimum Rate Guaranteed Service (MRGS), Upper Bounded Rate Service (UBRS) and Minimum Rate Guarantee Upper Bounded Service (MRGUBS) share network resources. The flexible structure of the algorithms presented also allows us to address a critical issue intrinsic to practical implementation of algorithms of this kind-oscillation due to delay of information exchange and finite granularity of control.
A. Literature Background
There is extensive literature on distributed traffic control. It includes both empirical algorithms (for example, see [7] and [8] ) and algorithms based on control theory; e.g., see [4] , [5] , and [24] . These algorithms are designed for single path rate adaptation and the approach taken is not optimization-based.
Recently, several methodologies have been proposed which address the optimization-based rate adaptation problem using nonlinear optimization techniques. Their starting point is similar to the one in this paper; i.e., maximization (minimization) of a utility (cost) function, subject to network resource constraints, where the constraints represent the interaction between different types of traffic; i.e., traffic with different ingress/egress nodes and/or different service requirements.
In the paper by Golestani et al. [11] , instead of using link resource constraints, a link congestion cost is incorporated into the overall utility function. The optimization problem was then solved using a gradient type algorithm. Iterative algorithms were proposed where individual sources periodically adjust their sending rates based on the congestion cost information periodically fed back from each of the links along the flow forwarding paths.
Kelly et al. [15] use a Lagrangian multiplier technique to solve the optimization problem at hand. This results in a separation between the rate control executed at individual sources and the calculation of a "price" for each link in the network. The rate control at individual sources is based on the "prices" fed back from all the links in the data paths. The computation of the "price" is in turn based on the sending rate information fed back from all the sources using this link. Since only a relaxation of the original optimization problem is solved, it is not proven that the algorithm converges to the optimal traffic allocation. The same formulation is used in the work by La et al. [16] where the algorithm provided is proven to converge to the optimum rate allocation in the single congested link case (low traffic networks).
Low [19] uses a technique which converts a constrained problem into a nonconstrained dual problem. This reformulation results in a similar distributed control scheme to the one presented in [15] . Iterative algorithms were also proposed and their convergence is proven for the single-path case. A similar approach is taken by Sarkar et al. [25] to address the optimization-based multirate multicast. A distributed control scheme is proposed and it degenerates to the one in [19] when there is only one path in the multicast tree.
An interesting work on dynamic multipath routing which bears some common features with the present work was given by Su and de Veciana [27] . The authors considered dispersive routing of the packets in a given flow to multiple paths based on the information obtained from the routing link state updates. An attempt was made to achieve optimal dynamic multipath dispersion. An asymptotic result for a simple multilink network was obtained, which provides insights on the development of three dynamic multipath routing schemes. One of the schemes leads to high network utilization, suggesting that it is a robust dynamic multipath routing scheme.
B. A New Approach to Decentralized TE
Most of the existing optimization-based algorithms mentioned in the previous section are based on the Lagrangian approach, which is not viable for problems with a large number of constraints; e.g., see [13] . Each resource constraint results in a Lagrangian multiplier (or "price") which needs to be periodically updated and distributed to the sending sources. In turn, the source also needs to periodically inform the links along the path of its updated rate. Recently, it has been shown [1] , [9] , [10] , [14] that the price at each link can be calculated using the aggregated flow rate at that link instead of the flow rates from individual sources. This eliminates the need for the sources to periodically inform the links of their sending rates, reducing the control traffic overhead. However, as value added services (such as multiple CoSs or virtual private networks) are introduced, the more constraints the control law should take into account and, therefore, the greater the number of "prices" that has to be computed. This results in a large overhead, regardless of where these prices are estimated. This might be the reason why, up until now, one has not seen an implementation where a significant number of value added services is offered.
In parallel with our research effort, Kar et al. [12] have developed a technique which also leads to optimal traffic allocation using only binary feedback from the congested nodes. However, the approach presented addresses the case neither of multiple paths nor of multiple CoSs.
In view of the importance of traffic engineering in the presence of multiple CoSs in the next generation IP Internet, in this paper, we introduce a new approach to tackle this problem. This approach has its basis on nonlinear control theory. The proposed technique enables optimal distributed TE in a multiple-path and multiple-CoS network. It allows ingress nodes to independently adjust their CoS-based traffic sending rates or/and redistribute traffic load among multiple paths, solely based on binary feedback information from the congested nodes. The proposed technique can be applied to any utility function that can be represented as a sum of concave terms. The technique can be used for TE with multiple CoSs; e.g., minimum rate guarantee, and/or maximum allowed rate, and assured CoSs, as proposed in this paper.
This new approach is potentially very useful for optimal TE in a differentiated services enabled MPLS network where CoS-based TE is desirable [18] . The assured CoS is particularly useful for network resource optimization when the edge nodes coincide with the boundary nodes of an administrative domain. In this case, the gross traffic volume of a given CoS that can be injected into the domain is normally a given value based on the service level agreement between service providers. The administrative domain should not throttle the traffic as long as gross traffic volume does not exceed the negotiated maximum volume. Hence, the only means for the administrative domain to optimize its resource utilization is to do load balancing, not rate adaptation.
This paper also provides a way to address a critical issue: Oscillation. The results in [17] are generalized, giving rise to a much larger set of adaptive control laws. Members of this set can be chosen in such a way as to attenuate the adverse effects of delays and quantization.
C. Sliding Modes
As mentioned above, the approach has its basis in nonlinear control theory. More specifically, we use results from the theory of Sliding Mode Control (also known as Variable Structure Control). Sliding Mode Control has been widely used in the control of nonlinear systems both in the presence and absence of uncertainty; for an introduction on the use of Sliding Modes in control systems; e.g., see [26] . Many successful applications of this theory have been documented, from the control of robotic manipulators to the control of underwater vehicles.
Of particular interest to the problem addressed in this paper is the use of Sliding Mode theory in mathematical programming. The results in [13] , [28] indicate that Sliding Mode theory can be a powerful tool for optimizing convex functions subject to a large number of convex constraints. Motivated by these results, in this paper, we develop a class of adaptive control laws that converge to the optimal network resource allocation. These adaptive control laws allow distributed multipath flow rate adaptation and load balancing at individual sources. The only information required is binary feedback from each congested node in the path. We also show that the same technique can be applied to assured service traffic with given target rates (AS), traffic with minimum rate guarantee (MRGS) and/or upper bound allowed rates (MRGUBS/UBRS).
D. The Sequel
The remainder of this paper is organized as follows. In Section II, we introduce the notation that is used throughout the paper and provide an exact statement of the problem to be solved. Section III is dedicated to the presentation of the family of decentralized control laws. In Section V, we provide some insight on how to design the control parameters in order to address some of the problems that one encounters in a practical implementation. Examples of application of the proposed approach are presented in Section VI. Conclusions and directions for future research are given in Section VII. Finally, a proof of the main results is provided in the Appendix.
II. PROBLEM STATEMENT
Before presenting the main results, let us first introduce the notation that is used throughout this paper.
A. Notation
In our model, the traffic flows are assumed to be described by a fluid flow model and the only resource considered is link bandwidth. In the remainder of this paper we will use the terms call, session and flow interchangeably.
Consider a computer network where calls with different service requirements are present. We divide these calls into types. Types are aggregate of calls that, from the point a view of the traffic engineering algorithm, can be treated as a unit; i.e., these are calls with the same ingress and egress nodes and the service requirements are to be applied to the aggregate, not the individual calls. One can have call types with just one call. Moreover, one can have different call types with the same ingress/egress node pair. We assume that each call type might have several paths available. The objective is to find the allocation of the resources that leads to the maximization of a given utility function subject to the network resource constraints and CoS requirements.
More precisely, consider a computer network whose set of links is denoted by , with cardinality equal to its number of links. Let be the capacity of link be the number of types of calls, be the number of paths available for calls of type and be the set of links used by calls of type taking path . Given calls of type , let be the total data rate of calls of type using path . Also, let denote the vector containing the data rates allocated to the different paths taken by calls of type and the vector containing all the data rates allocated to different call types and respective paths. Now, a link is said to be congested if the aggregated data rate of the calls using the link reaches its capacity . Given this, define as the number of congested links along the -th path of calls of type . Finally, let be the unit step function; i.e., if and otherwise.
B. Problem Statement
The results in this paper aim at solving the problem of maximizing utility functions of the form subject to the network constraints and CoS requirements, where , are differentiable increasing concave functions.
We assume that five categories of CoSs share the network: Calls of type , are assumed, without loss of generality, to be of Assured Service (AS) CoS category. By AS we mean that a target rate for the call should be guaranteed in average sense. More precisely, assuming that the target rate for is , the objective is to allocate the data rates in such a way that for all
. Given this, the problem of optimal resource allocation can be formulated as the following optimization problem: subject to the network capacity constraints the AS requirements the MRGS requirements the UBRS requirements the MRGUBS requirements and all data rates are nonnegative Obviously, the optimization problem above is a convex problem, i.e., maximizing a concave function over a convex set. If global information is available then algorithms like gradient descent could be used to solve it. However, generally, global information is not available. The objective of this paper is to provide decentralized adaptation laws that converge to the solution of the problem stated above.
III. FAMILY OF DECENTRALIZED CONTROL LAWS
In this section, we present the main result of this paper: A family of decentralized control laws which converge to the maximum of the given utility function subject to the network link capacity constraints and AS requirements. Before stating the main result, we describe the form of the control laws used in this paper. In the equations above , and are design parameters and is (as defined in the previous section) the number of congested links encountered by calls of type taking path . Note that the laws above can be considered to be similar to the TCP congestion control laws used in today's Internet in the following sense: The data rate is increased until congestion occurs. Once congestion is detected, the data rates are decreased. This continues until an equilibrium is achieved.
A. Family of Control Laws
Actually, the TCP congestion protocol is very close to a particular case of the control laws above. To see this, assume each type of calls has just one path available. Furthermore, assume that the data rates are bounded away from zero and that the utility function that one wants to maximize is Our framework gives similar control laws for all call types, so let us look at the control law for . In this case, the control law above reduces to Note that, since is bounded away from zero, is equal to zero. To continue with this analysis, take . Then, In other words, when there are no congested links in the path, increases linearly. When a congestion occurs, decreases approximately exponentially. Obviously, there are differences between the behavior of this control law and the behavior of the TCP congestion protocol. However, in this particular instance of our control laws, both of them exhibit the linear increase, exponential decrease behavior and the results obtained should be similar especially for large values of and/or . Note that the control laws above do not require any kind of resource reservation to implement and comply with the AS, MRGS, UBRS, and MRGUBS call requirements. 1 The proposed algorithm "scans" the network for available resources and allocates traffic in such a way as to, first, satisfy CoS requirements and, second, maximize the value of the utility function subject to these requirements. In particular, since there is no resource reservation at call level, it is compliant with the DiffServ architecture.
Although not immediately apparent, the optimum is indeed a stationary point for the control laws above. This is a consequence of the fact that the motion is given by an "average" of the behavior "below" and "above" the discontinuity surfaces; i.e., when is on one of the surfaces defined by the constraints, its derivative is a convex combination of the derivatives "below" and "above" the surface; for more details, see [6] . This is also the reason why the value of , and need not be defined at the discontinuity points. No matter which value is assumed at the discontinuity points, the behavior of the control law is always the same.
Remark: From the equations above, one can see that, besides congestion information, the adaptation of the data rates of calls of type only depends on the data rates of calls of the same type . Recalling that type refers to a given ingress/egress node pair, one sees that the control laws above are distributed control laws; i.e., individual ingress nodes independently adjust their traffic sending rates and redistribute their traffic among the available paths. The quantity represents the only interaction between different types of traffic; i.e., the binary congestion information being fed back from the congested links along flow forwarding paths.
B. Robustness With Load Sharing
In practice, if one wishes to distribute the traffic among multiple paths, one should use a utility function of the form This means that we are not interested in how the traffic is distributed among the available paths, we are only concerned about how much traffic of a given type the network can handle.
If we look carefully at the form of the control law that one obtains in this special case, we see that we get an added benefit: Robustness with respect to failures. In the case of a link failure, the algorithm tries to reroute the traffic to the other available paths and provides an optimal traffic allocation for the new network configuration. In other words, in the case of a link failure, the algorithm provides a systematic (optimal) way of redistributing traffic. 2 
IV. MAIN RESULT
We now present the main result in this paper. This result tells us that the control laws introduced in Section III converge to the optimal traffic allocation.
Theorem 1: Assume that all data rates are bounded; i.e., there exists an such that the data rate vector always belongs to the set Also, assume that at the optimal traffic allocation, each congested link has at least one nonbinding class of service or a BE call with a nonzero data rate and that the components of the gradient of the utility function; i.e., , are bounded in . Let and be given (arbitrarily small) constants and let be scalar continuous functions satisfying for all and . Furthermore, let and be positive constants satisfying the following inequalities for all , and , where and is the number of links used by calls of type taking path . Furthermore, let where . Then, the control laws presented above converge to the maximum of the utility function subject to the network link capacity constraints and AS, MRGS, UBRS, MRGUBS, and nonnegativity requirements.
Proof: See the Appendix.
V. IMPLEMENTATION CONSIDERATIONS
The result presented in the last section provides a family of control laws that converge to an optimal data rate allocation. This family is quite large and experiments suggest that the choice of the functions can lead to quite different transient behaviors. In this section, we discuss some of the issues related to practical implementation of the laws presented in this paper.
A. Congestion Detection
In the proposed control laws, the link congestion information is conveyed only through the parameter . This allows for any link congestion definition and congestion detection mechanism. They can be incorporated into the control processes without any modification of the control laws. For example, if per CoS queueing is enabled at each output port of a router, a CoS-based active queue management algorithm [23] (e.g., the average queue length threshold) can be implemented for each CoS to detect congestion for that specific CoS. Another example is when there is more than one priority-based CoS sharing a single queue. In this case, a weighted random early detection (WRED) type of multithreshold algorithm can be utilized for congestion detection.
Obviously, the way the congestion detection scheme is designed will have an impact on the performance of the control laws. For instance, for queue threshold-based approaches, the time scale at which the queue length average is computed will affect the responsiveness of the control laws to link congestion. As we do not carry out packet level simulation in this paper, we do not study this implementation issue, which will be subject to future study.
We also note that link bandwidth constraints, such as bandwidth partitioning among multiple CoSs, do not generate new control parameters in the control laws. Nevertheless, the control laws will always drive the network to the optimal rate allocation under these constraints.
B. Congestion Information Feedback
There are several ways to implement the congestion information feedback. For example, one can make use of the ideas of the binary congestion feedback signaling schemes proposed for Available Bit Rate (ABR) service [3] to convey information back to the source. For instance, one possible scheme [22] is to let the congested nodes along the forwarding path periodically generate backward congestion messages for each CoS that is experiencing congestion. The flow sending source estimates value by periodically updating the number of counts of congestion messages received from the distinct congested nodes along forwarding path . Ideally, one would like to have a very small period for the congestion feedback. However, the algorithms will work no matter which period one chooses. Obviously, the larger the period, the larger the oscillations (see next section). In other words, when designing the control laws parameters, one should decrease the speed of adaptation if the period of the congestion information update increases.
It should be noted that the proposed algorithm might converge to a nonoptimal equilibrium if the true number of congested links is not known. Nevertheless, experiments suggest that if a large value of is used then the algorithm becomes more robust with respect to this loss of information. However, there is a trade-off when one does this since larger values of will result in larger oscillations.
To be more precise, let us consider the case of a single path per call type and only BE service being provided. Furthermore, assume that all data rates are bounded away from zero and that the objective function that one is trying to maximize is Now, the results in [20] can give us some insight on this matter. In the case of a single path, the control law proposed in our paper is where Now, assume that we only know if the path is congested or not. In this case is either zero or one. The results in [20] indicate that in this case one converges to the maximum of the utility function
The result above shows that we do not converge to the desired point. However, if is large, then the two utility functions are approximately the same.
C. Discrete Time Control Law
The implementation of the above control laws in this paper has to be performed in discrete time when working on a real network. Therefore, we now describe a discrete-time approximation of the continuous-time control laws.
As is the case with discrete time controller design, there are different ways of obtaining difference state equations from the differential state equations. The approach used here is the forward rule approximation. This method avoids computational delays inherent to other discretization techniques such as trapezoidal or backward rule approximation. Let denote the continuous time control law described in Section III. The discrete approximation that we propose is where is the sampling period. Obviously, since this is not a continuous time law, Sliding Mode theory does not apply. However, one has the following result.
Proposition 2: Let be the trajectory obtained using the control laws in Section III and let be the corresponding discrete time trajectory obtained using the discretization algorithm above. Define the set as in Theorem 1.
Given 
D. Adaptive Control Law
When implementing the control laws developed in this paper, one is faced with several issues. First, one has to implement a discrete time version of the control algorithms, such as the one described above. Second, usually one uses finite word length which leads to a quantization of the possible data rate values. Finally, there is delay in the propagation of the congestion information. All of these lead to a well-known phenomenon: oscillation. Even in this case, the discretization of the control laws presented in this paper is approximately optimal. We now state the precise result.
Proposition 3: Let be the trajectory obtained using the control laws in Section III and let be the corresponding discrete time trajectory obtained using the discretization algorithm above and in the presence of delays in the propagation of the congestion information. Let be an upper bound on the largest delay. Again, define as in Theorem 1.
Given Although we do have approximate optimality, the performance might degrade if the delays are too large and/or the value of is too low. Therefore, we now provide a method for choosing the functions which reduces the amplitude of oscillation of the data rates. The main idea is the following: Oscillation occurs when a link is congested. Hence, when there is no congestion one would like the rates to increase at a reasonably fast rate. Once congestion is about to occur, one would like to decrease the rate of change in order to reduce the amplitude of the oscillations.
Hence, we propose the following scheme for choosing the value of : Let be given. Initialize , where is a constant. If congestion is detected at time for calls of type taking path let where is a decreasing function and is some positive constant. Now, at repeat the same reasoning. If there is no congestion, let until congestion is detected. Once congestion is detected let be equal to a shifted version of . Examples of such functions are provided in the next section and the desired behavior is depicted in Fig. 1 . Notice that the value is periodically reset every seconds. This ensures that the network is able to adapt to changes in the traffic demand. Also, although we reduce the rate of change of when congestion is detected, the algorithm still converges to the optimum. This is a consequence of the fact that the functions mentioned above satisfy the conditions of Theorem 1. Now, this choice for the functions leaves one with three free parameters that have to be selected. The period of should be chosen taking into account the behavior of the demand on the network. More precisely, it should be equal to the interval of time in between substantial changes in the demand. Resetting in this form will enable the network to more rapidly adapt to the demand. Now, the parameters and of should be inversely proportional to the round trip time of the path of calls of type , which can be easily estimated. The reasoning behind this particular choice has to do with the fact that the largest delay for the propagation of the congestion information is the round trip time. Now, the exact value of these parameters depends on how one would like the network to behave. If they are high, then the network will quickly react to changes in the demand, but the oscillations will be large and the network might be operating far away from the optimal behavior. If the values and are low, then one will have small oscillations and a better steady state operating point. However, there will be a much larger transient behavior.
VI. EXAMPLES
In this section, we present some simulation results which exemplify the behavior of the proposed family of control laws. In particular, we show the convergence of the algorithm under discretization, delays and link failure. Furthermore, these simulations show that the final data rate allocation results in a value of the utility function barely indistinguishable from the optimal one. In the simulations presented here, we did a flow approximation of the network behavior. The sources are assumed to be rate adaptive flows. The control laws determine the sending rate of each of the flows. The overall simulation was done using Matlab.
We concentrate on the case where both BE and AS traffic share the network since one would obtain similar results if one would also have MRGS, UBRS and MRGUBS CoSs present. In the simulations described below, we use link full as congestion indicator for all CoSs. So a single binary feedback is used for all CoSs.
A. Network Topology
The model of the network for our simulations is based on the one in [16] and is shown in Fig. 2 , where we also show all the links' bandwidths and delays, as well as source and destination nodes. The key difference, however, is that in our setup we allow for multiple paths for each type of calls. Moreover, we also allow for multiple CoSs. We consider a total of types of calls corresponding to 8 different combinations of source/destination nodes. The paths available for each pair of ingress/egress nodes are described in Table I . Recall that indicates the number of paths available to calls of type .
B. Utility Function and Control Law
We propose the utility function of the form given in Section III; i.e., Table I and denotes the natural logarithm, although any base will serve the same purpose. The constant term 0.5 in the logarithm is included to avoid an infinite cost at startup and, as shown below, an infinite derivative of the data rates.
In these examples, calls of types 3 and 5 are assumed to be of AS type; i.e., calls of types 3 and 5 have target rates Mb/s Given the utility function and service requirement above, we use Theorem 1 to obtain the following family of control laws: For and ; i.e., AS calls and for , and ; i.e., BE calls
The design parameters and and the functions are chosen to satisfy the convergence conditions set forth by Theorem 1. Other practical considerations taken into account while choosing these parameters are explained in the following subsections when implementation issues are discussed. It is clear from the last equation, that the term 0.5 in the denominator imposes an upper bound on the derivatives, that otherwise will tend to infinity as all the data rates go to zero.
C. Ideal Conditions
As a first step we test the adaptation laws in the almost ideal situation, i.e., very small delays and sampling time. The discretization of the continuous time control law was done using the scheme presented in Section V-C with a sampling time of ms. On the other hand the delays were all chosen equal to 0.1 ms, while the remaining parameters of the control law were taken to be , and . The oscillation reducing function was kept constant; i.e., . It can be seen in Fig. 3 that, under these conditions, the utility function converges to the optimal value, while the data rates for types 2, 3, and 5 show a clear sliding behavior, without any noticeable oscillation. Also, as it can be seen from the aggregate data rates for types 3 and 5 that the AS requirements are satisfied.
D. Effect of Delays
We now show the effects of the information propagation delays. For this purpose the delays were taken as indicated in Fig. 2 . It can be seen in Fig. 4 that the existence of delays in the propagation of the congestion information results in the oscillation of the data rates. As expected, in this case we have convergence to a neighborhood of the optimum, not the optimum itself. This is shown by the utility function in the same figure. Again, the AS requirements for types 3 and 5 were satisfied as exemplified by the aggregate data rates in the figure.
E. Effect of the Sampling Interval
We now concentrate on the performance changes caused by the sampling interval utilized to obtain the discrete time control law. For this simulation the sampling interval was chosen as ms and the information propagation delays were again assumed to be very small.
Note that one can think of discretization as time varying delays. Hence, it is not surprising that one sees a similar behavior to the one shown in the previous simulation. Due to space constraints, these plots are not included.
F. Adaptive Oscillation Reduction
As shown in Sections VI-D and VI-E, oscillation degrades the performance of the adaptation laws. To reduce these oscillations and improve performance we resort to the scheme proposed in Section V.
However, the use of such a scheme introduces other undesirable effects on the data rates, mainly due to a reduction in the magnitude of the derivatives. In particular, the speed of convergence may be reduced and, as a consequence, a slower reaction to changing conditions can result. To exemplify this tradeoff, Fig. 5 shows the utility function from Section VI-C but with a time varying , where
The basic idea in choosing is to avoid large discontinuities at the on-off instants, since they introduce spikes in the response of the system and to keep those instants at some distance to avoid frequent spikes. To this end, once a congested link is detected, the oscillation reducing function is "active" for a time s, as shown in Fig. 1 . Note that even though is only piecewise continuous, this does not pose any problem. We can actually define a new function (interpolating) that is continuous and satisfies where and are the sampling instants. Hence, the conditions of Theorem 1 are satisfied.
It can clearly be seen that the speed of convergence is reduced. Nevertheless, the benefit outweighs the loss. Now, let us examine the effects of a time varying on a network with a discrete control law and delays in the propagation of information. In Figs. 6, 7 and 8, we provide a comparison of the network behavior for a constant and a time varying one. Although both utility functions converge to a neighborhood of the optimum, the use of a time varying results in smaller oscillation in the data rates. Moreover, the time varying gives a better steady state performance. The introduction of an oscillation reduction scheme results in a smaller packet loss, with all the benefits thereof. This is the case because having less oscillation implies that the network is working above its capacity for shorter intervals of time. Finally, the aggregate data rates in the figure show that in both cases the AS requirements are being met. However for the time varying case, the departures from the average are smaller resulting in a better performance not only of the AS calls but also BE traffic.
G. Effect of
Given the implementation constraints, the motion of the system will occur on some neighborhood of the feasible region. The value of not only determines how fast the system goes back to the feasible region, once congestion is detected, but also indicates how "large" this neighborhood is. Ideally, one would like to combine fast return with a "small" neighborhood, but these conditions are contradictory.
To show this behavior we simulated the case . These results are shown in Fig. 9 . The magnitude of the oscillations increased significantly from the case , shown in Figs. 6(b), 8(b) and 7(b). Nevertheless, convergence to a neighborhood of the optimum is still achieved and the AS requirements are met.
H. Effects of and
From the simulations above, it is clear that a larger value of will produce more oscillations while a smaller one will yield slower convergence. To partially solve this compromise we use a time varying that introduces two new parameters and . The value of affects oscillation and speed of convergence in the same manner as . On the other hand, the value of determines how much time we spend using low gains. This implies that a larger can lead to lack of reaction to changing conditions like a link failure. However, a small results in a large number of "spikes" in the data rates.
I. Link Failure
Finally, we show one of the salient features of the proposed control laws: its robustness with respect to link failures. We claim that since the data rates are being updated adaptively, as soon as link failure is detected, the control law will reroute all the traffic away from the paths using this link. The control laws running at the sending nodes can handle this situation by treating link failure as congestion; i.e., the adaptation laws are oblivious to the failure. Instead, they simply reduce the sending rates because congestion is detected along the paths that include the broken link. Note that, when a link failure occurs, knowledge of the exact number of congested links in the path is not necessary. In other words, one might think that the control laws proposed in this paper would not work since there might be a loss of the congestion information due to this failure; i.e., one would have a wrong estimate of . However, once a failure occurs, one might use any value for as long as it is greater than or equal to one. By doing this, one ensures that the usage of the paths containing the broken link will decay to zero in finite time. A good choice for is the number of links in the path. A modification of the results in this paper can be done to prove that, in this case, one still converges to an optimal resource allocation.
In order to test this feature, the link connecting nodeswas opened at s. This link is particularly problematic because both type 3 and 5 (the AS calls) lose one of the two paths available to them. Furthermore, the path that remains for type 5 shares links with almost every other type, making it necessary for the other call types to also reroute some of their traffic and reduce their aggregated data rates.
All the variables involved were set to their nominal values; i.e., s and delays from Fig. 2 . As the simulations show, this control law excels at this task. In Fig. 10 one can see that the network reacts to this failure almost immediately. Furthermore, the utility function converges to its new optimal value (approximately 1.788) and the oscillations are small. In Fig. 11 , the aggregate data rates of types 3 and 5 are shown. We observe that these aggregated data rates remain almost constant throughout the simulation. Finally, Fig. 11 also shows some data rates. In light of these plots we see that the proposed control laws quickly react to what can be considered a "very difficult situation." The link failure forces the network to reroute the AS traffic to the available paths. This means transferring the AS traffic to alternative paths that were almost unused by these types of traffic. This, in turn, forces the network to substantially reduce the resources allocated to BE traffic. For example, in Fig. 11 we see that data rates of BE traffic of type 2 had to be greatly reduced to make sure that AS traffic requirements were met. In other words, the control laws presented here endow the network with the capacity to quickly react to failures, always enforcing the AS requirements and distributing both the AS traffic and BE traffic among the available paths in such a way as to maximize the utilization of the network resources.
Remarks: The simulations above give us some clues on how to choose the values of and . Namely, their value should be on the low end of the admissible set. This will result in smaller oscillations. However, this choice will also result in slower convergence to the set of feasible rates. Nevertheless, this can be compensated by choosing a large enough value of the parameter of the functions .
VII. CONCLUSIONS AND DIRECTIONS FOR FURTHER RESEARCH
In this paper, we introduced an optimization-based approach to allow distributed, optimal traffic engineering in the presence of both multiple CoSs and multiple paths. This approach results in a large family of control laws which ensures that the traffic rates between edge nodes converge to a distribution which maximizes a given utility function. The utility functions addressed in this paper are of a general form; i.e., they can be expressed as a sum of concave functions of the sending rates between a pair of edge nodes. The control laws proposed are decentralized and require minimum information exchange among different network elements. Only a binary link congestion notification from the congested nodes in the data path needs to be fed back to the edge nodes. In addition, this paper addresses the problem of data rate oscillation, typically seen in feedback control systems with delay and finite granularity of control.
Simulation studies showed that the proposed approach leads to rather high performance in terms of resource utilization, as measured by the utility function. In particular, the simulation results demonstrated that the approach can effectively reroute the traffic to an optimal state even in the presence of sudden link failures.
As mentioned before, the main focus of this paper is the introduction of new optimal decentralized TE control laws. Although some critical implementation issues are addressed (e.g., delay and granularity of control) there are many other implementation issues that have not been studied in the work presented in this paper. Therefore, a possible direction for future research is the detailed study of implementation issues and to test the implementation in large-scale network settings. Due to its ability to deal with link failures and the importance of service protection against link failure, a major future research effort will be aimed at the design of optimal fast rerouting algorithms based on this theory. Note that no algorithms exist which can do fast rerouting in an optimal fashion. Only nonoptimization-based methodologies have been proposed in the literature.
APPENDIX PROOF OF THEOREM 1
In this section, we present the Proof of Theorem 1. We start by presenting an alternative formulation of the results presented in this paper.
A. Preliminaries
To simplify the exposition to follow, we now introduce some notation that enables us to present the proof in a more intuitive way. The problem at hand can be represented in the following form: subject to the inequality constraints and the equality constraints where is a concave differentiable increasing function and are affine functions for all . The inequality constraints correspond to the link capacity constraints, the restriction that the data rates have to be nonnegative and MRGS, UBRS, and MRGUBS CoS constraints. On the other hand, the equality constraints correspond to the AS requirements. Now, define the matrix Note that, given the special form of the constraints it is easy to see that the adaptation laws presented in Section III can be represented in the following form:
where denotes the gradient of the function is the following matrix:
and is an -dimensional vector whose entries are of the form for , where for the constraints associated with link capacity; i.e., for the constraints associated with nonnegativity of for the maximum allowed rate constraints on calls of type and for the minimum service guarantee constraints on calls of type . Also for , where for the AS constraint associated with calls of type . Also, let the admissible domain be the set Essentially, the proof requires four steps. First, we prove that the adaptation law converges to the maximum of the function where Second, we provide necessary and sufficient conditions for the maximum of to coincide with the maximum of . Third, we show that under this conditions this procedure converges to the solution of the optimization problem at hand. The final step is the realization that, under the conditions of Theorem 1, the necessary and sufficient conditions mentioned above are satisfied. Now, since and , we conclude that reaches its maximum at . Therefore, any stationary point of the optimization procedure is a maximum of . Now, assume that a maximum point of is not a stationary point. Then, we have and so will increase along the trajectory which contradicts the fact that is a maximum point of . Lemma 7: If the set of all maximum points is bounded (which is our case) then will converge to this set from any initial condition.
Proof: The proof of this result is very similar to the one in [28, ch. 15, sec. 3] . It makes use of the results from Lemmas 4, 5, and 6. Therefore, we refer the reader to it. Remark: The components of vector are the Lagrange multipliers of the optimization problem at hand.
B. Proof of Theorem 1
The conditions on the parameters , and imposed in Theorem 1 imply that the necessary and sufficient conditions of Theorem 8 are satisfied for the optimization problem at hand. Indeed, if each congested link is used by a nonbinding CoS or a BE call, then in the components of associated with capacity constraints, i.e., for , appear in a set of equations decoupled from the remaining components of . Then, the worst case (larger) value of is Now, using this information in the remaining equations, it is possible to solve for . Since, is an increasing function in all its variables , the worst case for associated with CoS constraints is Once these are determined, all that remains is to pick the worst case value associated with nonnegativity constraints. Since each one of these appears in a single equation, where all the other multipliers are already determined, the worst case value is given by Hence, in order to satisfy the conditions in Theorem 8
Therefore, the family of adaptation laws proposed in this paper converge to the maximum of the utility function subject to . In other words, they converge to the optimum of our optimization problem.
