The paper is focused on self-contained linguistic problems based on text corpora. We argue that corpus-based problems differ from traditional linguistic problems because they make it possible to represent language variation. Furthermore, they often require basic statistical thinking from the students. The practical value of using data obtained from text corpora for teaching linguistics through linguistic problems is shown.
Introduction
The genre of self-contained linguistic problems appeared long before the onset of corpus linguistics. The authors of most problems either constructed phrases or sentences on their own, or (much less commonly) used some real texts (e.g. excerpts from ancient manuscripts). Now that text corpora become widespread, they offer new possiblities for problem composing. This paper gives examples of such problems offered to high school students in Russia at recent linguistic olympiads. We comment on the ways such new problems are solved and show how the data obtained from text corpora and linguistic problems based thereon could be used for teaching linguistics to high school students.
We deliberately include some of the original Russian versions of the problems alongside with their English translations (made specially for this paper and never published before), so that (1) those familiar with the Russian language could use the problems for training, and (2) issues of linguistic problem translation could be illustrated, too: translations of linguistic problems are not always equivalent to the originals (cf. Derzhanski et al. 2004 ).
Corpus-based problems and traditional problems: what is the difference?
The most straightforward way of using corpora for composing problems is to find real-world examples of some linguistics phenomena. If the problem deals with a language other than its author's native tongue, it is preferable to constructing phrases or sentences (unfortunately, when experts or native speakers look at constructed data in the problems assigned at some earlier contests, they sometimes find it non-idiomatic, infelicitous or even ungrammatical). If the problem illustrates some phenomenon in the native language of its author, it is also preferable to use corpus examples, because they do not impose the author's introspection upon students. Some corpus-based problems are quite different from traditional linguistic problems. Corpus data allow to present linguistic variation in a problem, which was difficult to do before the corpora era. It might be diachronic variation, register variation or some other kind of variation.
The traditional linguistic problems require a strictly deterministic way of thinking ("if this, then that"). However, in real life linguists often have to deal with statistical patterns, and this is where corpus linguistics comes into play. Problems based on corpus data may exemplify this approach. 
Solution of Problem #1
It can be seen that the verb predlagat' (or the artificial English verb to predle) may govern two types of infinitives: subject infinitives, as in I, and object infinitives, as in II. These two types of usage may represent two different senses of the verb predlagat', which could roughly be translated as 'to offer (to do something)' and 'to suggest (that someone else does something)'. The most interesting thing here is that in many cases it is quite hard to determine whether the infinitive refers to the subject or to the object. In fact, both answers are possible in all examples 11-14. Example (15) 
English translation:
A linguist asked a speaker of Dutch familiar with the Russian language to translate several excerpts from Russian books into Dutch. He was interested in the verbs the Dutch speaker would use as equivalents for certain Russian verbs: namenjat' (hereafter 'to N'), obmenjat' (hereafter 'to O') and vymenjat' (hereafter 'to V'), all associated with the idea of exchange. The equivalents used by the Dutch speaker are given in brackets.
1. 
Solution of Problem #2
All three verbs in question are used with objects. With N (namenjat'), the object always signifies the thing obtained in the exchange; with O (obmenjat'), the object always signifies the thing given away in the exchange. As for V (vymenjat'), it is used in both ways (which is a very rare case of a double government pattern). The Dutch verb krijgen, therefore, means 'to get in return', and ruilen means 'to give away'.
Comment
This problem is similar to problem #1 in the way it exploits corpus data., The examples come from real texts (and even the Dutch speaker is real), and the only difference is the reference to a foreign language which makes it easier to see the different senses of the words in the solvers' native language.
Corpus examples illustrating diachronic variation Problem #3 (composed by Boris Iomdin)
Слово параллельно в литературном языке может управлять как существительными в дательном падеже (конструкция А), так и существительными в творительном падеже с предлогом с (конструк-ция Б). Ниже даны примеры обеих конструкций:
1 Попробуйте объяснить причины возникновения такой конструкции.
English translation:
The Russian word parallel'no 'in parallel' can govern nouns in dative case ('parallel to', construction A) as well as in instrumental case ('parallel with', construction B). Consider examples for both constructions.
1 Explain the reasons why this construction is emerging.
Solution of Problem # 3
Construction A (in parallel to) is used when referring to the spatial situation (e.g. of two lines being parallel to each other). Construction B (in parallel with) is used when referring to the temporal coincidence (e.g. of two simultaneous events). This can be explained by the inheritance of the government pattern from its cohyponyms or synonyms (perpendikuljarno chemu-libo 'perpendicular, vertical to smth' vs. odnovremenno s chem-libo 'simultaneously with smth'). One example does not comply with this rule, and it is the oldest one which dates back to the mid-19 th century. Apparently, the rule is rather new (indeed, searching the corpus shows more counterexamples in the old texts; this can be shown when discussing the problem with the students and talking about corpus annotation). Construction C (in parallel from) is much newer, it can only be found in 21 st century texts; this type of government is inherited from nezavisimo (avtonomno, svobodno) ot chego-libo 'independently from smth'.
Comment
This problem illustrates diachronic variation in Russian. It would be impossible to compose such a problem without using a corpus with rich metadata. Most of the examples come from the Russian National Corpus (http://www.ruscorpora.ru), but it turned out there are not enough examples of these constructions in the RNC. For this reason, some more examples had to be taken from the Internet. This illustrates the concept of Web as corpus (see also problem #6).
This problem was assigned at the Russian Linguistics Olympiad in 2007, and it did not include the dates of the texts. The high school students had to understand themselves that the excerpt from Ivan Goncharov's text is the oldest one. It was possible because Goncharov's novels are part of the school curriculum in Russia, and students can be expected to know when he lived. This shows that corpus-based problems sometimes require extralinguistic knowledge to account for the variation. Of course, the author of the problem has to be sure that all the solvers are expected to have such knowledge. This makes such problems similar to real-life linguistic research where one can never be confident whether all the information required for explaining the phenomenon is at hand.
Problem #4 (composed by Aleksandrs Berdicevskis)
Consider a Google Books Ngrams frequency diagram for three spellings of the same Russian word throughout the 20th century («Богъ», «Бог», «бог» 'God'). Which line corresponds to which spelling?
Solution of Problem # 4
The sharp frequency changes are caused by historical events which influenced Russian orthography: (1) the October revolution (and the orthography reform of 1918) and (2) the fall of the Soviet Union. Shortly before the revolution, the black line starts subsiding, while the gray line and the dotted line go up. After the revolution, the black line disappears, and the dotted line grows higher than the gray one and stays there until the fall of the Soviet Union. Therefore, the black line is the spelling Богъ, ending with the Ъ letter abolished after the Revolution. The dotted line is the spelling бог: during the Soviet rule, this word was never capitalized. The gray line stands for Бог, which is the present-day norm for the monotheistic deity. The dotted line, however, does not disappear, since the word for 'god' does not always reference such a deity.
Comment
This problem also presents a case of variation, namely diachronically motivated orthographic variation. This problem requires quite a lot of extralinguistic knowledge, but Russian high school students are expected to know about the history of the letter Ъ and the antireligious policy in the Soviet Union. The most important part of the problem is to connect this knowledge with the data represented on the graph.
Corpus examples illustrating synchronic variation and requiring statistical thinking
Problem #5 (composed by Alexander Piperski) Russian hypocoristics (diminutive forms of personal names) are most often formed using two classes of suffixes: -očk-/-ečk-and -on'k-/-en'k-. Below are some names and the hypocoristics with these suffixes derived from them. Each hypocoristic is supplied with the number of texts in the Russian National Corpus (http://www.ruscorpora.ru) in which it occurs: Jul'a Julečka -22 Julen'ka -27
1. Here are six more pairs of hypocoristics:
Try to predict for each of these pairs which hypocoristic occurs in more texts in the Russian National Corpus. If you cannot do that for some names, explain why.
Solution of problem #5
The choice of the suffix depends on the last consonant of the stem. -očk-/-ečk-is more frequent after non-palatalized ("hard") consonants and after n' (dissimilation). -on'k-/-en'k-is more frequent after hushing sibilants (š, ž; dissimilation) and after palatalized ("soft") consonants other than n'. For l' no rule can be stated.
Therefore, the expected more frequent forms are Viten'ka, Lidočka, Lúbočka, Sonečka and Jašen'ka. For Olečka ~ Olen'ka no prediction can be made.
Comment
This problem requires the ability to neglect introspection, since all Russian-speaking solvers have some intuitive judgements on the topic. It also shows that a linguist sometimes has to work with tendencies, rather than strict rules and leave some variation unexplained.
Other corpus-like data Problem #6 (Composed by Vitaly Pavlenko)
In Turkish, the word kadın 'woman' is used when naming women by their profession, occupation, etc. This word can be placed before the noun referring to a profession as well as after it; there are no absolutely precise rules explaining it, but there is a certain tendency, according to which one of the two possible variants is used more often than the other.
Given are some Turkish phrases with the word kadın and their English translations. For the first 9 phrases, it is stated how many times they occur on the Internet as kadın X and how many times as X kadın. For the last 6 phrases the corresponding numbers are given to choose from: 
Solution of Problem #6
When used with the names of skilled occupations kadın is put before the noun, and with the names of service sector occupations kadın is put after the noun. The answer is as follows: 
Comment
As well as #5, this problem shows that linguists sometimes have to deal not with precise rules (as it is usually the case in traditional linguistics problems), but only with tendencies. It also demonstrates that search engines can be used in linguistic studies as large corpora. In this problem the exact difference between the two numbers does not matter (e.g., 82 vs. 112 is the same as 2 vs. 112 for the purposes of the problem), but similar problems might be created where the distance between the two numbers is essential.
Corpus linguistics problems: Some pitfalls
We have shown that corpus-based problems have some advantages over traditional types of problems. However, some of these can be regarded as weak sides, too. Corpus linguistics problems illustrate linguistic phenomena with real data. Unfortunately, many sentences present in the corpus are rather large and sometimes even clumsy. If long sentences are used to illustrate the usage of just one word, there will inevitably be a lot of irrelevant information (cf. #1, #2, #3; each of the long sentences is intended to illustrate the behavior of a single word). On the other hand, the solvers might enjoy reading long real-life sentences instead of artificial examples.
Another issue that makes composing and using corpus-based problems difficult is the philosophy underlying such problems. In a typical problem that contains artificial data all phenomena must be explained by the solver. There is no place for unexplained variation. However, problems on corpus linguistics require statistical manner of thinking, rather than strictly deterministic conclusions. For example, problem #5 illustrates tendencies, some of which are more solid than the others. However, less frequent names do exist, which might baffle a solver who is used to explaining everything within a linguistics problem. In problem #4, the word Богъ which uses the old spelling did not vanish completely after the spelling reform of 1918. There is some noise at the bottom of the graph, and the solver has to understand that it is not necessary to account for this noise in order to solve the problem.
The authors of problems on corpus linguistics should also be aware that the methodology they demonstrate is not always sound. For instance, in problem #6 Google hit counts are used in spite of the fact that is has been shown many times that they cannot be trusted (cf. Kilgarriff 2007) . Ideally, a problem on computational linguistics should be accompanied by an afterword explaining the drawbacks of the methods it uses. Otherwise it might be tempting for students to get a simplistic notion of corpus linguistics and its methodology.
Conclusion
The corpus is a valuable data source not only for linguistic studies, but also for composing linguistic problems. Corpus linguistics problems are useful to introduce the study of variation and the basics of statistical thinking in linguistics. However, they also have certain drawbacks, namely their length and unexplained variation within the data (which can however sometimes be an advantage bringing the problem closer to the real life). The main advantage of corpus-based problems is that real data are used, which can be verified and even more thoroughly studied by the student. Moreover, through such problems the students become acquainted with corpus linguistics as a research field that is rapidly gaining importance.
