We propose a novel class of probability models for sets of predictor-dependent probability distributions with bounded domain. The proposal extends the Dirichlet-Bernstein prior for single density estimation, by using dependent stick-breaking processes. A general model class and two simplified versions of the general class are discussed in detail.
Introduction
This paper deals with the problem of defining a fully nonparametric regression model for a continuous response variable with bounded support y ∈ [l, u], −∞ < l < u < +∞, based on a set of predictors x ∈ X ⊆ R p . The nonparametric regression model is induced by
∼ G x , where G x is a probability measure defined on ([l, u] , B([l, u])), and by defining a probability model for the set of predictor-dependent continuous probability distributions G = {G x : x ∈ X }, allowing the complete shape of the elements of G to change flexibly with the values of x.
The problem of defining priors over related random probability distributions has received increasing attention over the past few years. To date, much effort has focused on constructions that generalize the widely used class of Dirichlet process priors (Ferguson, 1973 (Ferguson, , 1974 . Some exceptions are Tokdar et al. (2010) , Karabatsos & Walker (2011) , Trippa et al. (2011) and Jara & Hanson (2011) , who proposed models based on logistic Gaussian processes, on infinite orderedcategory probit regressions, on dependent beta processes and tailfree processes, respectively.
MacEachern (1999, 2000) proposed the dependent Dirichlet process (DDP) to define a full joint model on the set G , where marginally every G x ∈ G is a Dirichlet process. The key idea behind the DDP is to introduce dependence by modifying the stick-breaking representation of each element in the set. Specifically, MacEachern (1999 , 2000 proposed to consider discrete random measures of the form
where B is a measurable set in an appropriate space, the point masses θ i (x), i = 1, . . ., are independent stochastic processes with index set X , and the weights take the form w i (x) = V i (x) j<i [1 − V j (x)], with V i (x), i = 1, . . ., being independent stochastic processes with index set X and beta(1, M) marginal distribution. MacEachern (2000) also studied a version of the process with predictor-independent weights, G x (B) = ∞ i=1 w i δ θ i (x) (B), and showed that this version of the model has full support when flexible point mass processes are consid-response support.
In the context of single density estimation problems, Petrone (1999a,b) and Kottas (2006) proposed models for probability distributions supported on [0, 1] and [0, T ], respectively. In related work, Robert & Rousseau (2003) developed a goodness of fit method using beta mixtures with unknown number of components, and Mallick & Gelfand (1994) and Gelfand & Mallick (1995) considered mixtures of beta distribution functions to model random monotonic functions. We extend the class of Dirichlet-Bernstein priors of Petrone (1999a,b) , to deal with sets of predictor-dependents probability distributions with bounded support.
The rest of the paper is organized as follows. Random Bernstein polynomials are briefly described in Section 2, so as to make the discussion self contained. Section 3 introduces the general version of the proposed model and its main theoretical properties are established. Proofs of these results are provided in an accompanying supplementary material file. Simplifications of the general model class are discussed in Section 4. The models are illustrated and compared to the existing methods using simulated data in Section 5, which also contains the results of a real-life data analysis. A final discussion section concludes the article.
Random Bernstein polynomials
Bernstein polynomials were introduced by Bernstein (1912) to give a proof of Weiertrass' approximation theorem. If G : [0, 1] −→ R, the associated Bernstein polynomial of degree k is given by
If G is the CDF of a probability measure defined on the unit interval, then (1) is also a CDF on [0, 1] and represents a mixture of beta distributions. If G(0) = 0, its density function is given by bp(y | k, G) = k j=1 w j,k β(y | j, k − j + 1),
where w j,k = G(j/k) − G((j − 1)/k), and β(·|a, b) stands for a beta density with parameters a and b. For a single-density estimation problem, Petrone (1999a,b) proposed a hierarchical prior, called the Bernstein polynomial prior (BPP). This consists of a random density given by (2), where k has probability mass function ρ, and given k, w k = (w 1,k , . . . , w k,k ) has distribution H k on the simplex
Petrone (1999a,b) referred to (2) as the Bernstein polynomial density with parameters k and w k , and showed that if ρ assigns positive mass to all naturals, and the density of H k is positive for any point in ∆ k , then the weak support of the BPP is the space of all probability measures
probability distribution on (0, 1] and M being a positive constant, Petrone (1999a,b) used the fact that assuming
is equivalent to assume that G follows a Dirichlet process (DP) prior, G | M, G 0 ∼ DP (MG 0 ). (1999a,b) refers to the later model as the Bernstein-Dirichlet prior (BDP), and discussed a Markov chain Monte Carlo (MCMC) algorithm to scan its posterior distribution. Petrone & Wasserman (2002) studied the consistency of the posterior distribution for BPP. They showed that under the same conditions that guarantee the full weak support of the prior, the posterior distribution is weakly consistent at any bounded continuous density on [0, 1]. Furthermore, they
Petrone
showed that under tail conditions on ρ the posterior is consistent with respect to the Hellinger metric.
The general model

The definition
Suppose that we observe regression data {(x i , y i ) : i = 1, . . . , n}, where x i ∈ X ⊆ R p is a p-dimensional vector of predictors and y i is a continuous [l, u]-valued outcome. Since the bounded support of the response variable can be rescaled to the unit interval, we will assume that l = 0 and u = 1 without loss of generality. To introduce dependence in the random probability measures with bounded support, we replace the DP mixing distribution in the definition of the BDP prior by a dependent stick-breaking process, which is defined by using transformed stochastic processes indexed by predictors x ∈ X . Let V = {v x : x ∈ X } and H = {h x :
x ∈ X } be two sets of known bijective continuous functions, such that for every x ∈ X , (ii) z 1 , z 2 , . . ., are independent and identically distributed real-valued stochastic processes of the form z i : X × Ω −→ R, i ≥ 1, with law indexed by a finite-dimensional parameter
(iii) k : Ω −→ N is a discrete random variable with distribution indexed by a finite-dimensional parameter λ.
(iv) For every x ∈ X and almost every ω ∈ Ω, the density function of G(x, ω), w.r.t.
Lebesgue measure, is given by the following dependent mixture of beta densities:
where ⌈·⌉ denotes the ceiling function, θ j (x, ω) = h x (z j (x, ω)), and
The process, G = {G x . = G(x, ω) : x ∈ X }, will be referred to as dependent Bernstein polynomial process with parameters (λ, Ψ 1 , Ψ 2 , V , H ), and denoted by DBPP(λ, Ψ 1 , Ψ 2 , V , H ).
Notice that, for every ω ∈ Ω, expression (3) is indeed a density w.r.t. Lebesgue measure since, for every x ∈ X ,
which is a sufficient and necessary condition for the weights to add up to one with probability one. In addition, it follows immediately from Definition 1 that the trajectories of the process are sets of Bernstein polynomial densities. In fact, (3) is equivalent to
The choice of the transformation functions V and H induce interesting properties of the DBPP. For instance, it is easy to show that if, for every x ∈ X , the elements in V are such that v x (·) = B −1 (F x (·) | 1, M x ) and the elements in H are such that h x (·) = G −1 0,x (H x (·)), with B −1 (· | a, b) being the inverse CDF of a beta distribution with parameters (a, b), then marginally G x follows a Bernstein-Dirichlet prior with parameters (λ, M x , G 0,x ), for every x ∈ X , that is
where F x (·) stands for the CDF of the marginal distribution of η i (x, ·), for every i ∈ N, M x ∈
is the inverse CDF of a probability measure defined on (0, 1] and H x (·) stands for the CDF of the marginal distribution of z i (x, ·), for every i ∈ N.
Under the same assumptions, it also follows that, for any given k ∈ N,
and
where
The association structure and continuity of the process
The characteristics of the stochastic processes used in Definition 1 determine important properties of the resulting DBPP. Natural choices for longitudinal or spatial modeling are appropriate Gaussian processes. Regardless of the specific choice, the use of almost surely (a.s.) continuous stochastic processes ensures that the DBPP is a.s. continuous from the left and has a limit from the right. The following theorem is proved in Appendix A of the supplementary material.
If for every j ∈ N, the stochastic processes η j and z j are P -a.s. continuous, then for every
that is, G x j converges P -a.s. in total variation norm to G x 0 , when x j −→ x − 0 . In addition, for every {x j } ∞ 1 ⊂ X , such that lim j→+∞ x j −→ x 0 ∈ X and x jl ≥ x 0l , l = 1, . . . , p, there exists a random probability measure on ([0, 1], B([0, 1])),G x 0 , such that
The association structure of DBPP is completely determined by the dependence structure of the stochastic processes used in Definition 1. General analytical expressions for the correlation function are not possible to derive because they depend on the specific laws of the associated stochastic processes. However, we show that, under mild conditions on the stochastic processes defining the DBPP, the correlation between the corresponding random measures approaches to one as the predictor values get closer. The following theorem is proved in Appendix A of the supplementary material. If the stochastic processes defining the DBPP are such that the pairwise finite-dimensional distributions converge to the product of the corresponding marginal distributions as the Euclidean distance between the predictors grows larger, then under mild conditions on the centering distributions of the DBPP the correlation between the corresponding random measures can approach to zero. The following theorem, proved in Appendix A of the supplementary material,
shows that under the assumptions previously discussed for the DBPP, the marginal covariance between the random measures is equal to the covariance between the conditional expectations of the random measures, given the degree of the Bernstein polynomial.
Asumme that there exists a constant γ > 0 such that if x 1 , x 2 ∈ X and x 1 −x 2 > γ, then Cov I {z i (x 1 ,·)∈A 1 } , I {z i (x 2 ,·)∈A 2 } = 0 and Cov I {η i (x 1 ,·)∈A 3 } , I {η i (x 2 ,·)∈A 4 } = 0, for every A 1 , A 2 , A 3 , A 4 ∈ B(R). Assume also that for every x 1 , x 2 ∈ X such that x 1 − x 2 > γ, and for every sequence
where B y = [0, y], A l,k = [0, l/k], G * 0x stands for the marginal probability measure of θ i (x, ·) and BIN( · | k, y) stands for the probability mass function of the binomial distribution with parameters (k, y).
Remark 1. It is easy to see that if the DBPP is specified such that the marginal distribution of k
is degenerated, then the correlation between the corresponding random measures goes to zero,
which is constant as a function of k for t = 1 or 2, and every y ∈ [0, 1].
Although the trajectories of the DBPP are a.s. continuous from the left only, its autocorrelation function is continuous under mild conditions on the stochastic processes defining the DBPP. The following theorem is proved in Appendix A of the supplementary material.
The support of the process
Large support is an important and basic property that any Bayesian nonparametric model should ideally possess. In fact, assigning positive mass to neighborhoods of any collection of probability distributions {F x : x ∈ X } is a minimum requirement (and almost a "necessary" property) for a model to be considered "nonparametric". This property is also important because it is typically a required condition for frequentist consistency of the posterior distribution. As is widely known, the definition of the support of probability models on functional spaces strongly depends on the choice of a "distance" defining the basic neighborhoods. Therefore, it is first necessary to make explicit the topology under consideration. The results presented here are based on generalizations of standard topologies for spaces of single probability measures. Specifically, we consider the weak product topology, L ∞ product topology and L ∞ topology.
A sub-base of the weak product topology for the space P
for every continuous and bounded function f , x 0 ∈ X and ǫ > 0. The following theorem provides sufficient conditions for P ([0, 1]) X to be the support of the DBPP under the weak product topology, that is, it provides sufficient conditions under which P ([0, 1]) X is the smallest closet set of P • G −1 -measure one under the weak product topology. The proof of the theorem is given in Appendix A of the supplementary material.
under the weak product topology.
Let D ([0, 1]) ⊂ P ([0, 1]) be the set of all probability measures defined on
that are absolutely continuous w.r.t. Lebesgue measure and with continuous density function on
where p x and f x denote the densities of P x and F x w.r.t. Lebesgue measure, respectively. The following theorem shows that, under the same assumptions of Theorem 5, D ([0, 1]) X is the support of the DBPP under the L ∞ product support. The proof of the following theorem is provided in Appendix A of the supplementary material.
If stronger assumptions on the predictor space X and the parameter space are imposed, a stronger support property (L ∞ ) can be obtained. Specifically, assume that the predictor space X is a compact set and consider the sub-spaceD
where ǫ > 0 and, for every x ∈ X , p x and f x denote the densities of P x and F x w.r.t. Lebesgue measure, respectively. The following theorem, proved in Appendix A of the supplementary material, provides sufficient conditions for D ([0, 1]) X to be the support of the DBPP under the L ∞ topology.
full support on N, and the processes used in the definition of the DBPP are such that, for any [0, 1]-valued continuous function defined on X , f , and ǫ > 0, we have that
An important consequence of the previous theorem is that the DBPP can assign positive mass to arbitrarily small neighborhoods of any collection of probability measures {Q x : x ∈ X } ∈D ([0, 1]) X , based on the supremum over the predictor space of Kullback-Leibler (KL) divergences between the predictor-dependent probability measures. The following corollary is proved in Appendix A of the supplementary material.
Assume that X is a compact set, k(·) has full support on N, and that the processes used in the definition of the DBPP are such that, for any ǫ > 0 and [0, 1]-valued continuous function f defined on X , we have
Then,
for every ǫ > 0 and every
The asymptotic behavior of the posterior distribution
Let Q be the true probability measure generating the predictors, with density w.r.t. a corresponding σ-additive measure denoted by q. Suppose that the response variable and predictors are drawn independently from a probability distribution of the form m 0 (y,
where q 0 (y | x) denotes a fixed conditional density on [0, 1], x ∈ X . Let m (·) (y, x) = q(x)g(x, ·)(y) be the random joint distribution for the response and predictors arising when g(x, ·)(y) is given by (3). Since the KL divergence between m 0 and a realization m (ω) of the implied joint distribution under the DBPP can be bounded by the supremum over the predictor space of KL divergences between the predictor-dependent probability measures,
it follows that, for every δ > 0,
under the assumptions of Theorem 7 and Corollary 1. Thus, by Schwartz's theorem (Schwartz, 1965) , it follows that the posterior distribution associated with the random joint distribution induced by the DBPP model is weakly consistent, that is, the posterior measure of any weak neighborhood, of any joint distribution of the form m 0 (y, x) = q(x)q 0 (y | x), converges to 1 as the sample size goes to infinity. This result is summarized in the following theorem.
Then the posterior distribution associated with the random joint distribution induced by the DBPP model, m (·) (y, x) = q(x)g(x, ·)(y), where q is the density generating the predictors, is weakly consistent at any joint distribution of the form m 0 (y,
Simplified versions of the general model
In the search of parsimonious models, it is of interest to know whether simplified versions of the general model class proposed in the previous section retain most of its appealing properties. In this section we study two simplifications of the general model class, by considering dependentstick breaking processes where only the support points or only the weights are indexed by the predictors.
The wDBPP
We first consider the case where the dependence in the probability measures with bounded support involves a dependent stick-breaking process with common weights across probability measures, and support points given by stochastic processes indexed by predictors x ∈ X . The resulting process is referred to as 'single weights' DBPP and denoted by wDBPP. Lebesgue measure, is given by a common-weights dependent mixture of beta densities,
The process G = {G x . = G(x, ω) : x ∈ X } will be referred to as 'single-weights' dependent Bernstein polynomial process with parameters (α, λ, Ψ 2 , H ), and denoted by wDBPP(α, λ, Ψ 2 , H ).
As shown in Appendix B of the supplementary material, under equivalent assumptions on the parameters defining the process, the 'single weights' DBPP retains all of the properties shown for the general version of the model,
The θDBPP
We now consider the case where the dependence in the probability measures is introduced via the use of dependent stick-breaking processes with common support points across probability measures, and weights corresponding to stochastic processes indexed by predictors x ∈ X .
The resulting process is referred to as 'single atoms' DBPP and denoted by θDBPP. (iv) For every x ∈ X and almost every ω ∈ Ω, the density function of G(x, ω), w.r.t.
Lebesgue measure, is given by a dependent mixture of beta densities,
where ⌈·⌉ denotes the ceiling function and
The process G = {G x . = G(x, ω) : x ∈ X } will be referred to as 'single-atoms' dependent Bernstein polynomial process with parameters (λ, Ψ 1 , V , G 0 ), and denoted by θDBPP(λ, Ψ 1 , V , G 0 ).
As shown in Appendix C of the supplementary material, the properties of the 'single atoms'
DBPP have some interesting differences with the general model class. On the one hand, the θDBPP has full support under the three topologies we considered, and its posterior distribution is also weakly consistent. In addition, the correlation of corresponding random measures has identical behavior when the predictor values get close, and the correlation function is also continuous as a function of the predictors. On the other hand, however, the correlation between the associated random measures when the predictor values are far apart reaches a different limit, and it is difficult to establish conditions on the prior specification ensuring that this limit is zero.
Another interesting property of the θDBPP compared to the general model class is that the use of a.s. continuous stochastic processes in the weights guarantees a.s. continuity of the single atoms DBPP (and not only from the left). The following theorem is proved in Appendix D of the supplementary material.
Theorem 9. Let {G x : x ∈ X } ∼ θDBPP(λ, Ψ 1 , V , G 0 ). Assume that for every j ∈ N, the stochastic process η j is P -a.s. continuous. Then, for every {x j } ∞ 1 ⊂ X , such that
for every x 0 ∈ X , that is, G x j converges P -a.s. in total variation norm to G x 0 , as x j −→ x 0 .
Illustrations
We illustrate the behavior of the models with simulated and real-life data. In these illustrations we consider special cases of the general models, where the stochastic processes used in the definition of the DBPP correspond to Gaussian processes arising from linear (in the coefficients) regression models, with random and normally distributed coefficients. The computational implementation of the models is based on MCMC methods. The MCMC algorithms can be based on a finite dimensional approximation of the dependent sitck-breaking process, or on the use of the slice sampler (Walker, 2007) 
Simulated data
To illustrate the performance of the proposed models and to compare them to the existing methods, nine simulated data sets were generated; one for each of three different scenarios and three sample sizes (n = 250, n = 500 and n = 1, 000). In all cases, a single continuous covariate x was considered, with values generated from the U(0, 1) distribution. The three different scenarios are given in Table 1 . They represent varying degrees of complexity and shapes as x varies in the predictor space. All models exhibit a multi-modal behavior. The conditional distributions for Scenario I have a bi-modal behavior for low values of the predictor, and the modes merge as the predictor value increases. The conditional distributions for Scenario II have positive density at 1, while f (y | x) → 0 as y → 0, for every x ∈ (0, 1). Finally, the conditional distributions for Scenario III have positive density at 0 and 1, for every x ∈ (0, 1). Additionally, a central mode is also present, and the density value at the mode increases as the value of the predictor increases.
[ Table 1 about here.] Particular cases of the general models were considered by assuming v x (·) = h x (·) = exp{·}/ (1 + exp{·}) ,
for every x ∈ (0, 1). Furthermore, we considered Gaussian processes (GP) in the definition of the models, by exploiting the connection between GP and linear models. Specifically, we 
where IW r (ν, A) denotes the r-dimensional inverted-Wishart distribution with degrees of freedom ν and scale matrix A.
Two versions of each linear DBPP model were considered. In version 1, we set d η (x) =
(1, x) T and/or d z (x) = (1, x) T . In version 2, random B-splines regression models (see, e.g. Eilers & Marx, 1996; Lang & Brezger, 2004) were considered. In this case, d η (x) = (1, ψ 1 (x), . . . , ψ 6 (x)) T and/or d z (x) = (1, ψ 1 (x), . . . , ψ 6 (x)) T , where ψ j (x) corresponds to the jth B-spline basis function evaluated at x. The models were fit by assuming λ = 25, m η 0 = 0 r 1 , m z 0 = 0 r 2 , S η 0 = 2.25 × I r 1 , S z 0 = 2.25 × I r 2 , ν η = r 1 + 2, ν z = r 2 + 2 and α = a = b = 1. For each simulated dataset, one Markov chain was generated completing a conservative total number of 110,000 scans of the Markov chain cycle described in Appendix E of the supplementary material. Standard tests (not shown), as implemented in the BOA R library (Smith, 2007) , suggested convergence of the chains. Because of storage limitations, the full chain was subsampled every 10 iterations, after a burn-in period of 10,000 samples, to give a reduced chain of length 10,000.
For comparison purposes, we considered the linear dependent Dirichlet process (LDDP) of De Iorio et al. (2004 and the weight dependent Dirichlet process (WDDP) of Müller et al. (1996) . For the approach of Müller et al. (1996) , we consider the multivariate extension of the univariate Dirichlet process mixture of normals model of Escobar & West (1995) to fit the complete transformed data w i = (log(y i /(1 − y i )), x i ) T , and focus on the conditional densities f (y | x) arising from the model. The Dirichlet process mixture model is given by
where the baseline distribution Q 01 is the conjugate normal-inverted-Wishart (IW) distribution
. To complete the model specification, the following hyper-priors were assumed: M 1 | a 01 , b 01 ∼ Γ (a 01 , b 01 ), m 1 | m 2 , S 2 ∼ N 2 (m 2 , S 2 ), κ 0 | τ 1 , τ 2 ∼ Γ (τ 1 /2, τ 2 /2), and Ψ 1 | ν 2 , Ψ 2 ∼ IW 2 (ν 2 , Ψ 2 ). The LDDP, on the other hand, can be represented as Dirichlet process mixture of linear (in the coefficients) regression models
where d(x) is a r 3 -dimensional design vector, respectively, including linear and/or non-linear functions of the predictor x, and Q 02 ≡ N r 3 γ | µ γ , Σ γ Γ (σ −2 | s 1 /2, s 2 /2). The LDDP model specification is completed with the following hyper-priors: M 2 | a 02 , b 02 ∼ Γ (a 02 , b 02 ),
Marginalized versions of Dirichlet process-based models were fit, where Q 1 and Q 2 are integrated out, using standard algorithms to fit Dirichlet process mixture models. Credible intervals for the conditional densities in this case were obtained from MCMC samples using the ǫ−DP approach proposed by Muliere & Tardella (1998) , with ǫ = 0.01. Two versions of the LDDP were considered. Model LDDP1 corresponds to a mixture of linear regression models, that is,
Model LDDP2 corresponds to a mixture of B-splines regression models, where ψ 1 (x) , . . . , ψ 6 (x)) T . The MCMC specification was similar to the DBPP models and the prior specification was as in Jara et al. (2011) .
The discrepancy between estimated, f (· | x), and true model, f (· | x), was measured using an estimate to the L ∞ L ∞ distance,
which is based on grid of equally-spaced values of the response {y m } M 1 and of the predictor {x l } L 1 . In addition, we also considered the estimate to the integrated-L 1 distance IL 1 , given by Table 2 shows the values for L ∞ and IL 1 for each model, scenario and sample size. The results indicate that the best version of our model outperformed the competitors for every scenario and sample size, using both the L ∞ and IL 1 criteria. As expected, behavior of the models was similar under Scenario I, the least problematic for the competitors of our proposed model, because there is no boundary problem. However, the number of versions of the proposed model outperforming the competitors tends to increase with the sample size; for n = 1, 000, three out of six versions of the proposed model outperformed the competitors under the L ∞ and IL 1 criteria. When the boundary problem was present (Scenarios II and III), 5 or 6 (out of 6) of the versions of the proposed model outperformed the competitors using the most demanding criteria; the L ∞ value for the worst competitor was as high as 72 times the corresponding value for the best version of the proposed model.
[ Table 2 about here.]
The posterior inferences for the conditional densities showed that for each scenario, sample size and version of the proposed model, the estimates correspond approximately to the true densities. In most of the cases, the true model was completely covered by 95% point-wise highest probability density (HPD) bands, and the quality of the estimation improved as the sample size increases. Under Scenarios II and III, poor results were obtained using the LDDP and WDDP models. Indeed, the density estimates diverged substantially from the true densities at the extremes of the support, confirming that these models are not suitable for this type of behavior. Figures 1, 2 We note that these results are for one random sample from particular models, and conclusions should be drawn carefully. Nonetheless, these examples do show that the class of DBPP models is highly flexible and that misleading results can be obtained by using transformations of the data along with flexible models for data defined on the real line.
Solid waste data
We consider data about residentially generated solid waste in the city of Santiago de Cali,
Colombia. The dataset contains information about 258 block sides and was collected to estimate the per capita daily production and characterization of solid waste in the city. The solid waste in each of the 258 block sides was separated in different kinds of materials, including food, hygienic waste, glass, metal and plastic. The proportions of these materials were registered for each block side. In addition, the socio-economic level of the houses associated to each block side was registered. The socioeconomic status was grouped in an ordinal scale of six levels: low-low, low, medium-low, medium, medium-high and high. We refer the reader to Klinger et al. (2009) for more details about these data.
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The proportion of food and hygienic waste were considered as response variables. In both cases, the socio-economic level was used as a discrete predictor. As in the previous section, linear approximations to the general models were fit to the data, by assuming λ = 25, m η 0 = m z 0 = 0 6 , S η 0 = S z 0 = 2.25 × I 6 , ν η = ν z = 8 and α = a = b = 1. For each model, one Markov chain was generated completing a conservative total number of 110,000 scans of the Markov chain cycle described in Appendix E of the supplementary material. Standard tests (not shown), as implemented in the BOA R library (Smith, 2007) , suggested convergence of the chains. Because of storage limitations, the full chain was subsampled every 10 iterations, after a burn-in period of 10,000 samples, to give a reduced chain of length 10,000.
For comparison purposes, the parametric beta regression model, originally proposed by Ferrari & Cribari-Neto (2004) and later extended by Simas et al. (2010) , was also fit to the data. The beta regression model proposed by Simas et al. (2010) is given by
The model specification was completed by assuming The positive density observed at zero for the proportion of hygienic waste can be explained by the existence of zero values in the dataset. In fact, because of that, we were not able to fit the beta regression model to these data; the beta distribution is not always well defined at zero or one. A possible solution would be to consider a constrained parameter space for the model, such as
However, this solution would imply that for every x ∈ X , the conditional density would be a.s. equal to zero on the extreme values of the domain, which is clearly not supported by the data and we did not pursue that option here. This illustrates another advantage of the proposed class of models, namely that by construction, they are always well defined at every value of the unitary interval.
Concluding Remarks
We have proposed a novel class of probability models for sets of predictor-dependent probability distributions with bounded domain. The proposal corresponds to an extension of the Dirichlet-Bernstein prior by using dependent stick-breaking processes. The proposed class of models has appealing theoretical properties such as full support, continuity, known marginal distribution, well behaved correlation function, and its posterior distribution is consistent.
By using practicable special cases, the main advantages of the proposed class of models were illustrated using simulated and real-life data. The results suggest that the proposed models can outperform Bayesian nonparametric models for responses defined on the real line and the use of transformations, even when the boundary problem is not present. The results also suggest a clear advantage of the proposed class of models over parametric alternatives. 
