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a b s t r a c t 
Based on numerical models and climate observations over past centuries, the Intergovernmental Panel on 
Climate Change (IPCC) attributes to human activity most of the warming observed since the mid-20th 
century. In this context, this paper presents the ﬁrst major attempt for climate system identiﬁcation – in 
the sense of the systems theory – in the hope to signiﬁcantly reduce the uncertainty ranges. Actually, cli- 
matic data being what they are, the identiﬁed models only partially fulﬁll this expectation. Nevertheless, 
despite the dispersion of the identiﬁed parameters and of the induced simulations, one can draw robust 
conclusions which turn out to be incompatible with those of the IPCC: the natural contributions (solar 
activity and internal variability) could in fact be predominant in the recent warming. We then confront 
our work with the approach favored by IPCC, namely the “detection and attribution related to anthropic 
climate change ”. We explain the differences ﬁrst by the exclusion by IPCC of the millennial paleoclimatic 
data, secondly by an obvious confusion between cause and effect, when the El Niño index is involved in 
detection and attribution. 
© 2016 The Authors. Published by Elsevier Ltd on behalf of International Federation of Automatic 
Control. 
This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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a  1. Introduction 
The climatic process is a highly complex system, on which sci-
entists experienced in systems theory have much to say. This con-
cerns particularly the global climate modeling and the attribution
of the recent warming to human activity. This analysis involves cli-
matic observations, present and past, direct and indirect. Then, a
preferred approach would rely on dynamical systems identiﬁcation,
a theory which is well known to all systems scientists, but has not
been applied so far to the climate science. 
Actually, bibliographic searches based on the key words system
identiﬁcation, climate, global warming, return strictly nothing re-
lated to identiﬁcation of the climatic process. But if the key words
detection and attribution are added, there are now dozens of pa-
pers regarding the attribution of climate change to human activity.
Conversely, the sole couple of keywords detection and attribution
addresses references exclusively relates to anthropogenic climate
change. 
In fact, it appears that “Detection and Attribution” (D&A) is an
emerging theory, born in the early 21th, dedicated exclusively to This research did not receive any speciﬁc grant from funding agencies in the 
public, commercial, or not-for-proﬁt sectors 
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1367-5788/© 2016 The Authors. Published by Elsevier Ltd on behalf of International Feder
license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). he anthropic attribution of climate change. This last point is clear
hrough the title of the following major publication: “Good prac-
ice guidance paper on detection and attribution related to anthro-
ogenic climate change ”, by Hegerl et al. (2010) . The lack of refer-
nce to identiﬁcation is puzzling, knowing that the D&A has close
elationships with it, and that the respective ﬁndings are mutually
nconsistent. 
This paper describes the ﬁrst signiﬁcant work on the identiﬁ-
ation of the climate system. It summarizes some ﬁndings from
ur book “Climate Change, identiﬁcation and projections ” (de Larmi-
at, P., ISTE/Wiley, 2014). It adds news developments about its re-
ationship with the D&A, and further elaborates on the differences
etween our conclusions and those of the IPCC. 
The latest IPCC Assessment Report is the ﬁfth ( AR5, 2013 ): 1550
ages, 9200 publications quoted. A synthesis is made in the Sum-
ary for Policy Makers ( SPM, 2013 ). One of its main conclusions is
hat “it is extremely likely that human inﬂuence has been the dom-
nant cause of the observed warming since the middle of the 20th
entury ”. It is mainly supported by Chapter 10 of AR5: “detection
nd attribution - from global to regional ”. But these conclusions are
nﬁrmed by those based on identiﬁcation: from the millenary cli-
ate observations, it appears that the recent warming is due pri-
arily to natural causes (solar activity and random variations), and
hat one cannot reject the hypothesis that the human contribution
e negligible. ation of Automatic Control. This is an open access article under the CC BY-NC-ND 
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Fig. 1. Four reconstructed temperatures. 
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A  The purpose of this paper is to clarify the causes of this contra-
iction. It is organized as follows. 
Section 2 presents the climatic data. Inputs: representative sig-
als of human, solar and volcanic activities; output: the global sur-
ace temperature. 
Section 3 describes the fundamental features of the Earth’s cli-
ate system and the mathematical structure of an identiﬁable
odel. 
The main results of identiﬁcation are presented in Section 4 ,
btained by the Output Error method (OE), as well as the conclu-
ions of the statistical analysis (reported in appendix) and hypoth-
sis testing. 
Section 5 presents and criticizes outcomes of the D&A: ﬁrst,
he observation periods (from a few dozens to about one hundred
ears) are too short and therefore lead to underestimate the inter-
al variability, increasing the risk of a false detection of the human
ontribution in global warming. 
Furthermore, this recent period is characterized by the simulta-
eous increase of global temperature and of atmospheric content
n CO2, while the major past climate events (Medieval Warm Pe-
iod, Little Ice Age) are the only ones that may allow highlighting
he solar contribution. Finally, D&A studies which involve the El
ino index make a fundamental methodological error, namely con-
usion between cause and effect in the climate process. The general
onclusions are drawn in Section 6 . 
. Input-output data of climatic process 
.1. Causes and effects 
The Earth’s climate is a complex natural system on which we
an observe a large amount of signals, among which it is not al-
ays easy to distinguish which are causes and which are effects.
or systems scientists, the question of causality makes sense only
f the concerned system (or subsystem) is clearly delimited; know-
ng that for coupled systems, the same signal often is both a cause
or a subsystem and an effect for another. The answer is unam-
iguous when the causality can play only in one direction, for ex-
mple between solar activity and terrestrial climate. It is much less
bvious when it comes to variables internal to the climate system,
uch as the phenomena of oceanic oscillations and the associated
NSO (El Niño South Oscillation) index. We will further comment
n this point in Section 5 . 
One of the available means to assess the relative contributions
f the different causes is the theory of dynamical systems identiﬁ-
ation, in particular the branch dedicated to the determination of
ausal models from observed input output signals. Typical causal
ynamic models correspond to linear transfer functions, rational or
ot, and more generally to state-space models. 
Concerning the whole climate system, it is clear that the global
emperature is an effect. The major independent causes – on what
emperature has no action in return – are the solar activity, the
olcanism and, to a large extent, human activities. 
The issue of available climate data is crucial, both for identiﬁ-
ation and for detection and attribution. The reader must there-
ore get a precise idea of the datasets that we have gathered and
sed. Knowing the large time scales involved in the climate sys-
em, identiﬁcation requires input-output data whose period widely
xceeds those of the ’historical’ measures – which, according to cli-
atologists, start between 1850 and 1880. Paleoclimatology allows
econstructing past climate data from substitution measures or
roxies (tree rings, isotopes stored in sediments, ice cores, etc.) The
ccessible reconstructions, available in public data bases (NOAA,
ASA, Hadley Center, etc.) are far from overlapping perfectly, andre not always well connected to the historical data. u.2. Global mean temperature 
As an output, the global climate indicator is the mean surface
emperature. Fig. 1 presents a catalogue of four reconstructions:
jungqvist (2009); Loehle (2007); Moberg et al. (2005); Mann,
radley, and Hughes, (1999) . All four, except Mann, are quoted in
he AR5 (Chapter 5: paleoclimate archives). They are aligned on –
nd extended by – modern measurements from 1850 (HadCrut4:
hick black curve). 
The further coming back in time, the more rare and inaccurate
he proxies are. Some series start at the (symbolic) year 10 0 0. For
easons of accuracy and availability, we will exploit temperatures
econstructions reduced to the second millennium. Moberg and
ann reconstructions are restricted to the northern hemisphere,
jungqvist and Loehle to extra tropical zones. Nevertheless, the dif-
erences between modern temperatures of the northern and south-
rn hemispheres are much lower than the observed disparities be-
ween the reconstructions above, which allow considering that the
orth/South or other climatic differences are dominated by errors
ue to proxies and reconstruction techniques. 
We note that the curve of Mann, called Hockey Stick Graph , de-
iates signiﬁcantly from others, which will reﬂect on the results of
he identiﬁcation. 
.3. Anthropic indicator: CO 2 atmospheric concentration 
Human activity has an impact on the emissions of greenhouse
ases (GHG), industrial aerosols, land use changes, etc. From C , the
tmospheric concentration of CO 2 , we deﬁne a global indicator of
uman activity as: 
 1 = log 2 (C/ C 0 ) 
here C 0 is the preindustrial concentration ( ante 1750), about
80 ppm ( parts per million ). 
Several reasons motivate this formula. First, the action of CO 2 
s reportedly predominant. Also, others anthropogenic actions are
ross-correlated and may tend to mutually compensate. Moreover,
he CO 2 -induced greenhouse effect is widely admitted to follow a
ogarithmic law. Finally, CO 2 doubling is often considered as the
nit of variation; hence the interest of the base 2 logarithm. 
Fig. 2 shows the signal u 1 , resulting from the connection of
odern atmospheric measures with the archives extracted from
rctic or Antarctic ice cores (source: NOAA and CDIAC). Note that
 = 0.5 ↔ C = C + 41 % 1 0 
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Fig. 2. Anthropic signal: u 1 = log 2 ( C / C 0 ). 
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d  2.4. Solar activity 
The manifestations of solar activity are multiple and likely to
impact the climate through extremely various mechanisms. 
1. First of all, there is obviously the total energy ﬂux (TSI: To-
tal Solar Irradiance), weakly variable around 1367 Wm –2 , and
which directly affects the Earth’s radiative balance. 
2. The IR/UV spectral distribution acts differently, through the
stratospheric creation of a GHG (the ozone). 
3. The solar magnetism modulates cosmic radiations, which are
likely to act on the formation of condensation nuclei and thus
on terrestrial cloud cover and its albedo effect. This modulation
is found in proxies consisting of cosmogenic isotopes (or cos-
monucleids: 12 Be, 14 C). 
4. The solar wind, and its known role in boreal Auroras. 
5. The background radio noise, not or little studied in the climate
context... 
All the signals related to solar activity clearly appears as a
sum of three components: (1) cyclic, period around 11 years, (2)
high-frequency (HF), (3) low-frequency (LF). For example, Fig. 3Fig. 3. SORCE/TIM decomposition. 
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 hows the 3-components decomposition of the TSI reconstruction
ORCE/TIM (SOlar Radiation and Climate Experiment/Total Irradi-
nce Monitor) by Kopp and Lean (2011) . This composite recon-
truction is based both on modern satellite measurements and on
unspots observed since 1610 (invention of the Galileo telescope).
ur decomposition principle is outlined in annex A. 
In all signals and proxies related to solar activity, one can ﬁnd,
ith different relative magnitudes, the same cyclic component and
he same LF component (HF component being widely considered
 measurement noise). The mutual ratio between the cyclical and
he LF components is extremely variable, depending not only on
he nature of the signals (associated to mechanisms 1 to 5 above),
ut also on the given reconstructions of a same signal, in particular
he TSI. 
The cyclic components of all the TSI reconstructions have in-
eed roughly the same maximum excursion (1 Wm –2 in the 20th
entury), but from 17th to 20th, according to reconstructions, LF
omponents range from 1 to 10 Wm –2 (see, for example, Lean
2004) or Shapiro et al. (2011) . These differences come from the
bsence of TSI measures over suﬃciently long periods allowing cal-
bration with a good precision of the LF components of proxies re-
ated to solar activity. 
On the other hand, it is recognized that the cyclic variations (11
ears) detectable on the global temperature are practically negligi-
le (less than one-tenth of degree). If we admit that the recon-
truction SORCE/TIM is valid and that solar activity occurs on the
limate exclusively through the energy factor (mode 1), we should
oncluded, like IPCC does, that the impact of solar activity is al-
ost zero. 
Some mechanisms involved in low-frequency (through the he-
iocentric magnetic ﬁeld, for example) are not yet well enough un-
erstood to include them in the physical models. It does not imply
hat they do not exist. Our identiﬁcation is precisely intended to
etermine if the climatic contributions of the low-frequency solar
ctivity is signiﬁcant, if not predominant. 
If therefore one accepts either that LF variations of TSI can be
ery superior to those of Fig. 2 , or that other mechanisms of so-
ar activity may predominate over the energy factor, the just way
o highlight it will be to restrict reconstructions and/or proxies of
olar activity to their only LF components. 
.5. Low Frequencies indicators for solar activity 
Given the multiplicity of manifestations and mechanisms of so-
ar activity, there would be no reason to favor one physical signal
ather than another (TSI, heliocentric magnetic ﬁeld, potential so-
ar modulation…), or one proxy in preference to another, especially
fter reduction to low frequencies component. 
For various needs, it is however preferred to convert everything
n terms of TSI. We arbitrarily adopted here for reference signal the
ORCE/TIM reconstruction, widely used by IPCC (AR5), and limited
ere to its LF component ( Fig. 3 -b). After calibration and alignment
n this component, Fig. 4 combines the LF components of the four
ollowing proxies: 
– The SORCE/TIM LF component itself. 
– The series of sunspots groups number (SGN), reconstructed
since 1610, recently reviewed and corrected by the Royal Obser-
vatory of Brussels ( Clette, Svalgaard, Vaquero, & Cliver, 2015 ). 
– The cosmogenic series of Usoskin, Korte, and Kovaltsov (2008) ,
initially expressed in CRII (Cosmic Ray Induced Ionization Rate
Reconstruction), based on concentrations of 14 C (years 5 to
2005). 
– The cosmogenic series of Delaygue and Bard. (2010) , initiallyexpressed in 10Be anomalies (years 695-1982). 
P. de Larminat / Annual Reviews in Control 42 (2016) 114–125 117 
Fig. 4. Four low frequency index for solar activity. 
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Fig. 5. Volcanic activity. 
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Fig. 6. Structure of an energy balance model. Making connections Usoskin-SORCE/TIM, Delaygue-SORCE/TIM, 
soskin-SGN, Delaygue-SGN, this produces a catalogue of four so-
ar indicators ( Fig. 4 ). 
.6. Volcanic activity 
Volcanic activity is estimated through the Aerosols Optical
epth (AOD) produced by eruptions ( Crowley & Unterman, 2013 ). 
Fig. 5 shows this indicator u 3 , centered on its mean value and
ign changed, because volcanism is known to impact the tempera-
ures downwards. 
. An identiﬁable model 
.1. General circulation models (GCM) 
GMC’s are knowledge models, which can be simulated by ﬁnite
lements, including thousands of interconnected cells (atmospheric
nd oceanic). The equations that govern each cell and their mutual
nteractions are ﬁrstly those of fundamental physics: mass and en-
rgy conservation, ﬂuid mechanics, thermodynamics, radiation, etc.
They incorporate also some amount of more or less empirical
epresentations concerning for example the clouds, their genesis
nd their radiation and absorption properties, or the heat trans-
er at the Earth’s surface by convection, evapotranspiration, etc.
he associated parameters are somewhat arbitrary and usable as
djustment variables. The overabundance of adjustable parameters
ives designers the ability to get any desired result, in particular
ccurate reproduction of the warming in the last quarter of XX th 
entury. 
Note ﬁnally that the GCMs spontaneously reproduce the ﬂuc-
uations of the atmospheric or oceanic chaos, at the origin of the
limate internal variability (see Section 3.6 ). 
.2. Energy balance models (EBM) 
The large numerical models are obviously the only ones able to
eﬂect the regional climatic particularities. However, if interest is
rimarily focused on global behaviors, the climate system makes
o exception to the vast majority of complex systems, which lend
hemselves to representation by input-output models, so-called
black box’ (or ‘grey box’ models, when they incorporate some
acroscopic physical laws). 
This is the case of so-called Energy Balance Models, some of
hich have been developed by IPCC (e.g. Meinshausen, Raper, &
igley, 2011 ). These models reproduce the global behavior of large
igital models, on which they are tuned, but their complexity is
ot yet reduced enough to make them identiﬁable from the avail-
ble input-output climate observations. .3. Proposed structure 
Our climate model is organized into two coupled subsystems
 Fig. 6 ). 
The heat accumulation subsystem includes all the thermal iner-
ia in which the ﬂow  of energy balance (in Wm –2 ) accumulates,
irculates and diffuses. It mainly consists in oceanic mass, the su-
erﬁcial thermal inertias of the continents being negligible. 
The thermal inertia of the atmosphere is also negligible. It accu-
ulates virtually no energy, so that the radiative balance  at the
op Of the Atmosphere (TOA) is therefore fully transmitted, with-
ut signiﬁcant delay, into the oceanic thermal inertia. Immediacy
s to be understood here with respect to the climate time scale, i.e.
ess than one year (time unit adopted in climatology). 
The thermal exchanges between atmosphere, ocean and space
re driven by the three aforementioned independent causal inputs
 , referred to as forcing factors, and also by the resulting global
urface temperature T G , which depend itself on the oceanic tem-
erature T O . 
.4. Mathematical expression of the model 
The accumulation of heat in the oceanic thermal inertia is de-
cribed by: 
 O d T O /dt =  (1) 
here I O is in ( W / m 
2 )/( K / year ). 
The thermal exchanges ( Fig. 6 ) expresses into algebraic equa-
ions. Regardless of their complexity, one can admit the existence
f linear approximations. Then,  is classically written as: 
≈ α1 u 1 + α2 u 2 + α3 u 3 − λ ( T G − T E ) (2) 
Recall that the u i are the deviations of the forcing indicators
ompared to their nominal values. The products αi u i give the re-
ulting radiative forcings, where the αi ’s are the associated coeﬃ-
ients of radiative forcing. 
T E is the hypothetical surface temperature at equilibrium, when
 =u =u =0, and assuming the absence of internal variability.
118 P. de Larminat / Annual Reviews in Control 42 (2016) 114–125 
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m  This T E is unknown, due to the lack of measurements in the pre-
industrial era. 
λ is a climatic feedback coeﬃcient, expressing the variation of
the radiative balance under the effect of the deviation T G – T E . All
the above parameters are widely used in the climate science. They
directly result from the universally accepted concept of energy bal-
ance. 
In ( 2 ), the global surface temperature T G results from the ther-
mal version of the Ohm law: 
T G = T O + r  (3)
where r denotes the thermal resistance through the surface, de-
pending on the convection characteristics of the atmospheric and
oceanic limit layers, and on the evapotranspiration properties of
the surface. Eliminating  between Eq. (1 to 3 ) easily leads to the
monodimensional state space model: 
T clim d T O /dt = −T O + T E +  S i u i 
T G = (1 − ρ) T O + ρT E + ρ  S i u i (4)
where: 
T clim = I O (1 + r λ) /λ, ρ = r λ/ (1 + rλ) , (5)
S i = αi /λ, i = [1 : 3] (6)
An equivalent formulation is the following: 
( T G − T 0 ) = G (s ) ( S 1 u 1 + S 2 u 2 + S 3 u 3 ) (7)
where 
G (s ) = 1 + ρ s T clim 
1 + s T clim 
(8)
is a transfer function of unit dc gain ( G (0) = 1) and the S i ’s are the
equilibrium sensitivity coeﬃcients with respect to the forcing fac-
tors u i . 
The structure ( 7 , 8 ) results from reasonable physical assump-
tions. The most important point is that the transfer function G ( s )
is common to the three entries. This comes from the fact that the
radiative balance is generated by the atmospheric machinery, as-
suming a negligible thermal inertia, and therefore modeled by al-
gebraic equations, such as 2 and 3. The transfer function G ( s ) re-
duces here to a ﬁrst-order ﬁlter (with numerator), which appears
to be suﬃcient to describe the climatic transients in response to
the low frequency components of the excitations u i . It is not neces-
sary to introduce a transfer function G ( s ) of higher order, as we did
in our book ( de Larminat, 2014 ). Even without formal evaluation
(AIC criterion, for example), it appears through our identiﬁcation
attempts that higher order models are over-parameterized, regard-
ing the input output data, which would require – as we previously
did – an arbitrary tuning of the denominator the denominator of
G ( s ), in order to reduce the number of free parameters. 
3.5. A priori estimates 
The model will be identiﬁed under the reduced form ( 7 , 8 ). In
its last report, IPCC gives bounds for equilibrium sensitivity to CO 2 
doubling: 
1 ◦C < S 1 ( Prob . > 95 %) , S 1 < 6 ◦C ( Prob . > 90 %) (9)
IPCC does not directly provide such bounds for the solar sen-
sitivity S 2 . Nevertheless, we can deduce it, knowing that ( 6 ) im-
plies S 2 = ( α2 / α1 ) S 1 . According to IPCC, the radiative forcing to
CO 2 doubling is α1 ≈ 3.7 Wm −2 ± 10%. In the IPCC models, so-
lar activity is assumed to be acting through the energetic factor
only, then α2 =1, after converting the TSI into Net Solar Irradiance :
NSI = (1 −0.3)/4 × TSI, where the factor 1/4 is for Earth sphericitynd where 0.3 is the mean terrestrial albedo . Dividing ( 9 ) by α1 ,
e obtain the following bounds on sensitivity irradiation: 
 . 27 ◦C/W m −2 < S 2 < 1 . 62 ◦C/W m −2 (10)
Using our solar indicators, based on SORCE/TIM, we shall see
hat the identiﬁed lower bound for S 2 will be much greater than
he above upper bound, except when using the hockey stick curve.
.6. Internal variability 
The natural variability of the climate results from variations of
auses other than human (solar, volcanic). It includes also, but is
ot restricted to internal variability , which mainly comes from tur-
ulences, inherent to any ﬂuid ﬂows. The chaos of the atmospheric
nd oceanic circulations originates from a tingling of independent
auses: the famous ﬂaps of butterﬂy’s wings, able to initiate – or
ot – meteorological or climatic events). Globally, internal vari-
bility is equivalent to an additive disturbance v acting on the
utput: 
( T G − T 0 ) = G (s ) [ S i u i ] + v 
This disturbance is not a white noise (an independent se-
uence) and its spectrum will be taken into account, if not in the
ethod of identiﬁcation, at least in the calculation of the variance
f the estimated parameters (see Appendix B ). 
. Identiﬁcation 
.1. Speciﬁcity of the climate process identiﬁcation 
In system identiﬁcation, it is usually recommended to save part
f the data for model validation purposes. To do this, it would be
ecessary, either to have multiple experiments, or to split a single
ne, but of long duration. 
History, climate or other, does not repeat itself. Regarding the
ow frequencies involved in the climate process, one millennium is
arely enough, and splitting would make it unusable for the iden-
iﬁcation, in particular with regard to solar activity. In this situ-
tion, validations through the statistical calculation of the uncer-
ainty ranges according to rigorous methods is therefore of partic-
lar importance. 
Another diﬃculty comes from the discrepancies in the recon-
tructions of temperature and of solar irradiance ( Figs. 1 and 4 ). 
Depending on the selected data, some uncertainty ranges will
eveal incompatible with each other (see below Fig. 10 ). In absence
f objective criteria for rejecting some data rather than others, the
nly objective attitude is to present all of the results obtained from
he 16 possible combinations (4 temperature × 4 solar irradiances),
nd to leave observers their freedom of judgment. 
.2. Method 
Since several decades, identiﬁcation of dynamic systems is a
ature discipline: A˚ström and Eykoff (1971); de Larminat and
homas (1977) ; Söderström and Stoica (1988); Walter and Pron-
ato (1997); Ljung, (1999) ; de Larminat (2009), chapter 13; Landau
2001) . 
Here, observation data are poor in events and severely dis-
urbed by noises and internal variability. Then, the simplest and
ost robust method is the Output Error method (OE). 
The principle is easily understandable, even by non-experts: it
onsists in simulating the model (here the Eq. (7) ), fed by the
ecorded input signals u i , and in tuning the parameters of the
odel until the deviation between the simulated and observed
utput be minimized in the mean square sense. Using the OE
ethod, the observation data speak freely, without any constraints
P. de Larminat / Annual Reviews in Control 42 (2016) 114–125 119 
Fig. 7. Free identiﬁcation. 
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d  hat could impact the results, nor even structures or variances of
oises. 
Actually, like for many other identiﬁcation methods (AR, AR-
AX, B&J, PEM, etc., see Ljung (1999) ) the statistical characteris-
ics of the noises and disturbances are extracted from the observed
ata themselves (here from the correlation function of the residu-
ls). So, we do not need to make use of the conﬁdence ranges that
re often provided with the climate data. 
In our case, the residual output error will be far from a white
oise ( Fig. 7 -b). The method is therefore not statistically optimal.
his does not prevent computing the variance of the estimator (un-
er the classical approximations: normality, ergodicity, asymptotic
onvergence, etc.) See Appendix B . 
.3. First set of results 
Consistently with our principles, we have dealt with all the
ombinations of data sets, but for the sake of illustration, this sec-
ion is limited to the identiﬁcation results from our ﬁrst combi-
ation of temperature and irradiance, namely Moberg ×Usoskin-
ORCE/TIM. 
Fig. 7 shows (a) the simulated output of the optimized model,
b) the output error and (c, d, e) the respective contributions of the
hree forcing factors. In these frames, the light grey curves show
he observed output (Moberg). 
It can be seen that the output error is large, but comparable
ith the millennial simulations of IPCC (see e.g. AR5, 2013 ; Fig.
 (b), p. 78). This comes not only from output noise, reconstruction
rrors, and identiﬁcation errors, but mainly from the internal cli-
ate variability ( Section 3.6 ), irreducible by nature. This last com-
onent being not a white noise, it not an independent identically
istributed sequence (idd). 
Yet in this ﬁrst case, the recent anthropogenic contribution is
ound to be less than the contribution of solar activity. Reﬂect-
ng the predominance of internal variability in the error output,
he natural contribution (solar and volcanic activities, plus internal
ariability) becomes clearly much greater than the anthropogenic
ontribution in the recent warming. 
Recall that the contributions shown in Fig. 7 are speciﬁc to our
rst combination of data. One should therefore not yet generalize
hese conclusions. .4. Tests of hypothesis 
Another way to practice the identiﬁcation techniques is to per-
orm forced optimizations, under assumptions of which we want
o test the relevance. According to the IPCC, solar activity acts ex-
lusively through the total ﬂux of solar irradiance, with a rather
nsigniﬁcant solar sensitivity, most likely less than 1.6 2 °C/Wm –2 
 Eq. (10) ). 
As expected, performing the identiﬁcation under this constraint
 S 2 < 1.62 °C / Wm 
−2 ) leads to an insigniﬁcant solar contribution
 Fig. 8 -d), and recent warming mostly attributed to the anthropic
actor (frame c). 
Some indications tend to dismiss this hypothesis: 
– In the free identiﬁcation, solar activity contributes to explain
the medieval warm period and the little ice age. It is not so in
forced identiﬁcation ( Fig. 9 -d). 
– As a result, the error output visibly increases over these peri-
ods. 
– A signiﬁcant cross-correlation (not shown here) appears be-
tween the solar activity indicator and the output error, sign of
a causality not taken into account. 
Visual assessments being not formal proofs, this must be con-
rmed by hypothesis testing, in order to conﬁrm whether the er-
or output really signiﬁcantly increases, implying rejection of the
ypothesis. The statistical tests, based on the estimated variances
 Appendix B ) show that: the hypothesis of a low sensitivity to solar
ctivity must be rejected with a probability level greater than 90%. 
Similarly one can test the hypothesis of a low anthropogenic
ensitivity, in the limit S 1 = 0. Then, the reproduction of recent
arming is signiﬁcantly degraded, but the estimated internal vari-
bility remains comparable to the millennial values. The hypothesis
est conﬁrms: with a 90% probability level, one cannot reject the
ypothesis of a zero anthropogenic contribution. In other words:
he selected combination of observation data invalidates the claim of
he IPCC, that the anthropogenic contribution to recent warming is
redominant with 95% probability level. 
.5. Exhaustive results 
Previous results were one-off, based on one particular set of
ata. Instead of detailing similar results, contributions and tests
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Fig. 9. Conﬁdence intervals. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. Anthropic contribution to climate change. 
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f  relating successively to each set, Fig. 9 limits to the estimates of
S 1 and S 2 , along with their 90% conﬁdence intervals, calculated
from the 16 combinations of data. There are grouped into four sets,
relating to the respective reconstructions of Moberg, Ljungqvist,
Loehle and Mann. Each group is subdivided according to the four
reconstructions of solar irradiance ( Section 2.5 ). The grey segments
show the ranges of sensitivity according to IPCC ( Eqs. 9 and 10 ). 
Fig. 9 -b clearly shows a total mismatch between conﬁdence in-
tervals resulting from the use of the Mann’s reconstruction and
those from the ﬁrst three. At the same time, this last alone could
conﬁrm the IPCC parametric ranges, both for the anthropic and the
solar sensitivity. 
At the outset, there is no reason to discard the reconstruction of
Mann: scientiﬁc truth does not determine by majority. The hockey
stick graph had appeared repeatedly in previous reports of the
IPCC, and it is still widely used in many vulgarization reports on
climate change. But one cannot ignore that it has been the subject
of serious controversies; and it must also be reported also that the
IPCC no longer mentions it anywhere in the 1550 pages of his 2013
report, even in chapter 5 on Paleoclimate Archives. 
If we limit ourselves to the three other reconstructions
(Moberg, Ljungqvist, Loehle), then our conclusions are as follows: 
About anthropic sensitivity: 
The partial conclusions of 4.3 and 4.4 don’t generalize. In the
whole, the lower bound S 1 > 1 °C can neither be conﬁrmed, nor
invalidated. It depends also of the TSI reconstructions. But in all
cases, the upper bound S 1 < 6 °C is far from being reached. 
About solar sensitivity: 
The ﬁrst three reconstructions lead to reject the IPCC hypothesis
of a low sensitivity to solar activity. 
Two explanations may combine. The ﬁrst could be the exis-
tence of mechanisms of solar action other than energy factor, the
only one retained by IPCC; the second could be a too low eval-
uation assessment of the LF component in the SORCE/TIM recon-
struction, used as reference in Section 2.5 . If one adopts a recon-
struction where the LF component is higher, such as Shapiro et al.,
(2011) , then the identiﬁed sensitivity range might become compa-
rable with that of the IPCC. 
Now, the most important is not the value of the coeﬃcient S 2 ,
but the assessment of whether or not the contribution of natu-
ral factors prevails on the human contribution. In Fig. 10 , twelve
simulations (discarding again those from Mann) show the anthro-
pogenic contributions on the last century. On average, the assertion
of the IPCC that most of the warming observed during the second
half of the 20th century is of human induced is not conﬁrmed. For further investigations, it would be of interest to use more
eﬁned analyses, for instance ( Faivre, Iooss, Mahévas, Makowski, &
onod, 2013 ). 
Anyway, one can think that the above conclusions are robust:
hey remain practically the same as in our previous works ( de
arminat, 2014 ), despite substantial quantitative changes, consec-
tive to the structure adopted for the model, the frequencies de-
omposition of solar activity and the selected paleoclimatic data. 
. Detection and attribution 
.1. Introduction: “Good practice guidance paper on detection and 
ttribution” (GPGP) 
Generally speaking, detection recognizes if there actually exists
 phenomenon potentially masked by random ﬂuctuations; while
he attribution speciﬁes, or even quantiﬁes the causes to effect re-
ashionship. D&A operates on the basis of climate observations and
rom some predetermined climatic models (GMC or EBM). Unlike
dentiﬁcation, it does not intend to rebuild or to retune these mod-
ls. Note that the human-induced climate change is set as a prin-
iple. This appears in the complete title: “Good practice guidance
aper on detection and attribution related to anthropogenic climate
hange ” (Hegerl, 2010), which echoes the mission of IPCC: “assess
he scientiﬁc, technical and socio-economic information relevant
or the understanding of the risk of human-induced climate change .”
 www.ipcc.ch/Procedures/Principles/Role ). 
This ‘Good Practice Guidance Paper’ (GPGP), was intended for
he drafters of the future AR5 report being prepared at that time.
PGP is partly a compendium of deﬁnitions and language ele-
ents: it speciﬁes that external forcing refers to causes external to
he climate system seen as a whole (typically human, solar and
olcanic actions), while the term external drivers is for more gen-
ral use (e.g., ‘the reduction of sea ice might act as an external driver
n polar bear populations’ ). 
It also introduces the concept of confounding factor “which may
ask or shears the effects of external forcings and drivers”. A long
ist includes the following items: “... model errors and uncertainties;
mproper or missing representation of forcings in climate and im-
act models; structural differences in methodological techniques; un-
ertain or unaccounted for internal variability.. .”. Each of the points
bove would have deserved further clariﬁcations: by itself, warn-
ngs against confusions do not ensure that the D&A provides ad-
quate tools to avoid them. In particular, “unaccounted for internal
ariability” is mentioned as one such confounding factor. Actually,
t seems at the contrary that it is accounting for ENSO index which
ould constitute an obvious confusion, this between cause and ef-
ect ( Section 5.5 ). 
GPGP lists various methods for D&A: attribution to external
orcings (single-step or multi-step: depending on whether the
P. de Larminat / Annual Reviews in Control 42 (2016) 114–125 121 
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a  hain of causality is single or multiple); associative pattern attribu-
ion; assignment to a change in climatic conditions “which may be
he ﬁnal step in Multi-Step Attribution”. This last mention is impor-
ant: the GPGP points out that ‘ the overall assessment will generally
e similar to or weaker than the weakest step’ . 
The SPM describes about twelve climatic effects, all attributed
o anthropogenic inﬂuence: in the ﬁrst place the global warm-
ng itself. Then, come the melting of sea ice, the raising of the
ea level, the frequency of extreme events, the heat waves, etc.
n chapter 10 of AR5, about sixty contributors provide dozens of
ther examples, giving material to about 700 bibliographical refer-
nces. However most of the submitted attributions are multi-step
nes and involve anthropic global warming as an initial step. If the
eakest link lies in the attribution of global warming to human
ctivity, then the reality of all these attributions becomes highly
uestionable, and their accumulation cannot in any way be con-
idered as multiple evidence of human inﬂuence on climate. 
Subsequently, we will thus focus exclusively on the assessment
f the validity of the attribution of global warming by mean of the
&A. 
.2. D&A and ﬁngerprinting 
One of the main tools used in D&A is called ‘optimal ﬁngerprint-
ng’ , a concept introduced in the 1990’s ( Hasselman, 1993 ). The
rinciple is as follows (see, for example, Hegerl and Zwiers 2011 ). 
Regarding global temperature, ﬁngerprints (or patterns) are de-
ned as the changes in the simulated temperature in response to
bserved variations of each external forcing or driver, considered
ndependently. The used simulation models are either some large
igital general circulation models (GCM), either simple energy bal-
nce models. Unlike the approach of identiﬁcation, these models
re a priori ﬁxed, and the D&A is not intended to revisit them.
aking explicit linear hypothesis: 
 = X 1 + X 2 + X 3 + v (12)
here y is the observed global temperature, X i the ﬁngerprints
ssociated with each indicator of forcing (e.g., human, solar and
olcanic activities), and v results from internal variability or from
ny unlisted causes. Introducing possible model errors, Eq. (12) be-
omes: 
 = Xa + v (13)
here X = [ X 1 X 2 X 3 ], and where a is a vector of scaling factors,
ach nominally equals to 1. An estimate of a may be obtained by
ome linear regression (e. g. BLUE: Best Linear Unbiased Estimate):
ˆ = ( X T C −1 X ) −1 X T C −1 y (14) 
here the matrix C is the covariance of internal variability signal,
he determination of which we will return on. The variance of the
stimate ˆ a is given by the expression ( X T C −1 X ) −1 , from which one
an deduce the conﬁdence intervals associated with estimates ˆ a.
epending on whether the estimated intervals include (or not) the
alues 1 or 0, changes in y will be detected (or not), and will be
ttributed (or not) to the corresponding forcing factor. 
.3. Relations with identiﬁcation 
The D&A allows involving the large General Circulation Models,
nd thereby addressing regional or local phenomena, ignored by
he ‘black boxes’ models. But if one restricts to the fundamental
uestion of the attribution of global warming, the D&A is strongly
elated with our identiﬁcation, so much that both methods might
e expected to lead to the same conclusions. 
Actually, let’s take again our model structure ( Eq. 7 ):
 T −T ) = G ( s ) ( S u + S u + S u ). The associated ﬁngerprints areG 0 1 1 2 2 3 3 hen nothing else than the contributions of the various inputs to
he output, simulated by a model fully speciﬁed a priori , including
 ( s ) and sensitivities: X i =G ( s ) S i u i . 
Then, the vector ˆ a, obtained by optimal ﬁngerprinting ( Eq. 14 )
ould allow a readjustment of the initial sensitivities, by multiply-
ng the a priori given values S i by the factors ˆ ai . The main differ-
nce between our identiﬁcation and D&A is that the last kept the
ransfer function G ( s ) outside the scope of the identiﬁcation. In the
CM, the sensitivities do not appear explicitly. The D&A therefore
annot lead to identiﬁcation strictly speaking. Besides this point,
here is no fundamental difference in nature between deductions
ased on D&A and those from system identiﬁcation, by hypothesis
esting’s and conﬁdence intervals. 
By nature, this identiﬁcation has the advantage of taking into
ccount uncertainties on the transients modeled by the G (s), while
he D&A only claims being robust: “Attribution does not require, and
or does it imply, that every aspect of the response to the causal factor
n question is simulated correctly ” (AR5, p 873). If one admits this,
t is therefore necessary to look elsewhere to understand why the
onclusions between D&A and identiﬁcation are so much opposed.
inor technical differences, such as OE vs. BLUE do not bring sig-
iﬁcant explanations. Ultimately, the explanation would ﬁrst of all
e in the data used, their period and their natures. 
.4. Observation periods 
Almost all of D&A studies focus on climate observations start-
ng after 1850, sometimes even well afterwards (1979). These du-
ations are much too short. 
A ﬁrst reason lies in estimation of the statistical characteristics
f internal climate variability (the C matrix of Eq. (14) ), which is
ssential to detect whether a variation emerges or not above the
evel of internal variability. This variability can be ﬁrst assessed by
eans of general circulation models simulations, which inherently
an reproduce the atmospheric and oceanic chaos, primary respon-
ible for internal variability. Then it raises the question of the abil-
ty of these models to actually reproduce the variance and espe-
ially the low-frequency spectrum of this variability. 
These characteristics can also be determined empirically, from
he residues ˆ v = y − X ˆ a. In AR5, chapter 10, contributors show
ome embarrassment and inconsistency on this subject: “It is dif-
cult to evaluate internal variability on multi-decadal time scales
1950-2010) in observations, given the shortness of the observa-
ional record …” (p. 881), in contradiction with: “… it is diﬃcult to
alidate climate models’ estimates of internal variability over such
 long period ” (1861-2010: p. 882.) 
The second reason is that paleoclimatic data do exist, and thus
annot be ignored. Millennial observations suggest a causal rela-
ionship between solar activity and global temperature. The role of
dentiﬁcation, as well as of D&A, is to assess the validity of this
uggestion trough statistical analysis. Limiting itself to a centennial
ime scale, the D&A leaves virtually no possibility to attribute the
ecent warming to solar activity rather than to human inﬂuence.
n the other hand, treatment of the millennial data by D&A would
lmost certainly lead to conclusions similar to ours. 
.5. El Niño: a confusion factor between cause and effect 
Internal variability mainly arises from Ocean chaos, through the
hermohaline circulation , also called meridional overturning circula-
ion (MOC) . The driving force of this circulation is the downwelling
f the cooled and densiﬁed waters in Polar Regions. Those disperse
nd spread at the bottom of the oceans before resurfacing, among
any others places, in the vicinity of the eastern coast of Paciﬁc.
he chaotic variations of the atmospheric circulation can inhibit for
 more or less long time these cold upwelling, whose absence then
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Fig. 11. From Imbers et al. (2013) . 
(Top) The variations of the observed global mean surface temperature anomaly 
(HadCRUT3), and the best multivariate ﬁts using the method of Lean, Lockwood, 
Folland and Kaufmann. 
(Below) The contributions to the ﬁt from (b) El Niño-Southern Oscillation (ENSO), 
(c) volcanoes, (d) solar forcing, (e) anthropogenic forcing and (f) other factors (At- 
lantic Multi-decadal Oscillation (AMO) for Folland and a 17.5-year cycle, semi- 
annual oscillation (SAO), and Arctic Oscillation (AO) from Lean). 
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t  induces a more or less temporary warming. It is the El Niño phe-
nomenon, and La Niña refers to the inverse situation. 
The intensity of El Niño phenomena is assessed through the
ENSO index (El Niño South Oscillation Index, or SOI), deﬁned from
a batch of measures: pressure, atmospheric and oceanic temper-
atures, wind speeds, etc. A strong correlation between ENSO and
short-term global temperature variations is established, and makes
the interest of this index. 
The ENSO index is equated with an external driver in many
studies: Lean (2009), Lockwood (2008), Folland et al., 2013, Kauf-
mann, Kauppi, Mann, & Stock (2011) . Their works was collected by
Imbers, Lopez, Huntingford, and Allen (2013) , and reported in the
AR5. Our Fig. 11 reproduces ﬁgure 10.6 of AR5. It can be criticized
in several respects. 
The anthropogenic contribution to global warming appears to
be predominant (frame e). Among them, the lowest is that from
Folland (green), which deals with the longest duration of observa-
tion (1890-2010); the others start in the 1950 ′ s or later. Visibly, the
more the duration is restricted to the recent period, the more the
correlation between warming and human activity predominates.
Conversely, there is little doubt that an attribution based on mil-
lennial observations would reverse the ﬁndings of the D&A, in ac-
cordance with the results of the identiﬁcation. 
Finally, there is something more questionable: the assimilation
of the ENSO index (or similar: AMO, SAO, AO) to some external
forcings. Recall that these indexes consist in batches of climatic ob-
servations. Each of them is an effect of the external forcings, and a
combination of effects cannot in any case be considered as a cause
for the climate system as a whole. Actually, as said in 3.6, inter-
nal variability results from a tingling of elementary independent
causes, but as soon as a measurable effect appears, it depends alson the global or regional climatic state, which depends itself of the
eal external causes. 
It is not because oceanic chaos is involved in the onset of
l Niño that it is akin to an independent perturbation: the up-
elling’s are not only due to chance, but are modulated by the
ean level of the upper thermocline limit, which mainly depends
n the amount of heat in the ocean, itself determined by the ra-
iative balance, and therefore by the external forcings. One might
onsider ENSO as a cause (in the sense of an external driver) only
or some subsystem, to be delimited through decomposition of the
limate process in interconnected sub-systems, involving various
eedback loops. Hence, dealing with El Niño in the same way than
n external forcing is a methodological error, which is obvious to
ny expert in systems science. 
Yet, in AR4 (2013), IPCC quote numerous works on the depen-
ence of ENSO on solar activity, and more generally of many other
ropical Paciﬁc climatic signals, as attested by the following quota-
ions: 
1. van Loon, Meehl, and Shea, 2007 : “This then is physically
consistent with the mechanisms that link solar forcing to a
strengthening of the climatological mean circulation and pre-
cipitation features in the tropical Paciﬁc”; 
2. van Loon and Meehl, 2008 “in solar peak years the sea level
pressure (SLP) is, on average, above normal in the Gulf of Alaska
and south of the equator”; 
3. White and Liu, 2008 “we ﬁnd most El Nino and La Nina
episodes from 190 0–20 05… Here we ﬁnd these alignments
replicated in both coupled general circulation model and con-
ceptual model driven by 11-yr solar forcing”; 
4. Meehl, Arblaster, Matthes, Sassi, and van Loon, 2009 “One of
the mysteries regarding Earth’s climate system response to vari-
ations in solar output is how the relatively small ﬂuctuations
of the 11-year solar cycle can produce the magnitude of the
observed climate signals in the tropical Paciﬁc associated with
such solar variability”; 
5. Tung and Zhou, 2010 “It is noted that previous reports of a
coldtongue (La Niña–like) response to increased greenhouse or
to solar-cycle heating were likely caused by contaminations due
to the dominant mode of natural response in the equatorial Pa-
ciﬁc”; 
6. Roy and Haigh, 2010 “An important aspect of our paper is to
point out that the timing is crucial to show how this produces
apparent discrepancies between different analyses and how it
may be used to test mechanisms proposed to explain solar-
climate links, in the context of ENSO variability”; 
7. Roy and Haigh (2012) . Both the SLP and SST signals vary coher-
ently with the solar cycle and neither evolves on an ENSO-like
time scale; 
8. Bal, Schimanke, Spangehl, and Cubasch, 2011 “there is evidence
for a La Niña-like response assigned to solar maximum condi-
tions”; 
9. Haam and Tung, 2012 “The solar peak years can coincide with
cold ENSO by chance, even if the two time series are indepen-
dent”; 
0. Hood and Soukharev, 2012 “the tropical lower stratospheric re-
sponse is produced mainly by a solar-induced modulation”; 
1. Misios and Schmidt, 2012 . “the tropical Paciﬁc Ocean should
warm when the sun is more active”. 
All the above references are quoted from AR5 (Box 10.2: The
un’s Inﬂuence on the Earth’s Climate ). They take place after the
ollowing statement: « it can be diﬃcult to discriminate the solar-
orced signal from the El Niño-Southern Oscillation (ENSO) signal ».
et, this wording seems to go against the substance of the quoted
orks (except the ninth): the question is not to discriminate be-
ween two more or less similar signals, but to recognize that the
P. de Larminat / Annual Reviews in Control 42 (2016) 114–125 123 
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H  NSO signal is not an independent external forcing, and that it is
nconsistent to include it, like in Fig. 11 , with the same status as
he real external forcings. It has the effect of minimizing the con-
ribution of solar activity, already underestimated by omitting the
illennial observations. In contrast, the above proposed identiﬁca-
ion method clearly detects a strong contribution of solar activity
n the recent climate variations. 
. Conclusions 
General circulation models are powerful tools for the study of
he climate system. Unfortunately, they still include many empir-
cal representations concerning phenomena to which the climate
s extremely sensitive, mainly those involved in the generation of
louds. It is also possible that some climate mechanisms be still
ompletely unknown, in particular those related to solar activity. 
These models should therefore absolutely be validated by obser-
ations. Regarding global temperatures, models must be assessed
ccording to their ability to predict, or at least to reproduce the
ast evolutions. The approach by “Detection and Attribution” of the
lobal warming is an attempt in this direction, but it not convinc-
ng for the reasons set out in Sections 5.4 and 5.5 and that we
ecall: 
The ﬁrst reason is the systematic restriction of observations to
he period ‘history’ ( post 1850), or even to the period ‘satellite’
 post 1979), thus leaving out paleoclimatic data, that are essential
espite their imperfections. 
The second is a ﬂagrant systemic error, relative to the use of
ariability index (ENSO, AMO, or other). When there is confusion
etween cause and effect, it is diﬃcult to give some credit to the
esulting conclusions. 
The third is that the ﬁndings of D&A are contradicted by those
f the identiﬁcation of the climate system ( Sections 2 to 4 ). Ob-
ervation data being what they are, ﬁndings of identiﬁcation are
ar from perfect. Yet parametric conﬁdence intervals and hypothe-
is testing related to identiﬁcation allow direct comparison with
he D&A. It appears that, despite dispersion of the observation
ata, the thesis of a predominant contribution of human activity
o global warming should be revisited in favor of dominant natural
ontributions: solar activity and internal variability. 
ppendix A. Three component decomposition 
The decomposition of a (solar) signal y into its three compo-
ents is obtained here by a Raugh-Tung-Striebel smoother (see e.g.
imo Särkkä, 2013 ), based on the following stochastic model: 
y = y 1 + y 2 + y 3 , 
d y 1 
3 /dt 3 = w 1 , 
 y 2 
2 /dt 2 + ( 2 π/ 11 ) y 2 = w 2 , 
y 3 = w 3 , 
here the w i are assumed Gaussian independent white noises,
hose power spectra are the synthesis parameters of the
lgorithm. 
ppendix B. Estimating the parametric uncertainty variance 
Let’s explicit the dependence of the observed output y of a pro-
ess in relation to a vector θ of parameters by writing: 
 = f (θ ) + v , 
here: 
– y = [ y 1 y t y N ] T is the sequence of observed outputs, from
time t = 1 to t = N – f ( θ ) = [ f 1 ( θ ) f t ( θ ) f N ( θ )] T is the series of the outputs, which
would result from the simulation of the exact model driven by
the observed inputs. 
– ν= [ ν1 νt νN ] T represents the noises and disturbances act-
ing on the output, including those coming from input errors.
This sequence is assumed to be identically distributed, ergodic
and centered, but not independent. 
The OE estimate of ˆ θ is that which minimizes the criterion: 
(θ ) = ‖ y − f (θ ) ‖ 2 . 
Around optimal estimate, the ﬁrst order development of the
unction f ( θ ) is written as: 
f (θ ) ∼ f ( ˆ  θ ) + F θ (θ − ˆ θ ) 
here F θ is the Jacobian matrix of partial derivatives of f . At the
ptimum, the gradient J θ of J ( θ ) is zero. It develops as: 
 θ = 2 F T θ (y − f ( ˆ  θ )) = 2 F T θ (v + f (θ ) − f ( ˆ  θ )) = 0 
Replacing f ( θ ) by its development gives: 
 F T θ (v + F θ (θ − ˆ θ )) ∼ 0 
Deﬁne F + 
θ
as the pseudo-inverse of F 
θ
: F + 
θ
= (F T 
θ
F 
θ
) −1 F T 
θ
. Pre-
ultiplying the equation above by (F T 
θ
F 
θ
) −1 leads to the error es-
imation: 
ˆ − θ ∼ F + 
θ
v 
The error variance V θθ = E[( ˆ  θ − θ ) ( ˆ  θ − θ ) T ] is there-
ore approximated by: V θθ ∼ E(F + θ v v T F + T θ ) = F + θ V vv F + T θ , where
 νν =E ( v v T ). 
In order to perform this expression, the Jacobian matrix F θ is
omputed through ﬁnite differences, carrying out n simulations,
uccessively varying each component: ˆ θi → ˆ θi + δθi . Under the er-
odicity hypothesis, the variance matrix V vv can be calculated us-
ng the autocorrelation function of the residuals ˆ v = y − f ( ˆ  θ ) : 
 vv (i, j) ∼ 1 
N 
N ∑ 
t=1 
ˆ vt ˆ  vt+ i − j 
Once determined variance V θθ , one can perform any classical
nalyses: uncertainty ranges, parametric tests, etc. 
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