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"Toda a nossa ciência, comparada com a
realidade, é primitiva e infantil - e, no en-
tanto, é a coisa mais preciosa que temos".
Albert Einstein

RESUMO
Neste trabalho efetuamos um estudo das soluções de equações de onda
em espaços curvos. Abordamos a formulação das equações de Dirac e
Klein-Gordon em uma geometria arbitrária. Como resultado, encon-
tramos uma solução analítica para equação de Klein-Gordon no espaço
tempo de uma corda cósmica. Na sequência resolvemos a equação de
Dirac em 1+1 dimensões em um referencial acelerado para duas situ-
ações de interesse. Na primeira solução obtida, resolvemos a equação
sem potencial escalar e obtemos soluções que representam energia dis-
creta. No segundo caso, resolvemos para o potencial do tipo exponen-
cial. Um resultado interessante foi a ocorrência de estados de energia
nula em ambas soluções. Por m estudamos a equação de Dirac no
espaço- tempo de Melvin. Neste problema consideramos a métrica de
um espaço que possui um campo mangético constante em uma direção.
Palavras-chave: Equação de Dirac. Equação de Klein-Gordon. Es-
paços Curvos. Cordas Cósmicas. Campo Magnético Intenso

ABSTRACT
In this work, we presents solutions for the wave equations in curved
space-time. We use general relativity principles to formulate quantum
wave equations for bosons and fermions. We nd an exact solution of the
Klein-Gordon equation and determine the energy spectrum of the par-
ticle in the cosmic string space-time. In addition, we obtain two exact
solutions for the 1+1 dimensional Dirac equation in Rindler space-time.
In the last chapter, we consider the Dirac equation in Melvin space-
time. The energy spectra are computed and we show their dependence
on the magnetic eld.
Keywords: Dirac Equation. Klein-Gordon Equation. Curved Space-
time. Cosmic String. Strong Magnetic Field
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1 INTRODUÇÃO
Na escala macroscópica a teoria da relatividade geral vem ob-
tendo signicativo sucesso na descrição do comportamento físico, de
planetas no sistema solar até o universo como um todo. Entretanto, a
relatividade geral é uma teoria clássica, no sentido que não incorpora
efeitos quânticos. Nessa ótica, podemos pensar na teoria como uma
aproximação de uma formulação que leve em conta os efeitos quânticos
(WALD, 1984). Como toda aproximação, deve haver um limite em que
essa descrição não seja adequada. De fato, em escala atômica, os efeitos
quânticos se sobrepõem aos clássicos, onde a constante de Planck surge
como uma constante fundamental.
Efeitos da relatividade restrita foram incorporados em equações
de ondas quânticas tais como as equações de Dirac e Klein-Gordon.
Inicialmente a equação de Klein-Gordon foi interpretada como uma
equação descrevendo uma partícula. Essa interpretação foi em seguida
substituída devido à existência de densidades de probabilidades negati-
vas, além de energias negativas.
A equação de Dirac apresenta densidade de probabilidade posi-
tiva denida, no entanto, ainda ocorrem energias negativas associadas
a antipartículas. Por isso, a visão da equação de Dirac como equação
para uma partícula deve ser substituída em uma abordagem mais rea-
lista, uma vez que ela descreve partículas e antipartículas. A interpre-
tação como equações para campos é assumida tanto para a equação de
Klein-Gordon quanto para a equação de Dirac (RYDER, 1996), em um
contexto da teoria quântica de campos.
Apesar da necessidade da equação de Dirac ser considerada uma
equação para campos, a interpretação como uma equação para partícula
fornece bons resultados para o valor do momento magnético do elétron
e dos níveis de energia do átomo de hidrogênio (RYDER, 1996). Isso
nos motivou a estudar, em diferentes contextos, equações de ondas para
partículas de spin-0 e spin- 12 com a nalidade de calcular níveis de en-
ergia e possíveis correções nesses valores.
Quando aplicamos a equação de Dirac para resolver o problema
do átomo de hidrogênio, por exemplo, estamos assumindo um espaço
de Minkowski de fundo, que naturalmente não possui curvatura. A
situação muda sensivelmente quando tentamos incorporar no forma-
lismo geometrias relacionadas a espaços curvos. Para trabalhar com
tais geometrias, devemos aceitar que de alguma forma a estrutura do
espaço-tempo pode ser modicada. Nesta situação, estamos no terreno
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da relatividade geral, que trata justamente da relação entre o espaço-
tempo, matéria e energia.
Segundo a relatividade geral, a presença de matéria e energia
modica a geometria do espaço-tempo de uma maneira que pode ser
relacionada em uma única equação, a chamada equação de campo de
Einstein (WEINBERG, 1972), dada pela expressão1
R   1
2
Rg = kT : (1.1)
Do lado esquerdo dessa equação estão os objetos matemáticos relaciona-
dos a geometria do espaço-tempo, isto é, os tensores de Ricci de cur-
vatura R , curvatura escalar R e o tensor métrico g . No lado direito,
está o tensor de energia-momento que descreve a energia e o momento
de uma dada conguração de matéria no espaço-tempo.
Por outro lado, equações de onda para spin-0 e spin-1/2 no espaço-
tempo plano são capazes de fornecer soluções em que as partículas es-
tão em estados ligados. Dentre essas soluções, destacamos os resultados
obtidos com o uso do potencial de Aharonov-Bohm (AB) (AHARONOV;
BOHM, 1959; PESHKIN; TONOMURA, 1989), que pode ser exatamente
solúvel nas equações de ondas não relativísticas e relativísticas. Possui
uma rica estrutura algébrica que permite o estudo detalhado de muitos
aspectos físicos das partículas (YAU; POORTERE; SHAYEGAN, 2002; AL-
FORD; WILCZEK, 1989). É um tipo de interação que pode ser obtida
considerando um elétron viajando sob efeito de um potencial vetor A,
relacionado a um uxo magnético connado em um tubo com topologia
equivalente a de um cilindro (KHALILOV, 2005). Na mecânica não rela-
tivísica temos a solução da equação de Schroedinger para o oscilador
harmônico, usada para modelar uma gama de sistemas físicos. No
caso relativístico temos o chamado oscilador de Dirac, que foi proposto
com a nalidade de quando considerarmos o limite não relativístico
da equação de Dirac, termos o oscilador harmônico usual recuperado
(BERMUDEZ; MARTIN-DELGADO; SOLANO, 2007a; BERMUDEZ; MARTIN-
DELGADO; LUIS, 2008a; BERMUDEZ; MARTIN-DELGADO; SOLANO, 2007b;
BERMUDEZ; MARTIN-DELGADO; LUIS, 2008b; ITÃ´; MORI; CARRIERE,
1967; JAYNES; CUMMINGS, 1963; MANDAL; VERMA, 2010a; MARTINEZ-
Y-ROMERO; NUNEZ-YEPEZ; SALAS-BRITO, 1995; MOSHINSKY; SZCZEPA-
NIAK, 1989; PACHECO; LANDIM; ALMEIDA, 2003a; QUESNE; MOSHIN-
SKY, 1990; ROZMEJ; ARVIEU, 1999; VILLALBA, 1994). O potencial de
1Nos próximos capítulos discutiremos detalhes da equação de Einstein. Para
maiores informações procurar em: Weinberg, S. Gravitation and Cosmology John
Wiley & Sons, 1972.
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Coulomb, bem estudado na mecânica quântica (SCHIFF, 1968; DIRAC,
1958; LANDAU; LIFSHITZ, 1977), é outro exemplo de potencial que pro-
porciona soluções representando estados ligados. Este potencial surge
na equação de Dirac como a componente temporal do potencial vetor.
Porém, acoplar a equação de Dirac com um potencial vetor não é a
única maneira de uma partícula interagir com um campo externo. Con-
siderando a conservação da corrente da equação de Dirac, podemos levar
em conta os potenciais escalar, pseudoescalar, pseudovetorial e tensoral.
Em anos recentes, vem sendo dada atenção para chamado po-
tencial escalar, que em vez de entrar como um potencial vetor, é intro-
duzido junto a massa da partícula, com a substituição m! m+ V (x).
Na literatura há ainda a menção à chamada massa variável, em que
a massa constante é repassada por uma massa variável2 (PLASTINO;
CASAS; PLASTINO, 2001; DEKAR; CHETOUANI; HAMMANN, 1999; AL-
HAIDARI, 2002; ROY; ROY, 2002; SOUZA; ALMEIDA, 2000; MUSTAFA;
MAZHARIMOUSAVI, 2006; YU; DONG, 2004; YU; DONG; SUN, 2004; DONG
et al., 2007). Neste contexto, a equação de Dirac foi resolvida para o po-
tencial de Coulomb com a presença de uma massa variável (ALHAIDARI,
2004). Devido à ocorrência da massa variável, essa solução apresenta
um espectro de energia com correções nos níveis de energia, no entanto,
no limite em que a massa variável se reduz à massa constante, o espectro
de energia do problema de Coulomb usual é recuperado. No contexto
de um espaço-tempo de uma corda cósmica, foi efetuado um estudo das
soluções da equação de Dirac com massa variável (MARQUES; BEZERRA;
DONG, 2013). Neste caso, além dos efeitos da massa variável, o espectro
de energia sofreu correções devido a topologia da corda cósmica.
Outro ponto de atenção da comunidade cientíca, são os efeitos
no movimento de partículas em referenciais não inerciais na mecânica
quântica. Sabe-se que o uso destes referenciais pode ocasionar efeitos
mensuráveis no comportamento sistemas quânticos, dentre os quais podemos
destacar o efeito Sagnac (SAGNAC, 1913a; POST, 1967; SAGNAC, 1913b),
o efeito Mashhoon (MASHHOON, 1988), a existência do acoplamento en-
tre o momento angular e a velocidade angular de um sistema de referên-
cia em rotação (HEHL; NI, 1990; PAGE, 1975; WERNER; STAUDENMANN;
COLELLA, 1979). Além de referenciais em rotação, referenciais com
aceleração linear constante também são fonte de estudos em mecânica
quântica. O espaço-tempo de Rindler, que descreve um referencial com
aceleração constante, tem um interesse especial, no contexto da teoria
quântica de campos, devido ao efeito Unruh (FULLING, 1973; DAVIES,
2A rigor, a massa variável pode ser interpretada como um campo escalar acoplado
a massa de repouso da partícula.
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1975; UNRUH, 1976). Este efeito revela que um referencial acelerado
experimenta uma banho térmico de partículas. Em nosso trabalho re-
solveremos, no contexto de equações de onda para uma partícula, a
equação de Dirac para dois casos de interesse, onde a inuência da a-
celeração no espectro de energia e nas autofunções, será calculada. Nos
capítulos 6 e 7 discutiremos em detalhes esses problemas.
Ainda no contexto de referenciais não inerciais, partículas sob
ação de forças gravitacionais apresentam um comportamento alterado
devido à interação com campos gravitacionais. Um exemplo marcante
desse fato pode ser analisado na interação de neutrinos com a gravidade
(BRILL; WHEELER, 1957). Neutrinos são partículas com spin-1/2 e com
uma massa muito pequena ou nula. Dessa forma, podem ser descritos
pela equação de Dirac com a massa nula. Agora se considerarmos o
efeito da gravidade, como uma alteração da geometria do espaço-tempo,
a forma correta de levar em conta essa inuência é trocando derivadas
usuais por derivadas covariantes e o tensor métrico do espaço-tempo
plano pelo tensor métrico geral.
Em relação ao átomo de hidrogênio, sob efeito da gravidade (CO-
HEN; POWERS, 1982; BARROS, 2005, 2006), há trabalhos que estudam a
inuência da curvatura de um espaço-tempo arbitrário em determina-
dos níveis de energia (PARKER, 1980b, 1980a, 1981b, 1981a; PARKER;
PIMENTEL, 1982). Em especial, descobriu-se que além dos efeitos de
geometria, a topologia do espaço tempo desempenha um papel impor-
tante no espectro de energia de um átomo. O espaço-tempo de uma
corda cósmica, que representa um defeito topologico no espaço-tempo,
apresenta algumas propriedades interessantes. Localmente esse espaço-
tempo é plano, mas globalmente a coordenada angular possui um dé-
cit angular e essa característica causa um desvio nos níveis de energia
(MARQUES; BEZERRA, 2002).
Um estudo interessante, que interpreta a modicação da métrica
devido unicamente aos potenciais eletromagnéticos ou nucleares, foi
publicado recentemente (BARROS, 2005). Em particular foram obtidos
resultados referentes a uma métrica esfericamente simétrica, em que a
curvatura é associada ao potencial eletromagnético. O potencial gra-
vitacional foi desconsiderado, pois seus efeitos em escalas atômicas são
pequenos quando comparados ao potencial eletromagnético. De fato, o
espectro de energia, obtido da equação de Dirac radial para o átomo
de hidrogênio nessa formulação, indica uma boa concordância com os
dados experimentais.
Seguindo nessa linha, estudos da métrica de Kerr com o uso do
formalismo de Newman-Penrose, que é baseado em uma escolha especí-
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ca da base tetrada (SUCU; ÜNAL, 2004), foram feitos para derivar a
forma explícita da equação de Dirac nesse contexto (NEWMAN; PEN-
ROSE, 1962), onde a separação das coordenadas angulares das coor-
denadas radiais é feito com base no ansatz de Chandrasekhar (CHAN-
DRASEKHAR, 1976).
Atualmente existem indícios da existência de campos magnéticos
da ordem de 1015 Gauss nas proximidades da superfície de um magne-
tar. Uma questão de interesse é se campos dessa magnetude possam ter
efeitos importantes na estrutura do espaço-tempo, e assim uma inuên-
cia signicativa no comportamento de partículas nas suas proximidades.
O que faremos nesta tese é estudar essas questões, ou seja, o efeito da
curvatura do espaço-tempo nas soluções de equações de onda. Para isso,
desenvolveremos o formalísmo necessário e depois mostraremos como
pode ser aplicado em alguns casos de interesse.
No segundo capítulo, faremos um breve estudo da teoria de va-
riedades, que são espaços em que o formalismo da Relatividade Geral é
construído. Vetores covariantes e contravariantes irão ser denidos de
forma independente de um sistema de coordenadas nessa formulação.
Os símbolos de Christo¤el serão relacionados ao tensor métrico, propor-
cionando, dessa forma, um algoritmo para computarmos as conexões
com as derivadas do tensor métrico. Os tensores de Ricci e de cur-
vatura escalar serão relacionados aos os símbolos de Christo¤el através
de derivadas. E por m, a equação de Einstein será derivada usando o
princípio variacional, onde será mostrado que a combinação do tensor
de Ricci e curvatura escalar é proporcional ao tensor energia momento.
Na etapa seguinte, estudaremos o procedimento de resolução da
equação de Einstein. Exemplicaremos o procedimento para a métrica
da corda cósmica, onde derivaremos a solução interna e externa para
uma corda innita. Também examinaremos a métrica escrita em um
referencial em rotação constante.
Em seguida, no quarto capítulo, abordaremos a formulação das
equações de Dirac e Klein-Gordon em espaço-tempo plano (ROSE, 1961).
Examinaremos a solução elementar, relacionada a partícula livre, onde
a ocorrência de estados de energia negativa será constatada. A solução
da equação de Dirac relacionada ao átomo de hidrogênio será estudada
posteriormente.
A passagem para a equação de Dirac e Klein-Gordon em es-
paço curvo será feita através da promoção das derivadas convencionais
a derivadas covariantes e com a substituição da métrica do espaço
plano, para o tensor métrico g. Em especial, a equação de onda
para férmions, necessita de um estudo do comportamento de espinores
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em relação a transformações de coordenadas, isso nos levará a análise
do grupo de Lorentz, em que necessitaremos usar a representação es-
pinoral. Para esse m, faremos uso de tetradas que, em certo sentido,
podem ser escolhidas de forma a obter equações mais simples.
Os capítulo 6 e 7 serão dedicados à exposição dos resultados obti-
dos em nosso estudo. Começaremos com a resolução da equação de
Klein-Gordon no espaço-tempo da corda cósmica. Nesta solução con-
sideraremos efeitos não inerciais devido ao uso de um referencial em
rotação constante. A seguir estudaremos equação de Dirac em 1+1
dimensões em um referencial acelerado3 . Na primeira solução obtida,
resolvemos a equação sem potencial escalar e obtemos uma solução que
representa energia discreta. No segundo caso resolvemos para o poten-
cial do tipo exponencial. Um resultado interessante foi a ocorrência de
estados de energia nula. Nas duas soluções obtidas vericamos a ocor-
rência de tal solução. No capítulo 7 estudaremos a equação de Dirac
no espaço-tempo de Melvin. Neste problema consideramos a métrica de
um espaço que possui um campo magnético constante em uma direção.
Por m, nalizaremos esse trabalho com as conclusões e discutiremos
perspectivas futuras.
3Consideraremos uma aceleração linear constante, diferente, portanto, da aceler-
ação devido ao uso de um referencial em rotação.
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2 A MATEMÁTICA DO ESPAÇO-TEMPO CURVO
Discutiremos nesse capítulo o aparato matemático necessário para
trabalharmos com o espaço-tempo da relatividade geral (CHANDRASEKHAR,
1985; WALD, 1984). Inicialmente estudaremos algumas denições, necessárias
ao entendimento de estruturas matemáticas que permeiam a teoria ge-
neralizada da relatividade.
2.1 ESPAÇOS TOPOLÓGICOS E ESPAÇOS MÉTRICOS
A noção de distância é um conceito muito intuitivo, podemos
pensar em distância como a separação entre dois pontos na superfí-
cie da Terra por exemplo. Na matemática o conceito de distância é
capturado e escrito em uma forma muito precisa através de um objeto
chamado métrica. Assim podemos denir, para um conjunto qualquer
de elementos, uma métrica tendo em mente a idéia de distância.
Denição seja M um conjunto. Uma métrica em M é uma
função
d :M M ! R
tal que para quaisquer x, y, z 2 M tenhamos:
1) d (x; y) = 0 e d (x; y) = 0 se e só se x = y;
2) d(x; y) = d (y; x) ;
3) d (x; z) 5 d(x; y) + d(y; z):
Dessa forma uma métrica, denotada por d, é uma função que
associa elementos do produto M  M a um número real. Em uma
linguagem formal, dizemos que o par formado por um conjunto qualquer
M e uma métrica d, ou seja, (M;d) forma um espaço métrico. Decorre
dessa denição que a função d (x; y) = jx  yj ; por exemplo, forma uma
métrica pois satisfaz as três condições.
Tendo em mente a aplicação em física, especicamente na teoria
da relatividade, a primeira condição deixa de ser válida, pois as métricas
que surgem na teoria podem assumir valores negativos. Por isso são
denominadas algumas vezes de pseudo-métricas.
O espaço métrico na forma em que foi denido se constitui em
uma estrutura muito geral e abrangente e a função métrica, a ele as-
sociada, em uma função que nos auxilia no estudo das propriedades
geométricas bem como na continuidade de funções. Uma pergunta que
poderíamos fazer: Existe alguma estrutura que seria mais abrangente
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que um espaço métrico? A resposta para essa pergunta é positiva,
podemos denir uma classe de objetos que são estudados sem a ne-
cessidade de uma métrica, os chamados espaços topológicos. Em vez de
um conjunto e uma métrica, um espaço topológico é caracterizado por
um conjunto e uma topologia
Denição Dado um conjunto X e uma família  de subconjuntos
de X diremos que  é uma topologia em X se:
1) ;; X, 2  ;
2) se A 2  para todo  2 L; onde L é um conjunto arbitrário
de índices, então a reunião [
2L
A pertence a  ;
3)se A1; A2; :::; An 2  então a interseção A1\ A2 \ ::: \ An
pertence a :
Se juntarmos o par (X; ) ; teremos um espaço topológico, onde
X é um conjunto arbitrário e  é uma topologia em X.
Em um contexto matemático, um espaço topológico é a estrutura
mais geral em que os conceitos de continuidade, conexidade e compaci-
dade estão denidos (KüHLKAMP, 2002).
No presente trabalho, nosso interesse está focado em uma classe
de espaços topológicos, chamados de variedades. Tais espaços possuem
a propriedade de parecerem Euclidianos em uma região pequena do
espaço. A superfície da Terra é um exemplo, quando a olhamos do
chão temos a impressão que a sua superfície é plana, no entanto, ao
observarmos de certa altura, percebemos que a mesma possui forma
arredondada. Em outras palavras, quando temos uma visão global da
Terra percebemos sua forma esférica levemente achatada nos polos. For-
malmente uma variedade deve possuir as seguintes propriedades
1) Para cada ponto p pertencente a uma variedade M, encontra-se
no mínimo um subconjunto O. Onde a coleção {Oa} cobre a variedade
M.
2) Para cada a, há uma relação um-para-um no mapa  a : Oa !
Ua, onde Ua é um conjunto aberto do Rn:
3)Se dois conjuntos Oa e Ob se sobrepõem devemos ter Oa\Ob 6=
; então o mapa     1 associa pontos em  a [Oa \Ob]  Oa  Rn a
pontos em  b [Oa \Ob]  Ob  Rn:
Os mapas  associados às variedades são chamados de cartas
pelos matemáticos e de sistemas de coordenada pelos físicos. A terceira
propriedade, ilustrada na Figura 1, indica que as funções que mapeiam
as variedades devem possuir derivadas de qualquer ordem, isto é, as
chamadas funções de classe C1.
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Figura 1: Sobreposição de sistemas de coordenadas
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2.2 VETORES TANGENTES (VETORES CONTRAVARIANTES)
Vamos considerar a coleção de funções de classe C1 da variedade
M, denotadas por F, que associam números reais àM. Um vetor tangente
(ou vetor contravariante) é denido como um mapa X :F ! R que é
linear e obedece a regra de Leibnitz, ou seja,
a) (X+ Y) f =  (Xf) +  (Xf) onde f 2 F ;,  2 R;
b) X (fg) = fXg + gXf com f; g 2 F:
Das condições anteriores, um vetor tangente é denido pela equação
Xf = Xj
@f
@xj
= Xjf;j : (2.1)
A Figura 2 ilustra como os vetores tangentes podem ser visu-
alizados. Considerando uma variedade do tipo esférica imersa no Rn,
os vetores tangentes estão localizados no plano tangente a um ponto
X nessa variedade, no entanto, essa forma de visualização é limitada.
Tendo em vista que na física teórica um espaço-tempo não necessita es-
tar imerso em outro espaço-tempo com dimensionalidade maior, ou seja,
em muitas situações devemos determinar as características geométricas
somente com propriedades intrínsecas da variedade.
O espaço dos vetores contravariantes é uma variedade n dimen-
sional que pode ser denotada por Tp (M). Se usarmos outra base de
vetores podemos escrever a relação
ea = 
k
a
@
@xk
; (2.2)
ou sua forma inversa
@
@xj
= b jeb;
naturalmente, os termos  ka e 
b
j satisfazem as relações
 ka 
a
j = 
k
j e 
k
a 
b
k = 
b
a : (2.3)
Dessa forma, dada uma base (ej), um vetor tangente pode ser escrito
na forma
X =Xjej :
37
Figura 2: Ilustração de um plano tangente em um ponto X. [rqgrav-
ity.net]
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2.3 1-FORMAS (VETORES COVARIANTES OU VETORES COTAN-
GENTES)
Considerando um espaço tangente Tp, podemos associar números
reais a vetores tangentes (eventualmente 1-formas podem ser associ-
adas a números complexos e a outros objetos matemáticos) através das
chamadas 1-formas, !; ou seja,
! : Tp ! R1;
iremos denotar por
! (X) = h!;Xi ;
sendo ! (X) um número real e X um vetor contravariante. Dados dois
vetores tangentes X , Y e dois escalares  e  a linearidade do mapa é
expressa por
h!; X+ Yi =  h!;Xi+  h!;Yi : (2.4)
As 1-formas abrangem um espaço vetorial, denotado por T p , chamado
de espaço cotangente. Podemos associar 1-formas do tipo ei com uma
base de vetores contravariantes ej através da relação
ei (X) = h!;Xi
=


ei; Xjej

= Xj


ei; ej

= Xjij = X
i: (2.5)
De modo geral, as 1-formas são escritas
h!;Xi = 
!;Xjej
= Xj h!;eji
= !jX
j : (2.6)
Assim, temos construído até aqui um formalismo que não depende
do sistema de coordenadas utilizado, uma vez que é denido de forma a
não fazer menção a um sistema de coordenadas especíco. Em grande
parte dos livros textos é comum o uso das bases coordenadas locais. Para
o espaço Tp; a base coordenada local é

@
@xa
	
, que pode ser relacionada
39
com uma base no espaço T p que desempenha uma função equivalente.
Observando que a diferencial de uma função df satisfaz a denição dada
anteriormente das formas diferenciais e se denirmos a ação de df em
um vetor contravariante pela equação
hdf;Xi = Xj @f
@xj
; (2.7)
então a ação da diferencial dxi na base

@
@xa
	
é escrita pela relação
dxi;
@
@xj

=
@xi
@xj
= ij ; (2.8)
assim

dxi
	
é uma base no espaço T p que é dual à base

@
@xa
	
do espaço
Tp:
2.4 TENSORES
Tendo denido vetores tangentes e cotangentes sobre os espaços
Tp e T p respectivamente, podemos pensar no produto cartesiano entre
r espaços Tp e s espaços T p :
sr = T

p  T p  ::: T p  Tp  Tp  ::: Tp; (2.9)
seguindo nessa linha, desejamos construir um mapa multilinear, deno-
tado por T; que associa números reais a variedade sr, isto é,
T : sr ! R1:
Denindo uma operação de produto de tensores por T
T0 e dadas as
bases feig e

ej
	
um tensor do tipo (r; s) é escrito como
T = T i1:::irj1:::jsei1 
 :::
 eir 
 ej1 
 :::
 ejs ; (2.10)
a quantidade T i1:::irj1:::js denota as componentes do tensor, compatível
com a notação usual1 .
1No decorrer do texto iremos manter o uso da notação de componentes para
vetores e tensores.
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2.5 DERIVADA COVARIANTE E TENSOR DE RIEMANN
Dado um vetor contravariante do tipo X =Xjej a derivada usual
em relação a componente xi é denida como um limite do tipo
@Xj
@xi
= lim
xi!0
Xj (x+x) Xj (x)
xi
: (2.11)
A expressão acima indica que estamos comparando, isto é, subtraindo
vetores no numerador que estão em pontos diferentes da variedade, no
entanto, em um espaço euclidiano o vetor no ponto x pode ser trans-
portado até o ponto x+x sem ser alterado implicando que a denição
acima é válida para este caso. Para uma variedade curva, em geral,
devemos transportar e também manter os vetores paralelos acrescen-
tando um termo devido a curvatura (NAKAHARA, 2003). Dessa forma a
derivada covariante de um vetor contravariante é escrita acrescentando
um termo (conexão am) na derivada convencional
Xj;i =
@Xj
@xi
+Xk jik; (2.12)
de forma semelhante, a derivada covariante das componentes de um
vetor covariante é dada por
Xj;i =
@Xj
@xi
 Xk ijk: (2.13)
Como observado anteriormente, em um espaço curvo, se transportarmos
um mesmo vetor por trajetórias distintas teremos vetores diferentes,
conforme ilustra a gura 3.
Assim podemos pensar em uma maneira de quanticar essa dife-
rença entre vetores transportados por caminhos distintos. Natural-
mente, acreditamos que a diferença das trajetórias está relacionada
a alguma característica intrínseca da variedade tal como a curvatura.
Para isso consideramos um esquema de transporte paralelo ilustrado na
Figura 4. Denotando por V C (q) o vetor transportado até o ponto q pela
curva C temos que sua relação com o vetor V 0 é obtida pela equação
V C (q) = V

0   V 0   (p) " ; (2.14)
enquanto que V C (r) se relaciona com o vetor V

C (q) de forma similar
V C (r) = V

C (q)  V C  (q)  ; (2.15)
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Figura 3: Um vetor sendo tranportado paralelamente de um ponto p
até um ponto q. Note que ao nal do tranporte o vetor tranportado
pelo caminho Cé diferente do vetor transportado através do caminho
C.
Figura 4: Um vetor V0 no ponto p transportado até o ponto r através
dos trajetos C e C.
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onde os elementos " e  quanticam a separação dos pontos q e s em
relação ao ponto p respectivamente. Substituindo a equação (2:14) na
equação (2:15)
V C (r) = V

0   V 0   (p) "  

V 0   V C  (p) "

  (q) 
 (2.16)
e, além disso, considerando   (q) =  

 (p) + @ 

 (p) "
 + ::: a
equação (2:16) ca
V C (r) = V

0   V 0   (p) "   V 0   (q)  + V C  (p)   (q) "
= V 0   V 0   (p) "   V 0

  (p) + @ 

 (p) "



+ V C 

 (p)

  (p) + @ 

 (p) "


" :
Descartando termos de segunda ordem em  e "
V C (r) = V

0   V 0   (p) "   V 0   (p)    V 0 @  (p) "
+ V C 

 (p)  

 (p) 
"
= V 0   V 0   (p) "   V 0   (p) 
  V 0

@ 

 (p)    (p)   (p)

": (2.17)
Repetindo o mesmo procedimento para o vetor transportado até o ponto
p pela curva C 0 obtemos
V C0 (r) = V

0   V 0   (p)    V 0   (p) "
  V 0
h
@v 

 (p)    (p)   (p)
i
":
Assim usamos essas relações para quanticar a diferença entre os vetores
V C0 (r)  V C (r) =  V 0
h
@v 

 (p)    (p)   (p)
i
"
+ V 0

@ 

 (p)    (p)   (p)

"
= V 0 [@ 

 (p)  @v  (p)
    (p)   (p) +   (p)   (p)]"
= V 0 R


" (2.18)
onde denimos o chamado tensor de Riemann pela equação
R = @ 

   @v       +   , (2.19)
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que nos fornece a quanticação da curvatura. É possível mostrar que
R é o único tensor que pode ser construído a partir do tensor métrico
e suas derivadas de primeira e segunda ordem, sendo linear na derivada
de segunda ordem. No entanto, podemos formar outros tensores usando
como base, combinações do tensor de Riemann. O chamado tensor de
Ricci é denido como uma contração do tensor de Riemann
R = R

; (2.20)
enquanto que a curvatura escalar é obtida pelo produto do tensor métrico
com o tensor de Ricci
R = gR: (2.21)
Como veremos a seguir, as quantidades R e R serão constituintes
fundamentais da equação que determina o comportamento do campo
gravitacional.
2.6 RELAÇÃO ENTRE O TENSOR MÉTRICO E OS SÍMBOLOS DE
CHRISTOFFEL
O termo de conexão  ijk que aparece na derivada covariante,
pode ser escrito em função do tensor métrico e suas derivadas, recebendo
a designação de símbolo de Christo¤el. O passo inicial é mostrar a
nulidade da derivada covariante do tensor métrico. Para fazer isso,
descemos o índice de uma derivada covarianteXk;i de um tensor qualquer
Xj;i = gjkX
k
;i: (2.22)
E então descendo o índice de um vetor arbitrário
Xj = gjkX
k; (2.23)
agora se aplicarmos a derivada covariante nesse vetor, temos
Xj;i = gjkX
k
;i +X
kgjk;i; (2.24)
comparando essa equação com a equação (2:22) concluímos que
gjk;i = 0: (2.25)
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Esse resultado permite aplicarmos a derivada covariante no tensor métrico
e dessa forma obter a relação
gik;l =
@gjk
@xl
  gmk mjl   gim mkl
=
@gjk
@xl
   k jl    ik l
= 0;
agora permutamos os índices de gik;l, e obtemos as equações
@gik
@xl
=  k il +  ik l;
@gli
@xk
=  ikl +  lik;
 @gkl
@xi
=   lki    kli:
Por m, multiplicamos por 1/2 e somamos todos os termos, o resultado,
considerando a simetria  kli =  kil, é dado por
 ik l =
1
2

@gik
@xl
+
@gli
@xk
  @gkl
@xi

: (2.26)
Essa expressão é muito útil pois fornece uma maneira explícita de cal-
cularmos as conexões partindo do tensor métrico. Subindo o primeiro
índice, temos uma forma alternativa dos símbolos de Christo¤el
 ik l =
1
2
gim

@gmk
@xl
+
@gml
@xk
  @gkl
@xm

: (2.27)
2.7 FORMALISMO DA TETRADA
Utilizando o chamado formalismo da tetrada ou vierbein estare-
mos acrescentando uma liberdade adicional na teoria até então desen-
volvida. Isso irá permitir que a descrição de partículas de spin 12 , em
espaço tempo-curvo, seja feita em um esquema unicado. Além disso,
poderemos ter liberdade de escolher uma base tetrada apropriada que
poderá implicar em uma simplicação das equações em um contexto da
relatividade geral.
Em cada ponto do espaço-tempo pode ser estabelecida uma base
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de quatro vetores contravariantes
e i(a) onde (a = 1; 2; 3; 4), (2.28)
entre parênteses2 temos os índices da tetrada e na parte superior temos
o índice referente ao vetor contravariante. Associada a esse vetor, temos
uma tetrada de vetor covariante
e(a)i = gik e
k
(a) , (2.29)
e denimos a tetrada inversa e(b)i de modo a relacionar-se com e
i
(a)
através da equação
e i(a) e
(b)
i = 
(b)
(a): (2.30)
Decorrem das denições anteriores as relações
e i(a) e(b)i = (a)(b); (2.31)
e i(a) e(b)j = 
i
j ; (2.32)
e i(a) e
(a)
j = 
i
j ; (2.33)
e(a)ie
(a)
j = gij : (2.34)
De forma geral, dado um campo vetorial, podemos projetá-lo em um
referencial de tetrada, obtendo as componentes da tetrada
A(a) = e(a)jA
j = e j(a) Aj ; (2.35)
A(a) = (a)(b)A(b) = e
(a)
jA
j = e(a)jAj ; (2.36)
onde as componentes do vetor se relacionam com as componentes da
tetrada pela equação
Ai = e i(a) A
(a) = e(a)i = e(a)iA(a): (2.37)
Ainda em relação ao campo vetorial A(a), a derivada fornece a
2O uso do parenteses é útil para evitar confusão entre grandezas tensoriais de
espaços planos e curvos.
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relação
A(a);(b) = e
i
(b)
@
@xi
A(a)
= e i(b)
h
e j(a) Aj;i +Ake
k
(a) ;i
i
= e j(a) Aj;ie
i
(b) + e(a)k;ie
i
(b) e
k
(c) A
(c); (2.38)
dessa relação, podemos denir
(c)(a)(b) = e
k
(c) e(a)k;ie
i
(b) ; (2.39)
e assim a equação(2:38) ca
A(a);(b) = e
j
(a) Aj;ie
i
(b) + (c)(a)(b)A
(c): (2.40)
As quantidades (c)(a)(b); denidas na equação (2:39) são chamadas de
coecientes de rotação de Ricci, que relacionam a operação de derivação
das tetradas. Para calcular essas quantidades não é necessário calcular
a derivada covariante e consequentemente os símbolos de Christo¤el.
Para isso, inicialmente, denimos
(a)(b)(c) = e(b)i;j
h
e i(a)e
j
(c)   e j(a) e i(c)
i
=

e(b)i;j   e(b)j;i

e i(a)e
j
(c) ; (2.41)
para equações envolvendo conexões simétricas, as derivadas covariantes
podem ser repassadas por derivadas convencionais, assim
(a)(b)(c) =

e(b)i;j   e(b)j;i

e i(a)e
j
(c) (2.42)
= (a)(b)(c)   (c)(b)(a);
que fornece o resultado
(a)(b)(c) =
1
2

(a)(b)(c) + (c)(a)(b)   (b)(c)(a)

: (2.43)
Em capítulos seguintes utilizaremos os resultados dessa seção para ma-
nipularmos equações em espaço tempo curvo.
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2.8 EQUAÇÃO DE CAMPO DE EINSTEIN
Esta tese tem como objetivo principal estudar a física de espaços
curvos, desse modo, as equações de campo de Einstein possuem um
papel central. Vamos dedicar esta seção ao estudo dessas equações.
Na teoria da gravitação de Einstein o tensor métrico g assume uma
posição importante na determinação dos efeitos da gravidade. O tensor
métrico g é tratado como um campo e, desta forma, podemos derivar
uma equação geral que determina a forma deste campo. A exemplo
dos campos escalares e vetoriais que obedecem equações diferenciais
derivadas do princípio da mínima ação, podemos derivar a equação de
campo de Einstein com esse mesmo princípio. Conforme estabelece o
princípio da mínima ação, a ação possui um valor estacionário para o
movimento real que será percorrido no espaço de conguração (JOSÉ;
SALETAN, 1998). Desta forma, nossa primeira tarefa é determinar uma
ação funcional adequada para a gravitação.
O primeiro requerimento é que a ação seja escalar. Além disso,
ela deve conter derivadas de g , por isso, a escolha mais simples que
poderíamos supor,
R p gd4x (g = det g), não é adequada para a
descrição da dinâmica de g . Se considerarmos o espaço-tempo sem
matéria, contendo somente o campo gravitacional, a ação gravitacional
adequada é denida como
SG  1
16G
Z
R
p gd4x; (2.44)
onde R é o tensor de curvatura escalar e G é a constante gravitacional.
Vamos assumir que o espaço possui a estrutura de uma variedade Rie-
manniana (g;M) e que através de uma variação do tipo
g ! g + g;
as quantidades g, R, e g sofrem variação na forma
 (a) g =  ggg;
 (b) g = ggg;
 (c) R =
 
 

;
    ;(IdentidadedePalatini).
Para provar o item (a) consideramos que o produto do tensor
métrico covariante com o contravariante é justamente a função delta de
Kronecker, isto é,
gg
 = ;
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e a variação dessa identidade fornece

 
gg


=  ()
= (g) g
 + g
 
g

= 0;
multiplicando essa equação por gk; obtemos
(g) g
kg + gkg
 
g

= (g) g
kg + 
 
g

= gkgg + g

= 0;
de onde concluímos que g =  gkgg. Em relação ao item (b),
iremos partir de uma identidade envolvendo matrizes, na forma
ln (det g) = tr (ln g) ;
variando os dois lados da equação encontramos
(g) g 1 = gg;
e multiplicando por g os dois lados dessa equação, chegamos ao resultado
(g) = ggg que pode ser colocado na forma

p g = 1
2
p ggg: (2.45)
O resultado do item (c) é obtido observando que a forma explícita do
tensor de Ricci, denido na equação (2:20), é dada por
R = R

 = @ 

   @v       +   ; (2.46)
sendo que a variação de R fornece
R = @ 

 @v       +  +  ;
(2.47)
vamos assumir que a variação de   é um tensor. Junto a isso podemos
considerar um sistema de coordenadas normal em que as conexões  
são nulas, dessa forma temos o resultado
R = @ 

   @v ; (2.48)
a equação acima é válida em um sistema de coordenadas especíco. Mas
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sabemos que para generalizar um resultado para um sistema arbitrário
de coordenadas basta promover derivadas convencionais para derivadas
covariantes. O resultado desse repasse é a expressão
R =
 
 

;
    ; : (2.49)
Agora podemos aplicar esses resultados na variação da ação denida na
equação (2:44). Vamos considerar uma variação SG em que a métrica
varie na forma g ! g + g, sendo que g ! 0, dessa forma
obtemos
SG  1
16G
Z

 
R
p g d4x
=
1
16G
Z 

 
gR
p g d4x
=
1
16G
Z 
(g)R
p g + g (R)
p g + gR
 

p g d4x
=
1
16G
Z
[
  gggRp g + g (R)p g+
+ gR
 

p g]d4x
=
1
16G
Z
[ Rg
p g + g
h 
 

;
    ;ip g+
+
1
2
Rgg
p g]d4x: (2.50)
Para completar o cálculo, vamos provar que o segundo termo no
integrando da última linha é nulo. Para ver isso, inicialmente, notamos
que a derivada covariante do tensor métrico se anula, isso permite que
o termo seja escrito como
g
h 
 

;
    ;ip g = h g ;    g ;ip g;
(2.51)
além disso, a divergência generalizada de um vetor V , dada por
V ; =
1p g
@
@x
p gV ;
permite que a equação (2:51) seja colocada na forma
@
@x
 p gg   @@x  p gg 
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esse termo pode ser integrado, fornecendo um resultado nulo (termo de
superfície). Por m, impomos a condição de nulidade da ação, isto é,
SG = 0 tal que a única forma da equação (2:50) satisfazer essa condição
é somente se
G = R   1
2
gR = 0;
que é a equação de campo de Einstein para o vácuo. Para incorporarmos
o efeito da matéria devemos denir a ação de matéria
SM =
1
2
Z
Tg
p gd4x;
onde T é o tensor energia-momento. Agora o princípio da mínima
ação é
SG + SM = 0
que fornece a equação de campo de Einstein em sua forma mais geral
G = G = 8GT: (2.52)
Contraindo os índices da equação de Einstein temos que a curvatura
escalar pode ser relacionada ao tensor energia momento por
R =  8GT; (2.53)
onde T = T : Assim a equação de campo de Einstein é escrita alterna-
tivamente na forma
R = 8G

T  
1
2
T

: (2.54)
2.9 SOLUÇÃO DA EQUAÇÃO DE CAMPO
A utilidade da equação(2:52) pode ser vislumbrada quando en-
contramos uma solução para uma métrica com determinada simetria.
Historicamente a primeira solução para equação (2:52) foi encontrada
por Karl Schwarzschild em 1916. A métrica de Schwarzschild representa
um espaço-tempo curvo, esfericamente simétrico, explicitamente, pode
ser escrita como
ds2 = d2    1dr2   r2  d2 + sen2d2 ; (2.55)
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e desse modo, o tensor métrico associado é
g =
0BB@
 (r) 0 0 0
0   (r) 1 0 0
0 0  r2 0
0 0 0  r2sen2
1CCA ; (2.56)
onde  (r) = 1   2GM=r. Devido a sua simplicidade a solução de
Schwarzschild é usada em grande parte dos livros textos em relativi-
dade geral para exemplicar o procedimento de resolução da equação
de Einstein. Em nosso trabalho, usaremos, como exemplo do procedi-
mento de resolução da equação de Einstein, a solução que representa
uma corda cósmica.
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3 A MÉTRICA DA CORDA CÓSMICA
Se teorias de Gauge com quebra espontânea de simetria descre-
vem corretamente as partículas elementares, acredita-se que o universo
passou por uma série de transições de fases desde a época do big bang
(LINDE, 1979). Essas transições de fase deram origem a quebras de
simetria enquanto o universo se resfriava. Estruturas com propriedades
exóticas tais como os defeitos topológicos, estariam associadas às que-
bras de simetria no universo. Dentre estas estruturas, as cordas cósmicas
teriam sobrevivido até os dias atuais e estariam associadas à evolução
das galáxias e às lentes gravitacionais (VILENKIN, 1981a, 1981b). A
formação de um defeito topológico como uma corda cósmica é algo
análogo as rachaduras que se formam quando a água congela. Uma
corda cósmica criada em um universo primordial poderia se expandir
juntamente e ter o comprimento do próprio universo. Seriam estru-
turas unidimensionais de elevada densidade de massa, da ordem de 1021
g/cm. A espessura de uma corda cósmica é muito pequena e corres-
ponde ao comprimento de onda de Compton, isto é, 10 29 cm, dessa
forma, considerando as escalas astrofísicas e cosmológicas, uma corda
pode ser considerada com espessura zero.
Em relação à sua forma geométrica, uma corda pode ser retilínea
e ter um comprimento innito ou formar um laço fechado. Apesar de
não haver uma comprovação direta de sua existência por meio de obser-
vações, há provas indiretas de sua realidade física (POLTIS; STOJKOVIC,
2010). Observações astronômicas de quasars situados em lugares remo-
tos do universo, revelaram uma curiosa propriedade relacionada à sua
orientação espacial. Constatou-se que o jato emitido por um conjunto
de quasars situados em determinada região do universo, estava alinhado
de forma sistemática. Foi proposto um modelo que explicaria esse ali-
nhamento observado. A ideia é considerar que uma corda cósmica, em
formato de laço, produziria um campo magnético de fundo que intera-
giria com o quasar, alinhando, dessa forma, o jato emitido. Na Figura
3 temos a imagem formada por uma simulação de uma rede de cordas
cósmicas em um universo primordial.
54
simulação de uma rede de cordas cósmicas Fonte:
http://www.damtp.cam.ac.uk/
Vamos agora modelar uma corda cósmica usando a teoria da re-
latividade geral. Iremos derivar a solução da equação de campo da corda
cósmica obtida por Hiscock (HISCOCK, 1985), que é uma generalização
de resultados anteriores (VILENKIN, 1981a). O elemento de linha do
espaço-tempo nesse modelo possui simetria cilíndrica, sendo dado por
ds2 =  A (r)2 dt2 + dr2 + C (r)2 d2 +D (r)2 dz2; (3.1)
onde t 2 ( 1;+1) ; r 2 [0;1);  2 [0; 2); z 2 ( 1;+1) . Vamos
admitir que a métrica possui invariância por boosts na direção z, isso
indica que o termo dz2   dt2 deve ser invariante, conforme as transfor-
mações de Lorentz. Essa condição implica que as funções A (r)2 e D (r)2
devem ser iguais, resultando que a métrica dada em (3:1) é escrita como
ds2 =  A (r)2  dt2   dz2+ dr2 + C (r)2 d2: (3.2)
Nosso objetivo é determinar as funções A (r) e C (r) de forma que a
métrica (3:2) satisfaça a equação de campo de Einstein. Vamos usar a
equação de campo na forma mista, isto é,
R = 8G

T  
1
2
T

; (3.3)
que foi derivada na seção anterior. O tensor métrico associado ao ele-
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mento de linha (3:2) é identicado como
g =
0BB@
 A (r)2 0 0 0
0 1 0 0
0 0 C (r)
2
0
0 0 0 A (r)
2
1CCA : (3.4)
Para calcular os símbolos de Christo¤el não nulos para a métrica (3:4),
vamos usar a notação x0  t; x1  r; x2  ; x3  z e calcular os
termos não nulos da equação
 ik l =
1
2
gim

@gmk
@xl
+
@gml
@xk
  @gkl
@xm

: (3.5)
Os resultado encontrados são dados por
 tr t =
1
A (r)
dA
dr
;  rt t = A (r)
dA
dr
;
 rzz =  A (r)
dA
dr
;  r =  C (r)
dC
dr
;
 tt r =  
t
r t;  
z
rz = A (r)
dA
dr
; (3.6)
 zzr =  
z
rz;  

r =  
1
C (r)
dC
dr
;
 r =  

r:
Todas as outras componentes dos símbolos de Christo¤el são nulas. Na
próxima etapa será calculo o tensor de Ricci na forma
R
 = gR =  @ 


@x
+
@ 
@x
     +    ; (3.7)
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onde as componentes não nulas são escritas como
R0
0 =  
"
1
A (r)
d2A
dr2
+
1
A (r)C (r)
dA
dr
dc
dr
+
1
A2 (r)

dA
dr
2#
;
R1
1 =  

2
A (r)
d2A
dr2
+
1
C (r)
d2C
dr2

;
R2
2 =  

1
C (r)
d2C
dr2
+
2
A (r)C (r)
dA
dr
dc
dr

;
R3
3 = R0
0;
O tensor de Ricci é o lado esquerda da equação (3:3), que é a parte
geométrica do problema. Os aspectos físicos de uma corda cósmica
devem ser considerados na parte direita da equação, no tensor energia-
momento. Para uma corda innita, com uma certa densidade de massa
e com tensão, a escolha do tensor é dada por
T  =
0BB@
 (r) 0 0 0
0 0 0 0
0 0 0 0
0 0 0  (r)
1CCA ; (3.8)
onde  (r) =  " para r < r0 e  (r) = 0 para r > r0 onde r0 é o raio da
corda. Substituindo as componentes do tensor de Ricci no lado esquerdo
da equação (3:3) e o tensor-energia momento no lado direito, obtemos
as equações
1
A (r)
d2A
dr2
+
1
A (r)C (r)
dA
dr
dc
dr
+
1
A2 (r)

dA
dr
2
= 0; (3.9)
2
A (r)
d2A
dr2
+
1
C (r)
d2C
dr2
= 8G (r) ; (3.10)
1
C (r)
d2C
dr2
+
2
A (r)C (r)
dA
dr
dc
dr
= 8G (r) : (3.11)
Se levarmos em consideração a conservação do tensor energia-momento
representada pela condição T  ; = 0; temos uma condição adicional nos
coecientes da métrica. A aplicação da derivada covariante no tensor
(3:8) fornece um componente não nulo que deve ser igualado a zero
T  ; =   (r)
1
A (r)
dA
dr
= 0: (3.12)
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E a resolução dessa equação implica que A (r) = constante, que com
uma transformação adequada, pode ser tomado A (r) = 1. Desta forma
o sistema com 3 equações se reduz a uma única equação
1
C (r)
d2C
dr2
= 8G (r) : (3.13)
Integrando uma vez essa equação obtemos a expressão
dC
dr

r=1
  dC
dr

r=0
= 8G
Z
 (r)C (r) dr; (3.14)
e para avaliar o lado esquerdo dessa equação, impomos condições para
as derivadas de forma que não haja singularidade na solução, isso pode
ser feito com a escolha
C (0) = 0;
dC
dr

r=0
= 1: (3.15)
Agora, em vez da equação (3:14) temos a equação
dC
dr

r=1
  1 = 8G
Z
 (r)C (r) dr; (3.16)
da qual o lado direito pode ser resolvido usando a denição da densidade
linear de massa , fornecida pela integral da componente T 00 do tensor
energia momento:
 =  
Z 1
0
dr
Z 2
0
 p
gT 00

d
=  2
Z
 (r)C (r) dr
=  8G
4G
Z
 (r)C (r) dr: (3.17)
Substituindo no lado direito da equação (3:16) temos
dC
dr

r=1
  1 =  4G: (3.18)
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3.1 SOLUÇÃO EXTERNA
O lado esquerdo da equação (3:18) contém um termo proveniente
da darivada da função C (r) no ponto onde r é muito grande. Nessa
região (externa) temos que r > r0; logo  (r) = 0, conforme deni-
mos anteriormente. Assim podemos resolver a equação (3:11) e obter o
resultado
dC
dr

r=1
= constante.
Isso permite que a equação (3:18) seja escrita como
dC
dr
  1 =  4G;
cuja a resolução fornece
C (r) = (1  4G) r:
Com isso, obtemos a forma nal da métrica da corda cósmica e em vez
da equação (3:2) temos a equação
ds2 =  dt2 + dr2 + (1  4G)2 r2d2 + dz2: (3.19)
Essa métrica representa a solução exterior da equação de Einstein para
uma corda cósmica. Quando a densidade de massa  é nula, a métrica
(3:2) se reduz à métrica de Minkowski em coordenadas cilíndricas
ds2 =  dt2 + dr2 + r2d2 + dz2: (3.20)
Comparando as duas métricas, notamos que a métrica (3:19) representa
um espaço-tempo com um décit de ângulo de  = 8G na coordenada
angular. Por isso é possível construir de forma "articial"a métrica
(3:19) retirando uma fração do ângulo da coordenada  na métrica de
Minkowski em coordenada cilíndricas.
3.2 SOLUÇÃO INTERNA
Na região interna temos que r < r0; logo  (r) =  ", conforme
denido anteriormente. Para essa região vamos propor uma métrica na
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forma
ds2 =  e2(r)dt2 + e2 (r)d2 + e2(r)  dr2 + dz2 ; (3.21)
onde t 2 ( 1;+1) ; r 2 [0;1);  2 [0; 2); z 2 ( 1;+1) : As compo-
nentes dos símbolos de Christo¤el não nulas são dadas por
 tr t =
d
dr
;  rt t =
 
e2 2
 d
dr
;
 rzz =  
d
dr
;  r =  
 
e2  2
 d 
dr
;
 tt r =  
t
r t;  
z
rz =
d
dr
; (3.22)
 zzr =  
z
rz;  

r =
d 
dr
;
 r =  

r:
Procedendo de forma análoga ao caso da solução externa, listamos as
componentes do tensor de Ricci
R0
0 =  e 2
"
d2
dr2
+
d
dr
d 
dr
+

d
dr
2#
;
R1
1 =  e 2
"
d2
dr2
+
d2
dr2
+
d2 
dr2
+

d
dr
2
+

d 
dr
2
  d
dr
d
dr
  d
dr
d 
dr
#
;
R2
2 =  e 2
"
d2 
dr2
+
d
dr
d 
dr
+

d 
dr
2#
;
R3
3 =  e 2

 d
2
dr2
  d
dr
d
dr
  d
dr
d 
dr

;
enquanto que o tensor de curvatura escalar possui a forma
R =  2e 2
"
d2
dr2
+
d2
dr2
+
d2 
dr2
+

d
dr
2
+

d
dr
2
+
d
dr
d 
dr
#
:
Considerando a equação de Einstein
R   1
2
gR = 8GT ;
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temos que as componentes não nulas dessa equação são dadas por
 8" =  e 2
"
d2
dr2
+
d2 
dr2
+

d 
dr
2#
; (3.23)
0 =  e 2

d
dr
d
dr
+
d
dr
d 
dr
+
d
dr
d 
dr

; (3.24)
0 =  e 2
"
d2
dr2
+
d2
dr2
+

d
dr
2#
; (3.25)
 8" =  e 2
"
d2
dr2
+
d2 
dr2
+

d
dr
2
+

d 
dr
2#
  e 2

 d
dr
d
dr
+
d
dr
d 
dr
  d
dr
d 
dr

: (3.26)
Novamente, a aplicação da derivada covariante no tensor (3:8) fornece
um componente não nulo que deve ser igualado a zero (T  ; = 0), o
resultado é dado por 
d
dr
+
d
dr

" = 0: (3.27)
Derivando a equação (3:27) e substituindo na equação de Einstein (3:25)
concluímos que  (r) é constante, e se usarmos esse resultado na equação
(3:27) notamos que  (r) também deve ser constante e efetuando ainda
uma mudança de escala nas coordenadas da métrica podemos escolher
que  e  sejam nulos. Isso permite uma simplicação considerável nas
equações de Einstein. Todos os termos que possuem derivadas de  e 
se anulam e a equação (3:23) ca idêntica a (3:26) :
d2 
dr2
+

d 
dr
2
=  8": (3.28)
Com a substituição R = e (r); a solução da expressão (3:28) é escrita
como
R = A cos(r=r) +B sin (r=r) ;
onde r = 1=
p
8": Usando critério de regularidade da solução no eixo
da corda, Hiscock (HISCOCK, 1985) argumenta que a constante A deve
ser nula e, além disso, B = r. Com os valores obtidos para as funções
;  e  podemos escrever a forma nal da métrica (3:21) para a região
interna:
ds2 =  dt2 + dr2 + r2 sin2 (r=r) d2 + dz2: (3.29)
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A solução interna corresponde à suposição que a densidade da corda é
constante o que simplica os cálculos na determinação da solução.
3.3 INCLUSÃO DE CORDAS EM SOLUÇÕES DA EQUAÇÃO DE
EINSTEIN
Soluções mais realísticas podem ser levadas em conta na mo-
delagem do problema. É possível generalizar soluções da equação de
Einstein para incluir cordas cósmicas, atráves da técnica de "cortar"e
"colar". Se uma determinada métrica possui uma coordenada azimutal
sobre um eixo de simetria que varia 0   < 2, então podemos recor-
tar e tirar uma fração 2 (1  4G) do setor angular do espaço tempo.
O resultado pode ser visualizado na gura 5 (a). O próximo passo é
colar continuamente as bordas do espaço-tempo, o resultado nal é um
espaço tempo cônico (com t e z constantes), conforme a gura 5 (b).
Figura 5: Construção articial de um espaço-tempo de uma corda cós-
mica.
A métrica de Schwarzschild denida na equação (2:55) foi derivada
para englobar uma corda cósmica (ARYAL; FORD; VILENKIN, 1986; GER-
MANO; BEZERRA; MELLO, 1996). O resultado da inclusão do defeito
topológico na métrica de Schwarzschild é o termo adicional na coorde-
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nada  da métrica
ds2 = d2    1dr2   r2  d2 + 2sen2d2 ; (3.30)
onde  = 1  4G.
3.4 SISTEMA DE COORDENADAS NÃO INERCIAL
Um tema de estudo em nosso trabalho é o efeito que o uso de
sistemas de referências não inerciais causam nos sistemas físicos. Um
referencial em rotação é um exemplo clássico de um sistema de referência
não inercial. Em coordenadas cilíndricas, a transformação que nos leva
para um sistema de referência desse tipo é dada por
t = t0;
r = r0; (3.31)
 = 0 + !t0;
z = z0;
e substituindo na equação (3:19) obtemos
ds2 =  dt02 + dr02 + 2r02 (d0 + !dt0)2 + dz2
=    1  2r02!2 dt02 + 22r02!dt0d0 + dr02 + 2r02d02 + dz02:
(3.32)
Essa métrica representa o espaço tempo de uma corda cósmica em um
sistema de coordenadas em rotação, onde ! é a frequência de rotação
do referencial e  = 1   4G: Nos próximos capítulos iremos analisar
as soluções de equações de onda no espaço tempo descrito pela métrica
(3:32) :
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4 EQUAÇÕES DE ONDAS RELATIVÍSTICAS EM UM
ESPAÇO-TEMPO PLANO
O momento e a posição de uma partícula podem ser medidos
simultaneamente com uma precisão arbitrária na mecânica clássica, não
há nenhum impedimento teórico para que isso seja feito. No âmbito da
mecânica quântica esse cenário não é mais possível. As partículas devem
ser descritas por um formalismo diferente ao da Mecânica Clássica, de
forma que a incerteza existente entre a medida de posição em momento
seja levada em conta. Classicamente, uma partícula possui uma energia
que é a soma da energia potencial e a energia cinética, isto é,
E = V (~r) +
~p2
2m
: (4.1)
Na mecânica quântica, quantidades físicas observáveis, isto é, que po-
dem ser medidas, devem estar associadas a operadores hermitianos.
Dessa forma, podemos obter uma descrição quântica de uma partícula
através do repasse das quantidades clássicas pelos seus equivalentes
quânticos. No caso do momento e da energia o repasse que deve ser
feito é
~p!  i~~r; E ! i~ @
@t
: (4.2)
Se usarmos essa substituição na equação (4:1) e atuarmos em uma
função de onda,  obtemos
  ~
2
2m
~r2 + V  = i~@ 
@t
; (4.3)
que é a chamada equação de Schrödinger. Essa equação descreve corre-
tamente uma partícula sem spin e com baixa velocidade. Efeitos de spin
e da relatividade restrita podem ser adicionados a essa equação, no en-
tanto, tais efeitos podem ser obtidos diretamente se equações adequadas
forem utilizadas.
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4.1 EQUAÇÃO DE KLEIN-GORDON
Da teoria da relatividade restrita, sabemos que a energia de uma
partícula E se relaciona com o quadrimomento através da equação
pp =
E2
c2
  ~p  ~p = m20c2; (4.4)
onde m0 é a massa de repouso e c é a velocidade da luz. Um caminho
natural para quantizar uma partícula relativística é através da promoção
do quadrivetor momento para operador momento através do repasse
p ! p^ = i~ @
@x
: (4.5)
Vamos aplicar esse operador na expressão (4:4) e a equação resultante
será uma equação diferencial para uma certa função  ; a chamada
equação de Klein-Gordon
pp = m
2
0c
2 ; (4.6)
que pode ser escrita em na forma
1
c2
@2 
@t2
 r2 + m
2
0c
2
~2
 = 0: (4.7)
Essa equação é usada na descrição de partículas com spin-0. A equação
de Klein-Gordon possui a inconveniência de apresentar densidades de
probabilidades negativas, fato que está relacionado à derivada de se-
gunda ordem em relação ao tempo que aparece em sua constituição.
4.1.1 Ação para a equação de Klein-Gordon
A equação (4:7) pode ser derivada diretamente através do princí-
pio variacional. Denindo a densidade Lagrangeana
L = 1
2

;;   m
2
0c
2
~2
2

; (4.8)
a ação associada é escrita como
S =
Z
d4x
1
2

;;   m
2
0c
2
~2
2

:
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Demandando que para uma variação em relação a  tenhamos
S = 0;
a equação (4:7) é obtida.
4.1.2 Solução da equação de Klein-Gordon: Partícula livre
Considerando uma partícula não interagente em uma região do
espaço-tempo de Minkowski, a equação (4:7) admite uma solução na
forma de onda plana. O problema é facilmente resolvido se usarmos
um sistema cartesiano de coordenadas. Em um contexto mais amplo,
o espaço tempo de fundo pode não ser plano. Levando em conta a
geometria curva de um espaço tempo de fundo, a solução pode apre-
sentar simetria esférica, cilíndrica, hiperbólica etc..., nestas situações a
solução analítica nem sempre é possível, dessa forma devemos procurar
por geometrias que permitam uma resolução analítica no caso quântico.
Problema da geometria na resolução das equações de ondas quânticas
ca mais evidente no caso dos férmions, onde a técnica padrão de resolu-
ção é transformar o sistema de equações diferenciais de primeira ordem
em um conjunto de equações "desacopladas"de segunda ordem. Para o
caso da equação de onda (4:7) vamos propor uma solução na forma
 (~r; t) = Ce i(
~k~r !t); (4.9)
que substituindo na equação (4:7) obtemos
! = c2
r
~k2 +
m2c2
~2
; (4.10)
ou para ! ! E=~; ~k ! ~p=~
E = 
p
~p2c2 +m2c4: (4.11)
Dessa forma a energia de uma partícula sem spin, descrita pela equação
de Klein-Gordon admite solução com energia negativa. Estas soluções
associadas a anti-partículas ocorrem também na equação de Dirac, como
veremos mais adiante.
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4.2 EQUAÇÃO DE DIRAC
Procurando contornar o problema das densidades de probabi-
lidade negativa, Dirac em 1928 teve a ideia de fatorar a equação de
Klein-Gordon obtendo uma equação diferencial para um novo objeto
matemático, o chamado espinor (ROSE, 1961).
Dirac fatorou a relação de energia relativística, dada na equação(4:4),
antes de repassar o momento clássico pelo operador momento da mecânica
quântica. Dessa forma obteve uma equação de onda de primeira ordem
para a coordenada temporal. Para obtermos essa equação de onda, va-
mos proceder de forma análoga à proposta de Dirac (GRIFFITHS, 2008).
Considerando a equação (4:4), escrita como
pp  m20c2 = 0; (4.12)
podemos propor uma fatoração da energia relativística na forma
pp  m20c2 =
 
kpk +m0c
  
p  m0c

; (4.13)
onde k e  são 8 quantidades (levando em conta os 4 valores que
os índices k e  assumem) a serem determinadas. Expandindo o lado
direito da equação (4:13) temos 
kpk +m0c
  
p  m0c

= kppk  m0cpk
 
k   k m20c2;
(4.14)
e para que a equação (4:14) esteja de acordo com energia relativística
dada em (4:12) concluímos que o segundo termo na equação (4:14) deve
ser nulo, isto é, k = k, e, além disso, devemos ter
pp = 
kppk
= kppk: (4.15)
A última condição, expressa na equação (4:15) ; não parece ser simples
de ser satisfeita, à primeira vista. Para ver isso, podemos expandir os
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dois lados da equação e obter 
p0
2    p12    p22    p32 =  02  p02 +  12  p12
+
 
2
2  
p2
2
+
 
3
2  
p3
2
+
 
01 + 10

p0p1
+
 
02 + 20

p0p2
+
 
03 + 30

p0p3
+
 
12 + 21

p1p2
+
 
13 + 31

p1p3
+
 
23 + 32

p2p3; (4.16)
Para que ambos os lados da equação (4:16) estejam de acordo, devemos
impor determinadas condições nas quantidades . Se supusermos que
 são números complexos na forma 1 = 2 = 3 = i e 0 = 1 temos
que  
0
2
= 1,
 
1
2
=
 
1
2
=
 
1
2
=  1,
e a equação (4:16) é parcialmente satisfeita, mas os termos cruzados não
se anulam, dessa forma essa escolha para as quantidades  deve ser
abandonada. A grande ideia de Dirac foi considerar que as quantidades
 não são números, mas sim matrizes. Como matrizes, em geral, não
comutam, podemos achar uma representação em que os termos cruzados
na equação (4:16) se anulem. Resumidamente, as propriedades que as
matrizes  devem possuir são 
0
2
= 1,
 
1
2
=
 
1
2
=
 
1
2
=  1;
 +  = 0 para  6= ;
ou de forma compacta
 +  = 2I ; (4.17)
onde  é o tensor de Minkowski que representa o espaço-tempo plano
da relatividade restrita e I é a matriz identidade. Com isso, a fatoração
da relação de energia relativística está associada ao uso de matrizes, que
devem satisfazer a equação (4:17). Em geral, não há um grupo unívoco
de matrizes que satisfazem essa relação por isso há uma liberdade re-
lativa na escolha da representação. Agora, retomando a derivação da
equação de Dirac, temos que os resultados obtidos até agora implicam
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em uma fatoração da relação de energia relativística na forma
pp  m20c2 =
 
kpk +m0c
  
p  m0c

= 0; (4.18)
de onde concluímos que há duas escolhas que satisfazem essa equação,
a primeira é  
kpk +m0c

= 0; (4.19)
a segunda escolha é dada por 
p  m0c

= 0: (4.20)
Ambas escolhas são igualmente válidas, mas na literatura é comum es-
colher a equação (4:20). Dessa forma fazemos o repasse do momento
clássico para o operador equivalente, isto é,
p ! i~@;
e, além disso, aplicamos a equação em uma função  , obtendo assim a
equação de Dirac na forma covariante
i~@  mc = 0: (4.21)
Como as quantidades  são matrizes 44, então  deve ser uma matriz
coluna na forma
 =
0BB@
 1
 2
 3
 4
1CCA ; (4.22)
assim a equação de Dirac também pode ser vista como um sistema de
4 equações acopladas. A matriz  é chamada de espinor de Dirac ou
simplesmente espinor.
4.2.1 Propriedades das matrizes 
A escolha das matrizes  está vinculada à álgebra denida na
equação (4:17) ; devemos escolher uma representação para as matrizes
de forma que esta equação seja satisfeita. Em um espaço-tempo de 1+3
dimensões, as matrizes  são matrizes quadradas de ordem quatro e
podem ser escritas em função das matrizes de Pauli. As matrizes de
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Pauli são denidas na forma
1 =

0 1
1 0

; 2 =

0  i
i 0

; 3 =

1 0
0  1

; (4.23)
tal que se denirmos as matrizes  no formato
~ =

0 ~
 ~ 0

; 0 =

I22 0
0  I22

; (4.24)
a equação (4:17) é satisfeita. Em algumas aplicações é útil denir as
matrizes  e ~ pelas equações
 = 0 =

I22 0
0  I22

; ~ = ~ =

0 ~
~ 0

; (4.25)
e com essa representação para as matrizes gama, temos a identidade útil
 = 0y0:
4.2.2 Acoplamento eletromagnético
A equação de Dirac, derivada na última seção, descreve o compor-
tamento de uma partícula livre de spin- 12 . Em determinados sistemas
físicos, os férmions podem interagir com campos externos clássicos. Por
exemplo, em um átomo de hidrogênio, o elétron está sujeito a um campo
elétrico, e sofre uma atração do núcleo que possui carga positiva. Em
outras situações, podemos ter partículas carregadas sujeitas a campos
magnéticos constantes. Estes exemplos indicam que precisamos incor-
porar na equação de Dirac os efeitos da interação com um campo ex-
terno, que, nesses exemplos, correspondem a manifestações do campo
eletromagnético.
O primeiro passo para incorporar a interação eletromagnética é
denir o chamado quadripotencial eletromagnético A =

;  ~A

, onde
 é o potencial elétrico e ~A é o potencial magnético. Dessa forma, o
campo magnético ~B e o campo elétrico ~E são escritos como
~B = ~r ~A e E = @
~A
@t
  ~r: (4.26)
Com base no quadripotencial podemos denir um tensor de segunda
ordem que engloba os campos magnéticos e elétricos, o chamado tensor
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eletromagnético
F  @A   @A =
0BB@
0
Ex
Ey
Ez
 Ex
0
 Bz
By
 Ey
Bz
0
 Bx
 Ez
 Byz
Bx
0
1CCA : (4.27)
Tendo em vista a incorporação da interação eletromagnética na equação
de Dirac, devemos constatar que o tensor eletromagnético e as equações
de Maxwell são invariantes em relação a uma transformação de gauge
A ! A + @{; (4.28)
onde { é uma função escalar. Para estudar a invariância da equação
de Dirac e analisar as simetrias subjacentes relacionadas à equação de
Dirac é útil estudarmos a lagrangeana associada
L =  (i~@  mc) ; (4.29)
onde    y0. Pode ser constatado que variando essa lagrangeana
em relação a  chegamos na equação de Dirac. Se impusermos uma
transformação local
 ! e ie(x) ,  ! e ie(x)  ; (4.30)
a lagrangeana se transforma como
 (i~@  mc) !  (i~@ + e~@ (x) mc) ; (4.31)
onde o termo e@ (x) se parece com o segundo termo no lado direito
da transformação (4:28), isso sugestiona o repasse
i~@ ! i~@   e
c
A; (4.32)
de forma que no lugar da equação (4:29) ; temos a equação
L =  

i~@   e
c
A  mc

 ; (4.33)
ou, variando a lagrangeana em relação ao campo  
i~@   e
c
A  mc

 = 0;
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que é a equação de Dirac acoplada minimamente ao campo eletromag-
nético.
4.2.3 Partícula Livre
Multiplicando a equação (4:21) por  e expandindo a soma im-
plícita, podemos colocar essa equação na seguinte forma 
m0c
2 + c~  ~p = i~@ 
@t
: (4.34)
A primeira solução da equação de Dirac que iremos analisar é para uma
partícula livre. Naturalmente, essa solução corresponde ao caso de um
potencial nulo, onde não há dependência temporal ou da posição, por
isso, iremos propor uma solução onde a parte dependente da posição é
separada da solução temporal na seguinte forma
	(~x; t) =  (~x) (t) =  (~x) exp [  (i=~) "t] ; (4.35)
onde " será relacionado a energia da partícula. Substituindo (4:35) na
equação (4:34)
 
m0c
2 + c~  ~p f (x) exp [  (i=~) "t]g = i~ @
@t
f (x) exp [  (i=~) "t]g ;
(4.36)
e multiplicando por 1 (x)(t) ;
i~
1
 (t)
@
@t
fexp [  (i=~) "t]g   1
 (x)
 
m0c
2 + c~  ~p (x) = 0 (4.37)
e calculando a derivada em relação ao tempo obtemos 
m0c
2 + c~  ~p (x) = " (x) : (4.38)
Dessa forma, separamos a solução temporal da espacial, obtendo assim
uma equação somente para as coordenadas espaciais. Utilizando as
equações(4:25) e (4:23), escrevemos a equação (4:38) na maneira
c

0 ~
~ 0

 ~p (x) +m0c2

I 0
0  I

 (x) = " (x) : (4.39)
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Escrevendo a solução espacial como um espinor de quatro componentes
 =
0BB@
 1
 2
 3
 4
1CCA =  '

; (4.40)
e substituindo na equação (4:39) ; obtemos um sistema de duas equações
diferenciais acopladas
c~  ~p+m0c2' = "'; (4.41)
c~  ~p' m0c2 = ": (4.42)
Considerando um estado com autovalor de momento ~p0
'


=

'0
0

exp

i
~

~p0  ~x

a atuação de ~p no espinor

'


forma uma equação de autovalor do
tipo
p^

'


=

'0
0

~p0 exp

i
~

~p0  ~x

;
logo as equações (4:41) e (4:42) são escritas no formato 
" m0c2

'0   c~  ~p00 = 0 (4.43)
 c~  ~p0'0+
 
"+m0c
2

0 = 0: (4.44)
Para que as duas equações sejam compatíveis o determinante formado
pelos coecientes deve ser nulo, isto é,  " m0c2  c~  ~p0 c~  ~p0  "+m0c2
 =  "2  m20c4 c2 (~  ~p0) (~  ~p0) = 0;
(4.45)
e com o uso da identidade

~  ~A

~  ~B

= ~A  ~BI+i~

~A ~B

a
equação (4:45) é escrita de uma forma simples 
"2  m20c4
 c2~p 20 = 0: (4.46)
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Se resolvermos essa equação para ", obtemos
" = Ep =
q
m20c
4 + c2~p 20 ; (4.47)
que corresponde à energia de uma partícula livre. Os sinais positivos e
negativos que aparecem nessa equação correspondem ao tipo de solução
da equação de Dirac, ou seja, partículas com energia positiva e negativa
respectivamente. Agora iremos proceder para obter a solução completa
da equação de Dirac. Da equação (4:43), podemos escrever 0 na forma
0 =
c~  ~p0
"+m0c2
'0; (4.48)
logo a solução proposta em (4:35) é reescrita como
	p (~x; t) = N
 
 0
c~~p0
Ep+m0c2
 0
!
exp [i (~p0  ~x  Ept=~)] p
2
3 ; (4.49)
onde Ep = ",  = 1. Aqui N é uma constante que é obtida com a
condição de normalizaçãoZ
d3x	yp (~x; t)	p00 (~x; t) = 0 (~p  ~p 0) : (4.50)
Substituindo (4:49) em (4:50) e integrando a equação resultante, encon-
tramos um valor para a constante de normalização
N =
s
(m0c2 + Ep)
2
(m0c2 + Ep)
2
+ c2~p20
=
s
(m0c2 + Ep)
2Ep
: (4.51)
Essa solução corresponde ao caso mais simples possível. Na medida
que consideramos potenciais dependentes da posição ou até mesmo do
tempo, podemos ter situações em que a equação de Dirac é mapeada em
um problema de Sturm-Liouville. Mas dependendo a complexidade do
potencial, temos situações em que a solução analítica não é facilmente
encontrada.
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4.2.4 Átomo de Hidrogênio
Considerando um potencial central do tipo V (r), o hamiltoniano
de Dirac é dado pela expressão
H^D = c~  ~p+ m0c2 + V (r) : (4.52)
Devido à simetria esférica, o momento angular J^ e operador paridade
P^ comutam com H^D, isto é,h
H^D; J^
i
=
h
H^D; P^
i
= 0:
Sabemos que quando operadores comutam na mecânica quântica podemos
achar autofunções em que esses operadores ocorram simultaneamente.
Se a solução da equação de Dirac for escrita na forma
	jlm =

'jlm (~x; t)
jl0m (~x; t)

; (4.53)
então podemos substituir (4:53) na equação (4:34) obtendo duas equações
diferenciais  
E  m0c2   V

'jlm = (c~  ~p)jl0m; (4.54) 
E +m0c
2   V jl0m = (c~  ~p)'jlm: (4.55)
A solução geral deve ser um produto que envolva uma parte angular e
uma parte radial, dessa forma pode ser proposto um ansatz do tipo
'jlm = ig (r) 
jlm

~r
r

; (4.56)
jl0m =  f (r) 
jl0m

~r
r

; (4.57)
sendo que a solução da parte angular é obtida através dos harmônicos
esféricos espinoriais

jlm = 
m0ms
(l 1/2 j j m0msm)Ylm01=2 ms ; (4.58)
onde 1=2 ms ; para ms = 1=2 são escritos como matrizes coluna:
1=2  1=2 =

1
0

; 1=2 1=2 =

0
1

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e (l 1/2 j j m0msm) são os c-coecientes (ROSE, 1961).Os números quân-
ticos são relacionados na forma
l0 = 2j   l =

2 (l + 1=2)  l = l + 1 para j = l + 1=2
2 (l   1=2)  l = l   1 para j = l   1=2: (4.59)
Tendo em vista a separação das coordenadas angulares e radiais, deve-
mos reescrever o termo ~ ~p'jlm de maneira a explicitar sua dependência
em relação às coordenadas. Inicialmente consideramos a relação
~  ~p'jlm =  ~dg
dr
(~  r^) 
jlm + ig (~  ~p 
jlm) ; (4.60)
e também a propriedade dos harmônicos esféricos espinoriais que rela-
ciona os números quânticos l e l0
~  r^
r


jlm =  
jl0m: (4.61)
Usando novamente a identidade que relaciona as matrizes de Pauli e os
vetores arbitrários ~A e ~B
~  ~A

~  ~B

= ~A  ~BI+i~

~A ~B

; (4.62)
a equação (4:60) é escrita na forma
~  ~p'jlm =  ~dg
dr
(~  r^) 
jlm   ig

 2i~
r
  i
r
~L~


jl0m; (4.63)
onde ~L=~r~p é o operador momento angular. Denindo o operador k^ =
2~+ ~L~ que satisfaz a equação de autovalor k^
jl0m =   (k + 1)
jl0m;
a equação (4:63) se reduz:
~  ~p'jlm = ~
jl0m

dg
dr
  k + 1
r
g

: (4.64)
De forma análoga, repetimos o procedimento para o termo ~  ~pjl0m
obtendo o resultado
~  ~pjl0m =  ~
jlm

df
dr
  k   1
r
f

; (4.65)
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e por m, substituímos as equações (4:64) e (4:65) nas expressões (4:54)
e (4:55) respectivamente, obtendo
 
E  m0c2   V

'jlm = c~
jlm

df
dr
  k   1
r
f

; (4.66)
 
E +m0c
2   V jl0m =  c~
jl0mdg
dr
  k + 1
r
g

: (4.67)
As relações (4:56) e (4:57) indicam que as equações anteriores se reduzem
a
dg
dr
  k + 1
r
g    E +m0c2   V  f = 0; (4.68)
df
dr
  k   1
r
f +
 
E  m0c2   V

g = 0: (4.69)
Assim obtemos a chamada equação de Dirac radial para o átomo de
hidrogênio. A forma explícita do potencial é V (r) =  ze
2
r , e a forma da
equação radial sugestionam a substituição G = rg; F = rf . Com isso
as equações (4:68) e (4:69) são modicadas para a forma
dG (r)
dr
=  k
r
G (r) +

E +m0c
2
c~
+
z
r

F (r) ; (4.70)
dF (r)
dr
= +
k
r
F (r) 

E  m0c2
c~
+
z
r

G (r) ; (4.71)
onde  = e
2
c~ : A solução de uma equação diferencial requer informações
a respeito das condições iniciais e das condições de contorno do sistema.
A primeira condição que analisaremos está relacionada ao limite r ! 0,
nesta situação os termos do tipo 1=r são muito maiores que os termos
constantes ou que dependem de r com uma potência maior que um.
Logo é natural considerar que o limite r ! 0 implica que as equações
(4:70) e (4:71) são reduzidas à forma
dG (r)
dr
+
k
r
G (r)  z
r
F (r) = 0; (4.72)
dG (r)
dr
+
k
r
F (r) +
z
r
G (r) = 0: (4.73)
Propondo uma solução em série de potências y (r) =
1

i=0
rair
i; com
exceção do primeiro termo, todos os termos da série são muito pequenos
77
quando r ! 0. Por essa razão a solução radial pode ser escrita G (r) =
ar , F (r) = br , implicando que as equações propostas em (4:72) e
(4:73) podem ser manipuladas e escritas na forma independente de r
a + ak   bz = 0;
b + bk + az = 0;
cujo o determinante, por motivos de consistência entre as equações, deve
ser igualado a zero  z  + k   k z
 =  2 + k2   (z)2 = 0;
de onde concluímos que  =
q
k2   (z)2. Com a substituição % =
er =
er
p
m20c
4 E2
~c e propondo uma solução que converge no innito
G (%) =
p
(m0 + E)%
  e2
0@% 1
m=0
m%
m + %
1

m=0
m
m=0
%m
1A ; (4.74)
F (%) =
p
(m0   E)%  e2
0@% 1
m=0
m%
m   %
1

m=0
m%
m
1A ; (4.75)
as equações (4:70) e (4:71) fornecem um par de equações para os coe-
cientes m e m
m (m+ ) = m 1   zE~c m  

k +
zm0c
2
~c

m; (4.76)
m (m+ ) =

 k + zm0c
2
~c

m +
zE
~c
m: (4.77)
Da equação (4:77), a razão entre m e m é obtida
m
m
=
 k + zm0c2~c
m+    zE~c
=
k   zm0c2~c
n0  m ; (4.78)
onde denimos n0     zE~c : Se imaginarmos as equações para os
coecientes como um sistema de duas equações e duas incógnitas, logo
podemos resolver o sistema para m e m tal que o resultado em função
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de 0 e 0 é uma função hipergeométrica
m =
(n0  m)
m (2 +m)
m 1 =
( 1)m (n0   1) ::: (n0  m)
m! (2 + 1) ::: (2 +m)
0; (4.79)
m =
( 1)m n0 (n0   1) ::: (n0  m+ 1)
m! (2 + 1) ::: (2 +m)
0: (4.80)
Com isso completamos o cálculo dos coecientes que compõem a solução
proposta em (4:74) e (4:75). Agora vamos estudar o comportamento do
espectro de energia. Esperamos, a exemplo da mecânica quântica não
relativística, encontrar estados ligados. De fato, a equação (4:79) é uma
relação de recorrência envolvendo dois coecientes seguidos. Dentre os
valores que o número m assume, é condição que exista um valor que seja
o limite, isto é, um número para que função de onda seja nula. Uma
forma simples de impor essa condição é zerando o segundo termo da
expressão (4:79), ou seja, n0 m = 0, n0 = m; assim m0 = 0; 1; 2; ::::Com
os resultados anteriores n0 =   zE~c ;  =
p
m20c
4 E2
~c ; e com a denição
n  n0 + j + 12 onde j é o momento angular. A energia é então dada
pela expressão
E = m0c
2
266641 + (z)
2
n  j   12 +
q 
j + 12
2   (z)22
37775
  12
: (4.81)
A Tabela 1, a seguir, ilustra a energia conforme o estado quântico. Dessa
Notação n l j n0 k E=eV
1s 1
2
1 0 1=2 0 -1 -13,606
2s 1
2
2 0 1=2 1 -1 -3,402
2p 1
2
2 1 1=2 1 1 -3,402
2p 3
2
2 1 1=2 0 -2 -3,401
3s 1
2
3 0 1=2 2 -1 -1,512
3p 1
2
3 1 1=2 2 1 -1,512
Tabela 1: Energia dos estados e os números quânticos.
forma, nalizamos o capítulo com a solução da equação de Dirac para
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átomo de hidrogênio. Observamos que as soluções da equação de Dirac
são, em geral, mais extensas e complexas que as soluções da equação
de Schrödinger. Esse é o preço que pagamos para obtermos soluções de
equações de onda que carregam os princípios da relatividade restrita.
Todavia, os resultados obtidos com a equação de Dirac são exelentes,
eles fornecem, de forma natural, a descrição do spin das partículas e,
além disso, fornecem um resultado exato em relação à estrutura na dos
espectros. Assim é natural pensar em estender para espaços curvos a
utilização das equações de onda e, dessa forma, incorporar os princípios
da relatividade geral. No próximo capítulo iremos focar na derivação
das equações de Klein-Gordon e Dirac em espaços curvos.
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5 EQUAÇÕES DE DIRAC E KLEIN-GORDON EM UM
ESPAÇO-TEMPO CURVO
Neste capítulo vamos iniciar o estudo de equações de onda re-
lativísticas em um espaço-tempo arbitrário. A tarefa de generalizar a
equação de Klein-Gordon para o espaço curvo é relativamente simples.
Mas em relação à equação de Dirac, temos uma situação mais compli-
cada. Devemos utilizar, para esse m, resultados da teoria de grupos,
em especial, do grupo de Lorentz. No que segue, explicaremos com
detalhe o procedimento.
5.1 EQUAÇÃO DE KLEIN-GORDON NO ESPAÇO CURVO
No capítulo passado mencionamos a possibilidade de descrever-
mos partículas sem spin em um espaço tempo curvo. Vamos investigar, a
partir deste ponto, a formulação de uma equação equivalente à equação
de Klein-Gordon em um espaço tempo com curvatura. Vamos nos limi-
tar ao estudo de geometrias oriundas da resolução da equação de Ein-
stein. Desta forma, a descrição quântica de uma partícula pode levar em
conta elementos da geometria do espaço-tempo em questão. Dos capí-
tulos iniciais deste trabalho, estudamos a generalização das equações da
relatividade restrita para a relatividade geral. O procedimento padrão
para essa tarefa consiste em:
 Repassar o tensor métrico de Minkowski  pelo tensor métrico
geral g :
 Repassar derivadas espaciais usuais por derivadas covariantes, isto
é, ;! ; :
 Repassar o elemento de volume do espaço de Minkowski d3xdt
pelo elemento de volume covariante d4x
p g:
Dessa forma a equação de Klein-Gordon no espaço de Minkowski
(em unidades c = ~ = 1)
 @@+m2 = 0; (5.1)
em um espaço-tempo arbitrário, é dada por
 grr+m2 = 0; (5.2)
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onde r é a notação usada para representar a derivada covariante. Para
ns computacionais convém colocarmos a equação (5:2) em uma forma
simplicada. Considerando que a derivada covariante de um escalar é
idêntica a derivada usual, podemos escrever a equação (5:2) na forma
 gr@+m2 = 0: (5.3)
Usando a identidade
V ; =
1p g @
 p gV  ;
e levando em conta a nulidade da derivada covariante do tensor métrico,
a equação (5:2) é simplicada para a forma
  1p g @
 
g
p g@

+m2 = 0: (5.4)
Devido à presença do tensor métrico geral e do seu determinante, ca
claro que a equação (5:2) engloba efeitos da gravidade, mas há, no
entanto, outras formas da equação de onda se acoplar com a gravidade.
A maneira como o efeito da gravidade é englobado pela equação (5:2)
é, algumas vezes, referido como acoplamento mínimo gravitacional.
A forma mais geral de escrever a equação de Klein-Gordon no
espaço curvo é conformalmente acoplada ao campo gravitacional. Neste
caso, a ação é dada por
S =
Z
d4x
1
2
( g) 1=2 g; ;    m2 + R2 ; (5.5)
onde  = 14 [(n  2) = (n  1)] e n é a dimensão do espaço-tempo. A
nomenclatura "conformalmente acoplada"em referência a equação (5:2)
vem do fato que, para o caso de m = 0, a ação e invariante sob uma
transformação conformal da métrica, denida como
g = 

2g ; (5.6)
onde 
 é uma função que depende das coordenadas. Em especial, iremos
trabalhar com espaços conformalmente planos, na forma
g = 

2 ;
onde  representa o espaço-tempo plano da relatividade restrita. As-
sim, a nossa terefa agora é procurar soluções para a equação de Klein-
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Gordon utilizando o arcabouço teórico desenvolvido nessa seção. No
capítulo relacionado aos resultados obtidos, resolveremos a equação de
Klein-Gordon no espaço-tempo da córda cósmica na presença de um
potencial escalar. Na próxima seção apresentaremos a generalização da
equação de Dirac.
5.2 GRUPODE LORENTZ E A EQUAÇÃODE DIRAC EMESPAÇO-
TEMPO CURVO
Na mecânica clássica não relativística o elemento de distância
x2 + y2 + z2 é invariante em referenciais que estão com velocidade
constante. As transformações que conectam dois referenciais inerci-
ais na mecânica clássica recebem o nome de transformações de Galileu.
Quando impomos os postulados da relatividade restrita, temos um cenário
diferente em relação às quantidades cinemáticas e dinâmicas. Em vez
das transformações de Galileu, as transformações corretas, levando em
conta a constância da velocidade da luz, são as chamadas transfor-
mações de Lorentz que são transformações que preservam a quantidade
t2 x2 y2  z2; e formam o chamado grupo de de Lorentz. Esse grupo
engloba as simetrias da Relatividade Restrita. Assim, uma maneira de
garantirmos que nossas equações estejam de acordo com os conceitos
da Relatividade Restrita, é impor que os constituintes da equação satis-
façam as transformações de Lorentz. Para as equações, que além de ve-
tores e tensores, envolvem espinores, devemos usar também a chamada
representação espinoral do grupo de Lorentz.
5.2.1 Grupo de Lorentz
Uma transformação de Lorentz que conecta as coordenadas do
espaço-tempo x e as coordenadas transformadas x0, pode ser escrita
na forma
x0 = x
 + a; (5.7)
onde  e a
 são quantidades constantes. A transformação (5:7) deve
manter o elemento de distância t02   x02   y02   z02 invariante, que na
forma innitesimal, é dado por
ds02 = dt02   dx02   dy02   dz02
= dx
0dx0 ; (5.8)
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onde
 =
0BB@
1 0 0 0
0  1 0 0
0 0  1 0
0 0 0  1
1CCA :
Usando a (5:7) em (5:8) temos
ds02 = 
 
dx

 
dx


= 



dx
dx; (5.9)
de onde concluímos que
ds02 = ds2; (5.10)
desde que os termos  satisfaçam




 = : (5.11)
De forma geral, podemos representar uma transformação de Lorentz
para uma quantidade  n por
 0n =
X
m
[D ()]nm  m; (5.12)
onde D () é uma representação matricial do grupo de Lorentz. Sabe-
mos que uma transformação de Lorentz 1 seguida de uma transfor-
mação de Lorentz 2 fornece 12, ou seja, transformações de Lorentz
em sequência são equivalentes a uma única transformação de Lorentz en-
volvendo o produto das transformações. Dessa forma as matrizes D ()
devem satisfazer a propriedade matemática
D (1)D (2) = D (12) : (5.13)
Por exemplo, se a quantidade  n for um vetor contravariante V , então
D () é dado por
[D ()]

 = 

 ; (5.14)
ou seja
V 0 = V
 : (5.15)
Para um tensor contravariante de segunda ordem T a matriz D ()
assume a forma
[D ()]

 = 



; (5.16)
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fornecendo a transformação
T
0 = 

T
: (5.17)
As equações (5:14) e (5:16) são exemplos de representação tensorial
do grupo de Lorentz. A representação tensorial das transformações de
Lorentz cobre grande parte das transformações relacionadas a tensores,
como exemplicado na equação (5:17), no entanto, equações que des-
crevem partículas com spin, por exemplo, exigem um tipo diferente de
representação do grupo de Lorentz. Para estudar como um espinor se
transforma em relação a uma transformação de Lorentz, necessitamos
de uma representação espinoral do grupo de Lorentz. Esse tipo de re-
presentação é construído considerando inicialmente a forma innitesimal
da transformação
 = 

 + !

 ; (5.18)
onde
!  1: Isso signica que essa transformação é composta por
um tensor  ; que preserva a forma das quantidades transformadas,
mais uma quantidade innitesimal ! ; que fornece uma alteração nessas
quantidades transformadas. Se a transformação denida em (5:18) for
uma transformação de Lorentz, deve satisfazer a equação (5:11), dessa
forma, inserindo (5:18) em (5:11) obtemos
 = 
 
 + !


 
 + !



= 



 + 

!

 + !



 + !

!



=  + !

 + !

 + !

!


=  + !  + !  + !

!

: (5.19)
Descartando os termos de alta ordem em ! concluímos que
!  + !  = 0;
assim
!  =  !  : (5.20)
Portanto, o termo ! deve possuir a propriedade de ser antissimétrico.
Para o mesmo tipo de transformação, a representação matricial de
D () deve possuir propriedades equivalentes. Isso signica impor que
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D (1 + !) seja expandido na forma
D (1 + !) = 1+
1
2
!; (5.21)
que, em virtude de (5:20),  pode ser escolhido ser antissimétrico
 =   : (5.22)
Além da propriedade de antissimetria, devemos observar que o termo
 pode possuir mais um vínculo devido à regra de multiplicação de
grupo, dada em (5:13) : De fato, é usual calcular a forma explícita do
termo  com base em uma equação geral derivada para . Impondo
a multiplicação de grupo para a quantidade  (1 + !)  1 temos
D ()D (1 + !)D
 
 1

= D
 
1 + ! 1

; (5.23)
e usando a forma explícita para D (1 + !), a equação anterior é escrita
como
D ()

1+
1
2
!

D
 
 1

= 1+
1
2
!



 ; (5.24)
ou, descartando termos de alta ordem,
D ()D
 
 1

= 



 : (5.25)
Se zermos  = 1+! e  1 = 1 ! na equação (5:25) ; temos a relação
1+
1
2
!



1 1
2
!""

=  (

 + !

)
 
 + !



;
(5.26)
que, após a expansão dos termos entre parênteses, fornece
 +
1
2
!   1
2
!"" = 
 


 + 

!

 + !





:
(5.27)
Reescrevendo os índices da equação anterior, obtemos
! (   ) = ! (2 + 2) ; (5.28)
que pode ser escrito na forma
[ ; ] =     +     ; (5.29)
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que é a relação de comutação que  deve satisfazer. Assim o problema
de encontrar uma representação do grupo de Lorentz é resumida em
encontrar quantidades  que satisfaçam a equação (5:29) :
5.2.2 Equação de Dirac em Espaço-tempo Curvo
Uma característica fundamental da equação de Dirac é a invariân-
cia por transformações de Lorentz. Em espaço-tempo curvo, desejamos
preservar essa característica. Uma maneira de fazer isso é utilizando as
tetradas e(a) , que podem ser denidas de forma a satisfazerem a equação
g = e
(a)
e
(b)
(a)(b); (5.30)
onde (a)(b) é o tensor de Minkowski que representa a métrica de um
espaço-tempo sem curvatura e g é o tensor métrico, que está rela-
cionado a um espaço-tempo de geometria arbitrária. É importante ob-
servar que os índices denotados por letras gregas ; ;  e assim por
diante, referem-se às coordenadas de tensores onde o tensor métrico g
pode ser usado para descer ou subir índices, enquanto que os índices de-
notados por letras latinas entre parênteses referem-se a tensores, onde o
tensor de Minkowski (a)(b) deve ser usado para subir ou descer índices.
Eventualmente, tensores com os dois tipos de índices podem ocorrer,
neste caso devemos observar qual é o tensor métrico correto para o
índice no qual desejamos manipular.
Através da equação da (5:30), notamos que as tetradas podem
ser utilizadas para projetar vetores do espaço-tempo curvo no espaço
tempo plano pela relação
V = e
(a)
V(a) (5.31)
que será utilizada para relacionar a forma de um vetor em diferentes
geometrias do espaço-tempo.
Inicialmente notamos que a equação de Dirac, escrita na geome-
tria de Minkowski, possui simetria de Lorentz, isto é, ela é invariante
em relação a uma transformação de Lorentz. Desejamos que equação
equivalente em espaço-tempo curvo possua a mesma característica. De
fato, vamos estudar o comportamento dos elementos da equação de
Dirac sob transformações que preservam determinadas simetrias da re-
latividade restrita e, dessa forma, entender as quantidades que precisam
ser adicionadas ou modicadas na equação. Notamos que um espinor
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transforma-se da seguinte maneira
 !  () ; (5.32)
onde  () = 1 + 12 i"
(a)(b)(a)(b) e (a)(b) é a representação espinoral
dos geradores da transformação de Lorentz que são escritos em função
das matrizes (c) denidas em, na forma (a)(b)  14 i

(a); (b)

(NAKA-
HARA, 2003). A idéia é construir uma derivada covariante r(a) que,
localmente, é invariante de Lorentz. Isso signica que devemos impor a
condição de transformação
r(a) !  (b)(a)r(b) : (5.33)
A maneira usual de achar a forma do operador de derivada covariante
do espinor é supondo a combinação
r(a) = e (a) (@ +
) ; (5.34)
e considerando a forma com a qual o operador 
 se transforma

 ! 
 1 + @ 1: (5.35)
Se escolhermos a combinação de termos na forma

  1
2
i (a) (b) (a)(b) =
1
2
ie(a)re(b)(a)(b); (5.36)
a equação (5:35) é satisfeita e consequentemente a equação (5:34) satis-
faz a condição de transformação exigida em (5:33) e com isso chegamos
à forma nal do operador de derivada covariante
r(c) = e (c)

@ +
1
2
ie(a)re(b)(a)(b)

 ; (5.37)
onde os termos  (a) (b) envolvem derivadas covariantes de tensores que
são obtidas com o uso dos símbolos de Christo¤el que, por sua vez,
envolvem derivadas do tensor métrico.
Considerando a equação de Dirac em espaço tempo plano
i(a)@(a)  m = 0; (5.38)
e repassando o operador de derivada convencional para o operador
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obtido em (5:37) ; chegamos na equação de Dirac em espaço curvo
ie (a)
(a) (@ +
)  m = 0: (5.39)
Se tivermos um acoplamento com o campo eletromagnético (acopla-
mento mínimo)
ie (a)
(a) (@ +
 + ieA)  m = 0; (5.40)
e a ação escalar que leva a equação (5:40) é dada por
S =
Z
d4x
p g  

i(c)e(c)

@ +
1
2
ie(a)re(b)(a)(b) + ieA

 m

 :
(5.41)
É comum denir o termo  = e (a)
(a) como matrizes de Dirac em
espaço tempo curvo e é fácil ver que elas satisfazem a álgebra de Cli¤ord
 +  = g : (5.42)
Com os resultados obtidos podemos agora escrever escrever equações de
onda em espaços curvos para díversas situações de interesse, o que será
feito no próximo capítulo.
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6 SOLUÇÕES DAS EQUAÇÕES DE ONDA EM
ESPAÇOS CURVOS
Neste capítulo iremos derivar alguns resultados relacionados a
bósons e férmions. Da parte dos autores do presente trabalho, não temos
conhecimento que alguns destes resultados tenham sido publicados na
literatura.
6.1 SOLUÇÃO DA EQUAÇÃO DE DIRAC BI-DIMENSIONAL EM
UMREFERENCIAL ACELERADO (ESPAÇO-TEMPODE RINDLER)
Estudaremos soluções da equação de Dirac em 1+1 dimensões,
em um espaço conhecido como espaço de Rindler. Em anos recentes,
o estudo de sistemas quânticos com dimensões reduzidas tem recebido
grande atenção da comunidade cientíca devido à possiblidade de servirem
como modelos de sistemas físicos (COLEMAN; JACKIW; SUSSKIND, 1975;
COLEMAN, 1976; CASTRO, 2003; PACHECO; LANDIM; ALMEIDA, 2003b).
Em especial, o potencial de uma carga em 1+1 dimensões, acoplado à
equação de Dirac através da componente temporal do potencial vetor,
está associado à não existência de estados ligados devido ao paradoxo de
Klein (CASTRO, 2005; CASTRO; HOTT, 2005; HO; KHALILOV, 2001). Por
outro lado, há uma classe de potenciais que podem ser representados na
equação de Dirac, os chamados potenciais escalares que são acoplados
com a massa e que, em alguns casos, estão associados a soluções para
estados ligados (CASTRO; HOTT, 2005).
No apêndice A discutiremos alguns detalhes do movimento clás-
sico no espaço-tempo de Rindler, que é um espaço-tempo bem estudado
e estabelecido na literatura, nossa contribuição é a análise da solução de
equação de Dirac nesse espaço. No momento iremos focar na métrica
que representa um referencial acelerado na relatividade restrita, que
pode escrita na forma
ds2 = (1 + a)
2
d2   d2; (6.1)
onde  e  são as coordenadas próprias do referencial acelerado. A
coordenada tempo próprio ; pode assumir os valores  1 <  < 1;
enquanto que a coordenada da distância própria assume os valores no
intervalo 1=a <  < 1: A parâmetro a é aceleração do sistema de
referência.
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Vamos escrever a métrica que representa o elemento de distância
(6:1) na forma conformalmente plana. Para este m, vamos efetuar a
seguinte transformação
 = ;
x =
1
a
ln (1 + a) ; (6.2)
e diferenciando as coordenadas obtemos
dx = d

1
a
ln (1 + a)

=
1
a
a
(1 + a)
=
d
(1 + a)
; (6.3)
ou, após elevarmos ao quadrado
dx2 =
d2
(1 + a)
2 : (6.4)
Substituindo a equação (6:4) na equação (6:1) encontramos o elemento
de distância
ds2 = e2ax
 
d2   dx2 : (6.5)
Além do alto grau de simetria que essa métrica possui, temos agora
a vantagem que as coordenadas cobrem o intervalo  1 <  < 1; e
 1 < x < 1; o que signica uma extensão da métrica inicialmente
proposta.
Podemos ver claramente que a equação (6:5) é conformalmente
plana, uma vez que temos uma função que multiplica um elemento de
distância de um espaço-tempo plano. Agora, a equação (6:5) ; assim
como métrica na equação (6:1) ; representam o elemento de distância
de um espaço-tempo plano. Na realidade essas métricas são formas da
métrica de Minkowski relacionadas por uma transformação de coorde-
nadas. Em vista disso, o espaço-tempo associado as métricas (6:1) e
(6:5) é plano.
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6.1.1 Derivando a equação de Dirac
Nossa tarefa agora é derivar a equação de Dirac para a métrica
(6:5) : Recapitulando resultados anteriores, a equação de Dirac para um
espaço-tempo arbitrário é escrita na forma
ie (a)
(a) (@ +
)  m = 0; (6.6)
com o termo 
 é dado por

 =
1
2
ie(a)re(b)(a)(b); (6.7)
onde
(a)(b)  1
4
i

(a); (b)

; (6.8)
são os geradores do grupo de Lorentz, e as quantidades (a) são as
matrizes de Dirac usuais. Para métricas do tipo (6:5) podemos escolher
uma base tetrada na forma
e (a) =

e
(x)
2
0
0
e
(x)
2

; (6.9)
e (a) =

e 
(x)
2
0
0
e 
(x)
2

; (6.10)
onde  (x)  2ax: É fácil vericar que essa base tetrada está relacionada
ao tensor métrico por
g = e
(a)
e
(b)
(a)(b);
onde (a)(b) é o tensor de Minkowski em duas dimensões. Os cálculos
para 
 resultam em uma componente não nula

0 =
i0  1
4
d
dx
; (6.11)
que, substituindo na equação de Dirac, fornece
0 = ie (a)
(a) (@ +
)  m 
=

i(0)
@
@t
+ i(1)
@
@x
+
i(1)
4
d (x)
dx
 me 12(x)

 (t; x) : (6.12)
94
Como fora discutido anteriormente, às matrizes (0); (1) são as matrizes
de Dirac usuais do espaço tempo plano e estão relacionadas as matrizes
de Dirac no espaço tempo-curvo, através da base tetrada pela equação
 = e (a)
(a) . Uma escolha possível para as matrizes de Dirac em duas
dimensões no espaço plano é dada por
(0) =

0
1
1
0

; (1) =

i
0
0
 i

; (6.13)
dessa forma as matrizes no espaço curvo são escritas como
0 = e 

2 (0); 1 = e 

2 (1): (6.14)
É facil ver que essas matrizes satisfazem a álgebra de Cli¤ord
 +  = g :
6.1.2 Separação de variáveis
Tendo estabelecido todos os elementos que compõem a equação
de Dirac na expressão (6:5) ; estamos em condições agora de proceder
com a separação da parte espacial e temporal da equação. Como a
equação (6:5) não depende explicitamente do tempo, podemos propor
que a solução seja escrita na forma
 (t; x) = e i"t

g (x)
f (x)

; (6.15)
que, após substituição na equação (6:5), fornece
i(1)
d
dx
+
i(1)
4
d (x)
dx
 me 12(x)
 
g (x)
f (x)

=  (0)"

g (x)
f (x)

;
(6.16)
ou substituindo os valores das matrizes (0) e (1) :
  ddx   14 d(x)dx  me
1
2(x)
0
0
d
dx +
1
4
d(x)
dx  me
1
2(x)
 
g (x)
f (x)

=

0
 "
 "
0
 
g (x)
f (x)

; (6.17)
ou ainda, de forma equivalente
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
d
dx
+
1
4
d (x)
dx
+me
1
2(x)

g (x) = " f (x) ; (6.18)
  d
dx
  1
4
d (x)
dx
+me
1
2(x)

f (x) = "g (x) : (6.19)
Aplicando uma transformação unitária na expressão (6:17) através da
matriz
U (x) =

e
1
4(x)
0
0
e
1
4(x)

; (6.20)
a derivada de  (x) sai da equação e agora encontramos o sistema de
equações 
d
dx
+me
1
2(x)

g (x) = "f (x) ; (6.21)
  d
dx
+me
1
2(x)

f (x) = "g (x) ; (6.22)
onde
 (t; x) = U (t; x) = U

g (x)
f (x)

=

g (x)
f (x)

: (6.23)
Quando há a presença de um potencial escalar V (x), devemos fazer o
repasse m ! m + V (x), de forma que o sistema de equações formado
por (6:21) e (6:22) é reescrito como
d
dx
+ (m+ V (x)) e
1
2(x)

g (x) = "f (x) ; (6.24)
  d
dx
+ (m+ V (x)) e
1
2(x)

f (x) = "g (x) : (6.25)
6.1.3 Desacoplamento das funções
A idéia é obtermos equações diferenciais que dependam somente
de f ou de g, veremos que em vez de trabalharmos com equações dife-
renciais de primeira ordem, teremos duas equações de segunda ordem,
uma para cada função. Vamos denir a função
z (x) = (m+ V (x)) e
1
2(x); (6.26)
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de modo que, em vez das expressões (6:24) e (6:25) ; temos o sistema
d
dx
+ z (x)

g (x) = "f (x) ; (6.27)
  d
dx
+ z (x)

f (x) = "g (x) : (6.28)
Isolando g (x) na segunda equação e substituindo na primeira obtemos
uma equação desacoplada para f (x) : Procedendo de forma análoga para
obter uma equação desacoplada para g (x) ; temos que as duas equações
são dadas por
d2f
dx2
  dz
dx
f   z2f + "2f = 0; (6.29)
d2g
dx2
+
dz
dx
g   z2g + "2g = 0: (6.30)
Podemos ainda escrever de modo unicado as duas equações
d2F
dx2
  s dz
dx
F   z2F + "2F = 0; (6.31)
de forma que quando s = 1 temos a equação para a função f e para
s =  1 temos a equação para a função g:
6.1.4 Solução aproximada
Para o caso da métrica de Rindler  = 2ax, e considerando um
potencial V (x) = 0, então z (x) pode ser escrito na forma
z (x) = m exp (ax) : (6.32)
Lembrando que essa métrica, em coordenadas conformais, é represen-
tada pela expressão
g = exp (2ax)
  1 0
0 1

; (6.33)
onde a coordenada conformal x assume valores no intervalo de  1 <
x <1. Para tratarmos o problema de resolver a equação de Dirac nesse
referencial de forma simplicada, podemos considerar inicialmente que
a aceleração é pequena, logo é razoável supor que o potencial z (x) é
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aproximado na forma
z (x) = m

1 +
ax
2
+ :::

:
Assim a aproximação anterior leva a equação (6:31) para a forma
d2F
dx2
  sma
2
F   a
2m2
4

2
a
+ x
2
F + "2F = 0: (6.34)
6.1.4.1 Autovalores de Energia e autofunções
A seguir, usaremos o método NU (Nikiforov-Uvarov) (PAHLA-
VANI, 2012) para determinar o espectro de energia e as autofunções
do problema. Denindo a variável y =
p
am
2
 
x+ 2a

; as derivadas de
primeira e segunda ordem na equação (6:34) são, respectivamente
dF
dx
=
dy
dx
dF
dy
=
r
am
2
dF
dy
; (6.35)
d2F
dx2
=
d2y
dx2
dF
dy
+

dy
dx
2
d2F
dy2
=
am
2
d2F
dy2
: (6.36)
Assim, podemos escrever a equação (6:34)
d2F
dy2
+
2"2
am
F   y2F   sF = 0 (6.37)
ou ainda, denindo  = 2"
2
am e Vef = y
2 + s, podemos colocar a equação
(6:37) na forma de uma equação de Schrödinger
d2F
dy2
+ (   Vef ) = 0: (6.38)
Observando que Vef = y2+s é um potencial do tipo oscilador harmônico,
podemos obter uma solução para essa equação de forma análoga ao
problema do oscilador harmônico quântico, mas aproveitaremos a opor-
tunidade para introduzir um interessante método de resolução equações
diferencias, o chamado método NU (PAHLAVANI, 2012). Para esse m,
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iremos impor a transformação na função de onda
F = exp
"
 am
4

x+
2
a
2#
F = exp

 y
2
2

F (6.39)
e em vez da equação (6:38), temos a expressão
d2 F
dy2
  2y d
F
dy
+

2"2
am
  1  s

F = 0; (6.40)
No apêndice B podem ser encontrados detalhes sobre método NU de re-
solução de equações diferenciais. Agora nos limitaremos à aplicação dos
resultados discutidos no apêndice para o resolver a equação. O proce-
dimento de resolução com as fórmulas derivadas no apêndice pode ser
sistematizado com os seguintes passos:
1. Colocar a equação diferencial do problema em questão na forma
da equação (B:1) :
2. Comparar as equações e determinar as funções ~ ; ; e ~:
3. Com as funções identicadas, montar a equação polinomial com a
fórmula (B:16) :
4. Considerando o termo dentro da raiz (B:16) como uma equação
polinomial do tipo ax2 + bx+ c = 0; identicar os termos a; b; e c
e calcular o discriminante, isto é,  = b   4ac: O resultado será
uma equação polinomial de segunda ordem para k; com as raízes
denotadas por k:
5. Substituindo os dois valores obtidos para k na equação (B:16),
o resultado será uma equação de quarta ordem fornecendo qua-
tro valores para  (s). Devemos escolher um dos valores que seja
sicamente válido.
6. O valor sicamente válido será aquele em que a derivada da equação
(B:7) tiver um valor negativo.
7. Igualar as equações (B:22) e (B:15) e, desta forma, obter uma
equação para o espectro de energia.
8. Inserir os valores de  e  na equação (B:5) e determinar  (s) :
9. Determinar  (s) pela equação (B:24) e construir a função yn (s)
pela relação de Rodrigues.
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10. Combinar  (s) e yn (s) para obter função de onda  (s) :
Comparando a equação (6:40) com a equação (B:1) temos as
identicações:
~ =  2y; (6.41)
 = 1; (6.42)
~ =

2"2
am
  1  s

; (6.43)
2 = 1; (6.44)
dessa forma podemos determinar o valor de  :
 =
0   ~
2

s
0   ~
2
2
  ~ + k
= y 
s
y2  

2"2
am
  1  s

+ k; (6.45)
e o discriminante é dado por
 = B2   4:A:C
=  4

 

2"2
am
  1  s

+ k

= 0; (6.46)
ou seja,
k =

2"2
am
  1  s

: (6.47)
Substituindo na equação para  temos
 = y 
s
y2  

2"2
am
  1  s

+

2"2
am
  1  s

= y  y; (6.48)
onde devemos pegar o valor negativo para que a derivada de  seja
negativa, dessa forma temos
  = 0: (6.49)
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Precisamos também da quantidade
 (s) = ~ + 2 (s)
=  2y;
e o espectro é obtido igualando as duas quantidades
 = 0 + k; (6.50)
 =  n 0: (6.51)
O resultado é dado por
0 + k =  n 0; (6.52)
fornecendo a expressão
" =
s
am

n+
1 + s
2

: (6.53)
Assim, explicitando os valores de s; temos que o espectro é dado por
" =
 pam (n+ 1) se s = 1;
pamn se s =  1: (6.54)
Através da fórmula (4:47) concluímos que a energia de férmions no es-
paço de Rindler, é discreta.
Agora iremos achar as autofunções pelo método NU. Para isso
lembramos que no método em questão a solução é do tipo
F =  (y)Yn (y) ; (6.55)
onde Y (y) é dado pela formula de Rodrigues
Yn (y) =
Bn
 (y)
dn
dyn
[n (y)  (y)] ; (6.56)
Bn é uma constante de normalização, e  (y) satisfaz
d
dy
[ (y)  (y)] =  (y)  (y) ;
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que pode ser resolvida, usando os valores de  e  :
d
dy
=  2y;
 = exp
  y2 ; (6.57)
e  é dado pela fórmula
0

=


; (6.58)
ou seja
1

d
dy
= 0;
 = cons:
Logo a solução ca
F =  (y)Yn (y)
= Bn
1
 (y)
dn
dyn
[n (y)  (y)]
= Bn
1
 (y)
dn
dyn
[ (y)] : (6.59)
Dessa forma F é dado por
F = Bn
1
exp ( y2)
dn
dyn

exp
  y2 ; (6.60)
= B0nHn (y) ;
mas como a fórmula de Rodrigues para os polinômios de Hermite é dada
por
Hn (y) =
( 1)n
exp ( y2)
dn
dyn

exp
  y2
a equação (6:60) é escrita em função dos polinômios de Hermite
F = B0nHn (y) :
Por m, usando a relação
F = exp

 y
2
2

F ;
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temos o resultado
F =

B01 exp
  y2Hn+1 (y)
B02 exp
  y2Hn (y)

:
No gráco a seguir temos grácos das funções de onda para o valor de
n = 0 até n = 3; onde por simplicidade consideramos o valor B0n = 1:
Note que os zeros das funções de onda estão relacionados com valor do
número quântico n, como esperado. Nas próximas seções estudaremos
sistemas mais realistas, dessa forma, a aproximação feita para z (x) não
será usada, em vez disso estudaremos potenciais escalares que possi-
bilitem soluções analíticas para a equação (6:31) :
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Figura 6: Gráco da solução f(y) para 3 valores de n, onde, por sim-
plicidade, colocamos a constante de normalização igual a unidade.
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6.1.4.2 Estado de energia nula
Estamos interessados nos possíveis estados com energia nula. Tais
estados são recorrentes na literatura para a equação de Dirac em 1+1
dimensões com a representação das matrizes de Dirac usada neste tra-
balho. Agora, para o caso da equação de Dirac no espaço-tempo de
Rindler, tais soluções podem ser examinadas fazendo " = 0, nas equações
de Dirac (6:27) e (6:28). De fato, colocando " = 0 nas relações (6:27) e
(6:28) obtemos o par 
d
dx
+ z (x)

g (x) = 0; (6.61)
  d
dx
+ z (x)

f (x) = 0; (6.62)
onde z (x) = meax  m  1 + ax2 , para a pequeno: Resolvendo as equações
de Dirac para " = 0 encontramos o resultado
g (x) = c1e
  R z(x)dx = c1e m R (1+ ax2 )dx = c01e m

x+a x
2
4

;
f (x) = c2e
R
z(x)dx = c2e
m
R
(1+ ax2 )dx = c02e
m

x+a x
2
4

:
Agora devemos analisar o comportamento assintótico das soluções obti-
das. Para o caso de x ! 1 a solução para g (x) tende a zero, e a
solução é aceitável. Mas para o mesmo limite, x ! 1, a solução
f (x) diverge, o que não pode ser aceitável para soluções do tipo função
de onda, assim devemos fazer c02 = 0 para excluir essa solução. Dessa
forma, para a energia nula, somente a solução g (x) tem um comporta-
mento adequado para a descrição de férmions, como pode ser visto no
gráco (7).
6.1.5 Solução exata
Os efeitos de trabalharmos com a equação de Dirac em um refe-
rencial não inercial podem ser percebidos com a exponencial acoplada à
massa na equação (6:31) : No caso em que a aceleração é nula, a equação
(6:31) é reduzida para forma
d2F
dx2
+
 
"2  m2F = 0; (6.63)
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Figura 7: Gráco da solução f(x) com m=1,a=1 e constante de normal-
ização igual a unidade.
que descreve uma partícula livre em uma dimensão. A presença da
exponencial acoplada à massa desempenha uma função análoga à de
um potencial escalar, que é acoplado à massa da partícula. Vamos
agora considerar um potencial escalar diferente de zero na equação de
Dirac. Dessa forma a equação de Dirac espacial é escrita agora como
d
dx
+ (m+ V (x)) e
1
2(x)

g (x) = "f (x) ; (6.64)
  d
dx
+ (m+ V (x)) e
1
2(x)

f (x) = "g (x) ; (6.65)
e efetuando o mesmo procedimento da solução obtida na seção anterior,
podemos desacoplar as funções g e f . O resultado é dado por
d2F
dx2
+
 
"2   Vef

F = 0; (6.66)
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como usual. Quando s = 1 temos a equação para a função f e quando
s =  1 temos a equação para a função g; sendo Vef dado por
Vef = s
dz
dx
+ z2
= s

dV
dx
+ am+ aV (x)

exp (ax) + [m+ V (x)]
2
exp (2ax)
= V1 exp (2ax) + V2 exp (ax) ; (6.67)
onde
V2 = s

dV
dx
+ am+ aV (x)

; (6.68)
V1 = [m+ V (x)]
2
: (6.69)
Como um exemplo, vamos considerar agora um potencial escalar na
forma
V (x) = k exp( ax); (6.70)
no contexto da equação de Dirac em 1+1, em um referencial inercial, esse
potencial escalar é bem conhecido. Sabe-se que esse potencial é capaz
de proporcionar soluções que representam estados ligados, uma vez que
a equação efetiva tem a forma idêntica ao potencial de Morse, que é um
potencial muito usado no estudo de moléculas e tem um comportamento
semelhante ao potencial do oscilador harmônico (CASTRO; HOTT, 2005).
Dessa forma, estamos interessados em saber qual é o efeito do potencial
(6:70) nas equações de Dirac que derivamos. Para isso, vamos substituir
a relação (6:70) em (6:66), usar o valor de k tal que k =  jk0j; onde
k0 é um numero real, junto com uma reexão da tipo x !  x , o que
fornece a relação
d2F
dx2
+ [   Vef ] = 0; (6.71)
onde
 = "2   k02; (6.72)
Vef = V1 exp ( 2ax) + V2 exp ( ax) ; (6.73)
V1 = m
2; (6.74)
V2 =   (2mjk0j   asm) : (6.75)
O termo Vef na equação (6:71) é um potencial de tipo Morse, que é um
problema bem estudado na literatura e que pode ser resolvido analiti-
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camente. Para obter a solução, iremos mapear a nossa equação efetiva
(6:71) na equação correspondente ao caso não relativístico para o po-
tencial de Morse, dada por
d2F
dx02
+ [E   V (x0)] = 0; (6.76)
onde
V (x0) = V 01 exp (2ax
0) + V 02 exp (ax
0) ; (6.77)
e V 01 > 0; V
0
2 < 0. Comparando a equação (6:71) com (6:76) temos o
seguinte mapeamento
x0 ! x;
c! a;
V 01 ! V1; (6.78)
V 02 ! V2;
V (x0)! Vef (x)
E !  = "2   k02:
O espectro de energia nesse caso (BAGROV; GITMAN, 1990)(solução não
relativística) é dado por
E =   1
4V1
h
jV2j   c
p
V1 (2n+ 1)
i2
;
e para obtermos a equação para a energia para o nosso problema, deve-
mos usar o mapa denido na equação (6:78) ; assim chegamos ao resul-
tado
" = a
s
2 jk0j (n+ 1)
a
  (n+ 1)2

; s = 1; n = 0; 1; 2; 3; ::: (6.79)
" = a
s
2 jk0j (n)
a
  (n)2

; s =  1; n = 0; 1; 2; 3; ::: (6.80)
De forma análoga ao espectro de energia, as autofunções também podem
ser mapeadas na solução do potencial de Morse não relativístico. Neste
caso a solução é dada por
 n (z
0) = z0
0
e 
z0
2 L2
0
n (z
0) ; (6.81)
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onde 0 =
p
jEj
c e z
0 =
2
q
jV 01 j
c e
 cx0 . Desse modo, utilizando novamente
o nosso mapa, obtemos as autofunções para a equação de Dirac no
espaço de Rindler
F (z) = ze 
z
2

N1L
2
n+1 (z)
N2L
2
n (z)

; (6.82)
onde  =
p
"2 k02
a e z =
2m
a e
 ax; N1 e N1 são constantes. É importante
observar que devemos interpretar o mapa denido na equação (6:78)
como uma equivalência e não uma igualdade, ou seja, a resolução da
equação de Dirac efetiva no espaço de Rindler, pode ser obtida usando
a mesma forma de resolver a equação de Dirac para o potencial de
Morse, mas com as identicações do mapa (6:78) :
6.1.5.1 Existência do estado de Energia nula
Considerando a equação de Dirac no espaço-tempo de Rindler
com potencial escalar, se existirem soluções com energia nula, para o
caso de V 6= 0, elas podem ser examinadas fazendo " = 0: Tomando as
equações de Dirac com potencial escalar
d
dx
+ (m+ V (x)) eax

g (x) = "f (x) ; (6.83)
  d
dx
+ (m+ V (x)) eax

f (x) = "g (x) ; (6.84)
e fazendo " = 0 e V (x) = ke ax; podemos reescrever essas equações
como 
d
dx
+ w (x)

g (x) = 0; (6.85)
  d
dx
+ w (x)

f (x) = 0; (6.86)
onde
w (x) =
 
m+ ke ax

eax = meax + k = meax   jk0j :
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Integrando as equações (6:85) e (6:86), chegamos ao resultado
g (x) = c1e
  R w(x)dx = c1e  R (meax jk0j)dx = c01e (ameax jk0jx);
f (x) = c2e
R
w(x)dx = c2e
R
(meax jk0j)dx = c02e(ame
ax jk0jx):
Para o caso de x! 1 a solução para g (x) tende a zero, e a solução é
aceitável. Mas para o mesmo limite, x! 1, a solução f (x) diverge,
o que não pode ser aceitável para soluções normalizáveis, assim devemos
fazer c02 = 0 para excluir essa solução.
-5 -4 -3 -2 -1 0 1 2 3 4 5
0.0
0.1
0.2
0.3
x
g(x)
Figura 8: Gráco da solução f(x) com m=1,a=1,k=1 e constante de
normalização igual a unidade.
6.2 SOLUÇÃO DA EQUAÇÃO DE KLEIN-GORDON NO ESPAÇO
TEMPO DE UMA CORDA CÓSMICA
A presença de um defeito topológico pode inuenciar o com-
portamento de um sistema físico, por exemplo, em (MARQUES; BEZ-
ERRA, 2002) a equação de Dirac foi resolvida na presença de potenciais
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de Coulomb e escalar no espaço tempo de uma corda cósmica, onde
foi mostrado que o defeito topológico do espaço tempo destrói a de-
generescência de todos os níveis de energia. Além disso, referenciais em
rotação estão associados a efeitos não inerciais em sistemas quânticos. O
efeito Mashhoon, ligado ao acoplamento do spin com o momento angu-
lar, surge de efeitos não inerciais em fenômenos de interferência (MASH-
HOON, 1988). Outro resultado bem estudado é o efeito Aharonov-Carmi
(A-C) (SHEN; HE; ZHUANG, 2005), que está relacionado ao deslocamento
da energia dos eletrons na camada de valência devido à rotação mole-
cular.
Posto isso, é natural estudar os efeitos não inerciais e da topologia
contidos na métrica (3:32) em sistemas quânticos. Vamos considerar a
equação de Klein-Gordon em um espaço tempo arbitrário
  1p g @
 
g
p g@ 

+m2 = 0; (6.87)
agora vamos determinar a forma dessa equação para a métrica obtida
na expressão (3:32), isto é,
ds2 =  dt2 + dr2 + 2r2 (d+ !dt)2 + dz2
=    1  2r2!2 dt2 + 22r2!dtd+ dr2 + 2r2d2 + dz2:
(6.88)
Calculando o determinante do tensor métrico associado à equação (6:88)
e substituindo na equação de Klein-Gordon, encontramos
 @2t + @2r +
1
r
@r + @
2
z + 2!@t@ +

1
2r2
  !2

@2   (m+ V )2

 = 0;
(6.89)
o hamiltoniano associado à essa equação não depende explicitamente
das coordenadas t; z e , dessa forma vamos admitir que solução seja
dada por
 (t; r; z; ) = e i"teileipzzR (r) ; (6.90)
onde l = 0;1;2;3; :::; " é a energia da partícula e pz é o momento
na direção z. Substituindo a solução proposta na equação (6:89) ; temos
d2
dr2
+
1
r
d
dr
  l
2
2r2
  (m+ V )2 + ("+ !l)2   p2z

R (r) = 0; (6.91)
que é uma equação diferencial de segunda ordem para a componente
radial da equação de Klein-Gordon. Vamos estudar as possíveis soluções
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dessa expressão para um potencial escalar.
6.2.1 Solução exata
Vamos considerar um potencial do tipo Coulombiano s (r) = =r,
onde r =
p
x2 + y2 é a coordenada radial, e estudar o efeito do uso desse
potencial na equação radial obtida. Dessa forma, devemos substituir o
potencial na equação (6:91). O resultado encontrado é escrito a seguir
como 
d2
dr2
+
1
r
d
dr
  
2
r2
  2
r
  2

R (r) = 0; (6.92)
onde 2 =   ("+ !l)2 +m2 + p2z e 2 = l2=2 + 2 e  = m. Agora
vamos efetuar a mudança de variável na forma  = 2r, de modo tal,
que no lugar da expressão (6:92), tenhamos
d2
d2
+
1

dR
d
  
2
2
  

  1
4

R () = 0:
Por m, efetuando uma transformação na forma
R () = e 

2F () ;
encontramos a expressão

d2F
d2
+ (2 + 1  ) dF
d
+

    

  1
2

F = 0:
Essa equação diferencial é conhecida como equação hipergeométrica con-
uente ou equação de Kummer. É uma EDO bem estudada cujo a
solução é denotada como
F () =1 F1 (A;B; ) ; (6.93)
onde A =  +  +
1
2 e B = 2 + 1: A seguir estudaremos o espectro de
energia relacionado à solução do tipo hipergeométrica conuente.
6.2.2 Espectro de Energia
Um resultado bem conhecido na literatura é que para a função
1F1 ser nita em todos lugares, o parametro A =  +

 +
1
2 deve ser
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igual a um número inteiro negativo, ou seja,
 +


+
1
2
=  N; N = 0; 1; 2; :: (6.94)
Assim se usarmos os valores de  ,  e  na equação 6.94 e resolvermos a
expressão resultante para "; obtemos a equação para a energia na forma
" =  !l +
vuuuutp2z +m2
2641  2
1
2 +
p
l2=2 + 2 +N
2
375 : (6.95)
Desse modo, a solução para valores inteiros de N pode ser visualizada na
Figura 9. Em relação ao espectro de energia obtido na expressão (6:95),
Figura 9: Gráco da solução do tipo hipergeométrica para N = 1,
N = 2, N = 3 e N = 4 .
vemos claramente a inuência da corda cósmica desviando a energia
devido a presença do parametro  na raiz quadrada. Outro resultado
interessante, presente na equação (6:95), é o acoplamento entre a veloci-
dade de rotação do sistema de referência e o número quântico l. Este
tipo de acoplamento é observado em muitos sistemas físicos e reete
os efeitos não inerciais no espectro de energia. Na Figura 10 podemos
observar o especro de energia em função dos números quânticos N e
l. Nas cores próximas ao vermelho, temos os valores mais elevados da
energia.
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Figura 10: Gráco do espectro de energia para N variando de 2 até 8 e
l variando de 2 até 8. Os valores próximos ao vermelho correspondem
aos valores de energia mais elevada.
6.2.3 Análise dos efeitos da rotação nas autofunções
Decorre do espaço tempo descrito pela métrica (6:88) uma notavel
condição: a coordenada r pode assumir somente os valores restritos ao
intervalo
0 < r < 1=!;
fora desse limite podemos ter a presença de velocidades maiores que
c, o que deve ser evitado para as soluções físicas. Se desejarmos que
a solução da equação de Dirac obtida seja físicamente aceitável, deve-
mos impor que a autofunção seja nula para valores de r maiores que
a quantidade 1=!. Para esse m, vamos proceder conforme (BAKKE,
2013), e considerar que a velocidade de rotação do referencial é pe-
quena em comparação a velocidade da luz, isso implica que 1=! >> 1.
Matematicamente, podemos expandir a função hipergeométrica para
0 = 1=! >> 1, o resultado é escrito na forma
1F1 (A;B; 0)! e iA   (B)
  (B  A) +
  (B)
  (A)
A B0 e
0 : (6.96)
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A normalização da autofunção é obtida fazendo o termo 1=  (A) = 0,
que, pelas propriedades da função  , implica na relação
A =  N , N = 0; 1; 2; 3; ::: (6.97)
A equação (6:97) fornece o mesmo resultado para o espectro de energia
obtido sem considerar a velocidade angular pequena. Assim, impondo
que a velocidade angular do referencial não assume valores elevados,
obtemos um espectro de energia discreto que concorda com a expressão
6.95 e, além disso, a função de onda possui um valor pequeno. A seguir,
na Figura 11, plotamos a função de onda radial completa, em função
da variável  para uma velocidade angular de ! = 0:1 rad/s. Podemos
ver que a função de onda vai a zero quando  tende a 1=! , conforme
as nossas estimativas. Dessa forma, concluímos a solução da equação
Figura 11: Gráco da autofunção radial para N assumindo os valores
N = 0, N = 1, N = 2 e N = 3 .
de Klein-Gordon para a corda cósmica em um referencial em rotação.
Como resultado, o espectro de energia obtido depende de fatores rela-
cionados à topologia do espaço tempo, além da velocidade angular do
referencial. Na próxima seção vamos estudar a equação de Dirac em
no espaço-tempo de Melvin, e desta forma, estender a análise para esse
tipo de espaço-tempo.
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7 SOLUÇÃO DA EQUAÇÃO DE DIRAC NO
ESPAÇO-TEMPO DE MELVIN
Neste capítulo, estudaremos a métrica que representa um espaço-
tempo com um campo magnético. Resolveremos a equação de Dirac
para esse espaço-tempo, obtendo, dessa forma, um resultado original.
Em relação a equação (5:30) cabem alguns comentários antes de procu-
rarmos soluções da equação de Dirac para um elétron. Não há maneira
unívoca de escolhermos um base tetrada de forma que lado esquerdo da
equação (5:30) seja satisfeito. Em geral, a escolha da base tetrada não é
unívoca e podemos escolher bases tetradas diagonais ou não diagonais.
Considerando que o tensor de Minkowski, que aparece no lado
direito da equação (5:30), seja dado em um sistema de coordenadas
cartesiano, temos a liberdade de escolher uma base tetrada em que a
condição (5:30) seja vericada . Na literatura encontramos muitas refe-
rências em relação ao uso de determinadas bases tetradas (OBUKHOV;
SILENKO; TERYAEV, 2013, 2009; SCHWINGER, 1963).
No caso da métrica de Melvin (KADLECOVÁ; s, 2010; MELVIN,
1965; BONNOR, 1954), em unidades geométricas (c = G = 1), o elemento
de distância é dado por
ds2 = (r)
2
dt2    (r)2 dr2    (r) 2 r2d2    (r)2 dz2; (7.1)
onde  (r) = 1 + 14B
2
0r
2; onde B0 é o campo magnético. Essa métrica
reete a curvatura do espaço tempo devido a existência de um campo
magnético na direção z.
Devido à simetria cilíndrica da métrica de Melvin é natural a
escolha de uma base tetrada em que a que a equação de Dirac, no limite
do espaço-tempo plano, esteja em coordenadas cilíndricas. De fato, no
limite em que o campo magnético se anula temos  (r) = 1 e a equação
(7:1) se reduz a
ds2 = dt2   dr2   r2d2   dz2; (7.2)
que é a métrica do espaço-tempo plano de Minkowski, escrita em coor-
denadas cilíndricas, onde o tensor de Minkowski é
(a)(b) =
0BB@
1 0 0 0
0  1 0 0
0 0  r2 0
0 0 0  1
1CCA : (7.3)
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Podemos escolher uma base tetrada diagonal e(a) em que a equação(5:30)
seja satisfeita e então obter sua forma inversa e (a):
e(a) =
0BB@
 (r) 0 0 0
0  (r) 0 0
0 0 r (r)
 1
0
0 0 0  (r)
1CCA ; (7.4)
e (a) =
0BB@
 (r)
 1
0 0 0
0  (r)
 1
0 0
0 0  (r) =r 0
0 0 0  (r)
 1
1CCA : (7.5)
Iremos considerar que campo magnético B0, além de modicar a geome-
tria de espaço-tempo, conforme indica a métrica de Melvin, esse campo
irá gerar um acoplamento mínimo na equação de Dirac no espaço curvo,
através de um quadripotencial eletromagnético A. No espaço-tempo
plano, um campo magnético B0, constante na direção z, em um sistema
de coordenadas cilíndricas r; ; z, é dado pelo potencial
~A =
1
2
(0; B0r; 0) , (7.6)
que pode ser relacionado a um campo magnético equivalente na métrica
de Melvin pela equação (5:31), fornecendo o resultado
A = e
()

B0r
2
: (7.7)
Observando que o termo 
 na equação de Dirac em espaço-tempo
curvo, correspondente a escolha da tetrada (7:4) ; é dado por

 =
(1)
22
@
@r
+
(1)
2r
; (7.8)
temos que a equação (5:40) ca
0 =

(0)

@ 
@t
+
(1)


@
@r
+
1
2
@
@r
+
1
2r

+
(2)
r
@
@
+ (7.9)
(3)

@
@z
+ iM + iq
B0r
2
2

 :
No limite em que a geometria torna-se plana, isto é, ! 1, recuperamos
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a equação
0 =

(0)
@ 
@t
+ (1)

@
@r
+
1
2r

+
(2)
r
@
@
+ (7.10)
(3)
@
@z
+ iM + iq
B0r
2
(2)

 ,
que é a equação de Dirac no espaço tempo plano para um elétron, em co-
ordenadas cilíndricas, na presença de um campo magnético constante na
direção z: Dessa forma podemos ver a equação (7:9) como uma genera-
lização da equação (7:10) : A equação (7:10) foi extensamente estudada
na literatura em muitos contextos (MELROSE; PARLE, 1983; JOHNSON;
LIPPMANN, 1949; MANDAL; VERMA, 2010b; LEE; YOON, 2007; DATTA;
MISRA, 2001), e é umas das soluções mais importantes conhecidas da
equação de Dirac. Estamos interessados nas possíveis correções do es-
pectro de energia, devido à alteração da geometria do espaço-tempo
determinada na equação (7:9) :
Efetuando uma transformação na equação (7:9) tal que
 =
1p
r (r)
; (7.11)
obtemos a forma simplicada
(0)

@
@t
+
(1)

@
@r
+
(2)
r
@
@
+
(3)

@
@z
+ iM + iq
(2)B0r
2

 = 0:
(7.12)
Agora vamos explicitar o valor das matrizes , usando a seguinte repre-
sentação
(0) =
0BB@
1 0 0 0
0 1 0 0
0 0  1 0
0 0 0  1
1CCA ; (1) =
0BB@
0 0 0 1
0 0 1 0
0  1 0 0
 1 0 0 0
1CCA ;
(2) =
0BB@
0 0 0  i
0 0 i 0
0 i 0 0
 i 0 0 0
1CCA ; (3) =
0BB@
0 0 1 0
0 0 0  1
 1 0 0 0
0 1 0 0
1CCA ; (7.13)
e, além disso, observando que o hamiltoniano da equação (7:9) não
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depende de z; t e ; vamos propor uma solução na forma
 = R (r) exp[ {t+ ipzz + im]; (7.14)
onde  é a energia do sistema que assume valor positivo para partículas
e negativo para antipartículas, pz é o momento e m = 1;2;3; :::;
tomando o cuidado de não confundir o número quântico m com a massa
M do elétron. Dessa forma, a equação (7:9) é escrita em uma forma
explícita
0 =

  +M + 1
4
B20Mr
2

R1 + pzR3
  i

d
dr
+
m
r
+
1
2
mB20r +
1
2
qB0r +
1
32
B50qr
5 +
1
4
B30qr
3 +
1
16
B40mr
3

R4;
0 =

  +M + 1
4
B20Mr
2

R2   pzR4
  i

d
dr
  m
r
  1
2
mB20r  
1
2
qB0r   1
32
B50qr
5   1
4
B30qr
3   1
16
B40mr
3

R3
0 =

   M   1
4
B20Mr
2

R3 (7.15)
+ pzR1
  i

d
dr
+
m
r
+
1
2
mB20r +
1
2
qB0r +
1
32
B50qr
5 +
1
4
B30qr
3 +
1
16
B40mr
3

R2;
0 =

   M   1
4
B20Mr
2

R4   pzR2
  i

d
dr
  m
r
  1
2
mB20r  
1
2
qB0r   1
32
B50qr
5   1
4
B30qr
3   1
16
B40mr
3

R1:
que é um conjunto de equações diferenciais acopladas. O resul-
tado, desprezando termos de alta ordem em r; pode ser escrito como
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um sistema de equações no mesmo formato:
0 = (  +M)R1 + pzR3
  i

d
dr
+
m
r
+
1
2
mB20r +
1
2
qB0r

R4;
0 = (  +M)R2   pzR4
  i

d
dr
  m
r
  1
2
mB20r  
1
2
qB0r

R3
0 = (   M)R3
+ pzR1
  i

d
dr
+
m
r
+
1
2
mB20r +
1
2
qB0r

R2;
0 = (   M)R4   pzR2
  i

d
dr
  m
r
  1
2
mB20r  
1
2
qB0r

R1:
Esse conjunto de equações diferenciais pode ser resolvido dire-
tamente na forma de um sistema, mas vamos optar pelo desacopla-
mento das funçõe radiais seguido da resolução das equações diferenci-
ais resultantes. Se inicialmente multiplicamos a primeira equação por
 i   ddr   mr   12mB20r   12qB0r e, em seguida, usarmos a segunda e
quarta equação para eliminar termos contendo os espinores R1; R2; R3,
o resultado é uma equação diferencial para o espinor R4 (r) na forma
d2
dr2
  m (m+ 1)
r2
 mb+ b
2
  b
2r2
4
+
 
2  M2   p2z

R4 (r) = 0;
(7.16)
onde b = mB20 + qB0: De forma análoga, podemos derivar equações de
segunda ordem para os espinores R1; R2; R3, e as equações que resultam
podem ser resumidas na forma
d2
dr2
  m (m 1)
r2
+ b

 m 1
2

  b
2r2
4
+
 
2  M2   p2z

R (r) = 0;
(7.17)
onde o sinal positivo refere-se a equação para os espinores R2 (r) e R4 (r)
enquanto que o negativo refere-se a equação válida para R1 (r) e R3 (r) :
Evidentemente, a equação diferencial (7:17) é uma equação semelhante
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à equação de Schrödinger, isso sugestiona escreve-la no formato
d2R (r)
dr2
+ (E   Vef )R (r) = 0; (7.18)
onde E = 2  M2   p2z e Vef = m(m1)r2   b
  m 12 + b2r24 . Como
podemos ver na Figura 12 (sem escala), o perl do potencial efetivo asso-
ciado a (7:18) é idêntico ao problema do oscilador harmônico isotrópico.
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Figura 12: Potencial efetivo em função da disntância r.
De fato a solução da equação(7:18) pode ser completamente ma-
peada em uma solução do tipo oscilador harmônico 3D em coordenadas
esféricas. As soluções normalizáveis da equação (7:18) são dadas em
função dos polinômios de Laguerre associados
R (S) =
0BBB@
C1S
(1=2 m=2)e 
S
2 L
1=2 m
n
C2S
 m=2e 
S
2 L
 1=2 m
n
C3S
(1=2 m=2)e 
S
2 L
1=2 m
n
C4S
 m=2
e 
S
2 L
 1=2 m
n
1CCCA ;
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onde S = br
2
2 e C1; C2; C3; C4 são constantes de normalização. O espec-
tro de energia, associado à nossa solução, pode ser obtido com o ma-
peamento no problema do oscilador harmônico, fornecendo a expressão
E =

n+
3
2

b
2
; n = 0; 1; 2; 3; :::; (7.19)
usando a denição de E dada na equação (7:18) obtemos a equação para
o espectro de energia
 =
s
M2 + p2z + 2B0q

n+ s+
1
2

+ 2B20m

n+ s+
1
2

; (7.20)
onde s =  12 é o número quântico de spin. A equação (7:20) está escrita
em um sistema de unidades onde c = G = ~ = 1: Alternativamente, a
conversão para o sistema internacional de unidades pode ser efetuada,
a equação para o espectro nesse sistema é dada na forma
 =
s
M2c4 + p2zc
2 + 2~c2B0q

n+ s+
1
2

+ 4"0~2GB20m

n+ s+
1
2

:
(7.21)
onde "0 é constante de permissividade do vácuo.
7.1 ANÁLISE DOS RESULTADOS
A equação (7:20), em determinados limites, recupera alguns resul-
tados conhecidos na literatura. Quando o campo magnético e pz tendem
a zero, obtemos a expressão para a energia de repouso da partícula
 =Mc2: (7.22)
Quando a interação gravitacional é desconsiderada, o último termo
dentro da raiz se anula, dessa forma obtemos a expressão para o espectro
 =
s
M2c4 + p2zc
2 + 2~c2B0q

n+ s+
1
2

; (7.23)
que corresponde ao espectro da solução da equação (7:10) ; referente à
equação de Dirac no espaço plano com potencial vetor: Isso conrma as
nossas considerações iniciais da equação (7:9) como uma generalização
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da equação (7:10). Também podemos analisar o caso onde somente a
interação gravitacional é considerada, a energia, correspondente à essa
solução, não possui o termo com a carga elétrica, ou seja,
 =
s
M2c4 + p2zc
2 + 4"0~2GB20m

n+ s+
1
2

:
Em relação ao termo de correção, devido à gravidade, presente na
equação (7:21), notamos que a constante de Plank elevada ao quadrado,
junto com outras constantes pequenas como G e "0, fazem com que ele
seja muito menor que o termo devido ao potencial vetor. No entanto
essa diferença pode ser minimizada para um campo magnético muito in-
tenso, pois o campo magnético aparece elevado ao quadrado no termo de
correção gravitacional. Na Figura 13, construímos um plot discretizado
Figura 13: Espectro de energia como uma função dos números quânticos
n e m. Os valores próximos do vermelho são mais intensos que aqueles
próximos do azul.
para melhor representar a energia em função dos números quânticos n e
m. Na Tabela 2 listamos os valores obtidos aplicando a equação (7:21)
para calcular o espectro de energia de elétrons sujeitos à um campo mag-
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nético. Consideramos os campos da Terra, Sol, Pulsar, Magnetar e de
Íons pesados em colisões relativíticas. Conforme indica a tabela, a par-
tir do pulsar, os efeitos do campo magnético tornam-se mais evidentes
no espectro de energia.
Tabela 2: Comparação dos valores do espectro de energia para o campo
magnético de diferentes corpos astronômicos.
Na Tabela 3 calculamos a energia para os mesmos valores do
campo magnético, mas usamos a expressão de energia obtida da solução
da equação de Dirac no espaço-tempo plano. Como pode ser visto, o
único valor da energia obtido que difere da Tabela 3 é para n = 1030
e B = 1019 G, mas devemos levar em consideração que os resultados
na tabela foram obtidos considerando 6 algarismos signicativos. Para
efeito de clareza, podemos trabalhar com números que possuem mais
algarismos signicativos. Por exemplo, se compararmos o valor de ener-
gia E1030 para o pulsar nas duas tabelas e considerarmos 15 algarismos
signicativos, chegamos na conclusão que os efeitos da curvatura surgem
na 9a casa decimal! Outros fatores que reduzem a diferença entre os ter-
Tabela 3: Comparação dos valores do espectro de energia para o campo
magnético de diferentes corpos astronômicos para o espectro de energia
da equação de Dirac do espaço-tempo plano.
mos (ou aumenta a correção), são os números quânticos n e m uma vez
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que os mesmos estão multiplicando um em relação ao outro. Podemos
Figura 14: Espectro de energia para três casos analisados, com um
campo magnético de B = 1015
ver na Figura 14, o comportamento do espectro de energia referente aos
casos discutidos, por simplicidade, desprezamos o momento na direção
z: Podemos notar no gráco, a elevada energia (em Tev) no ponto em
que o termo de correção passa a ser dominante na solução. Na ela-
boração dos grácos levamos em conta um campo mangético extremo
de 1011 teslas (1015 gauss) que pode ser encontrado em determinadas
estrelas de nêutrons.
Ainda considerando a Figura 14, a linha azul fornece os valores
da energia em função do número quântico n. Essa solução representa a
solução da equação de Dirac em espaço-tempo curvo com um potencial
vetor. Na linha vermelha temos o espectro da solução no espaço-tempo
plano, com potencial vetor. Por m, na linha verde, o espectro cor-
responde à solução que considera apenas a curvatura do espaço-tempo.
Nessa solução não é considerado o acoplamento mínimo na equação de
Dirac.
Na Figura 15 reduzimos o valor do campo magnético para 1013
gauss e, além disso, limitamos o valor máximo que o número quântico
n assume em 1020.
No Figura 16 analisamos o comportamento da equação (7:21)
para valores extremos do campo magnético em função do número quân-
tico n. Podemos ver que a forma da curva de energia permanece inal-
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Figura 15: Espectro de energia para três casos analisados, com um
campo magnético de B = 1013 gauss e número quântico n com valor
máximo de 1020
terada para esses valores. Todos esses resultados indicam que campos
magnéticos extremos possuem efeitos apreciáveis no espectro de energia
de partículas. Dessa forma a inclusão do efeito do campo magnético nos
modelos físicos que descrevem partículas sujeitas à campos magnéticos
extremos é altamente recomendável à obtenção de modelos mais realis-
tas. No que segue analisaremos a solução da forma exata da equação de
Dirac por métodos númericos.
7.2 ANÁLISE NUMÉRICA
Nesta seção analizaremos a solução exata da equação, isto é, sem
desprezar os termos de alta ordem em (7:15) : Os resultados obtidos para
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Figura 16: Espectro de energia em função do número quântico. O campo
magnético assume valores , B = 1017 G, B = 1018 G e B = 1019 G
o espectro de energia para os quatro primeiros valores de n indicam
concordância dos resultados obtidos em nossa solução e os resultados
numéricos em até pelo menos cinco casas decimais. Nossa técnica de
análise numérica consiste em variar o valor da energia das partículas
até atingirmos o valor nulo para a função de onda. Podemos constatar
nos grácos que seguem, que, de fato, o número de zeros da função de
onda é proporcional ao número quântico n: Na Tabela 4, listamos o
valor da energia  (no S.I) obtidos da solução numérica, junto com os
valores da solução analítica.
n  Numérico  Analítico
0 8; 18710 10 14 8: 187 11 10 14
1 55; 7140 10 14 55; 71 46 10 14
2 78; 3659 10 14 78; 36 59 10 14
3 95; 8030 10 14 95; 80 34 10 14
Tabela 4: Comparação dos valores obtidos por cálculo númerico com
os valores obtidos resolvendo analiticamente a equação de Dirac con-
siderando a aproximação proposta na seção anterior.
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Figura 17: Solução númerica para o primeiro estado excítado (n=0).
Figura 18: Solução númerica para o segundo estado excítado (n=1).
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Figura 19: Solução númerica para o terceiro estado excítado (n=2).
Desta forma, observando os resultados obtidos nesta seção a par-
tir de cálculo numérico, podemos constatar que as aproximações feitas
anteriormente são bastante razoáveis e podemos tomar as expressões
analíticas obtidas como boas estimativas para os espectros de energia.
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Figura 20: Solução númerica para o quarto estado excítado (n=3).
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8 CONCLUSÕES E PERSPECTIVAS FUTURAS
No desenvolvimento deste trabalho, efetuamos um estudo deta-
lhado sobre a inuência de campos gravitacionais em partículas descritas
pelas equações de Klein-Gordon e de Dirac. Junto a isso, também ana-
lisamos o efeito do uso de referenciais acelerados. Estados ligados para
esses espaços foram obtidos em soluções das equações de onda.
No segundo capítulo, efetuamos um breve estudo da teoria de
variedades, que são espaços em que o formalismo da Relatividade Geral
é construído. Vetores covariantes e contravariantes foram denidos de
forma independente de um sistema de coordenadas nessa formulação.
Os símbolos de Christo¤el foram relacionados ao tensor métrico, pro-
porcionando, dessa forma, um algoritmo para computarmos as conexões
com as derivadas do tensor métrico. Os tensores de Ricci e de cur-
vatura escalar foram relacionados aos os símbolos de Christo¤el através
de derivadas. E por m, a equação de Einstein foi derivada usando
o princípio variacional, onde foi mostrado que a combinação do ten-
sor de Ricci e com a curvatura escalar é proporcional ao tensor energia
momento.
Na etapa seguinte, estudamos o procedimento de resolução da
equação de Einstein. Exemplicamos o procedimento para a métrica da
corda cósmica, foram derivadas as soluções interna e externa para uma
corda innita. Também examinamos a métrica escrita em um referencial
em rotação constante.
Em seguida, no quarto capítulo, abordamos a formulação das
equações de Dirac e Klein-Gordon em espaço-tempo plano (ROSE, 1961).
Examinamos a solução elementar, relacionada à partícula livre, onde a
ocorrência de estados de energia negativa foi constatada. A solução
da equação de Dirac relacionada ao átomo de hidrogênio foi estudada
posteriormente.
A passagem para as equações de Dirac e Klein-Gordon em es-
paço curvo foi feita através da promoção das derivadas convencionais a
derivadas covariantes e com a substituição da métrica do espaço plano,
para o tensor métrico g, no espírito do princípio da covariância. Em
especial, a equação de onda para férmions necessitou de um estudo do
comportamento de espinores em relação a transformações de coorde-
nadas. Isso nos levou à análise do grupo de Lorentz, para qual neces-
sitamos usar a representação espinoral. Ainda zemos uso de tetradas,
que de certa forma, podem ser escolhidas tal que as equações obtidas
sejam mais simples.
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Os capítulos 6 e 7 foram dedicados à exposição dos resultados
obtidos em nosso estudo. Resolvemos a equação de Klein-Gordon no
espaço de uma corda cósmica, onde introduzimos um termo de interação
escalar análogo ao potencial de Coulomb. Constatamos que o espectro
de energia derivado depende explicitamente de fatores como a velocidade
de rotação do referencial não inercial, além da topologia do espaço-
tempo. Na sequência focamos na resolução da equação de Dirac em 1+1
dimensões em um referencial acelerado. No primeiro estudo, resolvemos
a equação sem potencial escalar e obtivemos soluções que representam
energia discreta. No segundo caso, resolvemos a equação de forma exata
para o potencial do tipo exponencial. Um resultado interessante foi
a ocorrência de estados de energia nula. Nas duas soluções obtidas
vericamos a ocorrência de tal solução.
O capítulo 7 foi dedicado à uma parte importante dessa tese.
Estudamos a equação de Dirac em um espaço curvo, considerando o
efeito de um campo magnético. Para isso foi utilizado o espaço de
Melvin que é uma solução analítica para a equação de campo de Ein-
stein que considera um campo magnético na direção z. Observamos
seu efeito em diversos casos de interesse. Os resultados obtidos in-
dicaram que um campo magnético com determinada intensidade pode
modicar os níveis do espectro através do acoplamento eletromagnético
na equação de Dirac. Em campos da ordem do campo magnético da
Terra e do Sol, praticamente não constatou-se efeito signicativo no
espectro. Para campos iguais ou superiores ao campo de pulsares, ob-
servamos um efeito considerável nos níveis de energia. Agora os efeitos
de curvatura do espaço-tempo devido ao campo magnético são muito
pequenos e só aparecem para valores de n muito grandes e de campos
magnéticos extremos. Assim concluímos que para uma métrica do tipo
da de Melvin esses efeitos podem ser desprezados.
Por m, observamos que todo nosso estudo até aqui, foi rela-
cionado a equações de onda para partículas. Em estudos avançados,
uma perspectiva de trabalho bastante sugestiva é analisar a métrica
(3:32) no contexto de uma teoria para campos quânticos. Em estudos
futuros pretendemos estudar esquemas de renormalização para calcu-
lar a energia do estado fundamental de campos de Klein-Gordon e de
Dirac em espaços curvos. Resultados recentes apontam que a presença
de efeitos não inerciais e topológicos modicam a energia do estado fun-
damental de campos quânticos. Dessa forma, a teoria de campos em
espaços curvos pode ser a continuação natural do nosso trabalho.
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A.1 AS EQUAÇÕES DO MOVIMENTO
Vamos usar os resultados da relatividade restrita para derivar
as equações que determinam o movimento de um referencial acelerado.
Vamos denotar por
 
t; x0

as coordenadas do referencial inercial do
laboratório e por (; ) as coordenadas do referencial acelerado. As
equações do movimento na relatividade podem são determinadas ao
resolvermos a expressão
d2x
d2
= a; (A.1)
ou, de forma equivalente
du
d
= a; (A.2)
onde a é a quadriaceleração, u é a quadrivelocidade. Elevando ao
quadrado a equação (A:2), obtemos
du0
d
2
 

du1
d
2
=
 
a0
2    a12 ; (A.3)
assumindo que só há aceleração espacial, temos que a0 = 0, e a equação
é reduzida para 
du0
d
2
 

du1
d
2
=    a12 : (A.4)
Outro resultado padrão da relatividade restrita, o produto das quadrive-
locidades uu = 1; que é constante, pode ser usado para derivarmos
a equação  
u0
2    u12 = 1: (A.5)
Se isolarmos o termo du
1
d
na equação (A:3) e o termo u0 na equação
(A:5) encontramos o par de equações
u0 =
q
1 + (u1)
2
; (A.6)
du1
d
= a
q
1 + (u1)
2
; (A.7)
integrando a equação (A:7) e usando o resultado na equação (A:6)
obtemos as equações que descrevem a velocidade para um corpo acele-
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rado (com condições iniciais u1 (0) = 0)
u1 = senh (a ) ; (A.8)
u0 = cosh (a ) : (A.9)
Por m, integramos em relação ao tempo próprio e obtemos o desloca-
mento
x ( ) = x0   1=a+ cosh (a ) ; (A.10)
t ( ) = t0 +
1
a
senh (a ) : (A.11)
A idéia é criar um referencial que tem o movimento descrito por tra-
jetórias dadas pelas equações do movimento derivadas. Naturalmente,
a relação entre as coordenadas do referencial do laboratorio
 
t; x0

e as
coordenadas do referencial acelerado (; ) deve satisfazer as transfor-
maçõe de Lorentz.
Descrevendo a posição no referencial de coordenadas (; ) por
uma vara rígida de comprimento , o referencial do laboratório ira medir
para essa barra os valores s0lab; s
1
lab
s0lab
s1lab

=
1p
1  v2

1
v
v
1
 
0
1

=

u0
u1
u1
u0
 
0
1

=

u1
u0

; (A.12)
dessa forma as coordenadas t (; ) e x (; ) ; que descrevem a ponta
da vara rígida das coordenadas do laboratório, são dadas por
t (; ) = x0 ( ) + s0lab = x
0 ( ) + u1; (A.13)
t (; ) = x1 ( ) + s1lab = x
1 ( ) + u0; (A.14)
que, usando os resultados anteriores para expressar x0 ( ) ; x1 ( ) ; u0; u1;
junto com as condições iniciais x0 = 1=a e t0 = a; encontramos
t (; ) =
1 + a
a
senh (a ) ; (A.15)
x (; ) =
1 + a
a
cos (a ) : (A.16)
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As equações(A:15) e (A:16) descrevem as coordenadas de um referen-
cial com aceleração constante, no âmbito da relatividade restrita, em
duas dimensões. Lembrando que no espaço de Minkowski o elemento de
distância é dado pela equação
ds2 = dt2   dx2: (A.17)
Para derivarmos a métrica para o referencial acelerado basta agora dife-
renciar as equações (A:15) e (A:16) e substituir o resultado na equação
(A:17), resultando no elemento
ds2 = (1 + a)
2
d2   d2: (A.18)
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APÊNDICE B -- O método NU
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B.1 INTRODUÇÃO
O método de Nikiforov-Uvarov, ou simplesmente método NU, é
uma forma de sistematizar a transformação de uma equação diferencial
com um determinado perl em uma equação do tipo Hipergeométrica.
A importância prática do mapeamento de uma equação diferencial para
uma equação hipergeométrica vem do fato que as soluções das equações
hipergeométrica são muito bem estudadas no contexto da mecânica
quântica. Com isso, o trabalho de resolver uma determinada equação é
reduzido à tarefa de mapear a equação em questão em uma equação do
tipo hipergeométrica. Uma característica interessante do método é a sis-
tematização do processo de mapeamento. Posto isto, vamos considerar
uma equação diferencial do tipo
d2 (s)
ds2
+
~ (s)
 (s)
d (s)
ds
+
~ (s)
2 (s)
 (s) = 0: (B.1)
A limitação do método está no fato de que os coecientes da equação
(B:1) podem assumir somente formas especícas. As funções  (s) e
~ (s) devem ser polinômios de no máximo segunda ordem e  (s) é um
polinômio de no máximo primeira ordem. Neste ponto, aplicaremos a
seguinte transformação na equação (B.1):
 (s) =  (s) y (s) ; (B.2)
o resultado é escrito na forma
0 =
d2y (s)
ds2
+

2
0 (s)
 (s)
+
~ (s)
 (s)

dy (s)
ds
+

00 (s)
 (s)
+
0 (s)
 (s)
~ (s)
 (s)
+
~ (s)
2 (s)

y (s) : (B.3)
Denindo uma nova função  (s) e escolhendo o coeciente de dy(s)
ds
na
forma =, temos que a equação (B:3) fornece a relação
 (s)
 (s)
= 2
0 (s)
 (s)
+
~ (s)
 (s)
; (B.4)
que pode ser reorganizada no formato
0 (s)
 (s)
=
 (s)
 (s)
; (B.5)
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onde
 (s)  1
2
[ (s)  ~ (s)] ; (B.6)
ou
 (s) = ~ + 2 (s) (B.7)
e  é um polinômio de grau máximo 1. Observando a identidade
00 (s)
 (s)
=

0 (s)
 (s)
0
+

0 (s)
 (s)
2
; (B.8)
se usarmos o resultado derivado na equação (B:5) na equação (B:8)
obtemos a expressão:
00 (s)
 (s)
=

 (s)
 (s)
0
+

 (s)
 (s)
2
: (B.9)
Por m, usaremos os resultados obtidos nas equações (B:5) ; (B:9) e
(B:4) na equação (B:3) para obter a equação
d2y (s)
ds2
+
 (s)
 (s)
dy (s)
ds
+
 (s)
2 (s)
y (s) = 0; (B.10)
onde
 (s) = ~ (s)+2 (s)+ (s) [ (s)  0 (s)]+0 (s) (s) : (B.11)
A equação (B:10) é do tipo hipergeométrica e a função  (s) será
determinada a seguir. Se o polinômio  for divisivel por  então eles
podem ser relacionados por
 = ; (B.12)
onde a quantidade  é uma constante. Com isso a equação (B:10) pode
ser posta na seguinte forma:
 (s)
d2y (s)
ds2
+  (s)
dy (s)
ds
+ y (s) = 0: (B.13)
Comporando a equação (B:12) e (B:11) derivamos o resultado
2 + (   0) + (~   k) = 0; (B.14)
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com k dado por
k =   0: (B.15)
Vemos que a expressão (B:14) é uma equação quadrática onde a solução
é escrita como
 (s) =
0 (s)   (s)
2

s
0 (s)   (s)
2
2
  ~ (s) + k (s):
(B.16)
A equação (B:10) pode ser generalizada mostrando que a derivada de
qualquer ordem dessa equação também é uma equação do tipo hiperge-
ométrica. Se derivarmos toda a equação (B:10) e em seguida denirmos
as quantidades
1 =  + 
0; 1 = +  0 e v1 = y0; (B.17)
obtemos o resultado
v001 + 1v
0
1 + 1v1 = 0: (B.18)
Se efetuarmos esse procedimento n vezes, ao termino, obtemos a equação
hipergeométrica
 (s) v00n (s) + n (s) v
0
n (s) + n (s) vn (s) = 0; (B.19)
onde
n (s) =  (s) + n
0 (s) , (B.20)
n (s) = n
0 (s) +
n (n  1)
2
00 (s) + : (B.21)
Um resultado de interesse é obtido quando n = 0; neste caso a equação
(B:21) fornece
 =  n 0 (s)  n (n  1)
2
00 (s) (n = 0; 1; 2; :::) : (B.22)
Dessa forma a equação (B:19) tem uma solução particular vn = yn (s)
que é um polinômio de grau n em que a fórmula explícita é obtida pela
relação de Rodrigues
yn (s) =
Bn
 (s)
dn
dsn
[n (s)  (s)] ; (B.23)
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onde o fator Bn é uma constante de normalização e a função  (s)
satisfaz
[ (s)  (s)]
0
=  (s)  (s) : (B.24)
O procedimento de resolução com as fórmulas derivadas nesse apêndice
pode ser sistematizado com os seguintes passos
1.Colocar a equação diferencial do problema em questão na forma
da equação (B:1) :
2.Comparar as equações e determinar as funções ~ ; ; e ~:
3.Com as funções identicadas, montar a equação polinomial com a
fórmula (B:16) :
4.Considerando a equação (B:16) como as raizes de uma equação
polinomial do tipo ax2 + bx+ c = 0; identicar os termos a; b;
e c e calcular o discrimimante, isto é,  = b  4ac: O resultado
será uma equação polinomial de segunda ordem para k; com as
raízes denotadas por k:
5.Substituindo os dois valores obtidos para k na equação (B:16),
o resultado será uma equação de quarta ordem fornecendo quatro
valores para  (s). Devemos escolher um dos valores que seja
sicamente válido.
6.O valor sicamente válido será aquele em que a derivada da equação
(B:7) tiver um valor negativo.
7.Igualar as equações (B:22) e (B:15) e, desta forma, obter uma
equação para o espectro de energia.
8.Inserir os valores de  e  na equação (B:5) e determinar  (s) :
9.Determinar  (s) pela equação (B:24) e construir a função yn (s)
pela relação de Rodrigues.
10.Combinar  (s) e yn (s) para obter função de onda  (s) :
Outras formas de resolução que utilizamos no trabalho são as
metodologias de resolução algébrica das equações radiais (INFELD; HULL,
1951). Trata-se da aplicação da álgebra de Lie su(1; 1) na solução
da equação radial (Salazar-Ramirez et al., 2010). A ideia é utilizar um
formalismo alternativo em relação às soluções via séries de potência
(MORSE; FESHBACH, 1953).
