Purpose: Based on a deep learning neural network (NN) algorithm, a super fast and easy to implement data analysis method was proposed for myelin water imaging (MWI) to calculate the myelin water fraction (MWF).
Manuscript body 1. Introduction
Myelin water, the water trapped in myelin bilayers, can be used as a myelin biomarker. 1 Myelin water imaging (MWI) 1,2 is a quantitative magnetic resonance (MR) method that measures myelin water and has been used extensively to study many myelin-related diseases in both brain and spinal cord, including multiple sclerosis (MS) 3, 4 , neuromyelitis optica spectrum disorder 5 , schizophrenia 6 , phenylketonuria 7 , Niemann-Pick disease 8 , Krabbe disease 9 , neurofibromatosis-1 10 , progressive solitary sclerosis 11 , stroke 12 , Parkinson's disease 13 , concussion 14 , and cervical spondylotic myelopathy 15 .
Typically, MWI acquires multi-echo data to characterize the multi-exponential T 2 decay signals generated from different water compartments within each imaging voxel. Image post-processing is then performed to separate the signal of the myelin water compartment, which exhibits shorter T 2 relaxation times from that of the intra-and extra-(IE) cellular water, from the total water signal. Over the years, various sequences have been used in MWI, including Carr-Purcell-Meiboom-Gill (CPMG) 1 , 3D gradient and spin echo (GRASE) 16 , T 2 preparation (T 2 prep) 17 , and multi-gradient echo (MGRE) 18 . For MWI data analysis, many fitting algorithms 1, [19] [20] [21] [22] have been developed to decompose the voxel-wise multi-exponential decay data into a spectrum of T 2 components, from which the myelin water fraction (MWF, the ratio of myelin water signal to total signal), is of the most interest and can be extracted.
Non-negative least squares (NNLS) T 2 fitting algorithm [23] [24] [25] , first introduced to MWI by Whittall and Mackay 1 , is a commonly used analysis method. NNLS makes no prior assumptions about the total number of distinguishable water compartments and their corresponding T 2 values, which is a highly desirable feature especially when studying a complex biological system such as pathological lesions with heterogenous composition.
However, having very few initial assumptions leads to an underdetermined problem with non-unique solutions, making the NNLS MWF calculation results unstable. Alternatively, many other fitting algorithms have subsequently been developed such as the spatially constrained multi-Gaussian model by Raj et al. 19 , the Wald distribution by Akhondi-Asl et al. 20 , and the quasi-Newton algorithm by Du et al. 22 These methods usually offer a more stable MWF estimation but at the expense of presuming only two or three water compartments (myelin water, IE water and free water) as a necessary initial assumption. The stability of NNLS was improved by using regularization to constrain the data misfit 26, 27 , and further improvements have been made in recent years by applying spatial regularization 28 as well as non-local spatial regularization 29 . The latest NNLS analysis also incorporates the extended phase graph algorithm to estimate the refocusing flip angle of each voxel to correct for the effect of stimulated echoes. 30 Overall, there is no single perfect fitting algorithm to the ill-posed T 2 decomposition problem and each method has its own strengths and weaknesses. For this proof of concept paper, we focused on the NNLS-based analysis method due to its high popularity 31, 32 and good reproducibility 33 , as well as the fact of it being histologically validated, 34, 35 and used T 2 data from a common acquisition approach, the 3D GRASE sequence 16 .
Despite reductions in the whole brain scan time of 3D GRASE to under 8 minutes 36 , clinical use of MWI for MS and other demyelinating diseases has not yet been possible for a number of reasons, one of which is related to the speed and complexity of MWI data analysis. Fitting noisy MR data with a simple NNLS algorithm is typically not good enough because NNLS is very susceptible to noise, leading to unstable MWF results and unsmooth appearance of the resulting MWF map. Regularized NNLS fitting with stimulated echo correction 30 is, for the most part, required by today's standards. But the mathematical complexity of such integration makes it very difficult to implement for new users. More importantly, the computational time required for whole brain data analysis using NNLS typically takes several hours for a modern workstation PC, which is unacceptable in clinical settings. Recent effort made by Yoo et al. 37 using multicore CPU and graphics card parallelization can accelerate the NNLS analysis by approximately 4 times, and produce similar MWF values with small and explainable differences. However, a successful implementation of this method requires high-end hardware integration and relevant expertise in computing, which is also not always clinically feasible.
Another approach to shorten MWF analysis time is to use a neural network (NN) 38 algorithm, which is a supervised deep learning method that has attracted much attention in various fields including MR. A typical NN consists of an input layer to take the numerical input data, an output layer to yield the NN calculation results, and in between, there are hidden layers which are optimized by labelled training data to acquire the ability of mapping from the input data space to the desired output space. The basic building blocks for each layer are called nodes, which are connected between adjacent layers. The strength of the connection is governed by weights and biases which need to be optimized during training. The number of nodes and layers in a NN can be varied depending on the complexity of the problem. Before training, the activation function of each layer is defined to produce the output of each layer and introduce nonlinear properties to the NN. The loss function is defined to measure the error between the NN predicted values and the ground truth labels. During training, an iterative process is taken to minimize the loss function, and the step size of each iteration towards the global minimum of the loss function is determined by the learning rate. The data of a typical deep-learning study is partitioned into 3 groups, namely the training set, validation set, and testing set. The training set is used during the iterative training process of the NN. If the training set has a very large size and is fed into the NN all at once, the training may become difficult and time-consuming. To solve this problem, the training set can be split into many data blocks (also known as mini batches), each of which usually contains 128, 256 or 512 training examples. Training on the mini batches is a commonly used approach when it comes to large-sized training sets. The validation set is used during training, to assess the prediction accuracy of the NN during each training iteration; during validation the loss, or error rate, is determined at each step which prevents overfitting. The training continues until the accuracy on validation data stops improving. Finally, the testing set is only used once, after NN training is completed. Such data partitioning ensures the testing data is obscured from the whole training process so that the one-time testing result is a true measurement of the actual predictive power of the trained NN. For additional background on machine learning and NN the reader is pointed to several comprehensive references. 38, 39 In recently years, NN has been successfully implemented in many MRI applications from image acquisition to data analysis 40 , most of which outperformed conventional methods in terms of faster speed and better accuracy. In our study, we proposed to train a deep learning NN to calculate MWF to overcome the aforementioned limitations of MWI. We will use the latest NNLS algorithm 30 to produce the ground truth labelled training data, so that the trained NN can (1) produce faster voxel-wise MWF calculations on new data and (2) be easier to implement with common computer compatibility. In this paper, we examined the accuracy of the proposed NN as a faster and computationally compact representation of the commonly used NNLS method. 41 We also explored the feasibility of applying our NN trained by healthy brain data to calculate MWF for other central nervous system tissues including MS lesions and spinal cord, as well as data collected from a different scanner.
2.5mm 3 for 40 slices, EPI factor 3, slice oversampling factor 1.3, SENSE factor 2, acquisition time = 14.4min). 16 The five brains were extracted by using the 'bet' tool in FSL software 42 on the first echo image to remove the skull and extract the brain tissue.
This mask was then propagated to the rest of the echoes in the train. 32-echo decay data from all voxels in each brain were subsequently extracted using in-house software created with Python. In total, there were 2,952,684 voxels for training.
Testing data:
To illustrate the generality of the trained NN, we collected testing data from two additional healthy brains (2 males, 55 and 68 years old, total 1,182,365 voxels), one brain with MS lesions (female, 26 years old, lesion regions: 7838 voxels), and one healthy cervical spinal cord (male, 29 years old, C2 to C3 segment: 1433 voxels) from the same scanner (Philips Achieva). The testing brain data was acquired using the same 3D GRASE sequence and the same data extraction steps described above. The spinal cord MWI data were acquired with a modified 3D GRASE sequence (32-echo, TE1/∆TE/TR = 10/10/1500ms, 8 axial slices, FOV = 180mm × 150mm × 40mm, acquired resolution = 0.75 × 0.75 × 5 mm 3 , reconstructed resolution = 0.63 × 0.63 × 5 mm 3 , slice oversampling factor 1.3, SENSE factor 2, acquisition time = 8.5 min). 43 The MS lesions were first manually segmented on the proton density image of the testing MS brain, and the spinal cord was segmented using Spinal Cord Toolbox 44 .
Segmented tissue was then transformed into the GRASE space via rigid registration.
Voxel-wise 32-echo decay data within the registered lesion mask (7838 voxels) and spinal cord mask (1433 voxels) were subsequently extracted.
Multi-site data:
To demonstrate the feasibility of multi-site usage of the trained NN, MWI brain data from another healthy volunteer (female, 31 years old, 528,229 brain voxels) were collected using a different MRI scanner. Ideally, an MRI scanner manufactured by a different vendor would be best for illustrating this point. However, we only had access to another MR system from the same manufacturer but with a different generation (3T Philips Ingenia Elition X) and a different receive coil (32-channel SENSE head coil) to illustrate the concept of multi-site usage. The identical brain GRASE sequence and data processing were used as described above.
Ground truth
Voxel-wise 32-echo decay data were analyzed by regularized NNLS (MatLab) with stimulated echo correction 30 (analysis program can be request from this URL: https://mriresearch.med.ubc.ca/news-projects/myelin-water-fraction/) to compute MWF as the ground truth label for each voxel. One should be aware the MWF value generated by NNLS is just an estimation. It is the established convention in the deep learning field for training labels to be called the 'ground truth', and so we will refer to the NNLS calculated MWF values as ground truth as these are the values the NN is being trained to replicate. Using the phrase 'ground truth' is only because NNLS was our reference method, which a trained NN was trying to replicate. The NNLS algorithm works in a way that the misfit of χ 2 is minimized by the following equation:
where represents the total number of data points; represents the number of logarithmically spaced T 2 decay times, represents the amplitude of the T 2 distribution that needs to be solved; is the kernel matrix for the T 2 exponential decay; is the measurement data; and is the regularization factor which was chosen to be the largest value that allows a misfit of less than 1.02χ 2 in our analysis. 1, 28, 45 To initialize the analysis program, 40 logarithmically spaced T 2 times in the range from 15ms to 2s were defined as the set of basis T 2 s in equation (1). Detailed calculation steps have been described in a previous paper by Prasloski et al. 30 The output of the fitting program was a voxel-wise T 2 distribution and the MWF was defined as the area under the T 2 distribution between 15ms to 40ms relative to the total area under the entire distribution.
All analysis parameters were selected using the most commonly used values in accordance with many previous studies. [31] [32] [33] 43, 46 The design of all NN models was to take the 32-echo data as input and predict MWF at the output layer, but varied in the size and the number of hidden layers ( Figure 1 ). All NN models were optimized by adaptive moment estimation (Adam) 48 and each layer of each NN was activated by rectified linear unit (ReLU) 49 . The loss function was using mean squared error (MSE) and defined by the following formula: this architecture had one of the lowest validation losses while still having a simple structure. The workflow is depicted in Figure 1 . For simplicity, we use NN_opt to denote the selected trained model of three hidden layers (256×256×32) from this point below in this paper.
Neural network model and model training
= ∑ ( − ) ,(2)
Trained model evaluation
The 
Normalized data training
Using the absolute voxel intensity for NN training raises the concern for generality because some scanner-specific factors such as amplifier gain may affect the absolute voxel intensity, especially when comparing data from different scanners so a second model (hidden layers: 256×256×32) was trained by the 1 st echo normalized data to show the effect of using 1 st echo normalization. This second trained model using normalized data was thus denoted as NN_norm. As an illustrative example to compare its performance with NN, we only applied NN_norm to calculate the MWF maps for two healthy brains collected by Philips Achieva and Elition respectively.
Data availability
Code and trained neural network models are available upon request to the corresponding author. Data is not made publicly available due to participants confidentiality.
Results

MWF calculation time
The total training of the NN_opt required 46 minutes and 55 seconds at 231 epochs when the validation loss (MSE) did not decrease after 100 epochs. The trained NN_opt model was actually saved at 131 epochs (~27 minutes) to prevent overfitting. The processing times for the trained NN_opt model to make MWF maps were 33 seconds for the whole brain and 4 seconds for the cervical spinal cord. In contrast, NNLS analysis took 1 hour and 33 minutes for the whole brain and 15 mins for the cervical spinal cord. The data processing speed of the trained NN_opt model was more than 150-fold faster than that of the NNLS algorithm. was lower than that of NN_norm (MAE=0.008). The NN_opt model MWF predictions and the NNLS ground truth from 6 ROIs of the two testing healthy brains are summarized in Table 1 . Using one of the healthy brains as an illustrative example, voxel-wise NN_opt MWF correlated almost perfectly with NNLS MWF in the 6 different ROIs (average R 2 = 0.994, p<0.0001, MAE = 0.003, Figure 3 ).
Healthy brains
MS lesions
The absolute and relative differences in the average MWF of the lesions (trained NN_opt: (0.0396±0.0366); NNLS ground truth: (0.0393±0.0365)) were 0.0003 and 0.76% respectively, and strong voxel-wise correlation between the two calculation methods were observed (R 2 = 0.987, p<0.001, MAE = 0.003, Figure 4 ).
Spinal cord
Average MWF (0.2319±0.0981) for the cervical spinal cord C2-C3 segment calculated by the trained NN_opt were very similar to NNLS ground truth (0.2306±0.0975). The absolute and relative differences in whole cord MWF average were 0.0013 and 0.56% respectively. Excellent voxel-wise correlation between the two MWF calculation methods were found (R 2 = 0.987, p<0.000001, MAE = 0.0076, Figure 5 ).
Data from a different scanner
In this illustrative example, the MWF maps of one healthy brain collected by a different scanner (Philips Elition) were carried out by NN_opt, NN_norm and NNLS ground truth respectively, and presented in Figure 6 , alongside with the error maps. Although the voxel-wise MAE were increased to 0.0048 for NN_opt and 0.0108 for NN_norm and errors occurred primarily in white matter, both models were still capable of producing visually very similar MWF maps as NNLS, with only subtle differences visible if examined closely.
Robustness of the trained model
Using one brain (collected by a Philips Achieva system) as an example, we plotted the prediction error of MWF made by the NN_opt against the flip angle in each brain voxel and found no apparent correlation (R 2 < 0.001, p<0.001) between the two (Figure 7) .
The same behaviour was observed with the other testing examples, including data collected using a different scanner (Philips Elition). Injecting noise at different SNR levels (SNR = 50 and 100) to the original brain data, we found NN_opt was able to produce virtually the same MWF maps as NNLS, even at low SNR levels (SNR = 50) (Figure 8 ).
Discussion
Prediction accuracy
For all the regions that were tested, including healthy brains (from both scanners), MS For the healthy brains, absolute differences of mean MWF can only be found after four decimal places and the relative differences were <0.25% for white matter regions ( 
NN_opt vs. NN_norm
It is observed that the MWF values calculated by the NN_norm model have larger errors than that of the NN_opt model (Figure 2 and 6) , raising a concern about the 1 st echo normalization method used in NN_norm. Normalization to a proton density weighted image may be an alternative, assuming the within-subject image registration can be done successfully. Note that the first echo image acquired at 10ms in our study cannot be regarded as an ideal proton density weighted image because the TR used in our sequence was 1 second, which is not long enough to fully eliminate the T1 weighting.
Moreover, the excellent performance of NN_opt on data collected from a different scanner with a different coil ( Figure 6) NN_opt would be completely reliable on all systems due to the somewhat random effects of receiver gains on overall signal intensity. One may propose to multiply the different scanner data by a constant scaling factor to match the intensity level of the training data, and then apply the NN_opt for a more accurate MWF calculation. Our post-hoc consideration of such an approach found such data scaling did not work well and generated unreasonable MWF maps, revealing that the data scaling step may likely worsen the performance of NN_opt. From this perspective, NN_norm has an intrinsic advantage for being truly scale invariant and is thus safer to use when it comes to data from a different scanner. Collectively, when a different scanner is used, fine-tuning or further training of the existing NN_opt and NN_norm models by including training data from that particular scanner is certainly encouraged. Our illustrative example demonstrates the feasibility of this approach, but a multi-vendor study with more participants is warranted to explore this further.
Trained NN_opt sensitivity to flip angle and SNR
Although the NNLS ground truth was produced with B1 inhomogeneity correction, how resilient the trained NN_opt is to the actual flip angle was a reasonable concern. We addressed this concern by showing that the prediction accuracy of the trained NN_opt has no dependency on the actual flip angle (Figure 7) . Another possible concern was the robustness of the NN_opt to decreased SNR. Thus, we tested the trained model by adding additional noise to the original data. It was observed that the NN_opt model is still capable of producing visually the same MWF maps as NNLS even when SNR is poor (additional noise at SNR=50) and the NNLS ground truth algorithm starts to fail (Figure 8) . Overall, interrogations on the flip angle and decreased SNR demonstrate the proposed NN_opt model is a robust representation of the NNLS algorithm with stimulated echo correction and regularization.
Implementation: Neural network vs. NNLS
The NNLS algorithm has been extensively applied in many fields and the code for
NNLS is mostly open source accessible. However, in most scenarios with MWI, simply
applying the exact open source code of NNLS will likely produce unsatisfactory results.
In recent advancement of MWI analysis, the NNLS algorithm has been incorporated with stimulated echo correction 30 for more accurate MWF estimations, and regularization is usually applied 22, 27, 29 for smoother appearing maps. These integrations 
Limitations of current model
Other quantitative MRI techniques
Similar to MWI data analysis, many other quantitative MRI (qMRI) techniques, such as neurite orientation dispersion and density imaging (NODDI) 56 and multicomponent driven equilibrium single pulse observation of T 1 and T 2 (mcDESPOT) 57 , are also mathematically complex and computationally expensive for their image post-analysis.
Besides the reliability issues of these qMRI techniques for individual use, lengthy data processing time is another common problem. In our opinion, the methodology of using a NN to create a fast and compact representation of a complex mathematical function can also be easily adopted by other qMRI data analysis to significantly shorten the image post-processing time.
Comparison to kernel regression
Kernel regression (KR) 58 is a classical machine learning method that also has the ability to map any qMRI data to the desired output in theory similar to NN. Due to the non- 
Conclusion
We have demonstrated that MWI data processing time can be dramatically reduced from hours to less than one minute (over 150× acceleration) without degrading the analysis results by using a trained NN model, which has been tested for healthy brain and spinal cord, pathological lesions, as well as data acquired from a different scanner.
Compared to conventional NNLS analysis incorporated with stimulated echo correction and regularization, our trained NN models (NN_opt and NN_norm) are considerably easier to implement. Finally, the proposed method of using a NN model to shorten the processing time can be used as a universal methodology for many other qMRI data analyses. . Analysis of brain data acquired by a different scanner. The brain MWF maps carried out by the neural network models (NN_opt and NN_norm) and the NNLS ground truth, as well as the error maps are shown side by side for one representative axial slice from a healthy brain data collected by a different scanner (Philips Elition).
Note that NN_opt was trained by non-normalized data while NN_norm was trained by normalized data. 
