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BOCHNER’S TECHNIQUE FOR STATISTICAL STRUCTURES
BARBARA OPOZDA
Instytut Matematyki UJ, ul.  Lojasiewicza 6, 30-348 Cracow, Poland
Barbara.Opozda@im.uj.edu.pl
Abstract. The main aim of this paper is to extend Bochner’s technique to
statistical structures. Other topics related to this technique are also introduced
to the theory of statistical structures. It deals, in particular, with Hodge’s
theory, Bochner-Weitzenbo¨ck and Simon’s type formulas. Moreover, a few
global and local theorems on the geometry of statistical structures are proved,
for instance, theorems saying that under some topological and geometrical
conditions a statistical structure must be trivial. We also introduce a new
concept of sectional curvature depending on statistical connections. On the
base of this notion we study the curvature operator and prove some analogues
of well-known theorems from Riemannian geometry.
1. Introduction
The main tool of the Bochner technique is the Levi-Civita connection. Our
purpose is to show that the technique can be extended to the class of statistical
connections.
We shall study the following four cases:
i) A torsion-free connection ∇ is statistical for a metric tensor field g, that is, ∇g
is symmetric. A statistical structure, that is, a pair (g,∇), where ∇ is statistical
for g is also called a Codazzi pair.
ii) A statistical structure (g,∇) is equiaffine, that is, there is a volume form ν such
that ∇ν = 0.
iii) A statistical structure (g,∇) is equiaffine relative to the volume form νg deter-
mined by g. It is equivalent to the condition tr g∇g(X, ·, ·) = 0 for every X . We
shall call such structures trace-free.
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iv) For a statistical structure (g,∇) the curvature tensors for ∇ and its conjugate
connection ∇ are the same.
The oldest examples of statistical structures are the induced structures (consist-
ing of the second fundamental form and the induced connection) on locally strongly
convex hypersurfaces in Rn+1 endowed with an equiaffine transversal vector field
(in other words – with relative normalization). Within the theory of equiaffine
hypersurfaces the case iii) corresponds to Blaschke hypersurfaces, the case iv) – to
equiaffine spheres.
But the majority of statistical structures is outside the class of hypersurfaces.
Even using the structures obtained on hypersurfaces one can easily modify them
and get structures which are not realizable on hypersurfaces. For instance, the
product of equiaffine ovaloids is equipped with the product statistical structure but
it cannot be realized as a locally strongly convex hypersurface in any Rn+1. It
is also easy to find examples of statistical structures which are non-realizable on
hypersurfaces even locally.
In Section 2 we provide preliminary information on divergences for volume forms
and connections and establish few integral formulas useful in proving classical
Bochner’s theorems and their generalizations to statistical structures (e.g. in Sec-
tion 10).
Basic notions for statistical structures and their subclasses listed above are intro-
duced and discussed in Section 3. Examples of various types of statistical structures
are given in Section 4.
In Section 5 we prove a few global theorems saying that under some topolog-
ical and geometrical assumptions two statistical structures with the same metric
must be identical or a statistical structure must be trivial, that is, the statistical
connection is the Levi-Civita connection.
On a statistical manifold one can define various Laplacians (acting on differential
forms). First we have the Laplacian for the underlying Riemannian structure. One
can also define the codifferential δ∇ relative to a statistical connection ∇ and then
set
∆∇ = δ∇d+ dδ∇,
where ∇ is the conjugate connection for ∇. For this Laplacian we prove basic
properties for compact manifolds and Hodge-type theorems (Sections 8, 9). A
differential form ω will be called ∇-harmonic if ∆∇ω = 0. Bochner’s technique for
vector fields and harmonic 1-forms is developed in Sections 10 and 11. Bochner-
Weitzenbo¨ck formulas for Laplacians acting on differential forms are computed in
Section 11. There we also compute Simons’type formulas for the Laplacians of
the square of the length of any tensor field. The Bochner-Weitzenbo¨ck curvature
operator can be also applied to other tensor fields, in particular, to the metric tensor
field of statistical structures.
Another aim of the paper is to introduce a notion of sectional curvature for sta-
tistical structures. The curvature tensor of ∇ does not have, in general, as good
symmetries as the curvature tensor of the Levi-Civita connection. But one can mod-
ify it and get a tensor field with the same symmetries as the Riemannian curvature
tensor. Using the modified tensor one can define an appropriate notion of sectional
curvature and the corresponding curvature operator. After the modification there
is still a problem with the second Bianchi identity, which plays an essential role in
many theorems, e.g. Schur’s lemma or Tachibana’s theorem. In the general case of
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statistical structures, Schur’s lemma does not hold. By restricting considerations
to the class iv) we get appropriate analogues of such theorems.
2. Divergences and integral formulas
All the objects considered in this paper are of class C∞. All connections are
linear and torsion-free. Let M be an n-dimensional manifold with a fixed volume
form ν. For any vector field X on M its Lie derivative LXν is an n-form, hence
(1) LXν = (div
νX)ν.
The function div νX is the divergence relative to the volume form ν. A divergence
can also be defined relative to a connection. Namely, if ∇ is a connection, then
(2) div∇X = tr {Y → ∇YX}
for a vector field X . More generally, for any tensor field s of type (1, k) we have
(3) (div∇s)(X1, ..., Xk) = tr {Y → (∇Y s)(X1, ..., Xk)}.
Lemma 2.1. For any connection ∇ on M and a tensor field S of type (1, 1) we
have
(4) XtrS = tr∇XS.
Proof. In the equality (4) both sides depend on X in a tensorial way. Let x ∈M
and X ∈ TxM . Take a local frame e1, ..., en and its dual frame θ1, ..., θn defined
around x and such that ∇ei = 0, ∇θ
i = 0 at x for i = 1, ...n. Since at x
0 = (∇Xθ
i)(Sei) = X(θ
i(Sei))− θ
i(∇X(Sei)),
we have (at x)
XtrS =
n∑
i=1
X(θi(Sei)) =
n∑
i=1
θi(∇X(Sei))
=
n∑
i=1
θi((∇XS)ei) = tr∇XS.
✷
The equality (4) can be written as
(5) ∇X(trS) = tr (∇XS).
Denote by R the curvature tensor of ∇ and by Ric its Ricci tensor.
Lemma 2.2. Let ∇ be a connection on M . For a vector field X on M we set
(6) SXY = ∇YX.
SX is a (1, 1)-tensor field and div
∇X = tr SX . We have
(7) LX = ∇X − SX .
For any vector fields X,Y on M the following formula holds
(8)
div∇(∇XY ) = Ric(X,Y ) + tr (∇XSY ) + tr (SY ◦ SX)
= Ric(X,Y ) + X(trSY ) + tr (SY ◦ SX)
= Ric(X,Y ) +X(div∇Y ) + tr (SY ◦ SX).
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Proof. The equality (7) is well known and it immediately follows from the fact
that LX and ∇X are differentiations. For any vector fields X,Y, Z on M the
following equalities hold
∇Z∇XY = R(Z,X)Y +∇X∇ZY +∇[Z,X]Y
= R(Z,X)Y + (∇X∇ZY −∇∇XZY ) +∇∇ZXY
= R(Z,X)Y + (∇XSY )Z + (SY ◦ SX)Z.
Taking the trace relative to Z on both sides we obtain the required equality. ✷
Lemma 2.3. Let ∇ be a connection and ν be a volume form on M . Then
(9) div∇X = div νX + τ(X)
for any X ∈ X (M), where ∇Xν = −τ(X)ν.
Proof. It follows from the equality ∇Xν = LXν + SXν. ✷
According to [3], by an equiaffine structure we mean a pair (∇, ν) consisting of
a connection ∇ and a volume form ν such that ∇ν = 0. Thus for an equiaffine
structure (∇, ν) we have div∇ = div ν .
Lemma 2.4. If M is a compact manifold with a volume form ν and ∇ is a con-
nection on M , then for any vector fields X,Y on M we have
(10)
∫
M
Ric(X,Y )ν =
∫
M
trSY (div
νX)ν −
∫
M
tr (SY ◦ SX)ν +
∫
M
τ(∇XY )ν.
In particular, if ∇ν = 0 then
(11)
∫
M
Ric(X,Y )ν =
∫
M
trSY trSY ν −
∫
M
tr (SY ◦ SX)ν.
Proof. Let X,Y be vector fields on M . Set ϕ = trSY . We have
LX(ϕν) = (Xϕ)ν + ϕLXν = (X(trSY ))ν + (trSY div
νX)ν.
and by Stokes’ theorem we get∫
M
X(trSY )ν = −
∫
M
trSY (div
νX)ν.
Using this equality, Lemmas 2.2, 2.3 and the divergence theorem we obtain the
result. ✷
In the 2-dimensional case we get
Proposition 2.5. Let M be a compact 2-dimensional manifold with an equiaffine
structure (∇, ν). For each vector field X on M we have
(12)
∫
M
Ric(X,X)ν = 2
∫
M
(detSX)ν.
Proof. For any endomorphismA of a 2-dimensional vector space we have (trA)2−
trA2 = 2detA ✷
If an endomorphism A of a real vector space is diagonalizable, then tr (A2) ≥ 0.
Therefore, by (11), we get
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Proposition 2.6. If M is a compact manifold with an equiaffine structure (∇, ν),
a vector field X ∈ X (M) is without divergence and SX is diagonalizable at each
point M , then
(13)
∫
M
Ric(X,X)ν ≤ 0.
3. Statistical structures
For a tensor field s and a connection ∇ the notation ∇s(X, ...) will stand for
(∇Xs)(...).
Let g be a positive definite Riemannian tensor field on a manifold M . We
assume that M is oriented. Denote by ∇ˆ the Levi-Civita connection for g and by
νg the volume form determined by g. We shall study (torsion-free) connections ∇
satisfying the following Codazzi condition:
(14) (∇Xg)(Y, Z) = (∇Y g)(X,Z)
for all X,Y, Z ∈ TxM , x ∈M . A structure (g,∇) satisfying (14) is called a statis-
tical structure. We shall call a connection ∇ satisfying (14) a statistical connection
for g. Since
(15) 2∇Xνg = tr g(∇Xg)(·, ·)νg ,
the condition ∇νg = 0 is equivalent to the condition
(16) tr g(∇Xg)(·, ·) = 0
for every X ∈ TM . If ∇ is statistical for g and (16) is satisfied, we shall say that
the statistical structure is trace-free.
For any connection ∇ one defines its conjugate ∇ relative to g by the formula
(17) g(∇XY, Z) + g(Y,∇XZ) = Xg(Y, Z).
It is known that if (g,∇) is trace-free then so is (g,∇), if (g,∇) is a statistical
structure then so is (g,∇), see e.g. [3]. Hence statistical structures go in pairs.
If R is the curvature tensor for ∇ and R is the curvature tensor for ∇, then we
have, [3],
(18) g(R(X,Y )Z,W ) = −g(R(X,Y )W,Z).
It follows that
(19) Ric(Y,W ) = −tr gg(R(·, Y )·,W ),
where Ric is the Ricci tensor of ∇. The function
(20) ρ = tr gRic(·, ·)
will be called the scalar curvature of (g,∇). Similarly we define the scalar curvature
ρ for (g,∇) and we have the usual scalar curvature ρˆ for (g, ∇ˆ). By (19) we have
(21) ρ = ρ.
From now on in this section we assume that ∇ is statistical for g. If K is the
difference tensor between ∇ and ∇ˆ, that is,
(22) ∇XY = ∇ˆXY +KXY,
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then
(23) ∇XY = ∇ˆXY −KXY
and
(24) ∇ˆXY =
1
2
(∇XY +∇XY ).
K(X,Y ) will stand for KXY . Since ∇ and ∇ˆ are without torsion, K as a (1, 2)-
tensor is symmetric. We have (∇Xg)(Y, Z) = (KXg)(Y, Z) = −g(KXY, Z) −
g(Y,KXZ). It is now clear that the symmetry of ∇g and K implies the sym-
metry of KX relative to g for each X . The converse also holds. Namely, if KX is
symmetric relative to g then we have
(25) ∇g(X,Y, Z) = −2g(KXY, Z).
Set
(26) E = tr gK(·, ·).
If τ(X) := trKX then τ(X) = g(E,X). By (25) we have
(27) tr g∇g(·, ·, Z) = −2g(E,Z) = −2τ(Z).
Comparing this equality with (15) we see that ∇Zνg = −τ(Z)νg (compare also
with Lemma 2.3). We have g(∇Xg,∇Xg) = 4g(KX ,KX) and since ∇g(X,Y, Z) =
2g(KXY, Z), we also have
(28) g(∇Xg,∇Xg) = 4g(KX ,KX) = g(∇Xg,∇Xg).
Consequently
(29) g(∇g,∇g) = 4g(K,K) = g(∇g,∇g).
Observe also that
(30) g(∇X,∇X) = g(∇ˆX, ∇ˆX)− g(KX ,KX)
for any X ∈ X (M). Indeed, one has
g(∇YX,∇YX) = g(∇ˆYX +KYX, ∇ˆYX −KYX)
= g(∇ˆYX, ∇ˆYX)− g(KYX,KYX).
Similarly
(31) g(∇X,∇X) + g(∇X,∇X) = 2{g(∇ˆX, ∇ˆX) + g(KX ,KX)}.
For a vector field X we have three (1, 1)-tensor fields SX , SˆX and SX defined by
SXY = ∇YX , SˆXY = ∇ˆYX , SXY = ∇YX . It is clear that
(32) trSX = tr SˆX + τ(X), trSX = tr SˆX − τ(X)
for every X ∈ X (M). It is known that
(33) R(X,Y ) = Rˆ(X,Y ) + (∇ˆXK)Y − (∇ˆYK)X + [KX ,KY ].
Writing the same equality for ∇ and adding both equalities we get
(34) R(X,Y ) +R(X,Y ) = 2Rˆ(X,Y ) + 2[KX ,KY ].
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We also have
tr {X → [KX ,KY ]Z} =
n∑
i
g(ei, [Kei ,KY ]Z)
=
n∑
i
(g(ei,KeiKY Z))− g(ei,KYKeiZ))
=
n∑
i
(g(Keiei,KY Z)− g(KY ei,KZei))
= −g(KY ,KZ) + τ(K(Y, Z)).
Choose now a point x0 and an orthonormal frame e1, ..., en around x0 such that
∇ˆei = 0 for i = 1, ...n at x0. Having Y, Z ∈ Tx0M we extend the vectors to vector
fields, say Y, Z, around x0 in such a way that ∇ˆY = ∇ˆZ = 0 at x0. In particular,
[Y, Z] = 0 at x0. We obtain at x0
n∑
i=1
[g((∇ˆeiK)(Y, Z), ei)− g((∇ˆYK)(ei, Z), ei)]
= (div∇ˆK)(Y, Z)−
n∑
i=1
Y g(K(ei, Z), ei)
= (div∇ˆK)(Y, Z)−
n∑
i=1
Y g(K(ei, ei), Z)
= (div∇ˆK)(Y, Z)− Y g(E,Z)
= (div∇ˆK)(Y, Z)− Y τ(Z)
= (div∇ˆK)(Y, Z)− ∇ˆτ(Y, Z).
Therefore
(35) Ric(Y, Z) = R̂ic(Y, Z)+(div∇ˆK)(Y, Z)−∇ˆτ(Y, Z)+τ(K(Y, Z))−g(KY ,KZ).
It follows that
(36) Ric(Y, Z) +Ric(Y, Z) = 2R̂ic(Y, Z)− 2g(KY ,KZ) + 2τ(K(Y, Z)).
In particular, if (g,∇) is trace-free then
(37) 2R̂ic(X,X) ≥ Ric(X,X) +Ric(X,X).
The above formulas also yield
(38)
Ric(Y, Z)−Ric(Z, Y ) = −g((∇ˆK(Y, ei, Z), ei)+ g((∇ˆK(Z, ei, Y ), ei) = −dτ(Y, Z).
Hence ∇ is Ricci-symmetric if and only if dτ = 0. The following lemma follows
from formulas (18), (33) and (34).
Lemma 3.1. Let (g,∇) be a statistical structure. The following conditions are
equivalent:
1) R = R,
2) ∇ˆK is symmetric,
3) g(R(X,Y )Z,W ) is skew-symmetric relative to Z,W .
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From 2) and (38) we see that the condition R = R implies the symmetry of Ric.
We have proved
Proposition 3.2. Let (g,∇) be a statistical structure. Ric is symmetric if and
only if dτ = 0. If R = R then Ric = Ric is symmetric.
Taking now the trace relative to g on both sides of (36) and taking into account
that ρ = ρ, we get
(39) ρˆ = ρ+ |K|2 − |E|2.
In the case where ∇ is the induced connection on a Blaschke hypersurface in Rn+1
and g is the Blaschke metric, the equality (39) (with E = 0) is known as the affine
theorema egregium. Indeed, if H is the affine mean curvature then H = n2(n− 1)ρ
and |K|2 = 4n(n− 1)J , where J is the Pick invariant.
For an orthonormal frame e1, ..., en we have
|K|2 = g(K,K) =
∑
i,j,k
g(Keiej, ek)
2, |E|2 = g(E,E) =
∑
j,k
g(Kejej , ek)
2.
Thus |K|2 − |E|2 ≥ 0 on M . If |K| = |E| then 0 = g(Keiej, ek) = g(Kekei, ej)
for every k and i 6= j. It follows that KX is a multiple of the identity for each X ,
which is possible only for K = 0. Thus we have
Proposition 3.3. The functional
scal : {statistical connections for g} ∋ ∇ → tr gRic ∈ C
∞(M)
attains its maximum for the Levi-Civita connection at each point of M . Conversely,
if ∇ is a statistical connection for g and scal attains its maximum for ∇ at each
point on M , then ∇ is the Levi-Civita connection for g.
Corollary 3.4. Let (g,∇) be a statistical structure on M and ρ ≥ ρˆ on M . Then
∇ is the Levi-Civita connection for g.
We shall also study equiaffine statistical structures. By an equiaffine statistical
structure on M we mean a triple (g,∇, ν), where (g,∇) is a statistical structure
and ν is a volume form on M such that ∇ν = 0. Let us emphasize that ν is not
necessarily the volume form νg.
4. Examples
The theory of affine hypersurfaces in Rn+1 is a natural source of statistical
structures. For the theory we refer to [1] or[3]. We recall here only some basic
facts.
Let f : M → Rn+1 be a locally strongly convex hypersurface. For simplicity
assume thatM is connected and oriented. Let ξ be a transversal vector field onM .
We define the induced volume form νξ onM (compatible with the given orientation)
as follows
νξ(X1, ..., Xn) = det (f∗X1, ..., f∗Xn, ξ).
We also have the induced connection ∇ and the second fundamental form g defined
by the Gauss formula:
DXf∗Y = f∗∇XY + g(X,Y )ξ,
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where D is the standard flat connection on Rn+1. Since the hypersurface is locally
strongly convex, g is definite. By multiplying ξ by −1, if necessary, we can assume
that g is positive definite. A transversal vector field is called equiaffine if ∇νξ = 0.
This condition is equivalent to the fact that ∇g is symmetric, i.e. (g,∇) is a
statistical structure. It means, in particular, that for a statistical structure obtained
on a hypersurface by a choice of a transversal vector field, the Ricci tensor of ∇ is
automatically symmetric.
For later use recall the notion of the shape operator and the Gauss equations.
Having a chosen equiaffine transversal vector field and differentiating it we get the
Weingarten formula
DXξ = −f∗SX.
The tensor field S is called the shape operator for ξ. If R is the curvature tensor
for the induced connection ∇ then
(40) R(X,Y )Z = g(Y, Z)SX − g(X,Z)SY.
This is the Gauss equation for R. The Gauss equation for R is the following
(41) R(X,Y )Z = g(Y,SZ)Y − g(X,SZ)X.
In particular, the dual connection is projectively flat. Recall also that the form
g(SX,Y ) is symmetric for any equiaffine transversal vector field.
For a locally strongly convex hypersurface there are infinitely many equiaffine
transversal vector fields. In fact, if ξ is any equiaffine transversal vector field for f
(for instance a metric normal vector field) and φ is a nowhere vanishing function on
M , then ξ˜ = f∗Z +φξ is equiaffine, where g(Z,X) = Xφ. We also have the volume
form determined by g onM . In general, this volume form is not covariant constant
relative to ∇. It can be proved that there is a unique equiaffine transversal vector
field ξ such that νξ = νg. This unique transversal vector field is called the affine
normal vector field. The second fundamental form for the affine normal is called
the Blaschke metric. If the affine lines determined by the affine normal vector field
meet at one point or are parallel then the hypersurface is called an affine sphere.
In the first case the sphere is called proper in the second one improper. The class
of affine spheres is very large. There exist a lot of conditions characterizing affine
spheres. For instance, a hypersurface is an affine sphere if and only if R = R, see
Lemma 12.5 below.
As we have already observed, if ∇ is a connection on a hypersurface induced by
an equiaffine transversal vector field then the conjugate connection∇ is projectively
flat. Therefore the projective flatness of the conjugate connection is a necessary
condition for (g,∇) to be realizable as the induced structure on a hypersurface.
We will now make few remarks on statistical structures in general, that is, pos-
sibly non-realizable on hypersurfaces.
As we have mentioned in the introduction, the cartesian product of statistical
manifolds is a statistical manifold which cannot be realized as a locally strictly
convex hypersurface.
We shall now produce other statistical structures which are non-realizable on
hypersurfaces.
Observe that if (g,∇) is a statistical structure with the difference tensor K and
φ is any smooth function on M then
∇˜ = ∇+ φK = ∇ˆ+ (1 + φ)K
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is a statistical connection for g. Moreover, if (g,∇) is trace-free then so is (g, ∇˜). If
φ is constant and R = R then R˜ = R˜. Indeed, in this case we have ∇ˆ((1 + φ)K) =
(1 + φ)(∇ˆK) and we can now use the above lemma. We now have
Proposition 4.1. Assume that f : M → Rn+1, where n > 2, be a locally strongly
convex affine sphere equipped with the statistical structure (g,∇) described above.
Assume that the sectional curvature for g is not constant on M . There is no
t ∈ R \ {0,−2} such that (g, ∇˜) is realizable on a hypersurface f˜ : M → Rn+1,
where ∇˜ = ∇+ tK.
Proof. The connection ∇ is projectively flat, hence
R(X,Y )Z = R(X,Y )Z = γ(Y, Z)X − γ(X,Z)Y
for some (0, 2)-tensor field (the normalized Ricci tensor for ∇). Since ∇ˆK is sym-
metric, we have
R(X,Y ) = Rˆ(X,Y ) + [KX ,KY ].
We now have
R˜(X,Y ) = Rˆ(X,Y ) + (1 + t)2[KX ,KY ] = R(X,Y ) + t(2 + t)[KX ,KY ].
Suppose that R˜ (= R˜) is projectively flat. If t 6= 0 and t 6= −2 then
[KX ,KY ]Z = γ1(Y, Z)X − γ1(X,Z)Y
for some (0, 2)-tensor field γ1. But it means that ∇ˆ is projectively flat, which
contradicts the assumption that the sectional curvature of g is not constant. ✷
Note that all affine spheres whose Blaschke metric has constant sectional curva-
ture are known. These are quadrics (for which ∇ = ∇ˆ) or hypersurfaces given by
the equations
x1 · · · xn+1 = c,
where x1, ...., xn+1 are the canonical coordinates in R
n+1 and c = const 6= 0, see
Theorem 2.2.3.18 in [1].
Come back to the observation that for a statistical structure realizable on a
hypersurface in Rn+1 the Ricci tensor of its connection must be symmetric. As-
sume we have a locally strongly convex hypersurface equipped with an equiaffine
transversal vector fiels and the induced statistical structure on it. Assume that it
is not trace-free. We have the non-zero vector field E and its dual form τ . Let φ be
a function on M such that dφ 6= τ . Consider the connection ∇˜ = ∇ + φK. Then
τ˜ = (1 + φ)τ . Since the Ricci tensor for the statistical structure is symmetric if
and only if dτ ≡ 0 and d(φτ) = dφ ∧ τ , we see that dτ˜ 6= 0. Hence ∇˜ is not Ricci
symmetric and consequently (g, ∇˜) cannot be realized on a hypersurface.
5. Further properties of statistical structures
For a given metric tensor g one has, in general, many statistical connections.
Given a connection one also has, in general, many metric tensor fields constituting
with the connection a statistical structure. But if we impose additional conditions
on the structures and manifolds, the situation might change drastically.
Consider, for instance, the following problem. Let (g1,∇) be a trace-free statis-
tical structure onM . Does there exist another metric tensor g2 (non-homothetic to
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g1) on M for which (g2,∇) is a trace-free statistical structure. For structures real-
izable on hypersurfaces at least 3-dimensional the answer is negative. The answer
is also negative for 2-dimensional ovaloids in R3. In the last case, the theorem is,
in fact, true for abstract compact 2-dimensional manifolds of genus 0. To illustrate
this type of consideration we give a proof of this fact.
Assume that M is 2-dimensional connected and oriented. Having a statistical
structure on M and, in particular, a positive definite metric tensor field, we also
have the underlying complex structure on M . Denote by Sk(M), k > 1, the space
of all symmetric k-covariant tensor fields s for which
tr gs(·, ·, X3, ..., Xk) = 0.
Let z = x+ iy be an isothermal coordinate on M and X = ∂∂x , Y =
∂
∂y . Denote by
SCk (M) the space of all complex symmetric k-forms on M . By a straightforward
purely algebraic computation one gets
Lemma 5.1. For s ∈ Sk(M) the symmetric complex form
Φ(s) = [s(X, ..., X)− is(Y,X, ..., X)]dzk
is well-defined on the whole of M , i.e. it is independent of a choice of isothermal
coordinates. The mapping
Φ : Sk(M)) ∋ s→ Φ(s) ∈ S
C
k (M)
is a linear isomorphism (over C∞(M)).
A symmetric tensor s is called a Codazzi tensor for a connection ∇ if ∇s is
symmetric. By computing the Cauchy-Riemann or, in a general version, Vekua-
Carleman equations one gets
Lemma 5.2. If a symmetric tensor field s ∈ Sk(M) is a Codazzi tensor for the
Levi-Civita connection ∇ˆ then the form Φ(s) = [s(X, ..., X)− is(Y,X, ..., X)]dzk is
holomorphic. If s is Codazzi for any torsion-free connection then the form Φ(s) is
pseudo-holomorphic.
By the Riemann-Roch theorem (or the index method) one knows that if M is
compact then a pseudo-holomorphic symmetric complex k-form is either constantly
zero or its zeros are isolated and their number (counted with multiplicities) is equal
to −2χ(M), where χ(M) is the Euler characteristic of M .
We can now prove the following rigidity result due to U. Simon, [7].
Theorem 5.3. LetM be a connected compact surface of genus 0. If (g1,∇), (g2,∇)
are two trace-free structures on M then g1 = cg2 on M for some constant number
c.
Proof. We can assume that M is oriented. Since ∇νg1 = ∇νg2 = 0, by multiply-
ing g2 by a constant we can assume that νg1 = νg2 .
Define g = g1+g2 and h = g1−g2. Since both statistical structures are trace-free,
we have that the cubic forms ∇g i ∇h are symmetric. Observe that tr gh(·, ·) = 0.
There is a basis e1, e2 of TpM which is g1– orthonormal and such that g2(ei, ej) =
λiδij . By the assumption νg1 = νg2 we have λ1λ2 = 1. The vectors
e1√
1+λ1
, e2√
1+λ2
form a g–orthonormal basis. We now have
tr gh =
1− λ1
1 + λ1
+
1− λ2
1 + λ2
= 0.
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Using Lemma 5.2 for h and then the Riemann-Roch theorem finishes the proof.
✷
The same consideration as in the above proof can be applied to surfaces of other
topological types. For instance, we have
Theorem 5.4. LetM be a connected compact surface of genus 1. If (g1,∇), (g2,∇)
are two trace-free structures on M and g1 = cg2 at one point of M then g1 = cg2
on the whole M .
Other results typical for affine differential geometry are those saying when the
induced connection must be the Levi-Civita connection for the second fundamental
form. A similar problem is interesting in the case of abstract statistical structures.
For instance, using the above considerations we obtain
Theorem 5.5. Let M be a connected compact surface and (g,∇) be a trace-free
statistical structure on M . Let R = R. If M is of genus 0 then ∇ = ∇ˆ on M . If
M is of genus 1 and K = 0 at one point of M then ∇ = ∇ˆ on M .
Proof. It is sufficient to consider the symmetric cubic form C(X1, X2, X3) =
g(K(X1, X2), X3). Since R = R implies that ∇ˆC is symmetric, we have that the
complex form
[C(X,X,X)− iC(Y,X,X)]dz2
is holomorphic. Using the Riemann-Roch theorem finishes the proof. ✷
In the higher-dimensional case we have the following theorem. If a metric tensor
field g is given, kˆ(X ∧ Y ) will denote the sectional curvature by the plane spanned
by X,Y if these vectors are linearly independent.
Theorem 5.6. Let M be a compact manifold equipped with a trace-free statistical
structure (g,∇) such that R = R. If the sectional curvature kˆ for g is positive then
∇ = ∇ˆ.
Proof. Since R = R, ∇ˆK is symmetric. Consider the function on the unit sphere
bundle UM
α : UM ∋ V → g(K(V, V ), V ) ∈ R.
Let e1 be a point on UM , where α attains its maximum. Denote the maximal
value by λ1. Let u ∈ UpM be orthogonal to e1, that is, u is tangent to UpM at
e1. Take the curve β(t) = cos te1 + sin tu. Since α attains a maximum at e1, by
differentiating α ◦ β at t = 0 we obtain
(42) g(K(e1, e1), u) = 0, 2g(K(e1, u), u)− g(K(e1, e1), e1) ≤ 0.
The first formula yields K(e1, e1) = λ1e1 for some λ1, that is, e1 is an eigenvector
for Ke1 . Let e1, ...en be an orthonormal eigenbasis for Ke1 and let λ2,..., λn be
eigenvalues corresponding to e2, ..., en respectively. By the above inequality we
have
(43) λ1 − 2λi ≥ 0
for i = 2, ..., n.
For any u ∈ UpM , take the ∇ˆ-geodesic γ in M with γ(0) = p and γ
′(0) = u.
Let e1(t) be the vector field along γ obtained by the parallel displacement relative
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to ∇ˆ of the vector e1. We get a vector field e1(t). Since α attains the maximum at
e1, by differentiating α ◦ γ we obtain
0 =
d
dt |t=0
g(K(e1(t), e1(t)), e1(t)) = g(∇ˆK(u, e1, e1), e1)
and
(44) 0 ≥
d2
dt2 |t=0
g(K(e1(t), e1(t)), e1(t)) = g(∇ˆ
2K(u, u, e1, e1), e1).
We have
(∇ˆ2K)(X,Y, Z,W )− (∇ˆ2K)(Y,X,Z,W ) = (Rˆ(X,Y ) ·K)(Z,W )
= Rˆ(X,Y )(K(Z,W ))−K(Rˆ(X,Y )Z,W )−K(Z, Rˆ(X,Y )W )
for every vectors X,Y, Z,W . Therefore
g((∇ˆ2K)(U, V, U, V ), V )− g((∇ˆ2K)(V, U, U, V ), V )
= g(Rˆ(U, V )(K(U, V )), V )− g(K(Rˆ(U, V )U, V ), V )− g(K(U, Rˆ(U, V )V ), V )
for any U, V . Using also the symmetry of ∇ˆK we get
g((∇ˆ2K)(ei, ei, e1, e1), e1) = g((∇ˆ
2K)(e1, e1, ei, ei), e1)
+g(Rˆ(ei, e1)(K(ei, e1)), e1)− g(K(Rˆ(ei, e1)ei, e1), e1)− g(K(ei, Rˆ(ei, e1)e1), e1)
for every i = 1, ..., n. Using now (44), the symmetries of K and the assumption
that tr gK = 0 we see that
0 ≥
n∑
i=1
g((∇ˆ2K)(ei, ei, e1, e1), e1)
=
n∑
i=2
−λig(ei, Rˆ(ei, e1)e1) + λ1kˆ(ei ∧ e1)− λikˆ(ei ∧ e1)
=
n∑
i=2
kˆ(e1 ∧ ei)(λ1 − 2λi).
Since the curvature kˆ > 0 and λ1− 2λi ≥ 0 for i = 2, ..., n, we have λ1− 2λi = 0 for
i = 2, .., n. Using now the assumption that trKe1 = 0 we see that λ1 = 0. Hence
α = 0 on M and consequently K ≡ 0 on M . ✷
If (M, g) is a compact oriented Riemannian manifold and UM denotes the unit
sphere bundle then for every tensor field s of type (0, k) we have
(45)
∫
UM
(∇ˆs)(U, ..., U)dU = 0
and
(46)
∫
UM
tr g(∇ˆs)(·, ·, U, ..., U)dU = 0,
where ∫
UM
fdU =
∫
x∈M
(∫
UxM
fνgx
)
νg
for any continuous function f : UM → R. These Ros’ integral formulas can be
found in [6] and [2].
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The formula (46) adapted to (1, k)-tensor fields says the following. If s is a tensor
field of type (1, k) then
(47)
∫
UM
(div∇ˆs)(U, ..., U)dU = 0.
We can now prove
Theorem 5.7. Let M be a compact oriented manifold and (g,∇) be a statistical
structure on it. Then
(48)
∫
UM
Ric(U,U)dU =
∫
UM
Ric(U,U)dU
and
(49) ∫
UM
Ric(U,U)dU =
∫
UM
R̂ic(U,U)dU −
∫
UM
g(KU ,KU )dU
+
∫
UM
τ(K(U,U))dU.
In particular, if (g,∇) is trace-free then the following equality of two numbers∫
UM
Ric(U,U)dU =
∫
UM
R̂ic(U,U)dU
implies that ∇ = ∇ˆ on M .
Proof. The first two formulas follow from (35), (36) and Ros’ integral formulas
applied to K and τ . To prove the last assertion it is now sufficient to use (49). ✷
Corollary 5.8. Let M be an ovaloid in Rn+1 equipped with an equiaffine transver-
sal vector field and g be the corresponding second fundamental form, ∇ the induced
connection and S the shape operator. Then
(50) n
∫
UM
g(SU,U)dU = vol(Sn−1)
∫
M
trS,
where vol(Sn−1) is the volume of the unit sphere in the standard Euclidean space
Rn.
Proof. By formulas (40) and (41) one has
Ric(Y, Z) = g(Y, Z)trS − g(Z,SY ),
Ric(Y, Z) = (n− 1)g(SZ, Y ).
Using the above theorem we get the assertion. ✷
In particular, if the third fundamental form g(S·, ·) is positive definite (like in
the case where the transversal vector field is a metric normal for a locally strictly
convex hypersurface) then
∫
M
trS > 0.
It is known that if g is the second fundamental form on a hypersurface in Rn+1
corresponding to a transversal vector field and ∇2g = 0 then ∇ = ∇ˆ. In the
compact case one has a stronger result.
Proposition 5.9. Let M be compact oriented and (g,∇) be a statistical structure
on M . Then
(51)
∫
UM
∇2g(U,U, U, U)dU = 6
∫
UM
‖K(U,U)‖2dU
In particular, if
∫
UM
∇2g(U,U, U, U)dU = 0 then ∇ = ∇ˆ.
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Proof. Denote by C the symmetric cubic form ∇g. We have
∇2g(U,U, U, U) = ∇ˆC(U,U, U, U) + (KUC)(U,U, U)
and
(KUC)(U,U, U) = −3C(KUU,U, U)
= −3
n∑
i=1
g(K(U,U), ei)C(ei, U, U) = 6
n∑
i=1
g(K(U,U), ei)
2.
Using the integral formula (45) finishes the proof. ✷
6. Laplacians for statistical structures
We adopt the following convention
dω(X0, ..., Xk) =
k∑
i=0
(−1)iXi(ω(X0, ..., Xˆi, ..., Xk))
−
∑
0≤i<j≤k
(−1)i+jω([Xi, Xj ], X0, ..., Xˆi, ..., Xˆj , ..., Xk)
and consequently
(52) dω(X0, ..., Xk) =
k∑
i=0
(−1)i(∇Xiω)(X0, ..., Xˆi, ..., Xk)
for any torsion-free connection ∇.
Let M be an oriented manifold and g a positive definite metric tensor field on
M . We have the standard Hodge Laplacian
(53) ∆ = δd+ dδ.
If f ∈ C∞(M) then
(54) ∆f = −div νggrad f.
If (g,∇) is a trace-free statistical structure and f is a function then
∆f = −tr {Y −→ ∇Y (grad f)}.
For any connection ∇ we can define the Hessian of a function f
Hess∇f(X,Y ) = ∇2f(X,Y ) = ∇X(∇Y f) = X(df(Y ))− df(∇XY ).
The Hessian is a tensor field of type (0, 2). If the connection ∇ is torsion-free, the
Hessian Hess∇f is symmetric. We have
Lemma 6.1. For any statistical structure (g,∇) and any function f ∈ C∞(M) we
have
∆f = −tr gHess
∇f(·, ·)− df(E).
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Proof. We have
Hess∇ f(X,Y ) = X(df(Y ))− df(∇XY )
= X(df(Y ))− df(∇ˆXY )− df(K(X,Y ))
= Hess∇ˆf(X,Y )− df(K(X,Y )).
✷
From now on we assume that (g,∇) is a statistical structure and we shall use
the notions introduced in Section 3. For a statistical structure (g,∇) we shall study
a Laplacian relative to the connection ∇. Note that the Laplacian we propose is
different than the Laplacian relative to a connection (called also the Lichnerowicz
Laplacian) defined as tr g(∇
2s)(·, ·) for a tensor field s.
If f is a function then one sets
(55) ∆∇f = −div∇grad f.
It is clear that
∆∇f = −tr g(∇·df)(·) = −tr g(∇
2
f).
This Laplacian acting on functions was introduced and studied in [8]. We shall
extend it to the operator acting on differential forms. We define the codifferential
relative to ∇ acting on differential forms as follows
(56) δ∇ω = −tr g∇ω(·, ·, ...).
A differential form ω will be called ∇-coclosed if δ∇ω = 0. We shall use
Lemma 6.2. For any k-form ω and any orthonormal frame e1, ..., en we have
∑
i
(Keiω)(ei, ...) = −ιEω,
where ι stands for the interior product.
Proof. We have
n∑
i=1
(Keiω)(ei, Y2, ..., Yk) = −
n∑
i=1
ω(Keiei, Y2, ..., Yk)−
n∑
i=1
k∑
l=2
ω(ei, Y2, ...,KeiYl, ..., Yk).
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If ω is a 1-form the second term on the right hand side does not appear. If ω is of
degree at least 2, we fix 2 ≤ l ≤ k. Using the symmetries of K we compute
n∑
i=1
ω(ei, Y2, ...,KeiYl, ..., Yk) =
n∑
i,j=1
ω(ei, Y2, ..., g(KeiYl, ej)ej , ..., Yk)
=
n∑
i,j=1
g(KeiYl, ej)ω(ei, Y2, ..., ej, ..., Yk)
=
∑
i<j
g(KeiYl, ej)ω(ei, Y2, ..., ej, ..., Yk)
+
∑
j<i
g(KeiYl, ej)ω(ei, Y2, ..., ej , ..., Yk)
=
∑
i<j
g(KeiYl, ej)ω(ei, Y2, ..., ej, ..., Yk)
−
∑
i>j
g(KejYl, ei)ω(ej, Y2, ..., ei, ..., Yk)
= 0.
✷
From the above proof we also have
Lemma 6.3. Let α be an (m + 1)-form, m ≥ 1, and an index l, 1 ≤ l ≤ m, be
fixed. We have
(57)
n∑
j=1
α(ej , X1, ...,KejXl, ..., Xm) = 0.
Extending the definition (55) we set
∆∇ω = δ∇dω + dδ∇ω
for any differential form ω. Immediate consequences of Lemma 6.2 and the classical
Weitzenbc¨k formula: δω = −tr g∇ˆω(·, ·, ...) are the following relations
(58) δ = δ∇ − ιE = δ∇ + ιE ,
(59) ∆∇ = ∆− LE .
Lemma 6.4. For any statistical connection ∇ we have δ∇δ∇ = 0.
Proof. By (58) it is sufficient to observe that ιEδ+διE = 0. The equality trivially
holds for 0- and 1-forms. Let ω be a k-form, where k ≥ 2. Take an orthonormal
frame e1, .., en around a fixed point x0 ∈ M such that ∇ˆei = 0 at x0. Extend
vectors X1, ..., Xk−2 ∈ Tx0M to local vector fields around x0 in such a way that
∇ˆXj = 0 at x0 for j = 1, ..., k− 2. Using the standard Weitzenbo¨ck formula we get
at x0
(ιEδω)(X1, ..., Xk−2) = −
n∑
i=1
ei(ω(ei, E,X1, ..., Xk−2)),
(διEω)(X1, ..., Xk−2) = −
n∑
i=1
ei(ω(E, ei, X1, ..., Xk−2)).
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✷
Denote by Fk(M) the space of all (smooth) differential forms of degree k and
by F(M) the algebra of all differential forms on M . The metric tensor g extended
to the bundle of tensors on TM will be denoted by g.
By Lemma 6.4 the operator δ∇ determines the exact sequence
0← F0(M)← F1(M)← ... .
We shall say that a differential form ω is ∇-harmonic if ∆∇ω = 0.
Assume now that (g,∇, ν) is an equiaffine statistical structure. Let ν = ϕνg.
We have
∇ˆXν = dϕ(X)νg, ∇ˆXν = −KXν = −KX(ϕνg) = ϕ(trKX)νg.
Thus
τ = d log ϕ,
where τ(X) = trKX . For any orthonormal frame e1, ..., en and any form ω we now
have
δ(ϕω) = −tr g∇ˆ(ϕω)(·, ·, ...) = ϕδω −
n∑
i=1
ϕτ(ei)ω(ei, ...)
= ϕδω − ϕω(
n∑
i=1
τ(ei)ei, ...) = ϕδω − ϕιEω.
Thus
(60) δ(ϕω) = ϕδ∇ω.
Lemma 6.5. Let M be a compact manifold equipped with an equiaffine statistical
structure (g,∇, ν). For any differential forms ω, η we have
(61)
∫
M
g(ω, dη)ν =
∫
M
g(δ∇ω, η)ν.
Proof. Using (60) we obtain∫
M
g(ω, dη)ν =
∫
M
g(ω, dη)ϕνg =
∫
M
g(ϕω, dη)νg
=
∫
M
g(δ(ϕω), η)νg =
∫
M
ϕg(δ∇ω, η)νg =
∫
M
g(δ∇, η)ν.
✷
Corollary 6.6. For an equiaffine statistical structure (g,∇, ν) on a compact man-
ifold M
(62)
∫
M
g(∆∇ω, η)ν =
∫
M
g(ω,∆∇η)ν =
∫
M
g(dω, dη)ν +
∫
M
g(δ∇ω, δ∇η)ν.
Corollary 6.7. Let M be a compact manifold equipped with an equiaffine statistical
structure (g,∇, ν). A differential form is ∇-harmonic if and only if it is closed and
∇-coclosed.
If a differential form ω is ∇-parallel then ω is ∇-coclosed. It is also closed,
because ∇ is torsion-free. Therefore we have
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Proposition 6.8. For any statistical structure (g,∇) ∇-parallel forms are ∇-
harmonic.
7. Formal adjoint operators for statistical connections on compact
manifolds
Assume that (g,∇) is a statistical structure. We shall construct an appropriate
formal adjoint operators for ∇ using a standard procedure.
We shall use the musical isomorphism notation, that is, X♭(Y ) = g(X,Y ),
g(α♯, Y ) = α(Y ) for α ∈ TxM
∗, X, Y ∈ TxM, x ∈M.
We restrict our consideration to sections of tensor bundles. Let E be a vector
subbundle of the tensor bundle over M . The set of all smooth sections of this
bundle will be denoted by C∞(M ← E). The metric tensor and the connections ∇,
∇ are extended to the bundle E . If s1, s2 are sections of E then
Xg(s1, s2) = g(∇Xs1, s2) + g(s1,∇Xs2)
for any X ∈ TM . We now take the bundle
HOM(TM, E) =
∑
x∈M
HOM(TxM, Ex),
where HOM(TxM, Ex) is the space of all linear mappings from TxM to Ex.
A section of the bundle HOM(TM, E) can be treated as a mapping which sends
a vector field X ∈ X (M) to a section of E . The metric tensor g is again extended
to this bundle and as usual denoted by the same letter g. The same deals with the
extended connections ∇ and ∇. If S is a section of HOM(TM, E) then for any
X,Y ∈ X (M) we have
(∇XS)Y = ∇X(SY )− S(∇XY ).
We now regard ∇ as a mapping
∇ : C∞(M ← E) −→ C∞(M ← HOM(TM, E)),
where
∇s = {X (M) ∋ X → ∇Xs ∈ C
∞(M ← E)},
that is,
(∇s)(X) = ∇Xs.
If ∇˜ is a connection on M (possibly different than ∇) then
(63)
(∇˜Y (∇s))(X) = ∇˜Y ((∇s)(X))− (∇s)(∇˜YX)
= ∇˜Y (∇Xs)−∇∇˜Y Xs.
In particular, if ∇˜ = ∇ then ∇2 = ∇(∇s). We denote (∇Y (∇s))(X) by ∇
2
Y,Xs.
If s is a section of E and S is a section of HOM(TM, E) then g(∇s, S) is a func-
tion on M . In order to compute it take a local orthonormal frame e1, ..., en in a
neighborhood of a fixed point x0 ∈ M such that ∇ˆej = 0 at x0. In particular,∑n
i=1∇eiei = E and
∑n
i=1∇eiei = −E at x0. We obtain at x0
(64)
g(∇s, S) =
∑n
i=1 g(∇eis, Sei)
=
∑n
i=1 eig(s, Sei)−
∑n
i=1 g(s,∇ei(Sei))
= (div νgα♯)−
∑n
i=1 g(s,∇S(ei, ei)) + g(s, SE),
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where α is a 1-form onM given by α(X) = g(s, SX). Indeed, we have the following
equalities at x0
div νgα♯ =
n∑
i=1
g(∇ˆeiα
♯, ei) =
n∑
i=1
(eig(α
♯, ei)− g(α
♯, ∇ˆeiei)) =
n∑
i=1
ei(α(ei))
and
n∑
i=1
∇ei(Sei) =
n∑
i=1
∇S(ei, ei) +
n∑
i=1
S(∇eiei) =
n∑
i=1
∇S(ei, ei)− SE.
Similarly we have at x0
div∇α♯ =
n∑
i=1
(eig(α
♯, ei)− g(α
♯,∇eiei)) =
n∑
i=1
ei(α(ei)) + α(E)
=
n∑
i=1
ei(g(s, Sei)) + g(s, SE)
and consequently
(65) g(∇s, S) = div∇α♯ −
n∑
i=1
g(s,∇S(ei, ei)).
Assume that M is compact and oriented. We first consider the scalar prod-
ucts (both denoted by 〈, 〉) on the infinite dimensional vector spaces C∞(M ← E),
C∞(M ← HOM(TM, E)) given by
(66) 〈s1, s2〉 =
∫
M
g(s1, s2)νg, 〈S1, S2〉 =
∫
M
g(S1, S2)νg
for sections s1, s2 of E and S1, S2 – sections of HOM(TM, E). Let ∇
∗ denote the
operator adjoint to ∇ relative to 〈, 〉, that is,
〈∇s, S〉 = 〈s,∇∗S〉
for each section s of E and each section S of HOM(TM, E). By the formula (64)
and the divergence theorem we obtain
(67)
∫
M
g(∇s, S)νg =
∫
M
(
−
n∑
i=1
g(s, (∇eiS)ei) + g(s, SE)
)
νg.
It is now justified to set
(68) ∇∗S = −tr g(∇·S)(·) + SE.
The definition makes sense also in the case whereM is neither compact nor oriented.
If S = ∇s, where s ∈ C∞(M ← E) then we have
(69) ∇∗∇s = −tr g(∇·(∇s))(·) +∇Es.
Observe that if for a fixed point x0 we take a local orthonormal frame e1, ..., en
around x0 such that ∇ˆei = 0 at x0 then at x0 we have
(70) ∇∗∇s = −tr g∇·(∇·s).
Assume now that (g,∇, ν) is an equiaffine statistical structure. We can consider a
scalar product on tensor fields determined by a volume form ν. Namely, we set
(71) 〈s1, s2〉ν =
∫
M
g(s1, s2)ν, 〈S1, S2〉ν =
∫
M
g(S1, S2)ν
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for sections s1, s2 of E and S1, S2 – sections of HOM(TM, E). Denote by ∇
∗ν the
operator adjoint to ∇ relative to the scalar product 〈, 〉ν , that is,
〈∇s, S〉ν = 〈s,∇
∗νS〉ν .
By (65) and the divergence theorem for equiaffine structures we get
(72) ∇∗νS = −tr g(∇·S)(·)
Therefore
(73) ∇∗∇s = ∇∗ν∇s+∇Es.
8. Hodge-type theorems for statistical structures
As in the case of Riemannian manifolds we have a Hodge-type decomposition
theorem for compact equiaffine statistical manifolds. Let M be a compact man-
ifold endowed with an equiaffine statistical structure (g,∇, ν). In order to prove
a decomposition theorem observe first that we can use the classical Fredholm al-
ternative for the product 〈, 〉ν . Namely, we take the bundle E = Λ
kTM∗ with the
Euclidean metric on each Ex given by gν(ω, η) = g(ψω, ψη), where ν = ψ
2νg. Then
g(ω, η)ν = gν(ω, η)νg and
〈ω, η〉ν =
∫
M
gν(ω, η)νg.
By (59) it is clear that the smooth linear differential operator ∆∇ of order 2 is
elliptic. By Corollary 6.6 it is self-adjoint relative to 〈, 〉ν . Therefore, by the Fred-
holm alternative, (see suitable formulation, for instance, in [?]), we know that if η
is 〈, 〉ν -orthogonal to ker∆
∇
|Fk(M) then there is a unique smooth differential form ω
such that ∆∇ω = η.
Denote by Hk,∇(M) the space of all smooth ∇-harmonic forms of degree k on
M . The infinite dimensional space Fk(M) is equipped with the Euclidean scalar
product 〈, 〉ν . In this section the orthogonality will mean the orthogonality with
respect to this product.
Although one can just say that the following decomposition theorem follows
from the theory of elliptic differential operators we give a proof of this theorem for
making considerations of this paper complete. The theorem says as follows
Theorem 8.1. Let M be a compact manifold equipped with an equiaffine struc-
ture (g,∇, ν). We have the following decomposition of the space Fk(M) into the
mutually orthogonal (relative to 〈, 〉ν) subspaces for every k = 0, 1, ...
(74) Fk(M) = d(Fk−1(M))⊕Hk,∇(M)⊕ δ∇(Fk+1(M)).
Proof. We have the mapping
(75) h : Hk,∇(M) ∋ ω → [ω] ∈ HkDR(M),
where HkDR(M) stands for the k-th de Rham cohomology group of M . Let ω be
∇-harmonic and exact, i.e. ω = dη. Since the operators of the exterior differential
and ∇-codifferential are adjoint and ω is ∇-coclosed we obtain
〈ω, ω〉ν = 〈dη, ω〉ν = 〈η, δ
∇ω〉ν = 0.
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Therefore ω = 0 and, consequently, the mapping h is injective. It follows, in partic-
ular, that the spaceHk,∇(M) is finite dimensional. Let β1, ..., βr be an orthonormal
basis of this space. Define the mapping
H : Fk(M)→ Hk,∇(M)
given by Hω =
∑r
i=1〈ω, βi〉νβi. For every ω ∈ F
k(M) we have ω = Hω+(ω−Hω)
and it is easily seen that the form ω −Hω belongs to (Hk,∇(M))⊥. Hence
Fk(M) = Hk,∇(M)⊕ (Hk,∇(M))⊥.
We now observe that the following subspaces of Fk(M) are mutually orthogonal
Hk,∇(M), d(Fk−1(M)), δ∇(Fk+1(M)).
Namely, let ω ∈ Hk,∇(M), η ∈ Fk−1(M), µ ∈ Fk+1(M). We have the following
obvious equalities
〈ω, dη〉ν = 〈δ
∇ω, η〉ν = 0, 〈ω, δ∇µ〉ν = 〈dω, µ〉ν = 0, 〈dη, δ∇µ〉ν = 〈d2η, µ〉ν = 0.
Thus we have the direct orthogonal sum
d(Fk−1(M))⊕Hk,∇(M)⊕ δ∇(Fk+1(M)) ⊂ Fk(M).
Finally we observe that for every form ω′ ∈ (Hk,∇(M))⊥ the form belongs to
(.F
k−1(M)) ⊕ δ∇(Fk+1(M)). Since ω′ is orthogonal to ker∆∇|Fk(M) = H
k,∇(M),
by the remarks made before this theorem we know that there is a smooth k-form η
such that ∆∇η = ω′. We now have
ω′ = d(δ∇η) + δ∇(dη) ∈ d(Fk−1(M))⊕ δ∇(Fk−1(M)),
which finishes the proof. ✷
Observe now that the mapping h given by (75) is also surjective. Indeed, let
[ω] ∈ HkDR(M). There exist η ∈ F
k−1(M), ωH ∈ Hk,∇(M) and µ ∈ Fk+1(M) such
that
ω = dη + ωH + δ
∇µ.
Since 0 = dω = dδ∇µ, we have 0 = 〈dδ∇µ, µ〉ν = 〈δ∇µ, δ∇µ〉ν . Hence δ∇µ = 0 and
consequently ω = dη + ωH , that is, [ω] = [ωH ]. Hence the following representation
theorem holds
Theorem 8.2. Let M be a compact manifold equipped with an equiaffine statistical
structure (g,∇, ν). The mapping h given by (75) is an isomorphism. In particular,
dimHk,∇(M) = bk(M), where bk(M) is the k-th Betti number of M .
9. Bochner’s technique for vector fields and harmonic 1-forms.
We shall first collect basic information concerning vector fields and their dual 1-
forms on statistical manifolds. In this section we assume that (g,∇) is a statistical
structure on M . As in Section 2 we set SX = ∇X . Analogously SˆX = ∇ˆX and
SX = ∇X .
Lemma 9.1. Let (g,∇) be a statistical structure on M . For a vector field X ∈
X (M) the (1, 1)-tensor field SX is symmetric relative to g if and only if dX
♭ = 0.
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Proof. Let η = X♭. Using also the assumption that ∇ is torsion-free, we get
dη(U, V ) = U(η(V ))− V (η(U)) − η([U, V ])
= U(g(V,X))− V (g(U,X))− g(∇UV,X) + g(∇V U,X)
= (∇Ug)(V,X) + g(V,∇UX)− (∇V g)(U,X)− g(U,∇VX)
= g(V, SXU)− g(U, SXV ).
✷
Let X ∈ X (M). Since δX♭ = −tr g∇ˆX
♭(·, ·) = −tr SˆX , we have −trSX =
−tr SˆX − τ(X) = δX
♭ − τ(X). Since X♭(E) = τ(X) and δ∇ = δ − ιE , one gets
Lemma 9.2. Let (g,∇) be a statistical structure on M . For any X ∈ X (M) we
have
(76) − trSX = δX
♭ − ιEX
♭ = δ∇X♭.
Proposition 9.3. Let (g,∇) be a statistical structure on M and X ∈ X (M). The
1-form X♭ is closed if and only if SX is symmetric relative to g. The 1-form X
♭
is coclosed if and only if trSX = τ(X). The 1-form is ∇-coclosed if and only if
trSX = 0.
Lemma 9.4. Let (g,∇) be a statistical structure on M . For any X ∈ X (M) we
have: g(∇X,∇X) = g(∇X♭,∇X♭). In particular, ∇X = 0 if and only if ∇X♭ = 0.
Proof. Let η = X♭. It is sufficient to observe that
(77) ∇η(U, V ) = U(η(V ))− η(∇UV ) = U(g(X,V ))− g(X,∇UV ) = g(∇UX,V ).
✷
By duality ∇η = 0 if and only if ∇η♯ = 0 for any 1-form η.
Corollary 9.5. If (g,∇) is a trace-free statistical structure on M and ∇X = 0 for
X ∈ X (M) then X♭ is closed and coclosed. If for a 1-form η we have ∇η = 0 then
η is closed and coclosed.
In some situations harmonic forms are parallel. A well-known Bochner theorem
says that harmonic 1-forms are parallel relative to the Levi-Civita connection on a
Ricci non-negative Riemannian manifold. We shall now prove some generalizations
of this theorem.
Theorem 9.6. Let M be a connected compact oriented manifold with an equiaffine
statistical structure (g,∇, ν). If the Ricci tensor Ric for ∇ is non-negative on M
then every ∇-harmonic 1-form on M is ∇-parallel. In particular, the first Betti
number b1(M) is not greater than dimM . If additionally Ric > 0 at some point of
M then b1(M) = 0.
Proof. Let η be a ∇- harmonic 1-form and X = η♯. Since M is compact, η is
closed and ∇-coclosed. Proposition 9.3 yields that trSX = 0 and SX is symmetric
relative to g. In particular, SX is diagonalizable. Therefore trS
2
X ≥ 0 and the
equality holds if and only if SX = 0. By Lemma 2.4 we have∫
M
Ric(X,X)ν = −
∫
M
trS2Xν ≤ 0.
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If Ric ≥ 0 on M then trS2X = 0 on M and consequently SX vanishes on M . By
Lemma 9.4 we get ∇η = 0.
Let x be any point of M and consider the mapping sending each ∇-harmonic
1-form η to ηx ∈ TxM
∗. The mapping is linear and, since each ∇-harmonic 1-
form is covariant constant, the mapping is also a monomorphism. By Theorem 8.2
b1(M) ≤ dimM .
We also have Ric(X,X) = 0 on M . Hence, if Ric > 0 at some point then
X = 0 at this point and consequently, since X is covariant constant, X = 0 on M .
Consequently η = 0 on M . ✷
In particular, if (g,∇, νg) is equiaffine we get
Corollary 9.7. Let M be a connected compact oriented manifold with a trace-free
statistical structure (g,∇). If the Ricci tensor Ric for ∇ is non-negative on M then
every harmonic 1-form on M is ∇-parallel. In particular, the first Betti number
b1(M) is not greater than dimM . If additionally Ric > 0 at some point of M then
b1(M) = 0.
If (g,∇) is a trace-free statistical structure and X♭ is harmonic then trSX = 0
and trS2X = g(∇X,∇X). Therefore, if M is compact and oriented, by Lemma 2.4
we have
(78)
∫
Ric(X,X)νg = −
∫
g(∇X,∇X)νg.
The same formula holds for the conjugate connection ∇.
In the same way as Theorem 9.6 one gets
Theorem 9.8. Let M be a connected compact oriented manifold. Let (g,∇) be a
trace-free statistical structure on M . If Ric + Ric ≥ 0 on M then each harmonic
1-form on M is parallel relative to the connections ∇, ∇ and ∇ˆ. In particular,
b1(M) ≤ dimM . If moreover Ric+Ric > 0 at some point then b1(M) = 0.
Note that the assumption Ric+ Ric ≥ 0 implies that R̂ic ≥ 0 and the classical
Bochner theorem implies that harmonic 1-forms are ∇ˆ-parallel but it does not imply
that they are ∇ or ∇-parallel.
Consider now the case where (g,∇, ν) is equiaffine and a vector field X equals
to X = grad f for some function f ∈ C∞(M). Let η = df . We have
(79) ∇η = ∇
2
f = Hess∇f.
Since Hess∇ is a symmetric (0, 2)-tensor field (consequently diagonalizable at each
point of M) and ∆∇f = −tr gHess∇f , by the Schwarz inequality we have
(80) n|Hess∇f |2 ≥ |∆∇f |2.
Since df is closed, SX is symmetric (by Proposition 9.3) and therefore trS
2
X =
g(SX , SX) = g(∇X,∇X). By Lemma 9.4 and the formula (79) we now get
(81) trS2X = |Hess
∇f |2.
We can now prove the following generalization of a Bochner-Lichnerowicz formula
and Lichnerowicz’s theorem
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Theorem 9.9. Let M be a compact manifold. If (g,∇, ν) is an equiaffine statistical
structure on M then for every function f ∈ C∞(M) we have
(82)
∫
M
Ric(df ♯, df ♯)ν =
∫
M
|∆∇f |2ν −
∫
M
|Hess∇f |2ν
for any function f ∈ C∞(M). If for some real number k
Ric ≥ kg,
then the first eigenvalue λ1 of the Laplacian ∆
∇ satisfies the inequality
(83) λ1 ≥
n
n− 1
k.
Proof. The equality (82) immediately follows from (11) and the fact that trSX =
−∆∇f (by (77)), where X = df ♯. If λ is an eigenvalue of the Laplacian ∆∇ and f
is the corresponding eigenfunction then (by Lemma 6.5)∫
M
g(∆∇f,∆∇f)ν =
∫
M
λg(f,∆∇f)ν =
∫
M
λg(f, δ∇df)ν =
∫
M
λg(df, df)ν.
The second statement now follows from the formulas (82), (80) and the assumed
inequality. ✷
The above theorem was proved in [8] by using a different method.
Corollary 9.10. Let M be a compact oriented manifold. If (g,∇) is a trace-free
statistical structure on M then for every function f ∈ C∞(M) we have
(84)
∫
M
Ric(df ♯, df ♯)νg =
∫
M
|∆f |2νg −
∫
M
|Hess∇f |2νg
for any function f ∈ C∞(M). If for some real number k
Ric ≥ kg,
then the first eigenvalue λ1 of the Laplacian ∆ satisfies the inequality
λ1 ≥
n
n− 1
k.
Remark 9.11. In the Riemannian case it is known that the equality in (83) holds
if and only if (M, g) is isometric to an ordinary sphere. In the case of statistical
structures we have the following
Example 9.12. Let f :M → Rn+1 be a locally strongly convex immersed hyper-
surface. Equipping it with the transversal vector field ξ = −f we get the induced
statistical structure on M . We say that { : M → Rn+1 is a centroaffine hyper-
surface. If α is a 1-form on Rn+1 we define the function f on M by the formula
f = α(ξ) = −α ◦ f . Denote by ∇ the induced connection. We have
(∇df)(X,Y ) = X(df(Y ))− df(∇XY ) = −α(X(Y f)) + α(f∗(∇XY ))
= −α(f∗(∇XY )− g(X,Y )f) + α(f∗(∇XY ))
= −fg(X,Y ).
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Hence ∇df + fg = 0. Apply this to the case where f is the conormal map of
some centroaffine immersion and g is the common second fundamental form for the
immersion and its conormal. Then for functions f defined as above we have
(85) ∇df + fg = 0,
that is, ∆∇f = f . We propose the following conjecture: Let M be a compact
manifold equipped with a statistical structure (g,∇). Assume that the conjugate
connection ∇ is complete. If there is a non-constant function f such that the
equation (85) is satisfied then (g,∇) can be realized as the induced structure on a
centroaffine ovaloid.
We continue considerations of the section assuming that a statistical structure
(g,∇) is trace-free. Recall the classical Bochner formula for the Laplacian of the
square of the length of a vector field X for which dX♭ = 0 (equivalently SX , SX ,
SˆX are symmetric relative to g). Namely, if ϕ = g(X,X) then
(86) ∆ϕ+ 2X(div νgX) = −2R̂ic(X,X)− 2g(∇ˆX, ∇ˆX).
On the other hand, by formula (8) applied for ∇ˆ we have
2div νg (∇ˆXX) = 2R̂ic(X,X) + 2X(div
νgX) + 2g(∇ˆX, ∇ˆX).
Adding these two equalities we get
(87) ∆ϕ = −2div νg ∇ˆXX.
Since SX is symmetric, trS
2
X = g(∇X,∇X). Similarly trS
2
X = g(∇X,∇X). By
(8) applied for ∇, ∇ and ∇ˆ and the fact that trSX = tr SˆX = trSX = div
νgX we
get
div νg (∇XX) = Ric(X,X) +Xdiv
νgX + g(∇X,∇X),
div νg (∇XX) = Ric(X,X) +Xdiv
νgX + g(∇X,∇X).
Since 2∇ˆXX = ∇XX +∇XX , we have
(88) ∆ϕ+ 2XdivνgX = −Ric(X,X)−Ric(X,X)− g(∇X,∇X)− g(∇X,∇X)
for any vector field X such that dX♭ = 0. By (31) the last formula can be equiva-
lently written as
(89) ∆ϕ+2Xdivνg X = −Ric(X,X)−Ric(X,X)− 2g(∇ˆX, ∇ˆX)− 2g(KX ,KX).
Theorem 9.13. Let (g,∇) be a trace-free statistical structure on a connected man-
ifold M and Ric+Ric ≥ 0 on M . Let η be a closed harmonic 1-form on M .
1) If ϕ = |η|2 attains a local maximum at some point xo of M then ∇η = ∇η =
∇ˆη = 0 at xo. If moreover Ric+Ric > 0 at x0 then η = 0 in a neighborhood of xo.
2) If Ric + Ric > 0 on M and ϕ attains a global maximum at some point of M
then η = 0 on M .
3) If Ric + Ric > 0 on M , ϕ attains a local maximum at some point and g is
analytic then η = 0 on M .
Proof. Let X = η♯. Of course ϕ = g(X,X). If ϕ attains a local maximum at
xo then (∆ϕ)xo ≥ 0. Since η is closed and harmonic, we have that δη is constant.
By Lemma 9.2 it follows that X(div νgX) = 0. Using now (88) we obtain the first
assertion in 1). Moreover Ric(X,X) + Ric(X,X) = 0 at x0. If Ric + Ric > 0 at
x0 then Xxo = 0, i.e., ηxo = 0. Since ϕ attains a local maximum at xo, we have
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that η = 0 around xo. If the maximum is global then η vanishes on M . Since a
harmonic form on an analytic Riemannian manifold is analytic, we have 3). ✷
10. Bochner-Weitzenbo¨ck formulas for differential forms
Let (g,∇) be a statistical structure on a manifoldM . The Weitzenbo¨ck curvature
operator for the curvature tensor R for ∇ will be denoted byWR . Let s be a tensor
field of type (l, k), where k > 0, onM . One defines a tensor fieldWRs of type (l, k)
as follows
(90) (WRs)(X1, ..., Xk) =
k∑
i=1
n∑
j=1
(R(ej , Xi)s)(X1, ..., ej , ..., Xk),
where e1, ..., en is an arbitrary orthonormal frame, R(ej, Xi)s means that R(ej , Xi)
acts as a differentiation on s, and ej in the last parenthesis is at the i-th place. The
definition is independent of the choice of an orthonormal basis.
Observe what the WRω is in the case where ω is a 1-form. In this case we have
n∑
j=1
(R(ej , X)ω)(ej) = −
n∑
j=1
ω(R(ej , X)ej) = −
n∑
j=1
g(R(ej , X)ej, ω
♯)
=
n∑
j=1
g(R(ej , X)ω
♯, ej) = Ric(X,ω
♯).
Thus for 1-forms
(91) WRω(X) = Ric(X,ω♯).
We shall now prove some generalizations of the Bochner-Weitzenbo¨ck formula
for the Laplacians acting on differential forms on statistical manifolds.
Theorem 10.1. i) For any statistical structure (g,∇) we have
(92) ∆ = ∇∗∇+WR +∇E − LE = ∇∗∇+WR + SE ,
(93) ∆∇ = ∇∗∇+WR + 2SE −∇E .
ii) If (g,∇, ν) is an equiaffine statistical structure then
(94) ∆∇ = ∇∗ν∇+WR + 2∇E − 2LE = ∇∗ν∇+WR + 2SE.
iii) If (g,∇) is trace-free then
(95) ∆ = ∇∗∇+WR.
Proof. i) Let ω be a k-form on M . Let xo be a fixed point of M and e1, ..., en
be a local orthonormal frame around xo such that ∇ˆei = 0 at xo. As before, we
shall use the fact that
∑n
i=1∇eiei = E at xo. Let X1, ..., Xk be arbitrary vectors
from TxoM . We extend them to local vector fields around xo in such a way that
∇ˆXi = 0 at xo for i = 1, ..., k. Then (∇YXi)xo = (KYXi)x0 and [ej, Xi]xo = 0 for
each Y and every i = 1, ..., k and j = 1, ..., n.
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We shall now compute at xo
dδ∇ω(X1, ..., Xk) =
k∑
i=1
(−1)i−1(∇Xi(δ
∇ω))(X1, ..., Xˆi, ..., Xk)
=
k∑
i=1
(−1)i−1{Xi((δ∇ω)(X1, ..., Xˆi, ..., Xk))
−δ∇ω(∇XiX1, ..., Xˆi, ..., Xk)
.......− δ∇ω(X1, ..., Xˆi, ...,∇XiXk)}
=
k∑
i=1
n∑
j=1
(−1)iXi((∇ejω)(ej, X1, ..., Xˆi, ...Xk))
+
n∑
j=1
k∑
i=1
(−1)i−1(∇ejω)(ej ,∇XiX1, ..., Xˆi, ..., Xk)
+........+
n∑
j=1
k∑
i=1
(−1)i−1(∇ejω)(ej , ..., Xˆi, ...,∇XiXk)
=
k∑
i=1
n∑
j=1
(−1)i(∇Xi(∇ejω))(ej , X1, ..., Xˆi, ..., Xk)
+
k∑
i=1
n∑
j=1
(−1)i(∇ejω)(∇Xiej, X1, ..., Xˆi, ..., Xk)
+
k∑
i=1
n∑
j=1
(−1)i(∇ejω)(ej ,∇XiX1, ..., Xˆi, ..., Xk)
+.......+
k∑
i=1
n∑
j=1
(−1)i(∇ejω)(ej , ..., Xˆi, ...,∇XiXk)
+
k∑
i=1
n∑
j=1
(−1)i−1(∇ejω)(ej ,∇XiX1, ..., Xˆi, ..., Xk)
+.......+
k∑
i=1
n∑
j=1
(−1)i−1(∇ejω)(ej , ..., Xˆi, ...,∇XiXk)
= −
k∑
i=1
n∑
j=1
(∇Xi(∇ejω))(X1, ..., ej, ..., Xk)
−
k∑
i=1
n∑
j=1
(∇ejω)(X1, ...,KejXi, ..., Xk),
where in the last parenthesis in the last two lines ej and KejXi are at the i-th
place. Using Lemma 6.3 for α = dω and α = (∇Xiω)(·, ...Xˆi, ..., ·) (if ω is a 1-form
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some lines in the following formula do not appear) we continue computations at xo
δdω(X1, ..., Xk) = −
n∑
j=1
(∇ej (dω))(ej , X1, ..., Xk)− (ιEdω)(X1, ..., Xk)
= −
n∑
j=1
ej((dω)(ej , X1, ..., Xk))
+
n∑
j=1
dω(∇ej ej , X1, ..., Xk)
+
n∑
j=1
dω(ej ,∇ejX1, ..., Xk)
+..........+
n∑
j=1
dω(ej , ...,∇ejXk)− (ιEdω)(X1, ..., Xk)
= −
n∑
j=1
ej((∇ejω)(X1, ..., Xk))
−
k∑
i=1
n∑
j=1
(−1)iej((∇Xiω)(ej , X1, ..., Xˆi, ..., Xk))
= −
n∑
j=1
(∇ej (∇ejω))(X1, ..., Xk)
−
n∑
j=1
(∇ejω)(∇ejX1, ..., Xk)
−..........−
n∑
j=1
(∇ejω)(X1, ...,∇ejXk)
−
k∑
i=1
n∑
j=1
(−1)i{(∇ej (∇Xiω))(ej , X1, ..., Xˆi, ..., Xk)
+(∇Xiω)(∇ej ej , X1, ..., Xˆi, ..., Xk)
+(∇Xiω)(ej,∇ejX1, ..., Xˆi, ..., Xk)
+...........+ (∇Xiω)(ej , X1, .., Xˆi, ...,∇ejXk)}
= −
n∑
j=1
(∇ej ((∇ejω))(X1, ..., Xk)
−
n∑
j=1
k∑
i=1
(∇ejω)(X1, ..,KejXi, ..., Xk)
+
k∑
i=1
n∑
j=1
(∇ej (∇Xiω))(X1, ..., ej, ..., Xk)
+d(ιEω)(X1, ..., Xk) + (SEω)(X1, ..., Xk),
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where in the last line ej is at the i-th place and in the last but one line KejXi is
at the i-th place. Finally we observe that at x0 we have
n∑
j=1
(∇ej (∇ejω))(X1, ..., Xk) =
n∑
j=1
((∇ej − 2Kej )(∇ejω))(X1, ..., Xk)
=
n∑
j=1
(∇ej (∇ejω))(X1, ..., Xk)
+2
n∑
j=1
k∑
i=1
(∇ejω)(X1, ...,KejXi, ..., Xk),
where in the last line KejXi is at the i-th place. Composing the last three formulas
and using (70) we obtain the equality
(96) ∆ω = ∇∗∇ω +WRω + SEω
Using (7) and (59) completes the proof of i). To prove ii) it is sufficient to use i),
(59) and (73). The last statement is a particular case of i). ✷
Using (91), the last theorem and the formula (25) we get
Corollary 10.2. Let (g,∇) be a statistical structure. For any 1-form ω we have
(97) ∆ω = ∇∗∇ω +Ric(·, ω♯) +∇Eω − LEω,
(98) (∆ω)(X) = −tr g(∇
2
·,·ω)(X) +Ric(X,ω
♯) + g(∇Xg,∇Eω) +∇Eω − LEω
for any vector X ∈ TxM , x ∈ M . If (g,∇, ν) is an equiaffine statistical structure
then
(99) ∆∇ω = ∇∗ν∇ω +Ric(·, ω♯) + 2∇Eω − 2LEω.
The formula (92) can also be written for the connection ∇. Namely, we have
(100) ∆ = ∇
∗
∇+WR + SE = ∇
∗
∇+WR − SE + 2KE.
If (g,∇, ν) is an equiaffine statistical structure then, in general, (g,∇, ν) is not
equiaffine. It is equiaffine if an only if (g,∇) is trace-free.
The structure (g,∇, ν) is equiaffine if and only if ν = e−ρν where τ = dρ. In
particular, τ must be exact. In such a case we define
(101) ∇
∗ν
S = −tr g(∇·S)(·)
for a section S of HOM(TM, E). If M is compact then ∇
∗ν
is the adjoint operator
for ∇ relative to 〈, 〉ν . For the same reasons as (73) one gets
(102) ∇
∗
∇ = ∇
∗ν
∇−∇E
We can now compute
∆∇ = ∆− LE = ∇
∗
∇+WR − SE − LE
= ∇
∗ν
∇+WR −∇E − SE − LE
= ∇
∗ν
∇+WR − 2∇E .
We have proved
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Proposition 10.3. If (g,∇, ν) is an equiaffine statistical structure and τ is exact
and equal to dρ then
(103) ∆∇ = ∇
∗ν
∇+WR − 2∇E ,
where ν = e−ρν.
Consider again a tensor vector bundle E over M . If s is a section of E and ∇˜ is
a connection then we have
∇˜2Y,X |s|
2 = Y (d|s|2(X))− d|s|2(∇˜YX)
= Y (X |s|2)− d|s|2(∇˜YX)
= Y {g(∇Xs, s) + g(s,∇Xs)} − d|s|
2(∇˜YX)
= g(∇Y (∇Xs), s) + g(∇Xs,∇Y s)
+g(∇Y s,∇Xs) + g(s,∇Y (∇Xs))− d|s|
2(∇˜YX).
Applying this formula to the connections ∇ˆ and ∇ one gets
∇ˆ2Y,X |s|
2 = g(∇Y (∇Xs), s) + g(∇Xs,∇Y s)
+g(∇Y s,∇Xs) + g(s,∇Y (∇Xs))− d|s|
2(∇ˆYX)
and
∇
2
Y,X |s|
2 = g(∇Y (∇Xs), s) + g(∇Xs,∇Y s)
+g(∇Y s,∇Xs) + g(s,∇Y (∇Xs))− d|s|
2(∇YX).
For an orthonormal frame e1, ..., en such that ∇ˆej = 0 at a fixed point x0 we obtain
at this point
(104) ∆|s|2 = −
n∑
i=1
g(∇ei(∇eis), s)−
n∑
i=1
g(∇ei(∇eis), s)−g(∇s,∇s)−g(∇s,∇s)
(105)
∆∇|s|2 = −
∑n
i=1 g(∇ei(∇eis), s)−
∑n
i=1 g(∇ei(∇eis), s)
−g(∇s,∇s)− g(∇s,∇s)− Eg(s, s).
Therefore, using (104), (105) and (70) for ∇ and ∇, we obtain
Theorem 10.4. For any statistical structure and any tensor field s we have
(106) ∆|s|2 = g(∇∗∇s, s) + g(∇
∗
∇s, s)− g(∇s,∇s)− g(∇s,∇s)
(107)
∆∇|s|2 = g(∇∗∇s, s) + g(∇
∗
∇s, s)
−g(∇s,∇s)− g(∇s,∇s)− g(∇Es, s)− g(∇Es, s).
In particular, if ω is a differential form then
(108) ∆|ω|2 = 2g(∆ω, ω)−g(WR+R ω, ω)−g(∇ω,∇ω)−g(∇ω,∇ω)−2g(KEω, ω).
(109)
∆∇|ω|2 = 2g(∆∇ω, ω)− g(WR+R ω, ω)
−g(∇ω,∇ω)− g(∇ω,∇ω)− 2g(∇Eω, ω).
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Proof. To prove (108) it is sufficient to use (106), (92) and (100). Formula (109)
follows from (107) and (93). ✷
From (106) and the maximum principle applied to the standard Laplacian we
immediately get
Proposition 10.5. LetM be a connected manifold equipped with a statistical struc-
ture (g,∇). If s is a tensor field on M such that
(110) g(∇∗∇s+∇
∗
∇s, s) ≤ 0
on M and |s| attains a maximum then ∇s = 0 and ∇s = 0 on M .
11. Bochner-Weitzenbo¨ck formulas for the metric tensor field
If (g,∇) is a statistical structure then we can apply the Weitzenbo¨ck curvature
operator WR to g. One easily sees that
(111) (WRg)(X,Y ) = Ric(X,Y ) +Ric(Y,X)−Ric(X,Y )−Ric(Y,X).
For any tensor field s on M we have R(X,Y )s = ∇2X,Y s − ∇
2
Y,Xs. Since ∇g is
symmetric, we have (∇2X,Y g)(Z,W ) = (∇
2
X,Zg)(Y,W ). Therefore
n∑
i=1
(R(ei, X)g)(ei, Y ) = −
n∑
i=1
(∇2X,eig)(ei, Y ) + tr g(∇
2
·,·g)(X,Y ).
As usual we choose an orthonormal frame e1, ..., en around a fixed point xo such
that ∇ˆei = 0 at xo, that is, ∇Xei = KXei at xo for any X . Using now formulas
(25) and (27) we get at x0
−
n∑
i=1
(∇2X,eig)(ei, Y ) = −
n∑
i=1
(∇X(∇g))(ei, ei, Y )
=
n∑
i=1
2∇g(∇Xei, ei, Y )−X(∇g(ei, ei, Y )) +∇g(ei, ei,∇XY )
= 2
n∑
i,j=1
g(∇Xei, ej)∇g(ej , ei, Y ) + 2∇τ(X,Y )
= 2
n∑
i,j=1
g(KXei, ej)∇g(ej , ei, Y ) + 2∇τ(X,Y )
= −
n∑
i,j=1
(∇Xg)(ei, ej)(∇Y g)(ei, ej) + 2∇τ(X,Y )
= −g(∇Xg,∇Y g) + 2∇τ(X,Y ).
On the other hand we have
n∑
i=1
(R(ei, X)g)(ei, Y ) = Ric(X,Y )−Ric(X,Y ).
We have proved
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Lemma 11.1. For any statistical connection ∇ for g we have
(112) tr g∇
2
·,·g(X,Y )− g(∇Xg,∇Y g) + 2∇τ(X,Y ) = −Ric(X,Y ) +Ric(X,Y ),
(113) 2tr g∇
2
·,·g(X,Y )−2g(∇Xg,∇Y g)+2∇τ(X,Y )+2∇τ(Y,X) = (W
Rg)(X,Y ).
Since the scalar curvature of ∇ and the one for ∇ are the same we obtain
Proposition 11.2. For any trace-free statistical structure (g,∇) we have
n∑
i,j=1
∇2g(ei, ei, ej , ej) = g(∇g,∇g).
An example of usage of this theorem is the following
Corollary 11.3. If for a locally strongly convex Blaschke hypersurface for its
Blaschke metric g and its induced connection ∇
n∑
i,j=1
∇2g(ei, ei, ej , ej) = 0,
then the hypersurface is a quadric.
Proof. It follows from Berwald’s theorem and the above proposition. ✷
12. The sectional curvature and the curvature operator for
statistical structures
12.1. Algebraic preliminaries. Let V be an n-dimensional Euclidean vector space
with the scalar product 〈·, ·〉. Let T be any (1, 3)-tensor on V . We also set
T (X,Y )Z := T (X,Y, Z). If the tensor is skew-symmetric relative to X,Y and
the Bianchi identity: T (X,Y, Z) + T (Y, Z,X) + T (Z,X, Y ) = 0 holds, we call T a
curvature-like tensor of type (1, 3). For T we define a (0, 4)-tensor T as follows
T (U,Z,X, Y ) = 〈T (X,Y )Z,U〉.
If T is a curvature-like tensor of type (1, 3) and the tensor T of type (0, 4) is
skew-symmetric relative to U,Z then the both tensors T will be called Riemann-
curvature-like tensors. For a Riemann-curvature-like tensor we have
T (U,Z,X, Y ) = T (X,Y, U, Z).
The easiest Riemann-curvature-like tensor is R0 defined as follows
R0(X,Y )Z = 〈Y, Z〉X − 〈X,Z〉Y.
The scalar product extended to the exterior products of V gives the isometric
identification of Λ2V and Λ2V ∗. The last space will be also isometrically identified
with the space so(V ) of all skew-symmetric endomorphisms of V . In particular,
if T (X,Y )Z is skew-symmetric in X,Y , then T (X ∧ Y ) is well defined and conse-
quently T (Θ) is well-defined for any Θ ∈ so(V ). If T is a Riemann-curvature-like
tensor then it defines the curvature operator T sending 2-vectors into 2-vectors,
that is,
(114) 〈T(X ∧ Y ), Z ∧ U〉 = T (X,Y, Z, U).
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Because of the properties of T , the above formula defines a linear, symmetric rel-
ative to the given scalar product, operator T : Λ2V → Λ2V . In particular, T is
diagonalizable.
We shall now adapt the material of section 3 from [5] to the case we study. Let
Θα be an orthonormal basis of Λ
2V . For any Riemann-curvature-like tensor T we
get (using the identifications Λ2V = so(V ))
T (X,Y ) = 〈T (X,Y ),Θα〉Θα = 〈T(X ∧ Y ),Θα〉Θα
= 〈T(Θα), X ∧ Y )Θα = −〈T (Θα)X,Y 〉Θα.
The Weizenbo¨ck operator is a purely algebraic notion and can be defined for T :
(WT s)(X1, ..., Xk) =
∑
i,j
(T (ej, Xi)s)(X1, ..., ej , ..., Xk)
for any tensor s of type (l, k), k > 0. If k = 0, we set WT s = 0.
Lemma 12.1. For any Riemann-curvature-like tensor T and any (0, k)-tensor s
we have
(115) WT s = −
∑
α
T (Θα)(Θαs),
where T (Θα) acts on (Θαs) (and Θα acts on s) as a differentiation.
Proof. Using the above formula we obtain
(WT s)(X1, ..., Xk) =
∑
i,j
(T (ej, Xi)s)(X1, ..., ej , ..., Xk)
= −
∑
i,j,α
〈T (Θα)ej , Xi)(Θαs)(X1, ..., ej , ..., Xk)
= −
∑
i,j,α
(Θαs)(X1, ..., 〈T (Θα)ej , Xi〉ej , ..., Xk)
=
∑
i,α
(Θαs)(X1, ..., T (Θα)Xi, ..., Xk)
= −
∑
α
(T (Θα)(Θαs))(X1, ..., Xk).
✷
Lemma 12.2. If T is a Riemann-curvature like tensor and T is the curvature
operator for T then
(116) 〈WT s, s〉 = λα|Θαs|
2
for any (0, k)-tensor s, where Θα is an orthonormal eigenbasis for T and λα are
corresponding eigenvalues. In particular, if T ≥ 0, then 〈WT s, s〉 ≥ 0.
Proof. Observe first that if A : V → V is a skew-symmetric endomorphism, then
A acting on tensors as a differentiation is also skew-symmetric. Using the above
lemma we now get
〈WT s, s〉 = −
∑
α
〈T (Θα)(Θαs), s〉∑
α
〈(Θαs), T (Θα)s〉 =
∑
α
λα|Θαs|
2
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✷
Lemma 12.3. a) If for a k-form ω, where 0 < k < n, and for every A ∈ so(V ) we
have Aω = 0, then ω = 0.
b) If for a Riemann-curvature-like tensor T and for every A ∈ so(V ) we have
AT = 0 then T is a multiple of R0.
Proof. a) Suppose that ω 6= 0. Let e1, ..., en be an orhonormal basis such that
ω(e1, ..., ek) 6= 0. Take A ∈ so(V ) such that Ae1 = ... = Aek = 0 and Aek+1 = ek.
Then we get the following contradiction
0 = (Aω)(e1, ..., ek−1, ek+1) = −ω(e1, ..., ek) 6= 0.
b) It is sufficient to observe that if X,V,W,Z are mutually orthogonal then
T (X,V,W,Z) = 0. First we take three orthogonal vectors X,Y, Z and A ∈
so(V ) such that AY = 0 and AX = Z. We have 0 = (AT )(X,Y, Y,X) =
−T (AX, Y, Y,X) − T (X,Y, Y,AX) = −2T (X,Y, Y, Z). Take now X,Z,W, V or-
thogonal. Then the vectors Y = V +W , X,Z are orthogonal and from the above
formula we get T (X,V,W,Z) = −T (X,W, V, Z). Finally we obtain
T (X,V,W,Z) = T (W,V,X,Z)− T (W,X, V, Z) = −2T (W,X, V, Z)
= 2T (X,W, V, Z) = −2T (X,V,W,Z)
which implies that T (X,V,W,Z) = 0. ✷
12.2. The sectional ∇-curvature. Let (g,∇) be a statistical structure on an n-
dimensional manifold M . In general, g(R(X,Y )U,Z) is not skew-symmetric for
U,Z. Define the following tensor field of type (0, 4)
(117) R(U,Z,X, Y ) =
1
2
(g(R(X,Y )Z,U)− g(R(X,Y )U,Z))
Of course it is skew-symmetric relative to the both pairs of arguments X,Y and
U,Z. Since g(R(X,Y )Z,U) = −g(R(X,Y )U,Z) we have
(118) R(U,Z,X, Y ) =
1
2
g(R(X,Y )Z +R(X,Y )Z,U).
It follows that the first Bianchi identity holds:
ΞZ,X,Y R(U,Z,X, Y ) = 0,
where ΞZ,X,Y stands for the cyclic permutation sum relative to Z,X, Y . Conse-
quently R is a Riemann-curvature-like tensor. We can now define the sectional
∇-curvature of a vector plane pi spanned by the orthogonal vectors e1, e2 by the
formula
k(pi) = k(e1 ∧ e2) = R(e1, e2, e1, e2) =
1
2
g(R(e1, e2)e2 +R(e1, e2)e2, e1).
We also have
(119) k(X ∧ Y ) =
R(X,Y,X, Y )
g(X,X)g(Y, Y )− g(X,Y )2
We shall say that the sectional ∇-curvature is point-wise constant if for each point
x ∈M the sectional ∇-curvature is independent of a plane in TxM and it is equal
to k(x). Of course, in such a case, k(x) is a smooth function and, as in the case of
Levi-Civita connections, one has
36 BARBARA OPOZDA
R(X,Y )Z +R(X,Y )Z = 2k(x){g(Z, Y )X − g(Z,X)Y } =: 2k(x)R0(X,Y )Z.
Examples of manifolds with constant sectional ∇-curvature are locally strongly
convex equiaffine spheres (in other terminology relative spheres), where ∇ is the in-
duced connection and g is the affine second fundamental form. If the corresponding
shape operator is equal to λid , where λ ∈ R, then, by the Gauss equation,
R(X,Y )Z = R(X,Y )Z = λ(g(Y, Z)X − g(X,Z)Y ).
Hence for such a sphere the sectional ∇- curvature equals to λ.
In contrast with the classical sectional curvature, the fact that the sectional ∇-
curvature is point-wise constant does not imply that it is constant on a connected
manifold if the dimension of the manifold is greater than 2. To see this let us
consider the following example.
Example 12.4. Take the hypersurface M in Rn+1 given by the equation
x1 · ... · xn+1 = 1
for x1 > 0, ..., xn+1 > 0. It is a locally strongly convex proper affine sphere (the
affine shape operator equals to λid , where λ 6= 0) and its Blaschke metric g is flat,
i.e. Rˆ = 0. Since
R(X,Y )Z +R(X,Y )Z = 2Rˆ(X,Y )Z + 2[KX ,KY ],
we have
λ = g([KX ,KY ]Y,X)
for any orthonormal pair of vectors X,Y . Take
∇˜ = ∇ˆ+ ϕK.
Denote by R˜ the curvature tensor of ∇ and by R˜ the curvature tensor of the
conjugate connection ∇˜. We have
R˜(X,Y )Z + R˜(X,Y )Z = 2Rˆ(X,Y )Z + 2ϕ2[KX ,KY ]Z
and consequently
1
2
[g(R˜(X,Y )Y,X) + g(R˜(X,Y )Y,X)] = ϕ2λ
for orthonormal vectors X,Y . If we take a non-constant function ϕ, we get a
structure of point-wise constant but non-constant ∇˜-sectional curvature on M .
Let nowM be a locally strongly convex hypersurface with an equiaffine transver-
sal vector field ξ. Let g be the second fundamental form, S – the corresponding
shape operator and ∇ – the induced connection. By the Gauss equation we have
for orthonormal X,Y
g(R(X,Y )Y +R(X,Y )Y,X) = g(SX,X) + g(SY, Y ).
For equiaffine hypersurfaces we can define the sectional mean curvature. Namely,
if pi is a plane in the tangent space, then
k(pi) = g(Se1, e1) + g(Se2, e2),
where e1, e2 is an orthonormal basis of pi. The above considerations show that the
definition is independent of the choice of an orthonormal basis. In particular, an
equiaffine surface in R3 of constant sectional ∇-curvature is exactly a surface of
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constant equiaffine mean curvature. Assume now that the sectional mean curvature
for an equiaffine hypersurface is point-wise constant. Then we have
g(Y, Z)SX − g(X,Z)SY + g(SY, Z)X − g(SX,Z)Y = R(X,Y )Z +R(X,Y )Z
= 2k(g(Y, Z)X − g(X,Z)Y ).
If dimM > 2, then for any X we can take Z 6= 0 such that g(Z,X) = 0, g(Z, SX) =
0 and Y = Z. We see that SX is a multiple of X . By the second Codazzi equation
(∇S is symmetric) we obtain that S = λid , where λ is constant if M is connected.
Hence the sectional mean curvature is constant. Roughly speaking, in the case of
equiaffine hypersurfaces Schur’s lemma holds.
Schur’s lemma also holds for connections satisfying the condition R = R. In the
cathegory of Blaschke hypersurfaces the condition describes affine spheres.
More generally, we have
Lemma 12.5. Let M be a connected locally strongly convex hypersurface equipped
with a transversal vector field whose induced second fundamental form is g, the
induced connection is ∇ and the induced shape operator is S. The hypersurface is
an equiaffine sphere, that is, S = λid if and only if R = R.
Proof. Assume that R = R. The shape operator is diagonalizable. Let dimM =
2 and e1, e2 be an orthonormal basis of TxM such that Se1 = λ1e1, Se2 = λ2e2.
By the Gauss equation we have
(120) g(Y, Z)SX − g(X,Z)SY = g(Y, SZ)X − g(X,SZ)Y.
Setting X = e1, Y = Z = e2 we get λ1 = λ2.
Assume now that n > 2. Take any TxM ∋ X 6= 0 and its orthogonal comple-
mentary space X⊥ in TxM . The mapping
X⊥ ∋W → g(X,SW ) ∈ R
has kernel of dimension at least 1. Take Z = Y 6= 0 from this kernel. Using (120)
we obtain that SX is proportional to X , which finishes the proof. ✷
We have the following second Bianchi identity for the curvature tensor R+ R
Lemma 12.6. For any statistical structure (g,∇) we have
ΞU,X,Y (∇ˆU (R+R))(X,Y ) = ΞU,X,Y (KU (R−R))(X,Y ).
Proof. We have
ΞU,X,Y (∇ˆU (R+R))(X,Y ))
= ΞU,X,Y ((∇−K)UR)(X,Y ) + ΞU,X,Y ((∇+K)UR)(X,Y )
= ΞU,X,Y (KU (R−R))(X,Y )
✷
Thus, if R = R then
ΞU,X,Y (∇UR)(X,Y ) = ΞU,X,Y (∇ˆUR)(X,Y ) = 0.
Using the second Bianchi identity for ∇ˆR one easily gets
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Proposition 12.7. Let M be a connected manifold of dimension greater than 2. If
Let (g,∇) be a statistical structure on M with R = R. If the sectional ∇-curvature
is point-wise constant then it is constant.
12.3. The curvature operator for statistical structures. If (g,∇) is a statis-
tical structure then T = R+R is a Riemann-curvature-like tensor field and we can
apply the algebraic results of section 8.1 to this tensor field.
Because of the Bianchi identity proved in the last section exactly in the same
way as Theorem 1.2 in [5] one can prove
Theorem 12.8. Assume that for a statistical structure (g,∇) we have R = R. The
following formula holds
(∇ˆ∗∇ˆR)(X,Y, Z,W ) +
1
2
(WRˆR)(X,Y, Z,W )
=
1
2
(∇ˆX∇ˆ
∗R)(Y, Z,W )−
1
2
(∇ˆY ∇ˆ
∗R)(X,Z,W )
+
1
2
(∇ˆZ∇ˆ
∗R)(W,X, Y )−
1
2
(∇ˆW ∇ˆ
∗R)(Z,X, Y ).
We can now formulate the following version of Tachibana’s theorem
Theorem 12.9. Let M be a connected compact oriented manifold and (g,∇) be a
statistical structure on M such that R = R. If the curvature operator Rˆ for Rˆ is
non-negative and div ∇ˆR = 0 then ∇ˆR = 0. If additionally Rˆ > 0 at some point of
M then the sectional ∇-curvature is constant.
Proof. It is clear that div ∇ˆR = ∇∗R. By Theorem 12.8 we now have
∇ˆ∗∇ˆR+
1
2
WRˆR = 0.
Consequently
0 =
∫
M
(g(∇ˆ∗∇ˆR,R) +
1
2
g(WRˆR,R))νg
=
∫
M
g(∇ˆR, ∇ˆR)νg +
1
2
∫
M
g(WRˆR,R)νg
By Lemma 12.2 we obtain ∇ˆR = 0 and
∑
α λα|ΘαR|
2 = 0 at each point of M .
Therefore, if at some point x ∈ M the curvature operator Rˆ is positive, then
ΘαR = 0 at this point for all α and consequently for any A ∈ so(TxM) we have
AR = 0. By Lemma 12.3 b) we get that R = λR0 at x. Since ∇ˆR = 0, the same
equality holds at each point of M . ✷
Finally we observe that a theorem of Meyer-Gallot holds for trace-free statistical
structures
Theorem 12.10. Let M be a connected compact oriented manifold and (g,∇)
be a trace-free statistical structure on M . If the curvature operator for R + R is
non-negative on M then each harmonic form is parallel relative to ∇, ∇ and ∇ˆ.
If moreover the curvature operator is positive at some point of M , then the Betti
numbers b1(M) = ... = bn−1(M) = 0.
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Proof. If ω is a harmonic form, then by (108) and Lemma 12.2 we obtain
0 =
∫
M
(g(WR+Rω, ω) + g(∇ω,∇ω) + g(∇ω,∇ω))νg
=
∫
M
∑
α
λα|Θαω|
2νg +
∫
M
g(∇ω,∇ω)νg +
∫
M
g(∇ω,∇ω)νg.
This yields the first assertion. If at some point x ∈ M all λα > 0 then we addi-
tionally have Θαω = 0 at this point. Since the Θα form a basis for the space of
so(TxM), we have that Aω = 0 for all A ∈ so(TxM). Using now Lemma 12.3 we
see that ωx = 0 if the degree of ω is between 1 and n−1. Since ω is parallel relative
to a connection, it must vanish on the whole of M . ✷
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