We consider a general nonlinear time-delay system with state-delays as control variables. The problem of determining optimal values for the state-delays to minimize overall system cost is a non-standard optimal control problemcalled an optimal state-delay control problem-that cannot be solved using existing techniques. We show that this optimal control problem can be formulated as a nonlinear programming problem in which the cost function is an implicit function of the decision variables. We then develop an efficient numerical method for determining the cost function's gradient. This method, which involves integrating an impulsive dynamic system backwards in time, can be combined with any standard gradient-based optimization method to solve the optimal state-delay control problem effectively. We conclude the paper by discussing applications of our approach to parameter identification and delayed feedback control.
Introduction 1
Time-delay systems arise in many real-world applications-e.g. evapo-2 ration and purification processes [1, 2] , aerospace models [3] , and human 3 immune response [4] . Over the past two decades, various optimal control 4 methods have been developed for time-delay systems. Well-known tools in-5 clude the necessary conditions for optimality [5, 6 ] and numerical methods 6 based on the control parameterization technique [7, 8] . These existing opti-7 mal control methods are restricted to time-delay systems in which the delays 8 are fixed and known. In this paper, we consider a new class of optimal control 9 problems in which the delays are not fixed, but are instead control variables 10 to be chosen optimally. Such problems are called optimal state-delay control 11 problems.
12
As an example of an optimal state-delay control problem, consider a 13 system of delay-differential equations with unknown delays. This delay-14 differential system is a dynamic model for some phenomenon under con- and observed system output.
22
Parameter identification for time-delay systems has been an active area 23 of research over the past decade. Existing techniques for parameter identi- 24 fication include interpolation methods [9] , genetic algorithms [10] , and the 25 delay operator transform method [11] . These techniques are mainly designed 26 for single-delay linear systems. In contrast, the computational approach 27 to be developed in this paper, which is based on formulating and solving 28 the parameter identification problem as an optimal state-delay control prob-29 lem, can handle systems with nonlinear dynamics and multiple time-delays.
30
This computational approach is motivated by our earlier work in [12] , which 31 is devoted to parameter identification problems, and Section 5 is devoted to 63 delayed feedback control. We make some concluding remarks in Section 6.
64

Problem formulation
65
Consider the following nonlinear time-delay system:
x(t) = φ(t, ζ), t ≤ 0,
where T > 0 is a given terminal time; x(t) = [x 1 (t), . . . , x n (t)] ⊤ ∈ R n is 66 the state vector ; τ i , i = 1, . . . , m are state-delays;
vector of system parameters; and f :
are given functions.
69
System (1)- (2) is controlled via the state-delays and system parametersthese must be chosen optimally so that the system behaves in the best possible manner. We impose the following bound constraints:
and
where a i and b i are given constants such that 0 ≤ a i < b i , and c j and d j are
70
given constants such that c j < d j . 
77
Any combined pair (τ , ζ) ∈ T × Z is called an admissible control pair for 78 system (1)-(2).
79
We assume that the following conditions are satisfied.
80
Assumption 1. The given function f is continuously differentiable, and φ
81
is twice continuously differentiable.
82
Assumption 2. There exists a real number L 1 > 0 such that for all ξ i ∈ R n , i = 0, . . . , m, and ω ∈ R r ,
where | · | denotes the Euclidean norm. this solution by x(·|τ , ζ).
86
Our aim is to find an admissible control pair that minimizes the following cost function:
where Φ : R pn × R r → R is a given function and t k , k = 1, . . . , p are given time points satisfying 0 < t 1 < · · · < t p ≤ T. predicted and observed system output at a set of sample times.
93
Our optimal state-delay control problem is defined formally below.
94
Problem (P). Choose (τ , ζ) ∈ T × Z to minimize the cost function (5). search has focussed on the simple case when the delays are fixed and known.
99
The delays in Problem (P), however, are actually control variables to be 100 determined optimally. Hence, Problem (P) differs considerably from most 101 time-delay optimal control problems considered in the literature.
102
The aim of this paper is to develop a computational method for solv-
103
ing Problem (P). Our approach is based on the following key observation: 
Furthermore, define
where ∂ ∂x i denotes differentiation with respect to the ith delayed state vector.
114
Consider the following impulsive dynamic system:
Let λ(·|τ , ζ) denote the solution of system (6)-(8) corresponding to the ad-115 missible control pair (τ , ζ) ∈ T × Z.
116
The following result gives formulae for the partial derivatives of J with 117 respect to the state-delays.
118
Theorem 1. For each (τ , ζ) ∈ T × Z and i=1,. . . ,m,
Proof. Let v : [0, ∞) → R n be an arbitrary function satisfying the following 
122
(ii) v is differentiable almost everywhere;
123
(iii) v has finite left and right limits at t = t k , k = 1, . . . , p, and a finite 124 right limit at t = 0.
125
Note that any discontinuity of v must lie in the set {t 0 , t 1 , . . . , t p }.
126
We may express the cost function J as follows:
where for simplicity we have omitted the τ and ζ arguments in x(·|τ , ζ).
127
This notation will not cause confusion because τ and ζ are assumed to be 128 fixed throughout this proof (in the sequel, we will also omit the τ and ζ
129
arguments from
, and ψ(t|τ , ζ)).
130
Applying integration by parts to the last integral gives
Consider the third term on the right-hand side of (10):
Substituting (11) into (10) yields
Define the state variation with respect to τ i as follows:
, and thus
where δ li denotes the Kronecker delta function. On the other hand, if
Combining (13) and (14) gives
where χ [τ l ,∞) : R → R is the indicator function defined by
Now, in view of (15), we can differentiate (12) with respect to τ i to obtain
Thus,
Perform a change of variable in the second last integral term in (16):
Substituting (17) into (16) gives,
Recall that v is arbitrary. Choosing v = λ(·|τ , ζ) and substituting (6)-(8)
131
into (18) completes the proof. 
Gradient with respect to system parameters 133
We now turn our attention to the gradient of J with respect to ζ j , j = 1, . . . , r. As before, let λ(·|τ , ζ) be the solution of the impulsive dynamic system (6)-(8). Furthermore, for each j = 1, . . . , r, define
Then we have the following result.
134
Theorem 2. For each (τ , ζ) ∈ T × Z,
Proof. Let v(·) be as defined in the proof of Theorem 1. Recall from equation (12) that
where, as in the proof of Theorem 1, we omit the τ and ζ arguments for 135 clarity.
136
Differentiating (20) with respect to ζ j gives
Perform a change of variable in the second last integral term in (21):
Recall that x(t) = φ(t, ζ) for all t ≤ τ l . Hence, from (22),
Substituting equation (23) into (21) gives,
Choosing v = λ(·|τ , ζ) and substituting (6)-(8) into the above equation 
Solving Problem (P)
139
On the basis of Theorems 1 and 2, we now present the following algorithm
140
for computing the cost function (5) and its gradient at a given admissible 141 control pair (τ , ζ) ∈ T × Z.
142
Step 1. Solve the state system (1)-(2) from t = 0 to t = T to obtain x(·|τ , ζ).
143
Step 2. Using x(·|τ , ζ), solve the impulsive system (6)-(8) from t = T to t = 0 144 to obtain λ(·|τ , ζ).
145
Step 3. Using x(t k |τ , ζ), k = 1, . . . , p, compute J(τ , ζ) via equation (5).
146
Step 4. Using x(·|τ , ζ) and λ(·|τ , ζ), compute Consider the dynamic model (1)-(2). Suppose that τ i , i = 1, . . . , m and ζ j , j = 1, . . . , r are unknown parameters that need to be identified. Furthermore, suppose that {(t k ,ŷ k )} p k=1 is a given set of experimental data, whereŷ k ∈ R q is the system output observed at sample time t = t k . Here, the output y(t) ∈ R q is assumed to be a given function of the state and model parameters:
where g :
The aim is to choose appropriate values for the unknown parameters τ i , i = 1, . . . , m and ζ j , j = 1, . . . , r so that the predicted system outputobtained by solving (1)- (2) and (24)-best fits the experimental data. This leads to the following parameter identification problem:
This problem is clearly a special case of Problem (P). Hence, it can be solved 169 using the computational approach outlined in the previous section. cadmium ions. This is a key step in the production of zinc.
182
The concentrations of cobalt and cadmium ions in the electrolyte evolve according to the following differential equations:
where x 1 is the concentration of cobalt ions; x 2 is the concentration of cad- 
190
Reference [8] considers system (26)-(28) with a given time-delay of τ = 2. Here, we suppose that τ is an unknown model parameter that needs to be identified. We assume that the terminal time is T = 8. Furthermore, we set the input variables u and v as equal to the optimal control functions obtained in [8] :
where the switching times γ l and the control values σ Table 1 . The system output is the concentration of cadmium ions:
192
Given system (26)- (28) and (31), and control input functions (29) and (30),
193
our goal is to identify the model parameters α 1 and α 2 and the state-delay 194 τ .
195
To generate the observed data for this parameter identification problem, we consider system (26)-(28) with the following data:
The corresponding output trajectory y(·|τ,α 1 ,α 2 ) = x 2 (·|τ ,α 1 ,α 2 ) acts as our reference trajectory. We define the sample times to be t k = k/2, k = 1, . . . , 16. Thus, the observed output iŝ
Our parameter identification problem is now defined as follows: Choose τ , α 1 , and α 2 to minimize
subject to the dynamic system (26)-(28).
196
This problem cannot be solved using the identification method in [12],
197
which is only applicable when each nonlinear term in the system dynamics Consider the following continuous-time control system:
where x(t) ∈ R n is the state and u(t) ∈ R r is the control input. System (32)- 
218
Delayed feedback control is one way of deliberately introducing delays to an undelayed system. In delayed feedback control, the control function u(t) is defined as follows:
where K i ∈ R r×n , i = 0, . . . , d are feedback gain matrices and τ i , i = 1, . . . , d
are time-delays. Substituting (34) into (32)-(33) yields the following closedloop system:
where ξ ∈ R rn(d+1) is a vector containing the elements of the feedback gain matrices and
The aim here is to choose the delays and feedback gain matrices in (34) to stabilize the closed-loop system (35)-(36). Thus, we consider the following optimization problem:
where x(·) is the solution of (35)-(36) and x * is a desired equilibrium point.
219
This problem can be solved effectively using the computational approach 220 outlined in Section 3. We consider the problem of controlling the position of a single-link rotational joint in robotics (a type of inverted pendulum system). The dynamics of the rotational joint are described as follows:
with initial conditionsẏ
where y denotes the angular displacement of the inverted pendulum, g is the 223 acceleration due to gravity (g = 9.8ms −2 ), L is the length of the pendulum
224
(L = 0.4m), and u is the external torque force.
225
In the absence of velocity measurements, the inverted pendulum system is difficult to stabilize using position feedback control [22] . Thus, it is necessary to instead consider the following delayed feedback controller:
where τ 
The second-order system (37)-(38), with u defined by (39), can be easily transformed into the following system of first-order differential equations:
with initial conditions
Exponential stability conditions for system (41)-(42) were established in [22] . Here, we apply the computational method described in Section 3 to determine optimal values for the position delays so that the system becomes stable at the origin. Our optimal control problem can be stated as follows: Given system (41)-(42) with initial conditions (43) and parameter values (40), choose the position delays τ 1 and τ 2 to minimize the objective function
where the terminal time T is chosen to be 20 seconds. As in Section 4.2,
226
we solved this problem using a Matlab program that implements the com- We now consider the problem of stabilizing the so-called disturbed Chen chaotic system, which is defined as follows:
where ω(t) is a bounded exogenous disturbance and θ 1 , θ 2 , and θ 3 are model parameters. Here, we assume that the disturbance and model parameters are as given in [23]:
Our aim is to stabilize the chaotic system (45)-(46) at the origin. Thus, the objective function is
where the terminal time is T = 0.5. We design a delayed feedback controller in the following form:
where 
239
We solved this problem using the same Matlab program that was used to solve the examples in Sections 4.2 and 5.2. The optimal delayed feedback control is u(t) = [−48.26x 1 (t − 0.0071), −47.81x 2 (t − 0.0071), −47.86x 3 (t − 0.0071)]
⊤ .
(50) Using the MISER optimal control software [24] , we also computed the optimal undelayed feedback control: u(t) = [−45.47x 1 (t), −61.84x 2 (t), −20.64x 3 (t)]
The optimal state variables under controls (50) and (51) are shown in Fig-240 ure 3. Note that for this system, delayed feedback control stabilizes the 241 system quicker than the traditional feedback control. 
