We analyse the dynamics of an open membrane, both for the free case and when it is coupled to a background three-form, whose boundary is attached to p-branes. The role of boundary conditions and constraints in the Nambu-Goto and Polyakov formulations is studied. The low-energy approximation that effectively reduces the membrane to an open string is examined in detail. Noncommutative features of the boundary string coordinates, where the cylindrical membrane is attached to the Dp-branes, are revealed by algebraic consistency arguments and not by treating boundary conditions as primary constraints, as is usually done. The exact form of the noncommutative algebra is obtained in the low-energy limit.
Introduction
Over the last decade string theory has been gradually replaced by M-theory as the most natural candidate for a fundamental description of nature. While a complete definition of M-theory is yet to be given, it is believed that the five perturbatively consistent string theories are different phases of this theory. With the replacement of string theory by M-theory, the string itself has lost its position as the main candidate for the fundamental degree of freedom. Instead, higher-dimensional extended objects like membranes are being considered [1] . Indeed it is known that membrane and five-brane occur naturally in eleven-dimensional supergravity, which is argued to be the low-energy limit of M-theory. Also, string theory is effectively described by the low-energy dynamics of a system of branes. For instance, the membrane of M-theory may be "wrapped" around the compact direction of radius R to become the fundamental string of type-IIA string theory, in the limit of vanishing radius.
An intriguing connection between string theory, noncommutative geometry, noncommutative (as well as ordinary) Yang-Mills theory was revealed in [2] . With the shift in focus from string theory to M-theory, there has been a flurry of activity in analysing noncommutativity in membranes, specifically when an open membrane that couples to a three-form, ends on a D-brane [3, 4, 5, 6] . The motivation of the present paper is to further this investigation, but with a new perspective and methodology, as explained below.
The study of noncommutative properties in membranes is more involved than the analogous study in the string case since the equations to be solved are nonlinear. Naturally, in contrast to the string situation, the results could be obtained only under some approximations. It is useful to recapitulate how noncommutativity is derived in either the string coupled to the two-form or the membrane coupled to the three-form. There are non-trivial boundary conditions which are incompatible with the basic Poisson brackets of the theory. These boundary conditions are considered as primary constraints in the algorithm of Dirac's constrained hamiltonian dynamics [4, 5, 6, 7, 8] . The primary constraints lead to secondary constraints. Noncommutativity is manifested through the occurrence of non-trivial Dirac brackets. The brackets are found to be gauge dependent, but there is no gauge where it can be made to vanish.
Recently, an alternative approach to deal with noncommutativity in strings was advocated in a paper [9] involving two of us. Contrary to other approaches, the boundary conditions are not interpreted as primary constraints. The noncommutative algebra emerges from a set of consistency requirements. It is rather similar in spirit to the original analysis of [10] where a modified algebra, involving the periodic delta function instead of the usual one, was found for the coordinates and their conjugate momenta, in the example of the free Nambu-Goto (NG) string.
In this paper we adopt our previous strategy for strings to the membrane model. We discuss both the NG and Polyakov forms of action, although noncommutativity is explicitly considered only in the latter formulation. The similarities or otherwise in the analysis of the two actions are illuminated. Analogous to the set of orthonormal gauge fixing conditions given for the free Nambu-Goto string [9, 10] , we derive a set of quasiorthonormal gauge conditions for the free NG membrane. Just as the orthonormal gauge in the NG string corresponds to the conformal gauge in the Polyakov string, we find out the analogue of the quasi-orthonormal gauge in the Polyakov membrane. It corresponds to a choice of the metric that leads to equations of motion that can be explicitly solved in the light-front coordinates [11] . The structure and implications of the boundary conditions in the two formulations have been elaborated. In the NG case, the conditions involve the velocities that cannot be inverted so that a phase-space formulation is problematic. Only by fixing a gauge is it possible to get hold of a phase-space description. In the Polyakov type, on the other hand, the boundary condition is expressible in phase-space variables without the need of any gauge choice. This is because the metric itself is regarded as an independent field. In this sense, therefore, there is no qualitative difference between string and membrane boundary conditions, since even in the NG string, a gauge fixing is required for writing the boundary conditions in terms of phase-space variables. We thus differ from [5] where it is claimed that it is imperative in the membrane case, as opposed to the string case, to gauge fix in order to express the boundary conditions in phase-space coordinates as a first step in the hamiltonian formalism.
The mandatory gauge fixing in the NG membrane, as we shall show, converts the reparametrization invariant (first-class) system into a second-class one, necessitating the use of Dirac brackets. This involves the inversion of highly nonlinear expressions, so that approximations become essential to make any progress. Hence we avoid this formulation in favour of the Polyakov version, where gauge fixing is not mandatory.
A detailed constrained hamiltonian analysis of the free bosonic Polyakov membrane naturally leads to three restrictions on the world-volume metric. These are found to be identical to those obtained by counting the independent degrees of freedom. Unlike the case of the classical string where there are three components of the metric and three continuous symmetries (two diffeomorphism symmetries and one scale symmetry), leading to a complete specification of the metric by gauge fixing, for the membrane there are six independent metric components and only three diffeomorphism symmetries. Thus only three restrictions on the metric can be imposed. Interestingly, the restrictions usually put in by hand [11] to perform calculations in the light-front coordinates are obtained directly in our hamiltonian formalism. This gauge fixing is only partial in the sense that the nontrivial gauge generating first-class constraints remain unaffected. Effectively, therefore, it is a gauge-independent hamiltonian formalism. We show that the boundary string coordinates corresponding to the membrane-Dp-brane system (i.e. when the boundary of the open membrane is attached to p-branes) satisfy the usual Poisson algebra without any noncommutativity. By imposing further gauge conditions, it is possible to simulate a situation where the cylindrical membrane is wrapped around a circle of vanishing radius so that the open membrane passes over to an open string. The boundary conditions of the membrane reduce to the well-known Neumann boundary conditions of the string in the conformal gauge, just as the membrane metric reduces to the conformal metric of the Polyakov string.
Next, the interacting membrane in the presence of a constant three-form tensor potential is discussed. Proceeding in a gauge-independent manner, it is shown that, contrary to the free theory, the boundary string coordinates must be noncommutative. This is shown from certain algebraic conditions. However, in contrast to the string case where it was possible to solve these equations [9] , here an explicit solution is prevented from the nonlinear structure. Nevertheless, by passing to the low-energy limit (wrapping the membrane on a circle of vanishingly small radius), the explicit form of the noncommutativity in an open string, whose end points are attached to a D-brane, are reproduced.
The paper is organised as follows: In section 2 the free NG membrane is discussed and the form of the quasi-orthonormal gauge conditions, which act as the analogue of the orthonormal gauge conditions in the NG string [10] , is derived. The role of the boundary conditions in maintaining stability of the membrane is discussed. The free Polyakov membrane is considered in section 3, where its detailed constrained hamiltonian account is given. The complete form of the energy-momentum tensor is derived. All components of this tensor are written as a linear combination of the constraints. This is a generalization of the string case since even though Weyl symmetry is absent in the membrane, the energy momentum tensor has a (weakly) vanishing trace; namely, it vanishes only on the constraint shell. The brackets for the free theory with a cylindrical topology for the membrane, computed in section 4, yield the expected Poisson algebra without any noncommutativity. The low-energy limit where the membrane is approximated by the string, is discussed in section 5. Section 6 gives an analysis of the interacting theory. General algebraic requirements enforce a noncommutativity of the boundary coordinates of the membrane, which are attached to the p-branes. No gauge fixing or approximation is needed to reveal this noncommutativity. The explicit structure of the algebra is once again computed in the low-energy approximation, when the result agrees with the conformalgauge expression for the noncommutativity among the coordinates of the end points of the string attached to D-branes. Concluding remarks are given in section 7. An appendix, summarizing the basic results of our earlier paper [9] on strings, has been included for easy comparison with the membrane analysis.
The Free Nambu-Goto Membrane
A dynamical membrane moving in D−1 spatial dimensions sweeps out a three-dimensional world-volume in D-dimensional space-time. We use a metric with signature (−, +, +, · · · , +) in the target space whose indices are µ, ν = 0, 1, 2, . . . , (D − 1). We can locally choose a set of three coordinates σ i , i = 0, 1, 2, on the world-volume to parameterize it. We shall sometime use the notation τ = σ 0 and the indices a, b, . . . to describe "spatial" coordinates σ a , a = 1, 2, on the membrane world-volume. In such a coordinate system, the motion of the membrane through space-time is described by a set of D functions X µ (σ 0 , σ 1 , σ 2 ) which are the membrane coordinates in the target space.
Although we are going to study the noncommutativity through the Polyakov action, we find it convenient to briefly discuss the NG action also. The NG analysis will be just an extension of the string case, considered in [10] . The NG action for a membrane moving in flat space-time is given by the integrated proper volume swept out by the membrane:
where T is a constant which can be interpreted as the membrane tension and h = det h ij with
being the induced metric on (2+1)-dimensional world-volume, which is nothing but the pullback of the flat space-time metric on this three-dimensional sub-manifold. This induced metric, however, does not have the status of an independent field in the worldvolume; it is rather determined through the embedding fields X µ . The Lagrangian density is L N G = −T √ −h. The Euler-Lagrange equation is given by
while the boundary conditions are given by
where
and ∂Σ represents the boundary. The components P 0 µ ≡ Π µ are the canonical momenta conjugate to X µ . Using this, the Euler-Lagrange equation (3) can be rewritten as
It can be seen easily that the theory admits the following primary constranits:
where Π 2 ≡ Π µ Π µ and h = det h ab = h 11 h 22 − (h 12 ) 2 . These constraints are first-class since the brackets between them vanish weakly:
The canonical world-volume energy-momentum tensor density 1 can be obtained through Noether theorem:
In particular,
We notice that the canonical Hamiltonian density,
, obtained by Legendre transformation, vanishes strongly. Since the canonical energy-momentum tensor density is first-class, we may add to it a linear combination of first-class constraints with tensor-valued coefficients to write down the total energy-momentum tensor density as
The generators of τ and σ a translations are
As one can easily see, there are no secondary constraints. The Hamilton's equatioṅ
which reproduces the definition of momenta Π µ for the following choice of U 0 0 and V a0 0 :
where h ab ( = h ab , which is obtained by chopping off first row and first column from h ij , the inverse of h ij ) is the inverse of h ab in the two-dimensional subspace. The other equation,
which is satisfied for
Coming to the conserved Poincaré generators in the target space, the translational generator is given by
and the angular momentum generator is given by
As can be easily checked, these generators generate appropriate Poincaré transformations. The above analysis can be generalized in a straightforward manner to an arbitrary p-brane.
There is an interesting implication of the boundary conditions (4). For a cylindrical membrane with
representing the compact direction, the boundary condition is written as
Squaring the above equation, we get
which implies
However, h 22 is strictly positive and cannot vanish at the boundary in order to prevent it from collapsing to a point as the length of the boundary is given by
so that the points on the boundary move along either a space-like or light-like trajectory.
If we now demand that the speed of these boundary points should not exceed the speed of light then we must have h 02 | σ 1 =0,π = 0 in Eq. (16) so thaṫ
Therefore the boundary points move with the speed of light which is a direct generalization of the string case where a similar result holds. For a square membrane with σ 1 , σ 2 ∈ [0, π], the boundary conditions (4) are written as
Therefore, in addition to Eq. (15), we also have
Proceeding just as in the case of cylindrical membrane, we find that we must have h 02 | σ 1 =0,π = 0 and h 01 | σ 2 =0,π = 0 so thaṫ
which shows that the boundary points move with the speed of light. Also, since h 0a ≈ 0 at the boundary, for both the cylindrical or square topology, it implies that the vector ∂ 0 X µ is not only null, but also orthogonal to all directions tangent to the membrane world-volume. Hence the boundary points move with the speed of light, perpendicularly to the membrane. This peculiar motion is exactly reminiscent of the string case. The tension in the free membrane would cause it to collapse. This is prevented by the angular momentum generated by the boundary motion, just as the collapse of the free string is thwarted by a similar motion of the string end points [12] .
Quasi-orthonormal gauge fixing conditions
As we shall see now, the membrane case, or any p-brane with p > 1 for that matter, involves some subtle issues. The first step is to provide a set of complete gauge fixing conditions. Taking a cue from the previous analysis we would like to generalize the condition h 0a ≈ 0, so that it holds everywhere, instead of just at the boundary. This is also quite similar in spirit to what is done for implementing the orthonormal gauge in the string case. Indeed, following the string analysis of [10] , we first impose the following gauge fixing conditions:
where σ = (σ 1 , σ 2 ) and λ µ is an arbitrary constant vector and A is taken to be the "parametric area" of the membrane. For example, if the membrane is of square topology with σ 1 , σ 2 ∈ [0, π], it will be π 2 and for cylindrical topology with
, it will be 2π 2 . Clearly, this "parametric area" is not an invariant quantity under two-dimensional diffeomorphism. One can think of the square or cylindrical membrane to be flat at one instant to admit a Cartesian-like coordinate system on the membrane surface which will provide a coordinate chart for it during its future time evolution.
Differentiating Eq. (17) with respect to τ and using Eq. (18), we get
Differentiating Eq. (17) with respect to σ a , and Eq. (18) with respect to τ we get
Using Eq. (21), it follows from the form (6) of Euler-Lagrange equation that
Upon contraction with λ µ , the boundary conditions (4) give
Now we impose an additional gauge fixing condition
Thus, we have from Eqs. (22) and (24) both the divergence and curl vanishing for the vector field (λ · P a ) in the 2-dimensional membrane, which is also subjected to the boundary conditions (23). We thus have
In view of Eq. (20), we have
which, using Eq. (19) gives
Using Eqs. (19) and (20), Eq. (25) gives h 0a ≈ 0 which implies
¿From Eqs. (26) and (27) it follows that
Observe that the term quasi-orthonormality in this case means that the time-like vector ∂ 0 is orthogonal to the space-like vectors ∂ a , which follows from Eq. (27). However, the two space-like directions ∂ 1 and ∂ 2 need not be orthogonal to each other. Also note that by replacing τ → ατ , α a constant number, in Eq. (17), the normalization condition (28) will change to h 00 + α 2 h ≈ 0. Using the quasi-orthonormal conditions (27) and (28), the Lagrangian density becomes
The effective action thus becomes
2 One can generalize this gauge fixing condition (24) for higher-dimensional hyper-membranes. Any n-dimensional divergenceless vector field A a , subjected to the boundary condition A a | ∂Σ = 0 (just like λ · P a in (22) and (23)) can be expressed as
, where B c1...cn−2 are the components of an (n − 2)-form. Like the Kalb-Ramond gauge fields, these B's have a hierarchy of "gauge symmetries" given by
. ., so on and so forth, where B (p) is a p-form. One can therefore easily see that the demand A a = 0 entails (n − 1) additional constraints as there are (n − 1) independent components of B (n−2) . With two gauge fixing conditions of type (17) and (18), this gives rise to (n + 1) number of independent constraints, which exactly matches with the number of first-class constraints of the type (7) and (8) of the theory. For the special case of n = 2, A a = ε ab ∂ b B, where B is now a pseudo-scalar. Clearly the demand A a = 0 is equivalent to the gauge fixing condition (24). For the case n = 3, A a = ε abc ∂ b B c so that 3-vector is expressed as a curl of another 3-vector, in a standard manner, having only two transverse degrees of freedom; the longitudinal one having been eliminated through the above mentioned gauge transformation.
which gives the equation of motion:
Note that the quasi-orthonormal conditions (27) and (28) do not correspond to any gauge conditions themselves as they contain time derivatives. Actually they follow as a consequence of the conditions (17), (18) and (24) which are to be regarded as gauge fixing conditions. These gauge conditions, when imposed, render the first-class constraints (7) and (8) of the theory into second-class as can be seen from their non-vanishing Poissonbracket structure. Therefore, NG formalism requires the evaluation of Dirac brackets where these constraints are implemented strongly. As we shall see subsequently, in the Polyakov formulation the constraints (7) and (8) are not rendered into second-class and we can avoid the detailed calculation of Dirac brackets.
It is possible to draw a parallel between the quasi-orthonormal gauge discussed here and the usual orthonormal gauge in NG string, which is the analogue of the conformal gauge in the Polyakov string. In the latter case the equations of motion linearize reducing to the D'Alembert equations. This is possible because the gauge choice induces a net of coordinates that form a locally orthonormal system [13] . For the membrane, the invariances are insufficient to make such a choice and the best that we could do was to provide a quasi-orthonormal system. It is however amusing to note that if we forced an orthonormal choice, so that h 0a ≈ 0 is supplemented with h 12 ≈ 0 and h 11 = h 22 ≈ 1, then the equation of motion (30) indeed simplifies to the D'Alembert equation. This provides an alternative way of looking at the quasi-orthonormality.
If we do not impose quasi-orthonormality, it is highly non-trivial, if not totally impossible, to express the boundary conditions (4) in terms of phase-space variables because the canonical momentum Π µ = P 0 µ (5), which can be re-expressed as
involves a projection operator given by the expression within the parentheses in the above equation. The velocity terms appear both in the right of the projection operator and in √ −h appearing in the denominator. This makes the inversion of the above equation to write the velocities in terms of momenta highly non-trivial. Nevertheless, all this simplifies drastically in the quasi-orthonormal gauge to enable us to simplify the above expression to
so that the boundary condition (4) is now expressible in terms of phase-space variables as
Finally we notice that the parameters U 
It is straightforward to reproduce the action (29) by performing an inverse Legendre transformation. Computing the Poisson bracket of X µ (τ, σ) with the above H T , the Hamilton's equation ∂ 0 X µ = {X µ , H T } gives Eq. (31), the definition of momenta in this gauge. Then, a are gauge independent. This is consistent with the symmetries of the problem. There are three reparametrization invariances, so that three parameters among these U's and V 's must be gauge dependent, manifesting these symmetries. Since the reparametrization invariances govern the time evolution of the system, the gauge dependent parameters are given by U 0 0 and V a0 0 , while the others are gauge independent.
The Free Polyakov Membrane
The Polyakov action for the bosonic membrane is [11] 
where an auxiliary metric g ij on the membrane world-volume has been introduced and will be given the status of an independent field variable in the enlarged configuration space. The final term (−1) inside the parentheses does not appear in the analogous string theory action. A consistent set of equations can be obtained only by taking the "cosmological" constant to be (−1). Indeed, the equations of motion following from the action (34) but with arbitrary cosmological constant Λ are
while the boundary conditions are
Eq. (36) can now be satisfied if and only if we identify g ij with h ij :
for the case Λ = −1 so that the action (34) reduces to the NG action (1). The canonical momenta corresponding to the fields X µ and g ij are
Clearly, π ij ≈ 0 represent primary constraints of the theory. The canonical Hamiltonian density is
Therefore, the total Hamiltonian is written as
where λ ij are arbitrary Lagrange multipliers. Conserving the constraint π 00 ≈ 0 with time:π 00 = π 00 , H T ≈ 0, we get
Similarly, conserving other primary constraints with time, we get
The above constraints appear to have a complicated form. Also, their connection with the constraints obtained in the NG formalism, is not particularly transparent. To bring the constraints into a more tractable form and to illuminate this connection, it is desirable to express them by the following combinations:
and χ = χ 11 χ 22 − (χ 12 ) 2 . As all the constraints Ω's appearing in Eqs. (49-54) are combinations of ψ, φ a and χ ab in Eqs. (55-57), we can treat these ψ, φ a and χ ab as an alternative set of secondary constraints. These constraints along with the primary constraints π ij ≈ 0 (40) constitute the complete set of constraints of the theory. This is because the canonical Hamiltonian density (41) can be expressed as a combination of constraints in the following manner:
and the non-vanishing Poisson brackets between the constraints of the theory are
where ∂ ′ a ≡ ∂ ∂σ ′a , while the weakly vanishing brackets are the same as given by (9) . As far as the rest of the brackets are concerned, it is trivial to see that they vanish strongly. Thus, as it appears, none of the constraints except π 0i in the set is first-class. But we have not yet extracted the maximal number of first-class constraints from the set (40, 55-57) by constructing appropriate linear combinations of the constraints. However, it is highly non-trivial to find such a linear combination in the present case as one can see from the complicated structure of the Poisson brackets given above in (59). Nevertheless, one can bypass such an elaborate procedure to extract the first-class constraints from the given set by noting that the complete set of constraints can be split into two sectors. In one sector we retain ψ, φ a and π 0i , which are first-class among themselves, while the other sector contains the canonically conjugate pairs χ ab and π ab . This allows an iterative computation of the Dirac brackets [14] ; namely, it is possible to eliminate this set completely by calculating the Dirac brackets within this sector. The brackets of the other constraints are now computed with respect to these Dirac brackets. Obviously ψ, φ a , will have vanishing brackets with π ab , χ cd . Moreover, the original first-class algebra among ψ and φ a will be retained. This follows from the fact that the Dirac constraint matrix involving π ab and χ cd has entries only in the off-diagonal pieces, while ψ and φ a have non-vanishing contributions coming just from the bracket with one of them; i.e. χ cd (see (59)). The Dirac brackets of ψ and φ a are thus identical to their Poisson brackets, satisfying the same algebra as in the NG case.
We are therefore left with the first-class constraints ψ ≈ 0, φ a ≈ 0 and π 0i ≈ 0. At this stage, we note that the constraints π 0i ≈ 0 are analogous to π 0 ≈ 0 in free Maxwell theory, where π 0 is canonical conjugate to A 0 . Consequently, the time evolution of g 0i is arbitrary as follows from the Hamiltonian (42). Therefore, we can set
as new gauge fixing conditions. 3 With that (g 0a , π 0a ) and (g 00 , π 00 ) are discarded from the phase-space. This is again analogous to the arbitrary time evolution of A 0 in Maxwell theory, where we can set A 0 = 0 as a gauge fixing condition and discard the pair (A 0 , π 0 ) from the phase-space altogether.
These gauge fixing conditions (60) are the counterpart of the quasi-orthonormal conditions (27) and (28) in the NG case. However, unlike the NG case, these second-class constraints (60) do not render the residual first-class constraints of the theory, viz. ψ ≈ 0 and φ a ≈ 0 into second-class constraints. Therefore, they represent partial gauge fixing conditions. This stems from the fact that g 0i were still regarded as independent field variables in the configuration space whereas g ab have already been strongly identified with h ab (57). We therefore note that the calculation of the Dirac brackets is not necessary in Polyakov formulation. This motivates us to study the noncommutativity vis-à-vis the modified brackets {X µ , X ν } in the simpler Polyakov version. For that we shall first consider the free theory in the next section.
Before we conclude this section, let us make some pertinent observations about the structure of the symmetric form of energy-momentum tensor, which is obtained by functionally differentiating the action with respect to the metric. The various components of this tensor are given by:
Note that unlike the case of string [9] , the component T 00 cannot be written in terms of constraints of the theory. However, the other components can be expressed in terms of these constraints, of which χ ab are second-class and have already been put strongly to zero by using Dirac brackets, so that the form of T 0a and T ab simplifies to
However, for T 00 we have to make use of the gauge conditions (60), which hold strongly as was discussed earlier, to enable us to write
Let us now compare it with NG case. First we notice that θ i j appearing in Eq. (11) is not a tensor itself but it is a tensor density. The corresponding tensor is which reproduces the canonical Hamiltonian density (58) in this gauge. Also, in this gauge, we have √ −gT 0 a = φ a , which matches with θ 0 a in quasi-orthonormal gauge. This also provides a direct generalization of the string case [9] . Although, unlike the string case, the Weyl symmetry is absent in the membrane case, we still have a vanishing trace, albeit weakly, of the energy-momentum tensor:
The Brackets for a Free Theory
Here we consider a cylindrical topology for the membrane which is taken to be periodic along σ 2 -direction, i.e. σ 2 ∈ [0, 2π) and σ 1 ∈ [0, π]. Following the example of string case [9] , we write down the first version of the brackets as:
and the other brackets vanishing. 4 Here
is the periodic delta function of period 2π which satisfies
for any periodic function f (σ) = f (σ + 2π) defined in the interval [−π, +π]; and if, in addition, f (σ) is taken to be an even function in the interval [−π, +π], then the above integral (67) reduces to
This structure of the brackets is, however, consistent only with Neumann boundary conditions along σ 1 -direction. On the other hand, we have a mixed boundary condition (37) which can be expressed in terms of phase-space variables as
We notice that in NG formulation it was necessary to fix gauge in order to express the boundary condition in terms of phase-space variables. However, this is not the case with Polyakov formulation since g ij are taken to be independent fields. Using the strongly valid equations (57) and the gauge fixing conditions (60), this simplifies further to
Although we are using the gauge (60), the non-trivial gauge generating first-class constraints (55) and (56) will be retained in the gauge-independent analysis both here and in the interacting case. As we see, the above boundary condition is non-trivial in nature and involves both the ∂ 1 and ∂ 2 derivatives. But, since the coordinates and momenta are not related at the boundary, we do not require to postulate a non-vanishing {X µ , X ν } bracket as in the case of free string in conformal gauge [9] . Therefore, the free membrane theory, like its string counterpart, does not exhibit noncommutativity in the boundary coordinates.
The Low-Energy Limit
In this section, we would like to see how the results in the free membrane theory go over to those of free string theory in the limit of small radius for the cylindrical membrane.
The cylindrical membrane is usually taken to propagate in an 11-dimensional compactified target space R 9−p × M p × S 1 × I, where M p is a p-dimensional flat Minkowski space-time and I is an interval with finite length. There exist at the boundaries of I two p-branes on which an open membrane can end. And the topology of the p-branes is given by M p × S 1 . Also, the cylindrical membrane is assumed to wrap around this S 1 . The radius of this circle is supposed to be very small so that in the low-energy limit the target space effectively goes over to 10-dimensional R 9−p ×M p ×I and the cylindrical membrane goes over to the open string.
At this stage, we choose further gauge fixing conditions:
where we have introduced R to indicate the radius of the cylindrical membrane and X 2 represents the compact dimension S 1 .
5 Before choosing the gauge conditions (72), the τ and σ a translations were generated by the constraints
2T
ψ and φ a respectively, just as in the NG case (33). Now we have
Thus, the (partial) gauge fixing conditions (72) take care of the world-volume diffeomorphism generated by ψ and φ 2 in the sense that these constraints are rendered into second-class while the diffeomorphism generated by φ 1 is still there. Coming back to the low-energy limit, we would like to show that the σ 2 dependence of all the fields except X 2 itself drops out effectively in the gauge (72). To motivate it, let us consider the case of a free massless scalar field defined on a space with one compact dimension of ignorable size. Let the space be M p × S 1 , where M p is a p-dimensional Minkowski space-time taken to be flat for simplicity and S 1 is a circle of radius R which is very small. We take θ ∈ [0, 2π) to be the angle coordinate coorresponding to this circle so that the metric is given by ds
2 with µ, ν ranging from 0 to p and µ ′ , ν ′ from 0 to (p − 1). The action is
Separating the index corresponding to the compact dimension, we rewrite it as
Substituting the Fourier expansion
in the action and integrating out the compact dimension, we get
5 In [4] , another gauge fixing condition X 1 = σ 1 , (π being the length of the cylindrical membrane) has been used. But we notice that imposition of this gauge fixing condition would be inconsistent with the boundary condition (71) since, for µ = 1, it yields a topology changing condition (cylinder → sphere), R 2 | σ 1 =0,π = 0, which is clearly unacceptable. Therefore, the choice (72) does not allow us to choose X 1 = σ 1 as well, which is not needed either for our purpose.
Thus the Fourier coefficients represent a whole tower of effective massive complex scalar fields of mass ∼ n R in a lower-dimensional non-compact space-time. These masses are usually of the Planck order if R is of the order of Planck length and are therefore ignored in the low-energy regime. Equivalently, one ignores the θ dependece of the field φ. This can also be understood from physical considerations. In the low-energy limit, the associated wavelengths are very large as compared to R so that variation of the field along the circle is ignorable. Now the membrane goes over to string in the low-energy regime when the circle S 1 effectively disappears in the limit R → 0. So the field theory living in the membrane world-volume is expected to correspond to the field theory living on string world-sheet. To verify this, let us substitute the Fourier expansion of the world-volume fields
in the Poisson bracket (65) to find that the Fourier coefficients X
As in the case of free scalar field discussed above, the Fourier coefficients X µ (0) (τ, σ 1 ) will represent the effective (real) fields in the string world-sheet satisfying
which reproduces the Poisson bracket for string (see appendix). The sub/superscript (0) will be dropped now onwards for convenience. Using ∂ 2 X µ = Rδ µ 2 , the boundary condition (71) gives
so that we recover the boundary condition for free string in conformal gauge (see appendix).
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Now we would like to show how the gauge fixed world-volume membrane metric (60) reduces to the world-sheet string metric in conformal gauge. For that first note that the components of the metric tensor in a matrix form can be written as
where we have made use of the first gauge fixing condition in (60) and by now the strongly valid equations (57). Clearly, this matrix becomes singular in the limit R → 0 taken in a proper mathematical sense. It must therefore correspond to a two-dimensional surface embedded in three-dimensional world-volume. The metric corresponding to it can be easily obtained by chopping off the last row and last column in the above three-dimensional metric to get g 00 0 0 h 11 . Now, we make use of the second gauge fixing condition in (60) to replace g 00 by (−h). However, this h can be simplified further using the gauge (72) to get R 2 h 11 so that the above 2 × 2 matrix becomes h 11 −R 2 0 0 1 and the diagonal elements get identified up to a scale factor. It can now be put in the standard form, diag (−1, 1), upto an overall Weyl factor, by replacing the second condition in (60) by g 00 = −α 2 h and choosing α suitably. We also notice that using h 0a = 0, the NG action for the membrane becomes
which using the gauge conditions (72) and integrating out σ 2 , reduces to the NG action for string in orthonormal gauge:
This also shows that the string tension is ∼ T R if the original membrane tension is given by T . Actually one takes the limit R → 0 together with the membrane tension T → ∞ in such a way that their product (T R) is finite. Such a limit was earlier discussed, from other considerations, in [15] .
The Interacting Membrane
The Polyakov action for a membrane moving in the presence of a constant antisymmetric background field A µνρ is
where we have introduced a coupling constant e. 7 The equations of motion are
Note that the second equation does not change from the free case (e = 0) despite the presence of interaction term as this term is topological in nature and does not involve the metric g ij . The canonical momenta are
7 As it stands, the interaction term involving the three-form field A µνρ in (77) is not gauge invariant under the transformation A → A + dΛ, where Λ is a two-form field. One can, however, make it gauge invariant by adding a surface term 2e ∂Σ B, where B is a two-form undergoing the compensating gauge transformation B → B − Λ. But, using Stoke's theorem, this gets combined to a single integral over the world-volume as Σ (A + dB) so that (A + dB) is gauge invariant as a whole. In the action (77), A is taken to correspond to this gauge invariant quantity by absorbing dB in A.
For convenience, we define
Proceeding just as in the free case, the structure of the Hamiltonian density H C and the set of constraints is obtained just by replacing Π µ → Π µ , so that we are finally left with the following first-class constraints:
and, as argued in the free case, we adopt the same gauge fixing conditions (60). For a cylindrical membrane periodic along σ 2 -direction with σ 1 ∈ [0, π], σ 2 ∈ [0, 2π), the boundary condition is given by √ −g∂
which when expressed in terms of phase-space variables looks as
(86) As in the free case, here also we use the strongly valid equations (57) and the gauge fixing conditions (60) so that the above boundary condition simplifies to
(87) Here we notice that the above boundary condition involves both phase-space coordinates (X µ , Π ν ). Using the brackets of the free theory to compute the Poisson bracket of the lefthand side of above equation with X σ (τ, σ ′ ), we find that it does not vanish. The boundary condition is therefore not compatible with the brackets of the free theory. Thus, we have to postulate a non-vanishing {X µ , X ν } bracket. 8 For that we make an ansatz:
with
and the {X µ , Π ν } bracket is taken to be the same as in the free case -Eq. (65). At this stage, we note that the boundary condition (87), if bracketted with X σ (τ, σ ′ ), yields at the boundary
which involves both ∂ 1 C and ∂ 2 C and leads to a contradiction if we put C µν ( σ, σ ′ ) = 0. This is another way of seeing that there must be a noncommutativity in the membrane coordinates. However, there is no contradiction with C µν ( σ, σ ′ ) = 0 provided A µνρ = 0, thereby implying that there is no noncommutativity in the free theory.
Because of the nonlinearity in the above equation, it is problematic to find an exact solution. It should however be stressed that the above relation has been derived in a general (gauge-independent) manner. At this point there does not seem to be any compelling reason to choose a particular gauge to simplify this equation further to enable an exact solution. Nonlinearity would, in all probability, prevent this. This is in contrast to the string case where the analysis naturally leads to a class of light-cone gauges where the corresponding equation was solvable [9] . However, by taking recourse to the low-energy approximation, we show that the results for the string case are recovered. To this end, we substitute the expansion (73) in (88) to get
But again, as in the free case, we retain only the real fields X
) when we consider the low-energy regime. Using the gauge fixing conditions (72), the boundary condition (87) reduces to
Here, X µ and Π ν can be taken to correspond to X µ (0) (τ, σ 1 ) and Π
ν (τ, σ 1 ) respectively. Thus we recover the boundary condition of the string theory in conformal gauge with the correspondence T R ↔ T S and A µν2 ↔ B µν , where T S is the effective (string) tension and B µν is the 2-form background field appearing in the string theory [9] . Now taking the Poisson bracket of the boundary condition (92) with X σ (τ, σ 1 ), the low-energy effective real fields, one gets for µ = 2 the following differential condition satisfied by C µσ at the boundary
which just reproduces the corresponding equation in string theory (see appendix, in particular equation (126)). We therefore obtain the noncommutativity:
with (NM −1 ) (νµ) the symmetric and (NM −1 ) [νµ] the antisymmetric part of (NM −1 ) νµ while
being the generalized step function which satisfies
It has the property
Concluding Remarks
We have analysed an open membrane, with square and cylindrical topology, ending on p-branes. Both the free case as well as the theory where the membrane is coupled to a background three-form potential were considered. For the free theory, the world-volume action was taken to be either the NG type or the Polyakov type. For the NG action, a gauge independent formulation, similar to that adopted in [10] for the string theory, was presented. The reparametrization invariances were manifested by the freedom in the choice of the multipliers enforcing the constraints of the theory. The implications of the boundary conditions in preserving the stability of the free membrane were discussed, highlighting the parallel with the string treatment. A set of quasi-orthonormal gauge fixing conditions was systematically obtained, which simplified the structure of the hamiltonian.
A constrained analysis of the Polyakov action, contrary to the NG action, led to the presence of second-class constraints. However, by an iterative prescription of computing Dirac brackets, the first-class sector was identified. The Dirac brackets of this sector were identical to the Poisson brackets and exactly matched with the involutive algebra found in the NG case. The analogue of the quasi-orthonormal gauge was also discussed in the Polyakov formulation. It naturally led to the choice of the metric which is used to perform calculations in the light-front variables [11] . Moreover, in this gauge, the energymomentum tensor was expressed as a combination of the constraints. On the constraint shell, this tensor was seen to have a vanishing trace.
A fundamental difference of the quasi-orthonormal gauge fixing in the two cases was pointed out. In the Polyakov case, gauge fixing entailed certain restrictions on the metric. Since the metric is regarded as an independent field, the gauge fixing does not affect the constraints of the theory which generate the reparametrization invariances. The discussion was thus confined to the Poisson algebra only. A similar gauge fixing in the NG case obviously restricts the target space coordinates. The first-class constraints get converted into second-class ones, thereby necessitating the use of Dirac brackets. Their evaluation is quite complicated due to nonlinear terms.
Since Dirac brackets were avoided in the Polyakov formulation, we proceeded to discuss noncommutativity only in this formulation. Also, cylindrical topology of the membrane was considered. We stress that, contrary to standard approaches [4, 5, 6, 7, 8] , boundary conditions were not treated as primary constraints of the theory. Our approach was in line with the previous treatment for string theory [9] , which has been summarized in the appendix. Thus, noncommutative algebra, if any, would be a manifestation of the Poisson brackets and not Dirac brackets. The noncommutative algebra was required to establish algebraic consistency of the boundary conditions with the basic Poisson brackets. For the free theory it was found that there was no clash between the boundary conditions and the Poisson brackets; hence there was no noncommutativity.
For the membrane interacting with a three-form potential a non-trivial algebraic relation was found that revealed the occurrence of noncommutativity, independent of any gauge choice or any approximations. Since this equation could not be solved, we passed on to its low-energy limit. Now this limit, which takes a membrane to a string, has been known for quite some time [16] and has been studied or exploited in several circumstances [15, 17, 18] . The cylindrical membrane is assumed to wrap around a circle, whose radius is taken to be vanishingly small. This enforces a double dimensional reduction with the eleven-dimensional compactified target space passing over to the ten-dimensional space while the membrane effectively reduces to an open string. We have studied this limit in some detail and showed how the membrane boundary conditions, action and the worldvolume metric were transformed into the corresponding expressions for the string. The equation governing noncommutativity in the membrane was likewise shown to reduce to the string example. Since every point in D-brane can correspond to the end points of the cylindrical membrane, we get noncommutativity in D-brane coordinates also -albeit in this low-energy limit. Of course, this feature of noncommutativity will persist even if this limit is not considered, otherwise the basic equation (90) becomes inconsistent.
It might be worthwhile to pursue the connection of the low-energy limit with the noncommutativity. Indeed, instead of taking a vanishingly small radius, it is possible to retain terms up to some orders of the radius [15] . This would presumably illuminate the nature of noncommutativity in the membrane (where it cannot be computed exactly) vis-à-vis the string.
Because of the Weyl invariance, the energy-momentum tensor is traceless:
so that only two components of T ij are independent. These components, which are the constraints of the theory, are given by
The canonical Hamiltonian density obtained from (97) by a Legendre transformation is given by
which, as expected, turns out to be a linear combination of the constraints. The boundary condition written in terms of phase-space variables is given by
where the string parameters are in the region −∞ ≤ τ ≤ +∞, 0 ≤ σ ≤ π. This boundary condition is incompatible with the first of the basic Poisson brackets:
From the basic Poisson brackets, it is easy to generate a first-class (involutive) algebra:
The constraints χ 1 and χ 2 generate the diffeomorphism transformations. The boundary condition (104) is not a constraint in the Dirac sense, since it is applicable only at the boundary. Thus, there has to be an appropriate modification in the Poisson brackets, to incorporate this condition. This is not unexpected and occurs, for instance, in the example of a free scalar field φ(x) in 1 + 1 dimensions, subjected to periodic boundary condition of period, say, 2π. There the Poisson bracket between the field φ(t, x) and its conjugate momentum π(t, x) is given by {φ(t, x), π(t, y)} = δ P (x − y),
which is obtained automatically if one starts with the canonical harmonic-oscillator algebra for each mode in the Fourier space. Before discussing the mixed condition (104), consider the simpler Neumann-type condition. Since the string coordinates X µ (τ, σ) transform as a world-sheet scalar under its reparametrization, it is more convenient to get back to scalar field φ(t, x) defined on 1 + 1 dimensional space-time, but with the periodic boundary condition replaced by Neumann boundary condition, ∂ x φ| σ=0,π = 0,
at the end points of a 1-dimensional box of compact size, i.e. of length π. Correspondingly,where
Imposing the boundary condition (104) on this algebra, one gets
For a restricted class of metrics that satisfy ∂ 1 g ij = 0 it is possible to give a quick solution of this equation as
This noncommutativity can be made to vanish in gauges like conformal gauge, where g 01 = 0, thereby restoring the usual commutative structure. The essential structure of the involutive algebra (107) is still preserved, only that δ(σ − σ ′ ) has to be replaced by ∆ + (σ, σ ′ ).
The Interacting Polyakov String
The Polyakov action for a bosonic string moving in the presence of a constant background Neveu-Schwarz two-form field B µν is given by
where a 'coupling constant' e has been introduced. A usual canonical analysis leads to the following set of primary first-class constraints:
is the momentum conjugate to X µ . The boundary condition written in terms of phasespace variables is
The {X µ , Π ν } Poissson bracket is the same as that of the free string whereas considering the general structure (116) and exploiting the above boundary condition, one obtains
As in the free case, restricting to the class of metrics satisfying ∂ 1 g ij = 0, the above equation has a solution
The modified algebra is gauge dependent; depends on the choice of the metric. However, there is no choice for which the noncommutativity vanishes. To show this, note that the origin of the noncommutativity is the presence of non-vanishing N νµ in the boundary condition (124). Vanishing N νµ would make B µν and η µν proportional which obviously cannot happen, as the former is an antisymmetric and the latter is a symmetric tensor. Hence, noncommutativity will persist for any choice of world-sheet metric g ij . Specially interesting are the expressions for noncommutativity at the boundaries: 
