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This chapter provides an introduction into the field of computational chemistry. It 
introduces basic concepts in quantum chemistry, explains the most popular theories for 
describing molecular systems, and discusses applications that can be useful to 
(physical) organic chemists. Computational chemistry will be used through this thesis 
to augment spectroscopic studies. It is also the main topic of chapter 7, in which it is 





Computational chemistry can be a valuable tool to the (physical) organic 
chemist. It can be used to study the characteristics of individual molecules, 
interactions between molecules (such as bonding), and the response of 
molecules to external perturbations (such as an electric field). In this chapter, 
commonly used theories and methodologies in computational chemistry will be 
discussed. The purpose of this discussion is to introduce the concepts that are 
used in this thesis, but also to serve as a general introduction to computational 
chemistry that is geared towards organic chemists, hopefully sparking their 
interest in this field of chemistry and making them consider utilizing 
calculations in their own research. It is for this second purpose that, in order to 
provide a more complete view on computational chemistry, this chapter will 
discuss a few concepts that have not been used in the research discussed in this 
thesis. 
 
Because this chapter is geared towards (physical) organic chemists, it has been 
attempted to make the explanation of each theory as intuitive as possible, 
minimizing the need for prior knowledge of quantum chemistry. In the process, 
the mathematical equations that underlie each theory will be avoided as much 
as possible. Instead, these can be found in various textbooks that have been 
written on this topic. Obviously, ‘dumbing down’ a theory has the drawback 
that people might misunderstand its scope, which can be dangerous as each 
theory has its limitations which one must understand prior to use. For this 
reason, this chapter will try explain how each theory can be applied and where 
its strong points and limitations lie. Readers who would like to learn more about 
the quantum chemical basis underlying each theory are encouraged to read 
Introduction to Computational Chemistry by Frank Jensen (2nd edition, 2007, Wiley 
& Sons). 
 
It is unfortunately not possible to provide a complete overview of the field of 
computational chemistry – it is simply too big. For this reason, a few topics are 
not discussed. The most important of these are force field methods (which treat 
atoms by means of classical mechanics), semi-empirical methods (typically 
parameterized, simplified versions of Hartree−Fock theory), valence bond theory 
(which considers individual bonds instead of molecular orbitals), and solvation 
models (that model the effect of a solvent shell on the molecular system under 
investigation). Furthermore, as this chapter is focused towards (physical) organic 
chemists, it focusses primarily on studying individual molecules. For this reason, 
methods popular in solid state physics as well as methods for simulating 
ensembles of molecules (such as Monte Carlo methods and molecular dynamics) 
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will not be covered. Finally, relativistic effects will be largely ignored as they 
usually play only a minor role in organic chemistry. 
 
The next section will introduce the basic approximations commonly made in 
computational chemistry and introduce one of the basic theories, namely 
Hartree−Fock theory. 
 
2.2 Basic approximations and the Hartree−Fock method 
2.2.1 Basic approximations 
The key to computational quantum chemistry is to obtain the wave function of 
the system that is being investigated (Ψ). The wave function describes the 
quantum mechanical behavior of the system. When the wave function is 
assumed to be independent of time and when relativistic effects are ignored, it 




Obtaining the exact wave function of a system is however incredibly complex. 
Already, we have made two important approximations: we have assumed the 
wave function to be independent of time, and we have ignored relativistic 
effects. Still, the complexity of molecular systems requires us to introduce 
additional approximations if we want to be able to solve the Schrödinger 
equation. A third important approximation we will make is the 
Born−Oppenheimer approximation.1 In this approximation, it is assumed that 
because nuclei move with much lower velocities than electrons, they can be 
considered to be stationary with respect to the electrons. This is a sensible 
assumption and it simplifies the problem even further – by fixing the positions 
of the nuclei, we do not have to account for the effect of the movement of 
nuclei on electrons. Furthermore, the Born−Oppenheimer approximation allows 
us to define a potential energy surface (PES) on which each point corresponds to a 
certain set of positions for the nuclei and where each such point has a unique 
electronic wavefunction. As an example, Figure 2.1 shows the PES for the 
dissociation of a diatomic molecule where the x-axis displays the positions of the 





Figure 2.1 An example of a one-dimensional potential energy surface for a diatomic 
molecule. 
A given system will have several of these surfaces, each corresponding to a 
unique electronic state. It is hereby also assumed that the wave function of our 
system is restricted to one PES. In other words, we assume that there is no 
coupling between surfaces (i.e. distinct electronic states). For this reason, the 
Born−Oppenheimer approximation is sometimes also referred to as the adiabatic 
approximation.2 
 
We have now arrived at the point where we can solve the Schrödinger equation 
for a one-electron system such as H2+. Also, we are only one step away for 
solving it for a system containing more electrons. For an n-electron system, we 
can now construct the wave function from so-called Slater determinants,3 
mathematical expressions that describe the wave function in terms of molecular 
orbitals and the positions of electrons in these orbitals. The spin of each electron 
is also described, whereby the Pauli exclusion principle, which states that no two 
electrons may occupy the same quantum state, is obeyed. It should be noted 
that an exact description of Slater determinants is beyond the scope of this text, 
but they play an important role in the theories that will be discussed in the next 
few sections. 
 
If we are now to construct the wave function starting from only one Slater 
determinant, we may be able to derive the Hartree−Fock method. 
 
2.2.2 Hartree−Fock 
Hartree−Fock is a theory that, despite some significant drawbacks, is very 
important in quantum chemistry. As said, the Hartree−Fock wave function is 
constructed from only one Slater determinant. This is actually yet another 
approximation, one that actually does not always give good results as will be 
discussed later on. The molecular orbitals are typically expressed in terms of a set 
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of known functions, the so-called basis set (one well-known example being the 
6-31G set from Pople and co-workers). Basis sets will be explained later on in this 
chapter. 
 
A wave function that satisfies the Hartree−Fock equations unfortunately cannot 
be constructed in one step as each individual orbital can only be determined 
when all other orbitals are known. Because of this complication, the 
Hartree−Fock procedure start with first ‘guessing’ a trial wave function. Then, 
starting from the trial wave function, the molecular orbitals are ‘optimized’ 
iteratively in order to improve the description of the wave function (Figure 2.2). 
Hereby, use is made of the so-called variational principle, which implies that the 
‘best’ orbitals are the ones which give the lowest energy. Using this principle, 
the optimization procedure will search for the best set of orbitals by trying to 
lower the energy of the system as far as possible. For this reason, one will 
typically see the energy of the system decrease with each iteration. 
 
 
Figure 2.2 Simplified representation of the SCF procedure. 
When the energy has reached a minimum, the orbitals (and therefore the wave 
function) are said to have reached self-consistency and the wave function 
calculation is said to have converged. The procedure itself is often referred to as 
self-consistent field (SCF). It should be noted that the term SCF is sometimes used 
as a synonym for Hartree−Fock, but this is not recommended as there are other 
methods that employ an iterative orbital optimization procedure. 
 
2.2.3 Wavefunction types 
With Hartree−Fock, different types of wave functions can be used, an overview 
of which is given in Figure 2.3. When the system is closed shell, having an even 
number of electrons which are all paired (in other words, a singlet system with 
only doubly occupied orbitals), a restricted wave function is normally used. In 
this type of wave function, each electron pair is forced to be in one orbital. If the 
system is open shell, it is possible to choose an unrestricted wavefunction.4,5 
Hereby, electrons of different spins (α and β) are allowed to occupy spatially 
different molecular orbitals. This gives the wave function more ‘flexibility’, i.e. it 
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might be able to describe systems for which a restricted wave function does not 
suffice. However, an unrestricted wave function has the drawback that it can be 
‘contaminated’ by contributions from higher lying states. For example, a singlet 
state can be contaminated by triplet, quintet, etc. states which means that the 
wave function no longer corresponds to that of a pure singlet state. Similarly, a 
doublet state can be contaminated by quadruplet, sextet, etc. states. The amount 
of spin contamination in the wave function is given by the average value of S2 for 
which the correct value can be calculated with the formula 
 
ۦSଶۧ ൌ SሺS ൅ 1ሻ 
 
where S is the angular spin momentum. Thus, for a doublet system, ۦS2ۧ should 
equal 0.75. When, for example, a value of 0.76 is found, the amount of spin 
contamination is negligible. However, a significantly larger value indicates 
serious spin contamination. In such a case, an unrestricted wavefunction is not 
appropriate for describing the system and a different method should be used. 
 
A second type of wave function that can be used for open shell systems is the 
restricted-open shell wave function,6 in which all doubly occupied orbitals are 
described as with a restricted wave function. This wave function type is used less 
than the unrestricted wave function as it has the drawback that the converged 
solution has no unique set of orbitals. This has a few important consequences, 
such as that the orbital energies obtained by this method are virtually 
meaningless, and that methods that build upon the restricted-open 
Hartree−Fock wave function (such as those discussed in the next section) have to 
choose a unique set of reference orbitals. 
 
 
Figure 2.3 a) A restricted wave function for a singlet system. b) An unrestricted and 
restricted-open wave function for a doublet system. 
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2.2.4 Shortcomings of Hartree−Fock 
So far, we have seen that by making a number of approximations, we are able to 
define the Hartree−Fock model. In addition, we have seen that the iterative 
optimization of the Hartree−Fock orbitals decreases the energy of the wave 
function till no further decrease is possible, at which point the calculation is 
considered to be converged. However, if we were to compare the energy 
obtained with Hartree−Fock with the energy corresponding to the exact solution 
to Schrödinger equation,a we would find that the Hartree−Fock energy is 
significantly higher. How is this possible? Are some of the approximations we 
made earlier perhaps incorrect? 
 
Indeed, some of our approximations are incorrect. In principle, we are able to 
decrease the energy of our system further by using a basis set consisting of more 
functions, but even if we would keep increasing the size of our basis set, we 
would eventually reach a lower limit (Figure 2.4). This energetic limit is called 
the Hartree−Fock limit, and it is typically still quite far from the exact solution to 
the Schrödinger equation. Approaching the exact solution more closely requires 
that we examine the approximations made so far and decide to reject one or 
more of them. 
 
The approximation that is the largest source of error in Hartree−Fock theory is 
the assumption that a single Slater determinant is able to give an accurate 
description of our system. This is generally not the case as the use of a single 
Slater determinant simplifies the way in which electrons interact with each 
other. Specifically, instead of considering each electron-electron interaction 
individually, Hartree−Fock only considers the interaction of each electron with a 
mean field of electrons. It is for this reason that the energy calculated with 
Hartree−Fock is too high, whereby the increase in energy due to this error in the 
Hartree−Fock model is generally referred to as the electron correlation energy. If 
this energy were to be added to the Hartree−Fock energy, the resulting energy 
would be identical to that of the exact solution to the Schrödinger equation 
(Figure 4).  
 
                                                         
a Actually, this ‘exact solution’ is not fully exact, as the time independency approximation 
and Born-Oppenheimer approximation still apply and relativistic effects are not 
considered. However, for the sake of simplicity we will from here on refer to this solution 




Figure 2.4 The calculated energy can be brought closer to that of the exact solution by 
increasing the basis set quality. A method for recovering electron correlation energy is 
needed to get below the Hartree−Fock limit. 
The missing electron correlation is often seen as consisting of two parts. The 
dynamic correlation is the part missing due to not considering individual electron-
electron repulsions. Several methods exist for recovering this part, though it is 
difficult to recover all of the missing dynamic correlation as this is 
computationally too expensive for all but the smallest of systems. Typically, 
only a part of the dynamic correlation is recovered, which already gives a 
marked improvement over results obtained with Hartree−Fock. 
 
The static correlation is the part that is missing due to a fundamentally wrong 
description of the system by Hartree−Fock. This can happen in a number of 
cases, most prominently those where degeneracy plays a role. Consider heavy 
elements, which can have degenerate orbitals, or a case where two electronic 
states are energetically close to each other, such as in the vicinity of a conical 
intersection. An example of a small-sized system that displays degeneracy is the 
dissociation of the dihydrogen molecule. Figure 2.5 shows the dissociation PES 
as obtained at three levels: restricted Hartree−Fock (RHF), unrestricted 
Hartree−Fock (UHF), and the exact solution to the Schrödinger equation. As can 
be seen, RHF performs reasonable well around the equilibrium bond length. The 
energy at equilibrium might not be as low as that of the exact solution (due to 
missing dynamic correlation energy), but the shape of the PES is correct. 
However, at bond lengths over 1.25 Å, the shape of the PES begins to diverge 
from that of the exact solution. The reason for this is that, at this bond length, 
the two 1s orbitals become degenerate. UHF may perform better than RHF 
because it can account for a limited amount of static correlation. 
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Figure 2.5 H2 dissociation curves, as obtained from restricted Hartree−Fock, 
unrestricted Hartree−Fock, and the exact solution to the Schrödinger equation. 
In the next two sections, various methods that account for electron correlation 
will be discussed. As these methods improve upon the Hartree−Fock model, they 
are commonly referred to as post-Hartree−Fock methods. 
 
2.3 Recovering dynamic electron correlation 
2.3.1 General considerations 
As we have seen in our discussion of the Hartree−Fock model, the energy of a 
system as calculated with Hartree−Fock is generally too high because individual 
electron-electron repulsions are not considered. If we are to bring our energy 
closer to that of the exact solution to the Schrödinger equation, we need to 
recover this dynamic correlation energy.b The three most prevalent methods for 
achieving this are configuration interaction, Møller−Plesset perturbation theory, and 
coupled cluster. These methods share the characteristic that they generally start 
from a converged Hartree−Fock wave function. That makes sense as the 
Hartree−Fock description of the system is often already a good description – in 
many cases, it is only the dynamic correlation that is not accounted for. The 
three methods can therefore be seen as improving upon the Hartree−Fock model 
                                                         
b A critical reader may notice that our discussion on solving the Schrödinger equation is 
currently primarily focused on lowering the energy of our system. The reason for this lies 
with the variational principle, which states that a more accurate wave function always 
corresponds to a lower energy. Because of this principle, we can use a lowering of the 
energy as an indication that the description of the system is being improved (though only 
for theories that are variational). 
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instead of representing fundamentally different approaches to solving the 
Schrödinger equation. 
 
As the short-comings of Hartree−Fock theory originate from its use of a single 
Slater determinant, the most obvious way to improve upon Hartree−Fock is to 
add more of these Slater determinants. The three methods for recovering 
electron correlation discussed herein work this way. Building on the 
Hartree−Fock reference Slater determinant, they construct additional 
determinants in which, with respect to the reference determinant, one or more 
electrons have been excited from an occupied orbital to a virtual orbital.c These 
excited Slater determinants are denoted by the number of electrons that has been 
excited. In Singles (S), only one electron has been excited; in Doubles (D), two 
electrons have been excited; in Triples (T), three electrons have been excited, and 
so on. Formally, there are no restrictions on the spin state – excited Slater 
determinants may be singlet, triplet, etc. However, only determinants with spin 
states corresponding to the spin state of the system will typically be used. Figure 
2.6 provides a few examples of excited Slater determinants. Note that ‘excitation’ 
in this context only applies to additional Slater determinants that are used. It 
should not be confused with the electronic excitation of an atom or molecule. 
 
 
Figure 2.6 Example of excited Slater determinants that can be constructed based on a 
reference determinant. 
What may be obvious at this point is that the excitation of electrons to virtual 
orbitals allows one to construct an incredibly large number of excited Slater 
                                                         
c In computational chemistry, unoccupied orbitals are called virtual orbitals. As molecular 
orbitals are constructed from basis functions, the number of virtual orbitals increases with 
the number of functions in the basis set (i.e. the size of the basis set). 
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determinants. The number of Singles (S) is still small, but the number of higher 
excited determinants increases factorially with each increase in excitation level. 
If all possible determinants were to be used in the post-Hartree−Fock calculation, 
both dynamic and static electron correlation would be completely taken into 
account (provided the basis set has an infinite amount of functions) and the 
wave function obtained would correspond to that of the exact solution (see also 
Figure 2.7). However, from a computational standpoint such a calculation would 
be too demanding for all but the smallest systems. This is especially true because 
post-Hartree−Fock methods require large basis sets to give accurate results, 
whereby a large number of basis functions leads to a large number of virtual 
orbitals (which in turn increases the number of excited determinants that can be 
constructed). 
 
In order to limit the number of determinants, methods designed for recovering 
dynamic correlation typically limit the excitation level of the Slater 
determinants used in the calculation. In practice, the use of determinants with 
excitations higher than D already have a serious computational cost, though 
they can be used for small systems. Determinants with excitations above Q are 
rarely employed. In addition to limiting the excitation level, the number of 
determinants can be decreased further by not allowing excitations from certain 
orbitals. It is, for example, common not to excite electrons from the atomic 
cores (these core are then said to be frozen in the calculation), which is a sensible 
approximation since the core orbitals are typically unimportant in chemical 
reactivity. 
 
As methods for recovering dynamic electron correlation often use a 
Hartree−Fock determinant as the reference, it is extremely important to note 
that these methods depend on the Hartree−Fock wave function already being a 
good description of the system. If this is not the case, for example when static 
electron correlation plays an important role (which is the case for systems 
involving degeneracy), these methods might not give sensible results. 
Nonsensical results might also be obtained when a spin-contaminated UHF wave 
function is used as a reference. 
 
Finally, it should be noted that methods based on an ROHF reference 
determinant are possible and exist, but are more complex in their design as they 
have to choose a unique set of orbitals to use a reference (recall that ROHF does 




2.3.2 Configuration interaction 
The configuration interaction (CI) method7 is the oldest method for treating 
electron correlation and is, just as with Hartree−Fock, based on the variational 
principle. With CI, linear combinations of multiple Slater determinants are used 
to construct so-called configurational state functions (CSFs) which, in turn, are 
used to construct the wave function. As discussed earlier, a calculation that 
would include all possible excited Slater determinants (i.e. when there is no limit 
to the excitation level) would treat electron correlation fully and provide an 
answer identical to the exact solution. Such a calculation is called a full CI 
calculation and, as was also discussed, is typically too demanding as the amount 
of Slater determinants and, therefore CSFs, is too large. It is thus necessary to 
limit the excitation level. CI methods in which the excitation level is limited are 
commonly referred to as truncated CI methods. An overview of several common 
truncated CI methods and their relation to Hartree−Fock and the exact solution 
is given in Figure 2.7. 
 
 
Figure 2.7 The relation of the energy of various truncated CI methods with that of 
Hartree−Fock and the exact solution. ‘CBS’ stands for complete basis set, a set with an 
infinite amount of functions. 
When we limit the amount of determinants to single excitations, we obtain the 
CI with Singles (CIS) model. This model does not provide an improvement over 
Hartree−Fock with respect to the energy, but it does provide an improvement 
when calculating molecular properties (in which the change in wave function 
upon an external perturbation is assessed). In addition, CIS can be used for 
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‘crude’ excited state calculations.d Actually, we hereby touch upon an interesting 
characteristic of CI. The mathematical model behind CI makes it very easy to 
calculate excited states, which is not the case with the other two methods 
discussed in this section. However, it should be noted that since the reference 
orbitals are typically from a Hartree−Fock calculation of the ground state, the CI 
method can be considered to be ‘biased’ against excited states. 
 
A marked improvement over Hartree−Fock is obtained when doubly excited 
determinants are used, which gives rise to the CI with Doubles (CID) method. We 
could hereby choose to include Singles as well (which in the presence of Doubles 
do provide an energetic improvement) as this has only a marginal impact on the 
total computational cost. This gives us the well-known CISD model. CISD 
typically accounts for a large amount of the dynamic correlation, and is able to 
include a small fraction of static correlation as well (due to the presence of 
Singles). If Triples are also included, the CISDT model is obtained, which 
recovers more electron correlation but has a much higher cost than CISD. 
Similarly, the inclusion of Quadruples gives the CISDTQ model, which gives 
results very close to those of a full CI calculation. In practice, CISD is the most 
commonly used method due to the high computational cost associated with CI. 
The computational cost of CISD generally scales as N6 with an increase in the 
number of basis functions (where N is the number of basis functions) while 
CISDT and CISDTQ scale as N8 and N10, respectively. 
 
It should be mentioned that the CI method has two important drawbacks, 
which are best introduced by an example. Consider the case of a CID calculation 
on helium atoms. For a system consisting of a single helium atom, this means 
that determinants used are doubly excited with respect to the reference 
determinant. For a system consisting of two helium atoms, this would lead to 
determinants in which one helium atom is doubly excited, those in the other 
helium atom is doubly excited, and those in which both atoms are singly 
excited. However, determinants in which both atoms are doubly excited at the 
same time are not possible as such a configuration would count as a quadruple 
excitation. For this reason, the CID energy of two non-interacting helium atoms 
does not equal twice the CID energy of a single helium atom. This problem is 
commonly referred to as size inconsistency. More generally formulated, a method 
is size inconsistent when the calculated energy of a system of two (or more) non-
interacting fragments is different from the energy that is obtained when these 
                                                         
d Here, we are talking about the electronic excitation of an atom or molecule. 
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fragments would be calculated separately. Truncated CI methods are all size 
consistent. 
 
A second drawback to CI is size inextensiveness, which is a concept that is closely 
related to size inconsistency. It is said that a method is size inextensive when the 
energy of a system of two or more non-interacting fragments changes when the 
distance between these fragments is changed. It is a more difficult term to 
explain, but an important consequence of the size inextensiveness of CI is that 
CI recovers increasingly less electron correlation for increasingly large systems. It 
should be stressed that these two drawbacks only apply to truncated CI. Full CI 
is fully size consistent and size extensive. 
 
2.3.3 Møller−Plesset perturbation theory 
A second approach to recovering dynamic electron correlation is perturbation 
theory. In perturbation theory, it is assumed that a problem can be solved 
starting from a related problem that is already solved. Starting from a reference 
wave function, such a perturbation can be of the following form: 
 
Ĥ ൌ	Ĥ଴ ൅ 	λVƹ  
 
Here, Ĥ0 is the reference Hamiltonian, Vƹ  is the perturbation to Ĥ0, λ is the 
perturbation parameter which determines the strength of the perturbation, and 
Ĥ is the result of this perturbation. This perturbation scheme can be written as 
an expansion of the following form: 
 
E ൌ λ଴E଴ ൅ λଵEଵ ൅ λଶEଶ ൅ λଷEଷ ൅	…	
 
where E	 is the energy to be known, E0 is the energy of the reference wave 
function, and E1,	 E2, and	 E3 are the first-order, second-order, and third-order 
correction to the energy. In Møller−Plesset perturbation theory,8 one of the most 
common applications of perturbation theory in quantum chemistry, it is 
attempted to obtain the energy of the exact solution to the Schrödinger 
equation by applying perturbations (usually) to a Hartree−Fock reference wave 
function. 
 
The lowest Møller−Plesset correction order capable of recovering dynamic 
electron correlation is the second order, which is commonly referred to as the 
MP2. This method uses the first-order corrected wavefunction to recover an 
already large amount of dynamic correlation at a modest computational cost. 
Similarly to CI, MP theory makes use of excited Slater determinants; at the MP2 
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level, only contributions from Doubles are considered. MP2 scales approximately 
as N4 to N5 with an increase in the number of basis functions, which makes this 
method applicable to medium to large size systems. 
 
The next MP order is MP3, which, as for MP2, also uses a first-order corrected 
wavefunction, but is able to recover more electron correlation. As for MP2 only 
Doubles are considered, however, the cost of MP3 is noticeably higher than that 
of MP2 as MP3 scales as N6. In practice, MP3 usually does not provide a 
significant improvement over MP2, and as a consequence it is used less. 
 
Table 2.1 Overview of MP methods.
Møller−Plesset order Determinants used Uses nth-order Ψ 
MP2 D first-order
MP3 D first-order
MP4 S, D, T, Q second-order
MP5 S, D, T, Q second-order
MP6 S, D, T, Q, 5, 6 third-order
MP7 S, D, T, Q, 5, 6 third-order
 
A second-order correction to the wave function is used starting at the fourth MP 
order. This order, denoted as MP4, uses contributions from S, D, T, and Q 
determinants and scales as N7. Alternatively, it is possible to exclude the T 
contributions (which are computationally the most demanding), which gives 
rise to the MP4(SDQ) model. MP4(SDQ) scales as N6 and is moderately more 
expensive than MP3 while recovering significantly more correlation energy. The 
next step up, MP5, also uses the second-order corrected wave function, and uses 
the same determinants as MP4. This method, however, scales as N8 and is 
therefore only suitable for small systems. Finally, MP orders beyond MP5 exist, 
but because of the high computational cost, MP5 and higher methods are rarely 
used. Table 2.1 provides an overview of MP levels. 
 
From this discussion, it can be seen that an nth-order correction to the wave 
function allows for MP orders up to 2n+1. In other words, after each two 
successive MP orders, a higher order corrected wave function is used for the next 
two MP orders. For some systems, this can result in an oscillatory behavior of the 
calculated energy when increasingly higher MP order methods are used. In 
Figure 2.8, this behavior is shown for the lithium fluoride molecule. It can be 
seen here that MP2 sort of ‘overestimates’ the amount of correlation energy. 
MP3 consequently reduces this amount, but with MP4 (which is the first MP 
order to use the second-order wave function) the amount of correlation energy is 
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Figure 2.8 Energies of a lithium fluoride molecule as calculated with the lowest order 
Møller−Plesset methods. 
The above behavior of Møller−Plesset theory highlights an important 
characteristic of this method: contrary to Hartree−Fock and configuration 
interaction, MP theory does not follow the variational principle. This means that 
increasingly higher MP orders may not give an increasingly lower energy. 
Actually, we hereby touch upon an important drawback of MP theory: there is 
no guarantee that the use of increasingly higher MP orders causes the 
convergence to a certain answer. For the lithium fluoride example in Figure 2.8 
we do see the energy converge to a certain value, but this is not always the case. 
One of the reasons for this is that perturbation theory assumes the reference 
wave function is already a good description, and that the perturbation needed is 
thus only small in some sense. In cases where the Hartree−Fock wave function is 
far from the exact solution, for example in cases where static correlation plays in 
important role, MP theory can therefore lead to nonsensical results. This is to a 
large extent also true for configuration interaction, but while the use of more 
determinants in CI (CIS, CISD, CISDT, and ultimately full CI) will eventually 
cause one to reach the exact solution, this is not the case for MP theory. It is also 
for this reason that higher MP methods such as MP5 and MP6 find little use. CI 
methods (and CC methods, see below) with a similar cost often give more 
accurate results. It should be noted though that MP theory is size consistent as 
well as size extensive. 
 
Finally, a commonly used empirical modification to MP theory should be 
mentioned. The electron correlation recovered in MP2 (and MP3) can in 
principle be categorized as belonging to one of two types: that originating from 
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opposite-spin interactions and that originating from same-spin interactions. 
Investigations into the deficiencies of MP2 have shown that the contribution 
from opposite-spin interactions is usually underestimated while that from same-
spin interactions is usually overestimated. This has led to the development of 
the spin component scaled (SCS) MP2 method,9 in which the individual spin 
contributions are scaled by empirically established parameters: 6/5 for the 
opposite spin correlation and 1/3 for the same spin correlation. SCS-MP2 often 
provides results more accurate than those of MP2, though the degree of 
improvement over MP2 fluctuates heavily with the type of system being 
calculated. Other parameters have been suggested,10 leading to variations like 
SCSN-MP211 and SOS-MP2.12 An SCS scheme has also been proposed for MP3, 
leading to the SCS-MP3 method13 which, as of yet, has not been used 
extensively. 
 
2.3.4 Coupled cluster 
A third class of methods for treating dynamic correlation that will be discussed 
here are the coupled cluster (CC) methods.14 CC methods can be seen as being 
related to Møller−Plesset theory – whereas MP theory uses excited Slater 
determinants of multiple types (S, D, T, etc.) to provide a correction of a given 
MP order, CC methods use only determinants of a given type to provide a 
correction of all orders. Like MP theory, CC methods do not follow the 
variational principle but are size consistent as well as size extensive. Generally 
speaking, CC methods outperform MP theory and truncated CI methods in 
terms of accuracy but do so against a higher computational cost. 
 
As is the case for CI, CC methods do not improve upon Hartree−Fock when only 
contributions from Singles are included. Thus, the lowest level CC method that 
can be used is CCD. Inclusion of Singles consequently leads to the CCSD 
method, which scales as N6 with the size of the basis set and which is 
computationally more demanding than CISD. The inclusion of Triples leads to 
the CCSDT method which, due to its very high computational cost, can be 
applied only to small systems. As with CI, contributions from increasingly 
higher excited determinants can be included in CC. If this were done, the 
resulting calculated wave function would approach that of the exact solution 
until at some point, when contributions from all determinants would be 
included, the exact solution would be reached. 
 
Some variations on CC methods which attempt to lower the cost of CC 
calculations should be mentioned. One of the most important variations is to 
calculate the contribution of Triples and higher determinants perturbatively and 
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add these to the CC results. Various such methods exist, but the CCSD(T)15 
method is perhaps the most commonly used one. It should hereby be noted that 
a perturbative treatment of certain types of determinants is not unique to CC 
methods. This approach can (and has) also be applied to CI, leading to methods 
such as CIS(D).16 
 
Table 2.2 Overview of CC methods and related methods.













with perturbative T 
contributions 










Methods that are very closely related to CC are Brueckner theory and quadratic 
configuration interaction. Brueckner theory optimizes the reference orbitals in 
such a way that contributions of Singles is exactly zero.17,18 For this reason, 
Brueckner Doubles (BD) gives results similar to those of CCSD at a similar cost, 
while results of BD(T) are typically equivalent to those of CCSD(T). Quadratic 
configuration interaction (QCI) is a method that was developed to overcome the 
size inextensiveness of CI.19 QCI methods are very similar to CC methods with 
respect to both results and cost. Typically, hardly any difference is found 
between results from CCSD(T), BD(T), and QCISD(T) calculations. Table 2.2 
provides an overview of all CC methods and related methods discussed so far. 
 
2.3.5 Concluding remarks 
When comparing all post-Hartree−Fock methods discussed so far, they can 
roughly be ordered as follows, in order of increasing accuracy: 
 
HF << MP2 < CISD < MP4(SDQ) ∼ CCSD < MP4(SDTQ) < CCSD(T) < CCSDT 
 
Here, each CC method can be substituted for a QCI or Brueckner method of the 
same level, as these typically give very similar results. As an increase in accuracy 
comes at the cost of increased computational requirements, the MP2 method is 
arguably the most interesting to an organic chemist. The more accurate methods 
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are typically too complex for an averaged sized molecular system, though a 
simple energy calculation might be feasible with some. 
 
2.4 Multi-configurational SCF methods 
2.4.1 General considerations 
As mentioned in our discussion of the Hartree−Fock model, there are systems 
which cannot be described properly by a restricted Hartree−Fock wave function. 
Hereby, the error in the description is commonly referred to as static electron 
correlation. Most often, such difficult systems involve degenerate orbitals, the 
dihydrogen dissociation system of Figure 2.5 being an example of such a system. 
An unrestricted wave function might be able to provide a better description, but 
can only include a limited amount of static correlation. Furthermore, methods 
for recovering the dynamic correlation energy, for example truncated CI, often 
do not perform much better for these systems, though some of them are able to 
account for a limited amount of static correlation. However, the full CI method 
is able to account fully for both static and dynamic correlation. This raises a 
question: why is it that a truncated CI method such as CISD cannot fully 
account for static correlation while full CI can? Are there perhaps CSFs that are 
important for describing static correlation, but which are missing from truncated 
CI? 
 
This is indeed the case, which brings us to the topic of multi-configurational self-
consistent field (MCSCF) methods. MCSCF methods can be seen as a variation on 
truncated CI, where it is the determinants important for static correlation 
(instead of those important for dynamical correlation) that are included in the 
calculation. In addition, being SCF methods, these methods use an iterative 
optimization procedure that improves the orbitals. These methods are therefore 
able to handle very complex cases, but unfortunately also require a lot of skill to 
use. While the methods discussed so far can often be used as black box methods, 
this is not case for MCSCF methods as problems can arise with the selection of 




As we now know that certain CSFs can be used to describing static correlation 
effects, the next question is: how do we select only those CSFs that are 
important? A very popular approach to this problem is the complete active space 
SCF method, commonly abbreviated as CASSCF.20 Alternatively, this theory is 
also known as fully optimized reaction space MCSCF (FORS-MCSCF)21 which differs 
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only in its technical implementation.22 In CASSCF, molecular orbitals are 
partitioned into two spaces: an active space and an inactive space (Figure 2.9a). 
The active space contains all occupied and virtual orbitals that are important 
when accounting for static correlation and these are treated in a full CI 
calculation. The inactive space contains all orbitals which are considered not 
important, and these are treated in an RHF-like manner. This ‘combination’ of 
full CI with a Hartree−Fock like description makes CASSCF a variational method. 
In addition, CASSCF is both size consistent and size extensive, provided that the 
active space is chosen in such a way that its composition remains constant 
throughout all calculations. 
 
As might be evident, the active space cannot include a large number of orbitals, 
otherwise the calculation would become too costly (see Table 2.3). An active 
space consisting of 14 electrons and 14 orbitals – which is denoted as 
CASSCF(14,14) – already requires a significant computational cost. For large 
systems consisting of many orbitals and electrons, this means that the largest 
part of the dynamic correlation energy will remain unaccounted for. Methods 
for recovering this dynamic correlation energy will be discussed later on in this 
section. 
 
Table 2.3 Active spaces size vs the number of singlet CSFs. 
Active space size 
(electrons, orbitals) 







(14,14) 2 760 615
(16,16) 34 763 300
 
In addition to describing static correlation effects, CASSCF is often also used for 
excited state calculations. The reason for this lies in its ability to optimize the 
molecular orbitals. Recall our earlier discussion of the CIS method. During this 
discussion, we noted that CI methods are able to calculate excited states, but 
that these calculations can be considered as ‘biased’ because the Hartree−Fock 
reference orbitals correspond to the ground state. Contrary to Hartree−Fock, 
CASSCF is able to optimize its orbitals not only for the ground state, but also for 
excited states. In addition, it is able to optimize its orbitals in such a way that 
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they provide for a balanced description of multiple electronic states as once, a 
procedure known as state-averaged CASSCF (SA-CASSCF). State-averaged orbitals 
are necessary when studying interactions between states, such as conical 
intersections or avoided crossings, as such studies usually require an equally 
good representation of the states involved. Some QC programs can also average 
the orbitals over states of different multiplicity, which is useful for example 
when studying spin-orbit coupling. 
 
 
Figure 2.9 a) Example of a complete active space consisting of 6 electrons in 6 orbitals. 
b) Active spaces employed in RASSCF and QCAS-SCF, two variations on CASSCF. 
2.4.3 Reducing the amount of CSFs 
As noted, the size of the active space cannot be chosen to be too large, otherwise 
the calculation will become unmanageable. For this reason, several methods 
based on CASSCF have been developed that attempt to reduce the amount of 
CSFs. Two of such methods are depicted in Figure 2.9b. In restricted active space 
SCF (RASSCF),23 the active space is partitioned into three restricted actives spaces: 
RAS1, RAS2, and RAS3. RAS1 has the restriction that only a limited number of 
electrons is allowed to be excited to RAS2 and RAS3. RAS2 has no restrictions, 
any number of its electrons may be excited to RAS3. RAS3 has the restriction 
that it may only contain a limited amount of electrons. In addition, any number 
of excitations is allowed within each RAS. This approach can be used to reduce 
the amount of CSFs considerably, but has the disadvantage that it is no longer 
size consistent and size extensive. A related method, named QCAS-SCF,24 uses a 
different approach where the active space is reduced to a product of smaller 
active spaces where no excitations from one active space to any other active 




One last approach worth mentioning is occupation restricted multiple active space, 
or ORMAS.25 ORMAS allows one to set up any number of spaces, where each 
space has a certain minimum and maximum occupation number and excitations 
between spaces are allowed. This method thus provides much freedom in the 
choice of active space, and can be used to reproduce results of other methods 
such as RASSCF. Because of the flexibility of the method, it is not depicted in 
Figure 2.9. It should be noted that ORMAS can also be used as a CI only method, 
for which both Hartree−Fock and MCSCF wave functions can be used as the 
reference wave function. 
 
2.4.4 Dynamic correlation in MCSCF 
As we have seen earlier, dynamic correlation is important for an accurate 
description of the wave function. For this reason, various methods exist which 
attempt to recover this dynamic correlation, starting from a MCSCF reference 
wave function (Table 2.4). The simplest of these is multi-reference CI (MRCI), 
which typically starts at the MRCID or MRCISD level as considering Singles only 
does not recover much dynamic correlation. Needless to say, MRCI is a very 
costly method – the number of CSFs involved is roughly equal to the number of 
CSFs of the (non-MR) CI method multiplied by the number of CSF of the MCSCF 
reference wave function. This makes MRCI only applicable to very small 
systems. However, when it can be applied it yields a very accurate wave 
function. As with other truncated CI methods, MRCI is not size consistent and 
size extensive. 
 
Because of the cost of MRCI, a more viable method for recovering the dynamic 
correlation is perturbation theory. The development of such a method is not 
trivial as a reference wave function has to be chosen prior to the perturbation 
(similar to that done for a ROHF wave function). Currently, several such 
perturbation theory methods are available, which differ mainly in their choice of 
reference wave function. Some of the more generally used methods are 
CASPT2,26 MRMP2,27 and NEVPT2,28 which all apply a MP2-like correction to the 
reference wave function. 
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Table 2.4 Popular methods capable of recovering dynamic correlation based on 
an MCSCF wave function. 













Dynamic correlation is also important for the study of excited states. Not only 
the energy, but also the shape of the ground/excited state surfaces can 
sometimes not be described accurately by MCSCF alone. To this extent, multi-
state MR-PT methods have been developed. These methods are able to use 
several CASSCF states in the formation of each ‘real’ MR-PT2 state, which makes 
them capable of describing highly challenging systems that are not well 
described by CASSCF alone. Well-known, related methods are multi-state 
CASPT2 (MS-CASPT2),29 second-order multi-configurational quasi-degenerate PT 
(MCQDPT2),30 and quasi-degenerate NEVPT2 (QD-NEVPT2),31 which are the 
multi-state versions of the three (single-state) MRPT2 methods above. It should 
be noted that an improvement on the above multi-state methods was recently 
presented as the XMCQDPT2 method32 (and also applied to MS-CASPT2 as XMS-
CASPT233). 
 
An example of a system for which CASSCF does not work well is shown in Figure 
2.10, which displays the dissociation curve of the lithium fluoride molecule. LiF 
is a very difficult case for QC methods (it is sometimes regarded as a ‘benchmark’ 
system). In the equilibrium geometry the bond in LiF is predominantly ionic, 
whereas the molecule dissociates into neutral atoms (which is typical for 
diatomic molecules in the gas phase). This means that, during the dissociation 
process, the first excited state (in which the bond is covalent) will decrease in 
energy and at some point ‘cross’ the surface that corresponds to the ionic bond. 
However, rather than actually crossing, the symmetry of the molecule causes the 
formation of an avoided crossing. As can be seen, SA-CASSCF predicts that this 
avoided crossing is located around 4.5 Å. The XMCQDPT2 method however 
places the avoided crossing around 6.5 Å and, in addition, predicts that the 
energy difference at this crossing is much smaller than was calculated by 
CASSCF. The surfaces calculated by XMQDPT2 are virtually identical to surfaces 





Figure 2.10 PESs of the two lowest states for the dissociation of lithium fluoride, as 
calculated with SA-CASSCF (solid, grey), XMCQDPT2 (dashed), and MRCISD (solid, 
thin). 
2.5 Density Functional Theory 
2.5.1 Describing a system in terms of electron density 
A common factor of the methods discussed so far is that they provide 
information on the system being investigated by determining the wave function 
of the system. Density functional theory (DFT), another prevalent theory in 
computational chemistry, is based on a different approach. In DFT, it is assumed 
that the energy of a system is dependent completely on the electron density of 
that system (ρ). Hereby, ‘functional’ is a mathematical concept, namely a 
function that depends upon one or more variables which are functions 
themselves. 
 
Several models have been suggested for how to use the electron density in 
calculating the energy of a system. The most important of these is Kohn−Sham 
(KS) theory,34 a model that is closely related to Hartree−Fock theory. In KS, it is 
assumed that the kinetic energy of a system can be separated into two parts: a 
part that can be calculated exactly and which accounts for the majority of the 
energy, and a small part that acts as a correction term. This correction is needed 
because KS uses molecular orbitals to represent the electron density. Just as with 
Hartree−Fock, these orbitals are assumed to be non-interacting. However, in 
reality there will be interactions, which means there is an error in the model. 
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The small correction term hereby serves to correct for this error.e A general DFT 
energy expression in KS theory can be written as follows: 
 
Eୈ୊୘ሾρሿ ൌ Tୱሾρሿ ൅	E୬ୣሾρሿ ൅ Jሾρሿ ൅ E୶ୡሾρሿ 
 
Here, Tୱሾρሿ is the kinetic energy functional calculated from a single Slater 
determinant, E୬ୣሾρሿ is the nucleus-electron attraction functional, Jሾρሿ is the 
Coulomb functional, and E୶ୡሾρሿ is the exchange−correlation functional. The 
exchange−correlation (XC) functional contains the remaining part of all 
electron-electron interactions not covered by the first three functionals, and it is 
this part of the equation that functions as the correction term. 
 
The problem with the XC functional, however, is that the exact form of this 
functional is unknown. The other three functionals are known exactly, but the 
XC functional will have to be approximated. We hereby arrive upon one of the 
major challenges in DFT, which is to design an XC functional that approximates 
the unknown exact XC functional. XC functionals are further discussed in the 
next section. 
 
As mentioned, KS theory is closely related to HF theory, both in its formulation 
as well as its implementation in various QC programs. Just as with HF, KS-DFT 
employs an iterative orbital improvement procedure that starts from a trial wave 
function. Furthermore, KS-DFT is a single-determinant method and uses the 
same wave function types as Hartree−Fock (restricted, unrestricted, and 
restricted-open). However, unlike Hartree−Fock, it is able to describe electron 
correlation and thus does not necessarily require a post-Hartree−Fock-like 
method to obtain energies close to those corresponding to the exact solution of 
the Schrödinger equation. It should be noted though that the single-
determinant approach may adversely affect results for systems in which static 
correlation plays an important role. In order to properly treat such systems, 
several Kohn−Sham-based procedures have been proposed, one example being 
spin-restricted ensemble-referenced Kohn−Sham (REKS).35 These procedures have 
currently not yet found widespread use. 
 
2.5.2 Exchange−correlation functionals 
As mentioned, one of the important goals in the field of DFT is to design an 
exchange−correlation functional (from here on referred to simply as ‘functional’, 
                                                         




as is common in literature) that is as close to the exact, unknown functional as 
possible. As a result, over the years, many different functionals have been 
proposed. In earlier years, it was common to design the exchange part and the 
correlation part of the functional separately, after which these different 
exchange and correlation functionals could be combined to form various XC 
functionals. In more recent years, functionals have been proposed for which the 
exchange and correlation parts were constructed together. 
 
An important aspect of functional design is parameterization. Parameters can be 
included to improve the performance of a functional by optimizing the 
parameters in such a way that the results with the functional are closer to 
experimental data. The number of parameters used is different for each 
functional and depends upon the design philosophy behind its construction. 
Most functionals use at least a few parameters to improve their performance, but 
the use of too many may lead to overfitting – a case where the functional works 
well only for systems related to those included in the benchmark experimental 
data. A few functionals are also designed to be non-empirical, and can thus be 
considered to be ab initio.f 
 
Below follows an overview of some of the widely used functionals, categorized 
by the fundamental variables they rely on (see also Table 2.5). Such a 
categorization is referred to as Jacob’s ladder,36 where each step higher on the 
ladder corresponds to an increase in the number of these fundamental variables. 
The idea behind this metaphor is that each step up the ladder is one step closer 
to the ‘heaven of chemical accuracy’ (the exact, unknown functional).g A step is 
hereby often referred to as a rung. 
  
                                                         
f It should be noted here that these functionals do contain parameters, however, these 
have a physical basis (hence, they are non-empirical). 
g Jacob's Ladder is the ladder to heaven that Jacob dreams about in the Book of Genesis. 
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Table 2.5 The classification of XC functionals by Jacob’s ladder.
Rung Variables Classification Examples 
1 ρ local density
approximation 
LSDA, PZ86, VWN 
2 ρ, ׏ρ GGA BLYP, PW91, PBE, HCTH, KT2 
3 ρ, ׏ρ, ׏2ρ or τ meta-GGA TPSS, τ-HCTH, M06-L 
4 ρ, ׏ρ, ׏2ρ or τ, 
exact exchange 
hybrid or hybrid 
(meta)-GGA 
B3PW91, B3LYP, PBE0, TPSSh, 
M05, M06 
5 ρ, ׏ρ, ׏2ρ or τ, 
exact exchange, 
virtual orbitals 
1 OEP, B2PLYP, B2GP-PLYP, 
mPW2PLYP, DSD-PLYP, XYG3 
1 There does not seem to be a consensus on a name for the fifth rung. OEP and related
methods are often referred to as generalized random phase approximations, but the fifth rung 
is often also associated with double hybrid functionals. 
 
2.5.3 The first rung – local density approximation functionals 
On the first rung of Jacob’s ladder, functionals only use the local density as 
information. It is hereby assumed that this density varies very slowly, making it 
possible to consider the density at a given point as a uniform electron gas. 
Examples of widely used exchange functionals on this rung are LDA (local 
density approximation) and LSDA (local spin density approximation, also 
referred to as ‘Slater’ sometimes),34,37 two very similar functionals that are 
actually identical for closed-shell systems. Well-known correlation functionals of 
this rung have been proposed by Vosko, Wilk, and Nusair38 (VWN, who 
proposed several functionals), Perdew and Zunger39 (PZ81), and Perdew and 
Wang40 (PW). In general, functionals of this rung are not that accurate for 
molecular systems, but do give good results for solid state systems (where the 
electron density is delocalized throughout the solid and a uniform gas 
assumption is thus appropriate). 
 
2.5.4 The second rung – GGA functionals 
On the second rung, it is no longer assumed that a uniform gas description is 
appropriate. This is done by making the functional depend not only on the 
density, but also the gradient (i.e. the first derivative) of the density (׏ρ). Such 
functionals are referred to as generalized gradient approximation (GGA) 
functionals. One of the most popular GGA exchange functionals has been 
proposed by Becke41 (abbreviated B or B88), and consists of a one-parameter 
correction (based on the gradient of the density) to LSDA. This single parameter 
was obtained by fitting against data available for noble gas atoms. Another 
popular exchange functional is the OPTX functional by Handy and Cohen42 (O), 
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which employs two parameters. Correlation functionals of the GGA form have 
also been proposed. One of the most employed correlation functionals is a four-
parameter functional proposed by Lee, Yang, and Parr in 198843 (LYP). 
 
A series of non-empirical GGA exchange−correlation functionals has been 
proposed by Perdew and co-workers. Two of these are PW9144 (Perdew−Wang 
1991), and PBE45 (Perdew−Burke−Ernzerhof, proposed in 1996). The individual 
exchange and correlation parts of these functionals have also been used in 
combination with other exchange or correlation functionals, leading to 
combinations such as BPW91 and PW91LYP. The exchange part of PW91 has 
been modified by Adamo and Barone to improve its description of weak 
interactions, leading to the mPW91 functional.46 
 
Other popular GGA functionals are based on the B97 functional, proposed by 
Becke in 1997. This functional is originally of the fourth-rung (i.e. hybrid), but 
has been reparameterized to a GGA functional by several researchers. Such 
reparameterizations are B97-D by Grimme47 (the ‘D’ in this functional will be 
explained later on) and the HCTH family of functionals by Handy and co-
workers.48 
 
A last family of GGA functionals that should be mentioned is the KT family, 
proposed by Keal and Tozer, which is designed for the calculation of NMR 
chemical shifts. KT1 and KT2 consist of LDA exchange and VWN correlation 
plus an additional gradient term,49 whereby the difference between KT1 and KT2 
only lies in their parameters. KT3 consists of LDA and OPTX exchange, LYP 
correlation, and an additional gradient term.50 KT3 performs slightly worse than 
KT1 and KT2 with respect to calculating NMR chemical shielding constants, but 
is an improvement for other properties, such as atomization energies and 
reaction barriers. 
 
2.5.5 The third rung – meta-GGA functionals 
On the third rung are the so-called meta-GGA functionals that depend not only 
on the local density and its first derivative, but also on its second derivative (the 
Laplacian, ׏2ρ). Alternatively, a meta-GGA functional can depend on the kinetic 
energy density (τ) as this contains the same information. Several meta-GGA 
functionals have been proposed. τ-HCTH is the τ-dependent member of the 
HCTH family of functionals.51 TPSS is a non-empirical meta-GGA functional that 
can be viewed as the successor to the PBE functional.52 A final example of a 
meta-GGA functional is M06-L,53 which is a pure meta-GGA analogue of the 
fourth-rung M06 functional. 
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2.5.6 The fourth rung – hybrid functionals 
In the case of a system with non-interacting electrons, the unknown, exact XC 
functional can be reduced to only an exchange functional (as there is no 
correlation to describe). Furthermore, the exact exchange functional for such a 
system would no longer be unknown – it would actually be identical to 
Hartree−Fock theory being applied to the KS orbitals. Because of this relation 
between Hartree−Fock theory and the exchange part of the XC functional, it has 
been attempted to improve XC functionals by adding a portion of Hartree−Fock 
theory to them. The resulting functions are called hybrid functionals (the term 
hyper GGA is also used). This approach has been proven to be very successful, so 
much even that the inclusion of this exact exchange in XC functionals has 
become common practice in functional design. 
 
One of the first hybrid functionals is B3PW91, proposed in 1993 by Becke,54 
which has the following form: 
 
E୶ୡ୆ଷ୔୛ଽଵ ൌ ሺ1 െ a െ bሻE୶୐ୗୈ୅ ൅	aE୶୆଼଼ ൅	bE୶ୣ୶ୟୡ୲ ൅ ሺ1 െ cሻEୡ୔୛_୐ୈ୅ ൅ cEୡ୔୛ଽଵ 
 
with a = 0.72, b = 0.20, and c = 0.81 (determined by fitting to experimental 
data). Here, the exchange part consists of 20 % exact exchange as well as a slight 
excess of LSDA exchange (recall that B88 consists of LSDA plus a gradient-
dependent correction) while the correlation part has a slight excess of PW91 
LDA correlation. A well-known variation on this functional, that has surpassed 
the popularity of the original, is the B3LYP functional in which PW91 is 
replaced with LYP and PW LDA is replaced with VWNh. Despite the emergence 
of newer, more accurate functionals, B3LYP remains one of the most frequently 
employed functionals to this day. 
 
Many other hybrid functionals, both hybrid GGA and hybrid meta-GGA, have 
been proposed. Some of these are hybrid versions of functionals discussed 
earlier, such as B1PW91, mPW1LYP, PBE055 (also known as PBE1PBE) and the 
recently proposed PBE0-1/3,56 TPSSh,52 and τ-HCTH-hybrid.51 Others are new 
functionals designed to include a portion of exact exchange. B97, proposed by 
Becke,57 is a 10-parameter hybrid GGA functional that has been reparameterized 
several times (giving, for example, the B9858 and B97-148a functionals). The 
M0559 and M0660 functionals by Zhao and Truhlar are heavily parameterized 
hybrid meta-GGA functionals, including 25 and 34 parameters, respectively. 
                                                         




2.5.7 The fifth rung 
Up until this point, only information from occupied KS orbitals has been used. 
The next rung on Jacob’s ladder would be to use information from virtual KS 
orbitals, similar to that which post-Hartree−Fock methods use. One early 
attempt at a fifth-rung method are the optimized effective potential (OEP) 
methods,61 which can be viewed as self-consistent KS-MPx. Experience with OEP 
(as well as related methods) is as of yet limited, but there are reports that these 
methods show significant errors even for small systems and are thus probably 
flawed.61 
 
Much more successful are functionals of the double hybrid type.62 Such 
functionals use an MP2-like term in the correlation part of the functional. One 
of the first double hybrid functionals proposed is B2PLYP, published by Grimme 
in 2006,63 which has the following form: 
 
E୶ୡ୆ଶ୔୐ଢ଼୔ ൌ ሺ1 െ a୶ሻE୶୆଼଼ ൅	a୶E୶ୣ୶ୟୡ୲ ൅ ሺ1 െ aୡሻEୡ୐ଢ଼୔ ൅ aୡEୡ୔୘ଶ 
 
with ax = 0.53 and ac = 0.27. It should be noted that this approach is not 
completely self-consistent. Instead, the KS orbitals are first determined without 
the MP2-like term (this functional could be denoted as B2LYP), after which the 
optimized orbitals are subjected to the MP2-like treatment. The results from the 
perturbation are then added to those obtained with B2LYP, thus yielding the 
B2PLYP result. After B2PLYP was published, various modifications to the 
functional were proposed in order to optimize its accuracy. The resulting 
functionals use different values for ax and ac (e.g. B2K-PLYP64 and B2GP-PLYP65), 
different exchange and/or correlation parts (e.g. mPW2PLYP66), and sometimes 
use spin-component scaling for the MP2-like term (e.g. DSD-BLYP67 and DSD-
PBEP8668). Another suggested approach is to use a true MP2-based correction 
(based on an HF reference) instead of an MP2-like correction based on KS 
orbitals, examples of such a functional being MC3BB and MC3MPW (the first 
proposed double hybrid functionals).69 Finally, it has been suggested to make the 
double hybrid functional fully non-self-consistent, i.e. first determine the KS 
orbitals with a different functional (such as B3LYP) and then use these orbitals 
for each term of the double hybrid functional (an example of such a functional 
being XYG370). In general, the accuracy of double hybrid functionals has been 
found to be higher than that of hybrid functionals, but this comes at a 
significantly higher computational cost. 
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2.5.8 Common problems with DFT 
If the unknown, exact XC functional would be known, DFT would be an exact 
method. However, all currently proposed functionals are merely approximations 
to this exact XC functional. As a result, cases exist where these functionals 
generally have difficulties in giving an accurate description. 
 
One such a difficult case for current functionals is London-dispersion forces. For 
example, noble gas atoms in reality show a slight attraction to each other. Many 
functionals, however, predict that the interaction between such atoms is 
repulsive. This error is generally caused by the fact that functionals of the first 
three rungs depend only on the local density and derivatives thereof (and 
possibly the kinetic energy density). Hybrid functionals and double hybrid 
functionals usually perform better in such cases, though there is still room for 
improvement. The dependence on the local density also causes problems in the 
case of charge-transfer systems. A third example of a difficult area that should be 
mentioned is systems with loosely bound electrons, such as anions and Rydberg 
statesi. 
 
Various methods have been proposed to make up for these deficiencies, two of 
which will be discussed below. These are the empirical dispersion correction 
scheme and the long-range correction scheme. 
 
The empirical dispersion correction scheme, proposed by Grimme,71,47 is a 
correction that is calculated based on the interatomic distances in the system, 
hereby using various predetermined coefficients. It does not use information 
from the KS orbitals, nor adds information to them. A dampening function is 
employed to suppress the correction at small interatomic distances, as this could 
lead to singularities or double-counting effects. Various versions of the scheme 
have been proposed, which are generally referred to as D1, D2, D3, and D3BJ 
(D3 with a dampening function proposed by Becke and Johnson). 
 
The empirical dispersion correction scheme has been found to be very 
successful. Many functionals perform better when the correction is used, even 
for systems in which long-range interactions do not play a significant role.72 
Some functionals were even designed to be used with the correction scheme, 
whereby parameters of the functional and the correction scheme were optimized 
simultaneously. Examples of such functionals are the GGA B97-D, SSB-D,73 and 
                                                         




S12g74 functionals, the hybrid S12h74 and ωB97X-D75 functionals (the latter of 
which also uses the long-range correction scheme discussed below), and the 
double hybrid DSD-PLYP functional. 
 
When considering wave function based methods, it has been shown that the 
importance of dynamic correlation decreases rapidly with increasing electron-
electron distances. This implies that at large electron-electron distances 
Hartree−Fock should be able to provide an accurate description. Based on this 
rationale, a long-range correction (LC) scheme has been proposed76 in which the 
amount of exact exchange in a functional is not constant, but instead depends 
on the electron-electron distance. Functionals following this scheme are often 
also referred to as being range-separated. 
 
 
Figure 2.11 The amount of exact exchanged used at various electron-electron distances 
for the LC-ωPBE (solid) and CAM-B3LYP (dashed) functionals. 
Various LC functionals have been proposed, two of which are considered in 
Figure 2.11. For the LC-ωPBE functional,77 which is based on PBE, the amount of 
exact exchange ranges from 0 to 100 %. This implies that the functional is an 
almost pure GGA functional at close electron-electron distances while, at long 
distances, the exchange part of the functional is almost fully exact. For the 
CAM-B3LYP functional,78 which is based on B3LYP, the amount of exact 
exchange ranges from 19 to 65 %, values that were determined by fitting to 
experimental data. Other examples of functionals that use the LC scheme are 
ωB97X-D, M11,79 and a pure meta-GGA version of M11 (M11-L)80 in which the 
exact exchange is replaced with a second meta-GGA functional that is optimized 
for long-range descriptions. It is important to note that it has been found that 
LC functionals on average do not always perform better than ‘normal’ hybrid 
functionals. For calculations on systems in their ground state, they might 
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actually perform slightly worse. However, for excited state calculations (i.e. 
TDDFT, which will be discussed later on), the performance of LC functionals is 
usually superior in the case of charge-transfer and Rydberg states. 
 
2.6 Time-dependent HF and DFT 
So far, a few methods for calculating excited electronic states have been 
discussed. Configuration interaction (with a single-determinant reference wave 
function) can be used to calculate the properties of excited states, but does so 
using ground state orbitals. The related MCSCF-based methods are more 
advanced, as these methods are able to optimize their orbitals for any state. In 
addition, these methods can also describe interactions between states by 
optimizing the orbitals for several states at once. 
 
Another important approach towards calculating excited electronic states is 
based on calculating the time-dependent response of the wave function upon an 
external perturbation. In its most simple form, such an approach considers 
merely the linear response of a system to the perturbation. This has the benefit 
that knowledge of the wave function after the perturbation is not needed; only 
knowledge of the wave function prior to the perturbation (i.e. the ground state 
wave function) is needed.j When applied to a Hartree−Fock reference wave 
function, this approach is referred to as random phase approximation (RPA) or 
time-dependent Hartree−Fock (TDHF). When the reference wave function is from a 
DFT calculation, the approach is called time-dependent DFT (TDDFT).81 When 
applied to a coupled cluster wave function, the approach is often called equation-
of-motion coupled cluster.82 
 
In general, the accuracy of TDHF is higher than that of the cheaper CIS method 
(which can be viewed as an approximation to TDHF). TDDFT is often more 
accurate than TDHF and has become a very popular method for the calculation 
of vertical excitation energies and oscillator strengths as well as the calculation 
of excited state geometries. It is however important to note that linear response 
TDHF and TDDFT do suffer from difficulties in describing the region around 
conical intersections on the PES.83 Modifications of the TDDFT method, such as 
spin-flip TDDFT,84 have been proposed in order to overcome this limitation. 
 
                                                         
j It should be noted that, in principle, the time-dependent response approach described 
here is not limited to the calculation of excited states, but can be used for calculating other 
properties, such as hyperpolarizabilities. Furthermore, the perturbation does not have to be 
an electric one, it may for example also be magnetic. 
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Popular functionals for TDDFT often use a large portion of exact exchange, one 
example being the BH&HLYP functional which consists of 50 % B88 exchange 
and 50 % exact exchange. This is because such functionals perform better for the 
description of states with a strong charge-transfer character. It is also for this 
reason that range-separated functionals such as CAM-B3LYP are a popular choice 
for TDDFT. Double-hybrid functionals are rarely used for TDDFT though, 
because the use of such a functional would require a TD-MP2-like calculation 
which is computationally very expensive. Therefore, it has been proposed to 
replace the TD-MP2-like calculation with a CIS(D)k one.85 However, this CIS(D) 
calculation is merely used as a correction to the calculated excitation energies, 
and does not improve other properties such as transition dipole moments 
(which are instead calculated using a single hybrid functional). 
 
A last method that should be mentioned is the Tamm−Dancoff approximation 
to TDDFT, commonly abbreviated as TDDFT/TDA.86 This method relates to 
TDDFT as CIS relates to TDHF, and is cheaper than TDDFT. It has also been 
reported that TDDFT/TDA is more robust than TDDFT for chemically more 
complex systems.86,87 
 
2.7 Basis sets 
2.7.1 Describing molecular orbitals 
All of the theories discussed so far have in common that they make use of 
molecular orbitals. These orbitals are typically described using a combination of 
known functions, the so-called basis set. If an infinite number of these basis 
functions would be used, this description would be fully accurate and the basis 
set would be complete. However, this is not possible for actual calculations and as 
a result a limited number of functions has to be used. The use of a basis set can 
therefore be seen as (yet) another approximation that is made in computational 
chemistry. 
 
We have seen before that the computational cost of various methods increases 
rapidly with the number of basis functions. As a result, one would like to limit 
the number of basis functions as much as possible without compromising the 
accuracy of description of the molecular orbitals too much. For this reason, early 
computational chemists studying molecular systems made use of Slater-type 
                                                         
k CIS(D) is a method that applies a perturbative Doubles correction to CIS state energies. 
Compared to CISD, this method is cheaper as well as more suitable for the calculation of 
excited states. See: Head-Gordon, M.; Rico, R. J.; Oumi, M.; Lee T. J. Chem. Phys. Lett. 1994, 
219, 21−29. 
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orbitals (STOs) that were centered on the nuclei (Figure 2.12). An STO has the 
advantage that it accurately describes the cusp of the orbital close to the core 
while providing an exponential decay at longer distances from the core. 
However, the use of STOs has an important drawback from a mathematical 
point of view: with STOs, not all calculations can be performed analytically.l 
 
The solution to this problem is to replace STOs with Gaussian-type orbitals 
(GTOs). GTOs have a different shape than STOs. However, by combining 
multiple GTOs, the shape of each STO can largely be reproduced (Figure 2.12). 
(This practice of combining GTOs into one function is called contracting.) One of 
the first basis sets to use this principle is the STO-3G basis from Pople and co-
workers, which uses 3 GTOs to reproduce each STO.88 Figure 2.12 shows this for 
the 1s orbital of a hydrogen atom. As can be seen, the shape of the STO is 
approximated well at intermediate to long distances. However, the cusp of the 
STO at close distances is not reproduced well. Despite this drawback, GTO basis 
sets have become very popular in the modeling of molecular systems and QC 
programs that work with STOs are nowadays in the minority. 
 
 
Figure 2.12 The STO-3G basis set for hydrogen. Three GTOs (dashed) are combined to 
form one function (solid, grey) which approximates an STO (solid, thin). 
2.7.2 Anatomy of a basis set 
The simplest STO or GTO basis set (with functions centered on the nuclei) uses 
one contracted function for each atomic orbital. For hydrogen and helium, this 
                                                         
l To be specific, for systems consisting of more than two atoms it is not possible to 
calculate many of the two-electron integrals analytically.  
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means that a single basis function is employed to create the 1s orbitals. For first-
row atoms, only five functions are needed: two s functions (which provide 
descriptions for the 1s and 2s orbitals), and one set of p functions (for the 2px, 
2py, and 2pz orbitals). For second-row atoms, three s functions and two sets of p 
functions are needed. For third-row atoms, four s functions, 3 sets of p functions, 
and one set of d functions are needed. And so on. Such a basis set is called a 
minimal set. 
 
The quality of the basis set can be improved by doubling all basis functions, 
which gives a so-called double zeta (DZ) basis set. Such a basis set is much more 
flexible than a minimal set is. However, due to the increase in functions it is also 
computationally much more expensive. For this reason, the core functions are 
usually not doubled, which makes sense as chemical processes typically involve 
only the valence orbitals. The resulting set is often referred to as being split 
valence, though the term DZ is also used for these sets. The quality of the set can 
be further improved by tripling (TZ) or quadrupling (QZ) the number of basis 
functions. 
 
A DZ, TZ, or QZ set as described above is still not able to produce accurate 
molecular orbitals for the majority of systems. Specifically, it lacks the flexibility 
needed to allow orbitals to exhibit a certain degree of asymmetry. The flexibility 
can be increased by adding polarization functions, which are higher angular 
momentum functions used for polarizing functions of one momentum lower. 
For example, an s function can be polarized by a p function, a p function can be 
polarized by a d function, a d function can be polarized by a f function, and so 
on (see Figure 2.13). Multiple polarization functions of various angular 
momentums can be added to a basis set this way. 
 
 
Figure 2.13 A p function that is polarized by a d function. 
This raises the following question: what is the optimal amount for polarization 
functions for a basis set? There is no straightforward answer to this, but for main 
group elements many modern basis sets typically consist of one less set of 
functions with each increase in angular momentum. For example, a TZ set is 
usually of the 3s2p1d type for hydrogen, and of the 4s3p2d1f type for carbon. 
Sets for transition metals usually follow this form approximately (as they 
contain more d functions in order to describe the d valence orbitals). Sets that 
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have far less polarization functions, such as 4s3p1d, can be considered to be 
underpolarized, which may have an adverse effect on the accuracy. Conversely, 
a set such as 3s2p2d2f can be considered to be overpolarized. 
 
Many basis sets, both GTO and STO, do not provide a good description of the 
electron density far from the nuclei. This originates from a lack of diffuse (i.e. 
broad) functions being present in the set. Typically, the absence of such 
functions hardly affects the accuracy. However, in some cases, an accurate 
description of the electron density at long distances is important, for example 
when studying van der Waals interactions. For such cases, a basis set is typically 
augmented with diffuse functions which are kept uncontracted (i.e. they are kept 
as separate functions) as this increases the flexibility of the set. When a set has 
only diffuse functions of the s and p angular momentums it is said to be 
minimally augmented. Some sets on the other hand employ diffuse functions of 
all angular momenta that are already in the set (causing 4s3p2d1f to become 
5s4p3d2f). 
 
2.7.3 Effective core potentials 
When the molecular system being studied contains heavy elements, the use of a 
basis set as described above has two important drawbacks. First of all, heavy 
elements consist of many orbitals which means that a large number of basis 
functions is needed to describe the element properly. However, typically the 
core orbitals of an element are chemically not interesting, so this is not very 
economical in terms of computational resources. Secondly, for heavy elements 
relativistic effects play an important role, and these cannot easily be described.m 
 
A solution to these drawbacks is to replace the basis functions that describe the 
core orbitals of an element with a function that is designed to model the 
element’s core. Various such functions have been suggested, but the most 
popular of them is the effective core potential (ECP, also referred to as 
pseudopotential, PP). ECPs as implemented in most QC programs can account for 
the scalar relativistic effects while some of the more recent implementations are 
also able to include spin-orbit effects. In the past decades, various ECPs have 
been suggested, some even for light elements (solely for the purpose of reducing 
computational cost). 
 
2.7.4 Popular basis sets 
The text below discusses a few popular families of basis sets. 
                                                         




The STO-3G, 3-21G, 6-31G, and 6-311G sets 
The STO-3G, 3-21G, 6-31G, and 6-311G sets by Pople and co-workers are very 
popular as they use a relatively small amount of basis functions and are thus 
quite economical. The STO-3G set, where 3G refers to the amount of Gaussian 
functions in the contraction, was designed to approximate the shape of STOs as 
well as possible. The 3-21G set is a cheap double zeta set that uses 3 Gaussian 
functions for the core and 2 + 1 Gaussian functions for the valence orbitals.89 
Instead of trying to approximate STOs, this set was designed to give as low 
energies as possible in HF calculations (using the variational principle to 
optimize the basis set). The 6-31G set90 and the 6-311G set91 (which is a triple 
zeta set) follow the same design principle. It should be noted that these sets all 
use combined sp functions for the description of the valence orbitals instead of 
separate s and p functions. Also, the 6-311G set for second-row atoms was 
proposed by McLean and Chandler.91b 
 
Polarization functions are available for the 6-31G and 6-311G sets and are 
indicated in brackets, e.g. 6-311G(2df,2p), where the first part (‘2df’) denotes 
polarization functions on Li and heavier, and the second part (‘2d’) denotes 
polarization functions on H and He. For the 3-21G set, a single set of d functions 
is available only for second-row atoms. Diffuse functions are available for the 3-
21G, 6-31G, and 6-311G sets and are denoted by ‘+’ signs (such as 6-31++G). ‘+’ 
indicates diffuse functions are added to Li and heavier. ‘++’ indicates diffuse 
functions are added also to H and He. These diffuse functions are of the s and sp 
type only (i.e. minimal augmentations). 
 
Dunning’s correlation consistent cc-pVXZ sets 
When the size of a basis set grows from minimal to DZ to TZ to QZ and so on, its 
results will come increasingly close to that obtained with a (hypothetical) 
complete basis set (CBS). However, the speed with which a system will converge 
towards the CBS limit depends on the method used. Specifically, HF and KS-DFT 
converge much faster than post-HF methods. The correlation consistent sets by 
Dunning and co-workers were designed to provide rapid as well as smooth 
convergence towards the CBS limit for post-HF methods by recovering as much 
electron correlation as possible.92 In order to achieve this, the s and p functions 
were optimized using HF while the polarization functions were optimized at the 
CISD level. The resulting sets are known as cc-pVDZ, cc-pVTZ, cc-pVQZ, cc-
pV5Z, etc. Polarization functions are included in each set while diffuse functions 
can be added separately (and are denoted by an ‘aug-’ prefix). 
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Some important variations on the cc-pVXZ sets should be mentioned. For the 
elements Al – Ar, the cc-pV(X+d)Z sets are available which contain an extra set of 
d functions designed to improve the smoothness of the convergence towards the 
CBS limit (important if one would like to extrapolate the results towards CBS).93 
The cc-pVXZ-PP sets, available for most elements in the range Cu – Rn, contain 
ECPs that describe the core orbitals and include relativistic effects.94 Finally, the 
cc-pwCVXZ sets should be mentioned,95 which contain extra functions in order 
to improve the description of core-valence electron interactions (typically, basis 
sets are designed primarily for describing valence-valence interactions). 
 
Jensen’s polarization consistent pc-X sets 
The correlation consistent basis sets provide rapid and smooth convergence for 
post-HF methods. However, for HF and KS-DFT calculations their convergence 
towards the CBS may be suboptimal. Jensen has proposed a family of sets that is 
based on the correlation consistent sets and that is optimized using HF 
calculations only: the polarization consistent sets.96 The smallest is pc-0, which is a 
small DZ basis set without polarization functions. The pc-1, pc-2, pc-3, and pc-4 
sets are of the DZ, TZ, QZ, and 5Z type, respectively, all with polarization 
functions included. As with the correlation consistent sets, diffuse functions can 
be added separately and are denoted with the ‘aug-’ prefix. Two variations on 
the pc-X sets are the pcS-X sets97 and the pcJ-X sets,98 which are designed for the 
calculation of NMR shielding constants and spin-spin coupling constants, 
respectively. 
 
Ahlrichs’ and Weigend’s SVP and XZV sets 
Ahlrichs, Weigend, and co-workers have designed various sets of the DZ, TZ, and 
QZ type. The first of these are def-SV(P), def-TZVP, and def-QZVP.99 Polarization 
functions are included in the design, but their number can be increased to 
achieve results closer to the CBS limit, yielding the def-SVP, def-TZVPP, and def-
QZVPP sets. In 2005, these sets where updated to improve their convergence 
towards the CBS limit as well as include ECPs for the elements Rb – Rn.100 These 
sets are denoted by the prefix ‘def2-’. In turn, the ‘def2-’ sets for Rb – Rn were 
recently improved to give the ‘dhf-’ sets.101 None of these sets contain diffuse 
functions, nor have Ahlrichs, Weigend, and co-workers proposed any such 
functions. However, partial augmentations optimized for the calculation of 
molecular response properties have been proposed by Rappoport and Furche102 
(the SV(P)D/SVPD/XZVPD/XZVPPD sets) while general purpose minimal 
augmentations have been proposed by Truhlar and co-workers (the ‘ma-’ sets).103 
It is also common practice to augment the def2/dhf sets with diffuse functions 




2.8 Studying molecular systems 
So far, this chapter has mainly focused on explaining the theory behind several 
methods and how methods relate to each other. In this section, various 
common practices in computational studies on organic molecules are described. 
 
2.8.1 Geometry optimizations towards a minimum 
Comparable to the SCF procedure in Hartree−Fock theory, the location of a 
minimum (a ‘stable’ geometry) on the potential energy surface is a step-wise, 
iterative process. For the optimization of molecular geometries, a quasi (or 
pseudo) Newton−Raphson method is most commonly used. In order to explain 
quasi Newton−Raphson optimizations, it is necessary to introduce two concepts. 
First of all, the optimization in each step requires the calculation of the gradient, 
which is the first derivative of the energy on a certain point on the PES. Also 
needed is the second derivative of the energy, which is called the Hessian matrix 
(or force constant matrix). The gradient and Hessian are both used by the 
optimization algorithm to ‘drive’ the starting geometry across the PES towards 
its intended goal, e.g. the nearest minimum. Figure 2.14 shows a schematic 
representation of a quasi Newton−Raphson optimization. 
 
 
Figure 2.14 Simplified representation of a quasi Newton−Raphson geometry 
optimization procedure. 
Starting from a certain geometry, the first step in the optimization procedure is 
to obtain the Hessian. The most accurate would be to calculate the Hessian at 
the level at which the optimization is performed, e.g. at the RHF/6-31G(d) level. 
However, this is typically quite expensive. Fortunately, the optimization 
procedure doesn’t require the precise Hessian. Instead, it may also be 
approximated, though this usually causes the whole procedure to require more 
iterations to converge. The cheapest is hereby to ‘guess’ a Hessian, and this is 
done most frequently. When a Hessian has been obtained, the next steps are the 
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calculation of the energy of the system (for RHF this is done using the SCF 
procedure discussed earlier) followed by the calculation of the gradient.n 
 
When the gradient is known, it is checked to see if a stationary point on the PES 
has been reached. If this is not the case, the optimization algorithm will use the 
calculated gradient and Hessian to determine a new geometry. Next, with a new 
geometry known it is possible to recalculate the Hessian. However, it is often a 
better choice to update the Hessian, because a) if the starting Hessian was 
guessed, the updated Hessian is actually closer to exact Hessian than a new 
guess, and b) if the exact Hessian was calculated, it is almost always too 
expensive to recalculate it for every step. Finally, with a new geometry and 
Hessian known, a next iteration can be performed, starting with calculating the 
energy. 
 
2.8.2 Vibrational analysis and thermochemistry 
When the optimization procedure has fulfilled the convergence criteria, a 
stationary point on the PES has been found. However, such a point does not 
necessarily correspond to a minimum. This is because the convergence criteria 
typically only require the gradient to become close to zero. This is the case at the 
bottom of a minimum, but also when on a saddle point. 
 
To investigate the nature of the stationary point found, one can calculate the 
Hessian at the same level used for the geometry optimization. In other words, if 
the geometry optimization was for example performed at the B3LYP/6-31G(d,p) 
level, the calculation of the Hessian should be done at the same level. The 
calculated Hessian can then be used to produce a list of vibrational modes that 
provides information about the stationary point found. If this point should 
correspond to a minimum, the list should not contain any imaginary vibrational 
modes (often printed as modes with a negative wavenumber). Furthermore, the 
wavenumbers of the six modeso that correspond to rotations and translations of 
the system should be close to zero. 
 
When the above analysis shows that the stationary point is indeed a minimum, 
the vibrational data provided by the Hessian may be used for calculating 
thermochemical data. The energies calculated by all theories discussed so far 
have in common that they provide the energy of the system in absence of any 
                                                         
n If the exact Hessian was calculated, these would already be known for the current 
geometry. 
o Five modes if the molecule is linear. 
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atomic movement. This is, however, not realistic – atoms are never motionless, 
not even at 0 K. As a result, the real energy of the system lies above the 
calculated energy. The energy of the system at 0 K, the so-called zero-point energy, 
is as follows: 
 
E୞୔୉ ൌ 	Eୗେ୊ ൅	E୴୧ୠ,଴୏ 
 
where ESCF is the calculated energy (called the SCF energy for SCF methods) and 
Evib,0K	 is the vibrational contribution to the zero-point energy. At T > 0 K, the 
thermal energy of the system is as follows: 
 
E୲୦ୣ୰୫ୟ୪ ൌ 	E୞୔୉ ൅ E୰୭୲ ൅ E୲୰ୟ୬ୱ ൅ E୴୧ୠ 
 
where Erot,	 Etrans, and	 Evib	 are the rotational, translational, and vibrational 
contributions to the energy at a given temperature. The corresponding enthalpy 
is as follows: 
 
H ൌ	E୲୦ୣ୰୫ୟ୪ ൅ 	RT 
 
In addition, the Hessian can be used to obtain the entropy of the system, and 
thus allows one to calculate the system’s Gibbs free energy. 
 
It should be noted that vibrational data from the Hessian uses an important 
approximation, namely that all vibrations are harmonic. However, in reality 
vibrations are anharmonic, as is shown in Figure 2.15 for the stretching 
vibration of a dihydrogen molecule. Because of this, vibrational data from the 
Hessian has a (typically minor) error that is also present in the thermochemical 
data. The thermochemistry can be improved by scaling the vibrational 
contributions to the energy by a predetermined factor or by the use of an ad hoc 
correction scheme (several have been proposed).104 In addition, it is possible to 
obtain vibrational data from higher-order derivatives. 
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Figure 2.15 Potential energy curve of the stretching vibration in the dihydrogen 
molecule, calculated at the full CI/aug-cc-pV5Z level. Shown are the harmonic 
potential curve (gray) and the true, anharmonic potential curve (black). 
2.8.3 Optimization towards a saddle point 
The procedure for a geometry optimization towards a first-order saddle point (i.e. 
a transition state) does not differ much from that of an optimization towards a 
minimum. The flowchart of Figure 2.14 still applies, but there is an important 
difference with respect to the Hessian. As was discussed, for a true minimum all 
vibrational modes will have a frequency with a positive sign. However, on a first-
order saddle point, there will be one vibrational mode with a negative sign, a so-
called imaginary mode. The nature of this mode corresponds to the process to 
which the transition state belongs. For example, the transition state of a bond 
breaking process will exhibit an imaginary mode in which the bond to be 
broken will be stretching. 
 
A question that might arise here is how the optimization algorithm knows 
which saddle point one is looking for. For quasi Newton−Raphson methods, the 
answer is that it does not know, and as a result, one will have to provide a 
starting geometry already close to the saddle point.p Most importantly, in the 
Hessian obtained for this geometry the desired imaginary mode should already 
be present. A guessed Hessian cannot contain any imaginary modes, so one will 
have to either calculate the precise Hessian or use another (possibly cheaper) QC 
method to obtain a Hessian with the required imaginary mode. Starting from a 
                                                         
p This is also true for optimizations towards a minimum, but it is much more important for 
saddle point optimizations as these are typically difficult to locate. 
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reasonable geometry and Hessian, the optimization algorithm will then try to 
maximize the desired imaginary mode while making any other modes positives. 
 
Once a saddle point is found, its nature can be investigated by calculating the 
precise Hessian. Only one imaginary mode may be present and, as before, the 
rotational and translational modes should be (close to) zero. In addition, one 
can investigate whether the transition state found connects the correct two 
minima (i.e. the reactant and product). This can be done with an intrinsic reaction 
coordinate (IRC) calculation, in which the atomic displacements in the imaginary 
mode are ‘followed’ to the closest minima. 
 
2.8.4 Vibrational spectroscopy 
Because the vibrational modes obtained by calculating the Hessian correspond to 
experimentally observed molecular vibrations, they can be used to predict or 
explain experimentally obtained vibrational spectra. However, while the Hessian 
contains information about the frequency of each mode, it does not contain any 
information with respect to the activity of each mode. Thus, these have to be 
calculated separately. 
 
Infrared spectroscopic data is typically cheap to obtain. A vibrational mode is IR 
active only when the vibration causes a change in the molecule’s electric dipole 
moment. As such, obtaining IR activities requires calculating the derivative of 
the electric dipole moment with respect to each vibrational mode. Because this 
has a low cost once the Hessian has already been calculated, many QC programs 
calculate IR activities right after obtaining the Hessian. Often, each IR activity is 
convoluted with a Lorentzian or Gaussian curve in order to obtain a spectrum 




Figure 2.16 IR activities (black) of benzene calculated at the B3LYP/6-31G(d,p) level. 
The spectrum was plotted using Lorentzian curves (gray). 
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Calculating Raman activities is typically more expensive than calculating IR 
activities. A vibrational mode is Raman active when the vibration causes a 
change in the molecule’s polarizability. This requires calculating the derivative 
of the polarizability with respect to an external electric field, which is more 
complex than obtaining the derivative of the dipole moment (needed for 
calculating IR activities). The Raman activities obtained this way are 
independent of the excitation wavelength and might differ from experimentally 
observed Raman intensities. However, one can convert the calculated activities 
to Raman intensities using the formula:105 
 






where Ii is the Raman intensity, Si is the Raman activity (Å4 amu–1), vi is the 
wavenumber (cm–1) of the ith vibration, v0 is the wavenumber (cm–1) of the 
excitation laser, h is the Planck constant (J s), c is the speed of light (m s–1), k is 
the Boltzmann constant (J K–1), T is the temperature (K), and f is an optional 
normalization factor that is applied to all peaks. Methods also exist for 
calculating resonance Raman spectra, though these are typically much more 
complex as they require knowledge of excited electronic states of the system. 
 
Because of the harmonic approximation as well as inaccuracies in the theory and 
basis set used, calculated wavenumbers will almost always be at too high 
compared to the wavenumbers observed experimentally. For this reason, it is 
common practice to scale the wavenumbers by a correction factor if one would 
like to compare the theoretical and experimental results. Correction factors have 
been published for various combinations of QC theories (including various XC 
functionals) and basis sets. One list of factors can be found in the 
Computational Chemistry Comparison and Benchmark Database.106 
 
Finally, it should be noted that calculated Raman activities can depend strongly 
on the quality of the basis set. Especially the presence of diffuse functions in the 
set has been found to be important,107 while the size of the basis set (i.e. double 
zeta, triple zeta, etc.) is of lesser importance.108 Wavenumbers and IR activities, 
on the other hand, seem to benefit little from the addition of diffuse functions 




2.8.5 NMR spectroscopy 
Various methods exist for the calculation of NMR shielding constants. One of 
the most popular ones is the gauge including/independent atomic orbitals (GIAO) 
method, which is implemented in various QC programs. Some programs also 
allow for the calculation of spin-spin coupling constants, though this requires a 
significant additional computational cost. As was discussed earlier, basis sets 
exists which are designed for the calculation of NMR properties, such as Jensen’s 
pcS-X and pcJ-X sets. Recommending a QC method is however less 
straightforward as some studies into the quality of calculated NMR data 
contradict each other in their recommendations.109,110 However, good choices 
seem to be the KT1,109,111 KT2,109,111 WP04/WC04,q,110 and OPBE112 XC functionals 
as well as the post-Hartree−Fock MP2 method.109 In addition, it is recommended 
to employ a solvation model, especially if one is interested in chemical shifts for 
hydrogen atoms.110 It should be noted that current implementations typically 
have problems describing shielding constants in systems containing heavy 
elements (such as bromobenzene, for which the shielding constant of the carbon 
attached to the bromine will be predicted to be too low). 
 
2.9 Calculation details 
Figure 2.5 – Dissociation curves for H2 
RHF and UHF calculations were performed with Gaussian 09 C.01.113 The ‘exact 
solution’ curve was obtained from a Full CI calculation, performed with Firefly 
8.0.0 beta114 QC program, which is based partially on GAMESS US source code.115 
All calculations used an aug-cc-pV5Z basis set. 
 
Figure 2.8 – Energies of LiF calculated with MP methods 
The LiF geometry was optimized at the MP2/cc-pVTZ level. MPX energies were 
calculated with a cc-pVTZ basis set. The calculations were performed with 
Gaussian 09 C.01. 
 
Figure 2.10 – Dissociation curves for LiF 
SA-CASSCF energies were obtained with a (6,6) active space consisting of the Li 
2s and F 2px, 2py 2pz, 2px’, and 2py’ orbitals and with state averaging over the 
lowest two roots. The SA-CASSCF orbitals were subsequently used as the 
reference for the XMCQDPT2 and MRCISD calculations. XMCQDPT2 
calculations used a 2 × 2 sized model space and an energy denominator shift of 
                                                         
q The WP04 and WC04 functionals are reparameterized versions of the B3LYP functional 
and are optimized to predict hydrogen and carbon chemical shifts, respectively, in 
chloroform. 
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0.02 Hartree. SA-CASSCF and XMCQDPT2 calculations were performed with 
Firefly 8.0.0 beta. MRCISD calculations were performed with the ORMAS 
program in GAMESS US. All calculations used a DZV basis proposed by 
Bauschlicher and Langhoff.116 
 
Figure 2.15 – Potential energy curves for H2 
The ‘anharmonic’ curve is identical to the ‘exact solution’ curve of Figure 2.5. 
The ‘harmonic’ curve was obtained from a Hessian calculation at the same level 
(bond length: 0.74166 Å; force constant: 1151.63 N m–1). 
 
Figure 2.16 – Potential energy curves for H2 
Calculation was performed with Gaussian 09 C.01. The convoluted spectrum 
was plotted with GaussSum 2.2.5 using Lorentzian curves with the full width at 
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