A scheme for the accurate simulation of two-phase flow through porous media, utilizing adaptive finite element methods is presented. The theoretical equations and their approximation using Galerkin's method is covered, followed by a discussion of a dynamically refined mesh which preserves piecewise solutions across transition elements. Finally, comparisons are made between results of computed simulations and laboratory experiments.
Introduction
The accurate computer simulation of multi-phase fluid flow in porous media continues to be a difficult endeavor. Such problems feature near-discontinuities in the solution which are not sufficiently resolved by standard domain discretization procedures without extensive grid lefinement. With the use of adaptive finite element m~:thods, it is possible to efficiently model these problems by concentrating the computations in regions with sharp gradients, while reducing the computations in regions with relatively smooth gradients [6, 16] . An additional benefit of using finite elements is the versatil-*The suppo'rt of the work under contract number DE.-AC22-92BC14831 from DOE is gratefully acknowledged P~:rmission to copy without fee all or part of this material is granted provided that the copies are not made or dislzibutcd for direct commercial advantage, the ACM copyright notice and the titM of the publication and its date appcar, and nod¢¢ is given that copying is by permission of the Association for Compudng Machinery.
To copy othcn~ ~. :. or to republish, requires a fee and/or specific permission. ity which they provide in modelling heterogeneous and irregularly shaped problem domains [18] .
Presented in this paper is a report on the first stage in the development of an adaptive finite element procedure designed to simulate the processes ocurring in a waler coning scenario -a problem of partictilar interest to petroleum engineers [9, 15, 12] . A petroleum reservoir is composed of porous media saturated with water and oil. The oil, being less dense than water, occupies more of the upper regions of the reservoir while water occupies more of the lower regions, often driven by an acquifer. When production at a well begins, oil is initially removed, with the resulting pressure gradient drawing water upwards (see Figure 1) ; this water may eventually be produced along with the oil. This is an undesireable effect, and it may be minimized with an appropriate choice of production parameters. The ability to simulate this process provides petroleum engineers with an economical tool for experimenting with the production parameters in vitro.
This paper begins with a description of the mathematical model and solution used to express the physical processes of two-phase fluid flow through porous media, followed by a discussion of the adaptive grid technique which results in more accurate solutions for this type of problem. Finally, the results of computer simulations and the results of laboratory experiments are compared.
Equations of Two-Pbase Flow
The equations which describe the flow of two immiscible fluids through porous media (see [17, 1] ) are derived from the mass conservation equations
a (~p.s.) (2) -V " pn~n -qn = and the relations
In the above, subscripts w and n designate wetting and non-wetting fluids, respectively (in a water-oil system, water is the wetting fluid and oil is the non-wetting fluid). For a fluid £, Pt is the density, ~t is the mass velocity vector, qt is the sink/source term, pt is the pressure, and St"is the saturation, or fraction of pore volume occupied by the fluid. Pc is the capillary pressure, treated as an empirically derived function of the fluid saturation, and ¢ is the porosity of the medium.
Darcy's Law is used to expand the mass velocity vectors to
Pt where K ~s the absolute permeability tensor of the porous media, k~, is the relative permeability of fluid £, also an empirically derived function of saturation, and /~t is the viscosity of fluid £. g is the acceleration due to gravity, and z is the depth in the porous media. The absolute permeability tensor is combined with the relative permeability and viscosity to make up a mobility tensor for fluid ~, which is designated as 1VIt.
These equations are recast to form a coupled system of equations in the unknown variables p. and S. op.
Note that the recasting of the equations has introduced the fluid compressibilities c,~ and c.. Also, note that some parameters may be expressed as functions of p. or S~, making these equations nonlinear.
N'ltaerical Solution of Equations
An approximate solution to eqs. (6) and (7) is obtained by discretizing the problem domain I2 into a set of finite elements and applying Galerkin's Method (see [2, 10] ). First, a:ll terms in eqs. (6) and (7) are moved to the left-hand side, and the resulting equations are defined as the residual equations = 0 (8) = 0 (9) Assuming that an appropriate set of shape functions Ni, where i = l,...,n, has been defined, the weighted residual statements
¢ are minimized over each element domain Q¢, and the contributions of each element are assembled into a global system matrix. Finally, the resulting system of equations is solved to obtain the approximate solu, ion.
-The second-order derivative terms in the weigh ~ed residual statements (eqs. (10) and (11)) are integrated by parts to reduce the order of the derivatives to one, and recast as the elemental equations [7] [ (17) H~i = -fa (VN~)r g~" rue ae.
Incorporating these approximations and re-arranging eqs. (12) and (13) 
Elemental equations (26) and (27) are assembled into the global system of equations
Q,, = . pt~WNi
In the above, summations are performed over the nodes which define an element. Superscripts oft denote values obtained from the most recent timestep.
Integration-by-parts of the second-order derivative terms in eqs. (10) and (11) also produces fluz terms which may be used for the application of Neumann boundary conditions. In the authors' model, the flux terms obtained from the first terms in eqs. (6) and (77) are utilized to specify flow rates and it is assumed that the other flux terms have negligible effect on the solution. However, more rigorous treatment of these terms might improve the accuracy of the solution and is being considered for future work.
The/d. and .~. in eqs. (12) and (13) 
(~9)
Due to the nonlinearity of this problem, these equations must be solved iteratively over each time step, re-evaluating the coefficients of [M] and {b} with each new solution {u}. The approach used by the authors utilizes a variant of Richardson's extrapolation to accelerate convergence, coupled with an adaptive scheme to adjust the value of At for optimality.
Adaptive Spatial Discretization
The success of finite element methods rests on the assumption that functions are "smooth"• [3] . Since the water-oil interface in the problem represents an almost discontinuous saturation, spurious oscillations tend to contaminate the solution. Although on a sufficiently small scale the transition from water to oil is smooth, a high degree of mesh refinement in the vicinity of the front is necessary to capture this behavior. Further complicating the situation is the fact that the front will move through the problem domain over time, requiring the refinement of all regions through which the front passes, resulting in a prohibitive problem size. Recently, adaptive refinement techniques have been developed, automating the process of refining the mesh where it is needed most, and in transient problems, allowing mesh refinement to occur in different regions as the solution evolves through "the problem domain [16, 6] . Devloo, et. al. [5] provide a straight-forward algorithm for the adaptive solution of two dimensional problems, using h-refinement on 1-irregular meshes (an element in a 2D 1-irregular mesh will have either one or two elements adjacent to each side [4] -see Fig. 2 ).
The use of 1-irregular meshes generally results in a transition such as that displayed in Figure 3 , where the three nodes along the bottom of element (e) define quadratic shape functions, whereas the two nodes along the top of each of elements (.f) and (g) define linear shape functions, violating the requirement for interelement continuity. Many implementations, including that of Devloo, et. al. [5, 4] , force interelement continuity by modifying the app[opriate shape functions so tha L in effect, the solution at the transition node (node 2 in figure 3 ) is constrained to be the average of the solution at the edge nodes (nodes 1 and 3). Although this has the computational advantage of reducing the number of nodes in the solution, it smooths the solution Mong the transition boundaries, and removes degrees of freedom that may be needed for higher accuracy. Gupta [8, 11] introduces a two dimensional transition element which does not rely on constraints to produce interelement continuity. Rather, he modifies the shape functions of the transition element to produce piecewise linear solutions along the interelement boundary, modifying the quadrature integration scheme to account for discontinuities in the shape function derivatives. An advantage of the Gupta element is the preservation of the piecewise linear solution on the interelement boundary, but at the expense of using more degrees of freedom than the constraint method would entail. In this work, Gupta's element has been incorporated into the refinement scheme of Devloo, et. al. [5] in order to retain the piecewise solution along these transition boundaries.
Simulation of Laboratory Model Experiments
Initial tests of the model's effectiveness were performed by simulating the experiments performed on a laboratory model designed to study water coning near a horizontal well in a bottom-drive reservoir [9] . The physical model, packed with a porous media, had dimensions of 50era x 35cm x 0.9crn (see figure 4 ). Water and oil analogs filled the pore volume, and a constant pressure was maintained at the bottom, simulating a bottom water-drive reservoir. The physical model tests commenced with the opening of a valve at the "well", and a constant flow rate was maintained through the valve. As the oil analog was removed from the upper regions of the system, the water analog formed a cone.
Plexiglass sides on the model permitted viewing of the water-oil interface, which was recorded by tracing its outline at different times. These traces were used to compare experimental results with computer results.
Due to the small size of the physical model and a desire to maintain a sharp water-oil interface, miscible fluids were used. The use of the immiscible fluid equations (eqs. (6) and (7)) has been justified by Lantz [13] , under 
where D is the diffusion-dispersion tensor and # is the viscosity of the two fluids in the mixing region.
Fluid and media properties used are given in Table 1 .
Comparisons were made at different flow rates by plotting the finite element mesh at different times, coloring all elements in which S, > 0.50. It was then assumed that the front was in the vicinity of the boundary between colored and uncolored elements (see figs 5, 6, 7). Due to numerical diffusion, the computed front was not as sharp as the actual front, and it was found that this effect could be reduced by increasing the amount of refinement near the front, adding significantly to the computational lord. In general, more accurate results were obtained by introducing more refinement and tightening the convergence criteria, but the computer resources needed were prohibitive. Work is currently underway
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An adaptive finite element method utilizing a Gupta element has been presented, and verification with experimental data has provided the confidence needed for further development. Although good matches in coning traces have been attained, further work needs to be done for accurate simulation of "post-breakthrough" processes. The matching of additional data -most noteably watercut curves -in Hebert's model [9] will confirm the high accuracy of this approach. Certainly, improvements in the program efficiency will allow for more detailed modelling. In addition, it may be necessary to consider additional terms in the theoretical equations (eqs. (6) and (7)) to sufficiently describe the physical processes occuring at the well.
Subsequent work will be focused at the extension of the 2D adaptive FEM software to 3D domains utilizing a new element analogous to the Gupta element [14] . The immediate application areas will be in petroleum engineering and groundwater research, but a broad spectrum of disciplines can make beneficial rise of this work.
