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a b s t r a c t
There is increasing motivation for solving time-dependent differential equations with
iterative splitting schemes. While Magnus expansion has been intensively studied and
widely applied for solving explicitly time-dependent problems, the combination with
iterative splitting schemes can open up new areas. The main problems with the Magnus
expansion are the exponential character and the difficulty of deriving practical higher
order algorithms. An alternative method is based on iterative splitting methods that
take into account a temporally inhomogeneous equation. In this work, we show that the
ideas derived from the iterative splitting methods can be used to solve time-dependent
problems. Examples are discussed.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this work we are motivated to solve a time-dependent differential equation,
∂tu = A(t)u, u(0) = u0, (1)
where A is an unbounded and time-dependent operator. Such equations arise, for example, in Hamiltonian problems, where
it is often the case that we can make the separation A(t) = T + V (t), where only the potential operator V (t) is time
dependent.We propose an alternative iterativemethod to achieve higher order algorithms, instead of theMagnus expansion
ideas. Higher order Magnus algorithms are studied by Blanes et al. [1], and are delicate to implement. Iterative splitting
methods are flexible to apply and are tested in general in [2,3].
However, Magnus expansion requires computing time integrals and nested commutators to high orders. Iterative
splitting schemes are based on recursive integral formulations and embed numerical integration methods for dealing with
time dependence; see [4].
Thework is outlined as follows: In Section 2,we present the iterative splittingmethod. The accuracy and stability analysis
is studied in Section 3. Numerical verifications are given in Section 4. In Section 5, we briefly summarize our results.
2. Iterative splitting
Instead of the Magnus series [5,1] for solving explicit time-dependent problems, one can also directly implement a
successive approximation method, called an iterative splitting scheme; see [2].
We solve our equation with the following numerical scheme:
∂ci(t)
∂t
= A1ci(t)+ A2(t)ci−1(t), with ci(tn) = cn and c0(tn) = cn, c−1 = 0.0, (2)
∂ci+1(t)
∂t
= A1ci(t)+ A2ci+1(t), with ci+1(tn) = cn, (3)
where c(tn) is the approximation at t = tn.
E-mail address: geiser@mathematik.hu-berlin.de.
0893-9659/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2011.10.019
794 J. Geiser / Applied Mathematics Letters 25 (2012) 793–797
The numerical method (2)–(3) can be written algebraically in a two-stage iterative splitting scheme:
ci(t) = exp(A1t)c(0)+
 t
0
exp(A1(t − s))A2(s)ci−1(s)ds, (4)
ci+1(t) = exp
 t
0
A2(s)ds

c(0)+
 t
0
exp
 t−s
0
A2(s˜)ds˜

A1ci(s)ds, (5)
where i = 1, 3, 5, . . . and the initial or starting solution is given as c0(t) = 0 or a constant. Further, we have the condition
that cn is the known split approximation at the time level t = tn. The split approximation at the time level t = tn+1 is
defined as cn+1 = c2m+1(tn+1). Further, we apply the first nested integral in a second-order approach for computing the
time-dependent integral:
exp
 t
0
A2(s)ds

= tA2

t
2

. (6)
3. Accuracy and stability analysis
In the following we discuss the accuracy and stability analysis of the time-dependent case. We introduce the non-time-
dependent case and extend to the time-dependent case. We deal with the perturbation theory [6]. The same proof methods
are used for the time-dependent case.
Theorem 3.1. Let us consider the abstract Cauchy problem in a Banach space X:
∂tc(t) = A1c(t)+ A2(t)c(t), 0 < t ≤ T and x ∈ Ω,
c(0) = c0, t ∈ [0, T ], (7)
where A1, A2(t) : D(X) → X are given linear unbounded operators which are generators of the C0-semigroup and c0 ∈ X is a
given element. ∥ · ∥ is the appropriate norm in the space X.
Further, for the stability of the scheme, we estimate the time-dependent operator given as (see [6])exp A1 + A2 τ2 τn x ≤ β1∥x∥, (8)
∥A2(τn) exp(A1τn)x∥ ≤ β2∥x∥, (9) τn
0
A2(s)ds exp(A1τn)x
 ≤ β3τn∥x∥, (10)
where τn = (tn+1 − tn) and β1, β2, β3 ∈ R+ are positive constants independent of the time step.
The error of the first time step is of accuracy O(τmn ), where τn = tn+1 − tn and we have equidistant time steps, with n =
1, . . . ,N. Then the iteration process (2)–(3) for i = 1, 3, . . . , 2m+ 1 is consistent with the order of the consistency O(τm+αmn ),
where 0 ≤ α < 1.
Proof. For i = 1, we have
c1(tn+1) = exp(A1τn)c(tn), (11)
and the solution is given as
c(tn+1) = exp(A1τn)c(tn)+
 tn+1
tn
exp(A1(tn+1 − s))A2(s) exp

sA1 + sA2
 s
2

c(tn)ds. (12)
We obtain
∥e1∥ ≤
exp

A1τ +
 tn+1
tn
A2(s)ds

c(tn)− c1
 (13)
=

 tn+1
tn
exp(A1(tn+1 − s))A2(s) exp

sA1 + sA2
 s
2

c(tn)ds
 (14)
≤ Cτ∥c(tn)∥ (15)
where C includes the constants β1 and β2 which are independent of the time step.
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The same argumentation is used for i = 2:
∥e2∥ ≤
 tn+1
tn
exp(tn+1 − s)A2  tn+1 − s2

A1
 (16) s
tn
∥ exp(A1(s− ρ))A2(s) exp((ρ − tn)(A1 + A2))c(tn)dρ∥ds = C˜τ 2∥c(tn)∥ (17)
where C including the constants β1, β2 and β3 which are independent of the time step.
On the basis of the argument used to estimate the operators we can apply the recursive argument.
For the odd iterations: i = 2m+ 1, withm = 0, 1, 2, . . . , we obtain for ci and c
∥ei∥ ≤
 τn
0
∥ exp(A1s)A2(s)∥ (18) τn−s
0
exp(τn − s)A2 τn − s2

ds˜

A1
  τn−s1−s2
0
exp(s3A1)A2(s3) . . .
×
 τn− i
j=1
sj
0
exp(A1si+1)A2(si+1) exp

τn −
i
j=1
sj

·
A1 +

τn −
i
j=1
sj

A2

τn −
i
j=1
sj
2

 c(0)dsi+1 . . . ds1.
Making the shifts 0→ tn and τn → tn+1, we obtain
∥ei∥ ≤ C˜τ 2m+1n ∥c(tn)∥,
where C˜ includes the constants β1, β2 and β3 which are independent of the time step.
The same proof idea can be applied to the even iterative scheme. 
Numerical results related to this algorithm are presented in the next section.
4. Numerical examples
Here we present experiments with iterative splitting schemes; an extended discussion of the examples can be found in
the papers [7,8].
We consider a radial Schrödinger equation given as
∂2u
∂r2
= f (r, e)u(r), (19)
where
f (r, E) = 2V (r)− 2E + l(l+ 1)
r2
. (20)
Eq. (19) can be transformed as a harmonic oscillator with a time-dependent spring constant after carrying out the relabeling
r → t and u(r)→ q(t), and defining
k(t, E) = −f (t, E). (21)
By redefining the variables as u(t) = q(t) and u˙(t) = p(t), and Y (t) = (q(t), p(t)), Eq. (19) can be put into the form of a
system of equations:
Y˙ (t) = A(t)Y (t) (22)
and the Hamiltonian of the system is written as
H = 1
2
p2 + 1
2
k(t, E)q2. (23)
As a specific example, the ground state of the hydrogen atom can bemodeled as a Schrödinger equationwith the parameters
l = 0 and E = −1/2, and V (t) = −1/(t − a)a is an arbitrary constant. Now the time-dependent oscillator corresponds to
A(t) =

0 1
f (t) 0

=

0 1
0 0

+

0 0
f (t) 0

≡ T + V (t), (24)
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Fig. 1. Comparison of the exact form and the approximation of the hydrogen ground state wavefunction. Upper figure: τ = 0.0002, T = 15; lower figure
τ = 0.0001, T = 15.
with
f (t) =

1− 2
t − a

. (25)
The exact solution for this model with the initial conditions q(0) = −a, p(0) = 1+ a, a = −0.001 is
q(t) = (t − a)e−t . (26)
We compare the short-time and long-time behaviors of the hydrogen ground state wavefunction from various schemes,
as exhibited in Figs. 1 and 2, while τ is the time step and T the end time of the computations.
Remark 4.1. Using the numerical results, we verified that higher order treatment obtains improved long-time behavior as
compared with the standard schemes, e.g. Magnus expansion. Further, we can improve the accuracy by reducing the time
steps. An optimal balance between iterative steps i and time steps τ is given with i = 2–4 and τ = 0.0002–0.0004. Such
optimizations are important for saving computational time.
5. Conclusions and discussion
In this work, we have presented an iterative splitting scheme for solving time-dependent differential equations. The
algorithmand error analysis are presented andweobtainedhigher order schemes that allowus to compare our novel scheme
with time-consuming standard methods. Using a numerical example, we verified the novel method and obtained the same
and more accurate results for the long-time behavior. In future, we will extend the analysis of the scheme to nonlinear
differential equations.
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Fig. 2. Comparison of the exact form and the approximation of the hydrogen ground state wavefunction, as regards long-time behavior. Upper figure:
τ = 0.0002, T = 20; lower figure: τ = 0.0002, T = 30.
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