Abstract-In this paper, we use an affine connection formulation to study an optimal control problem for a class of nonholonomic, underactuated mechanical systems. In particular, we aim to minimize the norm-squared of the control input to move the system from an initial to a terminal state. We consider systems evolving on general manifolds. The class of nonholonomic systems we study in this paper includes, in particular, wheeled-type vehicles, which are important for many robotic locomotion systems. The two special aspects of this optimal control problem are the nonholonomic constraints and underactuation. Nonholonomic constraints restrict the evolution of the system to a distribution on the manifold. The nonholonomic connection is used to express the constrained equations of motion. Many robotic systems are underactuated since control inputs are usually applied through the robot's internal configuration space only. While we do not consider symmetries with respect to group actions in this paper, the fact that the system is underactuated is taken into account in our problem formulation. This allows one to compute reaction forces due to any inputs applied in directions orthogonal to the constraint distribution. We illustrate our ideas by considering a simple example on a three-dimensional manifold, including obstacle avoidance using the method of navigation functions.
I. INTRODUCTION

I
N THIS paper, we use the theory of affine connections to study force minimizing optimal control problems for a large class of nonholonomic underactuated mechanical systems. Mechanical systems considered in this paper may be nonlinear and evolves algebraic (for holonomically constrained systems) and/or abstract manifolds such as Lie groups [in particular, the group of rigid body motions in three-dimensional space, SE(3), and its subgroups]. The class of nonholonomic systems we study in this paper includes, in particular, any wheeled-type vehicle, such as robots on wheels and on tracks. The fact that most of these robotic systems apply torques and forces internal to the system, which makes these systems move in an undulatory fashion (see [1] and references therein for more on undulatory locomotion), without the application of any external forces, makes the system underactuated. Hence, including underactuated sys- tems in our study is crucial in covering a wide range of robotic applications. Nonholonomic mechanical control systems have a long and complex history that is described for example in [2] , [3] (in particular, Chapter 5), and [4] . Of much interest in the present work are the recent developments that utilize a geometric approach [3] , [5] , and in particular, the theory of affine connections [4] , [6] . These methods offer a coordinate-free differential approach to mechanics and control that avoid many of the issues that arise in classical mechanics such as singularity and change of coordinates, complexity of notation, and the lack of a geometric picture. For more on differential-geometric mechanics and its use in the context of dynamics and control, we refer the reader to [3] , [4] , and [7] . For the treatment of underactuated systems using affine connections, we refer the reader to [8] .
Aside from [9] and [10] , most previous papers treat kinematic systems that usually aim at minimizing energy. In this paper, the cost function is the square of the norm of the total applied control. We treat second order (i.e., dynamic) nonholonomic systems and allow for underactuation. As will be seen in this paper, the set of necessary optimality conditions is coordinate free and generic for a large class of nonholonomic mechanical systems. Given problem-specific data, one can specialize the result to the specific problem at hand. This process can be automated using symbolic manipulation packages such as Mathematica R and toolboxes such as those introduced in [11] . 1 While most of the systems appearing in robotics naturally possess symmetries with respect to a group action, which leads to the reduced equations of motion for the system, in this paper, we provide a framework for treating nonholonomic systems in the context of optimal control using the theory of affine connections, regardless of the presence of any symmetries. In the case where symmetries do exist, one can usually do more by utilizing the structure of the equations of motion as done in [9] and [10] . In [9] and [10] , however, the authors use the momentum equation form of the reduced equations of motion [5] . The problem of optimally controlling systems with symmetry will be treated in a future paper. In particular, we are interested in understanding how results based on an affine connection approach and Lagrange's multiplier method relate to results based on the momentum equation form, which appear in [9] and [10] . For more on systems with symmetry, we refer the reader to [1] , [5] , [7] , [12] , and [13] and references therein.
The paper is arranged as follows. In Section II, we briefly describe how nonholonomic mechanical systems are treated using the theory of affine connections. We also state the relationship of this approach to the Lagrange-d'Alembert equations of motion for nonholonomic systems. In Section III, we introduce the optimal control problem and derive the necessary optimality conditions using the theory of affine connections. In Section IV, we use the vertical coin (equivalently, the inline or ice skate) as a simple example to illustrate how to perform the computations. Finally, in Section VI, we summarize our results and describe areas of current and future research.
II. REVIEW OF AFFINE DIFFERENTIAL GEOMETRY AND NONHOLONOMIC SYSTEMS
A. Riemannian Manifolds and Affine Connections
In this section, we give brief definitions of the various objects from affine connection theory that are essential in this paper. For more complete studies, we refer the reader to the mathematically oriented text [14] or the more mechanically oriented texts [3] or [4] .
Let É be a smooth (C ∞ ) Riemannian manifold with the Riemannian metric defined by g q : Ì q É × Ì q É → R at some point q ∈ É, and let ÌÉ = ∪ q Ì q É be the tangent bundle of all tangent space Ì q É at all points q ∈ É. Thus, the length of a tangent vector v q ∈ Ì q É is given by g q (v q , v q ).
An affine connection ∇ on a differentiable manifold É is a mapping ∇ : ÌÉ × ÌÉ → ÌÉ, denoted by (X, Y) → ∇ X Y for all X, Y ∈ ÌÉ, which satisfies [15] the following:
where L X (f ) is the Lie derivative of f with respect to X. An affine connection is said to be compatible with the Riemannian metric if it satisfies X (g (Y, Z)) = g (∇ X Y, Z) = g (Y, ∇ X Z) for all X, Y, Z ∈ ÌÉ [15] . It is said to be symmet-
where [·, ·] is the Lie bracket of two vector fields [15] . A Riemannian connection on É is an affine connection ∇ on a Riemannian manifold É that is both symmetric and compatible with the Riemannian metric g. For further properties of ∇, we refer the reader to [3] , [4] , [14] - [16] . The operator ∇ X , which assigns to every vector field Y the vector field ∇ X Y, is called the covariant derivative of Y with respect to X.
The Lie bracket of the vector fields X and Y will be denoted by [X, Y], and is defined by the identity:
Given vector fields X, Y, and Z on É, define the vector field R (X, Y) Z by the identity
R is trilinear in X, Y, and Z, and is a tensor of type (1, 3) , which is called the curvature tensor of É.
Finally, we will employ the musical isomorphism g : Ì * É → ÌÉ (called the "sharp") and its inverse g : ÌÉ → Ì * É (the "flat") associated with the metric g and defined by the relation Y (X) = g(Y, X), for all X ∈ ÌÉ. The sharp is induced from the definition of the flat [4] .
B. Nonholonomic Systems and the Constrained Affine Connection
In this section, we introduce the nonholonomic affine connection viewpoint of constrained mechanical control systems. We also state and present fundamental properties of the nonholonomic affine connection. The discussion presented here is based on the material found in [3] , [4] , [6] , [17] , and [18] . Let É be a C ∞ n-dimensional manifold with the tangent and cotangent bundles denoted by ÌÉ and Ì * É, respectively. An underactuated constrained simple mechanical control system is given by
is a set of linearly independent one-forms on É that represent the directions of the forces and torques acting on the system given by
Hence, the system is underactuated with underactuation degree
form a set of covector fields such that the sets F andF span Ì *
É.
The subspace D is an (n − m)-dimensional nonholonomic distribution on É determined from m constraints given by 
where the function V : É → R is the potential function. The Lagrange d'Alembert principle then gives the following equations of motion
where λ j are Lagrange multipliers such that λ = k j =1 λ j ω j represents reaction forces. The system of equations (6) is equivalently written by using the affine connection as
where ∇ is the Levi-Civita connection compatible with the metric g, grad is the gradient operator, λ(t) is a section of D ⊥ (the g-orthogonal complement of D), and 
where we now only require that the initial velocity be v(0) ∈ D to ensure that the flow remains on the constrained distribution. The connection∇ is called the nonholonomic affine connection and is given bȳ
for all X, Y ∈ ÌÉ. Note that∇ X Y ∈ D for all Y ∈ D and X ∈ ÌÉ [4] , [6] . The constrained connection also appears in [19] .
We now give further properties of the nonholonomic connection ∇, in particular, how they operate on functions and one-forms. Lemma 2.1:
. Proof: This is obvious since for any affine connection∇, we have∇ X f = L X f = X(f ), the Lie derivative of f with respect to the vector field X. This is true since the Lie derivative L is independent of the choice of∇.
Lemma 2.2:
for all X ∈ ÌÉ, where * denotes the adjoint of a map. Note here that Q (and P) is a (1, 1) tensor and so is∇ X Q and its adjoint ∇ X Q * .
Proof: Given our knowledge of how∇ acts on vector fields (10) and Lemma 2.1, we havē
for all vector fields X, Z ∈ ÌÉ. For the first equality, we used
Finally, recall the definition of the curvature tensor R, which arises naturally in higher order optimal control problems, associated with an affine connection ∇ given by (1) . Associated with the nonholonomic affine connection is the nonholonomic curvature tensor, denotedR, that also satisfies (1) but with∇ replacing ∇ everywhere. We have the following observation for the nonholonomic curvature tensorR.
Lemma 2.3:
The nonholonomic curvature tensor satisfies
for all X, Y, Z ∈ ÌÉ.
Proof: The proof comes from the definition in (1) of the nonholonomic curvature tensor in terms of the nonholonomic connection. One then uses the definition of the nonholonomic connection in (10) to substitute∇ in the equation forR in (1) . The rest of the proof is straightforward algebraic operations.
III. OPTIMAL CONTROL OF A NONHOLONOMIC SYSTEM
In this section, we introduce the optimal control problem and derive the necessary optimality conditions. In this paper, we use Lagrange's multiplier method for constrained problems in the calculus of variations. We only investigate normal extremals, which is a reasonable assumption for simple mechanical control systems that occur in engineering. We also note that, while the system is controlled through the shape space only, and is hence, inherently underactuated, we have the following basic assumption.
Assumption 3.1: The system described by (9) is controllable on D.
By controllability on D, we mean the existence of a control input u q such that the corresponding system trajectory satisfies
A. Problem Statement and Main Result
We first state the optimal control problem we consider in this paper.
Problem 3.1: Minimize
subject to the dynamics given in (9) and some initial and terminal conditions. The state q(T ) is assumed to be reachable by the system from q(0). We focus on normal extremals only in this paper and consider the following two types of boundary conditions. BC1 Initial and terminal states are fully specified by
Here, we only seek normal extremals. The unconstrained, fully-actuated problem has been shown not to possess any abnormal extremals (see [11] , Proposition S4.40, p. S135).
The existence of abnormal extremals in the underactuated case is the subject of current research. 2) Note that we want to minimize the norm of u as opposed to the norm of its projection P(u). In other words, generally, the earlier formulation does not attempt to minimize the constrained applied torques. Intuitively, one forecasts that no control forces and torques should be applied in directions that violate the constraints since these will be squandered by creating only more reaction forces (that maintain the constraints) with no net useful motion. For example, for the rolling vertical coin [5] , if excessive torque is applied in the rolling direction, the rolling constraint may be violated. Moreover, the application of any side forces will not contribute to the net motion of the system due to the strict no-side-slip (the "knife edge") constraint. As will be shown later, it turns out that the control will be constrained to lie in D as expected, hence, not allowing the violation of the constraints or the application of unnecessary control. Theorem 3.1 (Necessary optimality conditions): A normal extremal (that is, a normal optimal solution) for Problem 3.1 with boundary conditions BC1 must satisfy the following set of necessary optimality conditions:
For BC2, the necessary optimality conditions take the simpler form
In the aforementioned, ξ belongs to the space spanned byF
B. Proof of Main Result for BC1
In an undulatory locomotion, which is of main interest in this paper, by definition, we usually require that the control be applied through the shape (internal configuration) space only. Hence, we need to impose the constraint that the generalized control vector field in the group directions be zero. We do this as follows. LetF = {F 1 , . . . ,F n −p } form a set of covector fields such that the sets F andF span Ì * É. Then, define a
Below, É is an arbitrary smooth manifold. The manifold É, however, often has the structure of a trivial fiber bundle, which we will study in future publications. By trivial fiber bundles, we mean manifolds of the form É = × Ë, where is a Lie group that represents the fiber or overall configuration of the system, and Ë is the shape space or internal configuration of the system. We begin by forming the appended cost functional
where µ, η ∈ D * , and χ ∈ (D * ) ⊥ are Lagrange multipliers.
For full state transfer, we need to introduce additional multipliers. Hence, to ensure satisfaction of the constraint v(t) ∈ D, which is equivalently written as Q(v(t)) = 0, one introduces the multiplier χ that is required to satisfy χ(Q(v(t))) = 0 for all t ∈ [0, T ]. However, v(t) ∈ D for some t ∈ [0, T ] guarantees that v(t) ∈ D along the flow of (9), in particular, at either t = 0 or t = T . Hence, we have χ(Q(v(t))) = 0 for all t ∈ [0, T ]. Note that χ is required to ensure the constraint is satisfied at least at a single point in time, and is hence a "point" multiplier. One speculates, then, that it is going to be constant along the trajectory. This is verified in numerical simulations in Section IV-D.
Remark: (15), we obtain
where ∇ W is the covariant derivative with respect to the variation vector field W ∈ ÌÉ given by
with q(t, ) being the one-parameter variation of the optimal curve q(t). In the earlier expression, we used the fact that
where we note that ∇ is the Levi-Civita connection compatible with g (i.e., that ∇g = 0), then 1/2∇ W g(u, u) = 0. We have also used the fact that∇ X λ (Z) = (∇ X λ)(Z) + λ(∇ X Z), for any affine connection∇, vector fields X and Z, and any covector field λ [20, p. 78] . When λ is a Lagrange multiplier, say µ, η, and χ, the terms (
, and (∇ W χ) (Q (v)) merely result in the equations of motion (9) . Hence, as usually done in an optimal control theory, these three terms can be omitted without affecting the rest of the derivation.
We now study the term ∇ W∇v v. Using the definition of the constrained connection in (10), we get
However, since the dynamics given by (9) 
Recall that the curvature tensor R, associated with the unconstrained connection ∇, satisfies the identity given by (1). Since W is arbitrary, and hence independent of q, then [W, v] = 0 such that [21] 
Finally, we conclude that
Using this identity, we obtain
For the first two terms in the argument of µ and η, we integrate by parts and use the fact that
where we made use of the fact that P * η = η and that η ∈ D * . Next, we refer the reader to the properties of a curvature tensor R defined in terms of the connection ∇ and a metric g found in [15, Proposition 2.5, p. 91]. From these properties, one can show that the curvature satisfies g (R (W, v) v, X) = g (R (X, v) v, W) . This gives
where we have also used the definition of the sharp operator:
which is the inverse of the flat operator defined at the end of Section II-A and the fact that P * η = η. Moreover, note that
Finally, recall that P is a (1, 1) tensor. Hence, ∇ W P is also a (1, 1) tensor (for why this is true, we refer the reader to [6] , where it is explicitly stated).
With this observation, we have
where we recall from (7) that λ is the net reaction generalized force covector field.
Using (17)- (20), we find that
where we have used χ (Q (∇ W v)) = Q * χ (∇ W v) = χ (∇ W v) since Q * χ = χ as mentioned before and
Two important points need to be emphasized. First, the terms ∇ W P and ∇ W Q involve variations in the configuration variables only, since P and Q are operators that depend only on the configuration variables. That is, while P and Q may act on the velocity vector field v q at the point q, P and Q as projectors depend solely on the point q. Thus, these terms depend on W only.
The second observation we wish to make is that ∇ W u or ∇ W v, each can be separated into two terms. For example, for ∇ W u, the first variation term involves only variations in the control components τ i , i = 1, . . . , m, while the second will involve configuration variations W only coming through variations of the basis vectors, denoted by Y i . This should be realized in order to completely (and rigorously) separate variations in configuration, velocity, and control variables. For more on this, see the discussion in [22, Sec. II] and the definitions of the operators B and δ therein. It turns out that if we simply ignore this separation step and treat ∇ W u and ∇ W v as terms that involve variations in control and velocity variables only, respectively, and no variations in the configuration variables, then we end up with exactly the same result. We emphasize that the separation step is the correct rigorous mathematical approach, while ignoring it is not rigorous albeit reduces the number of steps to obtain the same correct result.
From the earlier discussion, we realize that, since W, ∇ W u, and ∇ W v are independent variations and since for a normal extremal we must have δJ = 0, we conclude that along the optimal trajectory, we must have
Remark: (The unconstrained, fully actuated problem): In the unconstrained case, P = I : ÌÉ → ÌÉ is simply the identity map on ÌÉ for all q ∈ É. Similarly for P * , P * = I * : Ì * É → Ì * É is the identity map in Ì * É for all q ∈ É. Q ≡ 0 will have a null space N (Q q ) = Ì q É for all q ∈ É. In the fully actuated case, we have ξ = 0. Therefore, in the unconstrained, fully actuated case, the necessary conditions (22) reduce to
These are precisely the result obtained in [22] . 
C. Boundary Conditions BC2
For terminal boundary conditions on velocity with an initial free velocity, there is no need to introduce the multiplier χ. The analysis is identical to the proof presented in the previous section except that terms involving χ are eliminated. Hence, we obtain the necessary conditions in Theorem 3.1 for BC2. Since we have 2(2n − m) optimality conditions, in addition to the 3n boundary conditions [that include m terminal constraints Q(v(T )) = 0], we use transversality conditions at the initial boundary point to cater for the remaining n − 2m conditions. For second order nonholonomic systems, µ, η are coordinates for Ì * (q,v) D such that µ ∈ D * and η ∈ Ì * v D D * . This is because the first of the equations in (9) is guaranteed to remain in D, hence η ∈ D * . Since q(0) is fixed and v(0) is free, we require η(0)(w) = 0 for all w ∈ D. If initial conditions on the configuration were also free, then we would also require µ(w) = 0 for all w ∈ ÌÉ. In our case, with only free initial velocity, transversality conditions imply that η = 0. For more on the transversality conditions, see [23, ch. 12] .
D. Mixed Free and Fixed Boundary Conditions
One may generalize the aforementioned to mixed free and fixed boundary conditions. For example, say that v(0) = v free (0) + v fixed (0) such that v free (0) ∈ D free represents the free components of the initial velocity vector field and v fixed (0) ∈ D fixed represents the fixed components of the initial velocity vector field. Here, we view D = D free ⊕ D fixed . In this case, the transversality conditions at t = 0 read η free (w 1 ) = 0 and η fixed (w 2 ) = 0, for all w 1 ∈ D free and w 2 ∈ D fixed . This implies that η free (0) = 0 and η fixed (0) = ν for some fixed ν to be solved for.
E. Final Remarks
1)
As seen earlier, the optimal solution has a total of 2(2n − m) first-order necessary conditions. These are fewer than the 4n set of necessary conditions one usually finds following classical nonlinear optimal control procedures (that ignore the geometry of the problem) as in [24] . This is a clear advantage of the geometric approach followed in this paper. Generally, we have 2n first-order equations for q and v. For the multipliers, we have 2(n − m) first-order equations. Hence, there are 2n + 2(n − m) = 4n − 2m necessary conditions. 2) For the boundary conditions BC1, we have 4n boundary conditions, which is 2m more than that we have states in the optimality necessary conditions. However, note that the 4n conditions need to satisfy the 2m initial and terminal conditions v(0), v(T ) ∈ D. Hence, we have a total of 4n − 2m independent boundary conditions. Practically speaking, supplying an off-the-shelf boundary value problem solver (such as Matlab's ÚÔ ºÑ) with 4n − 2m boundary conditions that satisfy both the initial and terminal nonholonomic constraints may cause the algorithm not to converge. This is because the solver is solving the constrained equations of motion and necessary conditions, and the satisfaction of either the initial or the terminal velocity constraints automatically guarantees satisfaction of the other. This is because the constrained dynamical equations are used in the solver and the satisfaction of the constraint at t = 0 (respectively, at t = T ) guarantees satisfaction of the constraint at t = T (respectively, at t = 0) when solving the two boundary value problem. Hence, there is a redundancy in the 4n − 2m boundary condition information. An independent set of boundary conditions (with respect to the constrained equations) are obtained by ignoring one of the two constrained velocity boundary conditions (since one guarantees the other). This results in 4n − m independent boundary conditions. One then introduces the Lagrange multiplier χ ∈ (D * ) ⊥ as we did before. This is legitimate since it is associated with the nonholonomic constraints. With the multiplier χ introduced, we now have (4n − 2m) + m = 4n − m variables to be solved for, with 4n − m independent boundary conditions. On the theoretical side, however, the variable χ may be ignored since it enforces an already enforced constraint. Not including χ will result in an even more efficient set of optimality conditions. 3) On the other hand, for the boundary conditions BC2, we have a total of 3n boundary conditions that have to satisfy m terminal nonholonomic constraints. Hence, we have 3n − m effective boundary conditions. To solve the two point boundary value problem, we need to satisfy (4n − 2m) − (3n − m) = n − m additional boundary conditions. These are obtained from transversality conditions at the initial point. Transversality conditions require that η(0) (v(0)) = 0. Since v(0) is arbitrary in BC2, then η(0) has to be zero [23] . 4) All other combinations of boundary conditions can be derived from the aforementioned two basic types of boundary conditions. A variation of BC2, for example, is when v(0) is specified instead of v(T ), with v(T ) being free. The aforementioned two sets of boundary conditions are motivated by engineering applications in robotics. The conditions BC1 are relevant for, say, rest to rest state transfer problems and BC2 are relevant in the case when one just needs to transfer the system to a rest terminal configuration, regardless of the initial condition. In this case, as seen in Theorem 3.1, the necessary conditions could be made significantly simpler than those for BC1.
IV. EXAMPLE: THE VERTICAL COIN
A. Constrained Equations of Motion
We now give an example to illustrate the earlier approach and compare the result to traditional methods. In this section, we study the optimal control of the vertical sliding coin (i.e., it cannot fall sideways and the rolling motion is ignored). The system is shown in Fig. 1 . Other than the downward gravitational field, which does not contribute to the zero-slope planar motion of the vertical coin, we assume that there are no other sources of a potential field. The mass of the coin is M and its mass moment of inertia about the vertical axis is J. The position of the point of contact between the coin and the plane is denoted by (q 1 , q 2 ) while its heading direction is denoted by q 3 , as shown in the figure. The configuration q is then given by q = (q 1 , q 2 , q 3 ) and the configuration space is simply Ë (2). The control input is denoted by u 1 for the force applied to the center of mass of the coin and u 2 for the torque applied about the vertical axis. The constraint we have is that the coin cannot slip sideways (i.e., it satisfies a "knife-edge" constraint). This constraint is symbolically expressed in differential form by (3) with m = 1 and
Hence, the constraint distribution is given by the span of the vector fields
The Lagrangian for the vertical coin is given by
and, hence, the components of the metric g are given by
where all other components are zero. We denote the unconstrained connection by ∇. Since the metric is coordinate independent, the unconstrained Christoffel symbols Γ i j k are all zero. The curvature on Ë (2) is identically zero. [For why curvature is zero on Ë (2), see [25] .] For the constrained system, one can check that the Christoffel symbols corresponding to the constrained connection∇ are given bȳ 
where all other Christoffel symbols are zero. The external generalized force is given by
where one can check that the inputs have the directions
The vector fields Y i = F i g are then given by
such that the input is given by
The projection map P : ÌÉ → D is a (1, 1) tensor whose elements are computed as follows. Let Z ∈ ÌÉ be an arbitrary vector field. Then,
, one can check that the components of P are given by
where all other components are zero. Hence, we have
One could have anticipated this result since u is applied in directions lying inside the constraint distribution D. This gives the right-hand side of the nonholonomic equation motion given in (9) . From P, one computes Q = I − P and finds that the nonzero components of Q are given by
Remark: If the force u 1 applied to the center of mass was restricted to be along the x-direction, P(u) will not be equal to u. In this case, u will be projected down to the constraint distribution by creating a reaction force perpendicular to the direction of motion to prevent any motion that violates the knifeedge constraint.
Finally, recall that∇ v v is given in coordinates bȳ where we have used the constrained connection coefficients given in (26) . This gives the left hand side of (9). Hence, the equations of motion are given bÿ
which simplify toq
J after using the constraints (23).
B. Optimality Conditions
We now apply (22) for the vertical coin. First, we need to find a basis for D * , which we take to be
One can check that these are orthogonal to ω 1 q . Hence, the Lagrange multipliers are given by
and
For χ, we have
The underactuated direction is given byF 1 = − sin q 3 dq 1 + cos q 3 dq 2 such that ξ = ξ 1F 1 and
Substituting this into the first of (22) and noting that
one obtains
In fact, ξ 1 is nothing but the generalized reaction force created by the knife-edge constraint in reaction to any forces applied normal to the constraint.
We now obtain the differential equation for µ. The curvature tensor on É is identically zero in this case. Moreover, since there are no external forces and torques other than the control inputs, which are applied in D, then the constraint reaction forces λ are identically zero in our example. Generally, the reaction forces λ will not be zero. We only need to compute the term χ ((∇Q) v). First, letQ be the (1, 2) tensor ∇Q that has the nonzero components 
These computations can be verified using the command ÓÚ Ö ÒØ Ö ÒØ Ð in the Mathematica R toolbox discussed in [11] . One finds that χ ((∇Q) (v)) = χ 1 (q 1 cos q 3 +q 2 sin q 3 ) .
Finally, ∇ has identically zero Christofel symbols. 
Multiplying the first equation by cos q 3 and the second by sin q 3 and adding both expressions, we finally obtaiṅ
We see that the necessary conditions for this example are particularly simple.
C. Verification of Results Using Classical Methods
In this section, we verify the necessary conditions obtained in the last section, which were the coordinate expressions of (22) for the vertical coin. To do so, we derive the necessary optimality conditions for the optimal control problem, Problem 3.1, in coordinates using (32) for the dynamic constraints. The cost function in Problem 3.1, in coordinates, reads
The transformations µ and η can be written in the compact form µ = P * (µ) andη = P * (η). One can easily check that substituting these relationships into (42) and after simple algebraic manipulations, we obtain (37)-(39). It is interesting to note the particularly simple form of the necessary conditions obtained using the affine connection approach when compared to the necessary conditions (42). At a first glance, (42) may not appear to be solvable, whereas (37)-(39) are clearly much easier to study.
D. Simulation Results
In this section, we solve the necessary conditions (33), (38), and (39) with various full state transfer boundary conditions (i.e., case BC1). We use Matlab's ÚÔ command for solving two point boundary value problems [26] . This is a collocation method that requires an initial trajectory guess. For all simulations in this and the following section (for obstacle avoidance), we use an arbitrary third-order polynomial for q 1 , the zero function for q 2 , q 3 , µ 1 , and µ 2 , and a first-order polynomial for η 2 and η 3 . To solve for χ 1 , we impose an additional boundary condition to enable ÚÔ ³³ to solve for χ 1 . We refer the reader to [26] for more on how to solve unknown parameters, such as χ 1 , by providing additional boundary conditions. We only mention that the necessary conditions derived in the previous section, along with the equations of motion, can be written as a set of ten first-order differential equations. Hence, to obtain a complete solution, we need ten boundary conditions such as q 1 
, and v 3 (T ). Note that v 2 (0) and v 2 (T ) are completely determined from the nonholonomic constraint. To solve for χ 1 , we provide the solver with either v 2 (0) or v 2 (T ) that conform with the constraint, hence allowing ÚÔ to solve for the multiplier χ 1 . The same procedure, including the initial trajectory guess, is applied to the obstacle avoidance problem to be discussed in the next section. In all simulations, we use M = J = 1.
We first consider the following boundary conditions
where we set T = 2. Note that the initial conditions on v satisfy the constraint and one would anticipate that v remain in D throughout the simulation. As opposed to the classical "parallel parking" solution to this transfer problem, the vertical coin trajectory meets the desired boundary conditions, but through an almost 180
• rotation about the vertical axis. It was found that χ 1 = 74.245. The results are shown in Figs. 2 and 3 . Note that
To get a parallel parking maneuver, we need to specify that the vertical coin backs up at the end of the maneuver with a negative velocity along the q 1 axis. So, in this case, we select v 1 (T ) = −1 instead of v 1 (T ) = 0, where T = 20. All other boundary conditions remain the same. Note that the maneuver time is increased. With T = 2, the solver converged to a trajectory similar to that found in Figs. 2 and 3 . When the terminal For the boundary conditions case BC2, we now drop all terms involving χ in the necessary conditions (33), (38), and (39). Consider the following boundary conditions where we set T = 20. Transversality conditions imply that η = 0 such that η 2 = η 3 = 0. Note that we effectively have ten boundary conditions as desired and not 11 since the value of v 2 (T ) is derived from q(T ) and v 1 (T ).
Note that the terminal conditions on v satisfy the constraint and one would anticipate that v remain in D throughout the simulation. The results are shown in Figs. 6 and 7. Note that
V. EXAMPLE: MOTION PLANNING FOR OBSTACLE AVOIDANCE
In this section, we use the same model of the vertical coin from the previous section to show how obstacle avoidance can be achieved using our approach. For obstacle avoidance, we use navigation functions [27] , [28] . A navigation function is a potential field-based function used to model an obstacle as a repulsive surface.
For the vertical penny, consider the following boundary conditions: Again, note that the boundary conditions satisfy the nonholonomic constraints. Let the obstacle be circular in shape of radius ten located at the origin of the coordinate system, as shown in Fig. 8 .
For illustrative purposes, we use a simple inverse square law for the navigation function. Let V (q 1 , q 2 ) be given by
whose gradient is given by The parameter κ is introduced to control the strength of the potential function. For the potential term appearing in the necessary conditions (22) η P ∇(grad q (V (q)))
we use the Mathematica packages mentioned earlier 3 
We solved the earlier boundary value problem for several values of κ. Interestingly, the simple initial trajectory guesses mentioned in Section IV-D were also used to solve the earlier boundary value problem for obstacle avoidance and converged to an extremal. Starting with κ = 0, which corresponds to a zero potential function, we incremented κ until the potential field was strong enough to prevent the coin from interfering with obstacle. We tried κ = 0, 30, 50, 70, and 100, and for all five trajectories, we found that Q(v) is at the order of 10
0. The result is shown in Fig. 8 . For all these case, we found that, to three significant figures, χ 1 = −0.001. Note that for κ = 50, 70, and 100, the vertical coin avoids the obstacle. As one may anticipate, as κ increases, the total control effort, and hence, the total cost as computed from (11) increases. For κ = 50, we have J = 0.7129; for κ = 70, we have J = 0.7744; and for κ = 100, we have J = 0.8980. Hence, we select κ = 50 since it corresponds to a trajectory that avoids the obstacle with the least possible cost (of all five tried in this simulation). The trajectory profile is shown in Fig. 9 . This example illustrated how our approach can be used with the method of navigation functions of (optimal or suboptimal) motion generation for obstacle avoidance.
VI. CONCLUSION
In this paper, we used the theory of affine connections to study an optimal control problem for a class of nonholonomic, underactuated mechanical systems. The cost function is the normsquared of the control input exerted in moving the system from an initial to a terminal state under the assumption of controllability. We gave a brief overview of some facts from Riemannian geometry and the use of the nonholonomic connection to derive the constrained equations of motion. We formulated an optimal control problem, where we used the nonholonomic affine connection together with Lagrange's multiplier method in the calculus of variations to derive the optimal necessary conditions. We gave a simple example on a three-dimensional manifold with a single nonholonomic constraint that captures the main features of the theoretical result. The example was also used to illustrate how our result can be used with the method of navigation functions for (suboptimal) obstacle avoidance. Future work will focus on the treatment of nonholonomic systems with symmetry, which naturally occur in robotic locomotion [1] . In particular, we are interested in the structure of the resulting optimality conditions and the possibility of existence of closed-form extremals. The development of sufficient conditions using the Hamilton-Jacobi-Bellman theory is also of particular interest, especially for systems with symmetries.
