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Distinguished Sets of Semi-simple Lie algebras
Xudong Chen1 Bahman Gharesifard2
Abstract
We call a finite, spanning set of a semi-simple real Lie algebra a
distinguished set if it satisfies the following property: The Lie bracket
of any two elements out of the set is, up to some constant, another
element in the set; conversely, for any element in the set, there are
two elements out of the set whose Lie bracket is, up to some (nonzero)
constant, the given element. We show in the paper that every semi-
simple real Lie algebra has a distinguished set.
Keywords: Semi-simple Lie algebras; Real forms; Structure theory; Root
systems.
1 Introduction and Main Result
Let g be a semi-simple complex Lie algebra, and g0 be a real form of g. We
start with the following definition:
Definition 1.1. A finite, spanning subset S = {X1, . . . , Xm} of g0 is dis-
tinguished if for any pair (Xi, Xj) ∈ S × S, there exists an Xk ∈ S and a
constant λ ∈ R such that
[Xi, Xj] = λXk, (1)
and conversely, for any Xk ∈ A, there exists a pair (Xi, Xj) ∈ S × S and a
nonzero constant λ ∈ R such that (1) holds.
Distinguished sets find applications in control and estimation of contin-
uum ensembles of nonholonomic systems (see, for example, [1, 5]). We es-
tablish in the paper the following result:
Theorem 1.1. Every semi-simple real Lie algebra has a distinguished set.
1Corresponding author. X. Chen is with the ECEE Department, University of Col-
orado, Boulder. Email: xudong.chen@colorado.edu.
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1.1 Distinguished sets for complex Lie algebras
Denote by adX(·) := [X, ·] the adjoint action, and B(X, Y ) := tr(adX adY )
the Killing form. Let h be a Cartan subalgebra of g, and ∆ be the set of
roots. For each α ∈ ∆, we let hα ∈ h be such that α(H) = B(hα, H). Denote
by 〈α, β〉 := B(hα, hβ), which is an inner-product defined over the R-span of
∆. Define |α| :=√〈α, α〉 and Hα := 2hα/|α|2. For a root α ∈ ∆, let gα be the
corresponding root space over C.
Suppose, for the moment, that one aims to obtain a distinguished set for
the complex Lie algebra g; then, such a set can easily be obtained from the
Chevalley basis [3, Ch. VII], which we recall below:
Lemma 1.2. There are Xα ∈ gα, for α ∈ ∆, such that the followings hold:
1. For any α ∈ ∆, we have [Xα, X−α] = Hα with B(Xα, X−α) = 2/|α|2.
2. For any two non-proportional roots α, β, we let β+nα, with −q ≤ n ≤
p, be the α-string containing β. Then,
[Xα, Xβ] =
{
cα,βXα+β if α + β ∈ ∆,
0 otherwise.
where cα,β ∈ Z with cα,β = −c−α,−β and c2α,β = (q + 1)2.
For any α, β ∈ ∆, [Hα, Xβ] = 2〈α,β〉/|α|2Xβ and 2〈α,β〉/|α|2 ∈ Z. It follows
from Lemma 1.2 that S := {Hα, Xα, X−α | α ∈ ∆} is a distinguished set of g.
The complex Lie algebra g can also be viewed as a Lie algebra over R,
which we denote by gR. We call such a real Lie algebra complex. Since
2〈α,β〉/|α|2 and cα,β are integers, the set S ∪ iS is a distinguished set of gR.
Also, note that if g0 is a split real form of g (i.e., the R-span of S), then S
is a distinguished set of g0. Thus, for the remainder of the paper, we will
consider only the case where g0 is simple, noncomplex, and is not a split real
form of g.
1.2 Preliminary results from structure theory
Let θ be a Cartan involution of g0. Let g0 = k0 ⊕ p0 where k0 (resp. p0)
is the +1-eigenspace (resp. −1-eigenspace) of θ. Let k (resp. p) be the
complexification of k0 (resp. p0). Let h0 be a θ-stable Cartan subalgebra of
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g0. Decompose h0 = a0 ⊕ t0, where a0 and t0 are subspaces of p0 and k0,
respectively. All roots of ∆ take real value on a0 ⊕ it0. A root is said to
be imaginary (resp. real) if it takes imaginary (resp. real) value on h0, and
hence vanishes over a0 (resp. t0). If a root is neither real nor imaginary, then
it is said to be complex. Further, h0 is said to be maximally compact if there
is no real root in ∆. One can obtain such h0 by Cayley transformation [4,
Sec. VI-7]. We assume in the sequel that h0 is maximally compact.
The Cartan involution permutes roots: for any root α, let (θα)(H) :=
α(θH) for any H ∈ h. Note that (θα)(H) = B(Hα, θH) = B(θHα, H) and,
hence, Hθα = θHα. Also, note that if α is imaginary, then θα = α. Thus, gα
is θ-stable. Since gα is one dimensional, it is contained in either k or p. An
imaginary root α is said to be compact (resp. non-compact) if gα ⊆ k (resp.
gα ⊆ p). In particular, if α is compact (resp. non-compact), then θXα = Xα
(resp. θXα = −Xα). Furthermore, we can assume that θXα = Xθα for any
complex root α [4, Thm 6.88]. Now, for any root α, we define σα ∈ {1,−1}
such that θXα = σαXθα. Then,
σα =
{
1 if α is complex or compact imaginary,
−1 if α is non-compact imaginary. (2)
Note that σα = σ−α = σθα = σ−θα for any root α. Also, note that
cθα,θβXθ(α+β) = [Xθα, Xθβ] = σασβθ[Xα, Xβ] = σασβcα,βθXα+β,
and, hence, cθα,θβ = σασβσα+βcα,β.
We provide below a few preliminary results that are necessary for con-
structing the distinguished sets of semi-simple real Lie algebras. We first
have the following fact:
Lemma 1.3. There is a re-scaling of the Xα ∈ gα, for α ∈ ∆, by complex
numbers such that the following elements:
Yα := Xα − θX−α, Zα := i(Xα + θX−α)
belong to g0 for all α ∈ ∆.
Proof. Let Xα, for α ∈ ∆, satisfy items of Lemma 1.2. We show that
θXα ∈ g−α. For any H ∈ h, we have [H,Xα] = α(H)Xα. Taking com-
plex conjugate and applying θ, we obtain that [θH, θXα] = α(H)θXα. Since
α takes real value on a0 + it0, it follows that α(H) = −α(θH) and, hence,
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[θH, θXα] = −α(θH)θXα. Because H 7→ θH is an automorphism of h,
[H, θXα] = −α(H)θXα for all H ∈ h.
For any X, Y ∈ g0, we define Bθ(X, Y ) := −B(X, θY ), which is an inner-
product on g0. We further extend Bθ to g by Bθ(X, Y ) := −B(X, θY ) for
X, Y ∈ g. In particular, B(Xα, θXα) < 0. On the other hand, from the
first item of Lemma 1.2, we have B(Xα, X−α) = 2/|α|2 > 0. Since g−α is one-
dimensional (over C) and both θXα and X−α belong to g−α, it follows that
θXα = −rαX−α for some rα > 0. Let X ′α :=
√
rα
−1Xα and X ′−α :=
√
rαX−α.
Thus, θX ′α = −X ′−α. We next note that
− 2rα|α|2 = B(Xα, θXα) = B(Xα, Xθα) = B(θXα, θXθα) = −
2rθα
|θα|2 .
It follows that rα = rθα and, hence, θX
′
α =
√
rα/rθασαX
′
θα = σαX
′
θα.
Further, note that the X ′α’s satisfy the items of Lemma 1.2. To see this,
it suffices to show that rαrβ/rα+β = 1 for α, β, α+ β roots in ∆. We have
√
rαrβ
rα+β
cα,βX
′
α+β = [X
′
α, X
′
β] = [−θX ′−α,−θX ′−β] =
θ[X ′−α, X ′−β] = −
√
rα+β
rαrβ
c−α,−β θX ′−α−β = −
√
rα+β
rαrβ
c−α,−βX ′α+β .
Since cα,β is real and cα,β = −c−α,−β, it follows that rαrβ/rα+β = 1. Thus,
the Yα and Zα (with Xα replace with X
′
α) belong to g0.
We next have the following fact which follows from [4, Ch. VI]:
Lemma 1.4. Let g0 be simple, noncomplex and is not a split real form of
g. Suppose that ∆ contains a complex root; then, the underlying root system
can only be An for n odd, Dn, or E6.
Proof. The only connected Dynkin diagrams that admit nontrivial automor-
phisms are An, Dn and E6. But, if it is An for n even, then g0 has to be
sl(n+1,R) (see [4, Ch. VI]), which is a split real form of g = sl(n+1,C).
A consequence of Lemma 1.4 is then the following:
Proposition 1.5. If α is complex, then α and θα are strongly orthogonal.
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Proof. By Lemma 1.4, all roots in ∆ share the same length. We normalize
the common length to be
√
2. If α and θα are orthogonal, then they have
to be strongly orthogonal. Without loss of generality, we assume that α is
positive. Let α =
∑
αi∈∆+ niαi, where the αi’s are simple roots. The proof
is carried out by induction on n :=
∑
i ni.
For α a simple root, we note that there does not exist an edge connecting
α and θα in any Vogan diagram (the root system An for n even has been
ruled out). Thus, α and θα are orthogonal. For the inductive step, we write
α = β + γ with β and γ positive roots. Then, 〈β, γ〉 = −1. Also, note that
β and γ cannot be imaginary at the same time. We assume, without loss of
generality, that β is complex and, hence, 〈β, θβ〉 = 0. There are two cases:
If γ is imaginary, then 〈α, θα〉 = 2〈β, γ〉 + |γ|2 = 0. If γ is complex, then
〈γ, θγ〉 = 0 and, hence, 〈α, θα〉 = 2〈β, θγ〉. Since α is complex, α 6= ±θα. If
〈α, θα〉 6= 0, then 2〈β, θγ〉 = 〈α, θα〉 = ±1, which is a contradiction because
〈β, θγ〉 has to be an integer.
The next result is a corollary of Prop. 1.5 and follows from computation:
Corollary 1.6. If α is complex, then [Yα, Zα] = 0. Moreover, for any α ∈ ∆,{
[Yα, Y−α] = −[Zα, Z−α] = Hα −Hθα,
[Yα, Z−α] = − [Y−α, Zα] = i(Hα +Hθα). (3)
1.3 Distinguished sets for real Lie algebras
Define subsets Φα, for α ∈ ∆, of g0 as follows:
Φα := {Hα −Hθα, i(Hα +Hθα), Yα, Zα}. (4)
where Yα and Zα are elements of g0 defined in Lemma 1.3.
For two arbitrary subsets S and S ′ of g0, we let [S, S ′] := {[X,X ′] | X ∈
S,X ′ ∈ S ′}. Such a notation is different from the convention that [S, S ′] is a
linear span of [X,X ′] for X ∈ S and X ′ ∈ S ′. We now define
S0 := ∪α∈∆Φα and Sk := [Sk−1, Sk−1], ∀k ≥ 1.
Note that S0 spans g0. We will now have the following result.
Theorem 1.7. Let g0 be a simple real Lie algebra. Suppose that g0 is non-
complex and is not a split real form of g; then, the following hold:
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1. If ∆ contains only imaginary roots and the underlying root system is
An, Dn, or Em for m = 6, 7, 8, then S0 is distinguished.
2. If ∆ contains only imaginary roots and the underlying root system is
Bn or Cn, or, if ∆ contains complex roots and the root system is A2n−1
or Dn, then S1 is distinguished.
3. If ∆ contains only imaginary roots and the underlying root system is
F4, or, if ∆ contains complex roots and the root system is E6, then S2
is distinguished.
4. If the underlying root system is G2, then the following set:
S∗ :=
⋃
α∈∆long
Φα ∪
⋃
α, β ∈ ∆short
and α 6= ±β
{Yα+β ± Yα−β, Zα+β ± Zα−β} (5)
is distinguished, where ∆long and ∆short consist of long and short roots,
respectively.
Theorem 1.7 is summarized in Table 1. We establish the result below.
Root systems with only imaginary roots with complex roots
An or Dn S0 S1 (n is odd)
E6 S0 S2
E7 or E8 S0 —
Bn or Cn S1 —
F4 S2 —
G2 S
∗ —
Table 1: Distinguished sets of simple real Lie algebras
2 Single Roots and Matched Pairs
2.1 Bipartitions of root sets
We start with the following definition:
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Definition 2.1. A pair of roots (α, β) is matched if both α+β and α− θβ
are roots. A root α is single if there is not a β such that (α, β) is matched.
Matches pairs and single roots will be of great use in computation of
distinguished sets. We have the following result:
Theorem 2.1. The following hold for single roots:
1. If ∆ has only imaginary roots and the underlying root system is An,
Dn, or Em for m = 6, 7, 8, then all roots are single.
2. If ∆ has only imaginary roots and the underlying root system is Bn,
Cn, F4, or G2, then a root is single if and only if it is long.
3. If ∆ has complex roots, then a root is single if and only if it is imagi-
nary.
For a given ∆, we let ∆sh and ∆long be the collections of short and long
roots, respectively, and let ∆im and ∆comp be the collections of imaginary
and complex roots, respectively. Let e1, . . . , en be the standard basis of R
n.
For an arbitrary set S in Rn, we let −S be its negative and ±S := S ∪ −S.
Proof. For item 1, we note that all roots share the same length. If (α, β) is
a matched pair, then ‖α± β‖2 = 2‖α‖2 which is a contradiction.
For items 2 and 3, we reproduce below root systems, together with the
Cartan involutions (if ∆ contains complex roots). If ∆ has only imaginary
roots, then there are four cases:
(a) Root system is Bn. Let ∆ = ∆sh ∪∆long be defined as follows:{
∆sh := {±ei | 1 ≤ i ≤ n},
∆long := {±ei ± ej | 1 ≤ i < j ≤ n}.
Then, (α, β) is matched if and only if α, β ∈ ∆sh and α 6= ±β.
(b) Root system is Cn. Let ∆ = ∆sh ∪∆long be defined as follows:{
∆sh := {±
√
2/2 ei ±
√
2/2 ej | 1 ≤ i < j ≤ n},
∆long := {±
√
2ei | 1 ≤ i ≤ n}.
Then, (α, β) is matched if and only if α, β ∈ ∆sh and α 6= ±β.
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(c) Root system is F4. Let ∆ = ∆sh ∪∆long be defined as follows:
∆long := {±ei ± ej | 1 ≤ i < j ≤ 4}, (6)
and ∆sh = ∪3i=1∆shi where

∆sh1 := {±ei | 1 ≤ i ≤ 4} ,
∆sh2 := {1/2
∑4
i=1 ǫiei | ǫ2i = 1 and ǫ1ǫ2ǫ3ǫ4 = 1},
∆sh3 := {1/2
∑4
i=1 ǫiei | ǫ2i = 1 and ǫ1ǫ2ǫ3ǫ4 = −1}.
(7)
Then, (α, β) is matched if and only if α, β belong to the same ∆shi for
some i = 1, 2, 3 and α 6= ±β.
(d) Root system is G2. Let ∆ = ∆sh ∪∆long be defined as follows:{
∆sh := ±{ei − ej | 1 ≤ i < j ≤ 3},
∆long := ±{ei + ej − 2ek | {i, j, k} = {1, 2, 3}}.
Then, (α, β) is matched if and only if α, β ∈ ∆sh and α 6= ±β.
If ∆ has complex roots, then there are three cases:
(e) Root system is A2n−1. Let ∆ = ∆im ∪∆comp be defined as follows:{
∆im := {ei − e2n+1−i | 1 ≤ i ≤ 2n},
∆comp := {ei − ej | i 6= j, i+ j 6= 2n+ 1}.
The Cartan involution θ acts on ∆ as follows: θ : ei − ej 7→ en+2−j −
en+2−i. Then, (α, β) is matched if and only if (α, β) = (ei − ej , ej −
en+2−i) for j 6= n+ 2− i.
(f) Root system is Dn. Let ∆ = ∆im ∪∆comp be defined as follows:{
∆im := {±ei ± ej | 1 ≤ i < j ≤ n− 1},
∆comp := {±ei ± en | i 6= n}.
The Cartan involution θ acts on ∆ by negating the sign of en, i.e.,
θ : ei + en 7→ ei − en. Then, (α, β) is matched if and only if (α, β) =
(ǫiei + ǫnen, ǫjej − ǫnen) for i 6= j and ǫ2i = ǫ2j = ǫ2n = 1.
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(g) Root system is E6. First, we define ai, bi ∈ R3, for 1 ≤ i ≤ 3, as follows:
ai := ej − ek and bi := (ej + ek − 2ei)/3, (8)
where (i, j, k) is a cyclic rotation of (1, 2, 3). We then let ∆im and ∆comp
be sets of vectors in R9 defined as follows:
∆im := ±{(ai, 0, 0) | 1 ≤ i ≤ 3} ∪ ±{(bi, bj , bj) | 1 ≤ i, j ≤ 3}, (9)
and ∆comp = ∪3i=1∆compi where each ∆compi is given by
∆compi := ±{(bl, bj , bk) | 1 ≤ l ≤ 3 and {j, k} = {1, 2, 3}\{i}}
∪ ±{(0, ai, 0), (0, 0, ai)}. (10)
The Cartan involution θ acts on ∆ as follows: θ : (r, s, t) 7→ (r, t, s).
Then, (α, β) is matched if and only if α, β belong to the same ∆compi
for some i = 1, 2, 3 with β 6∈ {±α,±θα} and 〈α, β〉 < 0.
The following result is a corollary of Theorem 2.1:
Corollary 2.2. If (α, β) is matched, then α + β and α − θβ are strongly
orthogonal.
Proof. If ∆ contains only imaginary roots, then, by Theorem 2.1, α, β ∈ ∆sh.
It follows that 〈α+β, α−β〉 = |α|2−|β|2 = 0. Since 2α and 2β are not roots,
α+β and α−β are strongly orthogonal. If ∆ contains complex roots, then all
roots share the same length. We normalize the length to be
√
2. Since α+β,
α−θβ are roots, 〈α, β〉 = −1 and 〈α, θβ〉 = 1. By Theorem 2.1, α, β ∈ ∆comp.
Then, by Prop. 1.5, 〈β, θβ〉 = 0, so 〈α+β, α−θβ〉 = 2+〈α, β〉+〈α,−θβ〉 = 0.
Since (α−θβ) is imaginary, α−θβ = θα−β and, hence, (α+β)+(α−θβ) =
α + θα and (α + β)− (α− θβ) = β + θβ. By Prop. 1.5, α + θα and β + θβ
are not roots. Thus, α + β and α− θβ are strongly orthogonal.
2.2 Induced orthogonal pairs
Following Corollary 2.2, we introduce the following definition:
Definition 2.2. We call a pair of roots (x, y) an induced orthogonal pair
(iop) if there is a matched pair (α, β) such that x = α+ β and y = α− θβ.
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For an iop (x, y), we let Rx,y := ±{x, y}. For two iops (x, y) and (x′, y′),
we write (x, y) ∼ (x′, y′) if Rx,y = Rx′,y′ . The following result can be estab-
lished using the root systems reproduced in the proof of Theorem 2.1.
Theorem 2.3. Let (x, y) be an iop. If ∆ has only imaginary roots, then
there are four cases:
(a) Root system is Bn and (x, y) ∼ (ei + ej, ei − ej) for i 6= j.
(b) Root system is Cn and (x, y) ∼ (
√
2ei,
√
2ej) for i 6= j.
(c) Root system is F4 and x, y ∈ ∆long with 〈x, y〉 = 0.
(d) Root system is G2 and 〈x, y〉 = 0.
If ∆ has complex roots, then there are three cases:
(e) Root system is A2n−1 and (x, y) ∼ (ei − e2n+1−i, ej − e2n+1−j) for i 6= j
and i+ j 6= 2n+ 1.
(f) Root system is Dn and (x, y) ∼ (ei + ej , ei − ej) for i 6= j, i 6= n and
j 6= n.
(g) Root system is E6 and x, y ∈ ∆im with 〈x, y〉 = 0.
Remark 2.4. Note that if the root system is not G2 and (x, y) is an iop,
then x and y are single (and, hence, imaginary). But, if the root system is
G2, then (x, y) is an iop if and only if (x, y) = (ei − ej, ei + ej − 2ek) for
(i, j, k) a cyclic rotation of (1, 2, 3), so one of the two roots {x, y} is short
and the other is long.
We now assume that ∆ contains at least a single root. If a root system
is named “⋆” (⋆ = An, Bn, etc.), then we let ∆
⋆
sin be the collection of single
roots in ∆. There is no ambiguity of using such a notation: By Theorem 2.1,
if the underlying root system is Bn, Cn, F4, or G2, then ∆
⋆
sin = ∆long. If the
underlying root system is A2n−1, Dn, or E6, then ∆⋆sin = ∆im. Let V
⋆
sin be the
vector space spanned by ∆⋆sin equipped with the standard inner-product. We
have the following fact:
Proposition 2.5. Let (⋆, ⋆′) be either (Bn, Dn+1), (Cn, A2n−1), or (F4, E6).
Then, in each case, there is a linear isometry π⋆→⋆′ : V ⋆sin → V ⋆′sin such that it
preserves single roots, i.e., π⋆→⋆′(∆⋆sin) = ∆
⋆′
sin. Moreover, the map preserves
iops, i.e., if (x, y) is an iop, then so is (π⋆→⋆′(x), π⋆→⋆′(y)).
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Proof. We construct the isometries explicitly. Each π⋆→⋆′ is defined by spec-
ifying its value on a basis of V ⋆sin. For the first two maps, we let
πBn→Dn+1(ei ± en) := ei ± en, ∀ 1 ≤ i < n,
πCn→A2n−1(
√
2ei) := ei − e2n+1−i, ∀ 1 ≤ i ≤ n.
For the last map, we recall that ai, bi ∈ R3 are defined in (8) and let{
πF4→E6(e1 + e2) := (a1, 0, 0), πF4→E6(e1 − e2) := (b1, b1, b1),
πF4→E6(e3 + e4) := (b1, b2, b2), πF4→E6(e3 − e4) := (b1, b3, b3).
Computation shows that the above maps satisfy the required properties.
The above result implies that if (⋆, ⋆′) is one of the three pairs, then ∆⋆sin
and ∆⋆
′
sin are essentially the same. We now take a closer look at long roots in
F4 (and imaginary roots in E6). We decompose ∆sin = ∪3i=1∆sini as follows:

∆sin1 := {±e1 ± e2, ±e3 ± e4},
∆sin2 := {±e1 ± e4, ±e2 ± e3},
∆sin3 := {±e1 ± e3, ±e2 ± e4}.
(11)
The decomposition is made such that two roots belong to the same ∆sini if
and only if they are proportional or orthogonal. By item (c) of Theorem 2.3,
if (x, y) is an iop, then x, y belong to the same ∆sini for some i. The same
decomposition can be applied to imaginary roots in E6 under the map πF4→E6.
With a slight abuse of notation, we will use ∆sini to denote either ∆sini for
F4 or πF4→E6(∆sini) for E6.
2.3 Addition of induced orthogonal pairs
We assume in the section that the underlying root system is not G2. For two
iops (x, y) and (x′, y′), let Q := Rx,y + Rx′,y′ . We investigate the case where
Q contains either zero or at least a root. We first have the following result:
Proposition 2.6. If Q contains zero, then Rx,y intersects Rx′,y′. Moreover,
any two nonproportional roots out of Rx,y ∪Rx′,y′ are strongly orthogonal.
Proof. The result is trivial if Rx,y = Rx′,y′. We thus assume that Rx,y ∩
Rx′,y′ = {±z} for some root z. By Theorem 2.3 and the linear isometries
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(Prop. 2.5), it suffices to consider root systems Cn and F4. If root system
is Cn, then Rx,y ∪ Rx′,y′ = ±{
√
2ei,
√
2ej ,
√
2ek} for i, j, k pairwise distinct.
If root system is F4, then by (11), Rx,y and Rx′,y′ belong to the same ∆sini
for some i = 1, 2, 3. and, hence, any two nonproportional roots out of Rx,y ∪
Rx′,y′ are orthogonal to each other. Since all roots in Rx,y ∪Rx′,y′ are single,
orthogonality implies strong orthogonality.
We next consider the case where Q contains at least a root. For the given
roots x, y, x′, and y′, we define a product of their inner-products as follows:
ξ := 〈x, x′〉〈y, y′〉〈x, y′〉〈y, x′〉. (12)
Note that ξ is invariant if ones replaces any root x, y, x′, y′ with its negative.
Thus, ξ depends only on Rx,y and Rx′,y′. By Theorem 2.3, there are only two
cases (up to the isometry π⋆→⋆′) in which Q has at least a root:
1. Root system is Bn (or Dn+1) and Rx,y = {±ei±ej}, Rx′,y′ = {±ej±ek}
where i, j, k are pairwise distinct. The set Q has four roots Rx′′,y′′ where
(x′′, y′′) is an iop with (x′′, y′′) ∼ (ei + ek, ei − ek). In this case, ξ > 0.
2. Root system is F4 (or E6) and Rx,y ⊂ ∆sini , Rx′,y′ ⊂ ∆sinj with i 6= j.
In this case, all roots of Q belong to ∆sink where k := {1, 2, 3}\{i, j}.
Because two roots belong to the same ∆sinl if and only if they are
proportional or orthogonal, we have that ξ 6= 0. However, ξ can be
either positive or negative (in contrast to the previous case where ξ is
always positive). Examination of the root system leads to the following
fact: ξ > 0 if and only if Q contains four roots Rx′′,y′′ for (x
′′, y′′) an
iop; ξ < 0 if and only if Q contains eight roots ∆sink .
The next proposition then follows directly from the above arguments:
Proposition 2.7. Suppose that Q has at least a root; then, there are two
cases:
1. If ξ > 0, then Q contains four roots Rx′′,y′′ where (x
′′, y′′) is an iop.
2. If ξ < 0, then the underlying root system can only be F4 or E6. Let i, j ∈
{1, 2, 3} be such that Rx,y ⊂ ∆sini and Rx′,y′ ⊂ ∆sinj . Then, i 6= j and,
moreover, Q contains eight roots ∆sink where {k} := {1, 2, 3}\{i, j}.
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3 Computation of Distinguished Sets
We establish here Theorem 1.7. We assume in Sections 3.1 – 3.3 that the
underlying root system is not G2 and establish items (1) – (3) of the theorem.
We deal with the case G2 in Section 3.4 and establish item (4).
3.1 Computation of S1
Recall that Φα = {Hα − Hθα, i(Hα + Hθα), Yα, Zα} and S0 = ∪α∈∆Φα. If γ
is not a root, then we set Xγ = Yγ = Zγ = 0. We start with the following
result, which directly follows from computation:
Proposition 3.1. For any α, β ∈ ∆,{
[Hα −Hθα, Yβ] = 2〈α,β−θβ〉/|α|2Yβ, [i(Hα +Hθα), Yβ] = 2〈α,β+θβ〉/|α|2Zβ,
[Hα −Hθα, Zβ] = 2〈α,β−θβ〉/|α|2Zβ, [i(Hα +Hθα), Zβ] = −2〈α,β+θβ〉/|α|2Yβ.
(13)
If β /∈ {±α,±θα}, then

[Yα, Yβ] = cα,βYα+β − σβcα,−θβYα−θβ,
[Zα, Zβ] = −cα,βYα+β − σβcα,−θβYα−θβ,
[Yα, Zβ] = cα,βZα+β + σβcα,−θβZα−θβ,
[Zα, Yβ] = cα,βZα+β − σβcα,−θβZα−θβ.
(14)
For two arbitrary subsets S and S ′ of g0, we write S ⊑ S ′ if for any
X ∈ S, there is an X ′ ∈ S ′ such that X = λX ′ for some λ ∈ R. We write
S ≡ S ′ if S ⊑ S ′ and S ′ ⊑ S.
If β ∈ {−α, θα}, then by (3) and (13), [Φα,Φβ] ≡ Φα. If β ∈ {α,−θα}
and α is complex, then [Φα,Φβ] ≡ {Yα, Zα}. Note, in particular, that S0 ⊑ S1
and, hence, Sk ⊑ Sk+1 for any k ≥ 0. Since S0 spans g0, so does Sk for all
k ≥ 0.
Suppose that ∆ contains only imaginary roots and the underlying root
system is An, Dn, or Em for m = 6, 7, 8; then, by Theorem 2.1, all roots are
single. Thus, either Yα+β (resp. Zα+β) or Yα−β (resp. Zα−β) in (14) is zero
and, hence, S1 ≡ S0. This establishes item 1 of Theorem 1.7.
Now, let (α, β) be a matched pair. Since the underlying root system is
not G2, it follows that c
2
α,β = c
2
α,−θβ. Let (x, y) be the corresponding iop, i.e.,
x = α + β and y = α− θβ. We define
Ψx,y := {Yx ± Yy, Zx ± Zy}.
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Note that for any imaginary root γ, Yγ = −σγY−γ and Zγ = σγZ−γ. Since
x and y are imaginary, it follows that if (x, y) ∼ (x′, y′), then Ψx,y ≡ Ψx′,y′ .
We now have the following result:
Proposition 3.2. Let (α, β) be a matched pair and (x, y) be the iop. Then,
〈α, β + θβ〉 = 0 and c2α,β = c2α,−θβ > 0. Moreover, the following hold:
[Φα,Φβ] ≡
{
Ψx,y if ∆ contain only imaginary roots,
{Yα, Zα, Yβ, Zβ} ∪Ψx,y if ∆ contains complex roots.
Proof. If ∆ contains only imaginary roots, then the α-string β + nα, for
−q ≤ n ≤ p, is such that p = q = 1. Thus, 〈α, β〉 = |α|2(q−p)/2 = 0 and
c2α,β = c
2
α,−β = 4. It then follows from (13) and(14) that
[iHα,Φβ] = [iHβ,Φα] = 0 and [{Yα, Zα}, {Yβ, Zβ}] ≡ Ψx,y.
We next assume that ∆ contains complex roots. All roots share the same
length. We normalize it to be
√
2. Then, 〈α, β〉 = −1 and 〈α, θβ〉 = 1. Thus,
〈α, β + θβ〉 = 0 and 〈α, β − θβ〉 = −2. It follows from (13) that{
[i(Hα +Hθα),Φβ] = 0, [i(Hβ +Hθβ),Φα] = 0,
[Hα −Hθα,Φβ] ≡ {Yβ, Zβ}, [Hβ −Hθβ,Φα] ≡ {Yα, Zα}.
Since neither α−β nor α+θβ is a root, c2α,β = c2α,−θβ = 1. It follows from (14)
that [{Yα, Zα}, {Yβ, Zβ}] ≡ Ψx,y.
The above result then implies that S1 ≡ S0∪
⋃
(x,y)Ψx,y, where the union
is over all iops (x, y).
3.2 Computation of S2
To compute S2 = [S1, S1], it suffices to compute [Ψx,y,Φγ] for (x, y) an iop
and γ an arbitrary root, and [Ψx,y,Ψx′,y′] for two iops (x, y) and (x
′, y′).
Computation of [Ψx,y,Φγ ]. Let (α, β) be a matched pair and (x, y) be the
corresponding iop. We define P := Rx,y + {γ,−θγ}. Note that P is closed
under −θ. Let Tα,β := ±{α, θα, β, θβ}. We have the following fact:
Proposition 3.3. If P does not contain any root or zero, then [Ψx,y,Φγ ] = 0.
If P contains zero, then γ ∈ Rx,y and [Ψx,y,Φγ ] ≡ Φγ. If P contains at least
a root, then the following hold:
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1. If γ ∈ Tα,β, then P has two roots {δ,−θδ} and [Ψx,y,Φγ] ≡ Ψx,y ∪
{Yδ, Zδ}.
2. If γ ∈ ∆\∆sin and γ 6∈ Tα,β, then P has two roots {δ,−θδ} and γ
is strongly orthogonal to exactly one of the two roots {x, y}. Let u ∈
{x, y} be the root such that 〈γ, u〉 = 0 and {v} := {x, y}\{u}. Then,
[Ψx,y,Φγ ] ≡ {Yv, Zv, Yδ, Zδ}.
3. If γ ∈ ∆sin, then P has four roots Rx′,y′ where (x′, y′) is an iop and
[Ψx,y,Φγ ] ≡ Ψx,y ∪Ψx′,y′.
We provide a proof in Appendix A.
Computation of [Ψx,y,Ψx′,y′]. Let (α, β), (α
′, β ′) be matched pairs and
(x, y), (x′, y′) be the corresponding iops. Recall that Q = Rx,y + Rx′,y′ . If
Q does not contain any root or zero, then [Ψx,y,Ψx′,y′ ] = 0. We assume in
the sequel that Q contains either zero or at least a root. We first have the
following result:
Proposition 3.4. Suppose that Q contains zero; then, there are two cases:
1. If Rx,y = Rx′,y′, then [Ψx,y,Ψx′,y′] ≡ {i(Hα +Hθα), i(Hβ +Hθβ)}.
2. If Rx,y ∩ Rx′,y′ = {±z} for some root z, then [Ψx,y,Ψx′,y′] ≡ {iHz}.
Proof. For item 1, we note that by Corollary 2.2, x and y are strongly or-
thogonal. It follows from (3) that [Ψx,y,Ψx,y] ≡ {iHα+β ± iHα−θβ}. By the
linearity hα+β = hα + hβ and the scaling Hα = 2hα/|α|2, we obtain that{
iHα+β = |α|
2/|α+β|2 iHα + |β|
2/|α+β|2 iHβ,
iHα−θβ = |α|
2/|α−θβ|2 iHα − |β|2/|α−θβ|2 iHθβ,
Since the root system is not G2, we obtain by Theorem 2.1 that |α|2 = |β|2
and |α + β|2 = |α− θβ|2. Also, note that θα + θβ = α+ β. Thus,
[Ψα,β,Ψα′,β′] ≡ {iHα+β ± iHα−θβ} ≡ {i(Hα +Hθα), i(Hβ +Hθβ)}.
For item 2, we note that by Prop. 2.6, any two nonproportional roots out
ofRx,y∪Rx′,y′ are strongly orthogonal, so [Ψx,y,Ψx′,y′] ≡ [Yz, Zz] ≡ {iHz}.
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We next assume that Q contains at least a root. To proceed, we need
to introduce a few subsets of g0, which will be used for the case where the
underlying root system is exceptional (i.e., F4 or E6 by Prop. 2.7).
Recall that by Prop. 2.5, ∆F4sin ≈ ∆E6sin and we will simply write ∆sin. Let
the decomposition ∆sin = ∪3i=1∆sini be given by (11). We write explicitly
∆sini = ±{ui, vi, si, ti} and define
Σi := {Yui ± Yvi ± Ysi ± Yti, Zui ± Zvi ± Zsi ± Zti}, ∀i = 1, 2, 3.
Note that Σi differs up to sign if another set of roots {ui, vi, si, ti} is used.
Recall that ξ = 〈x, x′〉〈y, y′〉〈x, y′〉〈y, x′〉 is defined in (12). Since Q con-
tains at least a root, it follows from Prop. 2.7 that ξ 6= 0. Consequently, we
have the following result:
Proposition 3.5. Suppose that Q has at least a root; then, there are two
cases:
1. If ξ > 0, then there is an iop (x′′, y′′) such that [Ψx,y,Ψx′,y′ ] ≡ Ψx′′,y′′.
2. If ξ < 0, then the underlying root system can only be F4 or E6. Let
i, j ∈ {1, 2, 3} be such that Rx,y ⊂ ∆sini and Rx′,y′ ⊂ ∆sinj . Then, i 6= j
and, moreover, [Ψx,y,Ψx′,y′] ≡ Σk where {k} := {1, 2, 3}\{i, j}.
We provide a proof in Appendix B.
It follows from Propositions 3.3, 3.4 and 3.5 that if the underlying root
system is classical, then S2 ≡ S1. Item 2 of Theorem 1.7 is then established.
However, if the underlying root system is F4 or E6, then S2 ≡ S1 ∪
⋃3
i=1Σi.
3.3 Computation of S3: On root systems F4 and E6
We consider here two cases: Either the root system is F4 and ∆ contains only
imaginary roots, or, the root system is E6 and ∆ contains complex roots. To
compute S3 = [S2, S2], it suffices to fix an i = 1, 2, 3 and compute [Σi,Φα]
for an arbitrary root α, [Σi,Ψx,y] for an iop (x, y), and [Σi,Σj ] for j = 1, 2, 3.
The computation is, in fact, on the level of single roots. By Prop. 2.7, ∆F4sin
and ∆E6sin are essentially the same. We provide below computational results:
Proposition 3.6. The following hold for [Σi,Φα]:
1. If α ∈ ∆sini, then [Σi,Φα] ≡ Φα.
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2. If α ∈ ∆sinj for j 6= i, then [Σi,Φα] ≡ Σi∪Σk where k := {1, 2, 3}\{i, j}.
3. If α ∈ ∆\∆sin, then there is another root β ∈ ∆\∆sin, unique up to
−θ, such that (α, β) is a matched pair. Moreover, if we let (x, y) be the
corresponding iop, then [Σi,Φα] ≡ Ψx,y ∪ {Y−β, Z−β}.
Proposition 3.7. Let (α, β) be a matched pair and (x, y) be the correspond-
ing iop. Then, the following hold for [Σi,Ψx,y]:
1. If Rx,y ⊂ ∆sini, then [Σi,Ψx,y] ≡ {i(Hα +Hθα), i(Hβ +Hθβ)}.
2. If Rx,y ⊂ ∆sinj for j 6= i, then there are iops (x′, y′) and (x′′, y′′) such
that Rx′,y′ ∪ Rx′′,y′′ = ∆sink for {k} := {1, 2, 3}\{i, j} and, moreover,
[Σi,Ψx,y] ≡ Σk ∪Ψx′,y′ ∪Ψx′′,y′′.
Proposition 3.8. The following hold for [Σi,Σj ]:
1. If j = i, then [Σi,Σj] ≡ {iHx | x ∈ ∆sin\∆sini}.
2. If j 6= i, then [Σi,Σj] ≡ Σk∪
⋃
x∈∆sink
{Yx, Zx} for {k} := {1, 2, 3}\{i, j}.
We provide proofs of the above results in Appendices C, D, and E, re-
spectively. The above results imply that S3 ≡ S2 and item 3 of Theorem 1.7
is established.
3.4 Computation of [S∗, S∗]: On root system G2
Since g0 is neither complex nor a split real form, g0 is the compact real form
of g. For each i = 1, 2, 3, let (i, j, k) be a cyclic rotation of (1, 2, 3) and define
xi := ej − ek and yi := ej + ek − 2ei. Note that by item (g) of Theorem 2.3,
each (xi, yi) is an iop. With a slight abuse of notation, we let Φi := Φyi and
Ψi := {Yyi ± Yxi, Zyi ± Zxi} for each i = 1, 2, 3. Then, the set S∗ defined
in (5) can be re-written as S∗ = ∪3i=1(Φi ∪Ψi).
Note that every element in S0 can be expressed as a linear combination of
elements in S∗, so S∗ spans g0. We have the following computational result:
Proposition 3.9. The following hold for [S∗, S∗]:
1. For any given i ∈ {1, 2, 3}, let {j, k} := {1, 2, 3}\{i}. Then, [Φi,Ψi] ≡
[Φi,Φi] ≡ Φi and [Ψi,Ψi] ≡ {iHyj , iHyk}.
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2. For any given (i, j) with i 6= j, let {k} := {1, 2, 3}\{i, j}. Then,
[Φi,Φj ] ≡ ∪3l=1{Yyl, Zyl}, [Φi,Ψj] ≡ Ψj ∪ Ψk, and [Ψi,Ψj] ≡ Ψk ∪
{Yyk , Zyk}.
We provide a proof in Appendix F. Item 4 of Theorem 1.7 then follows
from the above result.
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A Proof of Prop. 3.3
It should be clear that P contains zero if and only if γ ∈ Rx,y. Because the
underlying root system is not G2, by Corollary 2.2 and Theorem 2.3, x and y
are single, imaginary roots and are strongly orthogonal to each other. Thus,
[Ψx,y,Φγ ] ≡ [Φγ ,Φγ] ≡ Φγ . We now assume that P contains at least a root
and establish the three items subsequently:
Proof of item 1. We assume, without loss of generality, that γ = α. Then,
{−β, θβ} are the roots contained in P . By Prop. 3.2, 〈α, β+ θβ〉 = 0. Thus,
〈α, α+ β〉 = 〈α, α− θβ〉 > 0. It follows from (13) that [Ψx,y, i(Hα +Hθα)] ≡
Ψx,y. Next, note that cα+β,α = cα−θβ,α = 0 and c2α+β,−θα = c
2
α−θβ,−θα = 1. It
then follows from (14) that [Ψx,y, {Yα, Zα}] ≡ {Y−β, Z−β}.
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Proof of item 2. We assume, without loss of generality, that δ := α+β+γ
is a root in P . Then, −θδ = −(α+β)−θγ is a root as well. We need to show
that δ and −θδ are the only two roots in P . First, note that by Theorem 2.1,
(α + β) ∈ ∆sin, so (α + β, γ) and (α + β,−γ) are not matched pairs. Since
δ and −θδ are roots, the two elements −(α + β) + γ and (α + β)− θγ of P
cannot be roots. For the other four elements {±(α−θβ)+γ,±(α−θβ)−θγ}
of P , it suffices to show that α − θβ is strongly orthogonal to γ (note that
since δ = α+ β + γ is a root under the assumption, γ cannot be orthogonal
to α+β, i.e., u = α−θβ and v = α+β in the case). In fact, since α−θβ is a
single (and imaginary) root, we only need to show that α− θβ is orthogonal
to γ. Orthogonality of the two roots implies strong orthogonality.
To establish orthogonality of the two roots, we consider two cases: If ∆
contains only imaginary roots, then γ ∈ ∆sh and α + β ∈ ∆long. Thus,
〈α+β,γ〉/|γ|2 = 2〈α+β,γ〉/|α+β|2 = −1, which holds if and only if 〈α,γ〉/|γ|2 =
〈β,γ〉/|γ|2 = −1/2. It then follows that 〈α− β, γ〉 = 0.
We now assume that ∆ contains complex roots. In this case, γ ∈ ∆comp
and α + β ∈ ∆im. We normalize the common length of a root in ∆ to be√
2. Since α + β + γ is a (complex) root, 〈α + β, γ〉 = −1. We assume,
without loss of generality, that 〈α, γ〉 = −1 and, hence, α+γ is a root. Now,
suppose for the moment that 〈θβ, γ〉 ≥ 0; then, 〈α − θβ, γ〉 < 0 and, hence,
(α+γ)−θβ is a root. It then follows that (α+γ, β) is a matched pair, which
contradicts the fact that α + β + γ is a complex root. Thus, we must have
that 〈θβ, γ〉 < 0. Furthermore, since γ 6∈ Tα,β, we obtain that 〈θβ, γ〉 = −1.
It then follows that 〈γ, α− θβ〉 = −1− (−1) = 0.
To compute [Ψx,y,Φγ ], we first use (13) and the fact that 〈γ, α− θβ〉 = 0
to obtain that [Ψx,y, iHγ] ≡ {Yα+β, Zα+β}. We next note that c2α+β,γ = 1
and cα+β,−θγ = cα−θβ,γ = cα−θβ,−θγ = 0. Thus, by (14), we obtain that
[Ψx,y, {Yγ, Zγ}] ≡ {Yδ, Zδ}.
Proof of item 3. We assume again that α + β + γ is a root in P . By
Theorem 2.1, |γ|2 = |α + β|2 ≥ |α|2 = |β|2. Thus, 〈α+β,γ〉/|γ|2 = −1/2, so
either 〈α, γ〉 or 〈β, γ〉 is zero. Without loss of generality, we assume that
〈α, γ〉 = 0 and 〈β,γ〉/|γ|2 = −1/2. Next, note that γ is imaginary and, hence,
〈θα, γ〉 = 〈α, γ〉 = 0. Then, 〈β− θα, γ〉 = 〈β, γ〉 < 0, so β + γ − θα is a root.
It follows that (α, β+ γ) is a matched pair. Let (x′, y′) be the corresponding
iop. Then, the four roots of Rx′,y′ are contained in P (note that θγ = γ). The
other four elements in P cannot be roots. To see this, note that γ ∈ ∆sin and,
hence, (α + β, γ) and (α− θβ, γ) cannot be matched pairs. Since α + β + γ
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and α−θβ−γ are roots, α+β−γ and α−θβ+γ (as well as their negatives)
are not roots.
To compute [Ψx,y,Φγ], we first note that 〈γ, α + β〉 = −〈γ, α − θβ〉 =
〈γ, β〉 < 0. It then follows from (13) that [Ψx,y, iHγ] ≡ Ψx,y. We next
note that c2α+β,γ = c
2
α−θβ,−γ = 1 and cα+β,−γ = cα−θβ,γ = 0. Thus, by (14),
[Ψx,y, {Yγ, Zγ}] ≡ Ψx′,y′.
B Proof of Prop. 3.5
To establish Prop. 3.5, we need a few preliminary results. We first have the
following fact adapted from [4, Prop. 6.104]:
Lemma B.1. If (x, y) is an iop, then σx = σy.
We next introduce the following fact which is adapted from Lemmas 5.1
and 5.3 in [2, Ch. III]:
Lemma B.2. Let s, t, u, v be four arbitrary roots, no two of which have
sum 0. If s+ t + u+ v = 0, then the following hold:
cs,tcx,y
|s+ t|2 +
ct,ucs,v
|t+ u|2 +
cu,sct,v
|u+ s|2 = 0.
With the Lemmas above, we will now establish Prop. 3.5. Since the
underlying root system is not G2, it follows from Theorem 2.1 that all roots
x, y, x′, and y′ share the same length. We normalize the length to be
√
2.
Since Rx,y does not intersect Rx′,y′ (otherwise, Q contains zero but not any
root), each inner-product in the expression (12) of ξ can only be 1 or −1.
Proof of item 1. We assume, without loss of generality, that all inner-
products in (12) all −1. It follows from computation that
〈x+ x′, y + y′〉 = 〈x+ y′, y + x′〉 = −2 〈x+ x′, x+ y′〉 = 0. (15)
By Theorem 2.1, the length of a single root is greater than or equal to
the length of a nonsingle root. Thus, for (15) to hold, we must have that
x+x′ = −(y+y′) and (x+y′) = −(y+x′) are single roots and ±{x+x′, x+y′}
are the four roots in Q. Furthermore, by Prop. 2.7, there is an iop (x′′, y′′)
such that x′′ = x+ x′ and y′′ = x+ y′.
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We now compute [Ψx,y,Ψx′,y′ ]. Let ǫ and ǫ
′ be free variables that take
values from the set {1,−1}. Then, by (14),{
[Yx + ǫYy, Yx′ + ǫ
′Yy′ ] = −[Zx + ǫZy, Zx′ + ǫ′Zy′ ] = µ1Yx+x′ + µ2Yx+y′,
[Yx + ǫYy, Zx′ + ǫ
′Zy′ ] = [Zx + ǫZy, Yx′ + ǫ′Yy′] = ν1Zx+x′ + ν2Zx+y′,
(16)
where the coefficients µ1, µ2, ν1, and ν2 are given by{
µ1 := cx,x′ − σx′′ǫǫ′cy,y′ , µ2 := ǫ′cx,y′ − σy′′ǫcy,x′,
ν1 := cx,x′ + σx′′ǫǫ
′cy,y′ , ν2 := ǫ′cx,y′ + σy′′ǫcy,x′ .
(17)
We show below that for any ǫ, ǫ′ ∈ {1,−1}, µ21 = µ22 and ν21 = ν22 . Note
that if the two equalities hold, then by (16) and (17), [Ψx,y,Ψx′,y′] ≡ Ψx′′,y′′ .
To establish the equalities, we first note that c2∗,∗ = 1 for any c∗,∗ in (17).
Next, note that by Lemma B.1, σx′′ = σy′′ . It now suffices to show that
cx,x′cy,y′ = cx,y′cy,x′. For that, note that the four roots x, x
′, y, and y′ satisfy
the assumption of Lemma B.2, i.e., x+ x′ + y + y′ = 0 and no two of which
have sum 0. Thus,
cx,x′cy,y′
|x+ x′|2 +
cx′,ycx,y′
|x′ + y|2 +
cy,xcx′,y′
|x+ y|2 = 0.
Since x+ y and x′ + y′ are not roots, cy,x = cx′,y′ = 0. Further, note that x′′
and y′′ are single roots and, hence, |x′′|2 = |x + x′|2 = |x′ + y|2 = |y′′|2. We
thus conclude that cx,ycy,y′ = −cx′,ycx,y′ = cy,x′cx,y′.
Proof of item 2. We assume, without loss of generality, that the first three
inner-products in (12) are −1 and the last one is 1. Then,
u := x+ x′, v := y + y′, s := x+ y′, t := y − x′
are roots and, by computation, any two out of the four roots are orthogonal.
By item 2 of Prop. 2.7, the underlying root system is F4 or E6. Moreover,
we must have that Rx,y ⊂ ∆sini and Rx′,y′ ⊂ ∆sinj with i 6= j and ∆sink =
±{u, v, s, t}. Let ǫ, ǫ′ be variables that take values in {1,−1}. Then, by (14),

[Yx + ǫYy, Yx′ + ǫ
′Yy′ ] = cx,x′Yu + ǫǫ′cy,y′Yv + ǫ′cx,y′Ys − ǫσx′cy,−x′Yt,
[Zx + ǫZy, Zx′ + ǫ
′Zy′] = −cx,x′Yu − ǫǫ′cy,y′Yv − ǫ′cx,y′Ys − ǫσx′cy,−x′Yt,
[Yx + ǫYy, Zx′ + ǫ
′Zy′] = cx,x′Zu + ǫǫ′cy,y′Zv + ǫ′cx,y′Ys + ǫσx′cy,−x′Zt,
[Zx + ǫZy, Yx′ + ǫ
′Yy′] = cx,x′Zu + ǫǫ′cy,y′Zv + ǫ′cx,y′Zs − ǫσx′cy,−x′Zt.
Note that c2∗,∗ = 1 for any c∗,∗ in the above expression. By taking different
values of ǫ, ǫ′ ∈ {1,−1}, we obtain that [Ψx,y,Ψx′,y′] ≡ Σk.
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C Proof of Prop. 3.6
We establish the three items subsequently.
Proof of item 1. Note that all roots in ∆sini are either proportional or
orthogonal. Thus, if α ∈ ∆sini , then [Σi,Φα] ≡ [Φα,Φα] ≡ Φα.
Proof of item 2. We now assume that α ∈ ∆sinj with j 6= i. First, note
that 〈α, x〉2 = 〈α, y〉2 for any x, y ∈ ∆sini. Thus, [Σi, iHα] ≡ Σi. We next
note that the set ∆sini ± {α} contains ∆sink as its roots. It follows from
computation that [Σi, {Yα, Zα}] ≡ Σk.
Proof of item 3. For convenience, we let ∆ns := ∆\∆sin be the set of
nonsingle roots. Recall that for either case F4 or E6, we have decomposed
∆ns = ∪3l=1∆nsl (see (7) and (10)) in a way such that if (α, β) is a matched
pair, then α, β belong to the same ∆nsl . Examination of each ∆nsl (for
both cases) leads to the following fact: For each α ∈ ∆nsl, there exist three
different subsets {βi,−θβi} for i = 1, 2, 3 of ∆nsl such that (α, βi) is a matched
pair. Moreover, if we let (xi, yi) be the iop corresponding to (α, βi), then
Rxi,yi ⊂ ∆sini. Thus, for a given i ∈ {1, 2, 3} and a given root α ∈ ∆nsl , there
is a unique root β ∈ ∆nsl (unique up to −θ) such that (α, β) is a matched pair
and ∆sini contains Rx,y as roots where (x, y) is the iop corresponding to (α, β).
It follows that {−β, θβ} are the roots contained in the set ∆sini + {α,−θα}.
In particular, α is strongly orthogonal to any root out of ∆sini\Rx,y. Then,
by item 1 of Prop. 3.3, [Σi,Φα] ≡ [Ψx,y,Φα] ≡ Ψx,y ∪ {Y−β, Z−β}.
D Proof of Prop. 3.7
We establish below the two items.
Proof of item 1. Since Rx,y ⊂ ∆sini, roots in Rx,y are strongly orthogonal
to roots in ∆sini\Rx,y. Thus, [Σi,Ψx,y] ≡ [Ψx,y,Ψx,y]. Furthermore, by item
1 of Prop. 3.4, we have that [Ψx,y,Ψx,y] ≡ {i(Hα +Hθα), i(Hβ +Hθβ)}.
Proof of item 2. Because the long roots in F4 and the imaginary roots in
E6 are related by a linear isometry (Prop. 2.5) and because the analysis is on
the level of single roots, it suffices to consider the case where the underlying
root system is F4. Furthermore, by symmetry, we can assume, without loss
of generality, that i = 1 and Rx,y = {±e2 ± e3}.
To prove the item, we need to have a few preliminary results. For ease of
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notation, we let

u1 := e1 + e2, v1 := e1 − e2, s1 := e3 + e4, t1 := e3 − e4,
u2 := e3 − e2, v2 := e2 + e3, s2 := e1 − e4, t2 := e1 + e4,
u3 := e1 + e3, v3 := e1 − e3, s3 := e2 + e4, t3 := e2 − e4.
(18)
Note that by (11), ∆sini = ±{ui, vi, si, ti} for any i = 1, 2, 3 . We first have
the following fact:
Lemma D.1. For any i = 1, 2, 3, σui = σvi = σsi = σti =: σi.
Proof. By Theorem 2.3, any two orthogonal roots in ∆sin form an iop. Since
ui, vi, si, and ti are pairwise orthogonal, the result is then a consequence of
Lemma B.1.
Given an i = 1, 2, 3, we let ǫi := (ǫvi , ǫsi, ǫti) b a vector in R
3 whose value
will be specified later. We define elements of g0 as follows:{
Yi(ǫi) := Yui + ǫviYvi + ǫsiYsi + ǫtiYti ,
Zi(ǫi) := Zui + ǫviZvi + ǫsiZsi + ǫtiZti .
(19)
The following result directly follows from (14), (18), and Lemma (D.1):
Lemma D.2. The following computational results hold:

[Y1(ǫ1),Y2(ǫ2)] = µ1Yu3 − µ2Yv3 − µ3Ys3 − µ4Yt3 ,
[Z1(ǫ1),Z2(ǫ2)] = −µ1Yu3 − µ2Yv3 − µ3Ys3 − µ4Yt3,
[Y1(ǫ1),Z2(ǫ2)] = ν1Zu3 + ν2Zv3 + ν3Zs3 + ν4Zt3 ,
[Z1(ǫ1),Y2(ǫ2)] = ν1Zu3 − ν2Zv3 − ν3Zs3 − ν4Zt3 ,
(20)
where the coefficients µi and νi, for i = 1, 2, 3, 4, are given by

µ1 := ν1 := cu1,u2 + ǫv1ǫv2cv1,v2 + ǫs1ǫs2cs1,s2 + ǫt1ǫt2ct1,t2 ,
µ2 := σ2ǫv2cu1,−v2 + σ2ǫv1cv1,−u2 − ǫs1ǫt2cs1,−t2 − ǫt1ǫs2ct1,−s2,
µ3 := σ2ǫs2cu1,−s2 − ǫv1ǫt2cv1,−t2 + σ2ǫs1cs1,−u2 − ǫt1ǫv2ct1,−v2,
µ4 := σ2ǫt2cu1,−t2 − ǫv1ǫs2cv1,−s2 − ǫs1ǫv2cs1,−v2 + σ2ǫt1ct1,−u2,
ν2 := σ2ǫv2cu1,−v2 + σ2ǫv1cv1,−u2 + ǫs1ǫt2cs1,−t2 + ǫt1ǫs2ct1,−s2,
ν3 := σ2ǫs2cu1,−s2 + ǫv1ǫt2cv1,−t2 + σ2ǫs1cs1,−u2 + ǫt1ǫv2ct1,−v2 ,
ν4 := σ2ǫt2cu1,−t2 + ǫv1ǫs2cv1,−s2 + ǫs1ǫv2cs1,−v2 + σ2ǫt1ct1,−u2.
(21)
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By item 2 of Lemma 1.2, c2∗,∗ = 1 for any c∗,∗ in the expression (21).
Furthermore, we have the following fact:
Lemma D.3. The following equalities hold for the c∗,∗ in (21):

cu1,u2cv1,v2 = cu1,−v2cv1,−u2, cu1,u2cs1,s2 = cu1,−s2cs1,−u2,
cu1,u2ct1,t2 = cu1,−t2ct1,−u2, cu1,−v2cs1,−t2 = cu1,−t2cs1,−v2,
cu1,−v2ct1,−s2 = cu1,−s2ct1,−v2 , cu1,−s2cv1,−t2 = cu1,−t2cv1,−s2,
cv1,−u2ct1,−s2 = cv1,−s2ct1,−u2, cs1,−u2ct1,−v2 = cs1,−v2ct1,−u2.
Proof. We establish below the first equality cu1,u2cv1,v2 = cu1,−v2cv1,−u2. The
same arguments can be used to establish the others. To proceed, we first
note that the four roots u1, u2, −v1, and −v2 satisfy the assumption of
Lemma B.2. Thus,
cu1,u2c−v1,−v2
|u1 + u2|2 +
cu2,−v1cu1,−v2
|u2 − v1|2 +
c−v1,u1cu2,−v2
|u1 − v1|2 = 0.
Since u1− v1 and u2− v2 are not roots, c−v1,u1 = cu2,−v2 = 0. Next, note that
|u1 + u2|2 = |u1 − v2|2. It then follows that cu1,u2cv1,v2 = cu1,−v2cv1,−u2.
Remark D.4. There are a few other equalities of the c∗,∗’s in (21):{
cv1,v2cs1,s2 = cv1,−s2cs1,−v2 , cv1,v2ct1,t2 = cv1,−t2ct1,−v2 ,
cv1,−u2cs1,−t2 = cs1,−u2cv1,−t2, cs1,s2ct1,t2 = cs1,−t2ct1,−s2,
which can be obtained from Lemma D.3. We omit details of computation.
With the preliminaries above, we will now compute [Σ1,Ψu2,v2 ]. The
values of ǫ1 and ǫ2 are specified as follows: For ǫ1 = (ǫv1 , ǫs1 , ǫt1), each of its
entries can be either 1 or −1; For ǫ2 = (ǫv2 , ǫs2, ǫt2), the first entry ǫv2 can be
either 1 or −1 and the other two entires ǫs2 and ǫt2 are 0. Since ǫs2 = ǫt2 = 0,
the last two addends in the expressions of µi, νi for i = 1, 2 in (21) and the
first two addends in µi, νi for i = 3, 4 are all zero. Now, we define
p1 := σ2ǫv1cv1,−u2, p2 := σ2ǫs1cs1,−u2, p3 := σ2ǫt1ct1,−u2,
p4 := σ2ǫv2cu1,−v2, q1 := cu1,u2, q2 := ct1,−u2cu1,−v2ct1,−v2 .
(22)
Note that each pi, for i = 1, . . . , 4, is a free variable taking value from the set
{1,−1} while q1 and q2 are fixed. By (21) and Lemma D.3, we obtain the
following expressions for the coefficients µi and νi in (20):

µ1 = ν1 = q1 + q1p1p4, µ2 = ν2 = p1 + p4,
µ3 = p2 − q2p3p4, ν3 = p2 + q2p3p4
µ4 = p3 − q2p2p4, ν4 = p3 + q2p2p4.
(23)
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We can thus obtain from (23) all possible values of µi and νi by choosing
different values of pi ∈ {1,−1} for i = 1, . . . , 4. Examination of these values,
combined with Lemma D.2, leads to the fact that
[Σ1,Ψu2,v2] ≡ Σ3 ∪ {Yu3 ± Yv3, Zu3 ± Zv3} ∪ {Ys3 ± Yt3 , Zs3 ± Zt3}. (24)
Finally, by item (c) of Theorem 2.3, (u3, v3) and (s3, t3) are iops. We thus
conclude from (24) that [Σ1,Ψu2,v2 ] ≡ Σ3 ∪Ψu3,v3 ∪Ψs3,t3.
E Proof of Prop. 3.8
We establish below the two items.
Proof of item 1. Let ui, vi, si, and ti be defined in (18). Recall that ∆sini =
±{ui, vi, si, ti} for all i = 1, 2, 3. Because roots in ∆sini are either proportional
or strongly orthogonal, we obtain that [Σi,Σi] ≡ {iHui ± iHvi ± iHsi ± iHti}.
The item then follows from the fact that {±ui± vi± si± ti} = 2(∆sin\∆sini).
Proof of item 2. The proof will be similar to the proof of item 2 of
Prop. 3.7. Let Yi(ǫi) and Zi(ǫi) be defined in (19) and let each entry of ǫ1
or ǫ2 be either 1 or −1. Lemmas D.1 – D.3 as well as Remark D.4 still hold.
In addition to the pi, for i = 1, . . . , 4, defined in (22), we further let
p5 := σ2ǫs2cu1,−s2 and p6 := σ2ǫt2cu1,−t2 .
Then, all the pi, for i = 1, . . . , 6, can be treated as free variables which take
value from the set {1,−1} while q1 and q2 defined in (22) are fixed. By (21)
and Lemma D.3, we obtain the following expressions for the coefficients µi
and νi in (20):

µ1 = ν1 = q1 + q1p1p4 + q1p2p5 + q1p3p6,
µ2 = p1 + p4 − q2p2p6 − q2p3p5,
µ3 = p2 + p5 − q2p1p6 − q2p3p4,
µ4 = p3 + p6 − q2p1p5 − q2p2p4,
ν2 = p1 + p4 + q2p2p6 + q2p3p5,
ν3 = p2 + p5 + q2p1p6 + q2p3p4,
ν4 = p3 + p6 + q2p1p5 + q2p2p4.
(25)
We can thus obtain from (25) all possible values of µi and νi by choos-
ing different values of pi ∈ {1,−1} for i = 1, . . . , 6. Examination of these
values, combined with Lemma D.2, leads to the fact that [Σ1,Σ2] ≡ Σ3 ∪⋃
x∈∆sin3{Yx, Zx}.
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F Proof of Prop. 3.9
We establish below the two items.
Proof of item 1. For each i = 1, 2, 3, xi and yi are strongly orthogonal.
It follows that [Φi,Ψi] ≡ [Φi,Φi] and, by computation, [Φi,Φi] ≡ Φi. For
[Ψi,Ψi], we have that [Ψi,Ψi] ≡ {i(Hyi ± Hxi)}. Let (i, j, k) be a cyclic
rotation of (1, 2, 3). Then, 2yj = −(yi + 3xi) and 2yk = −(yi − 3xi). By the
linearity hα+β = hα + hβ and the scaling Hα = 2hα/|α|2, we obtain that{
2iHyj = −|yi|2/|yj |2 iHyi − 3|xi|2/|yj |2 iHxi = −i(Hyi +Hxi),
2iHyk = −|yi|2/|yj |2 iHyi + 3|xi|2/|yj |2 iHxi = −i(Hyi −Hxi).
It then follows that [Ψi,Ψi] ≡ {iHyj , iHyk}.
Proof of item 2. The results for [Φi,Φj ] and [Φi,Ψj] directly follow from
computation. We establish the result for [Ψi,Ψj]. By symmetry, we can
assume, without loss of generality, that i = 1 and j = 2. To proceed, we first
have the following fact adapted from Lemma 5.1 [2, Ch. III]:
Lemma F.1. If three roots α, β, γ sum to 0, then cα,β/|γ|2 = cβ,γ/|α|2 = cγ,α/|β|2.
Note that
∑3
i=1 xi =
∑3
i=1 yi = 0 and, moreover, |x1| = |x2| = |x3| and
|y1| = |y2| = |y3|. By Lemma F.1, the following hold:
cx1,x2 = cx2,x3 = cx3,x1 = ±2 and cy1,y2 = cy2,y3 = cy3,y1 = ±1. (26)
Note that [Xxi, Xxj ] = cxi,xjX−xk and [Xyi , Xyj ] = cyi,yjX−yk . By negating
(if necessary) Xx1 and X−x1 (resp. Xy1 and X−y1), we can assume that every
cxi,xj (resp. cyi,yj) in (26) is positive. We next have the following fact:
Lemma F.2. For any real numebrs ǫ and ǫ′, the following hold:

[Yy1 + ǫYx1, Yy2 + ǫ
′Yx2] = µ1Yy3 + µ3Yx3,
[Zy1 + ǫZx1, Zy2 + ǫ
′Zx2 ] = µ2Yy3 + µ4Yx3,
[Yy1 + ǫYx1, Zy2 + ǫ
′Zx2] = ν1Zy3 + ν3Zx3 ,
[Zy1 + ǫZx1, Yy2 + ǫ
′Yx2] = ν2Zy3 + ν4Zx3 ,
(27)
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where coefficients µi and νi, for i = 1, 2, 3, 4, are given by

µ1 := −ν1 := −(1 + ǫǫ′cx1,−x2),
µ2 := ν2 := 1− ǫǫ′cx1,−x2,
µ3 := ǫcx1,y2 + ǫ
′cy1,−x2 − 2ǫǫ′,
ν3 := ǫcx1,y2 + ǫ
′cy1,−x2 + 2ǫǫ
′,
µ4 := −ǫcx1,y2 + ǫ′cy1,−x2 + 2ǫǫ′,
ν4 := ǫcx1,y2 − ǫ′cy1,−x2 + 2ǫǫ′.
(28)
Proof. Note that y1 + y2 = x2 − x1 = −y3 and x1 + y2 = x2 − y1 = x3. Also,
note that g0 is the compact real form of g and, hence, σα = 1 for all α ∈ ∆.
The lemma then follows from (14) and (26).
Note that c2x1,−x2 = 9 and c
2
x1,y2
= c2y1,−x2 = 1. Furthermore, the following
holds:
Lemma F.3. We have that cx1,−x2 = 3cx1,y2cy1,−x2.
Proof. The four roots x1, −x2, y1, y2 satisfy the assumption of Lemma B.2,
i.e., x1 − x2 + y1 + y2 = 0 and no two of which sum to zero. Thus,
cx1,−x2cy1,y2
|x1 − x2|2 +
c−x2,y1cx1,y2
|y1 − x2|2 +
cy1,x1c−x2,y2
|y1 + x1|2 = 0.
Since y1 + x1 and y2 − x2 are not roots, cy1,x1 = c−x2,y2 = 0. Also, note that
x1 − x2 = y3 and y1 − x2 = −x3, so |x1 − x2|2 = 3|y1 − x2|2. Since cy1,y2 = 1,
it follows that cx1,−x2 = 3cx1,y2cy1,−x2.
In the sequel, we will let ǫ and ǫ′ take values from the set {1,−1}. For
convenience, we let
p := ǫcx1,y2 , p
′ := ǫ′cy1,−x2, q := cx1,−x2/3.
We treat p and p′ as free variables which take value from the set {1,−1}.
Then, by (28) and Lemma F.3, the following hold for µi and νi:

µ1 = −ν1 = −(1 + 3pp′),
µ2 = ν2 = 1− 3pp′,
µ3 = p+ p
′ − 2qpp′,
ν3 = p+ p
′ + 2qpp′,
µ4 = −p + p′ + 2qpp′,
ν4 = p− p′ + 2qpp′.
(29)
We obtain from the above expression all possible values of µi and νi by
choosing different values of p, p′ ∈ {1,−1}. Examination of these values,
combined with (27), leads to the fact that [Ψ1,Ψ2] ≡ Ψ3 ∪ {Yy3, Zy3}.
27
