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1. Introduction
Let Sn−1 be the unit sphere in Rn (n 2) with dσ the element of area on Sn−1. A function Ω(x, z) deﬁned on Rn × Rn
is said to be in L∞(Rn, Lr(Sn−1)) (r  1), if Ω satisﬁes the following conditions:
(1) for any x, z ∈ Rn and λ > 0, Ω(x, λz) = Ω(x, z);
(2) ‖Ω‖L∞(Lr ) := supx∈Rn (
∫
Sn−1 |Ω(x, z′)|r dσ(z′))1/r < ∞.
In 1955, Calderón and Zygmund [2] investigated the L2 boundedness of the singular integral T with variable kernel. They
found that these operators connect closely with the problem about the second order linear elliptic equations with variable
coeﬃcients. Let Ω ∈ L∞(Rn, Lr(Sn−1)) satisfy∫
Sn−1
Ω
(
x, z′
)
dσ
(
z′
)= 0 for any x ∈ Rn. (1.1)
The singular integral operator with variable kernel is deﬁned by
T f (x) = p.v.
∫
Rn
Ω(x, x− y)
|x− y|n f (y)dy.
Theorem A. (See [2].) If Ω ∈ L∞(Rn, Lr(Sn−1)) satisfying (1.1) for r > 2(n − 1)/n, then there exists a constant C > 0 such that
‖T f ‖L2  C‖Ω‖L∞(Lr)‖ f ‖L2 . (1.2)
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hand, for exponents p other than 2, Calderón and Zygmund [3] proved that under the assumption Ω ∈ L∞(Rn, Lr(Sn−1))
(r > 1) with
r′  p < ∞ (1.3)
then
‖T f ‖Lp  C‖Ω‖L∞(Lr)‖ f ‖Lp . (1.4)
In [3, p. 306], the authors showed that the condition r′  p < ∞ is the best possible for the Lp boundedness of T .
Note that the condition r′  p < ∞ is independent of the dimension n. In 1978, by taking into account the dimension n
and relaxing conditions on the kernel Ω , Calderón and Zygmund [4] gave the generalization of (1.4), which has a different
form in the intervals 1 < p  2 and 2 p < ∞. Their results are the following:
Theorem B. (See [4].) If Ω ∈ L∞(Rn, Lr(Sn−1)) satisfying (1.1), then there exists a constant C > 0 such that ‖T f ‖Lp 
C‖Ω‖L∞(Lr)‖ f ‖Lp , provided that
(i) 1 < p  2 and r > p
′(n − 1)
n
; (1.5)
or
(ii) 2 p < ∞ and 1
r
<
n − 1
pn
+
(
1− 2
p
)
. (1.6)
The example in [3] shows that if r = p′(n− 1)/n, then the above result is false for T . In 1986, applying mixed norm esti-
mates and the method of rotation, Christ, Duoandikoetxea and Rubio de Francia [7] obtained the same result for 1 < p  2.
On the other hand, in 2004, Ding, Lin and Shao [11] deﬁned and studied the Lp boundedness of the Marcinkiewicz
integral operators with rough variable kernels:
μΩ( f )(x) =
( ∞∫
0
∣∣FΩ,t(x)∣∣2 dt
t
)1/2
,
where
FΩ,t(x) = 1
t
∫
|x−y|t
Ω(x, x− y)
|x− y|n−1 dy.
Historically, the Marcinkiewicz integral μΩ with convolution kernel, i.e., Ω(x, z) = Ω(z), was introduced by Stein in [15].
Stein proved that if Ω is continuous and satisﬁes a Lipα (0 < α  1) condition on Sn−1, then μΩ is of type (p, p) for
1 < p  2 and of weak type (1,1). In 1962, Benedek et al. in [1] proved that if Ω ∈ C1(Sn−1), then μΩ is of type (p, p) for
1 < p < ∞. The mapping properties of the Marcinkiewicz integral μΩ with convolution kernel, (namely, Ω(x, z) = Ω(z), is
independent of x) have been extensively studied (see also [19,9,10]). When Ω(x, z) does depend on x, the known result for
the rough Marcinkiewicz integral μΩ is only the L2 boundedness:
Theorem C. (See [11].) If Ω ∈ L∞(Rn, Lr(Sn−1)), r > 2(n − 1)/n, satisfying (1.1), then there exists a constant C > 0 independent
of f such that
‖μΩ f ‖L2  C‖Ω‖L∞(Lr)‖ f ‖L2 . (1.7)
Note that the authors of [11] gave the Lp boundedness of μΩ for 1 < p < 2 under a stronger smoothness condition of Ω
than that in Theorem B. The following question is natural:
Question 1. Is Theorem B true for the operator μΩ for 1< p < 2?
By inspecting the proof in [11], we ﬁnd that if Ω is an odd function in the second variable and satisﬁes the assumption in
Theorem B, then the inequality ‖μΩ f ‖Lp  C‖ f ‖Lp holds (see also [6] for the details). Recall that in proving Theorem B, if Ω
is even in the second variable, Calderón and Zygmund [3] (or Christ, Duoandikoetxea and Rubio de Francia [7]) composed the
kernel of T with the Riesz transforms R j ( j = 1, . . . ,n) to reduce T to another operator with an odd kernel. Unfortunately,
this key technique fails to treat the operator μΩ and we hence need to look for a new idea. In this paper, We will use the
Littlewood–Paley theory together with certain vector-valued inequalities to obtain the Lp (1 < p < ∞) boundedness for a
wide class of Littlewood–Paley operators with variable kernel. More precisely, we give a positive answer to Question 1, and
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integral operator with variable kernel.
Let 0 < ρ < n. The parameterized Marcinkiewicz integral operator with variable kernel is deﬁned by:
μ
ρ
Ω( f )(x) =
( ∞∫
0
∣∣FρΩ,t(x)∣∣2 dtt
)1/2
,
where
FρΩ,t(x) =
1
tρ
∫
|x−y|t
Ω(x, x− y)
|x− y|n−ρ f (y)dy.
The parameterized Marcinkiewicz integral μρΩ with convolution kernel, that is, Ω(x, z) = Ω(z), was ﬁrst deﬁned by
Hörmander [14] in 1960. Recently, Ding and Li gave the L2 boundedness of μρΩ with variable kernel (see [12]). The following
theorem is the main result in this paper.
Theorem 1.1. Let 0 < ρ < n. If Ω ∈ L∞(Rn, Lr(Sn−1)) satisfying (1.1), then there exists a constant C > 0 such that ‖μρΩ f ‖Lp 
C‖Ω‖L∞(Lr )‖ f ‖Lp , provided that one of the following conditions is satisﬁed:
(a) n 2, 1< p  2 and r > p′(n − 1)/n;
(b) n > 3, 2 p  4(n + 1)/(n + 5) and r > p′(n − 1)/n;
(c) n > 3, 4(n + 1)/(n + 5) < p < 4 and 1r < 1p′ + 14(n−1) ;
(d) 2 n 3, 2 < p < 4, and 1r <
1
p′ + 14(n−1) ;
(e) n 2, 4 p < ∞ and r = 2.
Remark 1.1. For ρ = 1, Theorem 1.1 is just an answer to Question 1. Hence our result improved the main result in [11].
Remark 1.2. It is easy to check that the condition (a) in Theorem 1.1: 1 < p  2 and r > p′(n − 1)/n is the best possible.
In the proof of Theorem 1.1, we need the following interpolation theorem, which can be readily obtained using the
interpolation results in [8], and the known interpolation theorems for vector-valued Lp spaces due to Calderón [5]. But, the
proof of the result that we provided is simple and direct, so we will give it in Section 4. For 0 < ρ < n and t ∈ R, deﬁne
Fρk,t f (x) =
1
(2kt)ρ
∫
|y|2kt
Ω(x, y)
|y|n−ρ f (x− y)dy, k ∈ Z.
Theorem 1.2. (See [8] and [5].) Suppose that for 1 q j, r j ∞ and 1 < p j ∞ ( j = 0,1),∥∥∥∥∥
( 2∫
1
∑
k∈Z
∣∣Fρk,t fk∣∣q0 dtt
)1/q0∥∥∥∥∥
Lp0
 C1‖Ω‖L∞(Lr0 )
∥∥{ fk}∥∥Lp0 (lq0 )
and ∥∥∥∥∥
( 2∫
1
∑
k∈Z
∣∣Fρk,t fk∣∣q1 dtt
)1/q1∥∥∥∥∥
Lp1
 C2‖Ω‖L∞(Lr1 )
∥∥{ fk}∥∥Lp1 (lq1 ).
Then for any 0 < θ < 1,∥∥∥∥∥
( 2∫
1
∑
k∈Z
∣∣Fρk,t fk∣∣q dtt
)1/q∥∥∥∥∥
Lp
 C1−θ1 C
θ
2‖Ω‖L∞(Lr)
∥∥{ fk}∥∥Lp(lq),
where p,q, r satisfy the following equations:
1
p
= 1− θ
p0
+ θ
p1
,
1
q
= 1− θ
q0
+ θ
q1
,
1
r
= 1− θ
r0
+ θ
r1
.
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orem 1.1. Next, the proof of Theorem 1.1 is arranged in Section 3. In proving Theorem 1.1, we apply the conclusion of
Theorem 1.2, and its proof is given in Section 4. In the last section, we will give the Lp boundedness of a class of the
Littlewood–Paley type operators with variable kernels which are related to the Littlewood–Paley g∗λ-function and Lusin area
integral, respectively. Throughout this paper, the letter “C” will stand for a positive constant which is independent of the
essential variables and not necessarily the same one in each occurrence. As usual, for p  1, p′ = p/(p − 1) denotes the
dual exponent of p.
2. Some lemmas
In this section, we give some lemmas which will be used in the proof of Theorem 1.1.
Lemma 2.1. (See [17].) Let n 2 and f ∈ L1(Rn)∩ L2(Rn) has the form f (x) = f0(|x|)P (x), where P (x) is a solid spherical harmonic
of degree m. Then the Fourier transform of f has the form f̂ (ξ) = F0(|ξ |)P (ξ), where
F0(r) = 2π i−mr−[(n+2m−2)/2]
∞∫
0
f0(s) J(n+2m−2)/2(2πrs)s(n+2m)/2 ds
with r = |x|, and J v denotes the Bessel function.
Lemma 2.2. Suppose that n 2, 0 < β < 1, k ∈ Z and m ∈ N. Denote byHm the space of surface spherical harmonics of degree m on
Sn−1 with its dimension Dm. {Ym, j}Dmj=1 denotes the normalized complete system inHm. For t > 0, let
σ
ρ
k,t,m, j(x) =
(
2kt
)−ρ Ym, j(x′)
|x|n−ρ χ{0<|x|2kt}(x).
Then ∣∣σ̂ ρk,t,m, j(ξ)∣∣ Cm−λ−1+β/2 min{2kt|ξ |, ∣∣2ktξ ∣∣−β/2}∣∣Ym, j(ξ ′)∣∣, (2.1)
where λ = (n − 2)/2 and ξ ′ = ξ/|ξ |.
Proof. Set Pm, j(x) = Ym, j(x′)|x|m . Then Pm, j is a solid spherical harmonic of degree m. Obviously,
Ψ0
(|x|) := (2kt)−ρ |x|−n+ρ−mχ{|x|2kt}(x)
is a radial function in x. Using Lemma 2.1, we have
σ̂
ρ
k,t,m, j(ξ) = ψ0
(|ξ |)Pm, j(ξ) = Ym, j(ξ ′)|ξ |mψ0(|ξ |), (2.2)
where
ψ0(r) = 2π i−mr−[(n+2m−2)/2]
∞∫
0
Ψ0(s) J(n+2m−2)/2(2πrs)s(n+2m)/2 ds
= 2π i−m(2kt)−ρr−[(n+2m−2)/2] 2kt∫
0
s−n+ρ−m J (n+2m−2)/2(2πrs)s(n+2m)/2 ds
= (2π)n/2i−mr−m(2π2ktr)−ρ 2π2ktr∫
0
J (n+2m−2)/2(s)
sn/2−ρ
ds.
From this and (2.2) we have
σ̂
ρ
k,t,m, j(ξ) = (2π)n/2i−m
(
2π2kt|ξ |)−ρYm, j(ξ ′) 2π2
kt|ξ |∫
0
J (n+2m−2)/2(s)
sn/2−ρ
ds. (2.3)
Let λ = (n − 2)/2. First we estimate |σ̂ ρk,t,m, j(ξ)|. Now we consider three special cases, namely
1◦ 2kt|ξ | 1, 2◦ 1 < 2kt|ξ | < (m + λ)/4π, 3◦ 2kt|ξ | (m + λ)/4π.
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∣∣ Jm+λ(s)∣∣=
∣∣∣∣∣ (s/2)m+λΓ (m + λ + 1/2)Γ (1/2)
1∫
−1
(
1− r2)m+λ−1/2eitr dr∣∣∣∣∣ C (s/2)m+λΓ (m + λ + 1/2) .
Applying Stirling formula, we get for x > 1
√
2πxx−1/2e−x  Γ (x) 2
√
2πxx−1/2e−x.
Thus
(
2π2kt|ξ |)−ρ ∣∣∣∣∣
2π2kt|ξ |∫
0
Jm+λ(s)
sλ+1−ρ
ds
∣∣∣∣∣ (2π2kt|ξ |)−ρ C2m+λΓ (m + λ + 1/2)
2π2kt|ξ |∫
0
sm−1+ρ ds
 C
2m+λΓ (m + λ + 1/2) ·
1
(m + ρ)
(
2π2kt|ξ |)m
 C 2
kt|ξ |
(m + ρ)
(2π2kt|ξ |)m−1
2m+λ
√
2π(m + λ + 1/2)m+λe−m−λ
 C2kt|ξ | (2π)
m
2m+λ
· e
m+λ
(m + ρ)(m + λ + 1/2)m+λ
 C2kt|ξ |m−λ−1 (2π)
m
2m+λ
· e
m+λ
(m + λ + 1/2)m
 C2kt|ξ |m−λ−1(e/2)λ (2eπ)
m
(2m + 2λ)m
 Cm−λ−12kt|ξ |.
Case 2◦: 1< 2kt|ξ | < (m + λ)/4π . In this case, we have
(
2π2kt|ξ |)−ρ ∣∣∣∣∣
2π2kt|ξ |∫
0
Jm+λ(s)
sλ+1−ρ
ds
∣∣∣∣∣ (2π2kt|ξ |)−ρ C2m+λΓ (m + λ + 1/2)
2π2kt|ξ |∫
0
sm−1+ρ ds
 C
2m+λΓ (m + λ + 1/2) ·
1
m + ρ (2π2
kt|ξ |)m
 C 1
m + ρ
(2π2kt|ξ |)m
2m+λ
√
2π(m + λ + 1/2)m+λe−m−λ
 C 1
2m+λ2m
· (m + λ)
mem+λ
(m + λ + 1/2)m+λ(m + ρ)
 C(m + λ)−λ−1 e
meλ
4m2λ
 C(m + λ)−λ−1
 Cm−1−λ+β/2
(
2kt|ξ |)−β/2.
Case 3◦: 2kt|ξ | (m + λ)/4π . By Lemma 2 in [2]∣∣∣∣∣
b∫
0
Jm+λ(s)
sλ+1
ds
∣∣∣∣∣ Cm−λ−1, for any 0 b∞, (2.4)
we have
(
2π2kt|ξ |)−ρ ∣∣∣∣∣
2π2kt|ξ |∫
0
Jm+λ(s)
sλ+1−ρ
ds
∣∣∣∣∣= (2π2kt|ξ |)−ρ
∣∣∣∣∣
0∑
j=−∞
2π2k+ jt|ξ |∫
2π2k+ j−1t|ξ |
Jm+λ(s)
sλ+1−ρ
ds
∣∣∣∣∣.
By the second integral mean value theorem and (2.4), we get
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0∑
j=−∞
2π2k+ jt|ξ |∫
2π2k+ j−1t|ξ |
Jm+λ(s)
sλ+1−ρ
ds
∣∣∣∣∣
∣∣∣∣∣
0∑
j=−∞
(
2π2k+ j−1t|ξ |)ρ 2π2
k+ jt|ξ |∫
h
Jm+λ(s)
sλ+1
ds
∣∣∣∣∣
+
∣∣∣∣∣
0∑
j=−∞
(
2π2k+ jt|ξ |)ρ h∫
2π2k+ j−1t|ξ |
Jm+λ(s)
sλ+1
ds
∣∣∣∣∣
 Cm−1−λ
(
2kt|ξ |)ρ,
where 2π2k+ j−1t|ξ | h 2π2k+ jt|ξ |. Then we have
(
2π2kt|ξ |)−ρ ∣∣∣∣∣
2π2kt|ξ |∫
0
Jm+λ(s)
sλ+1−ρ
ds
∣∣∣∣∣m−1−λ  Cm−1−λ+β/2(2kt|ξ |)−β/2.
Thus, from the estimates of three cases above, we get∣∣σ̂ ρk,t,m, j(ξ)∣∣ Cm−λ−1+β/2 min{2kt|ξ |, ∣∣2ktξ ∣∣−β/2}∣∣Ym, j(ξ ′)∣∣.
We hence complete the proof of Lemma 2.2. 
Let us now turn to the estimates for some maximal operators. First one is the Hardy–Littlewood maximal operator My′
along y′ ∈ Sn−1 direction, which is deﬁned by
My′ f (x) = sup
s>0
1
2s
s∫
−s
∣∣ f (x− ty′)∣∣dt for x ∈ Rn.
Using the method of rotation, it is easy to check that the following result holds (see also [13]):
Lemma 2.3. There exists a constant C > 0, independent of y′ and f , such that
‖My′ f ‖Lp  C‖ f ‖Lp , for all 1 < p < ∞.
If we let y′ run over Sn−1, then My′ f (x) can be seen as a function deﬁned on the product domains Rn × Sn−1. In [7], the
authors showed that the operator M(·) is bounded from Lp to the mixed norms space Lp(Rn, Lr(Sn−1)), which is deﬁned by
Lp
(
Rn, Lr
(
Sn−1
))= {F : ‖F‖Lp(Lr) = { ∫
Rn
( ∫
Sn−1
∣∣F (x, y′)∣∣r dσ (y′))p/r dx}1/p < ∞}.
Lemma 2.4. (See [7].) For 1 < p max{2, (n + 1)/2} and r < p(n − 1)/(n − p),∣∣M(·) f (·)∥∥Lp(Lr)  C‖ f ‖Lp .
Now, we give the Lp boundedness of the maximal operator with variable kernel, which is deﬁned by
MΩ f (x) = sup
s>0
1
sn
∫
|y|<s
∣∣Ω(x, y)∣∣∣∣ f (x− y)∣∣dy.
Lemma 2.5. If Ω ∈ L∞(Lr) satisfying (1.1), then there exists a constant C > 0 independent of f , such that ‖MΩ f ‖Lp 
C‖Ω‖L∞(Lr)‖ f ‖Lp , provided that
1 < p max
{
2, (n + 1)/2} and r > p′(n − 1)/n (2.5)
or
max
{
2, (n + 1)/2}< p < ∞ and r  p′. (2.6)
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MΩ f (x) sup
s>0
s−1
s∫
0
∫
Sn−1
∣∣Ω(x, y′)∣∣∣∣ f (x− ty′)∣∣dσ(y′)dt

∫
Sn−1
sup
s>0
s−1
s∫
0
∣∣ f (x− ty′)∣∣dt∣∣Ω(x, y′)∣∣dσ (y′)
 C
∫
Sn−1
My′ f (x)
∣∣Ω(x, y′)∣∣dσ (y′)
 C
( ∫
Sn−1
My′ f (x)
r′ dσ(y′)
)1/r′( ∫
Sn−1
∣∣Ω(x, y′)∣∣r dσ(y′))1/r .
For the case (2.5), since r > p′(n − 1)/n is equivalent to r′ < p(n − 1)/(n − p), applying Hölder’s inequality and Lemma 2.4,
we get
‖MΩ f ‖Lp  C‖Ω‖L∞(Lr)
( ∫
Rn
( ∫
Sn−1
∣∣My′ f (x)∣∣r′ dσ (y′))p/r′ dx)1/p
 C‖Ω‖L∞(Lr)
∥∥M(·) f (·)∥∥Lp(Lr′ )
 C‖Ω‖L∞(Lr)‖ f ‖Lp .
Under the condition (2.6), by p/r′  1 and using the Minkowski inequality and Lemma 2.3, we get
‖MΩ f ‖Lp  C‖Ω‖L∞(Lr)
( ∫
Rn
( ∫
Sn−1
∣∣My′ f (x)∣∣r′ dσ (y′))p/r′ dx)1/p
 C‖Ω‖L∞(Lr)
( ∫
Sn−1
( ∫
Rn
∣∣My′ f (x)∣∣p dx)r′/p dσ (y′))1/r′
 C‖Ω‖L∞(Lr)‖ f ‖Lp .
This is just the conclusion of Lemma 2.5. 
3. Proof of Theorem 1.1
Let ψ ∈ C∞0 (Rn) be a radial function such that 0ψ  1, suppψ ⊂ {1/2 |ξ | 2} and∑
l∈Z
ψ
(
2−lξ
)= 1, |ξ | = 0.
Deﬁne the multiplier operator Sl by
Ŝl f (ξ) = ψ
(
2−lξ
)
f̂ (ξ).
Write
Fρt f (x) =
1
tρ
∫
|y|t
Ω(x, y)
|y|n−ρ f (x− y)dy
and
Fρk,t f (x) =
1
(2kt)ρ
∫
|y|2kt
Ω(x, y)
|y|n−ρ f (x− y)dy.
Then
μ
ρ
Ω f (x) =
(∑
k∈Z
2k+1∫
k
∣∣Fρt f (x)∣∣2 dtt
)1/2
=
( 2∫ ∑
k∈Z
∣∣Fρk,t f (x)∣∣2 dtt
)1/2
=
( 2∫ ∑
k∈Z
∣∣∣∣∑
l∈Z
Fρk,t(Sl−k f )(x)
∣∣∣∣2 dtt
)1/2
. (3.1)2 1 1
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μ
ρ
Ω f (x)
∑
l∈Z
( 2∫
1
∑
k∈Z
∣∣Fρk,t(Sl−k f )(x)∣∣2 dtt
)1/2
:=
∑
l∈Z
Il f (x), (3.2)
where
Il f (x) =
( 2∫
1
∑
k∈Z
∣∣Fρk,t(Sl−k f )(x)∣∣2 dtt
)1/2
. (3.3)
Now, we divide the proof of Theorem 1.1 into ﬁve steps.
Step 1: There exist β,C > 0, independent of l and f , such that when r > 2(n − 1)/n,
‖Il f ‖L2  C2−β|l|/2‖Ω‖L∞(Lr)‖ f ‖L2 . (3.4)
As in [4, p. 230], by a limit argument, we may reduce the proof of (3.4) to the case of f ∈ C∞0 (Rn) and
Ω
(
x, z′
)= ∑
m0
Dm∑
j=1
am, j(x)Ym, j
(
z′
)
is a ﬁnite sum. Notice that Ω(x, z′) satisﬁes (1.1), so a0, j ≡ 0. Denote
am(x) =
(
Dm∑
j=1
∣∣am, j(x)∣∣2
)1/2
and bm, j(x) = am, j(x)
am(x)
.
Then
Dm∑
j=1
b2m, j(x) = 1, (3.5)
and
Ω
(
x, z′
)= ∑
m1
am(x)
Dm∑
j=1
bm, j(x)Ym, j
(
z′
)
. (3.6)
Write
σ
ρ
k,t,m, j(x) =
(
2kt
)−ρ Ym, j(x′)
|x|n−ρ χ{0<|x|2kt}(x)
for k ∈ Z, m = 1,2, . . . , and j = 1, . . . , Dm . Deﬁne the operator Fρk,t,m, j by
Fρk,t,m, j f (x) = σρk,t,m, j ∗ f (x).
Then by using Hölder’s inequality twice and (3.5), we have
(
Fρk,t f (x)
)2 = ( ∞∑
m=1
Dm∑
j=1
am(x)bm, j(x)F
ρ
k,t,m, j f (x)
)2

( ∑
m1
a2m(x)m
−ε
)∑
m1
mε
(
Dm∑
j=1
bm, j(x)F
ρ
k,t,m, j f (x)
)2

( ∑
m1
a2m(x)m
−ε
)∑
m1
mε
(
Dm∑
j=1
b2m, j(x)
)
Dm∑
j=1
(
Fρk,t,m, j f (x)
)2

( ∑
a2m(x)m
−ε
)( ∑
mε
Dm∑(
Fρk,t,m, j f (x)
)2)
, (3.7)
m1 m1 j=1
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m1
a2m(x)m
−ε
)1/2
 C
( ∫
Sn−1
∣∣Ω(x, z′)∣∣r dσ (z′))1/r  C‖Ω‖L∞(Lr). (3.8)
Thus, by (3.7) and (3.8), we get
‖Il f ‖2L2 =
∫
Rn
2∫
1
∑
k∈Z
∣∣Fρk,t(Sl−k f )(x)∣∣2 dtt dx C
2∫
1
∫
Rn
∑
k∈Z
∑
m1
mε
Dm∑
j=1
(
Fρk,t,m, j(Sl−k f )(x)
)2
dx
dt
t
.
Applying the Plancherel theorem and (2.1), we obtain
‖Il f ‖2L2  C
∑
m1
mε
2∫
1
∫
Rn
∑
k∈Z
Dm∑
j=1
∣∣ F̂ρk,t,m, j(ξ)∣∣2∣∣ Ŝl−k f (ξ)∣∣2 dξ dtt
= C
∑
m1
2∫
1
∫
Rn
∑
k∈Z
(
Dm∑
j=1
∣∣Ym, j(ξ)∣∣2
)
m−2λ−2+ε+β
× (min{2kt|ξ |, (2kt|ξ |)−β/2})2∣∣ f̂ (ξ)∣∣2ψ2(2k−lξ)dξ dt
t
.
Recalling that
∑Dm
j=1 |Ym, j(ξ)|2 ∼m2λ (λ = (n − 2)/2) and taking 0 < β < 1− ε, we have
‖Il f ‖2L2  C
∑
m1
mβ+ε−2
(
min
{
2l,2−βl/2
})2‖ f ‖2L2  C‖Ω‖2L∞(Lr)2−β|l|‖ f ‖2L2 ,
which establishes (3.4).
Step 2: There exists C > 0, independent of l and f , such that under the condition (a) in Theorem 1.1,
‖Il f ‖Lp  C‖Ω‖L∞(Lr)‖ f ‖Lp . (3.9)
First, we claim that if r, p satisfy the conditions (2.5) and (2.6), then∥∥∥ sup
t∈[1,2]
sup
k∈Z
∣∣Fρk,t fk∣∣∥∥∥Lp  C‖Ω‖L∞(Lr)∥∥∥ supk∈Z | fk|
∥∥∥
Lp
. (3.10)
In fact, for every t ∈ [1,2], we have
∣∣Fρk,t f (x)∣∣= ∣∣∣∣ 1(2kt)ρ
∫
|y|2kt
Ω(x, y)
|y|n−ρ f (x− y)dy
∣∣∣∣
 1
(2kt)ρ
0∑
i=−∞
∫
2i−1(2kt)<|y|2i(2kt)
|Ω(x, y)|
|y|n−ρ
∣∣ f (x− y)∣∣dy
 C
0∑
i=−∞
2ρi
1
(2(k+i)t)n
∫
|y|2k+i t
∣∣Ω(x, y)∣∣∣∣ f (x− y)∣∣dy
 CMΩ f (x). (3.11)
Note that the constant C in (3.11) is independent of t and k. From (3.11), it is easy to see that
sup
t∈[1,2]
sup
k∈Z
∣∣Fρk,t fk(x)∣∣ CMΩ( sup
k∈Z
| fk|
)
(x). (3.12)
Thus, (3.10) follows from (3.12) by using Lemma 2.5. On the other hand, by (3.11) and applying Lemma 2.5 again, we have∥∥∥ sup
t∈[1,2]
∣∣Fρk,t fk∣∣∥∥∥Lp  C‖Ω‖L∞(Lr)‖ fk‖Lp .
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( 2∫
1
∑
k∈Z
∣∣Fρk,t fk∣∣p dtt
)1/p∥∥∥∥∥
Lp
 C‖Ω‖L∞(Lr)
∥∥∥∥(∑
k∈Z
| fk|p
)1/p∥∥∥∥
Lp
. (3.13)
Thus, by interpolating between (3.10) and (3.13), we get∥∥∥∥∥
( 2∫
1
∑
k∈Z
∣∣Fρk,t fk∣∣2 dtt
)1/2∥∥∥∥∥
Lp
 C‖Ω‖L∞(Lr)
∥∥∥∥(∑
k∈Z
| fk|2
)1/2∥∥∥∥
Lp
. (3.14)
Applying (3.14), under the condition (a) in Theorem 1.1, we have
‖Il f ‖Lp =
∥∥∥∥∥
( 2∫
1
∑
k∈Z
|Fρk,t(Sl−k f )|2
dt
t
)1/2∥∥∥∥∥
Lp
 C‖Ω‖L∞(Lr)
∥∥∥∥(∑
k∈Z
|Sl−k f |2
)1/2∥∥∥∥
Lp
 C‖Ω‖L∞(Lr)‖ f ‖Lp , (3.15)
which proves (3.9).
Step 3: There exists C > 0, independent of l and f , such that
‖Il f ‖Lp  C‖Ω‖L∞(Lr)‖ f ‖Lp , (3.16)
provided that one of the conditions (b), (c) and (d) in Theorem 1.1 is satisﬁed.
For t ∈ [1,2], let
Gρk,t f (x) =
1
(2kt)ρ
∫
|y|2kt
|Ω(x, y)|
|y|n−ρ
∣∣ f (x− y)∣∣dy.
We ﬁrst show that, for r > 2(n − 1)/n, the following inequality holds:∥∥∥∥∥
2∫
1
∑
k∈Z
∣∣Gρk,t fk∣∣dtt
∥∥∥∥∥
L2
 C‖Ω‖L∞(Lr)
∥∥∥∥∑
k∈Z
| fk|
∥∥∥∥
L2
. (3.17)
As in [4], we may assume that
∣∣Ω(x, z′)∣∣= ∑
m0
Dm∑
j=1
dm, j(x)Ym, j
(
z′
)
is a ﬁnite sum, where
dm, j(x) =
∫
Sn−1
∣∣Ω(x, z′)∣∣Ym, j(z′)dσ (z′).
Write ∣∣Ω(x, z′)∣∣= ∑
m1
Dm∑
j=1
dm, j(x)Ym, j
(
z′
)+ d0,1(x)Y0,1(z′).
Denote by Gρ,∗k,t the adjoint operator of G
ρ
k,t , then it is easy to check that
Gρ,∗k,t ( f )(x) =
1
(2kt)ρ
∫
|y−x|2kt
∞∑
m=1
Dm∑
j=1
dm, j(y)Ym, j
(
(y − x)′) | f (y)||y − x|n−ρ dy
+ 1
(2kt)ρ
∫
|y−x|2kt
d0,1(y)Y0,1
(
(y − x)′) | f (y)||y − x|n−ρ dy
:= I1,k,t( f )(x) + I2,k,t( f )(x).
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2∫
1
sup
k∈Z
∣∣I2,k,t( f )(x)∣∣dtt  CMf (x),
where
Mf (x) = sup
r>0
1
rn
∫
|x−y|<r
∣∣ f (y)∣∣dy.
Thus, by the L2 boundedness of the Hardy–Littlewood maximal operator M , we have∥∥∥∥∥
2∫
1
sup
k∈Z
∣∣I2,k,t( f )∣∣dtt
∥∥∥∥∥
L2
 C‖ f ‖L2 . (3.18)
Let
I1,k,t( f )(x) =
∞∑
m=1
Dm∑
j=1
V ρk,t,m, j
(
dm, j| f |
)
(x),
where
V ρk,t,m, j(h)(x) =
1
(2kt)ρ
∫
|y−x|2kt
Ym, j((y − x)′)
|y − x|n−ρ h(y)dy.
Then by the Plancherel theorem and Lemma 2.2, we get∥∥∥∥∥
2∫
1
sup
k∈Z
∣∣I1,k,t( f )∣∣dtt
∥∥∥∥∥
2
L2
 C
2∫
1
∫
Rn
∑
k∈Z
∣∣I1,k,t( f )(x)∣∣2 dxdtt
= C
2∫
1
∫
Rn
∑
k∈Z
∣∣ ̂I1,k,t( f )(ξ)∣∣2 dξ dtt
= C
2∫
1
∫
Rn
∑
k∈Z
∣∣∣∣∣
∞∑
m=1
Dm∑
j=1
(
V ρk,t,m, j
(
dm, j| f |
))̂(ξ)∣∣∣∣∣
2
dξ
dt
t
 C
2∫
1
∫
Rn
∑
k∈Z
( ∞∑
m=1
m−λ−1+β/2 min
{
2kt|ξ |, (2kt|ξ |)−β/2}
×
Dm∑
j=1
∣∣Ym, j(ξ)∣∣∣∣(d̂m, j| f |)(ξ)∣∣
)2
dξ
dt
t
.
By the Hölder inequality we get∥∥∥∥∥
2∫
1
sup
k∈Z
∣∣I1,k,t( f )∣∣dtt
∥∥∥∥∥
2
L2
 C
2∫
1
∫
Rn
∑
k∈Z
(
min
{
2kt|ξ |, (2kt|ξ |)−β/2})2( ∞∑
m=1
m−2λ−2+β+ε
Dm∑
j=1
∣∣Ym, j(ξ)∣∣2
)
×
( ∞∑
m=1
m−ε
Dm∑
j=1
∣∣(d̂m, j| f |)(ξ)∣∣2
)
dξ
dt
t
,
where 0 < ε < 1. By [4, p. 230, (4.4)], if we take ε to be close to 1 enough, then for r > 2(n − 1)/n( ∑ Dm∑
d2m, j(x)m
−ε
)1/2
 C‖Ω‖L∞(Lr). (3.19)
m1 j=1
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∑Dm
j=1 |Ym, j(ξ)|2 ∼m2λ (λ = (n − 2)/2), taking 0 < β < 1− ε and by (3.19), we obtain∥∥∥∥∥
2∫
1
sup
k∈Z
∣∣I1,k,t( f )∣∣dtt
∥∥∥∥∥
2
L2
 C
2∫
1
∫
Rn
∑
k∈Z
(
min
{
2kt|ξ |, (2kt|ξ |)−β/2})2 ∞∑
m=1
m−ε
Dm∑
j=1
∣∣ ̂(dm, j| f |)(ξ)∣∣2 dξ dt
t
 C
2∫
1
∫
Rn
∞∑
m=1
m−ε
Dm∑
j=1
∣∣ ̂(dm, j| f |)(ξ)∣∣2 dξ dt
t
= C
2∫
1
∫
Rn
∞∑
m=1
m−ε
Dm∑
j=1
∣∣dm, j(x)∣∣2∣∣ f (x)∣∣2 dxdt
t
 C‖Ω‖2L∞(Lr)
∫
Rn
∣∣ f (x)∣∣2 dx
= C‖Ω‖2L∞(Lr)‖ f ‖2L2 . (3.20)
Combining (3.18) with (3.20), for r > 2(n − 1)/n, we get∥∥∥∥∥
2∫
1
sup
k∈Z
∣∣Gρ,∗k,t ( f )∣∣dtt
∥∥∥∥∥
L2
 C‖Ω‖L∞(Lr)‖ f ‖L2 . (3.21)
Now, let us return to the proof of (3.17). There exists a function g ∈ L2(Rn) with ‖g‖L2 = 1, such that∥∥∥∥∥
2∫
1
∑
k∈Z
∣∣Gρk,t fk∣∣dtt
∥∥∥∥∥
L2
=
∣∣∣∣∣
∫
Rn
( 2∫
1
∑
k∈Z
∣∣Gρk,t fk(x)∣∣dtt
)
g(x)dx
∣∣∣∣∣

∫
Rn
∑
k∈Z
∣∣ fk(x)∣∣
( 2∫
1
sup
k∈Z
∣∣Gρ,∗k,t g(x)∣∣dtt
)
dx.
Then applying Hölder inequality and (3.21), for r > 2(n − 1)/n we have∥∥∥∥∥
2∫
1
∑
k∈Z
∣∣Gρk,t fk∣∣dtt
∥∥∥∥∥
L2

∥∥∥∥∑
k∈Z
| fk|
∥∥∥∥
L2
∥∥∥∥∥
2∫
1
sup
k∈Z
∣∣Gρ,∗k,t g∣∣dtt
∥∥∥∥∥
L2
 C‖Ω‖L∞(Lr)
∥∥∥∥∑
k∈Z
| fk|
∥∥∥∥
L2
,
which is just (3.17). Since |Fρk,t fk(x)| |Gρk,t fk(x)|, we get∥∥∥∥∥
2∫
1
∑
k∈Z
∣∣Fρk,t fk∣∣dtt
∥∥∥∥∥
L2
 C‖Ω‖L∞(Lr)
∥∥∥∥∑
k∈Z
| fk|
∥∥∥∥
L2
for r > 2(n − 1)/n. (3.22)
Applying Theorem 1.2, by interpolating between (3.22) and (3.10), we know that under the conditions (b), (c) and (d),∥∥∥∥∥
( 2∫
1
∑
k∈Z
∣∣Fρk,t fk∣∣2 dtt
)1/2∥∥∥∥∥
Lp
 C‖Ω‖L∞(Lr)
∥∥∥∥(∑
k∈Z
| fk|2
)1/2∥∥∥∥
Lp
. (3.23)
Using the same way of proving (3.15), then (3.16) follows from (3.23).
Step 4: There exists C > 0, independent of l and f , such that for 4 p < ∞,
‖Il f ‖Lp  C‖Ω‖L∞(L2)‖ f ‖Lp . (3.24)
First we show that for 4 p < ∞, the following inequality holds:∥∥∥∥(∑∣∣Fρk,t fk∣∣2)
1
2
∥∥∥∥
Lp
 C‖Ω‖L∞(L2)
∥∥∥∥(∑ | fk|2)
1
2
∥∥∥∥
Lp
, (3.25)
k∈Z k∈Z
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∫
|x−y|2kt
|Ω(x, x− y)|
|x− y|n−ρ
∣∣ fk(y)∣∣dy)2  C‖Ω‖2L∞(L2) 1(2kt)ρ
∫
|x−y|<2kt
| fk(y)|2
|x− y|n−ρ dy,
where C is independent of t . Thus, for 4 p < ∞ we have∥∥∥∥(∑
k∈Z
∣∣Fρk,t fk∣∣2)
1
2
∥∥∥∥
Lp
 C‖Ω‖L∞(L2)
∥∥∥∥(∑
k∈Z
1
(2kt)ρ
∫
|·−y|<2kt
| fk(y)|2
| · −y|n−ρ dy
) 1
2
∥∥∥∥
Lp
= C‖Ω‖L∞(L2)
∥∥∥∥∑
k∈Z
1
(2kt)ρ
∫
|·−y|<2kt
| fk(y)|2
| · −y|n−ρ dy
∥∥∥∥2
L
p
2
 C‖Ω‖L∞(L2) sup‖g‖
L
(
p
2 )
′1
∣∣∣∣ ∫
Rn
∑
k∈Z
1
(2kt)ρ
∫
|x−y|<2kt
| fk(y)|2
|x− y|n−ρ dyg(x)dx
∣∣∣∣
 C‖Ω‖L∞(L2) sup‖g‖
L
(
p
2 )
′1
∫
Rn
∑
k∈Z
∣∣ fk(y)∣∣2 1
(2kt)ρ
∫
|x−y|<2kt
|g(x)|
|x− y|n−ρ dxdy
 C‖Ω‖L∞(L2) sup‖g‖
L
(
p
2 )
′1
∫
Rn
∑
k∈Z
∣∣ fk(y)∣∣2Mg(y)dy
 C‖Ω‖L∞(L2) sup‖g‖
L
(
p
2 )
′1
∥∥∥∥(∑
k∈Z
| fk|2
) 1
2
∥∥∥∥
Lp
‖Mg‖
L(
p
2 )
′
 C‖Ω‖L∞(L2)
∥∥∥∥(∑
k∈Z
| fk|2
) 1
2
∥∥∥∥
Lp
,
where C is independent of t . We hence get (3.25). Since p  4, by Minkowski’s inequality and (3.25) we have∥∥∥∥∥
( 2∫
1
∑
k∈Z
∣∣Fρk,t fk∣∣2 dtt
)1/2∥∥∥∥∥
Lp

( 2∫
1
∥∥∥∥(∑
k∈Z
∣∣Fρk,t fk∣∣2)1/2∥∥∥∥2
Lp
dt
t
)1/2
 C‖Ω‖L∞(L2)
∥∥∥∥(∑
k∈Z
| fk|2
) 1
2
∥∥∥∥
Lp
. (3.26)
Similar to the proof of (3.15), we get (3.24) from (3.26).
Step 5: Finally, we ﬁnish the proof of Theorem 1.1 by applying Theorem 1.2.
For the condition (a): n 2, 1 < p  2 and r > p′(n−1)/n. Interpolating between (3.4) and (3.9), we get that there exists
0 < θ < 1, such that
‖Il f ‖Lp  C2−βθ |l|/2‖Ω‖L∞(Lr)‖ f ‖Lp . (3.27)
Thus, by (3.2) and (3.27) we have∥∥μρΩ f ∥∥Lp  C∑
l∈Z
2−βθ |l|/2‖Ω‖L∞(Lr)‖ f ‖Lp  C‖Ω‖L∞(Lr)‖ f ‖Lp . (3.28)
Similarly, interpolating between (3.4) and (3.16), between (3.4) and (3.24), respectively, then we get (3.27) under the condi-
tions (b)–(e). Hence, under the conditions (b)–(e), (3.28) still holds by (3.2). So, we complete the proof of Theorem 1.1.
4. The proof of Theorem 1.2
Let
γ1(ξ) = q
(
1− ξ
q0
+ ξ
q1
)
, β1(ξ) = p
(
1− ξ
p0
+ ξ
p1
)
,
γ2(ξ) = q′
(
1− ξ
q′0
+ ξ
q′1
)
, β2(ξ) = p′
(
1− ξ
p′0
+ ξ
p′1
)
,
β3(ξ) = r
(
1− ξ + ξ
)
,r0 r1
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fk(x, ξ) = fk(x)
( | fk(x)|
‖{ fk}‖lq
)γ1(ξ)−1( ‖{ fk}‖lq
‖{ fk}‖Lp(lq)
)β1(ξ)−1
,
gk(x, ξ) = gk(x)
( |gk(x)|
‖{gk}‖lq′
)γ2(ξ)−1( ‖{gk}‖lq′
‖{gk}‖Lp(lq′ )
)β2(ξ)−1
,
Ω
(
x, z′, ξ
)= Ω(x, z′)( |Ω(x, z′)|‖Ω‖L∞(Lr)
)β3(ξ)−1
.
For Re ξ = 0, we have
Reγ1(ξ) = q
q0
, Reγ2(ξ) = q
′
q′0
, Reβ1(ξ) = p
p0
, Reβ2(ξ) = p
′
p′0
, Reβ3(ξ) = r
r0
.
By a simple computation, we get∥∥∥∥(∑
k
∣∣ fk(·,0)∣∣q0) 1q0 ‖Lp0 = ∥∥{ fk}∥∥1−p/p0Lp(lq) ∥∥∥∥{ fk}∥∥1−q/q0lq ∥∥{ fk}∥∥ pp0 −1lq ∥∥{ fk}∥∥q/q0lq ∥∥Lp
= ∥∥{ fk}∥∥1−p/p0Lp(lq) ∥∥{ fk}∥∥p/p0Lp(lq)
= ∥∥{ fk}∥∥Lp(lq).
Similarly, we get∥∥∥∥(∑
k
∣∣gk(·,0)∣∣q′0) 1q′0 ∥∥∥∥
Lp
′
0
= ∥∥{gk}∥∥Lp′ (lq′ ),( ∫
Rn
∣∣Ω(x, z′,0)∣∣r0 dσ (z′))1/r0 = ( ∫
Rn
∣∣Ω(x, z′)∣∣r dσ (z′))1/r .
For Re ξ = 1, we have
Reγ1(ξ) = q
q1
, Reγ2(ξ) = q
′
q′1
, Reβ1(ξ) = p
p1
, Reβ2(ξ) = p
′
p′1
, Reβ3(ξ) = r
r1
.
In this case, we have∥∥∥∥(∑
k
∣∣ fk(·,1)∣∣q1) 1q1 ∥∥∥∥
Lp1
= ∥∥{ fk}∥∥Lp(lq),
∥∥∥∥(∑
k
∣∣gk(·,1)∣∣q′1) 1q′1 ‖Lp′1 = ∥∥{gk}∥∥Lp′ (lq′ ),
and ( ∫
Rn
∣∣Ω(x, z′,1)∣∣r1 dσ (z′))1/r1 = ( ∫
Rn
∣∣Ω(x, z′)∣∣r dσ (z′))1/r .
Set
G(ξ) =
2∫
1
∑
k
∫
Rn
1
(2kt)ρ
∫
|x−y|2kt
Ω(x, x− y, ξ)
|x− y|n−ρ fk(y, ξ)dy gk(x, ξ)dx
dt
t
.
Taking ξ = θ , then
γ1(θ) = β1(θ) = γ2(θ) = β2(θ) = β3(θ) = 1,
so
G(θ) =
2∫ ∑
k
∫
n
Fρk,t fk(x)gk(x)dx
dt
t
.1 R
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k
∣∣ fk(·,0)∣∣q0) 1q0 ∥∥∥∥
Lp0
∥∥∥∥(∑
k
∣∣gk(·,0)∣∣q′0) 1q′0 ∥∥∥∥
Lp
′
0
 C1‖Ω‖L∞(Lr)
∥∥{ fk}∥∥Lp(lq)∥∥{gk}∥∥Lp′ (lq′ )
and ∣∣G(1)∣∣ C2∥∥Ω(·,·,1)∥∥L∞(Lr1 )∥∥∥∥(∑
k
∣∣ fk(·,1)∣∣q1) 1q1 ∥∥∥∥
Lp1
∥∥∥∥(∑
k
∣∣gk(·,1)∣∣q′1) 1q′1 ∥∥∥∥
Lp
′
1
 C2‖Ω‖L∞(Lr)
∥∥{ fk}∥∥Lp(lq)∥∥{gk}∥∥Lp′ (lq′ ).
Applying the Three-Line Theorem (see [17]), we obtain∣∣G(θ)∣∣ Cθ1C1−θ2 ‖Ω‖L∞(Lr)∥∥{ fk}∥∥Lp(lq)∥∥{gk}∥∥Lp′ (lq′ ).
That is∥∥∥∥∥
( 2∫
1
∑
k∈Z
∣∣Fρk,t fk∣∣q dtt
)1/q∥∥∥∥∥
Lp
 Cθ1C1−θ2 ‖Ω‖L∞(Lr)
∥∥{ fk}∥∥Lp(lq).
We therefore get the conclusion of Theorem 1.2.
5. Final remark
Applying the conclusion of Theorem 1.1, we get immediately the Lp (p  2) boundedness for a class of the Littlewood–
Paley type operator μρΩ,S and μ
∗,ρ
Ω,λ with variable kernels, which are related to Lusin area integral and the Littlewood–Paley
g∗λ function, respectively. They are deﬁned by
μ
ρ
Ω,S f (x) =
( ∫ ∫
Γ (x)
∣∣FρΩ,t(y)∣∣2 dy dttn+1
)1/2
,
and
μ
∗,ρ
Ω,λ f (x) =
( ∫ ∫
R
n+1+
(
t
t + |x− y|
)λn∣∣FρΩ,t(y)∣∣2 dy dttn+1
)1/2
,
where
FρΩ,t(x) =
1
tρ
∫
|x−y|t
Ω(x, x− y)
|x− y|n−ρ dy,
and Γ (x) = {(y, t) ∈ Rn+1+ : |x− y| < t}.
We have the following conclusion.
Theorem 5.1. Let 0 < ρ < n and Ω ∈ L∞(Rn, Lr(Sn−1)) satisfying (1.1). If (n, p, r) satisﬁes the conditions (b)–(e) in Theorem 1.1,
then there exists a constant C > 0 such that∥∥μρΩ,S f ∥∥Lp  2λn∥∥μ∗,ρΩ,λ f ∥∥Lp  C‖Ω‖L∞(Lr)‖ f ‖Lp .
In fact, by Theorem 1.1 and Lemma 5.2 below, we can see that∥∥μ∗,ρΩ,λ f ∥∥Lp  C‖Ω‖L∞(Lr)‖ f ‖Lp .
On the other hand, it is well known that μρΩ,S f (x) 2λnμ
∗,ρ
Ω,λ f (x) (see the proof of (19) in [16, p. 89]).
Lemma 5.2. For any nonnegative function ϕ ,∫
Rn
(
μ
∗,ρ
Ω,λ f (x)
)2
ϕ(x)dx C
∫
Rn
(
μ
ρ
Ω f (x)
)2
Mϕ(x)dx,
where M denotes the Hardy–Littlewood maximal operator.
See [10] for the proof of Lemma 5.2.
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