The necessary conditions and the sufficient condition for the existence of positive operator solutions to the operator equation + * − = are established. An iterative method for obtaining the positive operator solutions is proposed.
Introduction
Let B(H) be the set of all bounded linear operators on the Hilbert space H. In this paper, we consider the nonlinear operator equation
where , ∈ B(H), > 0, and is an unknown operator in B(H). Both and are positive integers. This type of equation often arises from many areas such as dynamic programming [1] , control theory [2, 3] , stochastic filtering and statistics, and so forth [4, 5] . In the recent years, for matrices, (1) has been considered by many authors (see [6] [7] [8] [9] [10] [11] [12] [13] ), and different iterative methods for computing the positive definite solutions to (1) are proposed in finitedimensional space. The case = = 1 has been extensively studied by several authors. In this paper, we extend the study of the operator equation (1) from a finite-dimensional space to an infinite-dimensional Hilbert space. We derive some necessary conditions for the existence of positive solutions to the operator equation (1) . Moreover, conditions under which the operator equation (1) has positive operator solutions are obtained. Based on Banach's fixed-point principle, we obtain the positive operator solution to the operator equation (1) . First, we introduce some notations and terminologies, which are useful later. For ∈ B(H), if ( , ) ≥ 0 for all ∈ H, then is said to be a positive operator and is denoted by ≥ 0. If is a positive operator and invertible, then denote > 0.
For and in B(H), ≥ means that − is a positive operator. For ∈ B(H), * , ( ), ( ), and ( ) denote the adjoint, the radius of numerical range, the spectrum, and the spectral radius of , respectively.
For positive operators in B(H), the following facts are well known.
(1) If ≥ > 0, then −1 ≤ −1 .
(2) Denote max ( ) = max{ : ∈ ( ), > 0}, min ( ) = min{ : ∈ ( ), > 0}. Then
of positive operator is monotonically increasing and has upper bound, that is, ≤ +1 ≤ 1 , or is monotonically decreasing and has lower bound, that is, 2 ≤ +1 ≤ , then this sequence is convergent to a positive limit operator, where 1 , 2 ∈ B(H) are given operators.
Main Results and Proofs
In order to prove our main result, we begin with some lemmas as follows.
Lemma 2. Let and be self-adjoint operators in B(H). If
≤ , then, for every ∈ B(H), one has * ≤ * .
In this section, we give our main results and proofs.
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Theorem 3. If the operator equation (1) has a positive operator solution , then (1) √ −1 * ≤ ≤ √ and (2) ( ) ≤ ( /( + )) /2 ( /( + )) 1/2 , where = ‖ ‖.
Proof. (1) If the operator equation (1) has a positive operator solution , then 0 ≤ * − ≤ . Hence, we obtain ≤ ; that is, ≤ √ . From * − ≤ , it follows that
That is, ≥ √ −1 * .
(2) From (1), we have
Then
According to the spectral decomposition of , we have
Denote max ( ) = ‖ ‖ = . Then
Therefore, ( ) ≤ ( /( + )) /2 ( /( + )) 1/2 .
Theorem 4. If is invertible and
; that is, there exists ≥ 0 such that ( − * − ) 1/ = ; this implies that (1) has a positive operator solution. Proof. We consider the sequence
Let be a positive solution to (1) .
Hence, ≤ √ for all = 0, 1, 2, . . .. It is straightforward to check that the sequence { } is monotonically decreasing; also, { } is bounded below; hence, { } is convergent. Denote 
Thus, it follows that min ( * ) ≤ ( /( + )) / ( /( + )). Since
Then the equation (1 − ) = min ( * ) may have two solutions; one of these solutions is in the interval [ /( + ), 1].
In order to prove that the limit̃of the sequence { } is in [ /( + ), 1], we assume that ≥ /( + ) (obviously 0 = 1 > /( + )); then
ISRN Mathematical Analysis 3 Therefore, ≥ /( + ) for each = 1, 2, . . .. Since ≤ √ , then ≤ √̃and̃∈ [ /( + ), 1]. The proof is completed.
Consider the following iterative sequence:
We will prove the following theorem. Theorem 6. If the operator equation (1) has a positive operator solution , then it has a maximal one . Moreover, the sequence { } in (12) for ∈ [̃, 1] is monotonically decreasing and converges to , wherẽis defined in Theorem 5.
Proof. Consider the iterative sequence (12) with ∈ [̃, 1]. According to Theorem 4, we have ≤̃≤ = 0 for any positive operator solution to (1) .
Suppose that ≥ . Then
Hence, ≥ hold for each . According to the definition of̃and the monotonicity of the function ( ) = / (1 − ) on [ /( + ), 1], we have
for all ∈ [̃, 1], where = − /2 −1/2 . We compute
Using inequality (14) and equality (15), we obtain 1 ≤ = 0 . Assuming that ≤ −1 , then
Therefore, +1 ≤ for all = 0, 1, . . .; that is, the sequence { } is monotonically decreasing. Hence, { } converges to the positive operator solution to (1) . Since ≥ for any positive operator solution , it follows that is the maximal solution. 
Since max ( * ) ≤ ( /( + )) / ( /( + )), then, for each 1 , 2 such that 0 < 1 ≤ 1 ≤ 2 <̃≤ 2 ≤ 1, the inequalities
. We will prove that the operator sequence { } in (12) is monotonically increasing and is bounded above.
According to the fourth inequality in (18), we compute
Assuming that ≥ −1 , then
Therefore, +1 ≥ for all = 0, 1, . . .; that is, the sequence { } is monotonically increasing. Obviously 0 = ≤ 2 ≤̃. We suppose that ≤̃; from the first inequality in (18), we obtain (iii) Considering the sequence { } in (12) for ∈ ( 2 ,̃), that is, 0 ∈ ( 2 ,̃) and supposing that ∈ ( 2 ,̃), then, for +1 , +1 = − * − 
Hence, ∈ ( 2 , ), for all = 0, 1, 2, . . .. Now, we considering ‖ +1 − ‖,
and ( / )‖ ‖ 2 ≤ ( 2 min ( )) ( + )/ , it follows that { } in (12) is a Cauchy sequence in the Banach space [√ 2 ,√̃]. Hence, it has a limit in [√ 2 ,√̃], and is a unique solution to (1) in [√ 2 ,√̃]. According to Theorem 6, it is the maximal solution, that is, = . The proof is completed.
