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COMPARAISONS DES EXPOSANTS A` L’INTE´RIEUR D’UN
PAQUET D’ARTHUR ARCHIME´DIEN
EXPONENTS IN ARCHIMEDEAN ARTHUR PACKETS
NICOLAS BERGERON ET LAURENT CLOZEL
Re´sume´. En ge´ne´ralisant la de´monstration de Hecht et Schmid de la conjec-
ture d’Osborne nous de´montrons une version archime´dienne – et plus faible
– d’un the´ore`me de Colette Moeglin. Cela donne un sens archime´dien pre´cis
au principe e´nonce´ par le second auteur selon lequel on trouve dans un pa-
quet d’Arthur des repre´sentations qui appartiennent au paquet de Langlands
associe´ et des repre´sentations plus tempe´re´es.
Generalizing the proof – by Hecht and Schmid – of Osborne’s conjecture we
prove an Archimedean (and weaker) version of a theorem of Colette Moeglin.
The result we obtain is a precise Archimedean version of the general principle
– stated by the second author – according to which a local Arthur packet
contains the corresponding local L-packet and representations which are more
tempered.
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1. Introduction
Dans cet article nous formulons et de´montrons l’analogue de la formule d’Os-
borne [11, Thm. 3.6] dans le cas des groupes tordus. Cela permet de re´exprimer
les identite´s de caracte`res conside´re´es par Arthur dans [1, Thm. 30.1] en termes
d’identite´s de traces sur la n-homologie. En guise d’application, nous comparons
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les exposants des repre´sentations des groupes intervenant dans un meˆme paquet
d’Arthur sur C.
Conside´rons en effet un parame`tre d’Arthur
ψ = χ1 ⊗Ra1 ⊕ . . .⊕ χm ⊗Ram
d’image contenue dans Ĝ ⊂ GL(N,C), ou` chaque χj est un caracte`re unitaire deC∗
que l’on e´crit z 7→ zpj z¯qj avec Re(pj+qj) = 0, chaque Raj est une repre´sentation de
dimension ai de SL(2,C) et Ĝ = SO(N,C) ou Sp(N,C). On associe au parame`tre
ψ la repre´sentation de GL(N,C) :
(1.0.1) Π = Πψ = ind(χ1 ◦ det⊗ . . .⊗ χm ◦ det)
(induction unitaire a` partir du parabolique de type (a1, . . . , am)). Rappelons qu’Ar-
thur associe a` ψ un paquet fini
∏
(ψ) de repre´sentations du groupe complexe G de
groupe dual Ĝ, voir [1, Thm. 30.1].
Comme nous le rappelons au §2, il correspond naturellement au groupe GL(N,C)
tordu (par un automorphisme involutif θ) un syste`me de racines re´duit de groupe
associe´ SO(2ℓ + 1,C) ou` ℓ = [N/2]. Le tore diagonal de G est naturellement iso-
morphe au tore diagonal de SO(2ℓ + 1,C) ; notons A ∼= Rℓ sa partie de´ploye´e et
a son alge`bre de Lie re´elle. Un exposant de G est un e´le´ment de Hom(a,C) = Cℓ.
On note eψ l’exposant (m1 ≤ . . . ≤ mℓ) ∈ Cℓ ou` les mj ∈ N sont les e´le´ments des
segments σi = (ai − 1, ai − 2, . . .), range´s par ordre croissant.
Il correspond au groupe SO(2ℓ+ 1,C) un ordre sur les exposants donne´ par les
racines de SO(2ℓ+ 1,C) :
e ≤θ e
′ ⇔ e′ = e+
∑
α
nαα (nα ≥ 0)
ou` α de´crit les racines simples de SO(2ℓ+1,C). Noter que les racines deG de´finissent
aussi un ordre sur Cℓ ; si e est infe´rieur a` e′ pour l’ordre de´fini par les racines de G
alors e ≤θ e′, la re´ciproque n’est pas vraie en ge´ne´ral. Cela e´tant, on a le re´sultat
suivant qui est une version archime´dienne, et plus faible, d’un the´ore`me de Colette
Moeglin [19].
1.1. The´ore`me. Soit π une repre´sentation arbitraire de
∏
(ψ) et e un exposant
minimal de π. Alors :
Re(e) ≥θ eψ.
Nous avons adopte´, sur les caracte`res re´els de tores de´ploye´s, l’ordre usuel dans
ces questions, voir [11]. Le the´ore`me dit donc que les coefficients de π de´croissent
plus vite que le caracte`re associe´ a` eψ, selon le principe ge´ne´ral e´nonce´ dans [7].
Nous remercions le rapporteur, dont la lecture nous a permis de corriger une
erreur caracte´rise´e dans la version originale.
2. Rappels sur les groupes tordus
2.1. Soit G un groupe re´ductif et connexe sur R et θ un automorphisme de G
d’ordre fini e´gal a` d et de´fini surR. On identifieG au groupe de ses points complexes
et on note Gsc le reveˆtement simplement connexe de son groupe de´rive´. On a une
application naturelle
Aut(G)→ Aut(Gsc).
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Conside´rons l’espace alge´brique tordu (voir [17]) :
L = G⋊ θ ⊂G⋊Aut(G).
E´tant donne´ un e´le´ment δ dans L on note Gδ le groupe des points fixes de l’auto-
morphisme AdL(δ). C’est le centralisateur de δ. Nous adoptons la notation d’Arthur
Gδ pour de´signer la composante connexe de l’e´le´ment neutre dans G
δ.
Exemple. Pour les applications que nous conside`rerons on peut prendre pour G le
groupe des automorphismes line´aires de FN avec F = R ou C et pour θ l’automor-
phisme involutif ope´rant par g 7→ gθ = J tg−1J−1 avec
J =

−1
1
. .
.
(−1)N
 .
Il correspond a` J une forme biline´aire non de´ge´ne´re´e sur FN . Le groupe G agit na-
turellement a` gauche et a` droite sur l’ensemble des formes biline´aires non de´ge´ne´re´es
sur FN . En particulier : pour g et g′ dans G on a (g, g′) · J = gJ t(g′)−1. On peut
alors identifier L a` l’espace alge´brique des formes biline´aires non de´ge´ne´re´es sur FN
par l’application (g, θ) 7→ gJ .
Soit B un sous-groupe de Borel dans G et T un tore maximal. Suivant la termi-
nologie de Kottwitz et Shelstad [16] on appelle la donne´e (B,T) une paire dans G.
Rappelons qu’un e´le´ment δ est semisimple si AdL(δ) est semisimple. Un e´le´ment
semisimple re´gulier est un e´le´ment δ dans L dont le centralisateur connexe Gδ est
un tore.
2.2. Lemme. [17, Lem. II.1.1] Soit δ ∈ L semisimple et soit (B,T) une paire
δ-stable. Alors Tδ = T ∩ Gδ et Bδ = B ∩ Gδ de´finissent une paire dans Gδ.
Re´ciproquement, si (Bδ,Tδ) est une paire dansGδ, le centralisateur T = Cent(Tδ ,G)
est le tore maximal d’une paire (B,T) dans G telle que B ∩Gδ = Bδ.
Un e´pinglage de G est un triplet (B,T, {X}), ou` (B,T) est une paire dans
G et {X} un ensemble de vecteurs propres, un pour chaque racine simple de T
dansB. Nous supposerons dore´navant que l’automorphisme θ pre´serve un e´pinglage
(B,T, {X}). Notons 1 T1 = Tθ et G1 =Gθ.
2.3. Lemme. [17, Lem. II.1.2] Le tore T1 est maximal dans G1, T1 = G1 ∩Tθ et
T = Cent(T1,G). Enfin, il existe des isomorphismes canoniques entre les groupes
de Weyl :
W (G1,T1)
∼
→ W (G,T)θ.
Un e´le´ment w ∈ W (G,T) appartient a` W (G,T)θ si et seulement s’il laisse stable
Tθ.
Dans la suite nous notons W le groupe W (G,T)θ ; c’est naturellement un sous-
groupe de W (G,T) il est isomorphe au groupe de Weyl W (Gθ,Tθ) (pour des
groupes non connexes, voir Kottwitz-Shelstad [16] pour les de´finitions).
Soit R(B,T) l’ensemble des racines de T dans B. Alors R(B1,T1) est contenu
dans
Rres = {αres = α|T1 : α ∈ R(B,T)}.
1. Noter que vu les notations introduites en 2.1 Tθ de´signe (essentiellement) les invariants, et
non les coinvariants, de θ.
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De plus, αres appartient a` R(B
1,T1) si et seulement si θ fixe un vecteur de l’espace
engendre´ par les espaces de racines β ∈ R(B,T) telles que βres = αres. Kottwitz et
Shelstad distinguent trois types de racines restreintes αres :
– Type R1 : 2αres,
1
2αres /∈ Rres.
– Type R2 : 2αres ∈ Rres.
– Type R3 :
1
2αres ∈ Rres.
Exemple. (Voir Waldspurger [22].) Si G est le groupe des automorphismes line´aires
de FN , on peut prendre pour (B,T) sa paire usuelle. Alors, l’automorphisme in-
volutif θ ope´rant par g 7→ gθ = J tg−1J−1 pre´serve la paire (B,T) et son e´pinglage
standard. Les racines de (T,G) sont donne´es par
αi,j : (z1, . . . , zN) 7→ zi/zj (i 6= j)
et les racines dans B correspondent a` la base (x1−x2, . . . , xN−1−xN ). L’automor-
phisme θ envoie αi,j sur αN+1−j,N+1−i.
Un e´le´ment z ∈ T appartient a` T1 si et seulement si z(N+1)/2 = 1 (quand N
est impair) et zN+1−i = z
−1
i pour i 6= (N + 1)/2. On note ℓ = [N/2]. Rappelons
que l’on a identifie´ J a` une forme biline´aire non de´ge´ne´re´e sur FN ; c’est une forme
symplectique si N est pair, quadratique si N est impair. Le groupe G1 est alors la
composante neutre de son groupe d’automorphismes ; c’est un groupe quasi-de´ploye´
dont T1 est un sous-tore maximal. Le groupe de Weyl W est en particulier identifie´
a` Sℓ ⋊ {±1}ℓ.
Enfin, si α = αi,j ∈ R(B,T) on a αres ∈ R(B1,T1) si i 6= N + 1 − j et
1
2αres ∈ R(B
1,T1) sinon. Et αres est de type R1 si i 6= N +1− j et i et j sont tous
les deux diffe´rents de (N + 1)/2, de type R2 si i ou j est e´gal a` (N + 1)/2 et de
type R3 si i = N + 1− j.
2.4. Application norme. Posons
(1 − θ)T := {tθ(t−1) : t ∈ T}.
Kottwitz et Shelstad de´finissent une application norme sur T comme l’application
quotient
N : T→ T/(1 − θ)T.
Posons
T⊥ = {t ∈ T : tθ(t) . . . θd−1(t) = 1}.
Il est clair que
T⊥ = (1 − θ)T := {tθ(t−1) : t ∈ T}
et que l’application
T1 ×T⊥ → T, Ψ(t, h) = th−1θ(h)
est surjective et a un noyau fini.
E´tant donne´ une racine α ∈ R(B,T), notons Nα la somme des racines dans la
θ-orbite de α :
Nα =
dα−1∑
i=0
θi(α)
le nombre de racines dans l’orbite e´tant dα. Le caracte`re Nα de T se factorise en
un caracte`re de T/(1− θ)T. Et les applications
T1 → T→ T/(1− θ)T
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permettent de re´aliser αres et Nα comme des caracte`res d’un meˆme tore T
1 ; on a
alors :
Nα = dααres.
L’ensemble des caracte`res Nα forme un syste`me de racines re´duit NR pour T1.
L’automorphisme θ induit un automorphisme θ̂ sur le dual Ĝ, voir [16, §1.2].
Fixons un e´pinglage (B, T , {X}) de Ĝ pre´serve´ par θ̂. Alors l’ensemble des racines
restreintes Rres(Ĝ, T ) s’identifie a`
R∨res = {(α
∨)res = α
∨|T̂
θ̂
: α∨ ∈ R∨(G, T )}.
Et (α∨)res ∈ X∗(T̂ θ̂) = X∗(T̂ )θ̂ a pour coracine un e´le´ment de X
∗(T )θ. Si αres est
de type R1 ou R3 alors la coracine de (α
∨)res est Nα sinon (type R2) c’est 2Nα,
voir [16, (1.3.9)]. L’ensemble de ces caracte`res forme encore un syste`me de racines
re´duit pour T 1. Notons E le groupe de´ploye´ correspondant.
Notons qu’au niveau des alge`bres de Lie, il correspond a` N une application norme
(2.4.1) N : tC → t
1
C
e´gale a` la projection sur t1
C
suivant la de´composition tC = t
1
C
⊕ (1− θ)tC.
Conside´rons maintenant un e´le´ment semisimple δ = θg ∈ L. Notons qu’il revient
au meˆme de conside´rer la classe de conjugaison de δ par des e´le´ments de G ou la
classe de θ-conjugaison de l’e´le´ment θ-semisimple g. Il de´coule alors par exemple de
[16, Lem. 3.2.A] que la classe de θ-conjugaison de g est repre´sente´e par un e´le´ment
t ∈ T uniquement de´fini modulo W . A` l’aide de l’application norme Kottwitz et
Shelstad construisent ainsi une correspondance naturelle des classes de conjugaison
semisimples dans E vers les classes de θ-conjugaison θ-semisimples dans G. On
la note A comme Kottwitz et Shelstad, voir [16, Thm. 3.3.A]. On notera N sa
re´ciproque.
Exemple. Soit G le groupe des automorphismes line´aires de CN et θ l’automor-
phisme involutif ope´rant par g 7→ gθ = J tg−1J−1. Le tore T ∼= (C∗)N est diagonal
et si t = (t1, . . . , tN ) ∈ T on a :
tθ(t−1) = (t1tN , . . . , tN t1).
Par conse´quent,
(1−θ)T =
{
{(u1, . . . , uℓ, uℓ, . . . , u1) : ui ∈ C
∗} ∼= (C∗)ℓ si N = 2ℓ
{(u1, . . . , uℓ, uℓ+1, uℓ, . . . , u1) : ui ∈ C
∗} ∼= (C∗)ℓ+1 si N = 2ℓ+ 1.
et T/(1 − θ)T ∼= (C∗)ℓ. De sorte que l’application norme
N : T→ (C∗)ℓ ∼= T1
associe a` t = (t1, . . . , tN ) l’e´le´ment (t1/tN , . . . , tℓ/tN−ℓ+1).
Les racines Nα du syste`me de racines NR sont celles du groupe SO(2ℓ + 1,C).
Le groupe E est quant a` lui e´gal a` SO(2ℓ+ 1,C) si N = 2ℓ est pair et a` Sp(2ℓ,C)
si N = 2ℓ + 1 est impair. On note TE le tore diagonal (pour les formes classiques
de´ploye´es) de E ; de sorte que les e´le´ments de TE s’e´crivent :
diag(x1, . . . , xℓ, x
−1
ℓ , . . . , x
−1
1 ) si N est impair,
diag(x1, . . . , xℓ, 1, x
−1
ℓ , . . . , x
−1
1 ) si N est pair.
Via ces coordonne´es TE et T
1 sont canoniquement isomorphes.
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Remarquons que E est un sous-groupe endoscopique maximal du groupe G⋊〈θ〉
(cf. [1]) ; son groupe dual est Ê = Sp(N,C), resp. SO(N,C), naturellement plonge´
dans Ĝ = GLN (C).
L’application A est explicitement de´crite par Waldspurger dans [21, §III.2]. 2 Les
classes de θ-conjugaison θ-semisimples de G sont repre´sente´es par les e´le´ments
(2.4.2) t = diag(s, 1) ∈ T (s ∈ (C∗)ℓ)
modulo W = Sℓ ⋊ {±1}ℓ. Les classes de conjugaison semisimples de E sont quant
a` elles repre´sente´es par
t′ = diag(x1, . . . , xℓ, x
−1
ℓ , . . . , x
−1
1 ) ∈ TE si N est impair,
t′ = diag(x1, . . . , xℓ, 1, x
−1
ℓ , . . . , x
−1
1 ) ∈ TE si N est pair
(2.4.3)
modulo W = Sℓ ⋊ {±1}ℓ – le groupe de Weyl de E. On a alors t = A(t′) si
s = (x1, . . . , xℓ). L’application A est bijective et N est l’application re´ciproque. En
particulier en restriction a` T 1, l’application N s’e´crit :
(2.4.4)
diag(x1, . . . , xℓ,x
−1
ℓ , . . . , x
−1
1 ) ∈ T
1
7→ diag(x21, . . . , x
2
ℓ , 1, x
−2
ℓ , . . . , x
−2
1 ) ∈ TE si N est pair,
diag(x1, . . . , xℓ,1, x
−1
ℓ , . . . , x
−1
1 ) ∈ T
1
7→ diag(x21, . . . , x
2
ℓ , x
−2
ℓ , . . . , x
−2
1 ) ∈ TE si N est impair.
2.5. De´nominateur de Weyl tordu. Soit G (resp. T , etc...) l’ensemble des points
re´els de G (resp. T, etc...) et soit g (resp. t, etc...) son alge`bre de Lie (re´elle). On
note T˜ 1 le reveˆtement universel de T 1.
L’ensemble des racines restreintes non nulles αres, pour α racine de T dans G,
forme un syste`me de racine (non re´duit) et Rres est un choix de racines positives.
Si αres est une racine dans Rres on note g
αres
C
l’espace radiciel correspondant. On
pose
ρ =
1
2
∑
αres∈Rres
(dim gαres
C
)αres et u
+ =
∑
αres∈Rres
gαres
C
.
Alors u+ est une sous-alge`bre de gC. Comme θ laisse stable u
+ et fixe T 1, il lui
correspond un de´nominateur de Weyl tordu
∆θ = ∆G,θ : T˜
1 → C,
e´gal – par de´finition – au de´terminant
Dθu+(t) = det
(
(1−Ad(θt))|u+
)
multiplie´ par −ρ :
∆θ(t) = e
−ρ(t)Dθu+(t).
Formellement ∆θ est e´gal au produit
∏
αres∈Rres
∏nαres
j=1 (e
−αres/2 − λαres,je
αres/2),
ou` λαres,1, . . . , λαres,nαres sont les valeurs propres de θ dans g
αres
C
, compte´es avec
multiplicite´s.
Si V est l’espace d’une repre´sentation de T˜ 1 on note det[1−V ] la repre´sentation
virtuelle (c’est-a`-dire un e´le´ment du K0 dans la cate´gorie des repre´sentations de
2. La diffe´rence de signe ici est due au fait que notre θ pre´serve un e´pinglage.
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T˜ 1) de´finie par la somme alterne´e
∑
i(−1)
i[∧iV ] des puissances exte´rieures. C’est
multiplicatif dans le sens naturel suivant :
(2.5.1) det[1− V ⊕W ] = det[1− V ]⊗ det[1−W ].
Puisque gC/tC = u
+⊕ u−, l’identite´ (2.5.1) implique que le caracte`re de det[1−
gC/tC] est e´gal a`
∏
αres∈Rres
(1− eαres) ·
∏
αres∈Rres
(1− e−αres). Comme θ fixe T 1, on
obtient facilement :
(2.5.2) ∆2θ(t) =
(−1)dimu
+
det(1 − θ)|tC/t1C
det(1−Ad(θt))|gC/t1C .
Exemple.(Voir Chenevier-Clozel [6].) SoitG le groupe des automorphismes line´aires
de CN et θ l’automorphisme involutif ope´rant par g 7→ gθ = J tg−1J−1. On prend
u+ e´gale au radical unipotent de l’alge`bre de Borel standard de MN (C) et
t =

t1
t2
. . .
t−12
t−11
 .
On calcule les valeurs propres sur u+ de l’endomorphisme
X 7→ −JAd(t−1)tXJ−1.
Un calcul simple donne alors
(2.5.3) Dθu+(t) =

ℓ∏
i=1
(1− t2i )
∏
1≤i<j≤ℓ
(1− t2i /t
2
j)(1 − t
2
i t
2
j) si N = 2ℓ
ℓ∏
i=1
(1− t4i )
∏
1≤i<j≤ℓ
(1− t2i /t
2
j)(1 − t
2
i t
2
j) si N = 2ℓ+ 1
qui n’est autre que le de´nominateur de Weyl
∏
(1 − eα) – le produit portant sur
les racines positives du groupe E e´gal a` SO(2ℓ + 1,C) si N = 2ℓ est pair et a`
Sp(2ℓ,C) si N = 2ℓ+ 1 est impair – e´value´ en (t2i ). Le terme e
−ρ(t) le transforme
en DE :=
∏
(eα/2 − e−α/2) e´value´ en N (t).
2.6. Repre´sentations de dimension finie. Soit X∗(T) le groupe des caracte`res
de T. Il contient le re´seau des poids deG que nous notonsX∗p . On note X
∗
p+ le sous-
ensemble des e´le´ments de X∗p qui sont dominants relativement a` l’ordre de´fini par
la paire (B,T). Les e´le´ments de X∗p+ parame`trent les repre´sentations irre´ductibles
de dimension finie de G : soit Λ ∈ X∗p+, alors Λ est le plus haut poids (relativement
a` la paire (B,T)) d’une repre´sentation de dimension finie τΛ de G.
L’application norme identifie X∗(T1) a` un sous-groupe de X∗(T). Avec cette
identification X∗(T1) co¨ıncide avec le sous-groupe des caracte`res invariants par θ.
La repre´sentation τΛ est θ-invariante (τΛ ∼= τθΛ ou` τ
θ
Λ = τ ◦ θ) si et seulement si
Λ ∈ X∗(T1).
Soit Xresp (T
1) = X∗p ∩ X
∗(T1) et soit Λ ∈ Xresp (T
1) ∩ X∗p+. Le choix d’un
ope´rateur Aθ (A
d
θ = 1) dans l’espace VΛ de τΛ entrelac¸ant τΛ et τΛ ◦ θ permet
d’e´tendre τΛ en une repre´sentation irre´ductible τ
+ de G ⋊ 〈θ〉 ; on obtient par ce
proce´de´ toutes les repre´sentations irre´ductibles de dimension finie deG⋊〈θ〉 dont la
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restriction a` G est irre´ductible, voir [15] pour plus de de´tails sur les repre´sentations
de dimension finie de groupes non-connexes.
Notons ΘτΛ,θ le caracte`re de τ
+ sur L. Alors
(2.6.1) ΘτΛ,θ(t) =
∑
µ∈Xresp (T
1)
mµe
µ(t) (t ∈ T 1),
ou` mµ est la trace de θ sur l’espace propre de la valeur propre µ. Noter que les
caracte`res qui ne sont pas θ-invariants ne contribuent pas a` la trace tordue.
3. Caracte`res tordus de G
Dans cette section nous expliquons brie`vement, en suivant Bouaziz [4], comment
e´tendre le travail de Harish-Chandra [10] a` L – l’ensemble des points re´els de L.
Soit G+ le groupe obtenu en formant le produit semi-direct de 〈θ〉 ∼= Z/dZ par G.
On verra L comme la composante connexe – e´gale a` θG – de θ dans G+.
On a
(1, g)(θ, x)(1, g−1) = (θ, gxθ(g−1)) = (θ, gx(gθ)−1).
E´tudier l’action de G sur L revient donc a` e´tudier l’action tordue de G sur lui-
meˆme. Par transport de structure on de´finit les e´le´ments ≪ θ-semisimples ≫ et ≪ θ-
re´guliers ≫ dans G.
On identifie l’alge`bre enveloppante U(gC) avec l’alge`bre des ope´rateurs diffe´rentiels
invariants a` gauche sur L. On note Z(gC) le centre de U(gC) ; on le conside`re donc
comme une alge`bre d’ope´rateurs diffe´rentiels G-bi-invariants sur L.
Soit Θ une distribution G-invariante sur L, distribution propre pour Z(gC).
D’apre`s Bouaziz [4, Thm. 2.1.1] Θ est une fonction analytique sur Lreg – l’ensemble
des e´le´ments re´guliers de L.
3.1. Soit δ ∈ L semisimple. Quitte a` conjuguer δ par un e´le´ment de G, on peut
supposer que δ fixe la paire (B,T). Alors AdL(δ) et θ diffe`rent par un automor-
phisme inte´rieur qui fixe la paire (B,T). Autrement dit :
AdL(δ) = AdG(t) ◦ θ
pour un certain t ∈ T et donc T δ = T θ.
Dans la suite nous supposerons donc que T δ = T θ. Nous supposerons de plus
que δ est re´gulier.
Pour t ∈ T 1 suffisamment petit, l’e´le´ment δt est encore re´gulier dans L. L’exten-
sion recherche´e du the´ore`me d’Harish-Chandra est la de´termination de t 7→ Θ(δt)
sur un petit voisinage de l’identite´ dans T 1.
3.2. Comme l’alge`bre tC est abe´lienne, on peut identifier U(tC) = Z(tC) avec
l’alge`bre syme´trique S(tC). De meˆme on identifie Z(t
1
C
) avec S(t1
C
).
L’application (2.4.1) s’e´tend naturellement en une application norme
(3.2.1) N : Z(tC)→ Z(t
1
C
).
On a par ailleurs des homomorphismes d’Harish-Chandra
Z(gC)→ Z(tC) et Z(g
1
C)→ Z(t
1
C)
que nous noterons tous les deux ϕ. Rappelons que ϕ est un isomorphisme sur son
image S(tC)
W (G,T) (resp. S(t1
C
)W ) constitue´e des polynoˆmes invariants par l’action
du groupe de Weyl.
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Par dualite´ tout caracte`re de Z(gC) est de la forme
(3.2.2) χλ : Z(gC)→ C, avec χλ(Z) = ϕ(Z)(λ),
pour un certain λ ∈ t∗
C
, et deux de ces caracte`res co¨ıncident pre´cise´ment quand leur
parame`tres appartiennent a` la meˆme W (G,T)-orbite. L’automorphisme θ ope`re
naturellement sur l’ensemble des caracte`res de Z(gC) et sur t
∗
C
. Ces actions sont
compatibles avec (3.2.2). Noter que l’application norme N induit une injection de
t1∗
C
dans t∗
C
; son image est constitue´ des e´le´ments θ-stables dans t∗
C
.
Remarquons finalement que l’application (3.2.1) s’e´tend de manie`re unique en
une application norme N : Z(gC)→ Z(g1C) de sorte que le diagramme
Z(t1
C
)
ϕ
−−−−→ Z(g1
C
)xN xN
Z(tC)
ϕ
−−−−→ Z(g1
C
)
soit commutatif. Un caracte`re χλ est alors θ-stable si et seulement s’il existe λ
1 ∈ t1∗
C
tel que χλ = χλ1 ◦N ; la W -orbite de λ
1 est alors uniquement de´finie.
3.3. Partie radiale. Pour t ∈ T 1, posons :
νδ(t) = det (1−Ad(δt))|gC/t1C
.
C’est une fonction analytique sur T 1. On pose
Ω1 = {t ∈ T 1 : νδ(t) 6= 0}.
C’est un ouvert dense dans T 1. Alors la sous-varie´te´ δΩ1 est localement ferme´e dans
L, constitue´e d’e´le´ments re´guliers et l’application
ψ : L× δΩ1 → L; (x, y) 7→ xyx−1
est submersive. On dispose en outre d’une mesure naturelle sur les fibres (lisses)
de l’application ψ. L’inte´gration le long des fibres nous donne une application de
C∞c (L× δΩ
1) dans C∞c . Notons ψ
∗ l’application duale sur les distributions. Harish-
Chandra [10] montre que ψ∗(Θ) = 1 ⊗ Θ|δΩ1 – la restriction e´tant prise comme
fonction analytique.
En fait, si D est un ope´rateur diffe´rentiel bi-G-invariant dans L, Harish-Chandra
[10] montre de plus qu’il existe un ope´rateur ∆(D) sur δΩ1 satisfaisant
(3.3.1) (Df)|δΩ1 = ∆(D)(f|δΩ1 ),
pour toute fonction f C∞, G-invariante dans un voisinage de δΩ1. L’ope´rateur
∆(D) est appele´ partie radiale de l’ope´rateur D.
Le the´ore`me suivant est de´montre´ par Bouaziz [4, Thm. 2.4.1]. On choisit un
voisinage ouvert connexe V de 0 dans t1 tel que W = exp(V) soit ouvert et inclus
dans Ω1. On suppose de plus que pour tout t ∈ W , l’e´le´ment δt est re´gulier et que
l’application expH 7→ eρ(H) est bien de´finie dans W .
3.4. The´ore`me. Soit z ∈ Z(gC). L’ope´rateur ∆(z) est uniquement de´fini sur δW,
et :
∆(z) = |νδ|
−1/2(ϕ ◦N)(z) ◦ |νδ|
1/2.
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Supposons maintenant que Z(g) agisse sur Θ par χλ pour un certain λ ∈ t∗. Le
caracte`re χλ est ne´cessairement θ-stable e´gal a` χλ1 ◦N . Notons
F (t) = |νδ(t)|
1/2Θ(δt) (t ∈ W).
Il de´coule du the´ore`me 3.4 – voir [4, Cor. 2.4.11] – que pour tout z ∈ Z(gC),
(ϕ ◦N)(z)F = χλ(z)F . La fonction F ve´rifie donc les e´quations diffe´rentielles :
(3.4.1) zF = λ1(z)F
(
z ∈ S(t1C)
W
)
.
Ces e´quations sont e´tudie´es et re´solues par Harish-Chandra dans [10, pp. 130–133].
Une solution de (3.4.1) sur W est un polynoˆme exponentiel :
F (expH) =
∑
w∈W
∑
w∈W
Pw(H)e
λ1(wH),
ou` H ∈ V et les coefficients Pw(H) sont des polynoˆmes en H de degre´ strictement
infe´rieur a` l’ordre de Wλ1 – le stabilisateur de λ
1 dans W .
3.5. Repre´sentations θ-stables. Conside´rons maintenant une repre´sentation ad-
missible (π,Hπ) de G qui posse`de un caracte`re infinite´simal χλ (λ ∈ t∗C). Supposons
π θ-invariante (π ∼= πθ ou` πθ = π ◦ θ) et notons V son module d’Harish-Chandra.
Le choix d’un ope´rateur d’entrelacement Aθ : Hπ → Hπ (Adθ = 1) entrelac¸ant π
et π ◦ θ permet d’e´tendre π en une repre´sentation π+ de G+. Le caracte`re de π+
sur L = θG est un distribution G-invariante, distribution propre pour Z(gC). Les
re´sultats qui pre´ce`dent s’appliquent donc. Notons
Θπ,θ(g) = Θπ+(θg) (g ∈ G);
c’est le caracte`re tordu de π.
3.6. The´ore`me. Soit x ∈ T θ un e´le´ment θ-re´gulier dans G. Alors, il existe un
voisinage V de 0 dans t1 tel que pour tout H ∈ V on a :
[|∆θ|Θθ,π] (x expH) =
∑
w∈W
cλ(x,w)e
λ1(wH),
ou` les cλ(x,w) sont des constantes dans C.
De´monstration. Posons δ = θx ∈ L. C’est un e´le´ment semisimple re´gulier. On
conserve les notations introduites ci-dessus de sorte que V est de´ja` de´fini et que
pour H ∈ V , on a :
F (expH) := |νδ(expH)|
1/2Θπ+(δ expH)
=
∑
w∈W
Pw(H)e
λ1(wH),
ou` H ∈ V et les coefficients Pw(H) sont des polynoˆmes en H de degre´ strictement
infe´rieur a` l’ordre de Wλ1 – le stabilisateur de λ dans W .
L’identite´ (2.5.2) implique qu’il existe une constante c telle que
|∆θ(x expH)| = c|νδ(expH)|
1/2.
Pour conclure la de´monstration du the´ore`me il reste donc a` faire voir que les coeffi-
cients Pw(H) sont des constantes. Pour ce faire nous reprenons une ide´e de Fomin
et Shapovalov [9].
Soit τ = τΛ (Λ ∈ Xresp (T
1) ∩X∗p+) une repre´sentation de dimension finie de G
invariante par θ. Alors la repre´sentation π⊗ τ est encore admissible et θ-invariante.
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Le choix d’un ope´rateur entrelac¸ant τ et τ ◦ θ permet en outre de parler des ca-
racte`res tordus Θπ⊗τ,θ et Θτ,θ. Et le caracte`re tordu Θπ⊗τ,θ est e´gal au produit des
caracte`res tordus Θπ,θ et Θτ,θ de π et τ :
(3.6.1) Θπ⊗τ,θ = Θτ,θΘπ,θ.
D’un autre coˆte´ π ⊗ τ est de longueur finie (voir [14, Prop. 10.41]) ; notons
π1, . . . , πn la suite de Jordan-Ho¨lder de π ⊗ τ . Puisque π ⊗ τ est θ-invariante,
l’unicite´ des facteurs de composition implique que quitte a` re´ordonner les πj on
peut supposer que les repre´sentations π1, . . . , πr, avec r ≤ n, sont θ-invariantes
(e´le´ments diagonaux) et que les autres ne contribuent pas au caracte`re tordu. De
sorte que le caracte`re tordu de π⊗ τ se de´compose en une combinaison line´aire des
caracte`res tordus des sous-quotients θ-stables π1, . . . , πr :
(3.6.2) Θπ⊗τ,θ = Θπ1,θ + . . .+Θπr,θ.
Notons que nous n’avons pas regroupe´ les repre´sentations e´quivalentes. Si on re-
groupe par πi e´quivalentes, les ≪ multiplicite´s ≫ sont dans Z[ζd] ou` d de´signe tou-
jours l’ordre de θ.
Il de´coule de (3.6.1) et de (2.6.1) que pour tout H ∈ V , le caracte`re tordu de
π ⊗ τ est donne´ par
Θπ,θ(x expH)Θτ,θ(x expH) =
∑
w∈W
Pw(H)e
λ1(wH) ·
∑
µ∈Xresp (T
1)
eµ(x)mµe
µ(H)
=
∑
w∈W
∑
µ∈Xresp (T
1)
mµe
µ(x)Pw(H)e
(w−1λ1+µ)(H)
=
∑
w∈W
∑
µ∈Xresp (T
1)
mw−1µe
w−1µ(x)Pw(H)e
(λ1+µ)(wH).
D’un autre coˆte´, on peut e´crire :
r∑
i=1
Θπi,θ(x expH) =
r∑
i=1
∑
w∈W
Pw,i(H)e
λ1i (wH).
Il de´coule en particulier (3.6.2) que pour tout H ∈ V , on a :
(3.6.3)∑
w∈W
∑
µ∈Xresp (T
1)
mw−1µe
w−1µ(x)Pw(H)e
(λ1+µ)(wH) =
r∑
i=1
∑
w∈W
Pw,i(H)e
λ1i (wH).
On peut supposer Re(λ1) et tous les Re(λ1i ) (i = 1, . . . , r) dominants. On peut
en outre choisir Λ de telle sorte que le stabilisateur WΛ ⊂ W soit trivial. Notons
que dans ce cas λ1+Λ est encore dominant et que le stabilisateurWλ1+Λ est encore
trivial. Il de´coule alors de (3.6.3) que
(3.6.4) mw−1µe
w−1Λ(x)Pw(H) =
∑
i
Pw,i(H).
Ici la somme porte sur les indices i pour lesquels λ1i = λ
1 + Λ. Mais le stabilisa-
teur Wλ1+Λ est encore trivial. Les polynoˆmes Pw,i sont donc des constantes et le
the´ore`me est de´montre´. 
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3.7. Soit K un sous-groupe compact maximal de G et une de´composition de Car-
tan
(3.7.1) g = k⊕ p
de sorte que l’involution de Cartan correspondante θCartan commute a` θ (un tel
K existe car θ, d’ordre fini, fixe un point de l’espace syme´trique de G). Alors la
de´composition de Cartan (3.7.1) est θ-invariante. Notons t1c = t
1 ∩ k et a1 = t1 ∩ p.
Soit T 1c et A
1 les sous-groupes analytiques de G correspondants ; on a 3 T 1 = T 1cA
1
avec Tc ⊂ K. Une racine restreinte αres est dite re´elle (resp. imaginaire) si αres est
nulle sur t1c (resp. a
1). On note
a1− = {H ∈ a1 : αres(H) < 0, ∀αres ∈ Rres non-imaginaire}.
Noter que l’ensemble des e´le´ments θ-re´guliers dans T 1c exp a
1− n’est pas connexe.
Dans ce paragraphe on cherche a` prolonger l’identite´ du the´ore`me 3.6 a` tout cet
ensemble.
D’apre`s [4, Lem. 3.6.3], il existe une fonction localement constante ε sur l’en-
semble des e´le´ments θ-re´guliers dans T 1 telle que
(3.7.2) |∆θ(expH)| = ε(expH)e
−ρ(H)Dθu+(expH)
pour tout H ∈ t1 tel que expH soit θ-re´gulier.
Soit V un ouvert connexe dans t1c + a
1,−. On fixe H0 ∈ V . D’apre`s le the´ore`me
3.6 et (3.7.2) on a alors :
ε(expH0)e
−ρ(H)
[
Dθn+Θθ,π
]
(expH) =
∑
µ∈W ·λ1
Cµe
µ(H) (H ∈ V)
ou` les Cµ sont des constantes complexes (qui de´pendent du choix de H0).
D’apre`s [4, Lem. 3.6.23], la fonction H 7→
[
Dθ
u+
Θθ,π
]
(expH) se prolonge analy-
tiquement a` t1c + a
−
1 . On a donc :[
Dθu+Θθ,π
]
(expH) = ε(expH0)
−1eρ(H)
∑
µ∈W ·λ1
Cµe
µ(H) (H ∈ V)
pour tout H ∈ t1c + a
−
1 . En re´utilisant (3.7.2) on obtient :
(3.7.3) [|∆θ|Θθ,π] (expH) =
ε(expH)
ε(expH0)
∑
µ∈W ·λ1
Cµe
µ(H)
pour tout H ∈ t1c + a
−
1 tel que expH soit θ-re´gulier.
3.8. Caracte`res des repre´sentations induites. Dans ce paragraphe nous sup-
posons le tore T maximalement de´ploye´ sur R et notons A sa partie de´ploye´e.
Nous supposons en outre que T est contenu dans un sous-groupe parabolique mi-
nimal P = MAN de G qui est invariant par θ. 4 Soit (VM , τ) une repre´sentation
irre´ductible θ-stable de M et µ un caracte`re θ-stable de A. On pose
I = indGMAN (VM ⊗Cµ)
(induite unitaire). La repre´sentation I est de longueur finie mais peut eˆtre re´ductible.
Ne´anmoins le choix d’un ope´rateur aθ (a
d
θ = 1) dans l’espace VM entrelac¸ant τ et
3. Rappelons que T 1 est connexe.
4. Noter qu’un tel P n’existe pas en ge´ne´ral : penser au cas ou` G est un groupe complexe, vu
comme groupe re´el, et ou` θ correspond a` la conjugaison complexe par rapport a` une forme re´elle
non quasi-de´ploye´e. (Ce proble`me apparent disparaˆıt dans le cadre des espaces tordus.)
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τ ◦ θ est uniquement de´fini a` une racine de l’unite´ pre`s et induit un ope´rateur
Aθ : I → I par la formule
Aθ(f)(g) = aθf(θ
−1(g)) (ou` f(gm) = τ(m−1f(g)).
L’ope´rateur Aθ de´finit une action de θ sur I ; dans la suite on choisira toujours
cette action (uniquement de´finie a` une racine de l’unite´ pre`s) ; notons en particulier
que Adθ = 1. On peut alors conside´rer le caracte`re tordu ΘI,θ ; c’est une fonction
localement sommable analytique sur les e´le´ments θ-re´guliers de G. Le lemme suivant
de´coule de [4, Lem. 7.1.3] qui ge´ne´ralise un the´ore`me d’Hirai [12, Thm. 2] dans le
cas non tordu.
Le groupe G ope`re par θ-conjugaison sur lui-meˆme ; on note
NG,θ(T ) = {g ∈ G : gT
1(gθ)−1 ⊂ T 1}
= {g ∈ NG(t
1) : g(gθ)−1 ∈ T 1}
et ZG,θ(T ) = T
θ. Le groupe de Weyl tordu
Wθ(G, T ) = NG,θ(T )/T
θ
ope`re sur t et s’identifie naturellement a` un sous-groupe d’indice fini de W . On
dispose de la meˆme manie`re d’un groupe de Weyl tordu Wθ(MA,T ).
Puisque P est minimal, si T et T ′ sont deux tores maximalement de´ploye´s dans
MA alors T 1 et (T ′)1 sont θ-conjugue´s dans MA. L’expression du caracte`re tordu
de I est donc particulie`rement simple dans notre cas :
3.9. Lemme. Pour tout e´le´ment θ-re´gulier t ∈ T 1, on a :
[|∆θ|ΘI,θ] (t) =
1
#Wθ(MA,T )
∑
v∈Wθ(G,T )
[|∆MA,θ|ΘMA,θ(VM )] (vt).
Ici ΘMA,θ(VM ) de´signe la caracte`re tordu de la repre´sentation VM du groupe
re´ductif MA. Noter que VM est une repre´sentation θ-stable et de dimension fi-
nie. Supposons que Z(mC ⊕ aC) agisse sur VM selon χλ avec λ ∈ t∗C. D’apre`s le
the´ore`me 3.6, au voisinage d’un point x ∈ T θ θ-re´gulier dans MA, la fonction
|∆MA,θ|ΘMA,θ(VM ) s’exprime sous la forme :
(3.9.1)
∑
w∈W (mC⊕aC,tC)θ
dλ(x,w)e
w−1λ1 ,
ou` les dλ(x,w) sont des constantes dans C. Dans un voisinage de x dans T
θ on a
donc :
(3.9.2) [|∆θ|ΘI,θ]
=
1
#Wθ(MA,T )
∑
v∈Wθ(G,T )
∑
w∈W (mC⊕aC,tC)θ
dλ(vx, w)e
v−1w−1λ1 .
4. Exposants tordus, n-homologie et conjecture d’Osborne
Dans ce chapitre nous supposons, comme dans le §3.8, que le tore T maxima-
lement de´ploye´ sur R est contenu dans un parabolique minimal θ-stable P . Nous
notons A sa partie de´ploye´e et n la complexifie´e de l’alge`bre de Lie du radical uni-
potent de P = MAN . De sorte que T = TcA, ou` A = (R
∗
+)
r et Tc est compact ;
l’entier r est le rang re´el de G. L’automorphisme θ pre´serve A. Un caracte`re χ de
A est dit θ-stable si χ ◦ θ = χ.
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4.1. Exposants θ-stables. Notons a l’alge`bre de Lie de A. Un exposant est un
caracte`re de A. Par abus de notation on identifie un caracte`re de A a` un e´le´ment de
Hom(a,C) = Cr. L’alge`bre n de´termine un syste`me de racines positives qui sont les
parties re´elles des racines non-imaginaires dans R = R(B,T). Pour deux exposants
e, e′, on e´crit e ≤ e′ si
e′ = e+
∑
α
nαα (nα ≥ 0)
ou` α de´crit les racines simples dans n et e, e′ sont vus comme des formes line´aires
complexes sur a = Rr. Noter qu’un exposant
e =
∑
α
nαα
est θ-stable si et seulement si
e =
∑
α
1
d
nα(α+ θ(α) + . . .+ θ
d−1(α))
=
∑
α
1
dα
nαNα
=
∑
Nα
nαNα.
Et l’ordre naturel sur les racines dans NR (§2.4) de´finit un ordre sur les exposants
θ-stables ; dans la deuxie`me partie de cet article nous notons ≤θ cet ordre.
Exemple. Soit G le groupe des automorphismes line´aires de CN et θ l’automor-
phisme involutif ope´rant par g 7→ gθ = J tg−1J−1. Le groupe E e´gal a` SO(2ℓ+1,C),
resp. Sp(2ℓ,C), si N = 2ℓ est pair, resp. si N = 2ℓ+ 1 est impair.
Via l’application norme, un exposant θ-stable e ∈ CN de´finit un exposant de E
c’est-a`-dire un vecteur dans Cℓ. L’ordre naturel sur les racines de E definit donc
un ordre ≤E sur les exposants θ-stables. Si e ≤E e′ on a toujours e ≤θ e′ mais la
re´ciproque n’est vraie que si N est pair. Pour deux exposants θ-stables e, e′ l’ordre
≤E s’exprime par e′ − e = (xi)i=1,...,ℓ avec
x1 + . . .+ xi ∈ N (1 ≤ i ≤ ℓ− 1)
et
x1 + . . .+ xℓ ∈ N, resp. 2N
(4.1.1)
si N = 2ℓ est pair, resp. si N = 2ℓ+1 est impair. L’ordre ≤θ s’exprime quant a` lui
par e′ − e = (xi)i=1,...,ℓ avec
x1 + . . .+ xi ∈ N (1 ≤ i ≤ ℓ− 1)
et
x1 + . . .+ xℓ ∈ N
(4.1.2)
inde´pendamment de la parite´ de N .
4.2. Exposants d’homologie. Soit Rn.i.res ⊂ Rres le sous-ensemble constitue´ des
racines (restreintes) non-imaginaires.
4.3. Lemme. Soit α ∈ R une racine non imaginaire alors αres ∈ Rn.i.res .
De´monstration. Puisque α est non imaginaire et que P est minimal on a gα
C
⊂ n. Il
s’agit donc de montrer qu’une racine (re´elle) α de a dans n se restreint non triviale-
ment a` a1. Les racines de a dans n de´terminent une chambre de Weyl aigue¨ (ouverte)
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positive C. Soit H ∈ C ; alors pour toute racine α de a dans n on a α(H) > 0. Mais
puisque par ailleurs n est θ-stable θ permute les racines (positives) de a dans n. On
a donc :
α
(
d∑
i=0
θi(H)
)
=
d∑
i=0
θi(α)(H) > 0
et
∑d
i=0 θ
i(H) ∈ a1. 
Il de´coule en particulier du lemme 4.3 que
n =
∑
αres∈Rn.i.res
gαres
C
⊂ u+.
Notons
ρP =
1
2
∑
αres∈Rn.i.res
(dim gαres
C
)αres.
Soit V le module d’Harish-Chandra d’une repre´sentation (admissible) irre´ductible
θ-stable π. Un lemme de Casselman et Osborne [5] affirme que V est de type fini
comme U(n)-module. Pour tout q ≥ 0, le groupe d’homologie Hq(n, V ) est donc de
dimension finie. Si e est un exposant, on peut conside´rer le (e+ ρP )-espace propre
ge´ne´ralise´ ; notons-le Hq(n, V )e. On dit que e est un exposant d’homologie si
Hq(n, V )e 6= 0
pour un certain q. La raison d’eˆtre du de´calage par ρP deviendra claire au chapitre
suivant, voir [11, p. 51].
Soit q un entier positif. Alors T et θ (via Aθ) ope`rent sur Hq(n, V ). Pour t ∈ T
(en particulier t ∈ T 1) on peut conside´rer
Θθq(t, V ) = trace (tθ | Hq(n, V )) .(4.3.1)
Notons une diffe´rence importante avec le cas non tordu. L’ope´rateur Aθ ope`re sur
l’homologie avec des valeurs propres (qui sont des racines de l’unite´). L’expression
(4.3.1) est donc (meˆme pour q fixe´) une somme a` coefficients dans les racines de
l’unite´ de caracte`res θ-stables de t ∈ T . Cette somme peut s’annuler sur A sans eˆtre
nulle sur T .
E´tant donne´ un exposant e on notera f ∈ a1∗ ⊗ C le caracte`re obtenu par
restriction. De la meˆme manie`re que les racines dans R de´finissent un ordre sur
les exposants, les racines restreintes dans Rres de´finissent un ordre naturel sur les
caracte`res f ∈ a1∗ ⊗C ; nous notons ≤res cet ordre.
Un caracte`re f ∈ a1∗ ⊗ C est un exposant d’homologie restreint s’il apparaˆıt
dans Hq(n, V ) pour quelque q. C’est un exposant restreint minimal si c’est un ex-
posant d’homologie restreint et s’il est minimal pour ≤res. Rappelons un re´sultat
fondamental de Hecht-Schmid dans le cas non tordu : [11, Prop. 2.32].
4.4. Proposition. Si e est un exposant d’homologie minimal (pour ≤) alors e
n’apparaˆıt que dans H0(n, V ).
Nous utiliserons cette proposition sous la forme suivante :
4.5. Proposition. Soit f un exposant restreint minimal. Alors f n’apparaˆıt que
dans H0(n, V ).
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De´monstration. Supposons en effet que f = e|a1 ou` e apparaˆıt dans Hq, q > 0.
Alors e = e0 +
∑
nαα (notation de 4.1) ou` (nα)α 6= 0 d’apre`s la proposition 4.4 et
e0 apparaˆıt dans H0. On en de´duit que
f = (e0)|a1 +
∑
α
nααres.
Ce qui, d’apre`s le lemme 4.3, contredit la minimalite´ de f . 
Nous avons en vue le the´ore`me suivant – version tordue de la ≪ conjecture d’Os-
borne ≫ de´montre´e par Hecht et Schmid [11]. Suivant la de´monstration de [11] nous
commencerons par le re´duire a` un cas apparemment tre`s particulier via un proce´de´
de ≪ continuation cohe´rente ≫.
On de´finit :
Dθn(t) = det
(
(1− θt)|n
)
=
∑
q
(−1)qtrace(tθ | Λqn).(4.5.1)
On dit que t ∈ T 1 est contractant si les valeurs propres (complexes) de tθ dans n
sont de valeur absolue < 1. Noter qu’alors Dθn(t) 6= 0.
5
4.6. The´ore`me. Pour tout e´le´ment θ-re´gulier contractant t ∈ T 1, on a :
Θπ,θ(t) =
∑
q(−1)
qΘθq(t, V )
Dθn(t)
.
4.7. On a le fait e´vident suivant :
Si t ∈ T 1 est contractant et a ∈ A1 = Aθ ve´rifie aαres < 1 (αres ∈ Rn.i.res ) alors ta
est contractant.
5. Continuation cohe´rente
Soit (V, π) une repre´sentation admissible de G munie d’une extension a` G+. On
conside`re le caracte`re tordu
Θθ(V ) = Θπ,θ.
Il de´pend e´videmment du choix de l’ope´rateur d’entrelacement Aθ.
De meˆme chaque Hq(n, V ) est un MA-module θ-invariant. Et le caracte`re tordu
ΘMA,θ(Hq(n, V )) est e´gal a` Θ
θ
q(t, V ). Dans la suite nous notons :
Θn,θ(V ) =
∑
q(−1)
qΘMA,θ(Hq(n, V ))
Dθn(t)
.
Noter que V est toujours de longueur finie ; soit
[V ] = m1[V1] + . . .+mn[Vn]
l’expression de V|G dans le groupe de Grothendieck des (g,K)-modules, avec Vi
irre´ductible, pour i = 1, . . . , n, alors :
(5.0.1) Θθ(V ) = m
′
1Θθ(V1) + . . .+m
′
nΘθ(Vn) (m
′
i ∈ Z[ζd])
ou`, par convention, on pose Θθ(Vi) = 0 si Vi n’est pas θ-stable et ou` on choisit, si
Vi est θ-stable, une extension a` G
+.
5. Nous conside´rons un ensemble un peu plus petit que celui de Hecht-Schmid dans le cas non
tordu [11, §3].
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De meˆme chaque Hq(n, Vi) est un MA-module θ-invariant. Et le caracte`re tordu
Θn,θ(V ) se de´compose en :
(5.0.2) Θn,θ(V ) = m
′
1Θn,θ(V1) + . . .+m
′
nΘn,θ(Vn),
avec les meˆmes coefficients m′i. Il suffit en effet de traiter le cas d’une suite exacte
courte
0→ V1 → V → V2 → 0
ou` V1 est irre´ductible en tant que G
+-module. L’action de θ – par Aθ – sur V
induit une action sur V1 et V2 et ces actions commutent a` la suite exacte longue
d’homologie. Le calcul de la caracte´ristique d’Euler de cette suite exacte longue
implique alors l’additivite´ des caracte`res tordus. Par ailleurs si la restriction du
G+-module V1 a` G n’est pas irreductible Θn,θ(V1) = 0.
Il de´coule de (5.0.1) et (5.0.2) que pour de´montrer que pour tout e´le´ment θ-
re´gulier t ∈ T 1, on a :
(5.0.3) Θθ(V ) = Θn,θ(V ),
il suffit de le ve´rifier pour les V irre´ductibles.
5.1. Notons Cθ le Z[ζd]-module libre engendre´ par les caracte`res tordus de modules
d’Harish-Chandra θ-stables admissibles et irre´ductibles (e´tendus a` G+). Le module
Cθ se de´compose en une somme directe :
Cθ =
⊕
λ1∈t1∗
C
/W
Cθλ1 , avec C
θ
λ1 = {Θ ∈ C
θ : Z(gC) ope`re sur Θ par χλ = χλ1 ◦N}.
L’anneau Fθ des repre´sentations virtuelles de dimension finie de G invariante par
θ ope`re par tensorisation sur Cθ et le munit d’une structure naturelle de Fθ-
module (cf. de´monstration du the´ore`me 3.6). Rappelons – voir (2.6.1) – qu’une
repre´sentation ϕ ∈ Fθ a un caracte`re tordu dont la restriction a` T 1 est de la
forme :
ϕ =
∑
µ∈Xresp (T
1)
mµe
µ,
ou` mµ est la trace de θ sur l’espace propre de la valeur propre µ.
A` tout λ1 ∈ t1∗
C
il correspond λ = N(λ1) ∈ t∗
C
qui est θ-stable et tel que λ|t1
C
= λ1.
On a alors χλ = χλ1 ◦ N. Dans la suite on identifie ainsi t
1∗
C
a` un sous-espace de
t∗
C
. Rappelons en particulier que l’on identifie ainsi les e´lements µ ∈ Xresp (T
1) a` des
e´le´ments θ-stables de Xp(T).
Fixons alors λ0 = λ
1
0 ∈ t
1∗
C
. On dit qu’une famille
{Θλ : λ ∈ X
res
p (T
1) + λ0} ⊂ C
θ,
indexe´e par les translate´s de λ0 ∈ t∗C par le re´seau X
res
p (T
1) ⊂ Xp(T), de´pend de
fac¸on cohe´rente du parame`tre λ si
(a) Θλ ∈ C
θ
λ1 et
(b) ϕΘλ =
∑
µ∈Xresp (T
1)
mµΘλ+µ,(5.1.1)
pour tout λ ∈ Xresp (T
1) + λ0 et tout ϕ ∈ Fθ. Remarquons que si λ = µ+ λ0 avec
µ ∈ Xresp (T
1), alors λ est θ-stable de sorte que λ1 = λ|t1
C
ou encore χµ+λ0 ◦N = χλ.
18 NICOLAS BERGERON ET LAURENT CLOZEL
Le choix du tore maximal T n’est pas important dans la de´finition ci-dessus.
Noter que d’apre`s §3.1 si δ ∈ L est un e´le´ment semisimple qui stabilise une paire
(B′,T′) les tores T1 et T′1 ne diffe`rent que d’un automorphisme inte´rieur de G.
On peut utiliser cet automorphisme pour transfe´rer la parame´trisation d’une famille
cohe´rente a` une parame´trisation par des e´le´ments de t′
C
1∗. Ainsi reparame´tre´e, la
famille est cohe´rente si et seulement la famille avant reparame´trage l’e´tait.
5.2. Fixons λ0 ∈ t1∗C . D’apre`s le the´ore`me 3.6, on peut e´crire :
[|∆θ|Θ0] (x expH) =
∑
w∈W
c0(x,w)e
λ0(wH)
au voisinage d’un e´le´ment θ-re´gulier x ∈ T θ. Ici les constantes c0(x,w) ne sont
ge´ne´ralement pas uniquement de´termine´es par Θ0 mais, si l’on note W0 le stabili-
sateur de λ0 dans W , la somme
cλ0(x,w) :=
∑
v∈W0
c0(x,wv)
est bien uniquement de´termine´e par Θ0. Notons Θλ0 = N0Θ0, avec N0 e´gal au
cardinal de W0. On a alors :
(5.2.1) [|∆θ|Θλ0 ] (x expH) =
∑
w∈W
cλ0(x,w)e
λ0(wH).
5.3. Lemme. Il existe une famille de caracte`res tordus
{Θλ : λ ∈ X
res
p (T
1) + λ0}
qui de´pende de fac¸on cohe´rente de λ et telle que
(1) Θλ0 = N0Θ0,
(2) Θwλ = Θλ (λ ∈ Xresp (T
1) + λ0, w ∈W0).
Cette famille ve´rifie en outre les identite´s
(5.3.1) cλ+µ(x,w) = e
w−1µ(x)cλ(x,w)
pour tous λ ∈ Xresp (T
1) + λ0, µ ∈ Xresp (T
1) et x θ-re´gulier dans T θ.
De´monstration. La de´monstration est identique a` celles de [11, Lem. 3.39 & 3.44].
Il suffit de conside´rer un poids µ ∈ Xresp (T
1) suffisamment dominant pour que
λ := λ0 + µ ne soit W -conjugue´ a` un λ0 + vµ (v ∈ W ) que si v ∈W0. La somme
ψ :=
∑
v∈W
evµ
de´finit un caracte`re tordu virtuel dans Fθ. Et la conclusion du lemme nous force
a` prendre Θλ e´gal a` la projection de ψΘ0 ∈ Cθ dans Cθλ. On ve´rifie facilement
l’identite´ sur les constantes (5.3.1) dans ce cas. On se rame`ne a` un λ quelconque
en inversant le proce´de´. 
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5.4. Rappelons que nous abre´geons le membre de droite de (5.0.3) en posant :
(5.4.1) Θn,θ(V ) =
∑
q(−1)
qΘMA,θ(Hq(n, V ))
Dθn(t)
.
Maintenant soit λ ∈ t∗
C
tel que χλ soit e´gal au caracte`re infinite´simal de π.
Alors χλ est θ-stable et il existe λ
1 ∈ t1∗
C
tel que χλ = χλ1 ◦ N . De meˆme, un
caracte`re qui intervient de fac¸on non triviale dans la combinaison line´aire (4.3.1) est
ne´cessairement θ-stable et il de´coule de [11, Cor. 3.32] qu’il est e´gal a` wλ1+ρP pour
un certain w ∈ W . D’apre`s le the´ore`me 3.6 la fonction |∆MA,θ|ΘMA,θ(Hq(n, V ))
est localement une combinaison line´aire d’exponentielles de la forme ewλ
1+ρP . Mais
on a :
∆θ = e
−ρPDθn∆MA,θ.
On en de´duit donc que si x ∈ T 1 est θ-re´gulier, il existe un voisinage V de 0 dans
t1 tel que pour tout H ∈ V on a :
(5.4.2) [|∆θ|Θn,θ] (x expH) =
∑
w∈W
c˜λ(x,w)e
λ1(wH),
ou` les c˜λ(x,w) sont des constantes dans C. Il de´coule alors de [11, Lem. 3.59] que la
continuation cohe´rente s’applique aussi bien a` Θn,θ qu’a` Θθ. On peut donc inse´rer
Θn,θ dans une famille cohe´rente de sorte que
(5.4.3) c˜λ+µ(x,w) = e
w−1µ(x)c˜λ(x,w),
pour tous λ ∈ Xresp (T
1) + λ0, µ ∈ Xresp (T
1) et x θ-re´gulier dans T θ.
De´montrer (5.0.3) revient a` ve´rifier les identite´s :
(5.4.4) cλ(x,w) = c˜λ(x,w), pour x ∈ T
1 θ-re´gulier.
Les relations (5.4.3) et leurs homologues du lemme 5.3 impliquent que si C est une
constante strictement positive quelconque, il suffit de ve´rifier (5.4.4) lorsque
(5.4.5) Re〈w−1λ, α〉 < −C pour tout α ∈ Rn.i.res .
(Rappelons qu’ici λ = N(λ1) ∈ t∗
C
est θ-stable.)
6. De´monstration du the´ore`me 4.6
Soit donc V le module d’Harish-Chandra d’une repre´sentation (admissible) irre´ductible
θ-stable π (e´tendue a` G+) de caracte`re infinite´simal χλ avec λ = N(λ
1) ∈ t∗
C
. Nous
voulons ve´rifer l’identite´ (5.0.3).
6.1. D’apre`s le chapitre pre´ce´dent (par continuation cohe´rente) on est ramene´ a`
de´montrer (5.0.3) sous l’hypothe`se (5.4.5).
Seule laW -orbite de λ est bien de´finie, on peut donc supposer Re〈λ, α〉 ≤ 0 pour
tout α ∈ Rn.i.res . De sorte que (5.4.5) force Re〈λ, α〉 < −C et w trivial. Il suffit donc
de ve´rifier les identite´s (5.4.4) lorsque :
(a) Re〈λ, α〉 < −C pour tout α ∈ Rn.i.res , et
(b) w est trivial.
(6.1.1)
Ici C est une constante positive a` fixer ulte´rieurement.
Puisque λ = N(λ1) ∈ t∗
C
on a λ1 = λ|t1
C
. Posons e = λ|a et f = λ|a1 .
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On de´finit la f -composante de Θn,θ(V ), au voisinage d’un e´le´ment θ-re´gulier
x ∈ T 1, par :
Θn,θ(V )f =
∑
w c˜λ(x,w)e
λ(wH)
|∆MA,θ|
eρP (H)
=
∑
q
(−1)qΘMA,θ(Hq(n, V )f ),
(6.1.2)
ou` dans la premie`re somme w parcourt l’ensemble
{w ∈ W : λ(w·)|a = e} = {w ∈ W : λ(w·)|a1 = f}.
De la meˆme manie`re on de´finit
(6.1.3) Θθ(V )f =
∑
w cλ(x,w)e
λ(wH)
|∆MA,θ|
eρP (H).
D’apre`s (6.1.1), le the´ore`me 4.6 de´coulera de la ve´rification que :
(6.1.4) Θθ(V )f = Θn,θ(V )f .
6.2. Lemme. Supposons que λ ve´rifie (6.1.1) avec C = 0. Alors sur les e´le´ments
θ-re´guliers de T 1, on a :
Θn,θ(V )f = ΘMA,θ(H0(n, V )f ).
De´monstration. Tous les θ-exposants d’homologie apparaissant dans le membre de
droite de (5.4.2) sont de la forme wλ|a1 . Mais pour tout w ∈ W , le caracte`re wλ
est e´gal a` wλ0 +wµ et il de´coule donc de (6.1.1) (en prenant C = 0), que l’on peut
e´crire :
wλ = λ+
∑
α∈Rn.i.res
xαα (xα ≥ 0).
En particulier λ|a1 ne peut s’e´crire λ|a1 = wλ|a1 +
∑
mααres, comme on le voit par
restriction de l’e´galite´ ci-dessus a` a1. L’exposant restreint f est donc minimal et
n’apparaˆıt que dans H0, d’apre`s la proposition 4.5. 
Remarquons que puisque f = e|a1 avec e θ-stable, on a :
(6.2.1) ΘMA,θ(H0(n, V )f ) = ΘMA,θ(H0(n, V )e).
Ainsi bien qu’en ge´ne´ralH0(n, V )e = 0 n’implique pas H0(n, V )f = 0, cela implique
ne´anmoins que ΘMA,θ(H0(n, V )f ) = 0. La proposition suivante montre que l’e´nonce´
correspondant est e´galement vrai pour Θθ(V )f .
6.3.Proposition. Supposons que λ ve´rifie (6.1.1) avec C = 0 et que H0(n, V )e = 0.
Alors Θθ(V )f est nul sur tout e´le´ment θ-re´gulier contractant de T
1.
La de´monstration de cette proposition occupe la fin de ce chapitre. Commenc¸ons
par montrer comment en de´duire (6.1.4). C’est imme´diat si H0(n, V )e = 0 : a` la
fois Θθ(V )f et Θn,θ(V )f sont nuls sur les e´le´ments θ-re´guliers contractants de T
1.
Supposons donc H0(n, V )e 6= 0.
6.4. Lemme. Supposons C assez grand. Alors e est en position de Langlands.
De´monstration. Puisque e = λ|a est θ-stable, cela de´coule de (6.1.1). 
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On de´duit alors de Hecht-Schmid [11, Lem. 6.10] que (pour C assez grand), le
M -module W = H0(n, V )e est irre´ductible.
Soit alors
I = indGP (W ⊗Ce)
(induction unitaire depuis MAN) : c’est un G+-module de fac¸on naturelle, et on
a un morphisme naturel V →֒ I. Le sous-quotient V de I est le seul qui ve´rifie
H0(n, V )e 6= 0 (cf. Hecht-Schmid, de´monstration du lemme 6.10). Donc
Θθ(V )f = Θθ(I)f
a` l’aide, de nouveau, de la proposition 6.3, sur les e´le´ments θ-re´guliers contractants
de T 1. De plus (avec la de´finition, contenant la translation par ρP , de H0(n, V )e),
on a
H0(n, V )e ∼=W ⊗Ce+ρP
comme MA-module. L’identite´ (6.1.4) de´coule donc du lemme 6.2, de l’e´quation
(6.2.1) et du calcul suivant relatif a` la repre´sentation induite :
6.5. Lemme.
Θθ(I)f = ΘMA,θ(W ⊗Ce+ρP ).
De´monstration. Noter que Z(mC ⊕ aC) ope`re sur W ⊗ Ce selon le caracte`re χλ.
Partons donc de l’expression locale du caracte`re tordu Θθ(I) donne´e par (3.9.2) :
[|∆θ|ΘI,θ] =
1
#Wθ(MA,T )
∑
v∈Wθ(G,T )
∑
w∈W (mC⊕aC,tC)θ
dλ(vx, w)e
v−1w−1λ.
Un terme de la double somme contribue a` Θθ(I)e si et seulement si (v
−1w−1λ)|a1 =
f (avec v ∈ Wθ(G, T ) et w ∈ W (mC ⊕ aC, tC)θ). Mais, en prenant C = 0 dans
(6.1.1), l’e´galite´
(v−1w−1λ)|a1 = f = λ|a1
force v a` appartenir au groupeWθ(MA,T ). Donc seuls les termes avec v ∈ Wθ(MA,T )
dans la double somme contribuent a` Θθ(I)f .
Maintenant, le groupe Wθ(MA,T ) ope`re trivialement sur le caracte`re tordu de
W ⊗Ce . On a donc :
dλ(vx, w)e
v−1w−1λ = dλ(x,w)e
w−1λ
pour tout v ∈Wθ(MA,T ). On obtient donc que l’expression locale de |∆MA,θ|Θθ(I)f
est e´gale a` ∑
w∈W (mC⊕aC,tC)θ
dλ(x,w)e
w−1λ+ρP
qui est aussi l’expression locale de |∆MA,θ|ΘMA,θ(W ⊗Ce+ρP ). 
Dans les paragraphes qui suivent on met progressivement en place les ingre´dients
ne´cessaires a` la de´monstration de la proposition 6.3. On suppose dore´navant que
H0(n, V )e = 0. Nous suivons la de´monstration de [11, Prop. 6.15].
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6.6. D’apre`s [11, (4.24)], tout exposant dominant e′ du module de Harish-Chandra
V est de la forme e′ = (w · λ)|a pour un certain w ∈ W (G,T) et intervient dans
H0(n, V ). Puisque l’on suppose H0(n, V )e e´gal a` {0}, e n’est pas un exposant do-
minant, l’exposant e′ est donc diffe´rent de e. Soit il est θ-stable et e′|a1 6= f soit il
n’est pas θ-stable et on e´crit e′ = we = e +
∑
α∈Rn.i. xαα ou` les xα sont positifs
(car, d’apre`s (6.1.1), e est tre`s ne´gatif) et non tous nuls. Soit N la projection sur
a1 : puisque Ne = e, on a Ne
′ = e +
∑
α xαNα. Si Ne
′ est diffe´rent de e, il existe
donc un xα > 0 tel que Nα 6= 0. Dans tous les cas la condition (6.1.1) (pour C assez
grand) implique qu’il existe une racine αres ∈ Rn.i.res et une constante δ strictement
positive telles que pour tout β ∈ Rn.i.res on a :
(6.6.1) Re〈e′|a1 , β〉 ≥ Re〈f, β〉 + δ〈αres, β〉 et αres|a1 6= 0.
Soit A1− = exp a1−. Quitte a` diminuer δ, il de´coule de (6.6.1) et de [14, Thm.
8.47] (voir e´galement [11, Lem. 6.46]) 6 que tout coefficient matriciel K-fini de π est
majore´ sur A1− par un multiple de e(Ref+δαres+ρP )(a).
6.7. Les re´sultats du paragraphe pre´ce´dent se traduisent en une borne sur Θπ,θ.
Pour tout τ ∈ K̂ on note dτ le degre´ de τ . Soit Eτ la projection orthogonale de
V sur Vτ la composante τ -isotypique de V . En choisissant une base orthonormale
de V compatible avec la de´composition de V en K-types, on voit que
(6.7.1) Θπ,θ(g) =
∑
τ∈K̂
trace(Eτπ(g)AθEτ )
au sens des distributions. Noter que le sous-groupe compact K est θ-stable et donc
que Aθ pre´serve la de´composition de V en K-types.
Maintenant trace(Eτπ(g)AθEτ ) est une somme de coefficients matriciels associe´s
a` des vecteurs de Vτ . Un proce´de´ bien connu permet de se ramener a` des coefficients
matriciels K-finis, voir par exemple [11, Lem. 6.23] ou [4, Lem. 3.4.1 & Lem. 3.5.1]
(pour les groupes non-connexes). Il de´coule alors du paragraphe pre´ce´dent que pour
tout a ∈ A1− on a :
(6.7.2) |trace(Eτπ(a)AθEτ )| = O
(
d3τe
(Ref+δαres+ρP )(a)
)
.
6.8. E´tant donne´ un re´el strictement positif ε on pose
T 1ε =
{
t ∈ T 1 : |λαres ,je
αres(t)− 1| > ε, ∀αres ∈ R
n.i.
res , j = 1, . . . , nαres
}
.
(Les notations sont celles du §2.5.) Noter que T 1ε est ouvert dans T
1, et que la
re´union ∪ε>0T 1ε co¨ıncide avec l’ensemble des e´le´ments θ-re´guliers contractants de
T 1. En utilisant les re´sultats du paragraphe pre´ce´dent, la de´monstration de [11,
Lem. 6.39] (voir e´galement [4, Lem. 3.5.1] dans le cas non-connexe) implique que la
distribution qui a` une fonction g a` support compact dans l’ensemble des e´le´ments
θ-re´guliers associe l’inte´grale ∫
T 1
|∆θ|Θθ,πgdt
6. On prendra garde au fait que les notions d’exposants diffe`rent d’une translation par ρP dans
ces deux re´fe´rences ainsi qu’au fait que dans l’une l’asymptotique est dans A+ dans l’autre dans
A−. Nous suivons les conventions de [11].
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s’exprime comme une combinaison line´aire
∑m
j=1Xjhj ou` lesXj sont des ope´rateurs
diffe´rentiels invariants sur T 1 et les hj des fonctions continues sur les e´le´ments θ-
re´guliers contractants de T 1 telles que
|hj(ta)| = Oε
(
|∆θ(ta)|e
(Ref+δαres+ρP )(a)
)
= Oε
(
e(Ref+δαres)(a)
)
, (ta ∈ T 1ε , a ∈ A
1−).
(6.8.1)
Ici les Xj et les hj peuvent eˆtre choisis inde´pendamment de ε.
6.9. De´monstration de la proposition 6.3. Supposons par l’absurde que Θθ(V )f
soit non nul au voisinage d’un e´le´ment θ-re´gulier contractant t ∈ T 1. Il existe alors
un e´le´ment w ∈W tel que
(6.9.1) cλ(t, w
−1) 6= 0 et (w · λ1)|a1 = f.
On fixe un voisinage compact U de l’identite´ dans K ∩T 1, suffisamment petit pour
que l’on ait :
tUA1− ⊂ T 1ε .
On numerote µ1 = f, . . . , µn ∈ a1∗⊗C les e´le´ments de {µ|a1 : µ ∈W ·λ
1} sans
re´pe´tition. L’hypothe`se (6.1.1) entraˆıne que
|eµi−µ(a)| < 1, pour i = 2, . . . , n, a ∈ A1−.
D’apre`s (3.7.3) il existe des fonctions ϕ1, . . . , ϕn, de classe C
∞ sur un voisinage de
U dans T 1c , telles que
(6.9.2) [|∆θ|Θθ,π] (tma) =
n∑
i=1
ϕi(m)e
µi(a) (m ∈ U, a ∈ A1−).
L’hypothe`se (6.9.1) implique en outre que ϕ1 n’est pas constante e´gale a` 0 sur U .
Il existe donc une fonction ψ de classe C∞ sur T 1c , et de support dans U , telle que∫
T 1c
ϕ1ψdm = 1.
Pour a ∈ A1−, on pose
Ψ(a) = e−µ(a)
∫
m∈T 1c
[|∆θ|Θθ,π] (tma)ψ(m)dm.
D’apre`s (6.9.2), on peut e´crire Ψ comme une somme d’exponentielles :
(6.9.3) Ψ = 1 +
n∑
i=2
cie
µi−µ.
D’un autre coˆte´, il de´coule du §6.8 qu’il existe des ope´rateurs diffe´rentiels invariants
X1, . . . , Xm sur A
1, des fonctions continues h1, . . . , hm sur A
1−, une forme line´aire
τ ∈ a1∗ et des constantes C1, . . . , Cm tels que
Ψ =
m∑
j=1
Xjhj , au sens des distributions, |hj | ≤ Cje
τ (i = 1, . . . ,m),
et eτ (a) < 1 pour a ∈ A1−.
(6.9.4)
Soit g une fonction C∞ a` support compact dans A1− telle que ∫A1 gda = 1 et
soient g1, g2, . . . les translate´s de g par une suite de points a1, a2, . . . dont les in-
verses tendent vers l’infini dans A1−. Puisque les exponentielles eµi−µ (i = 2, . . . , n)
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de´croissent le long de A1−, il de´coule de (6.9.3) que ∫A1 gkΨda tend vers ∫A1 fda = 1
lorsque k tend vers l’infini. De meˆme (6.9.4) implique :∫
A1
gkΨda =
m∑
j=1
∫
A1
(X∗j gk)hjda→ 0.
Ce qui fournit la contradiction recherche´e.
7. Paquets d’Arthur pour les groupes complexes
Soit N un entier supe´rieur ou e´gal a` 1. Conside´rons un groupe H e´gal a` SO(2ℓ+
1,C) ou SO(2ℓ,C) si N = 2ℓ est pair et e´gal a` Sp(2ℓ) si N = 2ℓ + 1 est impair.
Rappelons que H est un sous-groupe endoscopique de G+ ou` G = GL(N,C) et θ
est l’automorphisme involutif g 7→ J tg−1J−1. Le groupe dual Ĥ est e´gal a` Sp(N,C)
ou SO(N,C), naturellement plonge´ dans GL(N,C).
Soit
ψ : C∗ × SL(2,C)→ Ĥ
un parame`tre d’Arthur pour H . On suppose de plus que ψ|C∗ est tempe´re´e, i.e.
unitaire. D’apre`s la conjecture de Ramanujan, cela devrait eˆtre toujours le cas. Il
n’est, en outre, pas difficile d’e´tendre nos re´sultats aux parame`tres≪ ge´ne´ralise´s≫ ou`
ψ|C∗ n’est plus ne´cessairement unitaire mais controˆle´ par l’approximation de la
conjecture de Ramanujan de´montre´e par Luo, Rudnick et Sarnak.
7.1. Rappelons la de´finition du paquet
∏
(ψ). Il y a une notion naturelle de
fonctions associe´es (ϕ, f), ϕ ∈ C∞c (G), f ∈ C
∞
c (H).
7 Lorsque N est pair et
H = SO(N,C) il faut en outre supposer f invariante par un automorphisme
exte´rieur α de H ; on suppose α2 = 1.
On e´crit le parame`tre ψ sous la forme :
ψ = χ1 ⊗Ra1 ⊕ . . .⊕ χm ⊗Ram ⊂ GL(N,C),
ou` chaque χj est un caracte`re unitaire de C
∗ que l’on e´crit z 7→ zpj z¯qj avec Re(pj+
qj) = 0. Noter que puisque l’image de ψ est contenue dans Ĥ, le parame`tre ψ est
θ-stable. On en de´duit que soit χj est quadratique, soit il existe k telle que ak = aj
et χk = χ
−1
j . On associe au parame`tre ψ la repre´sentation de GL(N,C) :
(7.1.1) Π = Πψ = ind(χ1 ◦ det⊗ . . .⊗ χm ◦ det)
(induction unitaire a` partir du parabolique (a1, . . . , am)). Elle est irre´ductible d’apre`s
Vogan [20] ou Bernstein [3] et Baruch [2]. Elle est par ailleurs θ-stable ; fixons
Aθ : Π→ Π un entrelacement tel que A2θ = 1.
(LorsqueN est pair etH = SO(N,C) on identifie deux repre´sentations irre´ductibles
de G conjugue´es par α. On de´signe simplement par π la classe d’e´quivalence. Alors
trace π(f) est bien de´finie pour f restreinte comme explique´ ci-dessus.)
Le re´sultat suivant est alors le the´ore`me 30.1 d’Arthur [1, §30].
7.2. The´ore`me (Arthur). Il existe une famille finie
∏
(ψ) de repre´sentations de
H, et des multiplicite´s m(π) > 0 (π ∈
∏
(ψ)) telles que, pour ϕ et f associe´es :
(7.2.1) trace (Π(ϕ)Aθ) =
∑
π∈
∏
(ψ)
ε(π)m(π)traceπ(f),
ou` chaque ε(π) est un signe ∈ {±1}.
7. On peut en fait conside´rer seulement des fonctions K-finies des deux coˆte´s.
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On pourrait aussi – comme Arthur le fait – de´finir
∏
(ψ) comme un ensemble
de repre´sentations-avec-multiplicite´s. L’e´galite´ (7.2.1) de´termine uniquement cet
ensemble ainsi que les signes ε(π). Arthur de´termine d’ailleurs ces signes pour un
choix convenable de Aθ (normalisation par le mode`le de Whittaker). Il montre en
particulier que ε(π) est constant sur le paquet
∏
(ψ) de`s que l’e´le´ment
sψ = ψ
(
1,
(
−1 0
0 −1
))
est central dans Ĝ, voir [1, p. 246, p. 242]. Noter que ceci se produit en particulier si
pour tout j = 1, . . . ,m, les entiers aj sont de meˆme parite´. En ge´ne´ral on associe a`
sψ ∈ Ĥ le groupe (complexe) E de groupe dual Ê e´gal au centralisateur de sψ dans
Ĥ. Le groupe E appartient a` Eell(H) – l’ensemble des sous-groupes endoscopiques
elliptiques de H .
Si N = 2ℓ et H = SO(2ℓ+1,C), l’ensemble Eell(H) est parame´tre´ par les couples
d’entiers pairs (N ′, N ′′) avecN ′′ ≥ N ′ ≥ 0 etN = N ′+N ′′. Le groupe endoscopique
correspondant est le groupe
H ′ ×H ′′ = SO(N ′ + 1,C)× SO(N ′′ + 1,C).
Notons alors que Ĥ ′ × Ĥ ′′ = Sp(N ′,C)× Sp(N ′′,C). Dans ce cas on pose
G′ ×G′′ = GL(N ′,C)×GL(N ′′,C).
Si N = 2ℓ et H = SO(2ℓ,C), l’ensemble Eell(H) est parame´tre´ par les couples
d’entiers pairs (N ′, N ′′) avecN ′′ ≥ N ′ ≥ 0 etN = N ′+N ′′. Le groupe endoscopique
correspondant est le groupe
H ′ ×H ′′ = SO(N ′,C)× SO(N ′′,C).
Notons alors que Ĥ ′ = SO(N ′,C)× SO(N ′′,C). Dans ce cas on pose encore
G′ ×G′′ = GL(N ′,C)×GL(N ′′,C).
Si N = 2ℓ+1 et H = Sp(2ℓ,C), l’ensemble Eell(H) est parame´tre´ par les couples
d’entiers pairs (N ′, N ′′) avec N ′′, N ′ ≥ 0 et N = N ′ + (N ′′ + 1). Le groupe endo-
scopique correspondant est le groupe
H ′ ×H ′′ = SO(N ′,C)× Sp(N ′′,C).
Notons alors que Ĥ ′ × Ĥ ′′ = SO(N ′,C)× SO(N ′′ + 1,C). Dans ce cas on pose
G′ ×G′′ = GL(N ′,C)×GL(N ′′ + 1,C).
Dans tous les cas la parame`tre ψ se factorise a` travers Ĥ ′ × Ĥ ′′ et on note
(ψ′, ψ′′) : C∗ × SL(2,C)→ Ĥ ′ × Ĥ ′′
le parame`tre correspondant.
Il y a encore une notion naturelle de fonctions associe´es :
ϕ ∈ C∞c (G) ←→ f ∈ C
∞
c (H)
l l
(ϕ′, ϕ′′) ∈ C∞c (G
′ ×G′′) ←→ (f ′, f ′′) ∈ C∞c (H
′ ×H ′′)
Soit Π′ ⊗ Π′′ = Πψ′ ⊗ Πψ′′ la repre´sentation de G′ ×G′′ associe´e au parame`tre
(ψ′, ψ′′). Le the´ore`me 30.1 d’Arthur [1, §30] implique :
(7.2.2) trace ((Π′(ϕ′)⊗Π′′(ϕ′′))Aθ) = ε
∑
π∈
∏
(ψ)
m(π)trace π(f),
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ou` ε est un signe qu’Arthur de´termine explicitement pour un choix convenable de
Aθ.
7.3. Soit TH = (C
∗)ℓ le tore maximal diagonal dans H . On a TH = TH,cAH , ou`
AH = (R
∗
+)
ℓ est de´ploye´ sur R et TH,c est compact. Un exposant de H est un
caracte`re de AH , c’est-a`-dire un e´le´ment de Hom(R
ℓ,C) = Cℓ.
La paire usuelle (B,T) de G de´termine un syste`me de racines positives de
(TH , H). On e´crit, pour deux exposants e, e
′ de H , e ≤H e′ si
e′ = e+
∑
α
nαα (nα ≥ 0)
ou` α de´crit les racines simples et e et e′ sont vus comme des formes line´aires
complexes sur Rℓ. Lorsque H = SO(2ℓ+1,C) ou Sp(2ℓ,C) les ordres ainsi obtenus
sont de´crits dans l’exemple 4.1. Lorsque H = SO(2ℓ,C) un calcul simple donne que
pour deux exposants e, e′ l’ordre ≤H s’exprime par e′ − e = (xi)i=1,...,ℓ avec
(7.3.1)

x1 + . . .+ xi ∈ N (1 ≤ i ≤ ℓ− 2)
x1 + . . .+ xℓ ∈ 2N,
x1 + . . .+ xℓ−1 − xℓ ∈ 2N.
7.4. Lorsque H = SO(N + 1,C), si N est pair, et H = Sp(N − 1,C), si N est
impair, on a introduit une application naturelle bijective AH/G – note´e A dans
l’exemple 2.4 – des classes de conjugaison dans H vers les classes de θ-conjugaison
dans G.
Lorsque H = SO(N,C), avec N pair, les classes de conjugaison semi-simples de
H sont repre´sente´es par
(7.4.1) t = diag(x1, . . . , xℓ, x
−1
ℓ , . . . , x
−1
1 ) ∈ TH
modulo le groupe de Weyl de WH = Sℓ ⋊ {±1}ℓ−1, ou` {−1}ℓ−1 est le sous-groupe
de {−1}ℓ de´fini par
∏
si = 1. Les classes de θ-conjugaison semi-simples de G sont
quant a` elles repre´sente´es par les e´le´ments
(7.4.2) t˜ = diag(s, 1) ∈ T (s ∈ (C∗)ℓ)
modulo W . On a alors t˜ = AH/G(t) si s = (x1, . . . , xℓ). En sens inverse on e´crira
t = NH/G(t˜). Noter que dans ce cas (ou` H = SO(2ℓ,C)) un e´le´ment θ-re´gulier t˜ de
G a deux ante´ce´dents par AH/G.
Par de´finition un θ-exposant de G est un caracte`re du tore maximal de´ploye´ A.
Il de´finit un caracte`re de AH par composition avec l’application norme.
On ve´rifie alors aussitoˆt a` l’aide de (4.1.2), (4.1.1) et (7.3.1) que si e et e′ sont
deux θ-exposants de G tels que e′ ≤H e alors e′ ≤θ e.
Dans cette section, nous de´montrons la proposition suivante.
7.5. Proposition. Soit π une repre´sentation arbitraire de
∏
(ψ) et e un exposant
minimal de π. Alors, il existe un θ-exposant d’homologie e′ (resp. e′′) de Π′ (resp.
Π′′) tel que
e′ + e′′ ≤H e.
On a identifie´ le tore AH au produit AH′ ×AH′′ .
E´tant donne´ une repre´sentation π de H , de longueur finie, on note V son module
d’Harish-Chandra. Notons par ailleurs nH l’alge`bre de Lie (complexifie´e) du sous-
groupe unipotent maximal de H donne´ par TH et notre choix de racines, et notons
ρH la demi-somme des racines usuelles.
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Soit Θπ le caracte`re d’Harish-Chandra de π. La ≪ conjecture d’Osborne non-
tordue ≫, de´montre´e par Hecht et Schmid, relie Θπ(t) aux traces Θq(t, V ) de t ∈ TH
(re´gulier) dans Hq(nH , V ) et au de´nominateur
DnH (t) = det(1 − t|nH ).
Pour exploiter ce re´sultat et sa version ≪ tordue ≫, il nous faut une relation entre
Θπ – ou plutoˆt Θ∏(ψ) =
∑
π∈
∏
(ψ)m(π)Θπ – et le caracte`re tordu de Π
′⊗Π′′ (pour
Aθ).
7.6. Correspondance de classes de conjugaison entre H et H ′ × H ′′. Les
classes de conjugaison semi-simples de H sont repre´sente´es par
t = diag(x1, . . . , xℓ, x
−1
ℓ , . . . , x
−1
1 ) ∈ TH si H = SO(2ℓ,C) ou Sp(2ℓ,C),
t = diag(x1, . . . , xℓ, 1, x
−1
ℓ , . . . , x
−1
1 ) ∈ TH si H = SO(2ℓ+ 1,C)
(7.6.1)
modulo le groupe de Weyl de H . Remarquons que le groupe de Weyl de H est e´gal
a` W = Sℓ ⋊ {±1}ℓ si H = SO(2ℓ + 1,C) ou Sp(2ℓ,C) et est e´gal a` Sℓ ⋊ {±1}ℓ−1
si H = SO(2ℓ,C), ou` {−1}ℓ−1 est le sous-groupe de {−1}ℓ de´fini par
∏
si = 1.
On repre´sente de meˆme les classes de conjugaison semi-simple deH ′×H ′′ par des
couples (t′, t′′) ou` t′ (resp. t′′) est associe´ a` (y′1, . . . , y
′
ℓ′) (resp. (y
′′
1 , . . . , y
′′
ℓ′′) comme
dans (7.6.1). On note alors A(H′×H′′)/H l’application qui a` la classe de conjugaison
semi-simple (t′, t”) ∈ H ′ × H ′′ associe la classe de conjugaison de t ∈ H de´finie
comme dans (7.6.1) avec {x1, . . . , xℓ} = {y′1, . . . , y
′
ℓ′ , y
′′
1 , . . . , y
′′
ℓ′′}.
On pose
(7.6.2) ∆H′×H′′,H((t
′, t′′), t) =
| det(Ad(t)− 1)|
1
2
h/tH
| det(Ad(t′)− 1)|
1
2
h′/tH′
| det(Ad(t′′)− 1)|
1
2
h′′/tH′′
,
ou` t = A(H′×H′′)/H(t
′, t′′). C’est le facteur de transfert que de´finissent Langlands et
Shelstad [18] ; seul le facteur ∆IV est non trivial, la cohomologie galoisienne e´tant
triviale dans le cas complexe.
7.7. On dispose e´galement des applications naturellesAH/G (resp.AH′/G′ ,AH′′/G′′)
des classes de conjugaison dans H (resp. H ′, H ′′) vers les classes de θ-conjugaison
dans G (resp. G′, G′′). Et si t˜ = AH/G(t), on pose :
(7.7.1) ∆H,G(t, t˜) =
| det(Ad(t˜) ◦ θ − 1)|
1
2
g/t
| det(Ad(t)− 1)|
1
2
h/tH
.
(C’est le facteur ∆IV de Kottwitz-Shelstad [16, p. 46].) Noter que d’apre`s l’exemple
2.5, ∆H,G(t, t˜) = 1 lorsque H = SO(2ℓ+ 1,C) ou Sp(2ℓ,C).
Cela dit, la relation (7.2.2) est e´quivalente a` la relation suivante entre le caracte`re
tordu de Π′ ⊗Π′′ et les caracte`res Θπ (π ∈
∏
(ψ)).
7.8. Lemme. Pour (t˜′, t˜′′) et t associe´s – soit t = A(H′×H′′)/H(t
′, t′′) avec t′ =
NH′/G′(t˜
′) et t′′ = NH′′/G′′(t˜
′′) – on a :
ΘΠ′⊗Π′′,θ(t˜
′, t˜′′) = ε
∆H′×H′′,H((t
′, t′′), t)
∆H′,G′(t′, t˜′)∆H′′,G′′(t′′, t˜′′)
Θ∏(ψ)(t).
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Nous pouvons maintenant comparer les expressions donne´es par les versions tor-
dues et non tordues de la ≪ conjecture d’Osborne ≫.
Rappelons que H0(nH , V ) est lie´ par la re´ciprocite´ de Frobenius aux homomor-
phismes de V vers les induites [11, §4]. On a
HomH (H0(nH , V ),Cχ) = HomH (V, Jχ)
pour χ un caracte`re de TH , Jχ e´tant l’induite non normalise´e. On en de´duit
HomH
(
H0(nH , V )e
−ρH ,Cχ
)
= HomH (V, Iχ)
ou` Iχ est l’induite unitaire. Comme on l’a vu, les calculs d’exposants s’expriment
plus naturellement dans ce cadre, cf. [11, p. 51]. Le caracte`re de Hq(nH , V )e
−ρH est
e´videmment Θq(·, V )e−ρH . Les meˆmes conside´rations s’appliquent a` G.
Les deux lemmes suivants sont laisse´s au lecteur (pour des calculs analogues, cf.
exemple 2.5) :
7.9. Lemme. Pour t˜ et t re´guliers et associe´s, on a :
∆H,G(t, t˜) =
e−ρ(t˜)Dθn(t˜)
e−ρH (t)DnH (t)
.
7.10. Lemme. Pour t et (t′, t′′) re´guliers et associe´s, on a :
∆H′×H′′,H((t
′, t′′), t) =
e−ρH (t)DnH (t)
e−ρH′ (t′)DnH′ (t
′)e−ρH′′ (t′′)DnH′′ (t
′′)
.
Soit W ′ (resp. W ′′) le module d’Harish-Chandra de Π′ (resp. Π′′). On de´duit
alors des lemme 7.8, 7.9 et 7.10 et du the´ore`me 4.6 l’e´galite´
(7.10.1)
∑
q′,q′′
(−1)q
′+q′′Θθq′(t˜
′,W ′)e−ρ
′
(t˜′)Θθq′′(t˜
′′,W ′′)e−ρ
′′
(t˜′′)
= ε
∑
π∈
∏
(ψ)
m(π)
{∑
q
(−1)qΘq(t, V )e
−ρH (t)
}
.
Lorsque H = SO(2ℓ,C) une repre´sentation π ∈
∏
(ψ) est conside´re´e ≪modulo α ≫,
elle de´termine alors une paire {π, π′} de vraies repre´sentations de G. Dans ce cas il
faut remplacer le membre de droite de (7.10.1) par :
ε
∑
π∈
∏
(ψ)
m(π)
{∑
q
(−1)q [Θq(t, V ) + Θq(t, V
′)] e−ρH (t)
}
,
ou` l’on a note´ V et V ′ les modules d’Harish-Chandra associe´es a` π et π′.
7.11. De´monstration de la proposition 7.5. Soit (π, V ) ∈
∏
(ψ). Conside´rons
le terme du membre de droite de (7.10.1) associe´ a` H0(nH , V ). Il intervient avec un
signe ε qui ne de´pend pas de π. Il de´coule donc de [11, Prop. 3.2] – c’est-a`-dire de
la proposition 4.4 – que tout exposant minimal, pour l’ordre ≤H , doit apparaˆıtre
dans le membre de gauche de (7.10.1) sauf s’il est annule´ par un exposant d’une
autre repre´sentation (π1, V1) (dont l’homologie apparaˆıt en degre´ impair).
Si e est un exposant minimal et intervient dans H0(nH , V ), on voit donc que e
subsiste dans le membre de gauche, ou bien que e = e′′ ou` e′′ apparaˆıt, en degre´
impair, dans Hq(nH , V1). Alors e ≥H e′ ou` e′ est un exposant minimal de V1. (De
plus e 6=H e′). Par re´currence on voit que e ≥H e′ ou` (en changeant de notation) e′
est minimal et subsiste dans le membre de gauche de (7.10.1).
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On s’est donc ramene´ au cas ou` e subsiste dans le membre de gauche de (7.10.1).
En d’autres termes il existe des θ-exposants d’homologie e′ et e′′ de Π′ et Π′′ tels
que e = e′ + e′′.
8. Θ-exposants des groupes line´aires
On note toujours G = GL(N,C) (N ≥ 1) et θ l’automorphisme involutif g 7→
J t g−1J−1.
Soit Π la repre´sentation (7.1.1) de G et W son module d’Harish-Chandra. On
note eψ l’exposant (m1 ≤ . . . ≤ mℓ) ∈ Cℓ ou` les mj ∈ N sont les e´le´ments
des segments σi = (ai − 1, ai − 2, . . .), range´s par ordre croissant. On note
8 Eψ
l’exposant total θ-stable (m1 ≤ . . . ≤ mN ). Noter que Eψ, compose´ avec la norme
NH/G, est e´gal a` eψ quand H est un sous-groupe endoscopique avec un seul facteur.
8.1. On note encore ≤θ l’ordre induit par ≤θ sur les exposants de H . En d’autres
termes, ≤θ correspond toujours a` l’ordre donne´ par le groupe SO(2ℓ + 1) ; celui-ci
ne co¨ıncide avec un sous-groupe endoscopique H que lorsque N = 2ℓ est pair et
H = SO(2ℓ+ 1).
Noter que l’on dispose de la meˆme manie`re d’ordres ≤′θ et ≤
′′
θ sur les exposants
θ-stables de G′ et G′′. L’identification de A au produit A′ × A′′ permet alors de
de´finir un ordre partiel (≤′θ × ≤
′′
θ ) sur les exposants θ-stables de G. En d’autres
termes, (≤′θ × ≤
′′
θ ) est l’ordre donne´ par les sommes de racines Nα des facteurs
G′ et G′′ dans G. Via les applications normes l’ordre partiel (≤′θ × ≤
′′
θ ) induit un
ordre sur les exposants de H . On a imme´diatement :
(8.1.1) e(≤′θ × ≤
′′
θ )e
′ ⇒ e ≤θ e
′.
Le the´ore`me 1.1 de´coule imme´diatement de la proposition 7.5, de (8.1.1) et de
la proposition suivante dont la de´monstration fait l’objet de cette section.
8.2. Proposition. Pour tout θ-exposant d’homologie E de Π, on a Re(E) ≥θ Eψ.
Pour la de´monstration, nous oublions pour l’instant la pre´sence de θ. D’apre`s
la classification de Langlands (et l’absence de L-indiscernabilite´ pour les groupes
line´aires ou complexes), on peut re´aliser Π comme l’unique sous-module irre´ductible
de l’induite normalise´e
(8.2.1) indGB(η1 ⊗ . . .⊗ ηN )
ou` B est le sous-groupe de Borel et η1, . . . , ηN sont obtenus ainsi : On e´crit a1 ≥
. . . ≥ am. Alors
η1 = | · |
1−a1
2 χ1, η2 = | · |
1−a1
2 χ2 (si a2 = a1)
. . . ηk = | · |
1−a1
2 χk (si ak = a1).
On range ensuite les caracte`res de valeur absolue supe´rieure, etc. Noter que la
formulation la plus re´pandue de la classification de Langlands conduit a` re´aliser
Π comme quotient ; la re´alisation ci-dessus s’en de´duit par dualite´. Puisque Π est
θ-stable, on peut en outre arranger les ηi de sorte que le caracte`re η obtenu soit
θ-invariant. L’unicite´ de la classification de Langlands implique alors que si (ai, χ
′
i)
est une autre donne´e, on a (ai, χ
′
i) = (ai, χi) a` permutation pre`s.
8. Les groupes E des paragraphes pre´ce´dents n’interviennent pas dans cet argument ; on espe`re
que la notation ne preˆte pas a` confusion.
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Noter que l’exposant θ-stable dans H0(n,W ) associe´ a` la re´alisation (8.2.1) de
Π a pour partie re´elle Eψ .
8.3. Conside´rons un exposant d’homologie E de Π. D’apre`s [11, Prop. 3.2] (ou
proposition 4.4), l’exposant E est supe´rieur – pour l’ordre de G – a` un exposant
d’homologie E0 intervenant dans H0(n,W ). Et d’apre`s le the´ore`me de re´ciprocite´
de Frobenius, il correspond 9 a` l’exposant E0 dans H0(n,W ) un homomorphisme
non-nul W → I vers une induite
I = indGB(λ1 ⊗ . . .⊗ λN )
avec λj = z
pjzqj = (z/z)µj (zz)νj et E0 = (p1 + q1, . . . , pN + qN ).
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Si l’image de W est le sous-module de Langlands L ⊂ I, il de´coule de l’unicite´
de la classification de Langlands que E0 = Eψ. Sinon le parame`tre de I n’est pas
anti-dominant, donc on peut trouver i tel que νi > νi+1. Dans GL(2,C) on a un
ope´rateur d’entrelacement non-nul
(8.3.1) ind(λi ⊗ λi+1)→ ind(λi+1 ⊗ λi)
ou` le caracte`re λi est de parame`tres (µi, νi). Conside´rant l’induite totale a` G on en
de´duit un ope´rateur d’entrelacement
(8.3.2) I → I ′.
Il y a deux possibilite´s : Si c’est un isomorphisme, on a e´videmment un morphisme
non-nul W → I ′ et on peut remplacer (νi, νi+1) par :
(8.3.3) (ν′i, ν
′
i+1) = (νi+1, νi) = (νi, νi+1)− (νi − νi+1)(1,−1).
Le cas ou` (8.3.2) n’est pas un isomorphisme n’apparaˆıt que si λiλ
−1
i+1(z) = z
pzq,
avec p et q entiers ≥ 1, voir par exemple [13, Thm. 6.2] ou [8] pour des re´sultats
plus complets sur les ope´rateurs d’entrelacement pour les groupes complexes. Dans
ce cas le noyau de (8.3.1) est une induite ind(λ′i ⊗ λ
′
i+1) avec
λ′iλ
′
i+1 = λiλi+1 et λ
′
i(λ
′
i+1)
−1 = zpz−q.
En particulier, les ν′i et ν
′
i+1 associe´s aux caracte`res λ
′
i et λ
′
i+1 ve´rifient :
(8.3.4) (ν′i, ν
′
i+1) = (νi, νi+1)− q(
1
2
,−
1
2
).
On a alors une suite exacte de repre´sentations de GL(2,C) :
0→ ind(λ′i ⊗ λ
′
i+1)→ ind(λi ⊗ λi+1)→ F → 0,
F e´tant d’ailleurs de dimension finie d’ou` par induction
0→ J → I → ind F → 0
(repre´sentations de G). Si l’image de W dans I s’envoie non trivialement dans
ind F ⊂ I ′, on est re´duit au cas pre´ce´dent. Sinon on obtient W → J , application
non-nulle, et on peut remplacer (νi, νi+1) par (ν
′
i, ν
′
i+1) donne´ par (8.3.4).
Notons que l’ordre sur les exposants de G est de´fini par les racines re´elles sur
A ∼= (R×)N (cf. [11] ainsi que le §4). En particulier les racines simples sont donne´es,
pour x = (xi) ∈ A, par diag(xi) 7→ xix
−1
i+1. D’apre`s (8.3.3) et (8.3.4) on a donc pour
le nouvel exposant E′
E′ = E − 2(νi − νi+1)αi
9. Comme au paragraphe 6.4.
10. On a νj =
1
2
(pj + qj), µj =
1
2
(pj − qj). En particulier µj est un demi-entier.
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ou bien
E′ = E − qαi.
Dans le premier cas, νi−νi+1 =
p+q
2 est un demi-entier > 0. On voit donc que dans
le cas de re´ductibilite´
E′ ≤ E.
Apre`s un nombre fini de telle ope´rations on obtient
0→W → I(k)
ou` l’induite I(k) est en position de Langlands, et donc l’exposant associe´ est de
partie re´elle e´gale a` Eψ . On a donc pour tout exposant d’homologie
Re(E) ≥ Eψ .
8.4. De´monstration de la proposition 8.2. Supposons maintenant que E est
θ-stable. Alors
Re(E) = Eψ +
∑
α
mαα,
ou` α parcourt les racines simples de G. Puisque E et Eψ sont tous les deux θ-stables
on a alors :
Re(E) = Eψ +
∑
Nα
mαNα.
Autrement dit :
Re(E) ≥θ Eψ .
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