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Nous decomposons les zeros communs dune famille quelconque de fonctions 
exponentielles-polyn8mes a valeurs dans un corps de caracteristique nulle. Ce 
rtsultat general nous permet ensuite de decrire I’ensemble des solutions de certaines 
equations associees a des suites recurrentes liniaires. ‘51, 1989 Academic Press. Inc. 
We give a decomposition theorem for all the common zeroes of any family of 
polynomiakxponential functions with values in a field of characteristic zero. Then 
we use this general result to describe the solutions of some special equations 
connected with linear recurrent sequences. IT? 1989 Academic Press, Inc. 
1. INTRODUCTION ET BNONCB DES RBsuLTATs 
Le present article est consacre a la demonstration des resultats present&s 
dans [6]. 11 se compose de deux parties bien distinctes. 
Dans la premiere partie, nous Ctudions l’ensemble des zeros entiers d’un 
systeme general d’equations exponentielles-polynomes a valeurs dans un 
corps quelconque C de caracttristique nulle. En fait, le rtsultat que nous 
avons en vue, a savoir le thtoreme 1 ci-dessous, a deja Cte Ctabli lorsque C 
est une extension linie de Q, cf. $8 de [S]. Nous en deduirons le cas general 
grace a des arguments de specialisation. La demonstration est cependant 
assez detournee, car il semble dificile de spkcialiser directement le systeme 
d’equations considere tout en conservant certaines proprittes de maximalite 
de ses solutions. On est ainsi amen5 a utiliser une version fonctionnelle 
d’un resultat sur les sommes de S-unites, qui ttait l’outil de base de notre 
preuve du cas algtbrique. La demonstration de cet enonce. fait l’objet du $2. 
Dans le $3, nous donnons le lemme de specialisation algtbrique qui nous 
sera utile, apres avoir present&s quelques resultats preliminaires concernant 
la notion d’ensemble hilbertien en un sens generalist. Apres avoir trans- 
forme dans le $4 le systeme initial en un systeme d’equations exponentielles 
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a coeffkients monomiaux, nous demontrons le theoreme 1 dont voici 
l’tnonce prtcis. 
Soit C un corps de caracteristique nulle et soit r un entier fix&. Nous 
appellerons fonction exponentielle-polyn6me toute application 
de la forme 
0 1, . . . . PL,)=C PAP,, . . . . PL,) fi b;c 
I p=l 
oti les P, dtsignent des polynbmes a coefficients dans C, et les b,, E C ‘, 1 
decrivant un ensemble fini d’indices. On notera p le r-uplet (pI, . . . . pu,) et xl 
la fonction exponentielle definie par 
X,(P)= fj bz, 
p=l 
qu’il est commode de voir comme un caracthe du groupe E’ a valeurs dans 
C ‘. Soit L un ensemble fini d’indices. Pour chaque 1 E L, soient PI un 
polynome non nul en r variables a coefficients dans C, et x, un caractere de 
B’. Supposons que L soit muni d’une partition 
L= LI L,, 
IEI 
et considerons le systbme d’equations exponentielles-polyn6mes d’inconnue 
,UEH’: 
(*I 
Pour chaque partition 9 de L, induisant sur chacun des sous-ensembles Lj 
des partitions 
Li= L.I L,, i E Z, 
jcJ, 
considtrons le systeme obtenu en tronquant les equations de (*) suivant la 
partition 9: 
c P,(P) X,(P) = 0, iEZ, jEJi. (*L? 
/EL,, 
Nous dirons qu’une solution p du sysdme (k) est compatible maximale 
avec la partition 9, si elle vtrilie les equations (*),. et si elle n’est solution 
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d’aucun systeme de la forme (+),+,., ou la partition $9’ est plus fine que 9. 
Nous noterons S,, l’ensemble des solutions de (*) qui sont compatibles 
maximales avec 9. Soit H,9 le sous-groupe de Z’ dtfini par les relations: 
XI(P) = xrb); I et I’ E L,,, igI, jEJ,. 
Pour tout r-uplet d’entiers p = (p,, . . . . ,u,), notons /PI = max(lpil). On a 
alors le 
TH~OR~ME 1. (i ) Supposons que tous les polyndmes P, soient constants. 
Alors S, est rPunion finie de translath du sous-groupe H,Y. 
(ii) Soit p un Plkment de S,p tel que les coefficients P,(p), 1 EL, soient 
tous #O. Alors il existe p’ E Z’, p” E H,@ pour lesquels 
p = p’ + p”, IP’I e 1% /PI? 
oti la constante est indkpendante de p. 
La deuxieme partie presente une application du theoreme 1 aux suites 
rkurrentes lintaires. Soit (u,), t =, une suite recurrente lintaire non nulle, a 
valeurs dans C. Elle s’ecrit de facon unique sous la forme 
ou les cli E C X sont deux a deux distincts, et ou les f; sont des polynames 
non nuls a coefftcients dans C. Rappelons que la suite (u,) est dite non- 
dPgPnPrte si aucun des rapports cci/ocj, i # j, n’est une racine de l’unite. Pour 
tout A E C x, dtsignons par Si. l’ensemble des couples (m, n) E Z ‘, solutions 
de l’tquation 
On a alors le 
TH~OR~ME 2. Supposons que la suite rhzurrente lineaire (u,) soit non 
d~gtGu%e et que k 2 2. II existe un entier t tel que 
(i) S, est Gunion d’un ensemble fini, de la diagonale de H2, et hen- 
tuellement d’un sous-groupe affine contenu dans la droite m + n = t. 
(ii) Si I est une racine de l’unite # 1, S;. est Gunion d’un ensemble fini 
et tventuellement d’un sous-groupe affine contenu dans la droite m + n = t. 
(iii) Si ;1 E C ” n’est pas une racine de l’unite, SA est un ensemble fini. 
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Comme nous l’avons remarque dans [6], la suite de Fibonacci fournit 
un exemple, dans les cas (i) et (ii), ou le sous-groupe afline contenu dans la 
droite m + n = r est de rang 1. 
Le theoreme 1 permet de scinder l’tquation U, = AU, en certains systemes 
d’lquations binaires qui sont ttudies dans le $5. On en dtduit la preuve du 
thtoreme 2 grace a des arguments combinatoires. 
2. SOMME DE S-UNITES DANS LES CORPS DE FONCTIONS 
11 s’agit ici d’etablir l’analogue fonctionnel d’un rbultat fondamental 
d’Evertse, Schlickewei, et Van der Poorten, cf. [3, 9, 111, decrivant les 
solutions de l’equation U, + ... + U, = 0 en S-unites d’un corps de nombres 
K. Lorsque K est le corps des fonctions dune courbe, la proposition 
ci-dessous est un corollaire (qualitatif) des majorations explicites de 
hauteur fournies par [2] et [7]. Comme nous allons le verifier maintenant, 
le cas general s’en dtduit aisement par tibration. 
Soit R une Q-algebre integre de type fini. On designera par K le corps 
des fractions de R et par k le corps des constantes de K, c’est-a-dire la 
fermeture algebrique de Q dans K. Le corps k est une extension tinie de Q. 
Soit 
k,=knR 
le plus grand corps contenu dans R. Notons R x le groupe multiplicatif des 
unites de R. Le quotient R “/k,” est alors un groupe de type fini. 
PROPOSITION. Soit n un entier 3 1. Notons C I’ensemble des n-uplets u = 
(U , , ‘..> 24,) tels que 
0) u, , . . . . u, appartiennent b R X, 
(ii) U, + ... +u,=O, 
(iii) toute somme partielle des ui est non nulle. 
Alors il existe un sow-ensemble jhi Z’ c Z, tel que tout PlPment u E C puisse 
s’t+crire sous la forme 
ui = ciu:‘v I ) 1 di<n, 
avec 
u’ = (u; ) . ..) 24;) E #Y, vgRX, c;Ek,x, 1 <i<n. 
Remarque. On ne peut tvidemment pas esp&er obtenir ici un enonce de 
linitude a homothetie pres, comme pour les corps de nombres, car le 
groupe R x lui m&me n’est pas de type fini. La proposition ci-dessus a&me 
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essentiellement qu’a homothttie pres, on obtient toutes les solutions non 
triviales de l’equation U, + . . + U, = 0, en determinant les relations 
k,-lineaires entre les coordonnees d’un nombre fini de ses n-uplets 
solutions. 
Commencons par indiquer une variante du classique lemme de nor- 
malisation de E. NoEther. Par manque de reference, nous en donnons une 
preuve succinte. 
LEMME 1. Soit k un corps de caracthistique nulle et R une k-algsbre 
intPgre de type fini sur k. On suppose que k est algbbriquement fermP dans le 
corps des fractions K de R. Alors il existe des t+lPments t, , . . . . t, de R, algPbri- 
quement indipendants sur k, tels que 
(a) R est une extension enti&e de k[t,, ..,, t,], 
(b) le corps k(t,, . . . . t,_ , ) est algibriquement fermi dans K. 
Preuue. Par le lemme de normalisation, choisissons des elements 
k-algebriquement independants 8,) . . . . tId de R tels que R soit entiere sur 
46 , , . . . . 19~1. Si 
R = k[8,, . . . . 0,], 
il est clair que les Bj conviennent. Sinon, quitte a faire une extension fmie de 
R, on peut supposer que l’algebre R est integralement close dans K. 
L’extension RA[8,, . . . . 0,] admet alors un diviseur de ramification non 
trivial. Soit d un generateur dans k[8,, . . . . 0,] de son ideal discriminant. 
Effectuons alors une transformation lineaire 
d 
tj= 1 cljej, l<ifd, 
j= I 
dont la matrice (cii) E GL,(k). Par un choix convenable des cti, on peut 
supposer qu’aucun des facteurs premiers du polynome d n’appartient a la 
sous-algebre de polynomes k[t,, . . . . t,- , 1. Disignons par S la fermeture 
integrable de k[t,, . . . . t,- 1] dans K. Soit F le corps des fractions de S, vu 
comme un sous-corps de K. Alors F est la cloture algtbrique de 
Wt r, . . . . td- ,) dans K, et l’algebre S[td] est la fermeture integrale de 
l’algebre k[t,, . . . . td] = k[t,, . . . . t,- 1 ] [td] dans le sous-corps F(td) de K. 
Tout gtnerateur A, du discriminant de l’extension SLk[tI, . . . . t,_ ,] est 
aussi un gtnerateur du discriminant de l’extension S[td]A[tl, . . . . td]. 
Comme S[td] c R, le polynome A, divise A dans k[t,, . . . . td]. Par con- 
struction, il s’ensuit que A, est un polynome constant. Ainsi le discriminant 
de l’extension S-k[t,, . . . . td- ,] est trivial. On en deduit que 
S=k[t,, . . . . tdp,] et F= k(t,, . . . . td-,). 
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Preuve de la proposition. En remplacant au besoin R par l’algebre k[ R] 
engendree dans K par k et R, on pourra supposer saris restriction que R 
contient k, et done que kO = k. En effet, soit C” l’ensemble fini associe par 
la proposition a l’algebre k[R], et soit A”” le sow-ensemble de C” forme 
des u’ = (u;, . . . . u;) pour lesquels il existe un Clement u = (u,, . . . . un) de Z 
qui soit de la forme: 
ui = CiUjV, c,Ek”, vEk[RIX, 1 <i<n. 
Pour chaque u’ E C”‘, selectionnons un tel n-uplet u. I1 est clair que le 
sous-ensemble lini Z’ G 2, ainsi determine, satisfait la proposition. 
Fixons alors une k-base de transcendance (tl, . . . . td) du corps K, 
satisfaisant les conditions (i) et (ii) du lemme 1. Notons F= k(t,, . . . . t,-,). 
Le corps K s’identilie alors au corps des fonctions F-rationnelles d’une 
courbe %?, projective, lisse et absolument irreductible sur F. Comme le 
groupe R x/k ’ est de type fini, il existe un ensemble fini S de points de $9, 
tel que le diviseur d’un element quelconque de R x, vu comme fonction sur 
W, ait un support contenu dans S. Le theoreme B de [2] montre alors que 
la hauteur projective h(u) d’un point u E C, est born&e par 
y = (n - 1 )(n - 2)(s + max(O, 2g - 2))/2, 
ou s dbigne le cardinal de S, et g le genre de la courbe V. Ici la hauteur 
(gtometrique) d’un point u = (u,, . . . . u,) est delinie par 
h(u) = - c min(ord, u,, . . . . ordp u,). 
PE%‘(F) 
11 resulte en particulier de cette majoration que les multiplicites des zeros et 
des poles des quotients ui/uj sont < y. Comme le support du diviseur (ui/uj) 
est contenu dans S, il s’ensuit qu’il n’existe qu’un nombre fini de diviseurs 
possibles pour (ui/uj), lorsque u decrit C. Les fonctions rationnelles ui/u, 
sont done determinies a une constante multiplicative pres, appartenant au 
corps de base F. 11 existe ainsi un sous-ensemble tini Z‘ r Z, tel que tout 
Clement u = (24, , . . . . u,) de C s’ecrit sous la forme 
uj = ciu;v, 1 <i<n, 
Oil 
(4 9 ...? QEZ’, VERA, CiEFX, 1 <i<n. 
11 reste a verifier que les ci appartiennent en fait a k”. Or les fonctions ci 
appartiennent au groupe multiplicatif 
FXnR”=(FnR)“=(k[t,,...,t,~,])“=k”, 
car R est entier sur k[t,, . . . . td]. 
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3. ENSEMBLES HILBERTIENS ET QUESTIONS DE SP~XALISATION 
La definition classique d’un sow-ensemble hilbertien Q c Q’, est la 
suivante. On considere une famille finie de polynomes irreductibles Q;(X), a 
coefficients dans l’anneau de polynbmes 
R=Q[t,, . ..) tJ 
et l’on s’interesse a l’ensemble 52 des d-uplets rationnels tI = (0,, . . . . 0,), 
pour lesquels les polynomes Qi(8; X), obtenus en substituant dans Qi les 
nombres (3, aux variables rj, restent irreductibles dans a[X]. En d’autres 
termes, il s’agit de specialiser rationnellement des variables indtpendantes 
t,, de telle sorte que certaines proprietes d’irreductibilite soient conservees. 
Nous voulons proctder de meme lorsque les variables tj sont algebri- 
quement lites. Dans ce cas, il n’est plus possible de fixer un corps de 
rationnalite, comme Q, ou meme une extension tinie de Q; on souhaite 
simplement specialiser algtbriquement les parametres tj. 
Soit R une Q-algebre integre de type tini. Comme dans le 52, on notera 
K le corps des fractions de R et k, le plus grand sous-corps de R. Pour 
definir la notion d’ensemble hilbertien associe a l’algbbre R, il est commode 
d’utiliser la terminologie de l’algebre commutative, comme le fait S. Lang 
dans le chapitre 9 de [4]. Designons par Spec(R) l’ensemble des ideaux 
premiers de R, muni de la topologie de Zariski. Un sous-ensemble de 
Spec(R) est dit hilbertien s’il contient une intersection tinie de sous- 
ensemble Sz de type suivant: 
(a) s2 est un ouvert non vide de Spec(R), 
(b) si Q(X) designe un polynbme a coefficients dans R, irreductible 
dans K[X], alors Sz = sZ(Q) designe l’ensemble des ideaux premiers p de R, 
tels que le polynbme Q mod p, deduit de Q par reduction modulo p de ses 
coefftcients, ait le mCme degre que Q et soit irrtductible dans l’anneau 
k(p)[X], oti k(p) designe le corps des fractions de l’anneau residue1 R/p. 
LEMME 2. L’ensemble des idPaux maximaux contenu dans un eniemble 
hilbertien Sz est Zariski-dense dans Spec(R). 
Preuve. On peut evidemment supposer saris restriction que 
est une intersection tinie de sous-ensembles hilbertiens du type (b). Si A est 
un Clement non nul de R, l’ouvert non vide 
Q(A)= {pESpec(R); A$P} 
de Spec(R) s’identifie naturellement au spectre de l’algtbre R[l/A]. 
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Adjoignant alors a R l’inverse dun nombre fini de ses elements, on peut 
supposer sans restriction que 
(i) R est integralement clos dans K, 
(ii) les polynomes Q; sont unitaires, 
(iii) le discriminant de chacun des polynomes Qi est inversible 
dans R. 
Soit C une cloture algtbrique de K. Pour tout indice i, choisissons dans C 
une racine ai du polynome Qj. Soit Si la fermeture integrale de R dans le 
corps ,?I,; = K(ai). Par un argument standard d’integralite, les assertions 
(i)-(iii) ci-dessus entrainent que 
Grace au lemme de normalisation, choisissons une sous-algebre 
R,=Q[t,, . . . . fd] 
de R, engendree par des elements tj algebriquement independants, telle que 
R soit une extension entiere de R,. Soit alors pi un element primitif du 
corps L,, relativement au corps de base K, = Q(t,, . . . . fd). On supposera 
que pi est entier sur R, et on notera Pi le polynome minimal de pi sur K,, 
di le discriminant de Pi. Comme l’anneau R, est inttgralement clos, les 
coefficients de Pi appartiennent a R,. D’apres le thloreme d’irreductibilite 
de Hilbert, il existe un sous-ensemble Zariski dense Qo E W’, tel que si 6 = 
(0 I, ..., fJd)EQ., les polynbmes P,(8; X), obtenus en substituant 0, a tj 
soient irreductibles dans Q [Xl. Dtsignons par m = mH, l’ideal maximal de 
R, engendre par les elements 
t,-e,, 1 <jdd. 
Le mCme argument d’integralite deja mention& montre d’autre part que 
I1 s’ensuit en particuiier que si 8 E 52,) les discriminants di(8) sont tous non 
nuls et que l’anneau residue1 
est un corps de nombres (notez que mS,n Ro[/?i] =tnRo[j?i]). 
Alors 
tJJli = mS, 
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est l’unique ideal (maximal) de Sj au-dessus de m et 
est l’unique ideal (maximal) de R au-dessus de M. En particulier, cet 
ideal W est independant de l’indice i choisi. D’autre part, comme 
St- RCWl(Qi), on a 
(R/!M)[X]/(Q,mod im) 3: SJmSi. 
11 s’ensuit que les polynbmes reduits Qimod 9Jl sont irrtductibles dans 
k(YJI)[X], ce qui signitie que YJI EL?. Entin, il est clair que les idtaux 
(Jn = !I& lorsque 0 dtcrit R,, forment une partie dense de Spec( R), puisque 
$2, est Zariski-dense dans Q”. 
Soit f un sous-groupe de type Iini de R x. Nous nous proposons de mon- 
trer maintenant que les ideaux premiers p de R, tels que r s’injecte dans 
(R/p) x par reduction modulo p, forment un sow-ensemble hilbertien de 
Spec(R). En fait, un resultat de ce type est valable dans le contexte plus 
general des groupes algtbriques commutatifs. Voir par exemple le 
theoreme 6.2 du chapitre 9 de [4]. Cependant, dans le cas particulier du 
groupe multiplicatif, la construction est tour-a-fait concrete. Pour la com- 
moditt du lecteur, nous donnons ici une preuve de ce resultat. 
LEMME 3. Soit r un groupe de type fini c R X. Ii existe un ensemble 
hilbertien Q c Spec( R) tel que l’application de rPduction modulo p 
soit injective pour tout p E 0. 
Preuve. Quitte a se restreindre a un ouvert de Spec(R), on peut adjoin- 
dre a R les inverses dun nombre fmi de ses elements. Nous pouvons done 
supposer saris restriction que R est integralement clos dans K. 
Designons par r’ le sat& de r dans K pour l’extraction des racines 
carrees: 
r’ = {X E K x ; il existe k > 0 tel que x2’ E r>. 
Par inttgralitt, il est clair que r’ G R x. D’autre part, il est connu (voir par 
exemple le lemme 7.1 du chapitre 8 de [4]) que r’ est encore un groupe de 
type fini. 
Soit s l’entier > 1 tel que K contienne Ie groupe .LL~? des racines 2”-iemes 
de l’unite et ne contienne pas pL2,+ I. 
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Notons r: le sow-groupe de torsion de f’ et choisissons un supplemen- 
taire A de r; dans r’, ainsi qu’une base de A: 
Puisque la Q-algebre engendree dans R par f,’ est un corps (cyclo- 
tomique), il est clair que I’application de reduction 
r: -+ (R/P)“> 
est injective pour tout premier p de R. 11 suftit done d’assurer l’injectivite de 
la reduction modulo p sur le sous-groupe A. On utilise pour cela des 
arguments de theorie de Kummer. Par definition de r’, il est clair que 
I-’ n (K” )* = (r’)‘. 
Le corps kummerien 
L=K(JF) 
est alors une extension de degre 2’+ ’ de K. Quitte a localiser R, c’est-a-dire 
a se restreindre a un ouvert de Spec(R), on peut supposer que l’anneau S = 
R[fi] est une extension monoghe de R: S= R[a]. Soient Q le polynome 
minimal de c1 sur K et G = sZ(Q) 1 ‘ensemble hilbertien associe. Nous allons 
verifier que Sz convient. Pour tout premier p de R, notons 
l’image de r’ par reduction modulo p. Si p E a, le corps kummtrien 
W)(@mY 
isomorphe a k(p)[Xj/(Q mod p), est une extension de degre 2’+’ de k(p). 
Supposons que I’on ait une relation non triviale 
io, d,(PY= 1 
entre les classes modulo p des hi. Decomposons les entiers mi sous la forme 
mi = 2kn,, l<i<r, 
ou les ni sont des entiers dont un au moins est impair. Alors 
ip= li ai(P 
i= 1 
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est une racine de l’unite de f’(p), dont l’ordre divise 2k. Par construction, 
T’(p) ne contient pas plus de racines de l’unite d’ordre une puissance de 2 
qu’il n’y en a dans r’. L’ordre de [, divise done 2” et l’on peut Ccrire 
i, = i(P) 
avec c E pLz, c f ‘. Notons alors 
Puisque les entiers n, ne sont pas tout pairs et que r’ est saturt dans K x, le 
nombre q n’est pas un car& dans K” et le corps K(A) est une extension 
quadratique de K. Par consequent, L est une extension de K(h) de degrt 
2’. Comme 
rl(P) = 1, 
il s’ensuit par specialisation que le corps k(p)(a) est une extension de 
degre ~2’ du corps k(p), d’ou la contradiction pour p E a. 
Traduisons maintenant les resultats ci-dessus en termes de sptkiulisations. 
Soit C un corps algebriquement clos de caracttristique zero. On 
designera par &p la cloture algebrique de Q dans C. Nous supposerons a 
partir de maintenant que R est contenue dans C. Une specialisation u de la 
k,-algebre R est un morphisme d’anneaux 
dont la restriction a k, est Cgale a l’identitt. La donnee dune specialisation 
0 de R est equivalente a la donnee d’un ideal maximal m de R et d’un 
plongement 7 du corps residue1 k(m) = R/m dans &p, fixant (point par 
point) le sous-corps k, ck(m). En effet, si m dtsigne le noyau de ir, le 
morphisme r~ se factorise modulo m de la facon suivante 
u: R-+k(m) ci 0, 
et cette decomposition determine m et T. 
LEMME 4. Soient a,, . . . . a, des PlPments de R, engendrant dans C un 
fhespace vectoriel de dimension p >, 1. Soit r un sous-groupe de type jni de 
R”. II existe des spkialisations c,, . . . . oP de R, ayant les propriMs suivan- 
(es: 
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(i) la restriction ci r des spPcialisations CT,, . . . . CT, est injective, 
(ii) quels que soient les Gments v, , . . . . v, de k, pour lesquels 
A= i v,a,#O, 
i=l 
il existe une spPcialisation CT, choisie parmi les ak, 1 d k < p, telle que aA # 0. 
Preuve. Quitte a remplacer R par l’algebre engendree dans C par R et 
par un corps de nombres sufkamment gros, on peut supposer que a,, . . . . a, 
sont @linCairement indipendants dans C et que aP + ,, . . . . a, s’expriment 
comme combinaisons lintaires, a coefficients dans k,, de a,, . . . . aP. On est 
done ramene au cas particulier oti a,, . . . . a, sont 04inCairement indtpen- 
dants dans C, ce que nous supposerons desormais. 
Nous allons montrer par recurrence sur r qu’il existe des sptcialisations 
aI, . . . . ar, injectives sur f, et telle que le determinant 
alal, . . . . ala, 
A,=; f 
a,a , , . . . . a,6 
soit non nul, ce qui etablira clairement le lemme. 
Lorsque r = 1, choisissons grace au lemme 3, un ideal maximal m de R 
dans l’ouvert non vide 
Q(a, I= {P E Spec(R); aI 4 P ), 
tel que la reduction modulo m: r-, (R/m) x soit injective. Toute 
specialisation a1 de R ayant m pour noyau convient alors. 
Soient a,, . . . . a,- 1 des specialisations de R, injectives sur r, telles que 
A r- r # 0. Le determinant 
1 alal ,..., ala, 
A,= 
a,-,a,, . . . . arpla, 
aI , ..-, a, 
est egal A une combinaison lineaire C aiai, avec des coefficients a, algibri- 
ques et non tous nuls. I1 s’ensuit que A, est non nul. Soit k, le corps 
(de nombres) engendre dans C par k, et les aiai, 1 < i < r - 1, 1~ j < r. 
Notons R, = k, CR] la sous-algebre de C engendree par k, et R. Par ie 
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m&me argument que pour r = 1, il existe une specialisation CT, de l’algebre 
R,, triviale sur k,, qui soit injective sur f, et telle que a,A, # 0. D’autre 
part, il est clair que 
A, = o,A,. 
4. PREUVE DU TH~OR~ME 1 
On pourra supposer saris restriction que le corps de base C est algtbri- 
quement ~10s. 
Reprenons les notations de l’introduction et examinons tout d’abord la 
situation generale suivante. Supposons que l’on se soit donne pour chaque 
1 E L un ensemble tini (d’indices) M’, et pour chaque m E M’ un polynome 
Q,. On supposera que les ensembles M’ sont deux a deux disjoints et l’on 
notera 
Pour chaque m E M, detinissons un caractbre x,,, de Z’ par 
Xm = XI> si m E M’. 
Soit 9 une partition de M, definie par la decomposition 
M= JJ Mk. 
keK 
On considbe alors le systeme d’equations exponentielles-polyn8mes 
associk 
(**Is? 
Nous dirons qu’une partition 2 de M est subordonnte a la partition 9’ de 
L, s’il existe une decomposition de I’ensemble d’indices K de la forme: 
K= H K,, 
i E I. j  e Js 
pour laquelle on ait: 
u Ml= u Mk, iez, jE.zi. 
/SL, k E K,, 
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Soit alors p un r-uplet d’entiers tel que 
Si, pour i E I et j E Ji fixes, nous additionnons les equations (**)li ci-dessus 
lorsque k dtcrit K,, nous obtenons alors l’equation (.Lr);p associte au 
couple d’indices i, j. 
Ainsi, lorsque la partition 2 de M est subordonnee a la partition 9 de L 
toute solution p du systeme (k*),, est aussi une solution du systeme (*c)+, 
que nous voulons etudier. On a alors le lemme combinatoire suivant, ou 
H, designe le sous-groupe de h’ associe (comme dans l’introduction) a la 
partition 9 de M: 
H, = (p E Z’; x,(p) =x,,(p); m et m’E M,, kG K}. 
LEMME 5. Supposons que la partition 2 de M soit subordonhe ci la 
partition 9 de L, et ne soit subordonnee ci aucune partition .Y” de L, plus fine 
que 9. Alors H, = H&. 
Preuve. 11 est commode de considerer le graphe de la partition 22 de M: 
il s’agit du sous-ensemble de K x L forme des couples p = (k, 1) tels que 
On dira que deux points p et p’ de ce graphe sont connect&s s’il existe une 
suite 
pi = W,, Ii,, l<j<n, 
de points du graphe tels que 
Pl=P, Pn = P’f kj+,=kj ou 1j,1 =lj, l<j<n-1 
Autrement dit, on peut relier les points p et p’ par une ligne brisie, formee 
de segments horizontaux ou verticaux dont les extremites appartiennent au 
graphe. De m&me, on dira, que deux elements 1 et 1’ de L sont connect& s’il 
existe deux points p = (k, 1) et p’ = (k’, i’) du graphe qui soient connect&s 
au sens precedent. Ces deux types de connexion permettent de dtfinir 
naturellement la notion de composante connexe dans le graphe de 22, ainsi 
que dans L. Montrons britvement que les composantes connexes de L sont 
les parties minimales L’ G L pour lesquelles il existe un sous-ensemble non 
vide K G K, tel que 
Ll M’= LI Mk. 
IEL’ kcsK’ 
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En effet, si L’ est une composante connexe de L, la propriett ci-dessus a 
bien lieu lorsque K’ designe I’ensemble des elements k de K pour lesquels il 
existe un element 1 EL’ tel que (k, I) appartienne au graphe de 2. Inver- 
sement, s’il existe un tel K’, on verifie aisement que le sous-ensemble L’ est 
sature par connexion, done est une reunion de composantes connexes de L. 
Ainsi, les hypotheses du lemme signifient, en terme de connexion, que les 
composantes connexes de L, relatives a la partition 2, sont exactement les 
sous-ensembles L,, iE Z, J’EJ,, de la partition 9. Le groupe H, est forme 
des r-uplets entiers p tels que 
pour tout couple d’eltments m et m' dans une m&me partie M,, k E K. 
Comme par definition de x,, cette Cgalite a aussi lieu si m et m' appartien- 
nent a une m&me partie M’, 1 E L, on verilie aisement que H, est egal au 
sous-groupe de Z’ forme des elements p pour lesquels les valeurs x,(p), 
I E L, sont constantes sur chacune des composantes connexes de L. Sous les 
hypotheses du lemme, ce dernier sous-groupe n’est autre que H,. 
Nous allons appliquer essentiellement ce qui precede a la decomposition 
de P, comme somme de ses monomes non nuls Q,. De facon plus precise, 
si p = (p,, . . . . ,u~) avec 
pk, = ‘. = &, = 0, &#O pour k#k, ,..., k,, 
designons par M’, l’ensemble des monomes non nuls qui interviennent dans 
l’ecriture du polynome P, et qui sont de degre zero en les variables 
Xk, ? . . . . xk>? et par Q,, m E M’, le monome correspondant dans P,. On a 
alors 
Le support M de la decomposition des P,(p) ainsi dtfinie, ne depend en fait 
de p que par l’intermtdiaire de l’ensemble de ses coordonntes nulles. II n’y 
done qu’un nombre Iini de possibilites pour M. Nous supposerons 
dorenavant que M est Iixe. 
Supposons maintenant que p E S,. En termes d’indices m, le systeme 
(*),j, s’ecrit: 
Regroupons de facon minimale, dans chacune de ces equations, les indices 
m correspondant a une sous-somme nulle. Nous dtfinissons ainsi, de 
man&e non unique en general, une partition 9 de M telle que ,u soit une 
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solution, compatible maximale avec 2, du systeme d’equations (jt*)q. Par 
construction, cette partition 2 de M est subordonnte a la partition 9 de L. 
Montrons qu’elle nest subordonnte a aucune partition 9” de L, plus line 
que 9. En effet, comme nous l’avons deja remarqd ci-dews, si 2 est sub- 
ordonnee a 9’, les Cgalitts (**)y entrainent par addition les egalites 
(*)B,, d’oh la contradiction avec le caractere g-maximal de p. Le lemme 5 
montre alors que les groupes H, et H, sont egaux. 
I1 nous s&it done d’etablir les assertions (i) et (ii) du theoreme 1 pour le 
systeme particulier d’equations (++)l. Pour cela, nous allons sptcialiser 
algebriquement les tgalitts (+*)lr de maniere telle que le groupe H, et la 
propriete de compatibilitt maximale avec 2 soient conservtes par cette 
sptcialisation. 
De maniere plus precise, soit R la sous-algebre de C, engendree sur Q 
par les coefficients des monbmes Qm, les nombres b,, (voir le 0 1 ), ainsi que 
par les inverses de ces elements. Par construction, les termes 
urn = Q,(P) L(P)1 mEA4, 
appartiennent alors au groupe multiplicatif Rx des unites de R. Comme 
dans les 52 et $3, notons k, le plus grand corps contenu dans R. Le systeme 
d’tquations (1r*)4 s’ecrit ainsi 
sous forme d’equations en unites de R. Les hypotheses (i)-(iii) de la 
proposition du 92 sont satisfaites pour chacune de ces equations. 11 s’ensuit 
que les U, sont de la forme: 
u, = CmVkU~, mEMk, k E K, 
avec vk~RX, c,Ekg, et ou les & appartiennent a un sous-ensemble lini 
de Rx indtpendant de p. Considerons alors le produit 
A= l-I n ( c Urn)> 
ksK .U mc.u 
JZ dtcrivant les parties propres (#a et de Mk) de Mk. L’hypothese de 
S!-maximalite de p est tquivalente a la non-nullite de A. Developpons le 
produit A sous la forme 
A = (Cv,a,)v, 
avecvERX,v,Ek$, et oh les a, dtsignent des produits de nombres uh avec 
m E M. 11 s’ensuit en particulier que les a, ne peuvent prendre qu’un nombre 
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fini de valeurs dans R, indipendamment de p. Soit r le sous-groupe 
multiplicatif de R x engendrb par les elements 
b PI, 1 Gpdr, IEL. 
Le lemme 4 permet alors de construire, indtpendamment de p, un ensemble 
fini de specialisations rr: R + a, injectives sur f, et telles que les nombres 
un = (Cv,aa,) (TV, 
ne soient pas tous nuls, lorsque 0 decrit cet ensemble. Fixons une telle 
specialisation (r avec aA # 0. 11 resulte tout d’abord de l’injectivite de (T sur 
f que le groupe H;, associe au systeme &equations exponentielles- 
polynomes (*k)$ deduit de (Sr+)l par la spiciahsation 0, est Cgal a 
H, = H,. La non-nullite de a/l montre alors que p est une solution du 
systeme (k*)$, compatible maximale avec 9. 
En conclusion, nous avons mis en evidence un ensemble fini de systemes 
d’iquations exponentielles-polynomes a valeurs algebriques, de la forme 
(Irk);, tels que H, = Hz et tels que toute solution P-compatible maximale 
de (*) soit une solution &compatible maximale dun au moins des 
systemes (f*)$. Comme le theoreme 1 est prouve, cf. §S de [S], pour 
chacun de ces systemes (IrSr);, il est etabli dans le cas general. 
5. SYST~ME~ D'bQu~T1oNs BINAIRE~ 
Soit C un corps algtbriquement clos de caracteristique nulle. Nous 
considerons ici des systemes d’equations, a deux inconnues (m, n) E B*, de 
la forme 
f;tm 1 a: = &TiCn) BY2 ie I, 
oti ai, PiECX, et ohf, et gi designent des polynomes a coefficients dans C. 
Dans certains cas particuliers, nous donnons une description complete de 
l’ensemble S des solutions dun tel systeme, ttendant ainsi des rtsultats 
d’Evertse [3] et de Mignotte, Shorey, Tijdeman [S]. L’outil essentiel 
utilise ici est la thtorie des formes liniaires de logarithmes, de telle sorte 
que les rtsultats obtenus sont en principe effectifs. 
Soit 0 la cloture algebrique de Q dans C. Comme mesure de la hauteur 
dun nombre algebrique XE &e, il sera commode d’utiliser la notion de 
hauteur absolue h(x), definie par 
h(x) = n max(l, I-4 A 
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03 le produit est effect& sur toutes les valeurs absolues non Cquivalentes 
dun corps de nombres K contenant X, normalisees de facon convenable; 
voir par exemple le $4 de [5] pour la definition des (xlvr ainsi que pour les 
principales proprietes de h (notee H dans [ 51). 
LEMME 6. Soient CI et /?EC~, soient f et g deux polynBmes non nuls d 
coefficients dans C. Soit S l’ensemble des couples (m, n) E Z2, vPrifiant 
f(m) am = s(n) B”. 
On suppose que LX et /? ne sont pas des racines de I’unitC et que le cardinal de 
S est infini. Alors il existe deux entiers r # 0, s # 0, tels que 
a’ = p. 
Fixons un tel couple d’entiers r et s, et notons I7 la forme 1inPaire 
I7(m,n)=rn-sm. 
Alors 
(i) ou bien l’ensemble n(S) est fini, et il existe un entier t tel que S 
soit reunion d’un ensemble fini et d’un sous-groupe affine de dimension 1, 
contenu dans la droite n-‘(t); 
(ii) ou bien n(S) est un ensemble infini. Alors l’un des deux polyn6mes 
f ou g est constant et lhutre possPde un seul z&-o (Pventuellement multiple). 
Remarques. (1) Dans le deuxibme cas, Equation ci-dessus est alors 
trivialement resoluble en fonction du parametre t = Z7(m, n). 
(2) L’hypothbe a et /? non racines de l’unite est necessaire. 
Considerons l’exemple de l’equation m2 = n2”, dont l’ensemble S des 
solutions est form6 des couples 
(m, n) = (2k2’@, 4k2), kE Z. 
On peut choisir comme forme lineaire l7 la projection Z7(m, n) = n. Alors 
l’ensemble n(S), forme des car& pairs, est infini, tandis que l’assertion (ii) 
du lemme n’est pas satisfaite. 
(3) Lorsque a et /I sont tous deux des racines de l’uniti, l’tquation 
exponentielle du lemme se ram&e a des equations polynomiales du type 
fW=dnL (m, n) E z2, 
a variables &par&es, probleme qui releve du theoreme de Siegel sur les 
points entiers d’une courbe afline. I1 serait inttressant de savoir dans quelle 
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mesure ce type d’equation peut Ctre traitt par la theorie des formes lintaires 
de logarithmes. Seuls des cas particuliers semblent connus (equations 
“hype? ou “super’‘-elliptiques). 
Preuve. Soit H le sous-groupe de Z2 forme des couples (r, s) tels que 
Lx’ = p. 
Nous allons d’abord verifier que le rang de H est tgal a 1, et que si l’on fixe 
(r, s) E H, on a une inegalite de la forme 
IWw n)l < cl log max(Iml. InI) + c2, (1) 
pour tout couple (m, n) E S. Le lecteur dtduira aisement ces proprietes du 
theoreme 1. On peut aussi utiliser les arguments effectifs suivants. Grace au 
lemme 4, on peut supposer que a, p, ainsi que les coefficients des 
polynomes f et g sont des nombres algebriques. Raisonnons par l’absurde 
et supposons que M et /I soient multiplicativement independants. I1 existe 
alors une constante c3 > 1, telle que l’on ait pour tout couple d’entiers m 
et n: 
Si (m, n) E S et si f(m) # 0, on a done les intgalites: 
CT;ax(lml.lnl)<h(cr-m .8”) = W(m)/s(n)) d c4 max(lml, InI)“, 
d’od la contradiction pour max( lml, Inl) suftisamment grand. 11 s’ensuit que 
le groupe H est non nul (et done de rang 1 puisque tl et p ne sont pas des 
racines de l’unite). 
Choisissons alors un element non nul (r, s) de H et posons 
y z C(r = p”. (2) 
On a necessairement r # 0 et s # 0, sinon c1 ou /I serait racine de l’unite. On 
deduit alors de notre equation binaire l’tgaliti 
(f(m)/g(n))‘” = yn(m-n). (3) 
11 s’ensuit que 
4) 117(m.n)l = h(f(m)/g(n))““l d c6 max(lml, InI)“. 
Puisque y n’est pas une racine de l’uniti, on a h(y) > 1, ce qui montre (1). 
Pour tout entier t, designons par Qt la fraction rationnelle 
@07=f f x-f ( >i g(X), 
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de telle sorte que si (m, n) appartient a la droite 17-‘(t) d’tquation 
rn-srn=t 
et si g(n) # 0, on ait: 
Q,(n) = f(mYdn). 
Nous allons verifier qu’il existe au plus un entier t tel que n- ‘(t) n S soit 
intini, que pour un tel entier t, la fraction rationnelle @I est constante et 
que n- ‘(t) n S est alors reunion d’un sous-groupe affine de dimension 1 et 
dun ensemble fini. Cela prouvera clairement l’assertion (i). 
D’apres (3), si (m, n) appartient a Zip’(t)nS et si g(n)#O; on a 
CD,(n)‘” = y’. 
Lorsque l’ensemble I7- ‘(t) n S est inlini, la fraction rationnelle Qt prend 
une infinite de fois la meme valeur et est done constante. L’equation 
aprnfln = @, = constante 
determine alors un sous-groupe affne de dimension 1 de IT’(t). 11 reste a 
verifier qu’il existe au plus un tel entier t. Si f et g sont non constants et si 
@, est constant, on a en particulier l’tgalite de sous-ensembles de C: 
&ros de g> -L= (zeros de f) 
s 
qui determine t. Si f et g sont constants, la fraction rationnelle @, est une 
constante @ independante de t et Equation 
admet au plus une solution entiere t, puisque y n’est pas une racine de 
l’unitt. 
Pour l’assertion (ii), nous raisonnerons par l’absurde. Supposons que ou 
bienfet g sont non constants, ou bienfest constant et g possede au moins 
deux racines distinctes, ou bien g est constant et f possede au moins deux 
racines distinctes. Nous allons alors montrer que l’ensemble des couples 
(m, n) E S tels que la fraction rationnelle @n(m,nj soit non constante est fini. 
11 s’ensuivra clairement que n(S) est lini, car sous les hypotheses ci-dessus, 
il existe au plus un entier t tel que la fraction rationnelle @, soit constante. 
Supposons par exemple que les polynomes f et g sont non constants. La 
demonstration est analogue (et m$me plus simple) dans les deux autres cas 
et sera laissee au lecteur. 
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Remarquons d’abord que I’on peut se restreindre au cas oh ~1, /I, ainsi 
que les coefficients des polynomes f et g sont des nombres algebriques. Par 
hypothese, on s’interesse ici aux couples (m, n) tels que la fraction ration- 
nelle @ntm,n, soit non constante. Pour un tel couple, choisissons deux 
entiers k et I tels que 
@ ncm.n,(k) + @n,m,,,(~). 
Cette intquation peut s’ecrire sous une forme lintaire: 
1 Viai # 0, 
ou les ai designent des monomes en les coefficients de f et g et les vi 
designent des polynomes a coefficients entiers en les variables k, I, m, n. 
Grace au lemme 4, on peut construire des specialisations algebriques de ~1, 
fl, et des coefficients de f, g, en nombre tini et indtpendamment de k, 1, m, 
n, telles que pour l’une au moins d’entre elles, l’intquation lintaire ci-dessus 
reste verifiee aprb specialisation et que le groupe multiplicatif engendre par 
a et p se specialise injectivement. Les hypotheses @n(m,nJ non constant et a, 
/II, non racines de l’unite sont ainsi conservees par cette specialisation. 
Posons t = l7(m, n). Si les polynomes 
.f (i+) et g(X) 
ont une racine commune, alors t est necessairement de la forme 
iY7 - se, avec f(0) = g(0) = 0 (4) 
et ne peut done prendre qu’un nombre lini de valeurs. De plus, si t est tixe, 
I’equation 
@,(nys = y’ 
n’a qu’un nombre tini de solutions puisque @, est non constant. On pourra 
done supposer saris restriction que les polynomes f((r/s)X- t/s) et g(x) 
sont premiers entre eux. 
Choisissons alors une racine 0 de f, une racine rr de g et notons K le 
corps de nombres engendre sur Q par les nombres algebriques a, j?, 8, TV et 
les coefficients des polynomesfet g. Soit C un ensemble tini de places de K 
contenant toutes les places archimediennes de K, tel que 6’ et 0 soient des 
C-entiers de K et tel que a, /I et s soient des Z-unites de K. Par mul- 
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tiplication par une constante, on peut aussi supposer que les coefficients 
des polynomes f et g sont C-entiers. Pour tout x E K”, on notera 
N,(x)= n (Np)“.=( n ix,“)‘“:“’ 
P?+Z us6 
ou Np dtsigne la norme absolue de l’idtal premier p de K, et ou p”p divise 
exactement l’ideal fractionnaire engendrt par x. 
Soit p un ideal premier n’appartenant pas a C et supposons que pk divise 
m - 8. Alors pk divise f(m) = f((r/s)n - t/s). Puisque g(n) = f(m) clmfi-“, il 
s’ensuit que pk divise aussi g(n) et done aussi le resultant des deux 
polynomes f( (r/s)X- t/s) et g(X). On veritie ainsi aisement que 
N,(m-o)<T=c, ~tldegl‘.degg.CK:Ql+c~. (5) 
Par symetrie, la mCme inegalite a lieu pour n - 6: 
N,(n-a)< T 
On peut alors tcrire m - 8 et n - (T sous la forme 
m--6=1,&,, n - 0 = &E~ 
ou ,$ designe un C-entier de K tel que 
~(A,)<c,,,T”~~:~’ (6) 
et E, une C-unite de K (i= 1, 2). L’existence dune telle decomposition est 
un fait standard, tout au moins lorsque C dbigne l’ensemble des places 
archimediennes de K, auquel cas N, n’est autre que la norme usuelle (voir 
par exemple le 5 1.4 de [lo]). La demonstration proposte &tend 
naturellement au cas des C-entiers. 
D’autre part, on a la relation 
D’aprbs (4), le nombre t - ro + s0 est ~0. Supposons par exemple que 
Jml B InI et Ccrivons la relation ci-dessus sous la forme: 
(rAZ8Z/sl,c,)- 1 =(t-ra+sf?)/s(m-8). (7) 
Fixons une base qr, . . . . qk du groupe multiplicatif des Z-unites de K 
modulo la torsion, de telle sorte que chaque ei s’tcrive sous la forme 
Ei = [JQpL/, (i’ 1,2), 
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ou les 6, sont des entiers et ii designe une racine de l’unite de K. Soit B 2 4 
un majorant des lb,/. Fixons un plongement de K dans le corps C des nom- 
bres complexes, et notons I I la valeur absolue induite sur K. La theorie 
des formes lineaires de logarithmes, voir par exemple le thtortime 2 du 
chapitre 1 de [ 11, entraine alors une minoration du type: 
~(~%,E~/s%,E,)- 11 >exp( -cl1 log T.log B), (8) 
ou cr r ne depend que de K, r, s et du choix des v~. D’apres (1) et (5), on a 
pour Irnl suffrsamment grand: 
log T6 c,~ log log Iml. 
De plus, on vtrifie aisement que 
B<c,, sup(logh(&,),logh(&,))dc,, log Iml. 
On deduit alors de (7) et de (8) que 
It - ro + sfJ/ls(m - 19)l 2 exp( -c,,(log log ]m])2). 
De faGon inverse, l’intgalitt (1) montre que 
It-Iv + dq/ls(m - @I d c1.5 log Iml/lml. 
La confrontation de ces deux dernieres intgalites montre que (ml est borne. 
Le lemme est done demontre. 
Voici un premier corollaire du lemme 6, dans le cas particulier ou tl= /? 
et ou f est proportionnel a g. On notera que cet &once avait deja ete 
obtenu par Mignotte, Shorey, et Tijdeman lorsque f = g, 1= 1, et quand le 
nombre ~1, ainsi que les coefficients de f, sont algebriques (corollaire 3 du 
lemme 1 de [S]). 
LEMME 7. Soient u, LEC x, et soit f un polyn6me non nul ci coefficients 
dans C. On suppose que c( n’est pas une racine de I’unitt et que lhnsemble S 
des couples d’entiers (m, n) vhfiant 
f(m) am=Af(n) an 
est infini. Alors 
(i) si f est constant; il existe un entier t tel que 2 = a’ et S est &gal au 
sous-groupe affine (n + 1, n), n E B, 
(ii) si f n’est pas constant; on a nkcessairement I= 1 et S est Gunion 
d’un ensemble fini et de la diagonale de Z2. 
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Preuve. Le premier cas est trivial. Supposons done que f nest pas 
constant. On utilise alors le lemme 6 avec CI = b et g = J,,. On peut done 
choisir r = s = 1 et Z7(m, n) = n -m. Les polynbmes f et g &ant tous deux 
non constants, l’assertion (ii) du lemme 6 ne peut-&tre veritiee. I1 existe 
done un entier t tel que Ton ait l’egalite de polynbmes 
f(X) = ia’f(X+ t). 
Puisque f est non constant, on a necessairement t = 0 et A = 1. L’ensemble 
S est alors forme d’un ensemble fini et dun sous-groupe afline de dimen- 
sion un, qui ne peut &tre que la diagonale de Z2. 
Examinons maintenant le cas d’un systeme de deux equations binaires, 
d’un type particulier qui interviendra naturellement dans la demonstration 
du theoreme 2. 
LEMME 8. Soient a, fl, R EC x, et soient f et g deux po1ynBme.s non nuls ci 
coefficients dans C. On suppose que le quotient a//I n’est pas une racine de 
l’unitk. Alors le syskme d’iquations 
f(m) am = k(n) B”, g(m) B” = Af(n) an, (1) 
possPde une infinite de solutions (m, n) E Z2 si et seulement s’il existe un 
entier t et deux racines de l’unitd 5 et 5 tels que: 
(a) aB=L (b) 40 -X+ t) = Qg(W, 
(c) (At)2=jr et <+z[‘. 
L’ensemble S des solutions est alors &union d’un ensemble fini et du 
sous-groupe affine de dimension 1, form& des couples ( - n + t, n), ori n vPrifie 
la condition 5 = [“. 
Preuve. Tout d’abord, le lecteur vtritiera aisement que si les conditions 
(a)-(c) sont satisfaites, les points (-n + t, n), avec r = [“, appartiennent 
6 s. 
Inversement, supposant S de cardinal infini, il s’agit de construire (t, r, c) 
verifiant (ah(c) et de montrer que S est reunion tinie du sous-groupe afhne 
correspondant, plus Cventuellement une partie iinie. 
Dans un premier temps, nous allons montrer que l’intersection de S et de 
la diagonale m = n est tini. Supposons que (1) soit vtritit pour un couple 
(n, n) tel que fg(n) #O. Alors J = f 1 et on est ramene a une seule equation 
de la forme 
f(n) a” = *s(n) B”. (2) 
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11 est facile de voir directement que (2) n’a qu’un nombre tini de solutions 
n E Z. On peut aussi deduire ce fait du lemme 6, de la facon suivante. Apres 
avoir Cventuellement “grossi” le corps C, soit 8 un Clement de C transcen- 
dant sur le corps Q(ol, b). L’ensemble des solutions (m, n) E Z2 de l’equation 
f(m)(ea)” = +s(n)(eg)“, (3) 
est alors fini. Sinon, d’apres le lemme 6, il existerait r # 0, s # 0 tels que 
(cay = (egy, 
d’ou necessairement r = s et a//? serait une racine de l’unite. 11 suffit alors de 
remarquer que si n satisfait (2) alors (n, n) verifie (3). 
Montrons maintenant que [ = a/? est une racine de l’unite. Nous raison- 
nerons par l’absurde. Par produit des deux equations (1 ), on obtient 
fgh) i” = m(n) in. (4) 
On peut alors appliquer le lemme 7 a cette equation. Si f et g sont 
constants, il existe un entier t, independant de (m, n) E S, tel que m = n + t. 
Eliminant alors m = n + t dans (1) on obtient 
(a//I)” = Ag(n)/f(m)cr’ = g(m)/?‘/Af (n) = constante. 
11 s’ensuit que cr/p est une racine de l’unite, d’ou la contradiction. Si f ou g 
n’est pas constant, le lemme 7 aflirme que S ne contient qu’un nombre lini 
d’tltments en dehors de la diagonale. Comme nous avons deja vu que S ne 
contient qu’un nombre fini d’tltments sur la diagonale, S lui-m&me serait 
fini. 
Soit r l’ordre de la racine de l’unitt [ et I7 la projection 
II(m,n)=r(m+n). 
On peut alors appliquer le lemme 6, avec ce choix de IZ, aux deux 
equations de (1). Montrons maintenant que l’ensemble n(S) est lini. Sinon, 
l’assertion (ii) du lemme 6 est verifiee pour chacune des deux equations de 
(1). I1 s’ensuit que l’un des deux polynomes f ou g est constant, et que 
l’autre est de la forme a(x - b)k. On dtduit alors immtdiatement de (1) que 
u = l7(m, n) satisfait une relation de la forme 
u = co + c,y’; + c,y;, 
oh le 5-uplet (co, cl, c2, y,, y2) appartient a un ensemble fini, independant 
de (m, n) E S. Or une telle equation n’a qu’un nombre tini de solutions 
UE z. 
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Now pouvons maintenant determiner t et l verifiant les conditions (b) 
et (c) ci-dessus. Puisque II(S) est un ensemble fini, il existe un entier t tel 
que la droite m + n = t contienne une infinite de points de S. Notons alors 
Qt la fraction rationnelle 
Q,(x) = cq( -x+ t)/g(X). 
Le systeme d’equations (1) s’ecrit alors 
Q,,(n) = I*[“, @,(m)=(l[")-' [t (5) 
Comme c est une racine de l’unitt, la fraction rationnelle QI prend une 
infinite de fois la mCme valeur. Elle est done constante. 
Les conditions (b) et (c) sont alors veritiees avec < = 1, -I@,. L’inter- 
section de S avec la droite m + n = t est ainsi reunion du sous-groupe 
afline forme des couples ( -n + t, n) avec 5 = [“, et de l’ensemble tini, 
eventuellement vide, forme des couples ( --n + t, n) avec 
f(-n+t)=f(n)=g(-n+t)=g(n)=O. 
D’autre part, il est clair que les deux equations (1) satisfont l’assertion (i) 
du lemme 6. Chacune de ces deux equations n’a done qu’un nombre fini de 
solutions en dehors de la droite m + n = t. A fortiori, il en est de mCme 
pour S. 
6. PREUVE DU TH~ORI?ME 2 
Dans le $4 de [6], nous avons Ctudie l’intersection 
u,=u,, Cm, n) E z*, 
de deux suites recurrentes lintaires (u,) et (u,). I1 s’agit ici de dtcrire, de 
facon plus precise, l’ensemble S, des solutions de cette equation lorsque 
0, = AU,, 1 E C”, est proportionnel a u,. Les arguments utilists sont done de 
mCme nature et nous nous appuyerons sur les rtsultats obtenus prtctdem- 
ment. 
lkrivons l’ensemble d’indices L associe a une telle equation sous la forme 
06 K={l,2,...,k} numerate les termes correspondants de la somme: 
urn = C .fAm) aT, 
i= I 
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tandis que R= { 1, 2, . . . . k) numtrote ceux de 
11 nous faut d’abord dCcrire les sous-groupes H,, de Z’, associh aux 
diverses partitions 9 de L. 
LEMME 9. Soit L = LIjEJ L, une partition .!? de L telle que le cardinal de 
L,, jE J, soit 32 et telle que H,+, # 0. Alors 
(i) oti bien H,Y = Z( 1, 1 ), auquel cas 
J= { 1, . . . . k} et Lj= I j,j>, l<j<k; 
(ii) oli bien H, est de la forme 
H, = Z( r, - r), r > 0. 
La partition 9 est alors uniquement dPterminPe et s’t!crit 
J= { 1, . . . . k), Lj = (j, dj)), 1 <j<k, 
oli a est une permutation d’ordre deux de l’ensemble des k premiers entiers, 
ayant au plus un point fixe. 
Preuve. D’aprQ le lemme 1 de 161, une partition 9 de L avec 
H,p #O et card Lj 3 2, .ieJ, 
est &cessairement de la forme 
Lj= {j, a(i)), l<j<k, 
oti CT dhigne une permutation de 1,2, . . . . k. Fixons un ClCment non nul 
(r, s) E H,. Par dChition de H,, on a done 
I&ant Ggalitt: ci-dessus, on vCrilie par rCcurrence sur l’entier v que 
&h = &“, 
I O’(l)’ l<j<k, v> 1. 
En particulier, si n dhigne l’ordre de la permutation CJ dans le groupe 
symttrique $ k tltments, on a 
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Les frequences aj, 1 6 j < k, ne sont pas toutes des racines de l’unite car 
k> 2. I1 s’ensuit que l’exposant r” -Y’ est nul et done que 
r= fs. 
Si r = s, les quotients a,/a,( j,, 1 d j< k, sont des racines de l’unite. La non- 
degenerescence de la suite (u,) montre alors que 0 est l’identite. I1 s’agit 
done du cas (i) pour lequel 
H,y=Z(l, 1). 
Si r = -s, on dlduit des Cgalites ci-dessus pour v = 2 que 
a’2 = a’22 
I a (J)' l<j<k. 
Par le m&me argument, il s’ensuit que la permutation 5* est tgale a l’iden- 
titt. De plus la permutation 0 ne peut avoir plus d’un point lixe. En effet, si 
5(j) = j, on a 
a2’= 1 I ) 
d’ou l’unicite de j par non-degenerescence de la suite (u,). 
11 s’ensuit que la permutation G est d’ordre 2. 
11 reste a verifier l’unicitt d’une telle permutation o. Si CT et T correspon- 
dent ainsi aux partitions 9 et S de L, il existe un entier r > 0 tel que 
On a alors 
(r, -r)EHyn H,. 
Encore une fois, la non-degenerescence de la suite (u,) montre que CT = z et 
done que 9 = 2. 
Dbignons par a: L = II,“= I {j, j}, la partition intervenant dans le cas (i) 
du lemme 9, et par .B: L = I-$?= i {j, o(j)} la partition verifiant tven- 
tuellement le cas (ii). On remarquera qu’une telle partition B n’existe pas 
necessairement. Nous sommes maintenant en mesure de prouver le 
thtoreme 2. Chaque ensemble S1 est reunion, non necessairement disjointe 
de ses parties (S,),, lorsque p decrit l’ensemble des partitions de L. Pour 
chaque partition 9, nous allons examiner sa contribution (S,),, suivant 
les diverses valeurs de 1 E C x. 
Lorsque H9 = 0, l’ensemble (S,), est fini, car l’assertion (ii) du 
theoreme 1 implique l’inegalite 
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valable pour tout (m, n)~ (S,),, tel que m et n ne soient racines d’aucuns 
des polynbmes fj, 1 < j 6 k; d’ou il s’ensuit que Irnl et InI sont born&. De 
mime, si la partition 9 contient un singleton de la forme Li= {i} (resp. 
Lj = {I]), tout Clement (m, n) E (Sj,),Y satisfait l’equation 
fi(m)ccy=O (resp. h(n) ci; = 0). 
11 s’ensuit que les entiers m (resp. n) sont bien determines. On est done 
ramene a un nombre lini d’tquations en une variable de la forme U, = a 
(resp. U, = b). Le thtoreme de Skolem et Mahler montre alors que les 
ensembles (S,),p sont finis. Par le lemme 9 ci-dessus, il reste a envisager les 
cas 9 = a et B = B. 
(a) Le systeme d’equations (S,), s’ecrit 
f;(m) a7 = l.jJn) a;, l<j<k. 
Puisque k> 2, une au moins des frequences 01~ n’est pas une racine de 
I’unite. Le lemme 7 montre alors que (S,), est infini si et seulement si 
A= 1. Dans ce cas, (S, )Cp est form.6 de la diagonale de 2’ et dun ensemble 
fini. 
(b) Examinons maintenant le cas 9 = 2. Supposons d’abord que k 
soit impair. Apres avoir Cventuellement renumerote l’ensemble des frtquen- 
ces al, . . . . c(~, on peut supposer que la decomposition de IJ en produit de 
cycles disjoints s’ecrit: 
a=(1)(2,3)...(k-1,k). 
Le systeme d’equations (S,), s’bcrit alors: 
fi(m) a?= ifI ~7, (1) 
f2i(m)cc;li=~lf2r+,(n)~;i+1r f*i+ ,(m) 4?+ I = Af*itn) ‘Zi; 
1 < i 6 (k - 1)/2. (21, 
D’aprts la forme de H,, il est clair que c(, est une racine de l’unid. 11 
s’ensuit que 0~~ n’est pas une racine de l’unite pour j # 1. Pour i fix&, 1 G i < 
(k - 1)/2, les equations (2), ci-dessus forment un systeme du type considtre 
dans le lemme 8. Supposons que l’ensemble (S,), soit inlini. Le lemme 8 
montre alors qu’il existe un entier t, ntcessairement independant de i, et des 
racines de l’unite ci et ii, 1 < i < (k - 1)/2, telles que l’on ait les relations 
%P2i+ 1 - i i3 a;if2i(-X+f)=;lrif2i+l(X), (nti)2=i: t3) 
pour i = 1, . . . . (k - 1)/2. 11 en rtsulte tout d’abord que A. est une racine de 
l’unite. L’ensemble des solutions du systeme d’equations (2)i, 1 < i < 
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(k - 1)/2, est alors forme d’un ensemble tini et de l’ensemble des couples 
( -n + t, n), avec n vtritiant 
t; = i;, 1 < i < (k - 1)/2. 
Si ces conditions sont compatibles, on obtient ainsi un sow-groupe afline 
de dimension un, contenu dans la droite m + n = t. 11 reste a satisfaire 
l’equation (1). Celle ci posdde une infinite de solutions sur la droite 
m + n = t si et seulement si il existe une racine de l’unite 5 telle que 
fI(-Jf+~)=w,,(n &Y; E Lx:“. (4) 
En resu,mt, si (3) et (4) sont verifies, l’ensemble forme des couples 
(--n + t, n) avec n satisfaisant 
(a; = Lx:“, 5, = i:, 1 <i<(k- 1)/2, (5) 
est contenu dans (S,),, et cet ensemble est un sous-groupe affine de 
dimension un, s’il est non vide, c’est-a-dire si les conditions (5) sont 
compatibles. De plus il n’existe qu’un nombre tini d’elements de (S,), hors 
de cet ensemble. 
Lorsque k est pair, la description obtenue est analogue: il sutlit de 
supprimer les conditions relatives A l’equation (l), qui n’apparait pas dans 
ce cas. 
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