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ABSTRACT
Data analytics in the cloud has become an integral part of en-
terprise businesses. Big data analytics systems, however, still lack
the ability to take user performance goals and budgetary constraints
for a task, collectively referred to as task objectives, and automat-
ically configure an analytic job to achieve these objectives. This
paper presents a data analytics optimizer that can automatically de-
termine a cluster configuration with a suitable number of cores as
well as other system parameters that best meet the task objectives.
At a core of our work is a principled multi-objective optimization
(MOO) approach that computes a Pareto optimal set of job config-
urations to reveal tradeoffs between different user objectives, rec-
ommends a new job configuration that best explores such tradeoffs,
and employs novel optimizations to enable such recommendations
within a few seconds. We present efficient incremental algorithms
based on the notion of a Progressive Frontier for realizing our MOO
approach and implement them into a Spark-based prototype. De-
tailed experiments using benchmark workloads show that our MOO
techniques provide a 2-50x speedup over existing MOO methods,
while offering good coverage of the Pareto frontier. When com-
pared to Ottertune, a state-of-the-art performance tuning system,
our approach recommends configurations that yield 26%-49% re-
duction of running time of the TPCx-BB benchmark while adapting
to different application preferences on multiple objectives.
1. INTRODUCTION
As the volume of data generated by enterprises has continued to
grow, big data analytics has become commonplace for obtaining
business insights from this voluminous data. Today, such big data
analytics tasks often run on the enterprise’s private cloud or on ma-
chines leased by the enterprise in the public cloud. Despite its wide
adoption, current big data analytics systems remain best effort in
nature and typically lack the ability to take user objectives such as
performance goals or cost constraints into account.
Determining an optimal hardware and software configuration for
a big-data analytic task based on user-specified objectives is a com-
plex task and one that is largely performed manually. Consider an
enterprise user who wishes to run a mix of analytic tasks on their
private or the public cloud. First, the user needs to choose the server
hardware configuration from the set of available choices. Amazon’s
EC2 public cloud platforms currently offer over 190 hardware con-
figurations [1], while Microsoft Azure offers over 30 different hard-
ware configurations [3]. These configurations differ in the number
of cores, RAM size, and special hardware available. After deter-
mining the hardware configuration, the user also needs to deter-
mine the software configuration for the task by choosing various
runtime parameters. For the popular Spark runtime engine, for ex-
ample, these runtime parameters include parallelism (for reduce-
style transformations), number of executors, number cores per ex-
ecutor, memory per executor, Rdd compression (boolean), Memory
fraction (of heap space), to name a few.
The choice of a configuration is further complicated by the need
to optimize multiple, possibly conflicting, user objectives. Con-
sider the following real-world use cases at several large data analyt-
ics companies and cloud providers (anonymized for confidentiality)
that elaborate on these challenges and motivate our work:
Use Case 1 (Data-driven Business Users). A data-driven se-
curity company runs thousands of analytic tasks in the cloud ev-
ery day. The engineers managing these tasks have two objectives:
keep the latency low in order to quickly detect fraudulent behav-
iors and also reduce cloud costs that impose substantial operational
expenses on the company. For cloud analytics, task latency can
always be reduced further by allocating more hardware resources,
but this comes at the expense of higher cloud costs. Hence, the en-
gineers face the challenge of deciding the cluster configuration and
other runtime parameters that balance latency and cost.
Use Case 2 (Severless Databases). Cloud providers now of-
fer hosted databases in the form of serverless offerings (e.g., [2])
where the database is turned off during idle periods, dynamically
turned on when new queries arrive, and scaled up or down as the
load changes over time. A media company that uses this server-
less database to run a news site sees peak loads in the morning or
as news stories break, and a lighter load at other times. The news
application specifies the minimum and maximum number of com-
puting units (CUs) to service its workload across peak and off-peak
periods; it prefers to minimize cost when the load is light and ex-
pects the cloud provider to dynamically scale CUs for the morning
peak or breaking news. In this case, the cloud provider needs to bal-
ance between latency under different data rates and user cost, which
directly depends on the number of CUs used. To do so, the cloud
provider needs automated methods to choose appropriate configu-
rations under different workloads that address both objectives.
Overall, choosing a configuration that balances multiple conflict-
ing objectives is non-trivial. Studies have show that even expert
engineers are often unable to choose between two cluster options
for a single objective like latency [35], let alone choosing between
dozens of cluster options for multiple competing objectives.
In this paper, we introduce a multi-objective optimizer that can
automate the task of determining on optimal configuration for each
task based on multiple task objectives. Such an optimizer takes as
input an analytic task in the form of a dataflow program (which sub-
sumes SQL queries) and a set of objectives, and produces as output
a job configuration with a suitable number of cores as well as other
runtime system parameters that best meet the task objectives. At
the core of our work is a principled multi-objective optimization
(MOO) approach that takes multiple, possibly conflicting, objec-
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tives and computes a Pareto-optimal set of job configurations. A
final configuration is then chosen from this Pareto-optimal set.
We note several differences of our work from SQL optimization:
First, our work is complementary to SQL optimization for database
workloads. For a given query, SQL optimization chooses a query
plan, viewed as a dataflow program, that is then mapped to cluster
resources by choosing an appropriate number of cores and mem-
ory per core, and configured with many parameters of a distributed
engine such as Spark. Our optimizer addresses this later step of
optimization, yielding a cluster execution plan.
Second, MOO for SQL queries [16, 21, 41, 42] examines a fi-
nite set of query plans based on relational algebra, and selects the
Pareto optimal ones based on estimated cost of each plan. In con-
trast, our optimizer searches through a parameter space that mixes
numerical and categorial parameters, with potentially an infinite set
of possible configurations, and finds those that are Pareto optimal.
To suit the property of the parameter space, our optimizer employs
a numerical optimization approach to MOO.
Third, our MOO-based optimizer aims to support a broad set of
analytic tasks that are commonly mixed in data analytics pipelines,
including SQL queries, ETL tasks based on SQL with UDFs, and
machine learning tasks for deep analysis, all in the general paradigm
of dataflow programs. To do so, our optimizer leverages recent
machine learning based modeling approaches [43, 50] that can au-
tomatically learn a predictive model for each objective using the
runtime behavior of a user task (i.e., runtime metrics), without nec-
essarily requiring the use of query plans. In particular, we view our
MOO work as a synergy with recent work on workload modeling.
Such a synergy is reminiscent of the past work on SQL optimiza-
tion: our MOO framework is analogous to the Dynamic Program-
ming based optimization framework, although it has been extended
to the multi-objective settings due to the needs of today’s cloud an-
alytics, while recent modeling work is analogous to cost modeling
of SQL query plans but extended to automated learning of such
cost models from runtime observations. As we show, working with
learned models brings new challenges for optimization.
More specifically, our design of a multi-objective optimizer ad-
dresses the following technical challenges:
1. Infinite Parameter Space: There are potentially infinite config-
urations in our parameter space, but only a small fraction of them
belong to the Pareto set—most configurations are dominated by
some Pareto optimal configuration for all objectives. Hence, we
must address the challenge of efficiently searching through an infi-
nite parameter space to find these Pareto optimal configurations.
2. Coverage of the Pareto Frontier: The Pareto set over the multi-
objective space is also called the Pareto frontier. Since we aim to
use the Pareto frontier to recommend a new configuration that best
explores tradeoffs between different objectives, the frontier should
provide good coverage of the overall objective space and have a
fine resolution for the regions when the tradeoffs are significant. As
we show later, classical MOO algorithms [30] often fail to provide
sufficient coverage of the Pareto frontier.
3. Efficiency: Since our optimizer uses learned models of user
objectives, it has to handle the high complexity of such models
(e.g., using Deep Neural Networks) and frequent updates of these
models as new training data becomes available. Before running
a user task, the learned models may have changed and the opti-
mizer may have to recompute the Pareto frontier in order to make
recommendations. Therefore, the speed of computing the Pareto
frontier, e.g., within a few seconds, is crucial for adapting to bursty
data loads quickly (in the serverless database case) or reducing the
delay of starting a recurrent workload at a scheduled time. Most
existing MOO algorithms, including Weighted Sum [30], Normal
Constraints [30], and Evolutional Methods [13], are not designed
to meet such stringent performance requirements.
By addressing the above challenges, our paper makes the follow-
ing contributions:
(1) We address the infinite search space issue by presenting a
new approach for incrementally transforming a MOO problem to
a set of constrained optimization (CO) problems, where each CO
problem can be solved individually to return a Pareto optimal point.
(2) We then address the coverage and efficiency challenges by
designing Progressive Frontier (PF) algorithms to realize our ap-
proach. (i) Our first PF algorithm is designed to be incremen-
tal, i.e., gradually expanding the Pareto frontier as more comput-
ing time is invested, and uncertainty-aware, i.e., returning more
points in regions of the frontier that lack sufficient information.
(ii) We also develop an approximate PF algorithm that given com-
plex learned models, solves each CO problem efficiently based on
these models. (iii) We finally devise a parallel, approximate PF
algorithm to further improve efficiency.
(3) We implement our algorithms into a Spark-based prototype.
Evaluation results using benchmarks for batch and streaming work-
loads show that our approach produces a Pareto frontier in less than
2.5 seconds (2-50X faster that other MOO methods [30, 13]), pro-
vides greater coverage over the frontier, and enables exploration of
tradeoffs such as cost-latency or latency-throughput. When com-
pared to Ottertune [43], a state-of-the-art performance tuning sys-
tem, our approach recommends configurations that yield 26%-49%
reduction of total running time of the TPCx-BB benchmark [40]
while adapting to different application preferences on multiple ob-
jectives and being able to accommodate a broader set of models.
As database research continues to deliver new results on learned
models [11, 28, 26, 43, 50], the generality of our optimizer allows
it to achieve even better results once the new learned models are
made available.
2. BACKGROUND AND MOTIVATION
In this section, we discuss requirements and constraints from
real-world use cases that motivate our system design.
2.1 Requirements and Design Choices
Our work targets a broad set of analytic tasks such as SQL queries
with user-defined functions (UDFs), ETLs tasks based on SQL, and
machine learning-based analytics. We model these analytic tasks
as dataflow programs that are designed to run on big data systems
such as Spark [46, 47] and Flink [12]. We assume that each task has
user- or provider-specified objectives, referred to as task objectives,
that need to be optimized during execution. Common objectives in-
clude latency, throughput, and resource (i.e., cloud) costs. A task
can specify multiple objectives and it is possible for these objec-
tives to conflict. To execute the task, the system needs to determine
a cluster execution plan with system parameters instantiated. As
stated before, these parameters control the degree of parallelism
(the number of cores or executors), memory allocated to each ex-
ecutor or data buffer, granularity of scheduling, compression op-
tions, shuffling strategies, etc. An executing task using this plan
is referred to as a job and the system parameters are collectively
referred as the job configuration.
The overall goal of our multi-objective optimizer is: given a user
data flow program and a set of objectives, compute a job configu-
ration that optimizes these objectives and adapt the configuration
quickly if either the task load or task objectives change.
In particular, our work is designed to address the following re-
quirements of real-world analytics tasks.
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1. Recurring workloads. It is common for analytic environments
to see repeated jobs in the form of daily or hourly batch jobs. In
some cases, recurring jobs have dependencies that trigger other jobs
upon completion, yielding a pipeline of repeating jobs. Sometimes
stream jobs can be repeated as well: under the lambda architec-
ture, the batch layer runs to provide perfectly accurate analytical
results, while the speed layer offers fast approximate analysis over
live streams; the results of these two layers are combined to serve
a model. As old data is periodically rolled into the batch job, the
streaming job is restarted over new data with a clean state. Our
optimizer is designed to be invoked prior to each execution of a re-
curring job with the goal of choosing a configuration that improves
performance towards target objectives.
2. Serverless database workloads. As noted in Section 1, server-
less databases (DBs) are becoming common in cloud environments.
Each invocation of a serveless DB by the cloud platform requires
a configuration that satisfies multiple objectives—to provide low
query latency to end-users while using the least cost cloud configu-
ration for the expected load. Furthermore, auto scaling features of
serverless DBs imply that new configurations need to be computed
quickly to react to load changes. Our optimizer is designed to
support serverless DBs by quickly (re)computing a configuration
at each invocation or auto-scaling to a larger cluster instance.
In both of the above scenarios, configurations need to be rec-
ommended under stringent time requirements, e.g., within a few
seconds, in order to minimize the delay of starting a recurring job,
or invoking or scaling a serverless DB. Such time constraints dis-
tinguish our MOO work for the use by a cloud optimizer from the
theoretical work on MOO [30, 13] in the optimization community.
3. Mixed workloads. Besides SQL queries, cloud analytics today
often involve large ETL jobs for data cleaning, transformation, and
integration, as well as machine learning tasks for deep analysis.
Even SQL queries make extensive use of user-defined functions,
as reported lately [35]. In order to support such diverse analytic
workloads, our work leverages recent machine learning based mod-
eling approaches [43, 50] that can automatically learn a predictive
model for each task objective based on runtime observations col-
lected from job execution. The implication on our design is that
the optimizer takes as input predictive models for target objectives,
where each model is learned to predict the value of a target objec-
tive based on the configuration of all system parameters. Designing
a MOO solution over learned models that are highly complex, e.g.,
using Deep Neural Networks (DNNs), and updated frequently, is
challenging given our coverage and efficiency requirements.
2.2 Relation to Prior Work
We next describe the relation of our MOO work to the most rel-
evant prior work.
Single-objective performance tuning. Recent systems such as
OtterTune [43] and CDBTune [50] address performance tuning of
SQL queries for objectives such as minimizing latency. They de-
termine how to set the parameters of a RDBMS by modeling the
objective as a function of the parameters and then iteratively ex-
ploring new configurations to update the model and move the ob-
served performance toward the optimum of the objective. These
systems differ from our work in two main aspects:
1) Single objective optimization. Both OtterTune and CDBTune
are inherently designed for optimizing a single, fixed objective,
while we seek to optimize multiple objectives. OtterTune can con-
sider only one objective (e.g., latency) for optimization [43]. CDB-
Tune considers both latency and throughput but uses a fixed, weighted
approach to compose a single objective from them, e.g., using weights
[50]. As we will show, using a weighted approach to reduce a MOO
problem to a fixed, single objective (SO) optimization problem en-
tails significant loss of information regarding tradeoffs between dif-
ferent objectives and yields suboptimal solutions.
2) Integrated modeling and optimization: OtterTune and CDB-
Tune integrate modeling and optimization steps into a single, long
tuning session for each query workload. Such a session couples
modeling and optimization via iterative exploration of new config-
urations and takes 15-45 min to run [37,43]. In contrast, our target
applications impose stringent time constraints and require new con-
figurations to be computed in seconds rather than tens of minutes.
To meet these stringent time constraints, we argue for decoupling
modeling and optimization into two separate steps. We assume that
the time-consuming modeling step is performed asynchronously
in the background whenever new training data becomes available.
The MOO step runs separately on-demand and uses the most re-
cent models to compute a new configuration with the delay of a
few seconds. Such decoupling allows fast computation of new con-
figurations with latencies that are not possible in approaches that
integrate the two steps. The effectiveness of such decoupling was
recently shown in a preliminary demo of our system [48].
The implications of this change are two-fold: (i) It enables the
MOO to be general and not tied a specific modeling approach or
tool. This frees the modeling engine to use any appropriate mod-
eling tool, and any future improvements in modeling automatically
improve the efficacy of the MOO as well. Integrated approaches do
not allow this flexibility—OtterTune’s optimization method is tied
to the Gaussian Process (GP) modeling, while CDBTune’s opti-
mization method is tied to its Reinforcement Learning (RL) model.
As we shall show in this paper, our optimization solution works
as long as the learned models can be represented as a regression
function on system parameters, e.g., using a GP or a DNN. (ii) The
modeling engine can train a new model in the background as new
training data becomes available. When the MOO solution needs
to be run for a given task, the model for this task may have been
updated, and hence the speed to compute a Pareto frontier based on
the new model is a key performance goal.
Learning-based modeling. Our MOO is designed to work with
any applicable modeling approach that can produce predictive mod-
els for task objectives. Since our focus is on MOO rather than mod-
eling, we leverage recent work on automatic model learning [11,
43, 50] for our MOO. Such modeling work makes two assump-
tions: (1) A model for each objective can be learned from runtime
observations, e.g., latency as the response to different configura-
tions of system parameters. (2) Models for different objectives can
be built as regression functions over the full set of system param-
eters. Today’s analytics engines have large numbers (10s or 100s)
of parameters, as reported for DBMSs [43, 50] and as we observed
for the Spark engine. These parameters may contribute differently
to the objectives, which are captured by different weights in the
learned models. Further, for a specific objective unimportant pa-
rameters can be filtered via feature selection [43].
Among modeling work, OtterTune [43] best matches the needs
of our modeling engine: it can automatically learn a model for each
objective as a regression function on system parameters. It is bet-
ter than previous work that employs hand-crafted models [35, 44],
hence hard to generalize. It is also better than iTuned [11], which
uses GP models to search for optimal configurations, but fails to
train models using data from the history and hence offers inferior
performance. Finally, CDBTune [50] employs a RL approach and
hence is subject to the limitation that the reward of choosing a con-
figuration is a scalable value. To cope with it, CDBTune uses fixed
weights to combine latency and throughput into a single objective
in order to build the reward function. As such, it cannot return a
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Figure 1: Overview of a dataflow optimizer.
regression function for each objective as required for our MOO.
Therefore, our current prototype uses OtterTune as the default
approach for the modeling engine while still supporting other mod-
eling solutions, i.e., DNNs. Our experiments demonstrate the ben-
efits of our MOO solution over the optimization solution of Otter-
Tune when both systems use the same set of learned models.
2.3 System Design
Figure 1 shows the design of our dataflow optimizer based on the
above requirements. It takes as input a set of objectives for a task,
denoted by (F1, . . . , Fk), and optionally value constraints on these
objectives, [FLi , F
U
i ]. It also takes a set of task-specific predictive
models, (Ψ1, . . . ,Ψk), one for each objective, and computes a job
configuration that optimizes these objectives.
When a job runs for the first time, no predictive models will be
available for the job. The job is assumed to run with a default
configuration x1. Our optimizer assumes that a separate model-
ing engine will collect traces during the job execution and then use
these traces to design task-specific models. Two types of traces
are assumed to be collected: (i) system-level metrics, e.g., from
the Spark engine, such as records read and written, bytes spilled
to disk, and fetch wait time, and (ii) observed values of task ob-
jectives such as latency and compute cost. The modeling engine
is assumed to use these traces to compute task-specific regression
models (Ψ1, . . . ,Ψk), one for each user objective. Our optimizer
is designed to work with any modeling approach that can provide
such models—our current implementation uses models learned by
OtterTune [43] as well as our own custom DNN implementations.
Regardless of the approach used, the model training is done offline
and separately from the MOO path.
Given the task-specific predictive models, the multi objective op-
timization (MOO) module searches through the space of configu-
rations and computes a set of Pareto-optimal configurations for the
job. Based on insights revealed in the Pareto frontier, the optimizer
chooses a new configuration, x2, that meets all user constraints and
best explores the tradeoffs among different objectives. Future invo-
cations of the task run with this new configuration.
If the user decides to adjust the constraints on the objective (e.g.,
specifying new bounds [FLi , F
U
i ] to increase the throughput re-
quirement in order to adapt to higher data rates), the MOO can
quickly return a new configuration from the computed Pareto fron-
tier. As the modeling engine continues to collect additional sam-
ples from recurring executions of this task as well as others, it may
periodically update the task’s predictive models. Upon the next ex-
ecution of the task, if updated models become available, the Pareto
frontier will be recomputed by re-running the MOO and a new con-
figuration will be chosen.
3. PROGRESSIVE FRONTIER APPROACH
In this section, we present a new Progressive Frontier framework
for solving a multi-objective optimization problem, and then use
this concept to design fast algorithms in the next section.
3.1 Problem Statement
We begin with a mathematical definition of the multi-objective
optimization problem for a given user task.
Problem 3.1. Multi-Objective Optimization (MOO).
arg min
x
f(x) =
 F1(x) = Ψ1(x)...
Fk(x) = Ψk(x)
 (1)
s.t.
x ∈ Σ ⊆ Rd
FLi ≤ Fi(x) ≤ FUi , i = 1, ..., k
where x is the job configuration with d parameters, Σ ⊆ Rd de-
notes all possible job configurations. Further, Fi(x) generally de-
notes one of the k objective functions, while Ψi(x) refers partic-
ularly to the predictive model learned for this objective. If a task
objective favors larger values, we add the minus sign to the objec-
tive function to transform it to a minimization problem. Optionally,
there can be a number of inequality constraints on the parameter
vector, x. Note that our problem involves the the d-dimensional
parameter space, Σ, and the k-dimensional objective space, Φ,
where each dimension corresponds to an objective.
In general, multi-objective optimization (MOO) leads to a set of
solutions rather than a single optimal solution. Hence, the notion
of optimality in MOO settings is based on the following concepts:
Definition 3.1. Pareto Domination: In the objective space Φ, a
point f ′ Pareto-dominates another point f ′′ iff ∀i ∈ [1, k], f ′i ≤
f ′′i and ∃j ∈ [1, k], f ′j < f ′′j .
Definition 3.2. Pareto Optimal: In the objective space Φ, a point
f∗ is Pareto optimal iff there does not exist another point f ′ that
Pareto-dominates it.
Definition 3.3. Pareto Set (Frontier): For a given job, the Pareto
set (frontier) F includes all the Pareto optimal points in the objec-
tive space Φ, and is the solution to the MOO problem.
The MOO problem is characterized by a mapping (Ψ1, · · ·Ψk)
from the numerical parameter space, Σ, to the numerical objective
space, Φ. Through this mapping, we want to find those configura-
tions in the parameter space Σ that lead to Pareto-optimal points in
the objective space Φ.
Besides the above definition, we impose performance require-
ments to suit the needs of a multi-objective optimizer for cloud
analytics. As noted in Section 1, the Pareto frontier needs to be
computed with good coverage in order to enable recommendations
of best configurations, and high efficiency to respond to the need
of starting a new database instance or adapt to bursty data loads
quickly in the serverless database case, or to reduce the delay of
starting a recurrent workload at a scheduled time.
3.2 Existing Numerical MOO Methods
Weighted Sum (WS) [30]: The WS method [30] transforms the
MOO problem into a single-objective optimization problem by dis-
tributing the weights (preferences) among different objectives. The
WS method tries a number of weight distributions and for each
computes the optimal solution. It returns the collection of solutions
as the Pareto set. A major issue with WS is the poor coverage
of the Pareto frontier [8, 31], which is undesirable if one wants to
understand tradeoffs across the entire Pareto frontier.
Normalized Constraints (NC) [30]: To address the coverage is-
sue, the NC method [32] provides a set of evenly spaced Pareto op-
timal points on the frontier F . It divides the objective space into an
evenly distributed grid and probes the grid points to have even cov-
erage of the objective space. However, NC suffers from efficiency
issues. First, it uses a pre-determined parameter, Np, to specify
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how many Pareto points to explore, which can grow exponentially
with with the dimensionality of Φ. This parameter can impose high
computational cost (if set too high) or produce inaccurate Pareto
frontiers (if set too low). Second, NC is not an incremental algo-
rithm: if the Pareto frontier built form k probes does not provide
sufficient information about the tradeoffs, then the next run with
k′(> k) of probes will start the computation from scratch.
Evolutionary Methods (Evo) [13] are randomized methods to ap-
proximately compute the frontier set. As evolutionary methods are
used to build an optimizer in our setting, they suffer from two is-
sues: First, it is not an incremental algorithm. Like the NC method,
if the Pareto frontier built from k probes does not provide sufficient
information about the tradeoffs, then the next run with k′(> k)
probes will start from scratch. Since the optimizer does not know
the sufficient number of probes in advance, it needs to start from a
smaller value and try larger values if more information is needed.
Hence, evolutionary methods will suffer from the efficiency issue
by not being able to reuse the previous result. Second, a more se-
vere problem is inconsistency: The Pareto frontier built from k′
probes can be inconsistent with that built from k probes, as our
experimental results show. This causes a major problem in recom-
mending configurations: if the optimizer uses the Pareto frontier
from k probes to make a recommendation due to stringent time
requirements, it can be invalidated completely later as the Pareto
frontier is recomputed to include more points.
3.3 Overview of Our Approach
To meet the aforementioned performance requirements, we in-
troduce a new approach, called Progressive Frontier. It incre-
mentally transforms the MOO problem into a series of constrained
single-objective optimization problems, which can be solved indi-
vidually. In this section, we formally describe our approach and
show its correctness.
We first show how to generate a single Pareto optimal point by
solving a constrained optimization (CO) problem derived from the
MOO; later on, we use this building block to incrementally gener-
ate a series of CO problems to compute a number of Pareto-optimal
points on the Pareto frontier. Our approach overcomes limitations
of traditional CO by automatically choosing the constraint thresh-
old and incrementally improving the solution set.
Problem 3.2. Constrained Optimization (CO). Given the MOO
defined in Formula 1, its constrained optimization is a single objec-
tive optimization problem P (i)C defined as:
xC = arg min
x
Fi(x),
subject to CLj ≤ Fj(x) ≤ CUj , j ∈ [1, k]
(2)
where Cj is constraint on the j-th objective, C = {[CLj , CUj ] | j ∈
[1, k]} is the set of constraints on all the objectives.
Proposition 3.1. The solution to the above CO problem is Pareto
optimal within the hyperrectangle formed by the constraints, C =
{[CLj , CUj ], j ∈ [1, k]}.
The result is easy to prove—within the hyperrectangle, we have
minimized the objective i and hence, no other points can dominate
this solution in the same hyperrectangle.
We next explain how exactly we construct the CO problem given
k objectives. To present our solution, we repeat some definitions
used in the NC method [32] below.
Definition 3.4. Reference Point: ri is a special Pareto optimal
point if it achieves the minimum for objective Fi.
F1
F
2
𝒇𝐍
𝒇𝐔
𝒇𝑴 𝑵𝟏
𝑵𝟐
𝑼𝟐
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(a) Middle point probe.
F1
F
2
𝒇𝐍
𝒇𝐔
𝒇𝟏
f2
𝒇𝟑
(b) multiple Pareto points.
Figure 2: Uncertain space in 2-dimension. fU and fN are the Utopia
and Nadir points, respectively. In (a), fM is the solution to the middle
point probe. In (b), (f1, f2, f3) represent the solutions of a series of
middle point probes.
Definition 3.5. Utopia and Nadir Points: r1, . . . , rk ∈ Φ are
k reference points. A point fU ∈ Φ is a Utopia point iff for each
i = 1, 2, ..., k, fUi = min
k
l=1{rli}. A point fN ∈ Φ is a Nadir
point iff for each i = 1, 2, ..., k, fNi = max
k
l=1{rli}.
The Utopia point and Nadir point indeed are the two extreme
points that form a hyperrectangle in the objective space. Every
point in this hyperrectangle Pareto dominates the Nadir point and
is dominated by the Utopia point. The Pareto frontier can be of
arbitrary shape within this hyperrectangle.
Proposition 3.2. For the hyperrectangle enclosed by the Utopia
and Nadir points, no Pareto optimal points outside the hyperrect-
angle (if they exist) can dominate any point within it. Further, in
the 2-dimensional case, for any hyperrectangle enclosed by a pair
of known Pareto optimal points, the same conclusion holds.
Due to space constraints, we refer the reader to our technical re-
port [38] for the proof of this and other propositions.
Next we describe a method to find one Pareto point in the space
enclosed by the Utopia point and the Nadir Point.
Definition 3.6. Middle Point Probe: Given a hyperrectangle formed
by fU = (fU1 , . . . , fUi , . . . , f
U
k ) and f
N = (fN1 , . . . , fNi , . . . , f
N
k ),
the middle point fM bounded by fU and fN is defined as the so-
lution to constrained optimization of:
xC = arg min
x
Fi(x),
subject to fUj ≤ Fj(x) ≤
(fUj + f
N
j )
2
, j ∈ [1, k].
(3)
As before, we use CM to denote the constraints in Eq. 3. In theory,
we can choose any i to be the objective of the middle point probe.
Proposition 3.3. If we can not find the middle point fM , then
there are no Pareto optimal points within the hyperrectangle en-
closed by the constraints CM . In the presence of fM , by Propo-
sition 3.1 and Proposition 3.2, fM is a Pareto optimal point in the
2D case, and it is a candidate point regarding Pareto optimality,
subject to further filtering, in high-dimensional cases.
The detailed proof is given in our technical report [38]. Note that
in high-dimensional cases, our result is similar to classical MOO
algorithms like NC [30] in that the algorithm can return only likely
candidates for further pruning due to the complexity of dividing
high-dimensional space.
To quantify the effect of finding fM on the objective space, we
introduce the following notion:
Definition 3.7. Uncertain Space: Given a hyperrectangle formed
by the Utopia Point fU and Nadir Point fN in the objective space,
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the uncertain space is defined as the space within this hyperrectan-
gle that encloses all possible shapes of the Pareto frontier that are
consistent with the current set of Pareto optimal points available.
Intuitively, one can interpret the uncertain space as subregions of
the objective space where a Pareto point may exist anywhere within
it. In the presence of fM , the sub-hyperrectangle enclosed by fM
and fU contains only the points that dominate fM , as depicted
by the blue rectangle in Figure 2(a). Due to the Pareto optimal-
ity of fM , we are certain that no Pareto points exist there. Simi-
larly the sub-hyperrectangle enclosed by fM and fN , depicted by
the red rectangle in Figure 2(a), contains only points dominated by
fM ; hence no Pareto points can exist there. Hence by finding fM ,
we can reduce the uncertain space from the original hyperrectangle
(enclosed by fU and fN ) by discarding these two colored sub-
hyperrectangles. This notion can be extended to hyperrectangles
naturally. In a k-dimensional hyperrectangle, each Pareto point can
divide the hyperrectangle into 2k sub-hyperrectangles, and those
that are Pareto-dominated by fM can be discarded.
Then we have the following result on the effect of finding fM .
Proposition 3.4. In case that the middle point probe returns no
points, we can claim that no Pareto optimal points reside within the
sub-hyperrectangle enclosed by its constraints, CM , hence reduc-
ing the uncertain space. Otherwise, it guarantees to reduce the un-
certain space of the current hyperrectangle by discarding the dom-
inated sub-hyperrectangles.
A Series of Constrained Optimization Problems. Having ex-
plained that a middle point probe defines a CO problem, potentially
leading to one Pareto optimal point, we next extend our solution to
translate a MOO problem to a series of CO problems in order to
cover all (or most) of the Pareto set.
The middle point probe method described above offers not only
a way to find a single Pareto point, but also a potential iterative
method to find more Pareto points. The middle point fM divides
the rectangle into 2k sub-hyperrectangles, formed by k hyperplanes
that go through fM and are parallel to the each dimension. If we
abuse the notation, for each of the sub-hyperrectangles, it is indeed
enclosed by its own Utopia point and Nadir point, which can be cal-
culated from fU , fN , and fM . As seen in Figure 2(a), after find-
ing the middle point fM , one can form two sub-hyperrectangles,
enclosed by (U1, N1) and (U2, N2), respectively. Based on this
observation, we can derive an iterative method to find more Pareto
points by recursively invoking the middle point probe for each sub-
hyperrectangle formed.
Iterative Middle Point Probes. Given the initial Utopia and Nadir
points, fU and fN , in k-dimensional objective space, the first
middle point probe returns one Pareto point, fM , that divides the
hyperrectangle enclosed by (fU , fN ) into 2k sub-hyperrectangles.
The sub-hyperrectangles dominated by fM can be safely discarded,
while others are added to a queue, each of which has its own local
Utopia and Nadir points, (U i, N i), representing the unexplored
space with no knowledge if Pareto points exist. For each unex-
plored sub-hyperrectangle, we remove it from the queue and con-
tinue to apply the middle point probe: if the probe returns a new
Pareto point, we generate new sub-hyperrectangles and add them
to the queue for exploration later. This process continues until the
queue is empty or the maximum number of iterations is reached.
In Figure 2(b), we illustrate the uncertain space given a set of
Pareto optimal points in the 2D case. Each of the Pareto points
can divide the rectangle enclosed by (fU , fN ) into four parts, and
the union of the colored regions is where no Pareto optimal points
exist. The complement of this union, the unfilled regions, is the
uncertain space. In a k-dimensional hyperrectangle, again, if we
take union of all those nonviable regions for Pareto optimality, its
complement forms the uncertain space.
Following the previous propositions, we have the following re-
sult on our returned solution set.
Proposition 3.5. If we start the Iterative Middle Point Probes pro-
cedure from the initial Utopia and Nadir points, and let it terminate
until the uncertainty space becomes empty, then in the 2D case, our
procedure guarantees to find all the Pareto points if they are finite.
In high-dimensional cases, it guarantees to find a subset of Pareto
optimal points.
Filtering of Candidate Points. As explained previously, in general
it is not guaranteed that the CO solutions returned are Pareto opti-
mal in high-dimensional cases. Therefore, we can add a filter at the
end of our Progressive Frontier approach to remove the solutions
that are not Pareto optimal. This is similar to the NC method [32].
4. PF ALGORITHMS
In this section, we present algorithms that implement the Pro-
gressive Frontier (PF) approach. We note that most MOO algo-
rithms suffer from exponential complexity with respect to the num-
ber of the objectives, k. This is because the number of non-dominated
points tends to grow very quickly with k and the time complexity of
computing the volume of dominated space grows super-polynomially
with k [13]. For this reason, the MOO literature refers to op-
timization with up to 3 objectives as multi-objective optimiza-
tion, whereas optimization with more than 3 objectives is called
many-objective optimization and handled using different methods
such as preference modeling [13] or fairness among different ob-
jectives [39].
Since our goal is to develop a practical solution for a cloud op-
timizer, most of our use cases fall in the scope of multi-objective
optimization. However, a unique requirement in our problem set-
ting is to compute the Pareto frontier in a few seconds, which hasn’t
been considered previously [13]. To achieve our performance goal,
we present several techniques, including uncertainty-aware incre-
mental computation, fast approximation, and parallel computation.
4.1 A Deterministic Sequential Algorithm
We first present a deterministic, sequential algorithm that imple-
ments the Progressive Frontier (PF) approach, referred to as PF-S.
This algorithm has two key features:
First, it is incremental, in the sense that it first constructs a Pareto
frontier F˜ by using a small number of points and expands F˜ with
more points as more time is invested. This feature is crucial because
finding one Pareto point is already expensive due to being a mixed-
integer nonlinear programming problem [5, 17]. Hence, one cannot
expect the optimizer to find all Pareto points at once. Instead, it
produces n1 points first (e.g., those that can be computed within
the first second), and then expands the frontier with additional n2
points, afterwards n3 points, and so on.
Second, this algorithm is uncertainty-aware, returning more points
in the regions of the Pareto frontier that lack sufficient information.
If the Pareto frontier includes a large number of points, under a time
constraint we can return only a subset of them as approximation.
In this case, we would like to generate the next set of CO problems
such that the points returned bring more valuable information.
To do so, we want to augment the Iterative Middle Point Probe
method (§3.3) by further controlling how to choose the best sub-
hyperrectangle to explore next, among those that have not been
explored. We do so by defining a measure, the volume of uncer-
tain space, to capture how much the current frontier F˜ may deviate
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Algorithm 1 Progressive Frontier-Sequential (PF-S)
Require: k lower bounds(LOWER): lowerj ,
k upper bounds(UPPER): upperj ,
number of points: M
1: PQ← φ {PQ is a priority queue sorted by hyperrectangle volume}
2: plani ← optimizei(LOWER,UPPER) {Single Objective Opti-
mizer takes LOWER and UPPER as constraints and optimizes on ith
objective}
3: Utopia,Nadir ← computeBounds(plan1, . . . , plank)
4: volume← computeVolume(Utopia,Nadir)
5: seg ← (Utopia,Nadir, volume)
6: PQ.put(seg)
7: count← k
8: repeat
9: seg ← PQ.pop()
10: Utopia← seg.Utopia
11: Nadir ← seg.Nadir
12: Middle← (Utopia+Nadir)/2
13: Middlei ← optimizei(Utopia,Middle) {Constraint Opti-
mization on i-th objective}
14: {plan} ←Middlei
15: count+ = 1
16: {rectangle} = generateSubRectangles(Utopia,Middle,Nadir)
{return 2k − 1 rectangles, represented by each own Utopia and
Nadir}
17: for each rectangle in {rectangle} do
18: Utopia← rectangle.Utopia
19: Nadir ← rectangle.Nadir
20: volume← computeVolume(Utopia,Nadir)
21: seg ← (Utopia,Nadir, volume)
22: PQ.put(seg)
23: end for
24: until count > M
25: output ← filter({plan}){remove plan dominated by another plan
in the same set}
from the true yet unknown frontier F . (Note that both F˜ and F
may include an infinite set of points.) The volume of uncertain
space can be calculated from a related set of sub-hyperrectanges,
which allows us to rank the sub-hyperrectangles that have not been
explored. Among those, the sub-hyperrectangle with the largest
volume of uncertain space will be chosen to explore next.
Now we are ready to present the complete sequential algorithm.
It is an incremental method trying to reduce the uncertain space as
fast as possible. Below we give a brief description of it, while the
details are shown in Algorithm 1.
Init: Find the reference points by solving k single objective op-
timization problems. Form the initial Utopia and Nadir (U0 and
N0) points, and construct the first hyperrectangle. Prepare a prior-
ity queue in decreasing order of hyperrectangle volume, initialized
with the first hyperrectangle.
Iterate: Pop a hyperrectangle from the priority queue. Apply
the middle point probe to find a Pareto point, fM , in the current
hyperrectangle, which is formed by U i and N i and with largest
volume among all the existing hyperrectangles. Divide the current
hyperrectangle into 2k sub-hyperrectangles, discard those that are
dominated by fM , and calculate the volume of the others. Put
them in to the priority queue.
Terminate: when the desired number of solutions is reached.
Filter: Check the result set, and remove any point dominated by
another one in the result set.
4.2 Multi-Objective Gradient Descent
We next consider an important subroutine, optimize(), that solves
each constrained optimization problem (line 13 of Algorithm 1).
Recall that our objective functions are given by learned models,
Ψi(x), i = 1 . . . k, where each model is likely to be non-linear and
some variables among x can be integers. Even when restricted to a
single objective, this problem reduces to a mixed-integer nonlinear
programming (MINLP) and is NP-hard [5, 17]. There is not one
general MINLP solver that will work effectively for every nonlin-
ear programming problem [33]. For example, many of the MINLP
solvers [34] fail to run because they assume certain properties of the
objective function F , e.g., twice continuously differentiable (Bon-
min [4]) or factorable into the sumproduct of univariate functions
(Couenne [6]), which do not suit our learned models represented
such as Deep Neural Networks (DNNs). The most general MINLP
solver, Knitro [22], runs for our learned models but very slowly,
e.g., 42 minutes for solving a single-objective optimization prob-
lem when the learned model is a DNN, or 17 minutes when the
model is a Gaussian Process (GP). Such a solution is too slow for
us to use even for single-objective optimization, let alone the ex-
tension to multiple objectives.
In this work, we propose a novel solver that employs a cus-
tomized gradient descent approach to approximately solve our con-
strained optimization (CO) problems involving multiple objective
functions. This CO problem is illustrated in Figure 3(a).
In the first step, we transform variables to prepare for optimiza-
tion by following the common practice in machine learning: Let x
be the original set of parameters, which can be categorical, integer,
or continuous variables. If a variable is categorical , we use one-
hot encoding to create dummy variables. For example, if xd takes
values {a, b, c}, we create three boolean variables, xad , xbd, and xcd,
among which only one takes the value ‘1’. Afterwards all the vari-
ables are normalized to the range [0, 1], and boolean variables and
(normalized) integer variables are relaxed to continuous variables
in [0, 1]. As such, the CO problem deals only with continuous vari-
ables in [0,1], which we denote as x = x1, . . . , xD ∈ [0, 1]. After
a solution is returned for the CO problem, we set the value for a
categorical attribute based on the dummy variable with the highest
value, and round the solution returned for a normalized integer vari-
able to its closest integer. Our work also employs an optimization
to support categorical variables using parallel processing, which we
defer to the next subsection.
Next, we focus on the CO problem. Our design of a Multi-
Objective Gradient Descent (MOGD) solver uses carefully-crafted
loss functions to guide gradient descent to find the minimum of a
target objective while satisfying a variety of constraints, where both
the target objective and constraints can be specified over complex
models, e.g., using DNNs, GPs, or other regression functions.
1. Single objective optimization. As a base case, we consider
single-objective optimization, minimize F1(x) = Ψ1(x). For opti-
mization, we set the loss function simply as, L(x) = F1(x). Then
starting from an initial configuration, x0, gradient descent (GD)
will iteratively adjust the configuration to a sequence x1, . . . ,xn
in order to minimize the loss, until it converges to a local minimum
or reaches a maximum of steps. To increase the chance of hitting
a global minimum, we use a multi-start method to try gradient de-
scent from multiple initial points, and finally choose x∗ that gives
the smallest value among these trials. Finally, to cope with the con-
straint on each variable, 0 ≤ xd ≤ 1, we restrict the GD process
such that when it tries to walk across the boundary of xd, we simply
set xd to the boundary value. In future iterations, GD may not be
able to reduce the loss by pushing xd outside the boundaries, but it
can still adjust other variables until reaching the stopping criteria.
2. Constrained optimization. Next we consider a constrained op-
timization (CO) problem, as shown in Figure 3(a). Without loss of
generality, we treat F1 as the target objective and Fj ∈ [FLj , FUj ],
j = 1, . . . , k as constraints. Recall that these constraints [FLj , F
U
j ]
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current hyperrectangle, which is formed by U i and N i and
with largest volume among all the existing hyperrectangles.
Divide the current hyperrectangle into 2k sub-hyperrectangles,
discard two of them, and calculate the volume of the others.
Put them in to the priority queue.
Terminate: when the desired number of probes is reached.
Filter: Check the result set, and remove any point dom-
inated by another one in the result set.
Algorithm 1 Progressive Frontier-Sequential (PF-S)
Require: k lower bounds(LOWER): lowerj ,
k upper bounds(UPPER): upperj ,
number of points: M
1: PQ    {PQ is a priority queue sorted by hyperrectangle
volume}
2: plani  optimizei(LOWER,UPPER) {Single Objective
Optimizer takes LOWER and UPPER as constraints and op-
timizes on ith objective}
3: Utopia,Nadir  computeBounds(plan1, . . . , plank)
4: volume computeVolume(Utopia,Nadir)
5: seg  (Utopia,Nadir, volume)
6: PQ.put(seg)
7: count k
8: repeat
9: seg  PQ.pop()
10: Utopia seg.Utopia
11: Nadir  seg.Nadir
12: Middle (Utopia+Nadir)/2
13: Middlei  optimizei(Utopia,Middle) {Constraint Opti-
mization on i-th objective}
14: {plan} Middlei
15: count+ = 1
16: {rectangle} = generateSubRectangles(Utopia,Middle,Nadir)
{return 2k   2 rectangles, represented by each own Utopia
and Nadir}
17: for each rectangle in {rectangle} do
18: Utopia rectangle.Utopia
19: Nadir  rectangle.Nadir
20: volume computeVolume(Utopia,Nadir)
21: seg  (Utopia,Nadir, volume)
22: PQ.put(seg)
23: end for
24: until count > M
25: output filter({plan}){remove plan dominated by another
plan in the same set}
4.2 Multi-Objective Gradient Descent
We next consider an important subroutine, optimize(),
that solves each constrained optimization problem (line 13 of
Algorithm 1). Recall that our objective functions are given
by learned models,  i(x), i = 1 . . . k, where each model is
likely to be non-linear and some variables among x can be in-
tegers. Even restricted to a single objective, this problem is
known as a mixed-integer nonlinear programming (MINLP)
problem and is NP-hard [6, 15]. There is not one general
MINLP solver that will work e↵ectively for every nonlin-
ear programming problem [30]. For example, many of the
MINLP solvers [31] fail to run because they assume cer-
tain properties of the objective function F , e.g., twice con-
tinuously di↵erentiable (Bonmin [5]) or factorable into the
sumproduct of univariate functions (Couenne [7]), which do
not suit our learned models, e.g., represented as Deep Neural
Networks (DNNs). The most general MINLP solver, Kni-
tro [?], runs for our learned models but very slowly, e.g., 42
minutes for solving a single-objective optimization problem
when the learned model is a DNN, or 17 minutes when the
model is a Gaussian Process (GP). Such a solution is too
slow for us to use even for single-objective optimization, let
alone the extension to multiple objectives.
In this work, we propose a novel solver that employs a cus-
tomized gradient descent approach to approximately solve
our constrained optimization problems involving multiple
objective functions. The problem is illustrated in Figure ??.
First, we follow the common practice in machine learning to
transform variables for optimization. Let x be the original
set of parameters, which can be categorical, integer, or con-
tinuous variables. If a variable is categorical , we use one-hot
encoding to create dummy variables. For example, xi takes
values {a, b, c}, we create three boolean variables, xai , xbi ,
and xci , among which only one takes the value ‘1’. After-
wards all the variables are normalized to the range [0, 1],
and boolean variables and normalized integer variables are
relaxed to continuous variables in [0, 1]. As such, the con-
strained optimization (CO) problem deals with continuous
variables in [0,1], which we denote as x = x1, . . . , xD 2 [0, 1].
After a solution is returned for the CO problem, we set the
value for a categorical attribute based on the dummy vari-
able with the highest value, and round the solution for a
normalized integer variable to its closest integer.
x⇤ = arg min
x
F1(x) [1]
subject to FL1  F1(x)  FU1 [2]
. . .
FLk  Fk(x)  FUk
0  xi  1, i = 1, 2, . . . , D [3]
Multi-Objective Gradient Descent (MOGD) Solver.
Next, we focus on the CO problem depicted in Figure X(a).
Our design of a Multi-Objective Gradient Descent (MOGD)
solver uses carefully-crafted loss functions to guide gradient
descent to find the minimum of a target objective while sat-
isfying a variety of constraints, while both the target objec-
tive and constraints are specified over complex models, e.g.,
using DNNs, GPs, or other regression functions.
Single objective optimization. We begin our discussion
with a single objective optimization, minimize F1(x) =  1(x),
which is Part [1] in Figure X(a). To enable gradient descent,
we set the loss function simply as, L = F1(x). Let xn de-
note the configuration computed after iteration n. Initially
n = 0 and x0 is the default configuration. We can use
the model  1(x
n) to compute the predicted value of the
objective F1(x
n) under the current configuration xn. We
then use the loss L to estimate how well the configuration
xn optimizes (e.g., minimizes) the value of the objective.
We then compute the gradient of the loss function as rnx
and use it to adjust the configuration for the next iteration
so that it minimizes L. That is, we iteratively choose the
(n+1)th configuration as xn+1 = xn  ↵rnx. Currently, we
use the adaptive moment estimation SGD approach from
[18] to compute the gradient of the loss function rnx. The
above process repeats iteratively until we find the optimal
configuration x⇤ that minimizes loss and yields the optimal
value of the target objective F1(x
⇤). [This is obvious.]
Constrained optimization. Then consider a constrained
optimization (CO) problem, where F1 as the target of op-
timization and constraints are Fi 2 [FLj , FUj ], i = 1, . . . , k,
which include Parts [1] and [2] of Figure X(a). We can use
the same process as above to address the CO problem, but
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Figure 1: Example of GP regression. (a) prior functions, (b) posterior
functions conditioning on training data
returns the covariance between the function values at two input
points, i.e., k(x, x0) = Cov(f(x), f(x0)).
A GP is a distribution over functions with a special property:
if we fix any vector of inputs (x1, . . . ,xn), the output vector f =
(f(x1), f(x2), . . . , f(xn)) has a multivariate Gaussian distribution.
Specifically, f ⇠ N (m,K), wherem is the vector (m(x1) . . .m(xn))
containing the mean function evaluated at all the inputs andK is a
matrix of covariancesKij = k(xi,xj) between all the input pairs.
The covariance function has a vital role. Recall that the idea
was to approximate f by interpolating between its values at nearby
points. The covariance function helps determine which points are
“nearby”. If two points are far away, then their function values should
be only weakly related, i.e., their covariance should be near 0. On
the other hand, if two points are nearby, then their covariance should
be large in magnitude. We accomplish this by using a covariance
function that depends on the distance between the input points.
In this work, we use standard choices for the mean and covariance
functions. We choose the mean function m(x) = 0, which is a
standard choice when we have no prior information about the UDF.
For the covariance function, we use the squared exponential one,
which in its simplest form is k(x,x0) =  2fe
  1
2l2
kx x0k2 , where
k·k is Euclidean distance, and  2f and l are its parameters. The signal
variance  2f primarily determines the variance of the function value
at individual points, i.e., x = x0. More important is the lengthscale
l, which determines how rapidly the covariance decays as x and x0
move farther apart. If l is small, the covariance decays rapidly, so
sample functions from the result GP will have many small bumps;
if l is large, then these functions will tend to be smoother.
The key assumption made by GP modeling is that at any point
x, the function value f(x) can be accurately predicted using the
function values at nearby points. GPs are flexible to model different
types of functions by using an appropriate covariance function [18].
For instance, for smooth functions, squared-exponential covariance
functions work well; for less smooth functions, Matern covariance
functions work well (where smoothness is defined by “mean-squared
differentiability”). In this paper, we focus on the common squared-
exponential functions, which are shown experimentally to work well
for the UDFs in our applications (see §6.4). In general, the user
can choose a suitable covariance function based on the well-defined
properties of UDFs, and plug it into our framework.
3.3 Inference for New Input Points
We next describe how to use a GP to predict the function outputs
at new inputs. Denote the training data byX⇤ = {x⇤i |i = 1, . . . , n}
for the inputs and f⇤ = {f⇤i |i = 1, . . . , n} for the function values.
In this section, we assume that we are told a fixed set ofm test inputs
X = (x1, x2, ..., xm) at which we wish to predict the function
values. Denote the unknown function values at the test points by
f = (f1, f2, ..., fm). The vector (f⇤, f) is a random vector because
each fi:i=1...m is random, and by the definition of a GP, this vector
simply has a multivariate Gaussian distribution. This distribution is:

f⇤
f
 
⇠ N
 
0,

K(X⇤, X⇤) K(X⇤, X)
K(X,X⇤) K(X,X)
 !
, (1)
where we have written the covariances as matrix with four blocks.
The blockK(X⇤, X) is an n⇥mmatrix of the covariances between
all training and test points, i.e.,K(X⇤, X)ij = k(x⇤i ,xj). Similar
notions are forK(X⇤, X⇤),K(X,X), andK(X,X⇤).
Now that we have a joint distribution, we can predict the unknown
test outputs f by computing the conditional distribution of f given
the training data and test inputs. Applying the standard formula for
the conditional of a multivariate Gaussian yields:
f |X,X⇤, f⇤ ⇠ N (m,⌃),where (2)
m = K(X,X⇤)K(X⇤, X⇤) 1f⇤
⌃ = K(X,X) K(X,X⇤)K(X⇤, X⇤) 1K(X⇤, X)
To interpret m intuitively, imagine that m = 1, i.e., we wish to
predict only one output. Then K(X,X⇤)K(X⇤, X⇤) 1 is an n-
dimensional vector, and the meanm(x) is the dot product of this
vector with the training values f⇤. Som(x) is simply a weighted
average of the function values at the training points. A similar
intuition holds when there is more than one test point,m > 1. Fig.
1(b) illustrates the resulting GP after conditioning on training data.
As observed, the posterior functions pass through the training points
marked by the black dots. The sampled functions also show that the
further a point is from the training points, the larger the variance is.
We now consider the complexity of this inference step. Note that
once the training data is collected, the inverse covariance matrix
K(X⇤, X⇤) 1 can be computed once, with a cost of O(n3). Then
given a test point x (orX has size 1), inference involves computing
K(X,X⇤) and multiplying matrices, which has a cost of O(n2).
The space complexity is also O(n2), for storing these matrices.
3.4 Learning the Hyperparameters
Typically, the covariance functions have some free parameters,
called hyperparameters, such as the lengthscale l of the squared-
exponential function. The hyperparameters determine how quickly
the confidence estimates expand as test points move further from the
training data. For example, in Fig. 1(b), if the lengthscale decreases,
the spread of the function will increase, meaning that there is less
confidence in the predictions.
We can learn the hyperparameters using the training data (see
Chapter 5, [18]). We adopt maximum likelihood estimation (MLE),
a standard technique for this problem. Let ✓ be the vector of hyperpa-
rameters. The log likelihood function isL(✓) := log p(f⇤|X⇤,✓) =
logN (X⇤;m,⌃); here we useN to refer to the density of the Gaus-
sian distribution, andm and ⌃ are defined in Eq. (2). MLE solves
for the value of ✓ that maximizes L(✓). We use gradient descent,
a standard method for this task. Its complexity is O(n3) due to
the cost of inverting the matrix K(X⇤, X⇤) 1. Gradient descent
requires ma y steps to compute the optimal ✓; thus, retraining often
has a high cost for large numbers of training points. Note that when
the training dataX⇤ changes, ✓ that maximizes the log likelihood
L(✓) may also change. Thus, one would need to maximize the log
likelihood to update the hyperparameters. In §5.3, we will discuss
retraining strategies that aim to reduce this computation cost.
4. UNCERTAINTY IN QUERY RESULTS
So far in our discussions of GPs, we have assumed that all the
input values are known in advance. However, our work aims to
compute UDFs on uncertain input. In this section, we describe how
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current hyperrectangle, which is formed by U i and N i and
with largest volume among all the existing hyperrectangles.
Divide the current hyperrectangle into 2k sub-hyperrectangles,
discard two of them, and calculate the volume of the others.
Put them in to the priority queue.
Terminat : when the desired number of probes is reached.
Filter: Check the result set, and remove any point dom-
inated by another one in the result set.
Algorithm 1 Progressive Frontier-Sequential (PF-S)
Require: k lower bounds(LOWER): lowerj ,
k upper bounds(UPPER): upperj ,
number of points: M
1: PQ    {PQ is a priority queue sorted by hyperrectangle
volume}
2: plani  optimizei(LOWER,UPPER) {Single Objective
Optimizer takes LOWER and UPPER as constraints and op-
timizes on ith objective}
3: Utopia,Nadir  computeBounds(plan1, . . . , plank)
4: volume computeVolume(Utopia,Nadir)
5: seg  (Utopia,Nadir, volume)
6: PQ.put(seg)
7: count k
8: repeat
9: seg  PQ.pop()
10: Utopia seg.Utopia
11: Nadir  seg.Nadir
12: Middle (Utopia+Nadir)/2
13: Middlei  optimizei(Utopia,Middle) {Constraint Opti-
mization on i-th objective}
14: {plan} Middlei
15: count+ = 1
16: {rectangle} = generateSubRectangles(Utopia,Middle,Nadir)
{return 2k   2 rectangles, represented by each own Utopia
and Nadir}
17: for each rectangle in {rectangle} do
18: Utopia rectangle.Utopia
19: Nadir  rectangle.Nadir
20: volume computeVolume(Utopia,Nadir)
21: seg  (Utopia,Nadir, volume)
22: PQ.put(seg)
23: end for
24: until count > M
25: output filter({plan}){remove plan dominated by another
plan in the same set}
4.2 Multi-Objective Gradient Desc nt
We next consider an important subroutine, optimize(),
that solves each constrained optimization problem (line 13 of
Algorithm 1). Recall that our objective functions are given
by learned models,  i(x), i = 1 . . . k, where each model is
likely to be non-linear and some variables among x can be in-
tegers. Even restricted to a single objective, this problem is
known as a mixed-integer nonlinear programming (MINLP)
problem and is NP-hard [6, 15]. There is not one general
MINLP solver that will work e↵ectively for every nonlin-
ear programming problem [30]. For example, many of the
MINLP solvers [31] fail to run because they assume cer-
tain properties of the objective function F , e.g., tw ce con-
tinuously di↵erentiable (Bonmin [5]) or factorable into the
sumproduct of univariate functions (Couenne [7]), which do
not suit our learned models, e.g., represented as De p N ural
Networks (DNNs). The most general MINLP solver, Kni-
tro [?], runs for our learned models but very slowly, .g., 42
mi utes for s lving a single-objective optimization problem
when the learned model is a DNN, or 17 mi utes when the
model is a Gaussian Process (GP). Such a solution is too
slow for us to use even for single-objective optimization, let
alone the extension to multiple objectives.
In this work, we propose a novel solver that employs a cus-
tomized gradient descent approach to approximately solve
our constrained optimization problems involving multiple
objective functions. The problem is illustrated in Figure ??.
First, we follow the common practice in machine learning to
transform variables for optimization. Let x be the original
set of parameters, which can be categorical, integer, or con-
tinuous variables. If a variable is categorical , we use one-hot
encoding to cr ate dummy vari bles. For example, xi takes
values {a, b, c}, we create three boolean variables, xai , xbi ,
and xci , among which only one takes the value ‘1’. After-
wards all the variables are normalized to the range [0, 1],
and boolean variables and normalized integer variables are
relaxed to continuous variables in [0, 1]. As such, the con-
strained optimization (CO) problem deals with continuous
variables in [0,1], which we denote as x = x1, . . . , xD 2 [0, 1].
After a solution is returned for the CO problem, we set the
value for a categorical attribute based on the dummy vari-
able with the highest value, and round the solution for a
normalized integer variable to its closest integer.
x⇤ = arg min
x
F1(x) [1]
subject to FL1  F1(x)  FU1 [2]
FL2  F2(x)  FU2 [2]
. . .
FLk  Fk(x)  FUk
0  xi  1, i = 1, 2, . . . , D [3]
Multi-Objective Gradient Descent (MOGD) Solver.
Next, we focus on the CO problem depicted in Figure (a).
Our design of a Multi-Objective Gradient Descent (MOGD)
solver uses carefully-crafted loss functions to guide gradient
descent to find the minimum of a target obj ctive wh le sat-
isfying a variety of constraints, while both the target objec-
tive and constraints are specified over complex models, e.g.,
using DNNs, GPs, or other regression functions.
Single objective optimization. We begin our discussion
with a singl objective optimization, minimize F1(x) =  1(x),
which is Part [1] in Figure X(a). To enable gradient descent,
we set the loss function simply as, L = F1(x). Let xn de-
note the configuration computed after iteration n. Initially
n = 0 and x0 is the default configuration. We can use
he model  1(x
n) to compute t predict d value of the
objective F1(x
n) under the current configuration x . We
then use the loss L to estimate how we l the configuration
xn optimizes (e.g., minimizes) the value of the objective.
We then compute the gradi nt of the loss fu ction as nx
and us it to adjust the configuration for the next iteration
so that it minimizes L. That is, we iteratively choose the
(n+1)th configuration as xn+1 = xn  ↵rnx. Currently, we
use th adaptive moment estimation SGD approach from
[18] to co pute the gradient of the loss function rnx. The
above process repeats iteratively until we find the optimal
configuration x⇤ that minimizes loss and yields the optimal
value of the target objective F1(x
⇤). [This is obvious.]
Constrained optimization. Then consider a constrained
optimization (CO) probl m, where F1 as the target of op-
timization an constraints are Fi 2 [FLj , FUj ], i = 1, . . . , k,
which include Parts [1] and [2] of Figure X( ). We can use
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current hype rectangl , which is formed by U i and N i and
with larges volum am ng all the existing hyperrectangl s.
Divide the curr nt hyperrectangl into 2k sub-hyperrectangl s,
discard two of them, and calculate the volume of the others.
Put them in to the priori y queue.
Terminate: when he desired number of pro s is reach d.
Filter: Check the result set, and remove any p int dom-
inated by another one in the r sult set.
Algorithm 1 Progressive Frontier-Sequential (PF-S)
Require: k lowe bounds(LOWER): lowerj ,
k upper bounds(UPPER): upperj ,
number of points: M
1: PQ    {PQ is a priority queue sorted by hyp rrectangle
volume}
2: plani  optimizei(LOWER,UPPER) {Single Objective
Optimizer takes LOWER and UPPER as constraints a d op-
timizes on ith objective}
3: Utopia,Nadir  computeBounds(plan1, . . . , k)
4: volume computeVolu e(Utopia,Nadir)
5: seg  (Utopia,Nadir, volume)
6: PQ.put(seg)
7: count k
8: repeat
9: seg  PQ.pop()
10: Utopia seg.Utopia
11: Nadir  seg.Nadir
12: Middle (Utopia+Nadir)/2
13: Middlei  optimizei(Utopia,Middle) {Constraint Opti-
mization on -th bject ve}
14: {plan} Middlei
15: count+ = 1
16: {rectangle} = ge erateSubRectangles(Utopia,Middle,Nad r)
{return 2k   2 rectangles, represented by each own Utopia
and Nadir}
17: for each rectangle in {rectangle} do
18: Utopia rectangle.Utopia
19: Nadir  rectangle.Nadir
20: volume computeVolu e(Utopia,Nadir)
21: seg  (Utopia,Nadir, volume)
22: PQ.put(seg)
23: end for
24: until count > M
25: output fil er({plan}){remove plan d minated by a o her
plan in the s me set}
4.2 Multi-Objective Gradi nt Descent
We next consider an important sub outine, optimize(),
that solves e ch con trained optimization problem (line 13 of
Algorithm 1). Recall that our objective functions are g ven
by learned models,  i(x), i = 1 . . . k, where each mod l is
likely to be non-linear a d some variables among x can be in-
tegers. Ev n restricted to a single objectiv , this pro lem is
known as a mixed-integer no linear programming (MINLP)
problem and is NP-hard [6, 15]. There is not one general
MINLP solver that will work e↵ectively for e ry no lin-
ear programming problem [30]. For example, m ny of the
MINLP solvers [31] fail to run because th y a sum c r-
tain properties of the objectiv function F , e.g., twice o -
tinuously di↵erentiable (Bonmin [5]) or factorable in the
sumproduct of univariate funct ons (Couenne [7]), which do
not suit our learned models, e.g., r presented as Deep Neural
Networks (DNNs). The most general MINLP solver, Kni-
tro [?], runs for our learned models but very slowly, e.g., 42
minutes for solving a ingle-objectiv ptim zation problem
when the lear ed model is a DNN, or 17 minutes when he
model is a Gaussian Process (GP). Such a sol tion i too
slow for u to use even for single-objectiv ptimization, let
alone the extension to multiple objectiv s.
In this work, we pr pose a novel olver that employs a cus-
tomized gradient descent approach to approxim tely solve
our constrained optimization problems invo ving multiple
objective functions. The probl m is illustrated in Figure ??.
First, we follow the common practice in machine learning to
transform v riables for optimization. Let x be the original
set of parameters, which can be categorical, integer, or con-
tinuous variables. If a variable is categorical , we use one-hot
encoding to c eate dummy variables. For example, xi takes
values {a, b, c}, we create three boolean variables, xai , xbi ,
and xci , among which only one takes the value ‘1’. Aft r-
wards all the variables are norm lized to the range [0, 1],
and boole variables and norm lized integer variabl s are
relaxed to continu us variable in [0, 1]. As such, the con-
strained optimization (CO) problem deals with continuous
variables in [0,1], which we denote as x = x1, . . . , xD 2 [0, 1].
After a solu ion is retur ed for the CO problem, we set the
value for a categorical attribute based on the ummy vari-
able with th hig est value, and round the solution for a
normalized integer variabl to its c osest integer.
x⇤ = arg min
x
F1(x) [1]
subject to FL1  F1(x)  FU1 [2]
FL2  F2(x)  FU2 [2]
. . .
FLk  Fk(x)  FUk
0  xi  1, i = 1, 2, . . . , D [3]
Multi-Objec ve Grad ent Desc (MOGD) Solver.
Next, we focus on the CO problem depict d in F gure (a).
Our design of a Multi-Objective Gradient Descent (MOGD)
solver use caref lly- rafted loss functi n to guide gradient
descent to find the mi imum of a target objective while sat-
isfying a variety of cons raints, while both the target objec-
tive a d constraints are specified ov r complex dels, e.g.,
using DNN , GPs, or other regression functions.
Single objectiv ptim zati n. We begin our discussion
with a single objectiv ptimization, nimize F1(x) =  1( ),
which is Part [1] in Figure X(a). To enable gradient descent,
we set the lo s functi n simply as, L = F1(x). Let xn de-
ote the configurat computed after iteration n. Initially
n = 0 and x0 is the default config rati . We can use
the model  1(x
n) to compu e the redic d value of the
objective F1(x
n) under the current configurati xn. We
then use los L to estima e how well he configurati
xn optimizes (e.g., minimizes) the value of the objec ive.
We then compute the gradient of the loss functi n s rnx
and use it to adjus he configurati for the ext i eration
so that it minimizes L. That is, we iteratively choos the
(n+1)th config rati as xn+1 = xn  ↵rnx. Cu rently, we
use the adaptive moment esti ation SGD approach from
[18] to compu e the gradient of the loss functi n rnx. The
ab ve process repeats iteratively until we find the optimal
c nfigurati x⇤ that minimizes loss and yields the optimal
value of the target objective F1(x
⇤). [Th s is obvious.]
Constrain d pti izati n. Then consid r a const ained
optimization (CO) problem, where F1 as the targ t of op-
timization and constraints are Fi 2 [FLj , FUj ], i = 1, . . . , k,
which include Parts [1] and [2] of Figure X(a). We can use
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current hyperrectangle, which is formed by U i and N i and
with largest volume among a the existing hyperrectangles.
Divide the current hyp rr tangle into 2k sub-hyperrect ngles,
discard two of them, and calculate the volume of the others.
Put them in to the priority queue.
Terminate: when the desired number of probes is reached.
Filter: Check the result s t, a d rem ve any point dom-
inated by another one in the result set.
Algorithm 1 Progressive Frontier-Sequential (PF-S)
Require: k lower bou ds(LOWER): lowerj ,
k upper bounds(UPPER): upperj ,
number of points: M
1: PQ    {PQ is a priority queue sorted by hyperrectangle
volume}
2: plani  optimizei(LOWER,UPPER) {Single Objective
Optimizer takes LOWER and UPPER as constraints and op-
timizes on ith objective}
3: Utopia,Nadir  computeBounds(plan1, . . . , plank)
4: volume computeVolume(Utopia,Nadir)
5: seg  (Utopia,Nadir, volum )
6: PQ.put(seg)
7: count k
8: repeat
9: seg  PQ.pop()
10: Utopia seg.Utopi
11: Nadir  seg.Nadir
12: Middle (Utopia+Nadir)/2
13: Middlei  optimizei(Utopia,Middle) {Constraint Opti-
mization on i-th objective}
14: {plan} Middlei
15: count+ = 1
16: {rectangle} = generateSubRectangl s(Utopia,Middle,Nadir)
{return 2k   2 rectangles, represented by each own Utopia
and Nadir}
17: for each rectangle n {rectangle} do
18: Utopia rectangle.Utopia
19: Nadir  rectangle.Nadir
20: volume computeVolume(Utopia,Nadir)
21: seg  (Utopia,Nadir, vol me)
22: PQ.put(seg)
23: end for
24: until count > M
25: output filter({plan}){remove plan dominated by another
plan in the same set}
4.2 Multi-Objective Gradient Descent
We next consider an important subroutine, optimize(),
that solves each constrained optimization problem (line 13 of
Algorithm 1). Recall that our objective functions are given
by learned models,  i(x), i = 1 . . . k, where each model s
likely to be non-linear and some v bles mong x can be i -
tegers. Even restricted to a single objective, this problem is
known as a mixed-integer nonlinear programming (MINLP)
problem and is NP-hard [6, 15]. There is not one general
MINLP solver that will ork e↵ ctively for every onlin-
ear programming problem [30]. For ex mple, many f the
MINLP solvers [31] fail to run because they assume cer-
tain properties of the objective function F , e.g., twice con-
tinuously di↵erentiable (Bonmin [5]) or factorable into the
sumproduct of univariate functions (Couenne [7]), which do
not suit our learned models, e.g., represented as Deep Neural
Networks (DNNs). The most general MINLP solver, Kni-
tro [?], runs for our learned models but very slowly, e.g., 42
minutes for solving a single-objective optimization problem
when the learned model is DNN, or 17 minutes when the
model is a Gaussian Process (GP). Such a solution is too
slow for us to se even for single-obj ctive opti ization, let
alon the ext sion o mu tipl objectives.
I this wor , e p pose a novel solv r that loys a cus-
tomized gradient descent approach to approximately solve
our constrained optimization problems involving multiple
objective functions. The problem is illustrated in Figure ??.
First, we follow the common practice i machine a n g to
transf rm variables for optimization. L t x be the original
set of parameters, which can be categorical, integer, or con-
tinuous variables. If a variable is categorical , we use one-hot
encoding to create dummy variables. For example, xi takes
values { , b, c}, we create th b o an variables, xai , xbi ,
and xci , among which o ly o e tak s the value ‘1’. After-
wards all the variables are normalized to th range [0, 1],
and boolean variables and normalized integer variables are
relaxed to con inuous variables in [0, 1]. As such, the con-
strained optimization (CO) pro lem d als with continuous
variables in [0,1], whic w den te s x = x1, . . . , xD 2 [0, 1].
After a solution is returned for the CO problem, we set the
value for a categorical attribute based on the dummy vari-
able with the highest value, and round the solution for a
normalized integer variable to its closest integer.
x⇤ = arg min
x
F1(x) [1]
subject to FL1  F1(x)  FU1 [2]
FL2  F2(x)  FU2 [2]
. . .
FLk  Fk(x)  FUk
0  xi  1, i = 1, 2, . . . , D [3]
Mult -Objective Gradi nt D c nt (MOGD) Solver.
Next, we focus on the CO problem depicted n Figur X(a).
Our design of a Multi-Objective Gradient Desc nt (MOGD)
solver es carefully-crafted loss functions to guide gradient
desc nt to find the in um of a target objective while sat-
isfying a ari ty of constrai ts, while both the target objec-
tive and constraints are specified over omplex odels, e.g.,
using DNNs, GPs, or other regression functions.
Single objective optimization. We begin our discussion
with a ingle objective opti ization, minimiz F1(x) =  1(x),
which is Part [1] in Fi re X(a). T e able g adie descent,
we set the loss function simply as, L = F1(x). Let x de-
note t e configuration computed after iteration n. Initially
n = 0 and x0 is the default configuratio . We an u e
the mo el  1(x
n) to comput he predicted value of the
objective F1(x
n) und the current configuration xn. We
then use the los L to estimate how well the configuration
xn optimizes (e.g., ini izes) the value of th bjectiv .
We then co pute the gradient of the loss function as rnx
and use it o adju the configuratio for the next iteration
so that t minimizes L. That is, we ite atively cho s the
(n+1)th configuration s xn+1 = xn  ↵rnx. Currently, we
use t e adaptive moment estimation SGD approac from
[18] to compute the gradient of the loss function rnx. The
above process r peats iteratively until we find the optimal
configuration x⇤ that minimizes loss and yields the optimal
value of the target objective F1(x
⇤). [This i obvious.]
Constrained optimization. Then consider constrained
opti iz tion (CO) problem, where F1 as the target of op-
timization and constraints are Fi 2 [FLj , FUj ], i = 1, . . . , k,
whic include P rts [1] and [2] of Figure X(a). We c n use
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current hyperrectangle, which is formed by U i and N i and
with largest volume among all the existing hyperrectangles.
Divide the current hyperrecta gle into 2k sub- yperrectangles,
discard two of them, and calculate the volume of the others.
Put them in to the priority queue.
Terminate: when t e desired number of probes is reached.
Filter: Check the result s t, a d remove any p int dom-
inated by another one in the result set.
Algorithm 1 Progressive Frontier-Sequential (PF-S)
Require: k lower bounds(LOWER): lowerj ,
k upper bounds(UPPER): p e j ,
number of points: M
1: PQ    {PQ is a priority queue sorted by hyperrectangle
volume}
2 plani  optimizei(LOWER,UPPER) {Single Objectiv
Opti izer takes LOWER and UPPER as constraints and op-
timizes on ith objective}
3: Utopia,Nadir  computeBounds(plan1, . . . , pl nk)
4: volume computeVolume(Utopia,Nadir)
5 seg  (Utopia,Nadir, volume)
6 PQ.put(seg)
7 count k
8 repeat
9 seg PQ.pop()
10: Utopia seg.Utopia
11: Nadir  seg.Nadir
2 Middle (Utopia+Nadir)/2
3 Mi dlei  optim zei(Utopia,Middle) {Constraint Opti-
mization on i- h objective}
4 {plan} Middlei
15: count+ = 1
6 rectangle} = generateSubRect ngl s(Utopia,Middle,Nadir)
{return 2k   2 rectangles, represented by each own Utopia
and Nadir}
17: for each rectangle i {rectangle} do
18: Utopia rectangle.Utopia
9 Nadir  recta gle.Nadir
20 volume comput Volume(Utopia,Nadir)
21 seg  (Utopia,Nadir, volume)
2 PQ.put(seg)
3 end for
4 until count > M
5 output filter({plan}){remove plan dominated by another
plan in the same set}
4.2 Multi-Objectiv Gradient Descent
We next consider an important subroutine, optimize(),
that solves each constrained optimization problem (line 13 of
Algorithm 1). Recall that our objective functions are given
by learned models,  i(x), i = 1 . . . k, where each model is
likely to be non-linear and some varia les among x can be in-
tegers. Even restricted to a single objective, this problem is
known as a mixed-integer nonlinear programming (MINLP)
problem and is NP-hard [6, 15]. There is not one general
MINLP solver that will w rk e↵ ctively for every n n in-
ear programming problem [30]. For example, many of he
MINLP solvers [31] fail to run because they assume cer-
tain properties of the objective function F , e.g., twice con-
tinuously di↵erentiable (Bonmin [5]) or factorable into the
sumproduct of univariate functions (Couenne [7]), which do
not suit our learned models, e.g., represented as Deep Neural
Networks (DNNs). The most general MINLP solver, Kni-
tro [?], runs for our learned models but very slowly, e.g., 42
minutes for solving a single-objective optimization problem
when the learned model is a DNN, or 17 minutes when the
model is a Gaussian Process (GP). Such a solution is too
slow for us to use even for single-objective optimization, let
alone the extension to multiple objectives.
In this work, we propose a novel solver that e ploys a cus-
tomized gradient descent approach to approximately solve
our constrained optimization problems involving multiple
objective functions. The roble is illustrated i Figure ??.
First, we follow the common practice in machine learning to
transform variables for o ti ization. Let x be the original
set of param ters, which can be categorical, integer, or con-
tinuous variables. If a variable is categorical , we use one-hot
encoding to create du y variables. For e a le, xi takes
values {a, b, , we r ate thr e boole n vari les, xai , xbi ,
and xci , amo which only e takes the val ‘1’. After-
wards all the variables are normalized to the range [0, 1],
and boolean variables and normalized integer variables are
relaxed to continuous varia les in [0, 1]. As such, the con-
strained optimizat on (CO) problem deals with continuous
variables in [0,1], which we de ote as x = x1, . . . , xD 2 [0, 1].
After a solution is returned for the CO problem, we set the
v lue for a categorical attribute based on the dummy vari-
able with the highest value, and round the solution for a
normalized integer variable to it closest inte er.
x⇤ = arg min
x
F1(x) [1]
subject to FL1  F1(x)  FU1 [2]
2 2( ) 2 [ ]
. . .
FLk  Fk(x)  FUk
0  xi  1, i = 1, 2, . . . , [3]
Multi-Obj ctive Gradient Descent (MOGD) Solver.
Next, w focus o the CO problem depicted n Figure X(a).
Our design of a Multi-Objective Gra ie t Descent (MOGD)
solver uses careful y-crafted loss functions to g ide gradient
esce t to find t e min um of a target objective while sat-
isfying a variety of constr ints, while both the target objec-
tive and constraints are specified over complex models, e.g.,
using DNNs, GPs, or other regression f nctions.
Single objective pti ization. We begin our discussion
with a single objective optimizati , minimize F1(x) =  1(x),
which is Part [1] in Figure X(a). To enabl radi nt descent,
we set the loss functi n simply as, L = F1(x). Let xn de-
note the configuration computed after iteration n. Initially
n = 0 a d x0 is the def ult configuration. We can use
th m del  1(x
n) to compute the predicted valu of the
objectiv F1(x
n) under the current c nfigur tion xn. We
then use t e loss L to estimate how well the configuration
x optimizes (e.g., minimizes) the value of the objective.
We then comput the gradient of the loss function as rx
a d use it to adjust the configurat on for the n xt iteration
s that it minimizes L. T at i , w iter tiv ly cho se th
(n+1)th configurati n as xn+1 = x  ↵rx. Currently, we
use e adaptive moment estimation SGD appro ch from
[18] to compute the gradient of he l ss functi n rnx. The
above rocess repeats iteratively un il we find the optimal
configuration x⇤ that minimizes loss and yields the optimal
value of the target objective F1(x
⇤). [This is obvious.]
Constrained optimization. Then consider a co strained
optimization (CO) pr blem, where F1 as the target f op-
timization and constraints are Fi 2 [FLj , FUj ], i = 1, . . . , k,
which include Parts [1] and [2] of Figure X(a). We can use
8
current hyperre tangle, w i h is formed by U i and N i and
with largest volume among all the existing hyperrectangles.
Divide t cur ent hyperrectangle in o 2k ub-hyperrectangl s,
discard wo of th m, and calculate th v lume of the oth rs.
Pu them i to priori y qu ue.
Terminate: when the desired number of probes is reached.
ilter: Check th result set, and remove any point dom-
i at d by an ther one in the result set.
Algor thm 1 Progressive Frontier-Sequential (PF-S)
Req ire: k lower bounds(LOWER): lowerj ,
k upper bounds(UPPER): upperj ,
number of points: M
1: PQ    {PQ is a priority queue sorted by hyperrectangle
volume}
2: plani  optimizei(LOWER,UPPER) {Single Objective
Optimizer takes LOWER and UPPER as constraints and op-
timizes on ith objective}
3: Utopia,Nadir  computeBounds(plan1, . . . , plank)
4: volume computeVolume(Utopia,Nadir)
5: seg  (Utopia,Nadir, volume)
6: PQ.put(seg)
7: count k
8: repeat
9: seg  PQ.pop()
10: Utopia seg.Utopia
11: Nadir  seg.Nadir
12: Middle (Utopia+Nadir)/2
13: Middlei  optimizei(Utopia,Middle) {Constraint Opti-
mization on i-th objective}
14: {plan} Middlei
15: count+ = 1
16: {rectangle} = generateSubRectangles(Utopia,Middle,Nadir)
{return 2k   2 rectangles, represented by each own Utopia
and Nadir}
17: for ach rectangle in {rectangle} o
18: Utopia rectangle.Utopia
19: Nadir  rectangle.Nadir
20: volume computeVolume(Utopia,Nadir)
21: seg  (Utopia,Nadir, volume)
22: PQ.put(seg)
23: end for
24: until count > M
25: output filter({plan}){remove plan dominated by another
plan in the same set}
4.2 Multi-Objective Gradient Descent
We ext c nsider an important subroutin , o ti ize(),
that solv s e ch c nstr ined opti iz tion pro lem (li e 13 of
Algori hm 1). Recall that our object ve func ion are given
by learned odels,  i(x), i = 1 . . . k, where eac model is
likely to be non-linear nd some variables amo g x can be in-
teg s. Even estricted to a single objective, this probl m is
know as a ixed-integ r n linear programming (MINLP)
problem and i NP-h d [6, 15]. There is not one g neral
MINLP solv r that will work e↵ectively for every nonli
ear progr mmi g probl m [30]. For example, many of
MINLP solvers [31] f il to r n b cause t y assume cer-
tain prope ties of the objective function F , e.g., twice con-
tinuou ly di↵ rentiable (Bonmin [5]) or factorable into the
sumpr d ct of univari te function (Coue ne [7]), which do
not suit ou learn d odels, e.g., represe ted as Dee Neural
Networks (DNNs). The most general MINLP solver, Kni-
tr [?], ru s for our lea ned odels but ver sl wly, e.g., 42
minutes for solving a single-objective optimization problem
when the learned model is a DNN, or 17 mi ute when t
model s a Gaussian Process (GP). Such a solution is too
slow for us to use even for single-objectiv opti ization, let
alo the extensi n t multiple objectives.
In his work, we propose novel olver that mploys a cus-
tomized gradient descent ap o to approximately solve
our c nstrained optimization probl ms involving multiple
objective functions. The probl m is illustrated i Figu e ??.
F rst, we ollow the common pra tic in machine learning to
ransf rm variabl s for optimiz tion. L t be t origin l
set of parameters, whic can b cat gorical, integ r, or con-
tinuous variables. If a riable is c t gorical , w use one-hot
encoding to cre te du my variables. For xample, xi takes
values {a, b, c}, we create th ee boolean variables, xai , xbi ,
and xci , am g which only one takes the value ‘1’. After
wards ll the variables are normalize to the range [0, 1],
and oolean variables and nor alized integer variables are
relaxed t continuous variables i [0, 1]. As such, th con-
s r ined optimization (CO) problem deals wit continuo s
variables in [0,1], hich we deno e as x = x1, . . . , xD 2 [0, 1].
After a solut on is returned f r the CO problem, we set the
value for a categorical attribute base on the dummy vari-
bl with the highest value, and round the solution for a
normalized integer variable to its closest integer.
x⇤ = arg min
x
F1(x) [1]
subject to L1  F1(x)  FU1 [2]
2 2 2 [2]
. . .
FLk  Fk(x)  FUk
0  xi  1, i = 1, 2, . . . , D [3]
Multi-Obj ctive Gradient Descent (MOGD) Solver.
Next, w focus on the CO p oblem de icted in Figure X( ).
Our design f a Multi-Obj c ive Gradient Descent (MOGD)
solver uses carefully-c afted loss functions to gui e gradient
descent to find the minimum of a target objective while sat-
isfyi a var ety of constraints, while both the target objec-
tive and constrain s re specified over co pl x models, e.g.,
using DNNs, GPs, or other regressio functions.
Single objective optimization. We begin our discussion
wi h single objec iv optimization, mi imize F1(x) =  1(x),
which is Part [1] in Figur X(a). To enable gradient descent,
we set the loss func ion simply as, L = F1(x). Let n de-
not h configura on computed after iteration . Initially
n = 0 and x0 s th defaul configuration. We can use
the model  1 x
n) to co pute t e pred cted alue of t e
objective F1(x
n) u der the curren configuration xn. We
then use the loss L o estimate ow well th c figu i
xn op mizes (e.g., minimizes) the v lue f the objective.
We then mp te the gradient of the loss function as rnx
and us it to adjust th c figur i for t e next iteration
so that it minimiz s L. That is, we ite atively choose t
(n+1)th configuration as xn+1 = xn  ↵rnx. Currently, we
use the ad pt ve moment estimation SGD approach from
[18] to compute the gradient of the loss function rnx. The
above ocess r eats i eratively until we find the optimal
configuration x⇤ that minimize loss a d yields the optimal
v lue of the arget bjec ive F1(x
⇤). [This is obvious.]
Const ined optimization. Then consider a constrained
optimization (CO) problem, wh re F1 as the target of op-
timization and constraints are Fi 2 [FLj , FUj ], i = 1, . . . , k,
which include Parts [1] and [2] of Figur X(a). We can use
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current hype rectangl , which is formed by U i and N i and
with largest volu a ng all the existing hyperrectangl s.
Divid the curren hyp r c a gl into 2k sub-hyperrect ngl s,
discard two of them, and calcul te the volume of t e others.
Put them in o the pri ity qu ue.
Terminate: when he desired number of pro es is reach d.
Filter: Check th result set, and remove any p int dom-
inated by another one in the result set.
Algorithm 1 Prog essive Frontier-Sequential (PF-S)
Require: k lowe bo nds(LOWER): lowerj ,
k upper bounds(UPPER): upperj ,
number of points: M
1: PQ    {P is a priority queue sorted by hyp rrectangle
volume}
2: plani  optimizei(LOWER,UPPER) {Single Objectiv
Optimizer takes LOWE and UPPER as constraints a d op-
timiz s on ith objective}
3: Utopia,Nadir  computeBounds(plan1, . . . , k)
4: volume c mputeVolu e(Utopia,Nadir)
5: seg  (Utopia,Nadir, volume)
6: PQ.put(seg)
7: count k
8: repeat
9: seg  PQ.pop()
10: Utopia seg.Utopia
11: Nadir  seg.Nadir
12: Middle (Utopia+Nadir)/2
13: Middlei  optim zei(Utopia,Middle) {Constraint Opti-
mization on -th bject ve}
14: {plan} Middlei
15: count+ = 1
16: {rectangle} = ge erateSubR ctangles(Utopia,Middle,Nadir)
{return 2k   2 rectangles, represented by each own Utopia
and Nadir}
17: fo each rectangle in {rectangle} do
18: Utopia rectangle.Utopia
19: Nadir  rectangle.Nadir
20: volume c mputeVolu e(Utopia,Nadir)
21: seg  (Utopia,Nadir, volume)
22: PQ.put(seg)
23: end fo
24: until count > M
25: output fil er({plan}){ emove plan dominated by a o her
plan in the s me set}
4.2 Multi-Objective Gradi nt Descent
We next consid r an important sub outine, optimize(),
that solves e ch con tr ined op imiz ti n problem (li e 13 of
Al ori hm 1). Recall that our objective func ions are g ven
by learned od ls,  i(x), i = 1 . . . k, wh re each mod l is
lik ly o b non-linear nd some variables among x can be in-
tegers. Even restricted to a single bjectiv , this problem is
known as a mixed-integ r nonlinea programming (MINLP)
problem and i NP-hard [6, 15]. The e is not one general
MINLP solver that will work e↵ectively for e r nonli
ear programming problem [30]. For example, m ny of
MINLP solvers [31] f il to run because th y a sum cer-
tain prope ti s of the objectiv function F , e.g., twice con-
tinuously di↵erentiable (Bonmin [5]) or factorable in the
sumprod ct of univari e function (Couen e [7]), which do
not suit ou learned models, e.g., represented as Deep Neural
Net orks (DNNs). The most g neral MI LP so ver, Kni-
tr [?], runs for our learned models but ver lowly, e.g., 42
minutes for solving a ingle-objectiv ptimizati n problem
when the lear ed model is a DNN, or 17 minutes whe he
model is a Gaussia Process (GP). Such a solution i too
slow for u to use even for single-objectiv pt izati n, et
alone the extensi n to multi le o j ctiv s.
In this work, we pr p se a n vel olver tha employs a cus-
tomized gradien descent ap ach to approximately solve
our constrai ed optimizati n proble s inv ving mult ple
objective functions. The problem is illustrated in Figu e ??.
First, we follow the common practic in m chine learning to
transform v riabl s for op imiz ti n Let x be th original
set of parameters, hich can b c gorical, integ r o con-
ti uous v riables. If a variable is c t g rical , w us one-hot
encoding to re te dummy variables. F example, xi takes
values {a, b, c}, cre te th ee boolea variables, xai , xbi ,
and xci , among which only ne t kes the value ‘1’. Aft r
war s all the variables are normalize to the range [0, 1],
and boole variables and norm lized in ger v riabl s are
relaxed t continu us variabl in [0, 1]. As such, th con-
strained opti izati n (CO) problem eals with con inuo s
variables in [0,1], which we denote s x = x1, . . . , xD 2 [0, 1].
After a solution s returned f r he CO problem, we s t the
value for a categ ical attribute based on the ummy vari-
able with th h g e t value, and round the solu ion for a
normalized integer variabl to its closest integer.
x⇤ = arg min
x
F1(x) [1]
subje to FL1  F1(x)  FU1 [2]
2 2( 2 [2]
. . .
FLk  Fk(x)  FUk
0  xi  1, i = 1, 2, . . . , D [3]
Multi-Objective G ad ent Desc (MOGD) Solver.
Next, we focus on the CO proble dep ct d in F gure X( ).
Our design of a Mul i-Objective G dien Descent (MOGD)
solver use caref lly-c afted loss func i n t gu de gradie t
descent to find the mi imum f a target objective while sat-
isfy a variety of cons r ints, wh le b th the target objec-
tive and constr in s are spec fi d over co pl x m dels, e.g.,
usi g DNN , GP , r other regressio functions.
Single objectiv ptim zati n. We begin our discussion
wi h a singl objectiv ptimiz ti n, nimize F1(x) =  1(x),
which is Part [ ] n Figur X(a). To enable gradient descent,
we set the lo s func i n simpl as, L = F1(x). Let xn de-
not he configurati computed af r i atio n. Initially
n = 0 and x0 is default config ra i . We can use
the mod  1 x
n) to co p e redicted value of the
objective F1(x
n) under th curren co figurati xn. We
then use e lo L estimate how well t e configu
xn op imizes (e.g., ) the v lue of the objec iv .
We then mpute the gradient of the lo s functi n a rnx
and u it to adjus he configur i for the ext i er tion
so that it minimizes L. That is, w itera ively choose t
(n+1)th configurati as xn+1 = xn  ↵rnx. Curr ntly, we
se the adaptiv moment esti ation SGD approach from
[18] to comp e the gr d nt of th l ss funct n rnx. The
ab v p ocess re ea s i era ively until we fi d the optimal
c nfigurati x⇤ that mini izes loss and yields the optimal
value of the t rget objective F1(x
⇤). [This is obvious.]
Constrained pt mizati . Then consid r a constrained
optimizati n (CO) problem, where F1 s t e target of op-
timizati n and constraint e Fi 2 [FLj , FUj ], i = 1, . . . , k,
which include Parts [1] and [2] of F gure X(a). We can us
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In thi work, we propose a novel solver that employs a cus-
tomized gradient desc nt approach to approximately solve our con-
strai ed p imization problems involving multiple objective func-
tions. The problem is illustrated in Figure ??.
x⇤ = arg min
x
F1(x) [1]
subject to FL1  F1(x)  FU1 [2]
. . .
FLk  Fk(x)  FUk
0  xd  1, d = 1, 2, . . . , D [3]
In t e first step, w transform variables for optimization by fol-
lowi g the common practice in machine learning: Let x be the
original set of pa ameters, which can be categorical, integer, or
continuous variables. If a variable is categorical , we use one-
hot enc ding to create dummy variables. For example, if xd takes
valu s {a, b, c}, we cre te three boolean variables, xad , xbd, and
xcd, among which only one takes the value ‘1’. Afterwards all the
variables are normalized to the range [0, 1], and boolean variables
and (normalized) integer variables are relaxed to continuous vari-
ables i [0, 1]. As such, th constrained optimization (CO) prob-
lem deals wit continuous variables in [0,1], which we denote as
x = x1, . . . , xD 2 [0, 1]. After a solution is returned for the CO
problem, we set the value for a categorical attribute based on the
dummy variabl with the highest value, and round the solution for
a ormalize integer variable to its closest integer.
Next, we focus on the CO problem depicted in Figure X(a). Our
design of a Multi-Objective Gradient Descent (MOGD) solver
uses carefully-crafted loss functions to guide gradient descent to
find the minimu of tar et objective while satisfying a variety
of constraints, where both the target objective and constraints can
be specified over complex mod ls, e.g., usin DNNs, GPs, or other
regression functions.
Single objective optimization. As a base case, we consider single-
objective optimization, minimize F1(x) =  1(x), which is Part
[1] in Figure X(a). For optimization, we set the loss function sim-
ply as, L(x) = F1(x). Then starting from an initial configuration,
x0, gradient descent will iteratively adjust the configuration to a
sequence x1, . . . ,xn in rder to minimize the loss, until it reaches
a local minimum or a maximum of steps allowed. To increase the
chance of hitting a global minimum, we use a standard multi-start
method to try gradient descent from multiple initial values of x,
and finally choose x⇤ that gives the smallest value among these
trials.
Let xn denote the configuration computed after iteration n. Ini-
tially n = 0 and x0 is the default configuration. We can use
the model  1(xn) to compute the predicted value of the objec-
tive F1(xn) under the current configuration xn. We then use the
loss L to estimate how well the configuration xn optimizes (e.g.,
minimizes) the value of the objective. We then compute the gradi-
ent of the loss function asrnx and use it to adjust the configuration
for the next iteration so that it minimizes L. That is, we iteratively
choose the (n + 1)th configuration as xn+1 = xn   ↵rnx. Cur-
rently, we use the adaptive moment estimation SGD approach from
[17] to compute the gradient of the loss function rnx. The above
process repeats iteratively until we find the optimal configuration
x⇤ that minimizes loss and yields the optimal value of the target
objective F1(x⇤). [This is obvious.]
Constrained optimization. Then consider a constrained optimiza-
tion (CO) problem, where F1 as the target of optimization and con-
straints are Fi 2 [FLj , FUj ], i = 1, . . . , k, which include Parts [1]
and [2] of Figure X(a). We can use the same process as above to
address the CO problem, but with a different loss function and a
scaled value of the objective as following:
loss(i) =
kX
j=1
[ {Fˆj(x) > 1 _ Fˆj(x) < 0}(Fˆj(x)  0.5)2
+ P ] + {0  Fˆi(x)  1}Fˆi(x)2
(4)
where Fˆj(x) =
Fj(x) FLj
FUj  FLj
, for j 2 [1, k], and P is constant. Since
the range of each objective function Fj(x) varies, we first normal-
ize each objective according to its upper and lower bounds, so that
FˆLj = 0, Fˆ
U
j = 1, and a valid objective value Fˆj(x) 2 [0, 1].
The loss function includes two part. One is to push objectives
into its constraints region. If an objective Fj(x) cannot satisfy
the constraints (Fˆj(x) > 0 _ Fˆj(x) < 1), it is going to con-
tribute a loss according to its distance to the constraints region. To
push objectives satisfying the constraints, we further assign an ex-
tra penalty P to stress their importances. The other part of loss is
for the optimization target Fi. Once Fi(x) laid in the constraints
region (0  Fˆi(x)  1), we generate a loss according to its value.
Therefore, the iterative forward and backward paths can push the
objective values satisfying their constraints as well as minimize the
target objective.
Supporting additional constraints. Two additional constraints:
0  xi  1 and g(x)  0).
Handling model uncertainty. F˜i(x) = E[Fi(x)]+↵·std[Fi(x)]
4.3 Approximate and Parallel Algorithms
Approximate Sequential Algorithm (PF-AS): When we im-
plement single-objective optimization (Line 2 of Algorithm 1) and
constrained optimization (Line 13) using the above procedures, we
obtain a new algorithm called PF Approximate Sequential. Note
that this leads to an approximate Pareto set for the MOO problem
because each solution of a constrained optimization can be subop-
timal as backpropogation is stuck at a local minima. In practice,
if the objective function is complex with many local minima, it is
hard for any algorithm to guarantee to find global minima.
We finally present a parallel version of the approximate algo-
rithm, called PF-Approximate Parallel (PF-AP ). The main differ-
ence from the approximate sequential algorithm is that given any
hyperrecetange we aim to explore at the moment, we partition it
into a lk grid and for each grid cell, construct a constrained opti-
mization (CO) problem using the the Middle Point Probe (Eq. 4.2).
We send these lk CO problem to the DNN-based solver simulta-
neously. Internally, the DNN solver will solve these problems in
parallel (using a multi-threaded implementation). Some of the cells
will not return any Pareto point and hence will be omitted. For each
of those cells that returns a Pareto point, the Pareto point breaks the
cell into a set of sub-hyperrectangles that need to be further ex-
plored, and are added to a priority queue as before. Afterwards, the
sub-hyperrectangle with the largest volume is removed from the
queue. To explore it, we further partition it into lk cells and ask the
solver to solve their corresponding CO problems simultaneously.
This process terminates when the queue becomes empty.
5. AUTOMATIC SOLUTION SELECTION
Our optimizer implements three strategies to recommend new
job configurations from the computed Pareto frontier. First, the
Utopia Nearest (UN) strategy chooses the Pareto optimal point clos-
est to the Utopia point by computing the Euclidean distance of each
point in F˜ to fU , and returns the point that minimizes the distance.
A variant is the Weighted Utopia Nearest (WUN) strategy, which
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In this work, we ropose a novel solver that employs a cus-
tomized gradient desce t approach to a proximately solve our con-
strained optimization problems involving multiple objective func-
tions. The problem is illustrated in Figure ??.
x⇤ = arg min
x
F1(x) [1]x1
subject to FL1  F1(x)  FU1 [2]x
. . .
FLk  Fk(x)  FUk
0  xd  1, d = 1, 2, . . . , D [3]xD
In the first st p, we transform variables for optimization by fol-
lowing the common practice in machine learning: Let x be th
original set of parameter , which can be categorical, integer, or
c ntinuous variables. If a variable is categorical , we use one-
hot encoding to create dummy vari bl s. For xample, if xd takes
values {a, b, c}, we create three boolean varia les, xad , xbd, and
xcd, among which only on tak s the alue ‘1’. Afterwards all the
variables are normalize to the range [0, 1], a d ol an vari bl
and (normalized) i teger variabl s re relaxed to co tinuous vari-
ables in [0, 1]. As such, the constrained optimization (CO) prob-
lem deals with co ti u us variabl s in [0,1], whi h w denot s
= x1, . . . , xD 2 [0, 1]. After a solution is r turned for th CO
problem, we set the value for a categorical attribute based on th
dummy variable with t e ighest al e, a d round th s lution f r
a normalized integer varia l to its closest i teger.
Next, we focus on the CO ble depicted in Figure X(a). Our
design of a Multi-Objectiv Gr dient Des ent (MOGD) sol er
uses caref lly-c afted loss fu ctions to g ide gradi nt escent t
find the minimu of a target objective while satisfying a vari ty
of constraints, where b th the targ t o jective and con traint ca
be specified ov r c mplex m d ls, e.g., using DNNs, GPs, r ther
r gressi n functions.
Single objective ptimization. As a base case, we consider single-
objective optimization, minimize F1(x) =  1(x), which is Part
[1] in Fig e X(a). For optimization, we set the loss function sim-
ply as, L(x) = F1(x). Then starting from an initial configuration,
x0, gra ient scent will iteratively adju t the configuratio to
sequence x1, . . . ,xn in order to minimize the loss, until it reaches
a local minimum or a maximum of steps allowed. To increase the
chance of hitting a global minimum, we use a standard multi-start
method to try gradient descent from multiple initial values of x,
and finally choose x⇤ that gives the smallest value among these
trials.
Let xn denote the configuration computed after iteration n. Ini-
tially n = 0 and x0 is the default configuration. We can use
the model  1(xn) to compute the predicted value of the objec-
tive F1(xn) under the current configuration xn. We then use the
loss L to estimate how well the configuration xn optimizes (e.g.,
minimizes) the value of the objective. We then compute the gradi-
ent of the loss fun tion asrnx and use it to adjust the configuration
for the next iteration so that it minimizes L. That is, we iteratively
choose the (n + 1)th configuration as xn+1 = xn   ↵rnx. Cur-
rently, we use the adaptive moment estimation SGD approach from
[17] to compute the gradient of the loss function rnx. The above
process repeats iteratively until we find the optimal configuration
x⇤ that minimizes loss and yields the optimal value of the target
objective F1(x⇤). [This is obvious.]
Constrai e optimization. Then consider a cons rained optimiza-
tion (CO) problem, where F1 as the target of optimization and con-
straints are Fi 2 [FLj , FUj ], i = 1, . . . , k, which include Parts [1]
and [2] of Figure X(a). We can use the same process as above to
ddress the CO problem, but with a different l ss function and a
scaled v lue of the o jec iv as following:
l ss(i) =
kX
j=1
[ { jˆ(x) > 1 _ Fˆj(x) < 0}(Fˆj(x)  0.5)2
+ P ] + {0  Fˆi(x)  1}Fˆi(x)2
(4)
where Fˆj(x) =
Fj(x) FLj
FUj  FLj
, for j 2 [1, k], and P is constant. Since
the range of each objective function Fj(x) varies, we first normal-
ize each objective cording to its upper and lower bounds, so that
FˆLj = 0, Fˆ
U
j = 1, and a valid objectiv alue Fˆj(x) 2 [0, 1].
The loss function includes two part. One is to push objectives
into its constr in s region. If an obj ctiv Fj(x) cannot satisfy
the constraints (Fˆj(x) > 0 _ Fˆj(x) < 1), it is going to con-
tribute a loss a cording to its distance to the constraints region. To
pus bjectiv s satisfyin th con tr ints, we further assign an ex-
tra penalty P to stress their i ortances. Th other part of loss is
for the optim zation target Fi. Once Fi(x) laid in the constraints
r gion (0  Fˆi(x)  1), we generate a l ss according to its value.
Theref re, t e iterative forward and backward paths can push the
j ti e values s tisfying t eir nstr ints as well as minimize the
targ t bject ve.
S pporting additional constraints. Two additional constraints:
0  xi  1 a d ( )  0).
H ndling del unc rtai t . F˜i(x = E[Fi(x)]+↵·std[Fi(x)]
4.3 Approxi ate and Par llel Algo ithms
Approximate Sequen ial Algorithm (PF-AS): When w im-
pl ment si gle-objective opti ization (Line 2 of Algorithm 1) and
cons rai ed optimiz tion (Line 3) us ng the above procedures, we
obtain a new algorithm call d PF Appr ximate Sequential. Note
that t is le s to an approximate Pareto set for the MOO problem
because each solut on of a constr in d optimiz tion can be subop-
timal as backpropogation is stuck at a local inima. In practice,
i the objective function is omplex with many local minima, it is
hard for any algorithm to guarantee to find global minima.
We finally present a parallel version of the approximate algo-
rithm, called PF-Approximate Parallel (PF-AP ). The main differ-
ence from the approximate sequent al algorithm is that given any
hype recetange we aim to explore at the mo ent, we partition it
int a lk grid and for ach grid cell, construct a constrained opti-
mization (CO) problem using the the Middle Point Probe (Eq. 4.2).
We send these lk CO problem to the DNN-based solver simulta-
neously. Internally, the DNN solver will solve hese problems in
parallel (using a multi-threaded implemen ation). Some of the cells
will not return any Pareto point and hence will be omitted. For each
of those cells that returns a Paret point, the Pa eto poi t breaks th
cell into a set of sub-hyperrectangles that need to be further ex-
plored, and are added to a priority queue as before. Afterwards, the
sub-hyperrectangle with the largest volume is removed from the
queue. To explore it, we further partition it into lk cells and ask the
solver to solve their corresponding CO problems simultaneously.
This process terminates when the queue becomes empty.
5. AUTOMATIC SOLUTION SELECTION
Our optimizer implements thre strategies to recom end new
job configurations from the computed Pareto frontier. First, the
Utopia Nearest (UN) strategy chooses the Pareto optimal point clos-
est to the Utopia point by computing the Euclidean distance of each
point in F˜ to fU , and returns the point that minimize the distance.
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In this work, we propose a novel solver that employs a cus-
omized gradient de cent approach to approximately solve our con-
strained optimization problems involving multiple objective fu c-
tions. The probl m is illustrated in Figure ??.
x⇤ = arg min
x
F1(x) [1]x1
subject to FL1  F1(x)  FU1 [2]xd
. . .
FLk  Fk(x)  Fk
0  xd  1, d = 1, 2, . . . , D [3]xD
In the first step, we transform variables for optimization by fol-
lowing the common practice in machine learning: Let x be the
ori inal set of parameters, which can be categorical, integer, or
conti ous variables. If a variable is categorical , we use one-
hot encoding to create dummy variables. For exa l , if xd takes
values {a, b, c}, we create three boolean variables, xad , xbd, and
xcd, among which only o e tak s the value ‘1’. Afterwards all th
variables ar nor aliz d to t rang [0, 1], and boolea variabl
and (normalized) integer variables are r laxed to continuous v ri-
abl s in [0, 1]. As such, the constrained optimizati n (CO) prob-
lem deals with continu us variables in [0,1], whic we d ote as
x = x1, . . . , xD 2 [0, 1]. After a solution is returned for the CO
problem, we set the value for a categorical attribute ba ed o h
dummy vari ble wi h the high st valu , nd round the soluti n for
a normalized intege variabl to its closest integer.
Next, we focus o the CO problem depicted in Figure X(a). Our
design of a M lti-Obj ctive Gr di t Des nt (MOG ) olv r
uses carefully-crafted loss functions to guide gradient desce t to
find the minimum of a t rget objective while satisfying variety
of constraints, where both the target objective and cons raints can
be specified ov r complex models, e.g., using DNNs, GPs, or other
regression functions.
Single objectiv optimization. As a b e case, we consider single-
objective optimizati n, mi imize F1(x) =  1(x), which is Part
[1] in Fig re X(a). For optimization, we set th loss function sim-
ply as, L(x) = F1(x). Then starting fr m an initial configuration,
x0, gradient descent will iteratively adjust the config ration to a
sequence x1, . . . ,xn in order to minimize the loss, until it reaches
a local minimum or a maximum of steps allowed. To increase the
chance of hitting a global minimum, we use a standard multi-start
method to try gradient descent from multiple initial values of x,
and finally choose x⇤ that gives the smallest value among these
trials.
Let xn denote the configuration computed after iteration n. Ini-
tially n = 0 and x is the default configuration. We can use
the model  1(xn) to compute the predicted value of the objec-
tive F1(xn) under the current configuration xn. We then use the
loss L to estimate how well the configuration xn optimizes (e.g.,
minimizes) the value of the objective. We then compute the gradi-
ent of the loss function asrnx and use it to adjust the configuration
for the next iteration so that it minimizes L. That is, we iteratively
choose the (n + 1)th configuration as xn+1 = xn   ↵rnx. Cur-
rently, we use the adaptive moment estimation SGD approach from
[17] to compute the gradient of the loss function rnx. The above
process repeats iteratively until we find the optimal configuration
x⇤ that minimizes loss and yields the optimal value of the target
objective F1(x⇤). [This is obvious.]
Constrained optimization. Then consider a constrained optimiza-
tion (CO) problem, where F1 as the target of optimization and con-
straints are Fi 2 [FLj , FUj ], i = 1, . . . , k, which include Parts [1]
and [2] of Figure X(a). We c n use the same pro ess s above to
addr ss the CO problem, but with a different loss function and a
scal d value of the bjective as following:
loss(i) =
kX
j=1
[ {Fˆj(x) > 1 _ Fˆj(x) < 0}(Fˆj(x)  0.5)2
+ P ] + {0  Fˆi(x)  1}Fˆi(x)2
(4)
where Fˆj(x) =
Fj(x) FLj
FUj  FLj
, for j 2 [1, k], and P is constant. Since
th range of each obj ctiv f ction Fj(x) varies, we first normal-
iz each objectiv cc rdi g t its upper and lower bounds, so that
FˆLj = 0, Fˆ
U
j = 1, an a l o jectiv valu Fˆj(x) 2 [0, 1].
The l ss f nction includ s tw art. One is t push objectives
in o its cons raints re io . If a bjective Fj(x) can ot satisfy
th constraints (Fˆj(x) > 0 _ Fˆj(x < 1), it is going to c n-
trib t a lo s according to its distan e to t e constr ints region. To
pus objectives satisfying the constraints, we furth r assign an ex-
tra pen lty P to stress their i portances. The other part of loss is
f r th opti izati n targ F . Once F (x) aid in th constrai ts
regio (0  Fˆi(x)  1), we gen rate a loss according to its value.
T erefore, the iterativ forward and backward paths can push the
bjec iv values satisfying th ir constraints as well as mi imize the
targe bjective
Supporting additional constraints. Two additional constraints:
0  xi  1 a d g(x)  0).
H ndlin model uncertainty. F˜i(x) = E[Fi(x)]+↵·std[Fi(x)]
4.3 Ap roximate and P rall l Alg rithms
Approximate Sequential Algorithm (PF-AS): When we im-
ple e t single-obje tive optimization (Line 2 of Algorithm 1) and
constrai ed optimization (Line 13) using the above procedures, we
obtain a new algorithm called PF A proximate S q ential. Note
that this leads to an approximate Pareto s t for the MOO problem
because each solution o a constr ned optimization can be subop-
timal as backpropog t on is tuck t a local minima. In practice,
if the objective function is complex ith many local minima, it is
hard for any lgorithm to guarantee to find global minima.
We finally present a parallel version of the approximate algo-
rithm, called PF-Approximate Parall l (PF-AP ). The main diff r-
ence from the approximate sequential algorithm is that given any
hyperrecetange we im to explore at the mo ent, we partiti n it
into a lk grid and for each grid cell, construct a constrained opti-
mization (CO) problem using the the Middle Point Probe (Eq. 4.2).
We send these lk CO problem to the DNN-based solver simulta-
neously. Internally, the DNN solver will solve these problems in
parallel (using a multi-threaded implementation). Some of the cells
will not return any Pareto point and hence will be omitted. For each
of those cells that returns a Pareto point, the Pareto point breaks the
cell into a set of sub-hyperrectangles that need to be further ex-
plored, and are added to a priority queue as before. Afterwards, the
sub-hyperrectangle with the largest volume is removed from the
queue. To explore it, we further partition it into lk cells nd ask the
solver to solve their corresponding CO problems simultaneously.
This process terminates when the queue becomes empty.
5. AUTOMATIC SOLUTION SELECTION
Our optimizer implements three strategies to recommend new
job configurations from the computed Pareto frontier. First, the
Utopia Nearest (UN) strategy chooses the Pareto optimal point clos-
est to the Utopia point by computing the Euclidean distance of each
point in F˜ to fU , and returns the point that minimizes the distance.
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In this work, we pro ose a novel solve that employs a cus-
tomized gradient descent approach to approximately solve our con-
strained optimization problems involving multiple objective func-
tions. The problem is illustrated in Figure ??.
x⇤ = arg min
x
F1(x) [1]x1
subject to FL1  F1(x)  FU1 [2]xd
. . .
FLk  Fk(x)  FUk
0  xd  1, = 1, 2, . . . , D [3]xD
In the first ste , we transform variables f r optimization by fol-
lowing the common practice in machine learning: Let x be the
original set of paramet rs, which c b categorical, integer, or
continuous variables. If a variable is categorical , we use one-
hot encoding to creat dummy variables. For exa ple, if xd takes
values {a, b, c}, we cr ate thr e boolean variables, xd , xbd, a d
xcd, among which only one takes the value ‘1’. After ards all the
variables are nor alized to the range [0, 1], and boolean variables
and (normalized) integ r variab es ar relax d to continuous vari-
ables in [0, 1]. As such, the constrained optimization (CO) prob-
lem deals with continuous variables in [0,1], which we denote as
x = x1, . . . , xD 2 [0, 1]. After a so ution is ret rned fo the CO
problem, we set the value for a categ rical attri ute based n the
dummy variable with the highest value, and round the solution for
a normalized integer va iable to i s clos st int ger.
Next, we focus on the CO problem depicted in Figure X(a). Our
design of a Multi-Objective G adie t Descent (MOGD) solver
uses carefully-craft d loss fu ctions to guide g ad nt desce t to
find the minimum of a target objectiv while satisfying a variety
of constraints, where both the target objective and constraints can
be specified ver comp ex model , e.g., u ing DNNs, GPs, or other
regression function .
Single objective optimization. As a base case, we consid r singl -
objective optimization, minimize F1(x) =  1(x), which is Part
[1] in Figure X(a). For optimization, we set the loss function sim-
ply as, L(x) = F1(x). Then starting from an initial configuration,
x0, gradient escent will iterativ ly adjust the configuration to
equence x1, . . . ,xn in order to minimize he lo s, until it reaches
a local minimum or a maximum of steps allowed. To ncre se the
chance of hitting a global minimum, we use a standard multi-start
method to try gradient descent from multiple i itial values of x,
and finally choose x⇤ that gives the smallest value among these
trials.
Let xn denote the configuration computed after iteration n. Ini-
tially n = 0 and x0 is the default configuration. We can use
the model  1(xn) to compute the predicted value of the objec-
tive F1(xn) under the current configuration xn. We then use the
loss L to estimate how well the configuration xn optimizes (e.g.,
minimizes) the value of the objective. We then compute the gradi-
ent of the loss function asrnx and use it to adjust the configuration
for the next iteration so that it minimizes L. That is, we iteratively
choose the ( + 1)th configuration as xn+1 = xn   ↵rnx. Cur-
rently, we use the adaptive moment estimation SGD approach from
[17] to compute the gradient of the loss function rnx. The above
process repeats iteratively until we find the optimal configuration
x⇤ that minimizes loss and yields the optimal value of the target
objective F1(x⇤). [This is obvious.]
Constrained optimization. Then consider a constrained optimiza-
tion (CO) problem, where F1 as the target of optimization and con-
straints are Fi 2 [FLj , FUj ], i = 1, . . . , k, which include Parts [1]
and [2] of Figure X(a). W can us the ame process as above to
address the CO problem, but with a different loss function and a
scaled value of the objective as following:
loss(i) =
k
j=1
[ { jˆ ) > 1 _ Fˆj(x) < 0}(Fˆj(x)  0.5)2
+ P ] + {0  Fˆi(x)  1} iˆ(x)2
(4)
whe e Fˆj(x) =
Fj(x) FLj
FUj  FLj
, or j 2 [1, k], and P is constant. Since
the range of each objective function Fj(x) varies, we first normal-
ize each objective according to its upper and lower bounds, so that
FˆLj = 0, Fˆ
U
j = 1, a d a v lid bjective value Fˆj(x) 2 [0, 1].
The loss function includes two part. One is to push objectives
i t its constraints region. If an objective Fj(x) cannot satisfy
t e onstraints (Fˆj(x) > 0 _ Fˆj(x) < 1), it is going to c n-
ribute a loss according to its dista ce to the constraints region. To
push objectives satisfying the constraints, we further assign an ex-
tra pe alty P to str ss their i p rta c s. The ther part of loss is
for the ptimization target Fi. O ce Fi(x) laid in the constraints
region (0  Fˆi(x)  1), we g ne e a loss according to its value.
Therefore, the iterative forward and backward pat s can push the
objective values sa isfying their constraints as well as minimize the
target obj ctive.
Supporting additional constraints. Two additional constraints:
0  xi  1 and g(x)  0).
H ndling model nc tai ty. F˜i(x) = E[Fi(x)]+↵·std[Fi(x)]
4.3 Approxi ate nd P rall l Alg rit s
Appr i ate S qu n ial Algori hm (PF-AS): When we im-
plem nt singl -objective op imization (Li e 2 of Algorithm 1) and
constrained optimization (Line 13) using t e ab ve pr cedur s, we
obta new algorithm called P Approximat Sequential. Note
that this leads to an approximate Pareto set for the MOO problem
because each solution of a constrained optimization can be subop-
timal as backpropogation is stuck at a local i ima. In practice,
if the objective functio is complex with ma y local minima, it is
hard for any algorithm to gu rantee to fi d global minima.
We finally present a parallel version of the approximate algo-
rithm, called PF-Approximate Parallel (PF-AP ). he main differ-
ence from th approximate sequential algo ithm is that given any
hyperrecetange we aim to explore at the moment, we partition it
into a lk grid and for each grid cell, construct a constrained opti-
mization (CO) problem using the the Middle Point Probe (Eq. 4.2).
We send these lk CO problem to the DNN-based solver simulta-
neously. Internally, the DNN solver will solve these problems in
parallel (using a multi-threaded implementation). Some of the cells
will not return any Pareto point and hence will be omitted. For each
of those cells that returns a Pareto point, the Pareto point breaks the
cell into a set of sub-hyperrectangles that need to be further ex-
plored, and are added to a priority queue as before. Afterwards, the
sub-hyperrectangle with the larges volume is rem ved f om the
queue. To explore it, we further partition it into lk ells and ask the
solver to solve their corresponding CO problems simultaneously.
This process terminates when the queue becomes empty.
5. AUT ATIC S LUTI N SELECTI N
Our optimizer implements three strategies to recommend new
job configurations from the computed Pareto frontier. First, the
Utopia Nearest (UN) strategy choos s the P reto optimal p int clos-
est to the Utopia point by computing the Euclidean distance of each
point in F˜ to fU , and returns th p int th t minimizes the ist nce.
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(a) C nstrained optimizati n wi h mult ple obj cti s ( .g. F1 is modeled by a DNN and F2 by a GP) (b) L ss term on obj1, φ1 = Fˆ1
(c) Loss ter on obj2, φ2 = Fˆ2 (d) L(x) on univariate input x,
F1 = max(0, 12x − 3), and
F2 = max(0, 8x− 1)
(e) L(x1, x2) on bivariate input x1 and x2,
F1 = max(0, 12 1 + 8x2 − 8), and F2 =
max(0, 4x1 − 16x2 + 4)
(f) A GP fn on x with expected
values (the blue line) and model
uncertainty (the pink region)
Figure 3: Constrained optimizati n with multiple obj ctives, and the loss function, L, on different objectives and input parameters x
c me from our PF algorit m t at each step, aims to explore a pe-
cific region (a yper-rectangle f rmed by thes constraints) in he
objective p ce by solving particular CO pr bl m.
To solve the CO problem, we need t design an ppropri te l s
functio , L(x), such th t by minimizi g this loss, we can minimize
F1(x) wh le at the s me tim s tisfying all the constraints. Our
proposed los function is as follows:
L(x) = 1{0 ≤ Fˆ1(x) ≤ 1} · Fˆ1(x)2+
k∑
j=1
1{Fˆj(x) > 1 ∨ Fˆj(x) < 0}[(Fˆj(x)− 1
2
)2 + P ]
(4)
where Fˆj(x) =
Fj(x)−FLj
FUj −FLj
, for j ∈ [1, k], denotes the n rmalized
value of each objective, and P is a constant for extra pe alty. Sinc
the range of each objective function Fj(x) varies, we first nor al-
ize each obj ctive according to its u per and lo er bounds, s that
FˆLj = 0, Fˆ
U
j = 1, and a valid objective value Fˆj(x) ∈ [0, 1].
Figures 3(b)-3(c) illustrate the breakdown of the terms of the
above loss when we have a single objective F1 a d constraints on
objectives F1 and F2. The l ss fo F1 has tw terms. When F1
falls in the region (0 ≤ Fˆ1(x) ≤ 1), the first ter of the loss
pen lizes a large value of F1, and hence minimizing the loss helps
reduce F1. The second term of the loss aims to push the objective
into its constraint region. If F1(x) cannot satisfy the constraints
(Fˆj(x) > 0 ∨ Fˆj(x) < 1), it will contribute a loss according to
its distance from the valid region. The extra penalty, P , is a larg
constant added to ensure that the loss for F1 if it falls outside its
valid region is much higher than that if F1 lies in its valid region.
Figures 3(b) shows the combined effect of these two terms over
F1. In co parison, the loss for F2 ha only the second term, i.e., to
push it to satisfy its constraint, which is shown in Figure-3(c). The
final loss combines the terms for both F1 and F2.
Figure 3(d) illustrates the loss function, L, over univariate input
x, assuming two specific models for F1 and F2, each of which is a
simple neural network with ReLU as the activation function, where
Figure 3(d) shows the loss over bivariate input x1 and x2. Such
loss will be used to guide gradient descent such that by minimizing
L, it is lik ly to find the v lues of the input variables that minimize
the ta get objective while satisfying the constraints. A final note is
that GD usually assumes the loss function to be differentiable, but
our loss function is not at specific points. However, we can u e sub-
derivative: for a point x0 that is not differentiable, we can choose a
value between its left derivative and right derivative, which is called
a subgradient. Machine learning libraries allow subgradients to be
defined by the ser program and can automatically handle common
cases, including our loss functions for DNNs and GPs.
3. Handling model uncertainty. We have several extensions of
our MO-GD solver. In the interest of the space, w highlig t t
most i portant extension, that is, to support model uncertainty.
Since our objective functions use learned models, these models
may not be accurate before sufficient training data is available.
Hence, it is desirable that the optimization procedure take into ac-
count model uncertainty when recommending an optimal solution.
Fortu ately, advanced machine learning techniques can support a
regression task, F (x), with both expected value E[F (x)] and vari-
ance, Var[F (x)]. Such techniques include Gaussian Processes [36],
with an example shown in Figure 3(f), and Bayesian approximation
for DNNs [15]. Given such information, we only need to replace
each objective function, Fj(x), with F˜j(x) = E[Fj(x)] + α ·
std[Fj(x)], where α is a small positive constant. As such, F˜j(x)
off rs a more conservative estimate of Fj(x) for solving a mini-
mization problem, given the model uncertainty. Then we use F˜i(x)
to build the loss fu ction as in Eq. 4 t solve the CO problem.
Finally, we note three sources of approximation in our MO-GD
solver: (1) the relaxation of categorical and integer variables to
continuous variables in [0,1]; (2) the use of Gradient Descent (GD)
to solve a non-convex optimization problem, where solutions are
likely to be local minima; (3) the model uncertainty. As our bench-
mark results show, models learned by OtterTune [43] can have pre-
diction errors ∈ [10%, 40%] compared to observed values. Thus,
model uncertainty has a major impact on the performance achieved
by the solution from the MO-GD solver. This indicates that to build
a practical system, it is crucial that the model be updated frequently
from new training data and our multi-objective optimizer refresh
the Pareto frontier based on the new model in order to make more
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accurate recommendations – for this reason, we treat the speed of
computing the Pareto frontier as a key performance goal.
4.3 Approximate and Parallel PF Algorithms
Approximate Sequential Algorithm (PF-AS): When we im-
plement single-objective optimization (Line 2 of Algorithm 1) and
constrained optimization (Line 13) using our MO-GD solver, we
obtain a new algorithm called PF Approximate Sequential. Note
that this leads to an approximate Pareto set for the MOO problem
because each solution of a CO problem can be suboptimal. In fact,
the most powerful commercial solver, Knitro [22], also returns ap-
proximate solutions due to the complex, non-convex properties of
our objective functions, despite its long running time.
Approximate Parallel Algorithm (PF-AP ): We finally present
a parallel version of the approximate algorithm, PF-Approximate
Parallel (PF-AP ). The main difference from the approximate se-
quential algorithm is that given any hyperrecetange we aim to ex-
plore at the moment, we partition it into a lk grid and for each
grid cell, construct a CO problem using the the Middle Point Probe
(Eq. 3). We send these lk CO problem to our MO-GD solver simul-
taneously. Internally, our solver will solve these problems in paral-
lel (using a multi-threaded implementation). Some of the cells will
not return any Pareto point and hence will be omitted. For each
of those cells that returns a Pareto point, the Pareto point breaks
the cell into a set of sub-hyperrectangles that need to be further
explored, and are added to a priority queue as before. Afterwards,
the sub-hyperrectangle with the largest volume is removed from the
queue. To explore it, we further partition it into lk cells and ask the
solver to solve their corresponding CO problems simultaneously.
This process terminates when the queue becomes empty.
Parallel Models. Our work also supports categorical attributes
using parallel processing. As OtterTune [43] suggests, we can per-
form feature selection to focus on a small set (∼10) of variables that
impact a specific model the most. If among the selected variables,
there are only a limited number of categorical values to consider,
e.g., a boolean variable indicating compressing immediate data or
not, we can build value-specific models, one for each categorical
value, and compute them using multiple threads simultaneously.
5. AUTOMATIC SOLUTION SELECTION
Once a Pareto set is computed for a workload, our optimizer em-
ploys a range of strategies to recommend a new configuration from
the set. We highlight the most effective strategies below and de-
scribe other recommendation strategies in our technical report [38].
First, the Utopia Nearest (UN) strategy chooses the Pareto point
closest to the Utopia point fU , by computing the Euclidean dis-
tance of each point in the Pareto set F˜ to fU and returning the
point that minimizes the distance.
A variant is the Weighted Utopia Nearest (WUN) strategy, which
uses a weight vector, w = (w1, ...wk), to capture the importance
among different objectives and is usually set based on the applica-
tion preference. A further improvement is workload-aware WUN,
motivated by our observation that expert knowledge about differ-
ent objectives is available from the literature. For example, be-
tween latency and cost, it is known from the literature of Parallel
Databases [10] that it is beneficial to allocate more resources to
large queries (e.g. join queries) but less so for small queries (e.g.,
selection queries). In this case, we use historical data to divide
workloads into three categories, (low, medium, high), based on the
observed latency under the default configuration. For long running
workloads, we give more weight to latency than the cost, hence en-
couraging more cores to be allocated; for short running workloads,
we give more weight to the cost, limiting the cores to be used.
We encode such expert knowledge using internal weights, wI =
(wI1 , ..., w
I
k), and application preference using external weights,
wE= (wE1 , ..., w
E
k ). The final weights arew = (w
I
1w
E
1 , ..., w
I
kw
E
k ).
6. PERFORMANCE EVALUATION
In this section, we compare our MOO approach to popular MOO
techniques and perform an end-to-end comparison to the state-of-
the-art OtterTune [43] system.
System. We chose Apache Spark as the data analytics system
because it allows us to run analytics including both SQL queries
and ML tasks. Within our dataflow optimizer, the modeling engine
employs two modeling tools, GP models from OtterTune [43] and
our custom deep neural network (DNN) models. Since DNN mod-
els are more complex than GP models, they increase computational
cost in MOO. Therefore, we use DNN models as the default when
we evaluate efficiency of MOO methods, and will switch to GP
models when we conduct end-to-end comparison to OtterTune. Our
modeling engine is implemented using a mix of PyTorch, Keras and
Tensorflow to implement and train different models. The trained
models interface with our MOO module through network sockets.
Our MOO module is implemented in Java and invokes a solver
for constrained optimization (CO). Our system supports several
solvers including our MO-GD solver (§4.2) and the Knitro [22]
solver. To solve a single CO problem, Knitro with 16 threads takes
17 and 42 minutes to run on GP and DNN models, respectively.
In contrast, MO-GD with 16 threads takes 0.1-0.5 second while
achieving the same or lower value of the target objective. We also
built an approximate solver based on CPLEX [7] by relaxing our
CO problem to continuous non-linear programming. However, it
exhibited a scalability issue in handling DNN models. Therefore,
we use MO-GD as the default solver for our experiments.
Workloads. We used two benchmarks for evaluation.
Batch Workloads (TPCx-BB): We used the TPCx-BB (BigBench)
benchmark [40] designed to model mixed workloads in big data an-
alytics, with a scale factor 100G. TPCx-BB includes 30 templates,
including 14 SQL queries, 11 SQL with UDF, and 5 ML tasks,
which we modified to run on Spark. We parameterized the 30 tem-
plates to create 258 workloads and ran them under different con-
figurations, totaling 19528 traces, each with 360 runtime metrics
(OtterTune [43] suggests similar numbers of traces for training).
These traces were then used to train workload-specific models for
latency, CPU utilization, IO cost, etc. After hyperparameter tuning,
our latency model has 4 hidden layers, each with 128 nodes, and
uses ReLU as the activation function. Adaptive moment estimation
(Adam) [20] was used to run backpropogation with learning rate =
0.1, weight decay = 0.1, max iter = 100, and early stop patience =
20. OtterTune [43] suggests using feature selection to focus on the
most important (∼10) parameters for tuning; hence, we ran MOO
over the most important 12 parameters of Spark, including paral-
lelism, the number of executors, the number of core per executor,
memory per executor, shuffle compress, etc.
Streaming Workloads: We also created a streaming benchmark
by extending a prior study [23] on click stream analysis, including
5 SQL templates with UDFs and 1 ML template. We then created
63 workloads from templates using parameterization, and collected
traces for training workload models for latency and throughput.
Hardware. Our system was deployed on a cluster with one gate-
way and 20 compute nodes. The compute nodes are CentOS based
with 2xIntel Xeon Gold 6130 processors and 16 cores each, 768GB
of memory, and RAID disks. Each MOO algorithm runs on a ded-
icated compute node, potentially with multi-threading.
6.1 Comparison to MOO Methods
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Figure 4: Comparative results on multi-objective optimization using 258 batch workloads
We first compare our Progressive Frontier (PF) algorithms, PF-
AS and PF-AP , to three major MOO methods, Weighted Sum
(WS) [30], Normalized Constraints (NC) [32], and NSGA-II [9]
from JMetal [18] in the family of Evolutionary (Evo) methods [13].
(As [13] points out, more recent Evo methods concern many ob-
jective optimization and preference modeling, hence orthogonal to
our current work.) For each algorithm, we request it to generate
increasingly more Pareto points (10, 20, 30, 40, 50, 100, 150, 200),
which are called probes, as more computing time is invested.
Expt 1: Batch 2D. We start with the batch workloads where the
objectives are latency and cost (simulated by the number of cores
used). As results across different jobs are consistent, we first show
details using job 9. To compare PF-AS and PF-AP to WS and
NC, Fig. 4(a) shows the uncertain space when more Pareto points
are requested over time. Here, the uncertain space is the percent-
age of the total objective space that the algorithm is uncertain about
(Def. 3.7). Initially at 100%, it starts to reduce when the first Pareto
set (of up to 10 points) is generated. A main observation that WS
and NC take long to run, e.g., about 47 seconds to generate the
first Pareto set. Such delay means that they are not suitable for rec-
ommending job configurations under stringent time constraints. In
comparison, our PF approximate sequential (PF-AS) and parallel
(PF-AP ) algorithms reduce uncertain space much more quickly,
e.g., with the first Pareto set generated under 1 second by PF-AP .
PF-AS does not work as well as PF-AP because PF-AS is a se-
quential algorithm, and hence the quality of Pareto points found in
the early stage have a severe impact on the later procedure. Given
that our algorithm is approximate, it could happen that one low-
quality result in the early stage leads to overall low-quality Pareto
frontier. In contrast, the PF-AP is a parallel algorithm and hence
one low-quality result won’t have as much impact as in PF-AS.
Fig. 4(b) shows the Pareto frontiers of WS and NC generated
after 47 seconds, where the Utopia (hypothetically optimal) point
is at the lower left corner. WS is shown to have poor coverage of
the Pareto frontier, e.g., returning only 3 points although 10 were
requested. NC generates more points (8) on the Pareto frontier.
However, it still provides fewer points and less information than
the Pareto frontier of PF-AP (12 points) shown in Fig. 4(c), con-
structed using only 3.2 seconds. These frontiers also show that
latency and cost do compete for resources, hence with tradeoffs.
We next compare PF-AP to Evo, as Fig. 4(d) shows. Although
Evo runs faster than WS and NC, it still fails to generate the first
Pareto set until after 2.6 seconds. As noted before, such a delay
is still quite high for our target use case of serverless databases.
Fig. 4(e) shows another issue of Evo: the Pareto frontiers generated
over time are not consistent. For example, the frontier generated
with 30 probes indicates that if one aims at latency of 6 seconds,
the cost is around 36 units. The frontier produced with 40 probes
shows the cost to be as low as 20, while the frontier with 50 probes
changes the cost to 28. Recommending configurations based on
such inconsistent information is highly undesirable.
Finally, Fig. 4(f) compares PF-AP against Evo for all 258 jobs,
when we impose a 1-second (or 2 second) constraint for making
a configuration recommendation to balance cost and latency, e.g.,
when a serverless database needs to be started. Evo fails to generate
any Pareto set under 1 seconds (with 100% uncertain space) and
hence cannot make any recommendation. In contrast, our PF-AP
can generate Pareto sets under 1 seconds for all 258 jobs, with a
median of 9.2% uncertain space across all jobs. For a 2 second
time constraint, Evo still can not make any recommendation. Our
PF-AP can generate Pareto sets under 2 seconds for all 258 jobs,
with a median of 6.1% uncertain space across all jobs.
Expt 2: Streaming 2D and 3D. We next use the streaming
workload under 2 objectives, where the objectives are average la-
tency (of output records) and throughput (the number of records per
second), as well as under 3 objectives, where we add (simulated)
cost as the 3rd objective. As the results for different jobs are similar,
we illustrate them using job 54 under 3D, while additional results
are available in our technical report [38]. Fig. 5(a) confirms that
WS and NC take long, e.g., 74 and 75 seconds, respectively, to re-
turn the first Pareto set, where our PF-AP computes the first Pareto
set with 1.5 seconds. Evo method again fails to produce the first
Pareto set under 2.2 seconds. Fig. 5(b) and Fig. 5(c) show that WS
and NC again have poor coverage of the frontier (7 points only for
each), while Fig. 5(d) shows that PF can offer much better coverage
of the frontier using less time. Again, we observe that Evo returns
inconsistent Pareto frontiers as more probes are made, whose plots
are left to our technical report [38] due to space limitations.
Fig. 5(e) and 5(f) summarize the running time of our PF-AP
and Evo for 2D and 3D cases. For all 2D jobs, Evo fail to meet the
1-second or 2-second constraint. Our PF-AP can generate Pareto
sets for 5 jobs under 1 second, and all 63 jobs under 2 seconds, with
a median of 8% uncertain space. For 3D jobs, we give a slightly
looser constraint, 2.5 seconds, to accommodate the increased di-
mensionality. PF-AP can generate Pareto sets for all 63 jobs under
2.5 seconds, with a median of 2% uncertain space, whereas Evo
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Figure 5: Comparative results on multi-objective optimization using 63 streaming workloads
can generate Pareto sets for 5 out of 63 under 2.5 seconds.
Summary. Across all 321 workloads tested, WS and NC fail to
generate Pareto sets under 40 seconds. Evo is faster but still fails to
generate the first Pareto set for most jobs under the constraints of 2
- 2.5 seconds. In contrast, our PF-AP algorithm takes less than 2.5
seconds to generate a decent Pareto set for all jobs, offering 2.6x to
50x speedup over other methods in achieving so. In addition, PF-
AP overcomes the poor coverage (WS and NC) and inconsistency
(Evo) issues that other MOO algorithms have.
6.2 End-to-End Comparison
Next we perform an end-to-end comparison of the configura-
tions recommended by our MOO against those by Ottertune [43],
a state-of-the-art automatic tuning system as described in §2.2. In
this study, since we consider the effect of models, we follow the
standard practice in machine learning to separate workloads into
training and test sets: For TPCx-BB, we selected a random sample
of 30 workloads, one from each template, as the test workloads.
We use the trace data of other workloads as historical data to train
predictive models for the test workloads. We did it similarly for the
stream benchmark, with a sample of 15 test workloads.
Expt 3: Accurate models. First, we assume that the learned
models are accurate and treat the model-predicted value of an ob-
jective as the true value, for any given configuration. To ensure
fair comparison, we use the GP models from Ottertune in both
systems. For each of the following 2D workloads, our system
runs the PF algorithm to compute the Pareto set for each work-
load and then the Weighted Utopia Nearest (WUN) strategy (§5)
to recommend a configuration from the set. As Ottertune supports
only single-objective (SO) optimization, we apply a weighted ap-
proach [50] that combines k objective functions into a single ob-
jective,
∑k
i=1 wiΨi(x), with
∑
i wi = 1, and then call Ottertune
to solve a SO problem. The weight vector, w, is a hyperparameter
that has to be set before running Ottertune for a workload.
It is important to note that the weights are used very differently
in these two systems: PF-WUN applies w in the objective space
to select one configuration from its Pareto set. In contrast, the
weighted method for Ottertune applies w to construct a SO prob-
lem and hence obtains a single solution. It is known from the theory
of Weighted Sum [30] that even if one tries many different values
of w, the weighted method cannot find many diverse Pareto points,
which is confirmed by the sparsity of the Pareto set in Fig. 5(b)
where Weight Sum tried different w values.
Batch 2D. For the 2D batch workloads, We compare the rec-
ommendations of PF-WUN to those of Ottertune. Fig. 6(a) shows
the comparison when w=(0.5, 0.5), indicating that the application
wants balanced results between latency and cost. Since TPCx-BB
workloads have 2 orders of magnitude difference in latency, we nor-
malize the latency of each workload (x-axis) by treating the slower
one between PF-WUN and Ottertune as 100% and the faster as a
value less than 100%. The number of cores (y-axis) allowed in this
experiment is [4, 58]. For all 30 workloads, Ottertune recommends
the smallest number of cores (4), favoring small numbers of cores
at the cost of high latency. PF-WUN is adaptive to the applica-
tion requirement of balanced objectives, using 2-4 more cores for
each workload to enable up to 26% reduction of latency. When we
change the weights to (0.1, 0.9), favoring cost to latency, both sys-
tems recommend using 4 cores; the plot is omitted in the interest of
space. Fig. 6(b) shows the comparison when w=(0.9, 0.1), indicat-
ing strong application preference for low latency. For 19 out of 30
workloads, Ottertune still recommends 4 cores because that is the
solution returned even using the 0.9 weight for latency. In contrast,
PF-WUN is more adaptive, achieving lower latency than Ottertune
for all 30 workloads with up to 61% reduction of latency. In ad-
dition, for 8 out of 30 workloads, PF-WUN dominates Ottertune
in both objectives, saving up to 33% of latency while using fewer
cores – in this case, Ottertune’s solution is not Pareto optimal.
Streaming 2D. For 15 streaming workloads, Fig. 6(c) shows the
comparison when w=(0.5, 0.5), where we normalize both latency
(x-axis) and throughput (y-axis) using the larger value between
PF-WUN and Ottertune. The two systems mainly indicate trade-
offs: Ottertune recommends low-latency, low-throughput configu-
rations, while PF-WUN recommends high-latency, high-throughput
configurations. When the application changes the preference to
w=(0.9, 0.1), again PF-WUN is more adaptive, achieving lower la-
tency for all 15 workloads with up to 63% reduction of latency. For
2 out of 15 jobs, PF-WUN dominates Ottertune in both objectives,
e.g., 36% reduction of latency and 30% increase of throughput.
Again, Ottertune’s solution is not Pareto optimal here.
Expt 4: Inaccurate models. We next consider a realistic setting
where learned models are not accurate. In this case, our MO-GD
solver uses the variance of the model prediction for a given ob-
11
70 80 90 100
latency %
4
6
8
10
12
14
co
re
s
Ottertune
WUN
(a) Batch (0.5,0.5), accurate models
40 50 60 70 80 90 100
latency %
0
10
20
30
40
50
60
co
re
s
Ottertune
WUN
(b) Batch (0.9,0.1), accurate models
20 30 40 50 60 70 80 90 100
latency (%)
20
30
40
50
60
70
80
90
100
th
ro
ug
hp
ut
 (%
)
Ottertune
WUN
(c) Stream (0.5,0.5), accurate models
30 40 50 60 70 80 90 100
latency (%)
30
40
50
60
70
80
90
100
th
ro
ug
hp
ut
 (%
)
Ottertune
WUN
(d) Stream (0.9,0.1), accurate models
2 30 3 4 18 10 8 6 19 23 5 28
Job id
0
100
200
300
400
La
te
nc
y (
se
co
nd
s)
Ottertune
WUN
(e) Batch (0.5,0.5), inaccurate models
2 30 3 4 10 6 18 19 5 8 12 23
Job id
0
100
200
300
400
La
te
nc
y (
se
co
nd
s)
Ottertune
WUN
(f) Batch (0.9,0.1), inaccurate models
Figure 6: Comparative results to Ottertune on single-objective and multi-objective optimization
jective to obtain a more conservative estimate during optimization.
In addition, we obtained a more accurate latency model for the 30
TPCx-BB workloads using our customized DNN implementation.
Note that our optimizer does not favor any particular model. Our
experiment simply uses the DNN latency model to demonstrate the
flexibility of our optimizer, while Ottertune can only use its GP
model. By simply changing the model, we reduce latency by 5%
over Ottertune when solving 1D optimization on latency.
Next we consider 2D optimization over latency and cost. For
w=(0.5, 0.5), we take recommendations from both systems and
measure the actual latency and cost (num. of cores times latency)
on our cluster. Fig. 6(e) shows detailed latency results of top 12
long-running workloads. Since both systems use low numbers of
cores, the cost plot is quite similar to the latency plot, hence omitted
here. Most importantly, to run the full TPCx-BB benchmark, our
system outperforms Ottertune with 26% savings on running time
while using 3% less cost. For w=(0.9, 0.1), Ottertune’s recommen-
dations vary from those for (0.5, 0.5) with only 6% reduction of
total running time, while our recommendations lead to 35% reduc-
tion. As Fig. 6(f) shows, our system outperforms Ottertune by 49%
reduction of total running time, with 48% increase of cost, which
matches the application’s strong preference for latency.
7. RELATED WORK
Multi-objective optimization for SQL [16, 21, 41, 42] enumerates
a finite set of query plans and selects Pareto-optimal ones based on
cost—in contrast to our need for searching through an an infinite
parameter space. MOO approaches for workflow scheduling [21]
differ from our MOO in the parameter space and solution.
Resource management. TEMPO [39] addresses resource manage-
ment for SQL databases in MOO settings. When all Service-Level
Objectives (SLOs) cannot be satisfied, it guarantees max-min fair-
ness over SLO satisfactions; otherwise, it degrades to WS for rec-
ommending a single solution. Recent optimization for cluster and
cloud computing [24, 37] focus on running time of SQL queries,
but not dataflow problems or multiple objectives. Morpheus [19]
addresses the tradeoff between cluster utilization and job’s perfor-
mance predictability by codifying implicit user expectations as ex-
plicit SLOs and enforces SLOs using scheduling techniques.
WiseDB [27, 29] proposes learning-based techniques for cloud
resource management. A decision tree is trained on a set of per-
formance and cost-related features collected from minimum cost
schedules of sample workloads. Such minimum cost schedules are
not available in our case. Dhalion [14] uses learning methods to de-
tect backpressure and resolve it by tuning the degree of parallelism,
but does not consider optimization for user objectives. Li [25] min-
imizes end-to-end tuple processing time using deep reinforcement
learning, and requires defining scheduling actions and the associ-
ated reward, which is not available in our problem.
More relevant is recent work on performance tuning and opti-
mization. PerfOrator [35] and Ernest [44] are modeling tools that
use hand-crafted models while OtterTune [43, 49], which we lever-
age, learns more flexible models from the data. For optimizing a
single objective, OtterTune builds a predictive model for each user
query by mapping it to the most similar past query and based on
the model, runs Gaussian Process exploration to minimize the ob-
jective. CDBTune [50] solves a similar problem, but uses Deep
RL to learn predictive models and determine the best configuration.
Learning-based query optimization. Cardlearner [45] uses a ML
approach to learn cardinality models from previous job executions
and uses them to predict the cardinalities in future jobs. Recent
work [28] has used neural networks to match the structure of any
optimizer-selected query execution plan and predicts latency. Neo [26]
is a DNN-based query optimizer that bootstraps its optimization
model from existing optimizers and then learns from incoming queries.
8. CONCLUSIONS
We presented a Progressive Frontier-based multi-objective opti-
mizer that constructs a Pareto-optimal set of job configurations for
multiple task-specific objectives, and recommends new job config-
urations to best meet them. Using batch and streaming workloads,
we showed that our MOO method outperform existing MOO meth-
ods [30, 13] in both speed and coverage of the Pareto set, and out-
performs Ottertune [43], a state-of-the-art approach, by a 26%-49%
reduction in running time of the TPCx-BB benchmark, while adapt-
ing to different application preferences on multiple objectives. In
future work, we plan to extend our optimizer to consider a pipeline
of analytical tasks, and optimize for both task-specific and system-
wide objectives such as utilization and throughput.
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