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Abstract
This study solves the initial and boundary value problem for the Euler equations
of gases. The boundaries are allowed to move and are assumed to be adiabatic. In
addition we shall discuss that isothermal walls are not possible within the Euler
theory.
We do not formulate the boundary conditions in terms of the macroscopic basic
variables mass density, velocity and temperature. Instead we consider the underlying
kinetic picture which exhibits the interaction of the gas atoms with the boundaries.
Hereby the advantage is oered to formulate the boundary conditions in a very
suggestive manner.
This procedure becomes possible, because we approach the solution of the Eu-
ler equations by the following limit: We rely on the moment representation of the
macroscopic basic variables, and in order to obtain the temporal development of the
phase density, we decompose a given macroscopic time interval into periods of free
ight of the gas atoms. These periods of duration ME are interrupted by a max-
imization of entropy, thus introducing a simulation of the interatomic interaction.
In [2] we have shown that the Euler equations may be established in the limit
ME ! 0:
1 Introduction
For the most time, the atoms of a gas y independent of each other through the volume
at their disposal. From time to time there is a binary interaction of duration C . We are
only interested for situations where the mean time of free ight R, also called relaxation
time, is much larger than C .
A further important characteristic time is given by the combination G (Ma + 1)
 1
; which
gives the duration of equalization of spatial inhomogeneiities. G is called gradient time
and Ma is a mean Mach number.
When the condition R  G (Ma + 1)
 1
is met, the gas develops mainly by free ight
of its atoms. In this case the description of the thermodynamic state requires many
1
variables. In the other extreme case R  G (Ma + 1)
 1
there is a fast relaxation so that














The thermodynamic state is here described with sucent accuracy by only ve variables,
viz. mass density , momentum density v and energy density e. v denotes the velocity









v2. k denotes Boltzmann's constant, and m is the atomic mass.
The development of these elds in space and time are determined by the Euler equations




(dx  vdt) = 0;H
@




















 is a convex set in space time with piecewise smooth, positive oriented boundary
@
. The pressure p in a monatomic ideal gas is related to the internal energy density u
by p = 2
3
u.




(hdx  hvdt)  0; (3)






2 . Note that in regular points (t; x)







which in this case is already a consequence of (2), since (3) is the convex extension of (2).
To achieve shorthand notation we put together the volume densities and the uxes ac-
cording to
uA = (; vi; e) ; FAk =










for A = 0; 1; 2; 3; 4 and i; k = 1; 2; 3: The weak form of the Euler equations and of the








(h; hvk) d~o  0; (5)
where d~o is a hypersurface element in space and time.
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In [2] we have established a representation theorem that gives the unique global solution
of the initial value problem of the Euler equations. Arbitrary, but bounded, initial data
are allowed and all possible shock interactions are included.
The representation theorem relies on a modied Maximum Entropy Principle (MEP) and
on the explicit knowledge on the free ight periods of the atoms. In short:
We consider a time interval 0 <   ME and represent for xed t and ME the volume
densities uA and uxes FAk by
uA(t+ ;x) = m
+1Z
 1
cAwM (uB (t; x  c) ; c) d
3
c;
FAk(t+ ;x) = m
+1Z
 1
cAckwM (uB (t; x  c) ; c) d
3
c; (6)
as well as the entropy density h and entropy ux k by






) (uB (t; x  c) ; c) d
3
c;














and hp is Planck's constant. Here cA stands for 1; ci;
1
2
c2. In this context
wM(uB(t;y); c)  fM(t;y; c) is just the Maxwellian phase density, written as a function
of the elds uB and of the microscopic velocity c. Both notations of the Maxwellian are
useful for dierent purposes.
At time  = 0, the Maxwellian wM is the phase density that maximizes the entropy under
prescribed uA (t;x). For 0 <   ME; wM describes the free ight of the atoms, and at
time t+ ME the entropy is again maximized, however, now under the constraints of xed
uA (t + ME;x).
The weak form of the Euler equations and the entropy inequality follow in the limit
ME  ! 0, which could be proved in [2] under the assumption of convergence. In addition,
in [2] we have also proved (5) for ME > 0 with the quantities uA, FAk, h and k given in
(6) and (7).
This work grew out of the task to improve those parts of Extended Thermodynamics (ET )
that regards the application to very low particle density and/or high Mach numbers.
In ET these cases require the introduction of many moments of the phase density as
thermodynamic variables. Alternatively, as we discussed in [2], very low particle density
and/or high Mach numbers can be dealt thermodynamically with only few moments,
if the free ight period of the atoms is explicitely taken into account by considering an
appropriate value ME > 0. This is studied in [3]. In the current investigation we show
3
that the case ME > 0 is also best suited and presumably neccessary in order to be able
to solve boundary value problems.
The modern kinetic schemes bear a strong resemblance to the current study. These were
introduced independently of ET by B.Pertame in [4], [5], [6] mainly for the Euler system
and, relying on ET, by C.D. Levermore [9] and by P. Le Tallec & J.P. Perlat
[11] for higher order moment systems. Up to now the kinetic schemes as well as ET
only consider the case ME ! 0: ET was brought into its present form by I. Müller &
I Shi Liu [7], [8].
The most important link between the purely macroscopic ET and the microscopic kinetic
theory is the Maximum Entropy Principle (MEP). W. Dreyer has shown for the rst
time in 1987 [1] that the MEP implies the phenomenological entropy principle of ET. A
generalization of Dreyer's reasonings was given in 1996 by G. Boillat & T. Ruggeri
[10].
Now we proceed to extend the representation theorem to the complete initial and bound-
ary value problem.
2 The Initial and Boundary Value Problem
In this section we shall discuss some peculiar features of the boundary value problem that
shows the superiority of the microscopic based representation theorem (6) against the
macroscopic point of view.
( )tx P
Fig. 1: Cylinder/Piston System
In order to be concrete we consider a one dimen-
sional cylinder/moving piston system which is lled
with a gas. The objective is the determination of the
elds of density  (t; x), velocity v (t; x) and temper-
ature T (t; x). We assume that their initial data
 (0; x) = 0 (x) ; v (0; x) = v0 (x) ; T (0; x) = T0 (x)
(8)
are given, and we ask for possible boundary values
at x = 0 and x = xP (t) so that a unique solution
may exist.
We start the discussion from a macroscopic point of
view. Obviously we should prescribe
v (t; 0) = 0; v (t; xP (t)) = _xP (t) : (9)
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A study of the linear Euler problem reveals that this is already sucient. However,
properly one should think that it must be allowed to prescribe in addition to (9) the
thermal properties of the walls under consideration. The condition (9) relies on the
assumption of rigid walls and it seems natural to assign to the walls additionally either
the property to be isothermal or to be adiabatic. In case of isothermal walls these must
allow an energy ux in order to guarantee a prescribed temperature. In the adiabatic
case the energy ux through the wall is zero with respect to an observer who moves with
the wall. However, the isothermal wall is not possible here because (9) implies that the
energy ux is already forced to zero.
To conrm in detail that isothermal walls are not possible within Eulers theory we
consider an isothermal impermeable wall at rest, again in the one dimensional case.
It is due to the continuity equation (2)1 that the macroscopic velocity is zero at the wall.
On the other hand this implies due to the energy equation (2)3 a vanishing energy ux at
the wall. Note that within Eulers theory there is no non convective part of the energy
ux. If there would be a non convective part then a vanishing velocity at the wall would
not imply a vanishing heat ux. This can be realized in the case ME > 0.
3 A Reminder to the Numerical Scheme for the Initial
Value Problem of the Euler System
In this section we give a short review of the numerical scheme presented in [2], where we
solved the initial value problem for the weak Euler system in three space dimensions. In
the next section, this scheme will be extended in order to include boundary conditions.
To initialize the scheme we start with:
 Bounded and integrable initial data for x 2 IR3:
(0;x) = 0(x)   > 0, v(0;x) = v0(x), T (0;x) = T0(x)  Æ > 0.
 A xed time ME > 0 of free ight, so that at the equidistant times tn = nME,
n = 0; 1; 2; :::, the maximization of entropy takes place.
Within the time interval 0 <   ME the iterated scheme for the variables density ,
5
velocity v and temperature T reads




fn(x  c; c) d
3
c;




















2fn(x  c; c) d
3
c :
Here fn is the three-dimensionalMAXWELLIAN phase density, which we write now for









All quantities of interest can again be brought into generic form. For A = 0; :::; 4 ;
k = 1; 2; 3 ; n = 0; 1; 2; ::: and 0 <   ME we write for the variables uA and uxes FAk




cAfn(x  c; c) d
3
c;




cAckfn(x  c; c) d
3
c ; (12)
and for the entropy density h and entropy ux k




(fnlnfn)(x  c; c) d
3
c;















the values uA in (12) exactly agree with
the moments given in (10), namely







 There are only two dierences between the representations (12), (13) and (6), (7) :
The equations above are written with the notation fn(y; c) = wM(uB(tn;y); c), and
the constants m, k, y are set equal to 1.
In [2] we have conrmed that this iterative scheme conserves mass, momentum and energy,
and implies in addition the entropy inequality:I
@





( h ;k ) ~do  0 ; (15)
even in the case ME > 0, as well as in the Eulerian limit. Note that 
 is a set in space
and time with positive orientated boundary @
.
In the Eulerian limit, which is established for ME ! 0, the elds uA, FAk, h and k just
reduce to functions depending only on , v and T . These will be given explicitely in the
following section.
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4 Boundary Conditions at Adiabatic and Moving Walls
In this section we generalize the numerical scheme from above to include boundary con-
ditions. Our reasonings rely on the interaction of the gas atoms with the walls of the
cylinder from Figure 1. The walls are assumed to be adiabatic, and because the piston is
allowed to move, we have to describe the reection of the atoms at adiabatic and moving
walls.
Recall that in case of the pure initial value problem we prescribe the Maxwellian phase
density at discrete maximization times t0, t1, t2;: : : . In between two subsequent maxi-
mization times the phase density develops according to the free ight of the atoms. The
period of free ight is now used to incorporate the boundary conditions.
In the following we restrict ourselves to one space dimension, but later it will become
clear how to generalize the procedure to two or three space dimensions.
PERIOD OF FREE FLIGHT MEτ











Fig. 2: Trajectories of free ight
The Figure 2 illustrates the procedure that we used
for the initial value problem: Let x denote a posi-
tion, where we want to compute the elds at time
tn +  . To achieve this goal we must know the
elds at time tn and at all positions y1 = x   c1
, y2 = x   c2; y3 = x   c3, ... which are formed
with those microscopic velocities c that constitute
the integration knodes. Geometrically speaking, we
consider for given x; tn +  and c the free ight tra-
jectory that links the point tn+  , x with the point
tn , y = x  c:
We shall observe now, that in case of boundaries, the
trajectories that links tn +  ; x with tn and some
yet unknown position y turn out to be polygons







Fig. 3: Adiabatic Reection
For the algorithmic procedure we assume that there
is a piston located at position xP (t) at time t, where
0  t  T and xP (t)   > 0 is a polygon. Let
vP (t) = _xp(t) be the velocity of the piston. If a
particle with incoming velocity c is reected at the






= 2vP (t): (16)
This equation describes the elastic interaction of an
adiabatic wall having innite mass with a light par-
ticle. Furthermore we require an adibatic bottom at x = 0. Thus we have a one-
7
dimensional vessel with the piston as the upper boundary and the bottom as the lower
one.
The adiabatic wall at the bottom x = 0 is at rest, which implies c
0
=  c. Of course this
is a special case of (16).









PERIOD OF FREE FLIGHT MEτ
Fig. 4: The iterated functions y and c
The Figure 4 shows how to nd
the polygon that links tn+  , x to
tn,y
 , where y is the correspond-
ing position of the polygonal tra-
jectory at time tn. Recall that this
was an easy task for the pure ini-
tial value problem, see Figure 2.
As in Figure 2 we start here with
given x and tn+  and any c. The
trajectory x   c may now meet
one of the walls and suer a re-
ection. This may happen several
times until the maximization time
tn is reached. The microscopic ve-
locity which corresponds to this
last part of the complete trajec-
tory is denoted by c.
Remarks:
 For a computation of the elds uA at the intermediate time tn +  and the position
x we need to know y and c which turn out to be functions of tn; ; x; c :
y = y(tn; ; x; c) and c
 = c(tn; ; x; c): These functions have to be computed by
an iterative procedure according to the reasonings that were given above.
 If there is no reection for choosen values tn,  , x and c, then the functions y
 and
c obviously reduce to y = y = x   c and c = c: These simple expressions
are those we had already used for the pure initial value problem.
We make essential use of the functions y and c in the following scheme:
First we present the assumptions that are needed to formulate the numerical scheme for
the initial and boundary value problem (in one space dimension):
 Bounded and integrable initial data for x 2 IR:
(0; x) = 0(x)   > 0, v(0; x) = v0(x), T (0; x) = T0(x)  Æ > 0.
 For a free ight time ME > 0 xed and equidistant times
0 = t0 < t1 < ::: < tN , where tN = T > 0 , ti   ti 1 = ME and i = 1; :::; N .
 For 0  t  T a polygon xP (t) > 0.
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Under these assumptions we may now state the representation of the solution of the initial
and boundary value problem:
For 0 <   ME, n = 0; 1; :::; N   1, 0  x  xP (t) and 0  t  T the solution reads

























c2 + T (tn; y
)]f (1D)n (y
; c) dc :
Here f
(1D)











Before we shall discuss and motivate these representations, we continue with two
Remarks:
 In the scheme (17) the quantities which are indexed by * do only occur in the
phase density f
(1D)
n and in the temperature eld T under the integral. The reason
for this relies on the observation that those quantities have to be evaluated at the
previous maximization time tn; see Figure 4 for details.
 Since xP (t) is a polygon, which consists of nitely many straight lines, it can be
shown by an induction conclusion that in general c is a discontinuous function of c
with a nite number of jumps (for xed tn,  and x) . These jumps result from the
reections of the trajectories at the adiabatic walls. In contrast, the function y is
continuous everywhere. For this reasons the integrals (17) are well dened.
Now we extend the scheme (17) to the three dimensional case. The formulas that cor-
respond to (17) will turn out to be more transparent. Vice versa the scheme in one
space dimension results from the integration over the whole three-dimensional space of
microscopic velocities.
To achieve the three dimensional scheme we rst extend the initial data to three space
dimensions. We dene for x 2 f(x1; x2; x3) 2 IR
3j0  x1  xP (t)g and the initial data















Next we extend the functions y and c as:
y
(tn; ;x; c) = (y
(tn; ; x1; c1); x2   c2 ; x3   c3 ) ;
c
(tn; ;x; c) = (c
(tn; ; x1; c1); c2 ; c3 ) :
(20)
Hereafter we are able to introduce the elds and uxes in its three-dimensional form
according to





; c) d3c (21)





; c) d3c :
We remind to the denition of the three-dimensional Maxwellian fn(; ) given in (11) and
conclude that uA and FAk are independent on x2 and x3. After integration over c2 and
c3; we obtain:
(tn + ; x1) = u0(tn + ; x1; 0; 0);







T )(tn + ; x1) = u4(tn + ; x1; 0; 0) ;





T )(tn + ; x1) are given by (17).
Thus even in one space dimension the macroscopic elds (17) follow from the microscop-
ically three-dimensional scheme (21).
Next we describe the behaviour of the macroscopic adiabatic boundary condition in the
Eulerian limit ME  ! 0: First of all we state that in the Eulerian limit the dependence
of (21) on y and c reduce to the simple expressions y = y = x   c, c = c that we
have already obtained for the pure initial value problem. This is a consequence of the
rapid decay of the Maxwellian phase density regarding the c dependence.
Thus we conclude that the conservation laws and the entropy inequality, viz.I
@





( h ;k ) ~do  0 ; (23)
are still valid in the Eulerian limit, where the dependence of uA , FAk , h and k on  ,




































; k = hvk: (25)
The only additional condition for the boundary value problem in the Eulerian limit is in
one space dimension
v (t; 0) = 0; v (t; xP (t)) = _xP (t) : (26)
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5 Appropriate Integration Limits cmin, cmax
For evaluation of the representations (17), the c-integration has to be carried out over the
whole real axis. However, since the Maxwellian phase density (18) decays rapidly to
zero with respect to c, we only have to consider a nite c-interval, where theMaxwellian
density gives a relevant contribution. It is the purpose of this section to determine such
an appropriate (one-dimensional) integration interval [cmin; cmax] .

























2T max ; (28)







2T (tn;y) < e 
2
= e 16 = 1:125:::10 7 : (29)
In order to guarantee the condition (29) we have to solve the following problem:
Seek for two limits cmin, cmax at time tn +  such that for all x with 0  x  xP (tn +




max] whenever c lies outside
[cmin; cmax]. In addition, we require that these limits should be choosen as narrow as
possible.
This problem will be solved by the following procedure: We decompose [tn; tn+1] in F
subintervals of the same length according to
tn;j = tn + j
tn+1   tn
F
; (j = 0; :::; F ) : (30)
Then tn;0 = tn and tn;F = tn+1. Now we assume that the polygon xP (t) is linear for each












)( 1, +jnP tx
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jnt , 1, +jnt
)(txP
Fig. 5: Subdecomposition of the free ight interval [tn; tn+1]
From the right sketch above we may also read o denitions of two auxiliary functions
cminj(y; c1) = min(c1; c2; c3; :::) ; cmaxj(y; c1) = max(c1; c2; c3; :::) : (31)
These are dened for 0  y  xp(tn;j) .
Now we are able to formulate the scheme for cmin; cmax:












min = min[ cminj( 0 ; c
j
min); cminj( 0 ; c
j
max);
cminj( xp(tn;j) ; c
j




cj+1max = max[ cmaxj( 0 ; c
j
min); cmaxj( 0 ; c
j
max);
cmaxj( xp(tn;j) ; c
j




Then for  = j tn+1 tn
F
, i.e. tn+  = tn;j; the values cmin = c
j




Remark: Note that the time for computing cmin , cmax may be neglected, since this
procedure is called only once at each new time step tn;j: Hereafter we can use these values
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for all integrations at each position x for that xed time. In order to carry out the inte-
grations, even the simple trapezium rule gives astonishing results. This is demonstrated
in chapter 6.
If one prefers to use higher order integration methods, like Simpson`s rule or the Gaussian
integration method, one has to take care of the discontinuities of the function c(tn; ; x; c)
which are caused by the adiabatic wall reections.
6 Some Initial and Boundary Value Problems
For an illustration of the formalism we consider four initial boundary value problems in
the sequel.
6.1 The Eect of Dierent Distances Between Entropy Maxi-
mizations
The rst example may serve to illustrate the eect that a given time interval is decomposed
into dierent numbers of maximization times tn. We consider a one dimensional cylinder
which is closed by two xed adiabatic walls at x = 0 and x = 2. The cylinder contains a
gas whose initial state at t = 0 is given by
 (0; x) =

2 ; x  1
1 ; x > 1 ;
v (0; x) = 0; T (0; x) = 1: (34)
At the boundaries the atoms are assumed to be reected elastically so that it is guaranteed
that there is no ux of mass and energy through the walls.
Figure 6 contains two columns which show the elds of density, velocity and temperature
within the range 0  t  3; 0  x  2. The rst column corresponds to 10 periods of
free ight, while the second column is generated with 150 periods. The latter case almost
establishes the Eulerian limit.
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The rst column exhibits the eect of the interruption of the free ight period by a maxi-
mization. Physically speaking, the maximization destroys the knowledge on the previous
period. Thus particle interaction is introduced only implicitely here by maximization of
entropy at discrete times whereas the gas develops according to the free ight of its atoms
between the maximization times. However, one may wonder why interruption of the free
ight period by the maximization process seems to appear only in the velocity and in
the temperature eld. All three elds are by construction of course continuous at the
maximization times, but only the densitiy has also a continuous time derivative. The
reason for this is, that the density is the only eld whose ux is also a variable which thus
appear due to the maximization process in the phase density. The uxes of momentum
and energy density do not occur among the variables and are thus discontinuous at the
maximization times because these do not appear in the phase density. This implies the
discontinuity of the time derivatives of velocity and temperature at the maximization
times.
6.2 Propagation of an Initial Density Pulse Between Stationary
Adiabatic Walls
The next example shows the production of entropy that accompanies the development of
strong shocks. We consider again a one dimensional cylinder which is closed by two xed
adiabatic walls at x = 0 and x = 4. The cylinder contains a gas whose initial state at
t = 0 is given by
 (0; x) =

4 ; 1:5  x  2:5
1 ; otherwise ;
; v (0; x) = 0; T (0; x) = 1: (35)
Figure 7 shows contour plots of the elds of density, velocity and temperature and their
temporal development. Both discontinuities of the initial density pulse split o into three
disturbances which propagate with one of the three possible speeds that the Euler system
oers. Furthermore, at its initial discontinuities the density pulse has created disturbances
in the velocity and the temperature of the gas. All these disturbances interact with each
other and give rise to a complex wave structure. The fastest disturbances move straight to
the walls where they suer a reection. The reected waves interact with the remaining
unreected waves which in turn lead in particular to a concentration in the middle of
the cylinder at about t t 1:8: The extrem values are Min = 0:95, Max = 4:00,
vMin =  0:59, vMax = 0:59, TMin = 0:53, TMax = 1:66.
Figure 7 also shows the temporal development of the entropy H (t) and its density h (t; x).
Obviously H (t) is an increasing function of time. Note that the entropy density h (t; x) is
almost a discontinuous function because we have decomposed the time interval [0; 3] into
400 periods of free ight corresponding to 400 maximizations. This represents almost the
Eulerian limit.
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6.3 Creation of Shock Waves by a Moving Piston
At rst we consider an adiabatic piston that moves into the cylinder according to the law
xP (t) = 4 (1  0:6 sin (t)) ; where t is out of the range [0; 3] : The initial data are
 (0; x) = 1; v (0; x) = 0; T (0; x) = 1: (36)
Since the speed of the piston is unequal to zero already at the beginning t = 0, a shock
wave appears immediately and propagate into the homogeneous, undisturbed gas ahead
of the piston. After some time the shock wave is reected at the bottom and runs into
the now disturbed gas up to the time where there is another reection at the piston, and
so on. The global solution is illustrated in the left column of Figure 8.
Next we consider an adiabatic piston that moves into the cylinder according to the law
xP (t) = 3  0:5t
2; starting at time t = 0: From time t = 2:1 on, the piston is stopped up
to the nal time t = 4: The initial data are again
 (0; x) = 1; v (0; x) = 0; T (0; x) = 1: (37)
The resulting solution is depicted in the right column of Figure 8. In this case, the initial







t 0:97: However, because the initial acceleration of the piston is unequal
to zero, a so called acceleration wave appears. The discontinuity of @v
@t
propagates with




into the undisturbed gas. It is due to Hadamards lemma that
a discontinuity of one variable, here @v
@t
, must be accompanied by discontinuities of all
derivatives of all variables with respect to space and time.






results from a long and cumbersome calculation of
the development of weak discontinuities.
When the critical time is approached the discontinuities in the derivatives tend to innity
and thus give rise to the appearance of discontinuities of the variables themselves. A
shock is created which still moves into the undisturbed region until the bottom is reached
for the rst time. There the rst reection of the shock wave takes place which forces the
shock to move back to the piston, where the second reection takes place, and so on.
17
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