The patient dose incurred from diagnostic procedures during advanced radiotherapy has become an important issue. Many researchers in medical physics are using computational simulations to calculate complex parameters in experiments. However, extended computation times make it difficult for personal computers to run the conventional Monte Carlo method to simulate radiological images with high-flux photons such as images produced by computed tomography (CT). To minimize the computation time without degrading imaging quality, we applied a deterministic adaptation to the Monte Carlo calculation and verified its effectiveness by simulating CT image reconstruction for an image evaluation phantom (Catphan; Phantom Laboratory, New York NY, USA) and a human-like voxel phantom (KTMAN-2) (Los Alamos National Laboratory, Los Alamos, NM, USA). For the deterministic adaptation, the relationship between iteration numbers and the simulations was estimated and the option to simulate scattered radiation was evaluated. The processing times of simulations using the adaptive method were at least 500 times faster than those using a conventional statistical process. In addition, compared with the conventional statistical method, the adaptive method provided images that were more similar to the experimental images, which proved that the adaptive method was highly effective for a simulation that requires a large number of iterationsdassuming no radiation scattering in the vicinity of detectors minimized artifacts in the reconstructed image.
Introduction
A very important subject in radiology is the increasing patient dose that has paralleled the development of more advanced diagnostic techniques. The American Association of Physicists in Medicine reports that imaging modalities used for radiation treatment planning such as portal imaging, computed tomography (CT), and fluoroscopy are associated with a substantial patient dose, and many researchers have studied ways to reduce the patient dose from these devices [1e3] . A large number of parameters must be considered in planning radiation therapy; therefore, designs and pretests using simulations are desirable. Most computational simulations for radiation doses use the Monte Carlo method [4] . Increasing the number of parameters and the complexity of the geometries has improved the accuracy of Monte Carlo simulations, although these steps have also increased the time needed for the simulation. To obtain realistic simulations in a limited time, advanced technologies require computational devices with improved hardware and software and improved calculation methods (e.g., variance reduction techniques), which can reduce the simulation time without degrading the accuracy of the simulation itself. Several technologies have been developed with this goal [5e8] .
For a CT scanner, the number of emitted photons from the x-ray tube is normally 100 to 1,000 times higher than the number emitted by a plain radiographic device [9] . The simulation time using a conventional Monte Carlo method also increases in proportion to the quantity of x-rays, and thereby limits the application of the Monte Carlo method with a general computational device to simulate CT radiation exposure [9] . To reduce the computation time for calculations, a deterministic method using analytic formulae that are based on the attenuation coefficient and geometrical conditions without photon transport can be applied. The deterministic method, however, omits photon transport such as the interaction between radiation and materials that produce secondary exposure such as scatter, annihilation, and fluorescent radiation. This results in a reconstructed image that has nearly no artifacts or noise, and deviates from an actual CT image.
In this paper, we applied an adaptive method that combines a conventional Monte Carlo method with a deterministic calculation to simulate the CT image reconstruction, and compared its performance to that of the conventional simulation technology in terms of reconstructed images and calculation time. We assessed the artifacts in the reconstructed CT images that were obtained by applying the adaptive process, and identified a practical solution to minimize them.
Materials and methods
In the conventional Monte Carlo method, dose simulation follows statistical processes such as random sampling of an initial radiation emission and of every interaction between radiation and materials [10] . Thus, the Monte Carlo simulation can represent the random properties of radiation transport in experiments. This method ideally tracks every photon emission and interaction during the overall process; however, most scattered radiation spreads out and cannot reach the detectors to be recorded. As a result, only a small number of the generated photons can be accurately used for dose calculation or image reconstruction. If the size of the detector or collimator is small, the time required for simulation increases dramatically, especially for radiation detection using a large number of small detectors in high radiation flux situations such as CT (~10 12 photons per projection). With conventional methods, it takes a tremendous amount of time for general computers to calculate the transport and interactions of high-flux photons in CT; therefore, we applied an adaptive method using deterministic methods [Eq. (1)] and statistical methods for simulation. In the adaptation method, a deterministic calculation is applied to the initial emission and to each interaction step of the radiation transport, which reduces the variance of the simulation results, compared with the statistical method run for an equivalent time in an equivalent calculation time [11] . As Fig. 1 shows, when a photon is emitted from a source, the probability of it being incident to a detector without any other interaction is calculated based on geometry, radiation, and material information such as the emission direction (U p ), solid angle (dU p ), distance (R), the energy of the radiation, and the attenuation coefficient of the materials. After calculating the directly detected probability in the detector area (dA), the photon transport is simulated in a conventional statistical Monte Carlo process. If a photon interacts with the material in the conventional simulation, the deterministic method is applied again to calculate the probability of a photon scattering in the direction of a detector (based on formulae such as KleineNishina for Compton scattering or Thomson scattering with a solid angle, distance, and exponential attenuation in material). The azimuthal distribution of radiation emitted from a source and scattered from a material is symmetric. After the probability of scattering is calculated, photon transport is again calculated by a conventional statistical process. In summary, a conventional statistical method is used for photon transport, but the probability of detection for each emission or scattering step is calculated by the deterministic method. Therefore, even if the probability of a photon interacting with a detector is very low and the conventional method requires a large amount of simulation time, the probability of detection is calculated deterministically with the adaptive method for every emitted photon, and the variance of the simulation results is dramatically decreased.
Eq. (1) shows the detailed explanation for calculating the probability of detection in a point detector. The differential interaction coefficient per steradian for scattering at angle 4 is p(m,4), in which the particle is emitted or scattered toward the dA in the solid angle dU p [i.e., p(U p ) dU p ¼ p(m,4) dm d4]. Because the scattering distribution is azimuthally symmetric, p(m,4) can be driven as p(m)/2p. The equation includes the inverse square law (1/R 2 ) and the radiation attenuation between the emitted or scattered position and the detector, based on the total attenuation coefficient (S t ) and the transport path (s). If an interaction occurs in the vicinity of the detector, the flux may increase to infinity because of 1/R 2 in Eq. (1). The detection probability would become extraordinarily high and result in a singular point such as a scar in the reconstructed image, especially if the scattering event happens infrequently. Therefore, if the probability of interaction with the material surrounding the detector is small, it is desirable to neglect the scattering events of photons in the vicinity of the detectors. This adaptive process continues until the photon escapes from the region of interest, is absorbed by the material, or reaches a detector. This method can save a tremendous amount of time because the probability of an incident photon to every detector unit is calculated in each step of the simulation by analytic formulae.
We performed all simulations using a computationally coded CT system and a phantom based on Monte Carlo Nparticle extended codes (MCNPX; Los Alamos National Laboratory, Los Alamos, NM, USA) [12] . The spectrum of x-ray sources was simulated by the SRS-78 program (Institute of Physics and Engineering in Medicine, York, UK) and used as the MCNPX input data [13] . The simulation conditions were the same as those of an experiment with standard equipment using the evaluation conditions suggested by the ImPACT Scan Report [14] . The experiment and the simulation used filtered back projection for image reconstruction. We used a conventional CT system (Philips Brilliance CT Big Bore, Philips, Amsterdam, Netherlands) and a standard phantom (Catphan 500; Phantom Laboratory, New York NY, USA) [15] . To evaluate the adaptive method in realistic conditions, a human-like voxel phantom, the Korean Typical Man-2 (KTMAN-2; Hanyang University, Seoul, Korea) phantom, was used [16] . Fig. 2 shows the geometry of the simulated CT with factors such as the source-to-detector distance (SDD), the isocenter-to-detector distance (IDD), and the size of the couch. The source and detector of the CT were rotated 360 in 1 increments.
Specialized output options of MCNPX were used to obtain and compare the results of the conventional and adaptive methods. For the conventional method, the pulse height measurement was applied by using the F8 tally with lattice structure. For the adaptive method, the flux image radiograph (FIR) mode of the F5 tally was used with and without the inclusion of scattering events in the vicinity of the detector. The F8 tally with a lattice structure generates every detector unit and tracks every photon transport, whereas the FIR mode constructs the logical detector array automatically with just a few commands, and combines the deterministic and statistical methods. This saves simulation time, as explained previously. The FIR mode is appropriate to CT imaging applications because it simulates a large number of detectors with significantly high flux from a CT tube. This mode also provides the NOTRN (no transport) card, which ignores all scattering interactions in the FIR mode. Therefore, the image on the detector array can be acquired, even if the number of particles (NPS) that is actually transported is zero. If the NOTRN card is off, the FIR mode includes scatter events as statistical tallies, except its process is based on the adaptive method. This study compared the reconstructed CT images that were based on simulations of the conventional and adaptive methods. The effect of scattering events was also estimated to run realistic Fig. 2 e Geometry of the simulated computed tomography. IDD, isocenter-to-detector distance; PMMA, polymethyl methacrylate; SDD, source-to-detector distance. 
Results
We used the CTP515 section of the Catphan phantom to evaluate the reconstructed images in the simulation. Fig. 3 shows the CTP515 section and reconstructed images using a real CT. Figs. 4A and 4B show the reconstructed images using the conventional statistical Monte Carlo method and using the conventional deterministic method ignoring any scattering events, respectively. A 2.8 GHz personal computer took 30 days to perform the reconstruction, even though the reconstructed image based on the conventional statistical method still had significantly greater noise than the reconstruction based on our adaptive method. In addition, no contrast circles were recognizable. When using the conventional deterministic method, contrast circles were clearly distinguishable and there was virtually no noise, although the calculation took only 4 minutes. Thus, the CT image can be reconstructed by simulation within a relatively short time. However, the reconstructed image based on the deterministic method was overly simplified because it assumed no scattering events. Hence, the reconstructed image was even clearer than the image obtained in the experiment.
The MCNP codes have an option to include photon transport with scattering events in the deterministic method, which represents the adaptive method. If the scattering option was used and the number of photons was not very small (i.e., more than 1,000 NPS), the reconstructed images were similar to the images obtained experimentally (Fig. 5 ). As the photon number increased, the artifacts caused by applying the deterministic method were minimized while conserving blurring due to the scattering events. The importance of the number of photons was also demonstrated in the reconstructed images of the KTMAN-2 phantom (Fig. 6) . The artifacts were more significant at a low number of photons, which prevented the analysis of the reconstructed image, whereas phantom structures such as lungs, soft tissues, and bones showed more solid structures at higher NPS.
Figs. 7AeD show the FIR images, which were based on the adaptive method, and excluded scattering events in the vicinity of the detector. In Fig. 5 , artifacts decreased as the NPS increased, and scars in the reconstructed images were eliminated. These results confirmed that the scars in the reconstructed images were caused by the sparse scattering events in the air near the detectors. Table 1 shows the relative standard deviation (RSD) at the center position in the reconstructed Catphan phantom. Compared with the RSDs of the reconstructed images, the conventional deterministic method was excessively idealized (Fig. 4B) , whereas the purely statistical method showed more noise than the real CT image, even at a very high NPS (2 Â 10 7 ). However, the RSDs based on the adaptive method, which combines the deterministic and statistical methods, were closest to those based on experiments, as Table 2 shows. The RSD based on the adaptive method decreased as the NPS increased, regardless of whether scattering events in the vicinity of detectors were included, because the artifacts caused by statistical uncertainty were minimized at a high NPS. Table 3 shows the simulation times for various conditions. The adaptive methods with NPS 1,000 were 500 times faster than the conventional method using a purely statistical process, even though the reconstructed images based on the adaptive method were more similar to the experimental images.
Conclusion
An adaptive Monte Carlo method combining conventional statistical and deterministic methods was applied to CT imaging. The conventional statistical method required an excessively long time for the simulation to obtain a solid image, whereas the conventional deterministic method was too simplified to simulate an experiment because it neglected scattering events. With regard to qualitative evaluation, the adaptive method performed better than the conventional methods for CT simulation and required significantly less time to run a simulation, compared with the conventional statistical method. In summary, the adaptive method is a fast and reliable application for the Monte Carlo simulation using a large number of photons such as those produced by CT.
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