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Abstract
The notion of non-degenerate solutions for the dispersionless Toda
hierarchy is generalized to the universal Whitham hierarchy of genus
zero with M+1 marked points. These solutions are characterized by a
Riemann-Hilbert problem (generalized string equations) with respect
to two-dimensional canonical transformations, and may be thought of
as a kind of general solutions of the hierarchy. The Riemann-Hilbert
problem contains M arbitrary functions Ha(z0, za), a = 1, . . . ,M ,
which play the role of generating functions of two-dimensional canon-
ical transformations. The solution of the Riemann-Hilbert problem is
described by period maps on the space of (M + 1)-tuples (zα(p) : α =
0, 1, . . . ,M) of conformal maps from M disks of the Riemann sphere
and their complements to the Riemann sphere. The period maps are
defined by an infinite number of contour integrals that generalize the
notion of harmonic moments. The F -function (free energy) of these
solutions is also shown to have a contour integral representation.
1
1 Introduction
The universal Whitham hierarchy is a unified framework for various dis-
persionless integrable systems and Whitham modulation equations [4]. In
particular, the hierarchy of genus zero, which is the subject of this paper,
is a natural generalization of the dispersionless KP and Toda hierarchies
[9]. Therefore it is natural to ask to what extent the rich contents of the
dispersionless KP and Toda hierarchies can be generalized to the hierarchy
of genus zero.
This issue has been sought for since the turn of the century when the
study of dispersionlss integrable systems entered a new stage. As regards
the problem of special solutions, the classical “hodograph method” has been
generalized [1, 11] to obtain a class of solutions including Krichever’s “alge-
braic orbits” [4]. Another class of special solutions (also related to algebraic
orbits) have been studied in the context of the Virasoro constraints [5, 6]
and the large-N limit of multiple orthogonal polynomials [7]. It should be
stressed that the structure of infinitesimal additional symmetries (including
the Virasoro symmetries) was fully elucidated by the work of the Madrid
group [5, 6]. As in the case of the dispersionless KP and Toda hierarchies [9],
those symmetries are derived from a “nonlinear” Riemann-Hilbert problem
(or an equivalent ∂¯ problem [2, 3]) with respect to two-dimensional canonical
transformations. As regards the Riemann-Hilbert problem itself, however,
no effective method for finding an explicit form of solutions is known apart
from very special cases; one has to resort to a genuine existence theorem
(though it is enough for deriving the infinitesimal symmetries). Moreover,
the F -function (free energy), also known as the dispersionless (logarithm of)
tau function, has to be treated separately in this approach.
Recently, one of the present authors reformulated the Riemann-Hilbert
problem for the dispersionless Toda hierarchy in a slightly different form,
and introduced the notion of “non-degenerate solutions” for which a more
effective description is available [13]. A central idea of this result stems
from the work of Wiegmann and Zabrodin [14] on an integrable structure
of univalent conformal maps in Riemann’s mapping theorem. They used
the harmonic moments of the domain to interpret the conformal maps as
a special solution of the dispersionless Toda hierarchy. This result can be
generalized to pairs of conformal maps [12]. The harmonic moments are
redefined therein as contour integrals that include the conformal map (or
the pair of conformal maps), and shown to give a system of local coordinates
on the space of pairs of conformal maps. Actually, this amounts to solving
a Riemann-Hilbert problem (or “string equations”) in a special case [8].
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The method of harmonic moments were generalized later by Zabrodin to a
larger class of solutions of the dispersionless Toda hierarchy [15]. The notion
of non-degenerate solutions is a rigorous reformulation of those solutions,
which thereby turn out to be a kind of general (or generic) solutions of the
dispersionless Toda hierarchy. The goal of this paper is to generalize these
results [13] to the universal Whitham hierarchy of genus zero.
Let us briefly recall the notion of non-degenerate solutions of the disper-
sionless Toda hierarchy. Those solutions are characterized by a Riemann-
Hilbert problem of the following form: Let H(z, z˜) be a holomorphic func-
tion of two variables defined in a suitable domain (not specified here),
and Hz(z, z˜) and Hz˜(z, z˜) denote the derivatives Hz(z, z˜) = ∂H(z, z˜)/∂z,
Hz˜(z, z˜) = ∂H(z, z˜)/∂z˜. Moreover, suppose that H(z, z˜) satisfies the non-
degeneracy condition
Hzz˜(z, z˜) 6= 0.
The problem is to find four functions L(P ),M(P ), L˜(P ),M˜(P ) of a complex
variable P with the following properties:
(i) L(P ) andM(P ) are holomorphic functions in the punctured disk 1 <
|P | <∞, L(P ) being univalent therein, and have a Laurent expansion
of the form
L(P ) = P +
∞∑
n=1
unP
−n+1,
M(P ) =
∞∑
n=1
ntnL(P )
n + t0 +
∞∑
n=1
vnL(P )
n.
(ii) L˜(P )−1 and M˜(P ) are holomorphic functions in the punctured disk
0 < |P | < 1, L˜(P ) being univalent therein, and have a Laurent expan-
sion of the form
L˜(P )−1 =
∞∑
n=0
u˜nP
n−1 (u˜0 6= 0),
M˜(P ) = −
∞∑
n=1
nt−nL˜(P )
−n + t0 −
∞∑
n=1
v−nL˜(P )
n.
(iii) These functions can be analytically continued to a neighborhood of the
unit circle |P | = 1 and satisfy the functional equations (generalized
string equations)
M(P ) = L(P )Hz(L(P ), L˜(P )), M˜(P ) = −L˜(P )Hz˜(L(P ), L˜(P )) (1)
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therein.
If the equations
w = zHz(z, z˜), w˜ = −z˜Hz˜(z, z˜)
can be solved for z˜, the map (z, w) 7→ (f(z, w), g(z, w)) = (z˜, w˜) becomes a
two-dimensional canonical transformation (or symplectic map) with respect
to the symplectic form
dz ∧ dw
z
=
dz˜ ∧ dw˜
z˜
,
the function H(z, z˜) being its “generating function”. It is well known that
this is a normal form of canonical transformations in a “general position” of
the set of all canonical transformations. (1) can be thus rewritten as
L˜(P ) = f(L(P ),M(P )), M˜(P ) = g(L(P ),M(P )). (2)
This is a Riemann-Hilbert problem of the standard form that characterizes
the Lax and Orlov-Schulman functions of the dispersionless Toda hierarchy
[9]. The aforementioned remark on canonical transformations with gener-
ating functions imply that the non-degenerate solutions are indeed general
solutions of the dispersionless Toda hierarchy.
An advantage of (1) over (2) is that it is “solvable” in the following sense.
The generalized string equations (1) can be converted to the infinite system
of equations
ntn =
1
2πi
∮
|P |=1
Hz(L(P ), L˜(P ))L(P )
−ndL(P ),
nt−n =
1
2πi
∮
|P |=1
Hz˜(L(P ), L˜(P ))L˜(P )
ndL˜(P ),
t0 =
1
2πi
∮
|P |=1
Hz(L(P ), L˜(P ))dL(P )
= −
1
2πi
∮
|P |=1
Hz˜(L(P ), L˜(P ))dL˜(P ),
(3)
and
vn =
1
2πi
∮
|P |=1
Hz(L(P ), L˜(P ))L(P )
ndL(P ),
v−n =
1
2πi
∮
|P |=1
Hz˜(L(P ), L˜(P ))L˜(P )
−ndL˜(P )
(4)
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for n = 1, 2, . . .. Note that the contour integrals are analogues of har-
monic moments; in the terminology of geometry, they are a kind of “period
integrals”. A fundamental fact [13] is that the first set (3) of these period
integrals give a system of local coordinates on the space of the pairs (L, L˜) of
conformal maps. This implies that the “period map” (L, L˜) 7→ (tn : n ∈ Z)
is (locally) invertible, and the inverse map and the second set (4) of period
integrals give a (unique) solution of the Riemann-Hilbert problem. Remark-
ably, the F -function, too, turns out to have a contour integral representation
[13].
In the language of the universal Whitham hierarchy of genus zero, the
dispersionless Toda hierarchy amounts to the case with two “marked points”.
The general (M+1)-point hierarchy is formulated byM+1 pairs (zα(p), ζα(p)),
α = 0, 1, . . . ,M , of Lax and Orlov-Schulman functions. In the two-point
(M = 1) case, these functions are connected with the Lax and Orlov-
Schulman functions of the dispersionless Toda hierarchy as
z0(p) = L(P ), z1(p) = L˜(P )
−1,
ζ0(p) =M(P )L(P )
−1, ζ1(p) = −M˜(P )L˜(P ),
where the coordinates p and P of the Riemann sphere in both hierarchies
are related as
p = P + u1.
Thus the marked points P =∞, 0 of the dispersionless Toda hierarchy cor-
respond to the marked points p =∞, u1 of the universal Whitham hierarchy.
Bearing this interpretation of the dispersionless Toda hierarchy in mind, we
turn to the M + 1-point case.
This paper is organized as follows. In Section 2, we review the funda-
mental structure of the universal Whitham hierarchy of genus zero. Building
blocks of the hierarchy, such as the Lax and Orlov-Schulmann functions, the
S-functions, the F -function and the generalized Grunsky coefficients, are
introduced in detail. For technical reasons, the definition of the F -function
in our previous work [10, 11] is slightly modified here, though this is not a
serious problem. In Section 3, we formulate the Riemann-Hilbert problem
that defines non-degenerate solutions. The basic setup is parallel to the
formulation by the Madrid group [5, 6]. Our generalized string equations
have M arbitrary functions Ha(z0, za), a = 1, . . . ,M , as functional data.
As in the case of the dispersionless Toda hierarchy, these functions play the
role of generating functions of two-dimensional canonical transformations.
In Section 4, we generalize the period integrals (3) and (4) to the space Z
5
of (M + 1)-tuples (zα(p) : α = 0, 1, . . . ,M) of conformal maps, and show
that a half of them give a system of local coordinates on Z. This justi-
fies the definition of non-degenerate solutions. Section 5 is an intermediate
step towards the construction of the F -function. We present here a con-
tour integral representation of the potentials φa, a = 1, . . . ,M, that show
up in the Laurent expansions of the S-functions. These φ-functions are
used in Section 6 for the construction of the F -function. As in the case
of the dispersionless Toda hierarchy, we define a set of auxiliary functions
Ja,1(z0, za), Ja,2(z0, za), a = 1, . . . ,M . These functions are used to express
the F -function in terms of contour integrals. In Section 7, we illustrate the
construction of non-degenerate solutions in a few special cases that amount
to the examples studied for the dispersionless Toda hierarchy [13].
Acknowledgements This work is partly supported by Grant-in-Aid for
Scientific Research No. 19104002, 19540179 and No. 21540218 from the
Japan Society for the Promotionof Science. TT is partly supported by the
grant of the State University – Higher School of Economics, Russia, for the
Individual Research Project 09-01-0047 (2009).
2 Building blocks of universal Whitham hierarchy
In this section we review essential facts on the universal Whitham hierarchy
of genus zero necessary for our later discussion, following our previous work
[10, 11]1. The notations are mostly the same as [10, 11], except that, after the
notation of the recent work [7] of the Madrid group, Greek indices α, β, . . .
range over 0, 1, . . . ,M and Latin indices a, b, . . . over 1, . . . ,M .
Lax functions The Lax functions zα(p), α = 0, 1, . . . ,M , are functions
with Laurent expansions of the form
z0(p) = p+
∞∑
j=2
u0jp
−j+1,
za(p) =
ra
p− qa
+
∞∑
j=1
uaj(p − qa)
j−1 (a = 1, . . . ,M),
(5)
1The authors of [10] sincerely apologize numerous typographical errors in the proofs in
it, but the statements there are correct. The only differences from [10] are the definition
of the F -function (29) and, consequently, changes of several signatures in, e.g., (32).
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in a neighborhood of p = ∞ and p = qa, respectively. The coefficients
uαj (ra = ua0) and the centers qa are dynamical variables. To consider
a Riemann-Hilbert problem [5, 6], we choose a set of disjoint positively
oriented simple closed curves C1, . . . , CM that encircle q1, . . . , qM counter-
clockwise, and assume that the Laurent expansion of za(p) converges in the
inside Da of Ca and that the Laurent expansion of z0(p) converges in a
neighborhood of p =∞ and can be analytically continued, as a holomorphic
function, to the outside Cr (D1 ∪ · · · ∪DM ) of Da’s.
Lax equations The hierarchy has M + 1 series of time evolutions with
time variables t0n, n = 1, 2, . . . and tan, a = 1, . . . ,M , n = 0, 1, 2, . . .. The
time evolutions of the Lax functions are defined by the Lax equations
∂αnzβ(p) = {Ωαn(p), zβ(p)}, ∂αn = ∂/∂tαn, (6)
with respect to the Poisson bracket
{f, g} =
∂f
∂p
∂g
∂t01
−
∂f
∂t01
∂g
∂p
. (7)
The Hamiltonians Ωαn(p) are defined as
Ω0n(p) =
(
z0(p)
n
)
(0,≥0)
, Ωan(p) =
(
za(p)
n
)
(a,<0)
(n = 1, 2, . . .),
Ωa0(p) = − log(p − qa),
(8)
where ( )(0,≥0) denotes the projection to non-negative powers of p, and
( )(a,<0) the projection to negative powers of p− qa. In other words,
z0(p)
n = Ω0n(p) +O(p
−1) (p→∞),
za(p)
n = Ωan(p) +O(1) (p→ qa)
(9)
for n ≥ 1. Ωαn(p) satisfies the dispersionless Zakharov-Shabat equations
∂βmΩαn(p)− ∂αnΩβm(p) + {Ωαn(p), Ωβm(p)} = 0. (10)
As pointed out in [5], the dressing functions of the universal Whitham
hierarchy have the following form:
ϕ0(p) =
∞∑
j=1
ϕ0,jp
−j, ϕa(p) =
∞∑
j=0
ϕa,j(p− q
(0)
a )
j , (11)
z0(p) =e
adϕ0(p)p, za(p) = e
adϕa(p)(p − q(0)a )
−1.
The following is due to [5], Theorem3.
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Proposition 2.1. If (zα(p) : α = 0, 1, . . . ,M) is a solution of the universal
Whitham hierarchy, then there exists dressing functions ϕα(p) of the form
(11), such that
z0(p) =e
adϕ0(p)p, za(p) = e
adϕa(p)(p− q(0)a )
−1, (12)
and
∇αnϕβ = Ω˜αn,β, (13)
where
Ω˜αn,β =


Ωαn − δα0δn1zβ(p)
−1 (α 6= β and (β 6= 0 or n 6= 0)),
Ωα0 + log z0(p) (α 6= 0 and β = 0 and n = 0),
Ωαn − zα(p)
n (α = β and n 6= 0),
Ωα0 − log zα(p) (α = β 6= 0 and n = 0),
(14)
and ∇αn is the right logarithmic derivative (cf. [5] Appendix A, [9] Appendix
A) defined by
∇αnψ =
∞∑
n=0
(adψ)n
(n+ 1)!
∂αnψ. (15)
In the above, q
(0)
a , a = 1, . . . ,M, are arbitrary non-dynamical variables.
Without loss of generality, we set q
(0)
a = 0 henceforth.
Orlov-Schulman functions The Orlov-Schulman functions ζα(p), α =
0, 1, . . . ,M are Laurent series of the form
ζ0(p) =
∞∑
n=1
nt0nz0(p)
n−1 +
t00
z0(p)
+
∞∑
n=1
z0(p)
−n−1v0n,
ζa(p) =
∞∑
n=1
ntanza(p)
n−1 +
ta0
za(p)
+
∞∑
n=1
za(p)
−n−1van,
(16)
where
t00 = −
M∑
a=1
ta0.
They satisfy the Lax equations
∂αnζβ(p) = {Ωαn(p), ζβ(p)} (17)
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and the canonical Poisson commutation relation
{zα(p), ζα(p)} = 1. (18)
In terms of the dressing functions, ζα are given by
ζ0(p) =e
adϕ0(p)
(
∞∑
n=1
nt0np
n−1 +
t00
p
)
,
ζa(p) =e
adϕa(p)
(
∞∑
n=1
ntanp
−n+1 + ta0p− t01p
2
)
.
The canonical Poisson commutation relation (18) is a direct consequence of
the definition and the Lax equations (17) follow from (14).
S-functions The S-functions Sα(p), α = 0, 1, . . . ,M , are defined as po-
tentials of 1-forms as
dSα(p) = θ + ζα(p)dzα(p), (19)
where
θ =
∞∑
n=1
Ω0n(p)dt0n +
M∑
a=1
∞∑
n=0
Ωan(p)dtan.
They have Laurent expansions of the form
S0(p) =
∞∑
n=1
t0nz0(p)
n + t00 log z0(p)−
∞∑
n=1
z0(p)
−n
n
v0n,
Sa(p) =
∞∑
n=1
tanza(p)
n + ta0 log za(p) + φa −
∞∑
n=1
za(p)
−n
n
van.
(20)
Implications of S-functions Let us define Sα(z), α = 0, 1, . . . ,M , as
S0(z) =
∞∑
n=1
t0nz
n + t00 log z −
∞∑
n=1
z−n
n
v0n,
Sa(z) =
∞∑
n=1
tanz
n + ta0 log z + φa −
∞∑
n=1
z−n
n
van.
(21)
Sα(p) can be thereby expressed as
S0(p) = S0(z0(p)), Sa(p) = Sa(za(p)).
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Moreover, the defining equations of Sα(p) imply the equations
ζα(p) = S
′
α(zα(p)),
where the prime denotes the derivative with respect to z, and
Ωαn(p) = ∂αnSβ(z)|z=zβ(p) , β = 0, 1, . . . ,M.
The former is just a restatement of the Laurent expansion of ζα(p). The
latter implies that Ωαn(p) can be written in several different forms as
Ω0n(p) =


z0(p)
n −
∞∑
m=1
z0(p)
−m
m
∂0nv0m,
∂0nφb −
∞∑
m=1
zb(p)
−m
m
∂0nvbm, b = 1, . . . ,M
(22)
Ωan(p) =


−
∞∑
m=1
z0(p)
−m
m
∂anv0m,
δabzb(p)
n + ∂anφb −
∞∑
m=1
zb(p)
−m
m
∂anvbm, b = 1, . . . ,M
(23)
for n = 1, 2, . . ., and
Ωa0(p) =


− log z0(p)−
∞∑
m=1
z0(p)
−m
m
∂a0v0m,
δab log zb(p) + ∂a0φb −
∞∑
m=1
zb(p)
−m
m
∂a0vbm, b = 1, . . . ,M.
(24)
In particular, since Ω01(p) = p, we have the identities
p = z0(p)−
∞∑
m=1
z0(p)
−m
m
∂01v0m,
p = ∂01φb −
∞∑
m=1
zb(p)
−m
m
∂01vbm, b = 1, . . . ,M,
(25)
which imply that the inverse functions p = p0(z) and p = pb(z) of z = z0(p)
and z = zb(p) are given explicitly by
p0(z) = z −
∞∑
m=1
z−m
m
∂01v0m = ∂01S0(z),
pb(z) = ∂01φb −
∞∑
m=1
z−m
m
∂01vbm = ∂01Sb(z).
(26)
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Consequently,
qa = ∂01φa, ra = −∂01va1. (27)
Substituting p = pβ(z) in
∂αnSβ(z)|z=zβ(p) = Ωαn(p)
leads to the Hamilton-Jacobi equations
∂αnSβ(z) = Ωαn(∂01Sβ(z)). (28)
F -function The F -function is defined by the equation
∂0nF = v0n, ∂anF = van, n = 1, 2, . . . ,
∂a0F = −φa +
a−1∑
b=1
tb0 log(−1), a = 1, . . . ,M.
(29)
The last part containing log(−1) is slightly different from the definition of
the Madrid group [6, 5] and the previous paper [10] of the first two authors,
but this is due to arbitrariness of the F -function. With the F -function, the
S-functions can be written as
S0(z) =
∞∑
n=1
t0nz
n + t00 log z −D0(z)F,
Sa(z) =
∞∑
n=1
tanz
n + ta0 log z + φa −Da(z)F,
(30)
where D0(z) and Da(z) denote the following differential operators:
D0(z) =
∞∑
n=1
z−n
n
∂0n, Da(z) =
∞∑
n=1
z−n
n
∂an.
Generalized Faber polynomials and Grunsky coefficients The Hamil-
tonians Ωαn(p) of the Lax equations can also be characterized by the gen-
erating functions
log
p0(z)− q
z
= −
∞∑
n=1
z−n
n
Ω0n(q),
log
q − pa(z)
q − qa
= −
∞∑
n=1
z−n
n
Ωan(q).
(31)
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The left hand sides of these identities are understood to be rewritten
log
p0(z)− q
z
= log
p0(z)
z
+ log
(
1−
q
p0(z)
)
and
log
q − pa(z)
q − qa
= log
(
1−
pa(z)− qa
q − qa
)
and expanded to power series of q and (q − qa)
−1, respectively.
The generalized Grunsky coefficients bambn = bbnam are defined by the
generating functions
log
p0(z)− p0(w)
z − w
= −
∞∑
m,n=1
z−mw−nb0m0n,
log
p0(z)− pa(w)
z
= −
∞∑
m=1
∞∑
n=0
z−mw−nb0man,
log
zw(pa(z)− pa(w))
w − z
= −
∞∑
m,n=0
z−mw−nbaman,
log
pa(z)− pb(w)
ǫab
= −
∞∑
m,n=0
z−mw−nbambn (a 6= b).
(32)
They are related to the F -function as
∂ˆαm∂ˆβnF = −bαmβn (α, β = 0, 1, . . . , N), (33)
where
ǫab =
{
+1 (a ≤ b)
−1 (a > b)
, ∂ˆαn =
{
1
n
∂αn (n 6= 0),
∂α0 (n = 0).
3 Riemann-Hilbert problem and non-degenerate
solutions
Following the work of the Madrid group [5, 6], we now formulate a Riemann-
Hilbert problem. Choose a set of positively oriented simple closed curves
C1, . . . , CM and let D1, . . . ,DM denote their inside domains. The Riemann-
Hilbert data consist of M pairs (fa, ga), a = 1, . . . ,M , of holomorphic func-
tions fa = fa(p, t01), ga = ga(p, t01) of p, t01 (defined in a suitable domain)
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that satisfy the conditions
{fa, ga} =
∂fa
∂p
∂ga
∂t01
−
∂fa
∂t01
∂ga
∂p
= 1, (34)
thus defining two-dimensional canonical transformations. The problem is
to seek M + 1 pairs (zα(p), ζα(p)), α = 0, 1, . . . ,M , of functions of p and
t = {t0n : n = 1, 2, . . .} ∪ {tan : a = 1, . . . ,M, n = 0, 1, 2, . . .} that satisfy
the following conditions:
(i) z0(p) and ζ0(p) are holomorphic functions on C r (D1 ∪ . . . ∪ DM ),
z0(p) is univalent therein (in particular, z
′
0(p) does not vanish) and, as
p→∞,
z0(p) = p+O(p
−1),
ζ0(p) =
∞∑
n=1
nt0nz0(p)
n−1 +
t00
z0(p)
+O(p−2).
(35)
(ii) za(p) and ζa(p) are holomorphic functions on Da punctured at a point
qa ∈ Da, z
−1
a (p) is univalent on Da and, as p→ qa,
za(p) =
ra
p− qa
+O(1),
ζa(p) =
∞∑
n=1
ntanza(p)
n−1 +
ta0
za(p)
+O((p − qa)
2).
(36)
qa and ra are functions of the time variables to be thus determined.
(iii) For a = 1, . . . ,M , the four functions z0(p), ζ0(p), za(p), ζa(p) can be
analytically continued to a neighborhood of Ca and satisfy the func-
tional equations
za(p) = fa(z0(p), ζ0(p)), ζa(p) = ga(z0(p), ζ0(p)) (37)
therein.
Functions zα(p) satisfying above conditions are solutions of the univer-
sal Whitham hierarchy and ζα(p)’s are corresponding Orlov-Schulman func-
tions, as is proved in [6], Theorem 1.
Note that formally we can prove the converse. Namely there exist
Riemann-Hilbert data for each solution of the universal Whitham hierarhcy.
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Proposition 3.1. Let (zα(p) : α = 0, 1, . . . ,M) be a solution of the uni-
versal Whitham hierarchy, and (ζα(p) : α = 0, 1, . . . ,M) the corresponding
Orlov-Schulman functions. For a = 1, . . . ,M , there exist functions fa(p, t01)
and ga(p, t01) such that
za =fa(z0, ζ0), ζa = ga(z0, ζ0), (38)
and
{fa(p, t01), ga(p, t01)} = 1.
Proof. This is the same as Propositions 4 and 5 of [5], but let us prove it
here in our language as in [9]. Given a solution (zα(p) : α = 0, 1, . . . ,M) of
the universal Whitham hierarchy, construct the dressing functions ϕα(p) as
given by Proposition 2.1. (Recall that we have put q
(0)
a = 0.) For any α, let
f˜α(p, t01) = exp
(
−adϕα(t˜ = 0)
)
p,
g˜α(p, t01) = exp
(
−adϕα(t˜ = 0)
)
t01
where t˜ = tr {t01}. Notice that
z0(p, t˜ = 0) = exp
(
adϕ0(t˜ = 0)
)
p,
ζ0(p, t˜ = 0) = exp
(
adϕ0(t˜ = 0)
)
t01,
z−1a (p, t˜ = 0) = exp
(
adϕa(t˜ = 0)
)
p,
(−z2aζa)(p, t˜ = 0) = exp
(
adϕa(t˜ = 0)
)
t01.
Therefore,
f˜a
(
z−1a (p, t˜ = 0), (−z
2
aζa)(p, t˜ = 0)
)
=f˜0
(
z0(p, t˜ = 0), ζ0(p, t˜ = 0)
)
= p,
g˜a
(
z−1a (p, t˜ = 0), (−z
2
aζa)(p, t˜ = 0)
)
=g˜0
(
z0(p, t˜ = 0), ζ0(p, t˜ = 0)
)
= t01
for any a. Now
∂
∂tβn
f˜0 (z0, ζ0) =
{
Ωβn, f˜0 (z0, ζ0)
}
,
∂
∂tβn
f˜a
(
z−1a ,−z
2
aζa
)
=
{
Ωβn, f˜a
(
z−1a ,−z
2
aζa
)}
,
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and similarly for g˜0 (z0, ζ0) and g˜a
(
z−1a ,−z
2
aζa
)
. Therefore,
∂
∂tβn
f˜0(z0, ζ0)
∣∣∣∣
t˜=0
=
∂
∂tβn
f˜a
(
z−1a ,−z
2
aζa
)∣∣∣∣
t˜=0
,
∂
∂tβn
g˜0 (z0, ζ0)
∣∣∣∣
t˜=0
=
∂
∂tβn
g˜a
(
z−1a ,−z
2
aζa
)∣∣∣∣
t˜=0
.
In the same way, one can show that
∂
∂tβknk
. . .
∂
∂tβ1n1
f˜0(z0, ζ0)
∣∣∣∣
t˜=0
=
∂
∂tβknk
. . .
∂
∂tβ1n1
f˜a
(
z−1a ,−z
2
aζa
)∣∣∣∣
t˜=0
,
∂
∂tβknk
. . .
∂
∂tβ1n1
g˜0(z0, ζ0)
∣∣∣∣
t˜=0
=
∂
∂tβknk
. . .
∂
∂tβ1n1
g˜a
(
z−1a ,−z
2
aζa
)∣∣∣∣
t˜=0
.
These show that
f˜0 (z0, ζ0) = f˜a
(
z−1a ,−z
2
aζa
)
g˜0 (z0, ζ0) = g˜a
(
z−1a ,−z
2
aζa
)
.
Notice that by definition,{
f˜0(p, t01), g˜0(p, t01)
}
= 1,
{
f˜a(p, t01), g˜a(p, t01)
}
= 1.
One can solve the equations
f˜0(p, t01) = f˜a
(
p˜−1,−p˜2t˜01
)
, g˜0(p, t01) = g˜a
(
p˜−1,−p˜2t˜01
)
,
for p˜ and t˜01, which gives
p˜ = fa(p, t01), t˜01 = ga(p, t01).
This implies (38). It is also straightforward to show that {fa, ga} = 1.
We now specialize the Riemann-Hilbert problem to the case where the
canonical transformations are defined by generating functions Ha(z0, za),
a = 1, . . . ,M . The generating functions are assumed to satisfy the non-
degeneracy conditions
Ha,z0za(z0, za) 6= 0. (39)
Accordingly, the functional equations (37) connecting the four functions
z0(p), ζ0(p), za(p), ζa(p) are converted to the generalized string equations
ζ0(p) = Ha,z0(z0(p), za(p)), ζa(p) = −Ha,za(z0(p), za(p)). (40)
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Existence of such generating functions Ha under the assumption of non-
degeneracy of fa’s:
∂fa
∂t01
6= 0, (41)
can be proved as in [13], §3.4. In fact, under the assumption (41), we can
solve the equation za = fa(z0, ζ0) to obtain
ζ0 = Aa(z0, za).
Equivalently,
za = fa(z0, Aa(z0, za)). (42)
Define Ba(z0, za) so that
ζa = Ba(z0, za) = ga(z0, Aa(z0, za)). (43)
Differentiating (42) with respect to z0 and za and (43) with respect to z0,
we find that
0 =
∂fa
∂z0
+
∂fa
∂ζ0
∂Aa
∂z0
=⇒
∂Aa
∂z0
=
−∂fa
∂z0
∂fa
∂ζ0
1 =
∂fa
∂ζ0
∂Aa
∂za
=⇒
∂Aa
∂za
=
1
∂fa
∂ζ0
,
∂Ba
∂z0
=
∂ga
∂z0
+
∂ga
∂ζ0
∂Aa
∂z0
=⇒
∂Ba
∂z0
=
∂ga
∂z0
−
∂ga
∂ζ0
∂fa
∂z0
∂fa
∂ζ0
= −
1
∂fa
∂ζ0
.
Hence we have ∂zaAa = −∂z0Ba, which implies that there exists Ha(z0, za)
satisfying (40) and (39).
Our goal in the following is to solve the generalized string equations (40)
in the language of geometry of the space
Z := {(zα(p) : α = 0, . . . ,M) | properties of zα(p)’s in (i), (ii)}
of the M + 1-tuple of functions zα(p), α = 0, 1, . . . ,M . This enables us
to understand the universal Whitham hierarchy as a system of integrable
commuting flows on Z, just as achieved in the case of the dispersionless
Toda hierarchy [13].
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To this end, we define the functions t0n, t00, v0n (n = 1, 2, . . .) and
tan, ta0, van (a = 1, . . . ,M , n = 1, 2, . . .) on Z as
nt0n =
M∑
a=1
1
2πi
∮
Ca
Ha,z0(z0(p), za(p))z0(p)
−ndz0(p),
t00 =
M∑
a=1
1
2πi
∮
Ca
Ha,z0(z0(p), za(p))dz0(p),
v0n =
M∑
a=1
1
2πi
∮
Ca
Ha,z0(z0(p), za(p))z0(p)
ndz0(p)
(44)
and
ntan =
1
2πi
∮
Ca
Ha,za(z0(p), za(p))za(p)
−ndza(p),
ta0 =
1
2πi
∮
Ca
Ha,za(z0(p), za(p))dza(p),
van =
1
2πi
∮
Ca
Ha,za(z0(p), za(p))za(p)
ndza(p).
(45)
This is just a restatement of the string equations (40). t00 and ta0’s are
automatically constrained as
t00 = −
∞∑
a=1
ta0.
The contour integrals on the right hand side of (44) are derived by continu-
ously deforming a simple closed curve C∞ encircling p =∞ and separating
it from all Da’s. Notice that since za(qa) =∞, za(p) maps the inside of Da
onto the outside of za(Ca). Therefore,∮
Ca
za(p)
mz′a(p)dp = −δm,−1.
In the next section, we shall reconstruct ∂αn’s as globally defined vector
fields on Z, and show that tαn’s may be thought of as “dual” (local) coor-
dinates on Z with respect to these vector fields. This is the same geometric
situation as observed in the case of the dispersionless Toda hierarchy [13].
The universal Whitham hierarchy is thus realized as a system of commuting
flows on Z. This geometric setting can be cast into the usual setting in the
t space by the inverse of the period map (zα(p) : α = 0, 1, . . . ,M) 7→ t. The
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functions zα(p) and ζα(p) on Z are pulled back by this inverse period map
to become a solution of the string equations (40), hence a solution of the
universal Whitham hierarchy.
The S-function (in particular φa) and the F -function, too, can be pri-
marily defined as a function on Z, then pulled back to the t space. We shall
discussed this issue in later sections.
4 Construction of vector fields ∂αn on Z
Following [13], we reconstruct ∂αn’s as vector fields on Z.
Theorem 4.1. If the vector fields ∂0n (n = 1, 2, . . .) and ∂an (a = 1, . . . ,M ,
n = 0, 1, 2, . . .) on Z satisfy the equations
∂αnzb(p)
z′b(p)
−
∂αnz0(p)
z′0(p)
=
Ω′αn(p)
z′0(p)z
′
b(p)Hb,z0zb(z0(p), zb(p))
(46)
on Cb for b = 1, . . . ,M , where the primes denote the derivatives with respect
to p, then they act on tβm (m = 0, 1, 2, . . . ) as
∂αntβm = δαβδnm (47)
and on vβm (m = 1, 2, . . . ) as
∂αnvβm =
{
−nmbαnβm (n 6= 0)
−mbα0βm (n = 0)
(48)
Remark 4.2. (47) implies that tαn’s may be thought of as a system of local
coordinates on Z. (48) shows that the vector fields ∂αn correspond to the
time evolutions of the universal Whitham hierarchy.
Remark 4.3. ∂αnzβ(p)’s are uniquely determined by (46). Though this is
an implication of (47) and (48), one can directly confirm it as follows. Let
Zb(p), Z0(p) and Wb(p) denote the three terms in (46). Consequently, they
satisfy the equations
Zb(p)− Z0(p) =Wb(p) (49)
for b = 1, . . . ,M in a neighborhood of Cb. As holomorphic functions,
Zb(p), Z0(p) are extended to Db and CP
1
r (D1 ∪ · · · ∪ DM ) respectively,
and behave as
Zb(p) = O(1) (p→ qb), Z0(p) = O(p
−1) (p→∞).
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One can decompose Z0(p) in CP
1
r (D1 ∪ · · · ∪DM ) as
Z0(p) =
M∑
a=1
Z0a(p), Z0a(p) =
1
2πi
∮
Ca
Z0(q)
q − p
dq.
Z0a(p) is a holomorphic function in CP
1
rDa, O(p
−1) as p→∞, and can
be continued to a neighborhood of Ca by deforming the contour Ca inward.
The foregoing equation for Zb(p) and Z0(p) can be thereby rewritten as
Zb(p)−∑
a6=b
Z0a(p)

− Z0b(p) =Wb(p).
One can consider this equation as splittingWb(p) into a sum of holomorphic
functions Wb+(p) and Wb−(p) defined in Db and in CP
1
rDb, respectively.
In particular,
Z0b(p) = −Wb−(p) = −
1
2πi
∮
Cb
Wb(q)
p− q
dq (p ∈ CP1 rDb), (50)
hence
Z0(p) = −
M∑
a=1
1
2πi
∮
Ca
Wa(q)
p− q
dq (p ∈ CP1 r (D1 ∪ · · · ∪DM )). (51)
One can find a similar integral formula for Zb(p) as well.
Proof of Theorem 4.1. Let us first consider the action of ∂αn on
t0m =
M∑
b=1
1
2πim
∮
Cb
Hb,z0(z0(p), zb(p))z0(p)
−mz′0(p)dp.
Applying ∂αn to the integrand, we have the identity
∂αn
(
Hb,z0(z0(p), zb(p))z0(p)
−mz′0(p)
)
=
∂
∂p
(
Hb,z0(z0(p), zb(p))z0(p)
−m∂αnz0(p)
)
+Hb,z0zb(z0(p), zb(p))z
′
0(p)z
′
b(p)
(
∂αnzb(p)
z′b(p)
−
∂αnz0(p)
z′0(p)
)
z0(p)
−m
=
∂
∂p
(
Hb,z0(z0(p), zb(p))z0(p)
−m∂αnz0(p)
)
+Ω′αn(p)z0(p)
−m.
19
Note that we have used the assumed equation (46) in the last line. Conse-
quently,
∂αnt0m =
M∑
b=1
1
2πim
∮
Cb
Ω′αn(p)z0(p)
−mdp
=
1
2πim
∮
C∞
Ω′αn(p)z0(p)
−mdp,
by deforming Cb’s to a simple closed curve C∞ encircling p =∞.
On the other hand, one can deduce from (31) and the first and the
second equations in (32) (and the symmetry of bαnβm) the following Laurent
expansion of Ωαn(p)’s with respect to z0(p):
Ω0n(p) = z0(p)
n +
∞∑
m=1
nb0n0mz0(p)
−m,
Ωan(p) =
∞∑
m=1
nban0mz0(p)
−m (n ≥ 1),
Ωa0(p) = − log z0(p) +
∞∑
m=1
ba00mz0(p)
−m.
(52)
Inserting the derivatives
Ω′0n(p) = nz0(p)
n−1z′0(p)−
∞∑
m=1
nmb0n0mz0(p)
−m−1z′0(p),
Ω′an(p) = −
∞∑
m=1
nmban0mz0(p)
−m−1z′0(p) (n ≥ 1),
Ω′a0(p) = −
z′0(p)
z0(p)
−
∞∑
m=1
mba00mz0(p)
−m−1z′0(p)
into the contour integral, we readily obtain (47) for β = 0.
In the same way, the action of ∂αn on
v0m =
M∑
b=1
1
2πi
∮
Cb
Hb,z0(z0(p), zb(p))zb(p)
mz′b(p)dp
can be expressed as
∂αnv0m =
1
2πi
∮
C∞
Ω′αn(p)z0(p)
mdp.
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This contour integral, too, can be evaluated by the foregoing Laurent ex-
pansions of Ω′αn(p). We can thus derive (48) for β = 0.
Let us now consider the action of ∂αn on
tbm =
1
2πim
∮
Cb
Hb,zb(z0(p), zb(p))zb(p)
−mz′b(p)dp,
tb0 =
1
2πi
∫
Cb
Hb,zb(z0(p), zb(p))z
′
b(p)dp,
vbm =
1
2πi
∫
Cb
Hb,zb(z0(p), zb(p))zb(p)
mz′b(p)dp
As in the previous case, we can deduce that
∂αntbm = −
1
2πim
∮
Cb
Ω′αn(p)zb(w)
−mdp,
∂αntb0 = −
1
2πi
∮
Cb
Ω′αn(p)dp,
∂αnvbm = −
1
2πi
∮
Cb
Ω′αn(p)zb(p)
mdp,
(53)
We can now use the following Laurent expansion of Ωαn(p)’s with respect to
zb(p) derived from (31) and the second, third and fourth equations of (32):
Ω0n(p) =
∞∑
m=0
nb0nbmzb(p)
−m,
Ωan(p) = δabzb(p)
n +
∞∑
m=0
nbanbmzb(p)
−m, (n ≥ 1),
Ωa0(p) =
{
− log ǫba +
∑∞
m=0 ba0bmzb(p)
−m (b 6= a),
log za(p) +
∑∞
m=0 ba0amza(p)
−m (b = a).
(54)
Inserting their derivatives
Ω′0n(p) = −
∞∑
m=0
nmb0nbmzb(p)
−m−1z′b(p),
Ω′an(p) = δabnzb(p)
n−1z′b(p)−
∞∑
m=0
nmbanbmzb(p)
−m−1z′b(p) (n ≥ 1),
Ω′a0(p) = δab
z′b(p)
zb(p)
−
∞∑
m=0
mba0bmzb(p)
−m−1z′b(p)
into the contour integrals (53), we can confirm the remaining parts of (47)
and (48). This completes the proof of the theorem.
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5 Construction of φa’s
We construct the Phi functions φa, a = 1, . . . ,M , as follows:
φa =
M∑
b=1
tb0ba0b0 +
M∑
γ=0
∞∑
m=1
mtγmba0γm +
a−1∑
b=1
tb0 log(−1)
−
1
2πi
M∑
b=1
∮
Cb
Hb(z0(p), zb(p))
p− qa
dp. (55)
Proposition 5.1. The function φa defined by (55) satisfies
∂βnφa =
{
nba0βn, (n 6= 0)
ba0β0 + log ǫaβ, (n = 0)
. (56)
Proof.
∂βn
(
Hb(z0(p), zb(p))
p− qa
)
=
Hb,z0(z0(p), zb(p))
p− qa
∂βnz0(p) +
Hb,zb(z0(p), zb(p))
p− qa
∂βnzb(p)
+
Hb(z0(p), zb(p))
(p− qa)2
∂βnqa.
Therefore,
∂βnφa = T1(β, n) + T2(β, n) +
{
nba0βn, (n 6= 0)
ba0β0 + log ǫaβ , (n = 0)
,
where
T1(β, n) =
M∑
b=1
tb0∂βnba0b0 +
M∑
γ=0
∞∑
m=1
mtγm∂βnbγma0
=
∞∑
m=1
mt0m∂βnb0ma0 +
M∑
b=1
(
tb0∂βnba0b0 +
∞∑
m=1
mtbm∂βnbbma0
)
,
and
T2(β, n) = −
1
2πi
M∑
b=1
∮
Cb
(
Hb,z0(z0(p), zb(p))
p− qa
∂βnz0(p)
+
Hb,zb(z0(p), zb(p))
p− qa
∂βnzb(p) +
Hb(z0(p), zb(p))
(p− qa)2
∂βnqa
)
dp.
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The goal is to show that T1(β, n) + T2(β, n) = 0 for all (β, n). By the
definition of t0m, we have
∞∑
m=1
mt0m∂βnb0ma0
=
1
2πi
M∑
b=1
∮
Cb
Hb,z0(z0(p), zb(p))z
′
0(p)
(
∞∑
m=1
∂βnb0ma0z0(p)
−m
)
dp.
Differentiating
− log(p − qa) = Ωa0(p) = − log z0(p) +
∞∑
m=1
b0ma0z0(p)
−m
with respect to tβn, we have
1
p− qa
∂βnqa =
∞∑
m=1
∂βnb0ma0z0(p)
−m
−
(
1
z0(p)
+
∞∑
m=1
mb0ma0z0(p)
−m−1
)
∂βnz0(p)
=
∞∑
m=1
∂βnb0ma0z0(p)
−m −
1
z′0(p)
1
p− qa
∂βnz0(p).
Therefore,
∞∑
m=1
∂βnb0ma0z0(p)
−m =
1
p− qa
∂βnqa +
1
z′0(p)
1
p− qa
∂βnz0(p),
and
∞∑
m=1
mt0m∂βnb0ma0 =
1
2πi
M∑
b=1
∮
Cb
Hb,z0(z0(p), zb(p))z
′
0(p)×
×
(
1
p− qa
∂βnqa +
1
z′0(p)
1
p− qa
∂βnz0(p)
)
dp
=
1
2πi
M∑
b=1
∮
Cb
(
Hb,z0(z0(p), zb(p))z
′
0(p)
p− qa
∂βnqa
+
Hb,z0(z0(p), zb(p))
p− qa
∂βnz0(p)
)
dp.
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In a similar way, the definition of tbm gives
tb0∂βnba0b0 +
∞∑
m=1
mtbm∂βnbbma0
=
1
2πi
∮
Cb
Hb,zb(z0(p), zb(p))z
′
b(p)
(
∞∑
m=0
∂βnbbma0zb(p)
−m
)
dp.
Differentiating
− log(p− qa) = Ωa0(p) = δab log zb(p) +
∞∑
m=0
bbma0zb(p)
−m − log ǫba
with respect to tβn and comparing it with Ω
′
a0(p), we find that
1
p− qa
∂βnqa =
∞∑
m=0
∂βnbbma0zb(p)
−m −
1
z′b(p)
1
p− qa
∂βnzb(p).
Therefore,
tb0∂βnba0b0 +
∞∑
m=1
mtbm∂βnbbma0
=
1
2πi
∮
Cb
(
Hb,zb(z0(p), zb(p))z
′
b(p)
p− qa
∂βnqa +
Hb,zb(z0(p), zb(p))
p− qa
∂βnzb(p)
)
dp.
Therefore,
T1(β, n) + T2(β, n)
=
1
2πi
M∑
b=1
∮
Cb
(
Hb,z0(z0(p), zb(p))z
′
0(p)
p− qa
∂βnqa
+
Hb,zb(z0(p), zb(p))z
′
b(p)
p− qa
∂βnqa −
Hb(z0(p), zb(p))
(p − qa)2
∂βnqa
)
dp
=
1
2πi
M∑
b=1
∮
Cb
∂
∂p
(
Hb(z0(p), zb(p))
p− qa
)
dp× ∂βnqa = 0.
This completes the proof.
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Define
va0 =− φa +
a−1∑
b=1
tb0 log(−1)
=−
M∑
b=1
tb0ba0b0 −
M∑
γ=0
∞∑
m=1
mtγmba0γm
+
1
2πi
M∑
b=1
∮
Cb
Hb(z0(p), zb(p))
p− qa
dp.
(57)
Then (56) implies that
∂βnva0 =
{
−nba0βn, (n 6= 0),
−ba0β0, (n = 0)
. (58)
6 Construction of the free energy F
Let Ja,1(z0, za) and Ja,2(z0, za) be defined so that
− ∂zaJa,1(z0, za) = ∂z0Ja,2(z0, za) = Ha(z0, za)Ha,z0za(z0, za). (59)
We construct the F function as follows:
F =
1
2
M∑
a=1
ta0va0 +
1
2
M∑
α=0
∞∑
n=1
tαnvαn
+
1
8πi
M∑
a=1
∮
Ca
{
Ja,1(z0(p), za(p))z
′
0(p) + Ja,2(z0(p), za(p))z
′
a(p)
}
dp.
(60)
Proposition 6.1. The F function defined by (60) satisfies
∂βnF = vβn.
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Proof. A direct computation shows that
∂βn
{
Ja,1(z0(p), za(p))z
′
0(p) + Ja,2(z0(p), za(p))z
′
a(p)
}
=
∂
∂p
{
Ja,1(z0(p), za(p))∂βnz0 + Ja,2(z0(p), za(p))∂βnza
}
− 2Ha(z0(p), za(p))(∂βnza(p) z
′
0(p)− z
′
a(p) ∂βnz0(p))
=
∂
∂p
{
Ja,1(z0(p), za(p))∂βnz0 + Ja,2(z0(p), za(p))∂βnza
}
− 2Ha(z0(p), za(p))Ω
′
βn(p)
by using the definition of the vector field (46). Hence,
∂βnF = I1(β, n) + I2(β, n).
where
I1(β, n) =
vβn
2
+
1
2
M∑
a=1
ta0∂βnva0 +
1
2
M∑
α=0
∞∑
m=1
tαm∂βnvαm,
I2(β, n) = −
1
4πi
M∑
a=1
∮
Ca
Ha(z0(p), za(p))Ω
′
βn(p)dp.
Now if n 6= 0, integration by parts shows that
I2(β, n) =−
1
4πi
M∑
a=1
∮
Ca
Ha(z0(p), za(p))Ω
′
βn(p)dp
=
1
4πi
M∑
a=1
∮
Ca
Ha,z0(z0(p), za(p))z
′
0(p)Ωβn(p)dp
+
1
4πi
M∑
a=1
∮
Ca
Ha,za(z0(p), za(p))z
′
a(p)Ωβn(p)dp.
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If β = 0, the first equation in (52) and the first equation in (54) show that
I2(0, n) =
1
4πi
M∑
a=1
∮
Ca
Ha,z0(z0(p), za(p))z
′
0(p)×
×
(
z0(p)
n + n
∞∑
m=1
b0m0nz0(p)
−m
)
dp
+
1
4πi
M∑
a=1
∮
Ca
Ha,za(z0(p), za(p))z
′
a(p)×
×
(
n
∞∑
m=0
b0namza(p)
−m
)
dp
=
v0n
2
+
1
2
∞∑
m=1
nmb0m0nt0m +
1
2
M∑
a=1
nb0na0ta0
+
1
2
M∑
a=1
∞∑
m=1
nmb0namtam
=
v0n
2
−
1
2
M∑
a=1
ta0∂0nva0 −
1
2
M∑
α=0
∞∑
m=1
tαm∂0nvαm,
by the definition of tαn (44, 45) and actions of ∂αn on vβm (48, 58). There-
fore,
∂0nF = I1(0, n) + I2(0, n) = v0n.
If β = b 6= 0, n 6= 0, the second equation in (52) and the second equation in
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(54) show that
I2(b, n) =
1
4πi
M∑
a=1
∮
Ca
Ha,z0(z0(p), za(p))z
′
0(p)×
×
(
n
∞∑
m=1
bbn0mz0(p)
−m
)
dp
+
1
4πi
M∑
a=1
∮
Ca
Ha,za(z0(p), za(p))z
′
a(p)×
×
(
δabza(p)
n + n
∞∑
m=0
bbnamza(p)
−m
)
dp
=
1
2
∞∑
m=0
nmbbn0mt0m +
vbn
2
+
1
2
M∑
a=1
nbbna0ta0
+
1
2
M∑
a=1
∞∑
m=1
nmbbnamtam
=
vbn
2
−
1
2
M∑
a=1
ta0∂bnva0 −
1
2
M∑
α=0
∞∑
m=1
tαm∂bnvαm,
again by (44, 45) and (48, 58). Therefore,
∂bnF = I1(b, n) + I2(b, n) = vbn.
Now if β = b 6= 0, n = 0, we have
Ω′b0(p) = −
1
p− qb
.
Therefore,
I2(b, 0) = −
1
4πi
M∑
a=1
∮
Ca
Ha(z0(p), za(p))Ω
′
b0(p)dp
=
1
4πi
M∑
a=1
∮
Ca
Ha(z0(p), za(p))
p− qb
dp.
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On the other hand,
I1(b, 0) =
vb0
2
+
1
2
M∑
a=1
ta0∂b0va0 +
1
2
M∑
α=0
∞∑
m=1
tαm∂b0vαm
=
vb0
2
−
1
2
M∑
a=1
ta0ba0b0 −
1
2
M∑
α=0
∞∑
m=1
mtαmbαmb0,
by (48, 58). Hence,
I1(b, 0) + I2(b, 0)
=
vb0
2
−
1
2
M∑
a=1
ta0ba0b0 −
1
2
M∑
α=0
∞∑
m=1
mtαmbαmb0
+
1
4πi
M∑
a=1
∮
Ca
Ha(z0(p), za(p))
p− qb
dp
=
vb0
2
+
vb0
2
= vb0
because of (57). This completes the proof.
This proposition and the definition of va0 (57) shows that the F function
indeed satisfies (29).
7 Special String Equations
In this section, we consider the special case where the generating functions
Ha(z0, za), a = 1, . . . ,M, have the form
Ha(z0, za) = z
ν0
0 z
νa
a , ν0, νa ∈ N,
so that the string equations (40) become
ζ0(p) =ν0z0(p)
ν0−1za(p)
νa ,
ζa(p) =− νaz0(p)
ν0za(p)
νa−1
(61)
for p ∈ Ca. These string equations were discussed in [6]. ¿From (61) and
(16), we have
ν0z0(p)
ν0−1za(p)
νa =
∞∑
n=1
nt0nz0(p)
n−1 +
t00
z0(p)
+
∞∑
n=1
z0(p)
−n−1v0n,
−νaz0(p)
ν0za(p)
νa−1 =
∞∑
n=1
ntanza(p)
n−1 +
ta0
za(p)
+
∞∑
n=1
za(p)
−n−1van
(62)
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for p ∈ Ca. The definitions of tαn and vαn (44) and (45) then become
nt0n =
M∑
a=1
ν0
2πi
∮
Ca
z0(p)
ν0−n−1za(p)
νadz0(p),
t00 =
M∑
a=1
ν0
2πi
∮
Ca
z0(p)
ν0−1za(p)
νadz0(p),
v0n =
M∑
a=1
ν0
2πi
∮
Ca
z0(p)
ν0+n−1za(p)
νadz0(p)
(63)
and
ntan =
νa
2πi
∮
Ca
z0(p)
ν0za(p)
νa−n−1dza(p),
ta0 =
νa
2πi
∮
Ca
z0(p)
ν0za(p)
νa−1dza(p),
van =
νa
2πi
∮
Ca
z0(p)
ν0za(p)
νa+n−1dza(p).
(64)
The functions Ja,1(z0, za) and Ja,2(z0, za) (59) can be chosen to be
Ja,1(z0, za) = −
ν0
2
z2ν0−10 z
2νa
a , Ja,2(z0, za) =
νa
2
z2ν00 z
2νa−1
a .
The free energy (60) then becomes
F =
1
2
M∑
a=1
ta0va0 +
1
2
M∑
α=0
∞∑
n=1
tαnvαn
−
ν0
16πi
M∑
a=1
∮
Ca
z0(p)
2ν0−1za(p)
2νadz0(p)
+
1
16πi
M∑
a=1
∮
Ca
νaz0(p)
2ν0za(p)
2νa−1dza(p)
(65)
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Using (62) and (63), we find that
−
ν0
16πi
M∑
a=1
∮
Ca
z0(p)
2ν0−1za(p)
2νadz0(p)
=−
1
16πi
M∑
a=1
∮
Ca
(
ν0z0(p)
ν0−1za(p)
νa
)
z0(p)
ν0za(p)
νadz0(p)
=−
1
16πi
M∑
a=1
∮
Ca
(
∞∑
n=1
nt0nz0(p)
n−1 +
t00
z0(p)
+
∞∑
n=1
z0(p)
−n−1v0n
)
× z0(p)
ν0za(p)
νadz0(p)
=−
1
8ν0
(
2
∞∑
n=1
nt0nv0n + t
2
00
)
.
(66)
Similarly, one can show that
1
16πi
∮
Ca
νaz0(p)
2ν0za(p)
2νa−1dza(p) =−
1
8νa
(
2
∞∑
n=1
ntanvan + t
2
a0
)
. (67)
Therefore, the free energy is given explicitly by
F = −
1
8
(
t200
ν0
+
M∑
a=1
t2a0
νa
)
+
1
2
M∑
a=1
ta0va0 +
1
2
M∑
α=0
∞∑
n=1
(
1−
n
2να
)
tαnvαn.
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