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Summary
A  new model is developed for sim ulating the injection of short-duration optical pulses into 
semiconductor lasers. The optical gain of the semiconductor is described by an em pirical 
model which fixes all parameters follow ing a fit to gain curves at two different densities of 
population inversion. The two-curve fit enforces the correct behaviour with respect to changes 
in carrier density and is intermediate between a rate equation model and a fu ll microscopic 
approach. The electromagnetic field is integrated by the finite-difference time-dom ain method.
The model incorporates an accurate complex susceptibility, material and gain dispersion and 
fu ll phase information, and may be integrated on a desktop computer to sim ulate time evolution 
over a period of nanoseconds in  a matter of hours. A n appropriate choice of the grid resolution 
may be used to incorporate a realistic frequency dependent refractive index and simultaneously 
reduce the time for computation.
The model is applied to the experim entally observed phenomena of dark pulse formation 
follow ing injection of optical pulses into semiconductor lasers and furnishes an explanation 
for their formation, subsequent evolution and stability. The stability of dark pulses is explained 
as a re-distribution of the steady-state electric field.
These investigations led to a hypothesis, and subsequent demonstration by num erical sim u­
lation, for generating stable streams of customisable pulse trains by coherent control of the 
phase of the injected pulse.
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C h a p t e r  1
I n t r o d u c t i o n
T HE development o f an analytical or numerical model that can accurately reproduce 
experimental observations is an important step in the understanding o f experimental 
phenomena and the prediction of new phenomena. The theoretical investigation o f semi­
conductor lasers has been an active research topic for several decades but the continuous 
development o f technology means that it continues to be interesting and challenging.
As optical pulses become more intense and shorten in duration, and as devices decrease in 
size, new physical effects become important that were previously insignificant. Microcavity 
lasers [1,2], ultrashort pulses [3,4], all optical switching [5-7], and photonic crystals [8,9] 
are just a few areas that are pushing the abilities o f current simulation methods for passive 
and active dielectric materials. This may be because current methods are questionable (i.e. 
rate equation models often rely on many phenomenological terms), inadequate (not capable 
of reproducing all the important effects observed in experiment), or because computational 
resources are insufficient to investigate the physics in the required detail.
The continuing advance of the computing industry means that such simulations will be possible 
within five to ten years on a desktop computer while a parallel implementation o f these 
simulations would make this a realistic (although consuming) option at the present time. 
Once a microscopic description of the active material is a realistic option for one-dimensional 
simulations, the model developed is still likely to find application in simulations o f structures 
in higher dimensions.
The aim of this work is to improve the understanding o f optical pulse propagation in semi­
conductor lasers through advanced numerical simulation. The following section will give a 
brief overview o f current options for simulating laser dynamics, with the aim o f discussing 
the abilities and limitations o f each method, and highlighting the requirements for a numerical 
model to investigate femtosecond pulse interaction.
1
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1.1 Motivation
The simulation o f ultrashort pulse interactions in semiconductor laser devices requires a 
comprehensive description o f the complex susceptibility in combination with a full description 
of the optical field over a wide frequency range. Modelling the interaction o f the pulse with 
the active material further requires an accurate description o f the material gain for a range of 
carrier densities.
Mode-locking is one example; the superposition o f the longitudinal cavity modes requires 
a full treatment o f the optical phase. Furthermore, the short pulses produced necessitate an 
accurate and spectrally broad description o f the gain medium, and any chirp (temporal variation 
o f the instantaneous frequency) induced on these pulses is often o f consequence for device 
applications [10,11]. To investigate the chirp in detail any numerical model also requires a 
description o f significant dispersion mechanisms. Optical clock recoveiy and external optical 
feedback [10] offer two further examples of the importance o f the relative phase of injected 
and cavity radiation over a broad spectral range.
Mode-locking, external optical feedback, and pulse injection have been investigated previously 
using analytical [12] and numerical [13-16] models. However these previous approaches do 
not provide a sufficiently complete description for certain important situations. Additionally 
the numerical models contain a large number of free parameters and phenomenological terms.
1.2 Time-Domain Laser Models
Current computational limitations mean that there is no ‘perfect model’ for the description of 
laser dynamics. The model that should be used will include approximations selected according 
to the problem in hand. For example, the pulse injection investigations presented as part of 
this thesis require resolution of the fast-oscillating carrier waves on attosecond timescales 
which may evolve over the nanosecond timescales associated with relaxation oscillations. In 
order to manage simulations which require over one billion time steps o f a ten thousand point 
grid the approximations to be adopted must be considered carefully.
Firstly we restrict these investigations o f pulse injection to one-dimensional simulation. Al­
though it is possible that considering this problem in two-dimensional space may offer more 
detailed results, the main effects of interest are expected to be reproduced by the one­
dimensional model. However, the dispersion o f temporally short optical pulses is significant 
over a single pass of a laser diode and likely to be significant in pulse evolution over longer 
timescales. It will be shown in this thesis that the chirp and phase o f injected pulses is 
important in determining the pulse evolution. A realistic model able to handle dispersion, 
chirp, and full phase information must include the carrier wave (rather than just the envelope) 
in the description o f the optical field.
With current computational resources it is not possible to combine the requirement for a
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complete description of the electromagnetic field with a full microscopic description of 
the active material. However, the large spectral width of the injected femtosecond pulses 
necessitates an accurate description o f the gain material over a wavelength range o f more 
than one hundred nanometres.
In this overview different methods for simulating the gain material and electric field will be 
considered. The relative merits and disadvantages o f alternative methods are presented with 
the aim o f selecting a suitable approach for modelling pulse injection into semiconductor 
lasers. The adopted method must include the full electric field, a description o f the spectral 
gain in the material, and be capable o f simulating the pulse evolution for a duration exceeding 
a nanosecond.
1.2.1 Rate Equation Models
Throughout this thesis the term ‘rate equation5 refers to a system of equations with no spatial 
resolution. The first phenomenological rate equation model for describing the dynamics of 
carriers and photons has existed since Einstein’s description of stimulated emission in 1917 
[17]. A rate equation model may be written to describe the time evolution o f the carriers and 
photons within a two-level system. O f course such phenomenological methods are simple to 
extend to model three or four level systems by adding terms for the excitation and relaxation 
o f further energy levels. The inclusion o f terms allowing electromagnetic radiation to leave the 
system and pumping o f the energy levels completes a simple description o f laser dynamics.
A good starting point for simulating semiconductor laser dynamics is a detailed rate equation 
model published by Marcuse [18] (there are many variants of this model [19,20] and a classical 
derivation from Maxwell’s equations in [21]). In this model the total carrier number within 
the active region is considered along with the total electric field intensity in the device. This 
model reproduces the observed relaxation oscillations o f the coupled photon-carrier system 
and may be used to investigate turn-on dynamics and modulation effects in detail. For the 
results to offer comparison with experiment the rate equations must become more complicated, 
as phenomenological terms need to be added for effects such as current leakage [20] or gain 
dispersion [22].
Rate equation models have been the dominant method for modelling the dynamics of active 
semiconductor materials for a long time. The simplicity of this method makes it a valuable 
tool and it produces results that are often qualitatively correct and will offer insight into the 
physical processes involved. The inclusion o f multiple modes is possible but the modes have 
to be defined a priori and their contributions summed during the simulation. Further, the cavity 
is treated as a homogeneous medium so no spatial resolution is available within the cavity and 
it is not possible to investigate sub-round-trip effects such as short optical pulse injection.
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1.2.2 Travelling-Wave Rate Equation Models
In order to resolve the spatial variation the cavity may be split into several lengths. These 
different regions may then contain different carrier densities and electric field intensities, 
resulting in a more detailed model that can simulate physical effects on a time-scale less than 
the round-trip time.
One o f the shortfalls o f this approach is that additional phenomenological terms need to be 
added to describe effects such as a frequency dependent refractive index, and inhomogeneous 
structures such as Bragg mirrors. With additional functions to describe such effects the rate 
equations start to become unwieldy and the initial benefits o f conceptual simplicity and speed 
are lost. Travelling wave models may include dispersive effects but this limits the frequencies 
to a small range around the central wavelength [22].
While the travelling wave rate equation method does present a means for looking at the 
spatial distribution of carriers and pulse injection it does not resolve the problem of limited 
frequency domain information, clearly an important factor when injecting ultrashort pulses 
that contain a wide range of frequency components. As devices decrease in size and switching 
speeds o f opto-electronic devices increase, rate equation models are becoming inadequate to 
accurately model the interaction dynamics o f the carriers and photons in the resolution that 
is increasingly important.
1.2.3 Finite-Difference Time-Domain Simulation
The spatio-temporal dynamics o f the electromagnetic field may be calculated from Maxwell’s 
equations using a finite-difference time-domain (FDTD) method [23]. The advantages of 
this method lie in the integration of Maxwell’s curl equations without approximation of the 
electromagnetic field; the fast-oscillating carrier wave and hence full phase information is 
retained. Combining this method with a time-response description o f the induced polarisation 
results in a full time-domain model that presents detailed information in both the time-domain 
and, via Fourier transform, the frequency domain.
The method was initially used for time-domain modelling o f wave propagation through passive 
material, with application to waveguides and antennae [24-26]. There are many important 
considerations and advances which are needed before the FDTD model can be adapted to 
simulate laser dynamics.
Active and Non-linear Material Within the FDTD Framework
Within the FDTD framework, material dispersion has previously been incorporated as an 
auxiliary-differential equation (ADE). This requires an analytical description o f the dispersion 
function and models for Debye and Lorentz dispersive media have been published [27,28].
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Models containing a non-linear gain function have typically only been valid close to the res­
onance frequency o f the medium [29]. However, non-linear polarisation and optical gain may 
be described by the classical electron oscillator (or Lorentz) model. This method inherently 
includes many physical effects such as an intensity dependent refractive index and is valid 
over a wide range o f intensities and frequencies.
Nagra and York [30] have used a damped harmonic oscillator to model the polarisation of 
absorbing and gain media. While suited to investigate gain materials where a Lorentzian 
gain function is appropriate, the model is not suitable for investigating short, intense, or off- 
resonant pulse injection in semiconductor lasers where the asymmetry o f the gain function is 
particularly important.
A more realistic description o f the gain material may be provided by a microscopic model 
based on the semiconductor Bloch equations [31-33]. Such models are capable o f reproducing 
all o f the desired gain characteristics and additional details such as the energy distribution 
o f the carriers and spectral hole burning, however the computational requirements are pro­
hibitively expensive for the desired investigation o f edge-emitting devices.
The prohibitive factor in employing a full microscopic description o f the gain material lies in 
the computational demands o f the calculations. For simulations o f large active regions, such 
as edge-emitters, or for higher dimensional simulations, microscopic models are impractical; 
microscopic models typically require over one hundred discrete eigenvectors (k-points) for 
numerical stability and accurate modelling o f the electronic band structure. Each o f these 
points corresponds to an oscillator with a certain frequency, width and inversion.
An alternative approach by Ning [34] parameterizes the susceptibility as a superposition of 
Lorentzians for each carrier density. This model is capable of reproducing experimental results 
for pulses that are longer than tens of picoseconds in duration, where the gain curve in the 
frequency domain is represented well by a single oscillator. The model is accurate over a 100 
GHz range at the peak gain, though it is suggested that this could be extended with the use of 
a greater number o f Lorentzians. Parameterizing the susceptibility in this way discretizes the 
frequency domain and prohibits the application of the FDTD model for the electromagnetic 
field. In this thesis it will be shown how multiple oscillators may be incorporated to create 
a full time-domain model which is capable of simulating coherent effects and complex pulse 
interactions.
Total-Field Scattered-Field Method for Pulse Injection
An arbitrary pulse can be easily defined inside the simulation region. For example to define 
a Gaussian pulse in time the grid points can be set according to equation (1.1).
( 1 . 1 )
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in which k  represents a spatial grid point, n  a temporal grid point, r  the pulse full-width at 
half-maximum height (FWHM), and w0 the central frequency of the pulse.
If the electric field is set as above there is no direction set for the pulse and it will split and 
propagate in both directions along the 2-axis. Defining the magnetic field as well means that 
the Poynting vector is fully defined and the wave will propagate only in the desired direction. 
This may, however, be further complicated by the use of a grid spacing f l  1. For the 
stability o f the FDTD method it is important that the pulse does not contain any sharp edges. 
For a Gaussian envelope this may require the pulse to be defined for ten times the full-width 
at half-maximum.
The Total-Field Scattered-Field (TFSF) method [29,35] allows the injected pulse to be defined 
using only two grid points. There are three regions to be considered. The incident field (the 
injected pulse) is fully defined in time and stored until required. The computational domain 
is split into two regions, one containing the total electromagnetic field and one containing 
the total field minus the incident field, known as the scattered field. F ig u r e  1.1 shows the 
total-field (TF) region contains the injected pulse and the scattered-field (SF) region does not, 
allowing it to be shorter than the injected pulse.
Time (fs)
Figure 1.1: The injection of a Gaussian pulse using the total-field scattered-field 
method. The dashed box shows the scattered-field (SF) region.
At the instance of pulse injection the grid points at the desired injection point are modified at 
each timestep to introduce the pulse to the simulation region. This method does not require 
any approximation in the introduction o f the pulse.
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Stability Criteria
Tafiove was among the first to investigate the stability criteria for the FDTD method [36,37]. 
In Yee’s paper he is unaware o f the so-called ‘magic number’ that results in an exact solution 
o f the partial differential equations and allows arbitrary pulse shapes to propagate without 
numerical dispersion. The magic number removes the noise following the pulses that is visible 
in those results. The magic number corresponds to the upper limit o f the Courant condition, 
which Yee does refer to in the original paper. The inclusion of an active material prohibits 
the use o f this magic number because the refractive index contrast can be enhanced by an 
intense electric field, changing the Courant limit. This is handled by choosing a discretisation 
that is less than the magic number. This is discussed further in S e c t i o n  4.2.
A significant result o f this work is that it is possible to take advantage o f the numerical 
dispersion to model the material dispersion o f a dielectric material. This is discussed in detail 
in CHAPTER 6. For a very detailed literature review o f the FDTD method and its uses the 
reader is referred to the paper by Schlager and Schneider [38].
1.2.4 Summary of Requirements
The numerical model should retain the fast-oscillating carrier wave and full phase information 
by making use o f the FDTD method. In order to employ the FDTD method we require a full 
time-domain description o f the active material. Due to computational restrictions we choose 
a sum of Lorentzian oscillators rather than a microscopic model. The gain curve of the 
active material needs to be described accurately over a wide range o f over 100 nm about the 
lasing wavelength to cover the injected spectral range of short and off-resonant pulses. Gain 
and material dispersion are very significant processes in pulse propagation within dielectric 
structures and must also be handled by the model.
1.3 Outline of Thesis
With the requirements of a model for laser dynamics established, the first task is to build up 
the theory required for the numerical model. C h a p t e r  2  begins with a quantum mechanical 
derivation o f the Bloch equations required for the active material. In C h a p t e r  3 Maxwell’s 
equations are transformed into the format required for the FDTD method and also reduced to 
the form required for the complementary TWRE model.
The numerical theory for the simulation o f laser dynamics is a very significant part of this 
work and is considered in C h a p t e r  4. The active material has been simulated in several 
different ways during the course o f this work. Different methods for representing the active 
material are discussed in C h a p t e r  5. C h a p t e r  6 characterises the final models and defines 
or extracts all o f the parameters required before model validation is earned out.
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In C h a p t e r  7 the m odel is applied to investigate pulse injection into sem iconductor lasers and 
results o f  the sim ulations are com pared with experim ent. C h a p t e r  8 com pares the sim ulated  
results against experim ent fo r phase dependent effects, and goes on to investigate a new class 
o f phase-sensitive phenom ena predicted by the m odel which o ffe r a m ethod fo r generating  
stable stream s o f pulses.
CHAPTER 9 presents the conclusions from  this thesis and then, in a slight deviation from  
tradition, presents results from  prelim inary investigations o f  the new m odel, serving  to indicate 
the abilities o f  the m odel and suggest future w ork. M ore detail on certain topics are included  
in the appendices and referred to w ithin the body o f  the thesis.
C h a p t e r  2
A c t i v e  M a t e r i a l
HIS thesis considers a range of different descriptions for the gain material o f the semi-
1  conductor device. The simplest description o f the gain, used in rate equation models, is 
a frequency independent linear function of the inversion. The treatment o f the gain medium is 
easily improved with the phenomenological inclusion o f further effects, such as gain saturation. 
One o f the conclusions of this work was that coherent effects need to be incorporated to model 
long term evolutionary behaviour. With this realisation it becomes very difficult to justify 
the inclusion o f phenomenological frequency dependent effects within the discrete frequency 
domain framework o f a rate equation model. We progress to a full time-domain description 
of the electromagnetic fields and gain medium and as such require a time-domain description 
o f the polarisation. Lorentz suggested [39,40] in 1909 that the behaviour o f an electron in 
a light field would obey Hooke’s law and could be treated as a driven, damped harmonic 
oscillator. This forms the basis o f the classical electron oscillator model and has proved a 
very successful tool in describing light-matter interactions [41,42].
Further improvements to the Lorentzian oscillator description o f the gain medium may be 
obtained by incorporating multiple oscillators to build a good description o f the gain over 
a wider range o f frequencies. One significant achievement o f the present work was the 
construction o f a realistic gain curve for a range o f frequencies and carrier densities using 
only several oscillators. Going beyond this multiple oscillator description of the gain means 
treating the charge carriers quantum mechanically. Computational limitations prevent a quan­
tum mechanical treatment from being employed in this instance. However, for two reasons it 
is important to include a discussion o f this approach here.
Firstly, it is possible to show that the quantum mechanical description o f the polarisation 
is equivalent to a Lorentzian oscillator, providing justification for utilising this approach in 
describing the gain material. Secondly, future work employing similar numerical models may 
include a more advanced description o f the gain, due to improved computational resources.
In this chapter alternative descriptions o f the active material will be presented. The sim­
plest, and easiest to understand, description o f the gain will appear last, but this allows the
9
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theory to be built from first principles and then reduced to the simpler forms, highlighting 
approximations and simplifications made en-route.
2.1 Semiconductor Optical Bloch Equations
The semiconductor optical Bloch equations may be obtained by applying the Heisenberg 
equation o f motion to the interband polarisation and carrier number. This method serves 
to highlight approximations that are made in the adopted form o f the semiconductor Bloch 
equations and as a single point o f reference for the complete derivation o f the analytical 
equations o f motion used within the simulations.
Further details on the derivation of the semiconductor Bloch equations may be found in 
e.g. [31,43]. The optical Bloch equations are similar in form to the semiconductor Bloch 
equations (SBEs). The main difference is that the solutions o f the SBEs are the wavevector- 
resolved eigenstates i p n ) k  whose occupancy determines the energy distribution o f the electron 
population N  ( E ) according to the electronic bandstructure E n  ( k ). Hence information on the 
energy distribution is retained, required because o f the asymmetric gain function. Frequently 
the semiconductor Bloch equations also include extra terms to describe carrier screening, 
renormalisation effects, many-body interactions and collisions, features much more impor­
tant in semiconductor materials than atomic gain materials in which the interaction is well 
described by the classical Lorentz oscillator and the coherence time is comparatively long.
2.1.1 Operators in Second-Quantised Notation
This section introduces some standard notation following that in [43]. The destruction operator 
for electrons in the conduction band is defined as a c k , and the electron creation operator as 
a j fc. Similarly the destruction operator for holes in the valence band is defined as b v - k .  and 
the hole creation operator as dv __k . The subscript v  or c will be dropped at this point, as 
the operators will refer to minority earners unless stated otherwise. Dirac notation is used to 
specify an occupied, [!&), or vacant, |0fe), state.
Equations (2.1) and (2.2) show that the electron destruction operator acting on an occupied 
state results in a vacant state, and the electron creation operator acting on a vacant state results 
in an occupied state. Equations (2.3) and (2.4) state that it is impossible to destroy an electron
|lfc) — iOfc)
aLi°fc)=  i1^)
Gk jdfc) ~  0
(2.1)
(2.2)
(2.3)
(2.4)4  life) = o
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that is not present, and that it is not possible to create an electron in a state that is already 
full, a restriction imposed by the Pauli exclusion principle.
The creation o f a hole in the valence band is equivalent to the destruction o f an electron in 
the valence band with an opposing momentum vector. Similarly the annihilation o f a hole in 
the valence band is equivalent to creating an electron in the valence band.
The equivalent equations for the hole operators follow exactly the same form as (2.1) to (2.4). 
A combination o f the creation and destruction operators result in the ‘number’ operators for
These equations, (2.1) to (2.8), are enough to evaluate the commutators and arrive at equations 
o f motion for the polarisation, which we proceed to do in the next section.
2.1.2 Heisenberg Equations o f M o tion
In this section we progress towards the equations o f motion describing the polarisation and 
interaction o f charge carriers with the electromagnetic field. This derivation is presented 
in [43]. Within a laser the total Hamiltonian is given by the sum of the kinetic, Coulomb 
and dipole interaction energies. Typically there will be some form o f approximation in the 
Coulomb, or many-body, interactions.
The Coulomb interaction is a fast interaction between charge carriers that results in a local 
equilibrium distribution o f electrons and holes. In the theory presented here the Coulomb 
interaction is neglected. This is a significant approximation, but a fc-resolved model is not 
practical on time-scales spanning atto-second resolution for nanosecond durations as required 
here. A phenomenological scattering time will be introduced at a later stage to account 
for the dephasing o f the polarisation, and as multiple oscillators are introduced we shall 
see how a realistic gain response can be constructed through other means, while remaining 
computationally feasible.
(2.5)
(2.6)
JL ±
the electrons and holes, a 'k a k  and 6[_fc6_fc. As fermions the electron and hole creation and 
annihilation operators obey anti-commutation relations.
[Q,fe>C!'fc']+ — [afc>afe']+ — 0
[ofej aj~']+ — fa fc'
(2.7)
(2.8)
(2.9)
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The dipole interaction is classically the interaction between the polarisation and the electric 
field
H-dipole =  —P  ' E  ( 2 . 1 0 )
In a semiconductor, polarisation is induced by the light field interacting with charge carriers. 
The coherent interaction between the light field and the earners may result in stimulated 
absorption and the creation o f a conduction band electron and a valence band hole, or it may 
result in stimulated emission and the annihilation o f an electron-hole pair. Conservation of 
momentum requires that the electron and hole each have momentum that is equal in magnitude 
and opposite in sign. This consideration makes the polarisation strongly fc-dependent, the 
band-structure defining the energies at which generation or recombination o f an electron-hole 
pair is probable.
The polarisation is given by
P  =  YL {  +  Mfefc-feafo} (2.11)
where p k  is the dipole matrix element for the state k .
This results in an equation for the total Hamiltonian o f the system with one term for the 
kinetic energy of the electrons, a further term for the kinetic energy o f the holes, and a term 
describing the coupling o f the carriers to the electric field. At each point in /c-space we have
E a +
h2k 2
2 mr. +
n V t
— o ub—h
2mh ~ k +  P *b -kak
E (2.12)
The Heisenberg equation o f motion may be used to obtain a system o f equations describing 
the dynamics o f the interband polarisation and the earners.
.. dA r . -ih — — [A, !K] (2.13)
The equations of motion for the polarisation operators and electron and hole number operators 
may be obtained by evaluating each o f the commutators with the other three. A complete 
derivation is included in APPENDIX A [43], from which we obtain the following series of
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equations for the polarisation and occupation operators.
— b —k a k  =  io jk b —k cik  ( f i k a h  +  k  1^ p  (2.14)
^ 4 < b-k  =  ^ 4 4 fc +  ~ p i  (4«fc  +  b~kb- k  - 1 ) E  (2-15)
d_
df 4 afc =  ^ (M fc46-fc -  4 & -fca fc)  E  (2.16)
~ V _ k b - k  =  ^ (M fc4 4 fc  -  P k b ~ k a k )  E  (2.17)
Taking the expectation values o f the operators in equations (2.14) to (2.17) we arrive at the 
equations o f motion for the polarisation and level occupation probabilities.
1
p k  =  - l U k P k  ~  r ^ P k  (n e h  +  n h k  - l ) E  (2.18)
h e k  =  ^  (M fc46-fc “  P k b - k a k ^j E  (2.19)
where the expectation values are defined as
P k  =  ( b — k a k )  (2.20)
P k  =  <4A fc>  (2-21)
nek =  (2.22)
n h k  =  <&lfc6-fc) (2.23)
We note that the equation o f motion for the number o f electrons is equal to the equation o f 
motion for the number o f holes. This is to be expected since we can either create a conduction
band electron paired with a valence band hole, or destroy one of each. Further we note that
the part o f the polarisation due to the creation o f charge carriers ( a J J )  is equal to the 
complex conjugate of the part o f the polarisation due to the annihilation o f charge earners 
( b ^ . k a k ) .  Hence we can fully characterise the system using just equations (2.18) and (2.19).
At this point we restrict the consideration to a single oscillator, removing the resolution in 
fc-space.
P  =  Y  {dkPk +  PkPk} => P  =  dcv ( p *  +  p j  =  2dcJR ( p )  (2.24)
k
Throughout this thesis 32 and are used to denote real and imaginary components o f complex 
quantities. With p* — p  =  —2i $ s  (p) and a Hermitian matrix element, d c v , we make the changes 
o j k  =>• o j q , p k  => d c v  to distinguish between these and the fc-resolved equations. From (2.18) 
and (2.19),
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(2.25)
(2.26)
These two coupled equations are the optical Bloch equations for the polarisation and occu­
pation probability of the system.
2.2 Harmonic Oscillator Description of the Gain Medium
It may be shown that the equations of motion derived in S e c t i o n  2.1.2 from density matrix 
theory are equivalent to a harmonic oscillator. The procedure is to transform the real valued 
second order (with respect to time) harmonic oscillator equation, into complex first order 
differential equations. A  comparison shows these equations to be equivalent to the optical 
Bloch equations. This method is presented in full by Klaedtke [44] and is reproduced in 
A p p e n d i x  B. This equivalence is particularly important because it justifies the modelling of 
a particular oscillator by a Lorentzian function, a very common step in many semiconductor 
models [2,30,45].
Following the method o f AP PE N D IX B we arrive at the set o f equations describing the 
dynamics o f the active material
in which N  is the minority carrier density (either electrons in the upper level, or holes in the 
lower level) and N o  is the material transparency density at which the populations o f the upper 
and lower levels are equal (if the upper and lower levels have the same degeneracy) and the 
material gain is zero. 7  is the dephasing rate, or oscillator width. £ is the coupling strength 
o f the polarisation with the electric field and o?o is the eigenfrequency o f the oscillator. In 
order to model laser dynamics we introduce several phenomenological terms to the carrier 
equation. The occupation o f the upper level may be increased directly through a pump term, 
A. The earners are allowed to decay with a rate y e .
P  +  27P  +  u>qP =  - f E  ( N  -  N 0 ) (2.27)
(2.28)
(2.29)
(2.30)
C h a p t e r  3
E l e c t r o m a g n e t i c  T h e o r y
3.1 Macroscopic Maxwell’s Equations
I N THIS section we aim to derive two sets o f equations. Firstly a suitable form o f Maxwell’s 
curl equations including absoiption and polarisation terms that will later be transformed 
into a discretised form for numerical computation. Secondly the wave equation that will 
be reduced within the slowly varying envelope approximation and used for an analytical 
investigation o f the laser system.
Maxwell’s equations in differential form may be written [46]
These four equations, (3.1) to (3.4), are Maxwell’s curl and constitutive equations in differ­
ential form. This is the form in which they are required for the finite-difference time-domain 
model. Further details o f the finite-differencing scheme are presented in C H A P T E R  4. For an 
analytical investigation it becomes important to simplify these equations so that they may 
be solved exactly. The approximations do result in a discrepancy between analytical and 
numerical results, but for simple cases, such as steady-state earner densities, electric field 
intensities, and relaxation oscillation frequencies there is very good agreement.
(3.1)
(3.2)
V - D  =  p  
V - B  =  0
(3.3)
(3.4)
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Table 3 .1 ; Definition o f  sym bols used in M axw ell’s equations and constitutive equations, and 
their units within the SI unit system.
Symbol Definition Units Base Units
E electric field Volt /  metre MLT- 3A -1
D electric displacement Coulomb /  metre2 t l -2 a
H magnetic field Ampere / metre L -1 A
B magnetic induction Weber / metre2 M T- 2A -1
d S normal vector characterising surface S metre2 L2
I closed contour that bounds surface A metre L
J electric current density Ampere /  metre2 L-2 A
M magnetic current density Volt / metre2 M T-3 A - i
€ electric permitivity, e =  eoer Farad /  meter m - 1l - 3t 4a 2
P magnetic permeability, p  =  p 0 p r Henry /  meter m l t - 2a -2
P charge density Coulomb / metre-3 l -3 t a
3.2 The Wave Equation
We now make several typical approximations for laser systems. Specifically, p  —  0, M  =  0 
and p r  —  1. It is useful to further manipulate Maxwell’s equations in order to arrive at a 
wave equation for analytical investigations. Taking the curl of equation (3.1),
d 2 D  d J
- V > E  =  - ^ - P -  (3.5)
The displacement, D , describes the way that the incident electric field affects the medium. 
The electric permittivity, e, and magnetic permeability, p ,  are more correctly represented as 
tensor quantities that depend on the direction o f the electromagnetic wave with respect to 
the crystal axes of the semiconductor. In this investigation the theory is simplified to one 
dimension, reducing these tensors to scalar quantities.
B  =  p q H  
D  —  6 Q € r E  
D  =  e 0 E  +  P
(3.6)
(3.7)
(3.8)
The polarisation, P ,  may be expressed as a power series of the electric field via the suscep­
tibility, x- Writing the polarisation in this way, it is simple to split the linear and non-linear 
response of the active material.
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P  —  e o { x i E  +  X 2 E 2  +  X 3 E 3  +  • • •) (3.9)
P  =  P L  +  P N L  (3.10)
Inserting equation (3.10) into equation (3.8), with eo (1 +  Xi) =  € o € r ,  we arrive at the equation
for the displacement vector, with the linear material response contained in the background
dielectric constant, or refractive index, er =  n 2 .
D  =  e0 e r E  +  P N L  (3.11)
With this relation for the polarisation and an assumed ohmic behaviour o f the current loss, 
J  =  a E  (in which cr is the conductivity), we also make a change in notation, P N L  =» P , 
dropping the superscript and using P  to represent the non-linear polarisation. Equation (3.5) 
may be rearranged to arrive at the full vector wave equation.
d 2 E  1 „ a d E  1 a2P V 2jB +  - —  =  —  — J- (3.12
o t  e p  e  d t  e a t 1
3.3 The Laser Cavity Equation of Motion
In the analytical investigation o f laser dynamics it is cumbersome to consider a model that is 
spatially and temporally resolved. At this point our aim is to simplify the description of the 
electromagnetic field as much as possible, dropping the spatial information and reducing the 
dimensions considered from three to one.
This is an important distinction between the FDTD and rate equation models. While in the 
FDTD model the electromagnetic field is integrated without such simplifications, the spatial 
resolution is removed here in progressing toward the analytical model. However, the spatial 
resolution is re-introduced at a later stage to formulate a travelling-wave rate equation model.
We start by making the assumption that the electric field inside a cavity may be represented 
by the sum of each mode, comprised o f two functions describing the spatial and temporal 
parts o f each.
E  ( r > t )  =  y ~ ]  E n  ( t )  U n  ( r )  (3.13)
11
The stationary cavity modes, u n  (r ) are standing waves which must satisfy the boundary 
conditions imposed by the cavity. This results in a set o f potential solutions for the cavity 
modes, each o f which assumes a particular eigenvalue, k n  o f the cavity.
un ( r )  =  sin (knz) (3.14)
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We make a further assumption that the phase between the electric field and the induced 
polarisation is negligible, such that P  —  Y Z n P n { t ) u n ( r ) .  Substituting these expressions 
into the full vector wave equation (3.12), we obtain,
-a r d 2 E n  1 ^2 771 , 7  & E n  )  t  N \ 1 d 2 P -i
-4-*' \ d t 2 e p
+  =  l U n{r] (3. , 5)
' 11
We now restrict the consideration to a plane polarised electromagnetic wave, reasonable 
because the anisotropy o f the gain, as well as a polarisation dependent mode confinement, 
favours a particular polarisation. Compressive strain can increase the TE gain by a factor o f 
2, while tensile strain can increase the TM gain by a factor o f approximately 3 [47]. These 
large differences in gain mean that above threshold one polarisation is likely to dominate (TE 
is considered in this investigation), and the other polarisation (TM) will be insignificant.
The energy flow of an electromagnetic wave is described by the Poynting vector [48].
N  —  E  x  H  (3.16)
=  (EyHz -  EzHy) I -  (.EXHZ -  EZHX) j  +  (ExHy -  EyHx) k (3.17)
in which i ,  j ,  k  are unit vectors in the x > y ,  and 2 directions respectively. We may arbitrarily 
choose the electric field to be polarised along the y - axis, setting other components o f the 
electric field equal to zero. E x  =  E z  —  0. From the Poynting vector (3.16) we see that this 
leaves a choice o f wave propagation along the x  or z  axis. Again we are able to choose 
arbitrarily and set H z  =  0, so that the wave propagates along the 2-axis, and the magnetic 
field is polarised in plane, along the #-axis. This corresponds to a transverse electric, or TE, 
mode.
N t m  (z)  =  — E y H x  k  (3.18)
N T E ( z )  =  E x H y k  (3.19)
At this point we integrate over space to remove the spatial resolution, u n  (r ). We arrive at 
an equation describing the one-dimensional temporal evolution of TE modes within a laser 
cavity.
d'2E„ dEu „ 1 9 2
dt2 + 7 ° dt + “ c y~  ( 3 '2 0 )
where u>c  ~  k n c / p r  and the constant j c  =  a / e oer has been introduced to represent cavity 
losses.
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3.4 The Slowly Varying Envelope and Phase Approximation
The slowly varying envelope approximation (SVEA) allows the removal o f the earner wave 
from the description o f the electromagnetic field [41]. In doing so, effects that occur on time 
scales o f the carrier waves may not be described, however, many interesting short time scale 
effects can still be investigated.
We assume that the electric field can be written as a plane wave, and the polarisation response 
is o f the same form.
E y  (t) =  i  [ s  ( t ) e - “  +  g *  (t) e + " ‘ ] , Py(t) = l  P (t) e ~ ' u t  +  P *  (t) e (3.21)
Inserting these expressions for E y  and P y  into the laser cavity equation, and collecting e r u j t  
terms,
d 2 E  d £ r o . . - r 9 2 _  ,  1
H— — [7 c ~  2zoj] +  E  [ u ^  —  u j  —  2^7ccjJ — ------
d t 2  d t e0 er
d 2 P  n . dP  
dt2 dt
u 2 P (3.22)
The approximation is to assume that the time variation o f the envelope functions is small 
compared to the optical frequencies themselves. This allows second derivative terms to be 
dropped. Siegman states that the entire polarisation term is small since it represents a com­
paratively small gain and/or frequency pulling effect on the cavity [41]. As a result the first 
and second order polarisation terms are dropped. Explicitly the approximations made assume 
that,
(3.23)
(3.24)
Making this approximation, along with a common Lorentzian approximation, u j  —  t o 2 c z  
2u  ( u c — uj),  the equation describing the electric field becomes,
+ { f < S = 2 ^ +  (3'25)
Inserting the plane wave expression for the polarisation and electric field into the equation 
for the polarisation evolution (2.27) an expression for the susceptibility is obtained. The 
alpha factor, or linewidth-enhancement factor, is also obtained. Physically this is a very 
important parameter since it describes the coupling between the real and imaginary parts 
o f the susceptibility, corresponding to the change in gain and refractive index with carrier 
density.
d 2 E  d  E  9 -
_  7 c _ « w . s
A 2 P  dP
d F - 2“  dF <  w p
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=  P |  g ( N - N o )  =  Z ( N - N 0){2uj(u>o-u}) - 2 i y u j }
x  E  (w § +  27iio -  LO2)  4LO2 (u>0 -  lo)2 +  472o?2
Z ( N - N 0) ( loq- lo)  
2cj (coo — co)2 +  272w 
f i ( N - N 0) 7  
2(0 (loo — lo)2 +  272<o
5ft( * )  =  7 “   ,2 ~ J  (3 -2 7 )
9  (x ) =   71 V o  ( 3 .2 8 )
=  —  ( 3 .2 9 )
d $  ( x )  / d N  7
We know that the gain and refractive index are inherently related via the Kramers-Kronig 
relations. For simulations in which we have fit the material gain a realistic a-factor is 
confirmation that we have managed to fit the function well in both the real and imaginary 
planes corresponding to a good description o f gain and phase effects. Note that for the case
o f a single oscillator the a'-factor at the peak o f the gain will be zero. This is a problem with
such models, since for quantum well lasers a  is typically between two and three [ 4 9 ,5 0 ] .
The equation for the susceptibility allows the polarisation to be removed from equation (3 .2 5 ) .
w) +  i(<oo-LO -  £7) k (JV2 -  iV0 ) j  E  ( 3 .3 0 )
Where the constant k  has been introduced
 7   r c  (3.31)
4e0er f 7 2 +  [w0 -  u?]~J
The real part of the above equation describes the gain and loss o f the electric field, while
the imaginary part contains the phase information. In rate equation models it is common to
consider the photon density, or photon number, which is proportional to the square of the 
electric field. The conversion between electric field intensity and photon density is facilitated 
through a consideration o f the power density.
s  =  ^ v J J \ s \2dr =  ^ \ ^  (332)
Care must also be taken with the time derivative terms as we move from the amplitude to 
the intensity rate equation.
d P 2 d l?
-d T  =  2 £  d7 (333)
With both of these changes we are able to move from the rate equation for the electric field 
amplitude, to that for the photon density, S , which represents the number o f photons o f energy 
h o  per unit volume.
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S  =  — j c S  +  j k  ( N 2  — N q )  S (3.34)
In order to arrive at the coupled rate equations we also need to evaluate the expression for 
the carrier evolution. After inserting the plane wave solution (3.21) into (2.30) we require two 
approximations. Firstly, in a similar fashion to the above approximations we assume that time 
derivative terms in P  may be neglected. Secondly, we make the rotating wave approximation, 
neglecting the fast oscillating terms in the polarisation and electric field as over long enough 
times we expect them to average to zero.
Eliminating the polarisation using (3.26), and making use of the expression for £ (2.29) we 
obtain the second rate equation for the earner evolution.
Converting the electric field to a photon density and arranging the above equation into a form 
similar to the photon rate equation for convenience, we arrive at the coupled rate equations. 
For the case of a resonant light field, l j  =  lo q and we arrive at single mode rate equations.
3.5 Rate Equations and Steady State Solutions
A significant difference between the obtained rate equations and the classical rate equations 
[18-20] is that there is no term to couple spontaneous emission into the photon rate equation 
in the above terms. This stems from the fact that a proper inclusion o f spontaneous emission 
within a semi-classical framework is not possible and a quantum mechanical electromagnetic 
field would be required which is beyond current computational resources. One feature that 
depends strongly on the coupling o f spontaneous emission into the lasing mode is the turn-on 
delay o f a laser. Other aspects, such as steady-state earner density and photon density are 
affected only slightly. To allow a comparison between the different models we choose to 
neglect spontaneous emission completely from the rate equation model. Rate equation and 
FDTD simulations are started with the same amount of white noise in the light field which 
allows the light field to build up and facilitates a comparison.
It is more conventional to write the gain factor as a gain constant in units o f area, 2/ 7^ => c g a .
(3.35)
N 2 =  A -  y n r N  + (3.36)
S  =  — J CS  +  2 j k  ( N 2  — N o) S  
N 2 =  A -  7nr JV2 -  ( N 2 -  No) S
(3.37)
(3.38)
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With this modification we arrive at the coupled rate equations and the relation between the 
matrix element and the gain constant.
di r  =  i - / f f - c°9(-N* - N° ) s  (339)
dS - 7 cs  +  c g g r  ( N 2  -  N o )  S  (3.40)
d t
' y h X p e p h g  
4?r
d l  =  (3.41)
In which V  is the optical confinement factor representing the overlap o f the optical power 
with the carrier confinement region. Setting the time derivative terms to zero in equations 
(3.39) and (3.40), we arrive at the following steady-state solutions for the threshold current, 
photon density and earner density.
Cl- II II f a  +  N o
C gC lL
( i n  3) (3.42)
J t h  =
I t h  N t h  , 
r =  l e d  
w L  T e f f
( A / m 2 ) (3.43)
Q  — i
T—1 1
£-1
(m ~3) (3.44)hJ --
q e d c g a  ( N ^  -  N p )
in which Jp represents the drive current as a fraction o f threshold, J t h  is the threshold current 
density (A/m2), d is the depth of the active material, and j c is the cavity loss, comprised of 
mirror and internal losses (s-1 ).
The output power flux (W / m 2) from one facet is given by the rate o f escape of photons 
from the cavity.
1 S
P o u t  =  (3.45)
Note that the factor o f F is introduced into this equation because the photon population is 
just that inside the active material. It is quite common to have a factor F  in the stimulated 
emission term in the carrier rate equation and also in the photon rate equation, in that instance 
the photon population is the total population in the device and the factor o f F  does not appear 
in the above equation.
In comparing the two methods it is very useful to have a relationship between the electric field 
amplitude and the photon density. The electromagnetic field amplitude outside the cavity is 
easily obtained from the FDTD model. To convert this into a power flux we simply multiply 
the energy density by the speed of light. This allows us to reach, with the help o f the above 
equation, an expression for the electric field amplitude in air in terms o f the total photon 
density inside the cavity.
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(3.46)
For the purposes o f fitting either model to experimental data it is useful to have an analytic 
expression for the differential efficiency (or slope efficiency) of the device (W/A). Taking 
expressions for the power (3.45) and the drive current (3.43) we have, for a single facet,
The lasing wavelength of the device is assumed known, and the refractive index easy to find 
in literature, meaning that the slope o f an L-I curve may be used to set a value for the internal 
absoiption, a,;.
3.6 Travelling Wave Rate Equations
The rate equations obtained in the previous section are a very useful tool for investigating 
many laser characteristics including turn on dynamics, steady-state solutions and modulation 
response. The rate equations in that form have no spatial resolution, meaning that they cannot 
be used to investigate dynamics occurring on time scales shorter than the round trip time of 
the cavity, such as those induced by the injection o f femtosecond optical pulses.
One solution is to sub-divide the cavity into smaller sections and solve the rate equations 
in each, writing the time derivative o f the electric field as partial derivatives o f time and 
space [18,51,52]. The spatial information allows shorter timescales to be investigated, allowing 
simulation o f the internal spatio-temporal dynamics.
The shorter timescales will mean a greater number o f integrations and an increased time for 
computation. Also the division o f the laser into many sections requires a more sophisticated 
solving routine. Appropriate computational boundary conditions represent the reflection at 
each o f the laser facets and each timestep must be integrated by solving each length-segment 
o f the laser in turn. The simple Euler method [53] is adequate for integration.
d S  _  d f i  d f i
df d t  ° 9  d z
(3.48)
The travelling wave rate equations split the photon rate equation into two counter propagating 
waves. S +  is the photon density propagating in the + z  direction, and S ~  the photon density 
propagating in the —2: direction.
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f  =  J - ^ - c s G ( S +  +  S - )  (3 .49)
r  n
cg [Tg ( N  -  N o )  -  O i ]  s +  +  ~zfisp  (3 .50)
2 Teff
T N
cg \ T g  ( N  -  N o )  -  a,.} S ~  +  - & p —  (3 .5 1)
2 Teff
in w hich cg — c / n g is the group velocity , G  is the gain function (the form  o f which w ill 
be discussed in greater detail in CHAPTER 5), r eff is the e ffective ea rn er lifetim e, a* is 
the intrinsic absorption, T  is the optical confinem ent factor, /3sp is the spontaneous em ission  
coupling factor and J  is the current density.
These equations are useful because they are simple to implement and may be used for a 
direct comparison with, and validation of, the FDTD model. For very short, intense, or off- 
resonant pulses the agreement will not be good; however the ability to check the evolution 
of a resonant pulse makes the TWRE a very useful tool. A  further use is in parameter scans; 
the FDTD and TWRE model show good agreement in most cases so the effect of varying the
drive current on the pulse evolution can be investigated very quickly with the TWRE model
and then investigated in more detail with the FDTD model.
os+  d s + _
dt °9 dz
d S ~  _  d S f  _ 
dt °9 dz
C h a p t e r  4
N u m e r i c a l  S i m u l a t i o n  T h e o r y
T HE task of discretising partial differential equations into a form which is suitable for 
computation is a science in itself. Frequently many thousands o f iterations need to 
be performed in order to arrive at a useful result, making an understanding of the stability 
and accuracy of any routine vital. Other challenges arise in attempting to define a stable 
computational domain. For the case o f laser dynamics we require boundary conditions that 
allow electromagnetic energy to leave the system, a feature that can result in catastrophic 
instabilities unless handled correctly. We also require a method to inject electromagnetic 
energy into the semiconductor device.
Following an overview of the discretised travelling wave rate equation model, all o f these 
problems will be addressed within this chapter, starting with a look at finite differencing and 
the Yee equation and its stability. We will derive the computational boundary conditions and 
the total-field scattered-field method for pulse injection. After this we will show how a fully 
explicit discretisation scheme may be constructed for the system o f equations arrived at in 
C h a p t e r s  2  & 3.
4.1 The Travelling Wave Rate Equations
The travelling wave rate equations are discretised with the active material centred on grid 
points, and the electric field taking values in between the points. This helps to ensure that 
the length o f active material is correct and the boundary conditions may be met. Wong and 
Carroll [52] explain that without a careful discretisation the photon flux in one direction would 
experience a different gain to that propagating in the opposite direction. This would mean 
that in F ig u r e  4.1 S f  x would experience a different gain to S ~  x.2 * o'
Applying this method for the discretisation to the differential travelling wave rate equations, 
(3.49), (3.50) and (3.51), we obtain
25
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Az
Figure 4.1: The active material is centred on grid points, while the electric field is 
defined on either side of the active material.
dS+
df
dS~
df
fc+1/2
fc+1/2
diVfc
c5 (TG* -  <*) S + 1/a +  ^  ( s +_1/2 ~  S++1/2)
=  C g ( T G k  -  a i )  S k + 1 j 2  +  - R s p  +  - H L  (ft/c-1/2 ~  s k + 1/ 2)
2 ^ k ( ^ - V 2 X ^fc+1/2 +  ^fc+l/2 +  ft/e-1/ 2)df re //, fc
where fc and n  denote grid and time coordinates respectively.
(4.1)
(4.2)
(4.3)
In the simplest case the gain, G ,  is a linear function of carrier density above threshold. In 
C H A P T E R  5 , we will consider how this gain function may be improved within the TWRE 
model.
G k  —  g  { N k  -  N q )  ( 4 . 4 )
The boundary conditions o f the computational domain are provided by the reflectivity o f the 
facets. At either end o f the device the boundary conditions are simply,
S $ (t  +  l)  =  R 1S o (t)  (4.5)
S -  (t +  1) =  R2S+ (t) (4.6)
With these simple boundary conditions and the equations above for updating the carriers and 
the electric field, the system is simply integrated with the Euler method [53].
The travelling wave rate equations are not subject to stability criteria when selecting the 
spatial grid resolution. The deciding factor is how much resolution is desired, or required to 
sufficiently resolve the smallest event. In the upper limit the entire device is represented by 
just one grid point and we acquire the same results as for the standard rate equation model, 
with the exception that the field is resolved into forward and backward propagating directions.
The spatial step was typically 1 /.on which is sufficient to resolve the envelope o f an 85 fs
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pulse, the shortest pulses used.
Once the grid spacing has been set, the time step is set according to the Courant-Friedrichs- 
Lewy criterion [54], which may be stated as requiring that the distance travelled by the 
electromagnetic wave in one time step is less than or equal to the grid spacing.
c a A t
± 7  2  1 (4'7)
4.2 The Finite-Difference Time-Domain Method
4.2.1 Finite Differencing
Finite differencing is a vast topic. It will be briefly touched upon here to give an insight into 
the Yee equation that forms the basis for the FDTD method.
A second-order approximation to a partial differential equation is one in which the truncation 
error is dependent on the square o f the step size. Such an approximation to a function can 
be obtained by considering a Taylor series expansion of a function on either side (for centred 
difference) o f a particular point on that function [55].
Consider a function of time and space u ( z , t ) .  Expanding this function about the point z  +  A z  
in a Taylor series, we can write
u(z +  A z, t) =  u(z, t) +  Az uz +
A z 2 d 2 u
z,t 2! d z 2
A z 3 d 3 u
z,t 3! d z 3
( 4 . 8 )
Ci ,t
where the third order partial derivative is the error term and is chosen to be at a point £ i  
between z  and 2 +  A z  such that equation (4.8) is exact. Similarly, for the point z  —  A z ,  we 
can write
A z 2 d 2 u A z 3  d 3 u
Z i t +  2! d z 2 Z j t 3! d z 3 C2 ,£
d u
u ( z  —  A z ,  t ) — u ( z ,  t ) — A z  —
UZ
Subtracting (4.9) from (4.8) results in a centred difference expression
u ( z  +  A z ,  t ) — u ( z  —  A z ,  t )d u
d z z,t
0 { A z 2 )
2 A z
_ A ^  & u  
6 d z 3
+  0 ( A z  )
(4.9)
(4.10)
(4.11)
C3,£
Equation (4.11) is the error term in the expansion and £3 is a point between z  4- A z  and 
z  —  A z .  The error term is dependent on A z 2  making the expression second order accurate. 
At this point we adopt a common notation, similar to that used by Yee [23].
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u ( i A x , j A y ,  k A z ,  t A n )  — u f j  k  (4.12)
In exactly the same way as outlined above we may obtain an expression for the time deriva­
tive. Adopting the notation in (4.12) and omitting the error terms, the two finite difference 
expressions for time and space become,
d u
d z
d u
d t
_  uk+1 u k- 1
k,n
k,n
2A ;
u un—1
2A  t
(4.13)
4.2.2 Yee Algorithm
From section 3.1, Maxwell’s curl equations, with no magnetic or electric current density, may 
be written
(4.14)
(4.15)
Heaviside-Lorentz units [46] offer a computational advantage, particularly when the speed o f 
light is also set equal to 1 because the electric and magnetic fields are o f equal magnitude 
and typically close to unity. Setting these values in the centre o f the valid computational 
range means that round-off is unlikely to cause any significant error, even when the number 
o f integrations is very large. Heaviside-Lorentz units were used in the implementation o f the 
program, but for clarity and consistency we persist with SI units in this discussion.
Confining our analysis to a non-magnetic, one-dimensional system with the wave propagating 
in the + 2  direction and defining the electric field to be polarised along the y-axis, on expanding 
the curl operators of equations (4.14) and (4.15), we have
V x i f  =
V x E  =  -
d D
d t
d B
~ d t
d E y  _  d H X d P y
e° e? d t  d z  d t
d H x  d E v
* > r f  =  r f  (416)
To initially explore the FDTD approach we will consider a non-magnetic, inactive material 
with a constant dielectric function. This allows the substitution D  =  eoer E  and p o H  =  B .
At this point the intuitive step o f Yee was to chose a discretisation scheme that would interleave 
the electric and magnetic fields at half-integer steps in time and space to create a ‘leap-frog’
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algorithm. Following the discretisation o f ( 4 . 1 3 )  with half-integer grid-spacing, as illustrated 
by F i g u r e  4 . 2 ,  such that A z  is replaced by and A t by we obtain the one-dimensional 
Yee equations
K l i n  =  HV u l  +  ~ m  (4' 17)
^ +1 =  ^  +  y m a F ’F J  -  (4.i 8)
For materials with a uniform dielectric constant the Yee scheme allows Maxwell’s curl 
equations to be directly integrated to second order accuracy in time and space.
rpn
Ek+1
s k
O
H
o
k+i
Figure 4.2: The H fields are offset with respect to the E-fields by half a grid space and half 
a time step. This allows a fully explicit solving routine to integrate the H-fields from k  —  0 
to fc = iV at time n  — | followed by the E-field at time n for the desired number of time 
steps.
4.2.3 The Magic Time-Step
Expanding the Taylor series (4.8) and (4.9) to fourth order and allowing the errors in the 
expansion to be contained in the fourth term, we can obtain an expression for the second- 
order partial derivative
d 2 u
d z 2
d 2 u  
d t 2
z,t
z,t
u ( z  +  A z ,  t ) — 2 u ( z ,  t )  +  u ( z  — A z ,  t )
u ( z ,  t  +  A t) — 2 u ( z ,  t ) +  u ( z ,  t  —  A t) = _ _  .
+  0 ( A z 2)
+  0 ( A t 2)
( 4 . 1 9 )
Again the expression is second order accurate as expected, since it is formulated from two 
first order expansions. Substitution o f these two expressions (4.19) into the wave equation
(4.20) yields an interesting insight into the influence o f the grid spacing on stability.
d 2 i p  2  d 2 i l )  
d t . 2
=  v
0;
(4.20)
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u ( z , t  +  A t )  —  2 u ( z ,  t )  +  u ( z , t  —  A t )  _  2 u ( z  +  A z ,  t )  — 2 u ( z ,  t )  +  u ( z  — Aar, f)
A g  A g
(4.21)
If the wave equation is to be satisfied by the differencing scheme at all points in space and 
time we should require that the u ( z , t )  terms in equation (4.21) are equal. This places a 
restriction on the discretisation scheme
v A t . 
s  — ——  =  1 
A z
(4.22)
With this restriction, the discretisation scheme offers an exact solution to the partial differential 
equations regardless o f the approximations made in the Taylor series expansions [55]. It is 
because o f this property that this discretisation step is referred to as the ‘magic timestep’ .
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Figure 4.3: The electric field intensity is shown as a function of time. In the left- 
hand figure the distance travelled in one timestep is equal to the grid spacing and 
the magic number, s, is set equal to one. The right-hand image shows that, when 
s f  1, instabilities arise in the solution which affect the integration routine as well as 
the boundary conditions.
Interestingly this discretisation scheme is the upper limit of the Courant-Friedrich-Lewy 
stability criterion in one dimension [54], [56] which requires
|c|At 
J  a,' z
<  1 (4.23)
Hence the distance travelled in one time step must be less than the grid spacing. If this 
restriction is not satisfied the electromagnetic wave is no longer aligned with the grid and 
instabilities will arise (see FIGURE 4.3). These instabilities can be amplified and may lead 
to unreliable results or, in more extreme cases, lead to out-of-bounds values crashing the
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simulation. Unfortunately it is not always possible to discretise the grid using the magic time 
step and the step will sometimes have to be smaller. The reason for this is that the dielectric 
function varies in an active material and even a small variation caused by a moderate electric 
field can violate the Courant criterion.
4.2.4 Numerical Dispersion
Investigations o f pulses propagating in quantum well semiconductor lasers above threshold 
have shown that the most significant dispersion mechanism is material dispersion [57], Con­
tributions to the material dispersion arise (through the Kiamers-Kronig relations) from all 
optical transitions, not only those which contribute to the optical gain. Material dispersion 
in FDTD simulations has been treated by discretising an additional time-domain function 
describing the relationship between E  and D  [28], Here we present an empirical approach 
which is accurate and efficient.
The Yee discretisation scheme inherently introduces dispersion as a consequence o f the finite 
spatial and temporal steps. Taflove [55] and Schneider [58] have investigated this numerical 
dispersion and found it to be a well defined function. Numerical dispersion is generally viewed 
as an undesirable artifact and is minimized by taking sufficiently short spatial integration 
increments. Fortuitously the functional form o f the numerical dispersion is similar to that 
expected from a dielectric material below the band edge. Thus the numerical dispersion may 
be exploited to provide a realistic model o f the physical dispersion and simultaneously reduce 
the computation time for FDTD simulations o f dielectric materials.
In one dimension the numerical dispersion may be written [58],
and k  is the numeric wavenumber, A z  is the spatial grid step, N \  is the number of points per 
wavelength in the active material, and s  is the Courant number, which should be less than one 
in all materials for numerical stability. Note that the Courant number is typically set close to 
one in the lowest refractive index material and will be less than one for all other materials.
With k  —  27rn/Ao, we obtain the effective numerical refractive index, n,
(4.24)
where,
(4.25)
c A t
t i q A z
(4.26)
(4.27)
CHAPTER 4. NUMERICAL SIMULATION THEORY 32
We require analytical equations for the variation o f the refractive index with frequency for 
the numerical and semi-empirical models. This will enable suitable values to be chosen for 
the background refractive index and spatial step in the simulation that result in a realistic 
numerical model for the refractive index. Differentiating equation (4.27) with respect to N x  
we have,
d?i no . f  1 . / 7T
d N \  7T [ s  \  N \
n 0 cos f a )
—  —  arcsm < -  sm - s >  =====. _____ =  (4.28)
Expanding the trigonometric functions and considering (4.25), we may express the variation 
o f the refractive index with frequency
—27rc d n
(4.29)dw nou)2A zd N x
As an example we now consider the dielectric function o f InP as modeled by Adachi [59]
Wavelength (pm)
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Figure 4.4: Adachi model for the refractive index variation with frequency below the 
band gap for lni_xGaxASyPi-y and ARGai-xAs. The same function is used for al! 
curves with material dependent E 0 and E 0 + A 0 parameters.
€A  (w) =  A  < f  ( x )  +  -
E n
3 /2
2 [£ 0 +  Ao_
/ w  =  A [ 2 - ( i  +  x )1/ 2 - ( i - x ) 1/2]
/ ( x s o ) |  + s
X
luo hcj
X Eq , Xso Eo +  A o
(4.30)
(4.31)
(4.32)
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Wavelength (pm) 
4  2
—  N x  = 8 
- -  Xa = 15 
o Adachi model 
□ Taflove theory
F igu re 4 .5 : The left-hand plot shows the numerically extracted refractive index fo r  grid 
resolutions o f  8 (solid  line) and 15 (dashed line) points per wavelength. The desired refractive 
index is shown by the circles [59] and the analytical expectation by the squares [55]. The 
right-hand plot shows how the wavelength resolution may be varied (solid  line) to reach 
agreement with the em pirical m odel (dashed line) at the lasing wavelength, Ao.
in which A  =  8.4 and B  =  6 .6. From [60] we take E p  =  1.35 eV and E p  +  A o =  1.466 eV. 
Differentiating equation (4.30) by c j  we have,
d e A  ( u j )
du;
=  A d / ( x )  1
du; 2
E p
E p  +  Ao
3/2 d / (xso) 1
dtU ;
(4.33)
d /
du; E  x 3 +  X3 ( i  +  x ) I/2 +  ( i  -  x )1/2
( i  -  x ) “ 1/2 +  ( i  +  x ) " 1/2 (4.34)
With d e A  =  2 n A d n A , we are in a position to determine the wavelength resolution required 
to obtain a particular dispersion curve. F IG U R E  4.5 shows that good agreement is reached 
between the numerical and semi-empirical models o f the refractive index between 0.6 and 1.1 
eV for InP when no = 3.15 and N \  = 8, i.e. 8 grid points per wavelength.
Using (4.25) and (4.26) we may write the Courant limit in terms o f the temporal step size,
A i  <  f(4.35)
N \ c
With a lower grid resolution (X a) the time step may be increased. However, as Figure
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4.6 shows, this can affect the active material. In order to retain the accuracy o f the original 
material equations, the time step is set to a resolution o f at least twenty points per optical 
cycle. In comparing the TWRE and FDTD models it is also important to consider the effective 
refractive index in the conversion between the gain constant g  and the matrix element, d c v  in 
equation (3.41).
Wavelength ffim)
0.84 0.82 0.80 0.78 0.76
Energy (eV)
Figure 4.6: Decreasing the grid resolution to model the material dispersion has the 
effect of modifying the strength of the gain curve and shifting the central frequency.
4.3 Boundary Conditions
One o f the major obstacles in the computational modelling of electromagnetic waves is the 
termination of the computational domain. The simplest form of boundary condition is the 
perfectly conducting mirror. In one-dimension the electric field is simply set to zero at the 
position in the grid where the mirror should exist. This simple condition is o f little use for 
any interesting simulation and a method is required that will allow the electromagnetic waves 
to leave the computational domain with as little reflection as possible.
There are two main types o f boundary conditions, differential equation based, and material 
absorbers. In one dimension the Mur boundary conditions are suitable for terminating the 
grid [35]. These are formulated by solving a partial differential equation such that the elec­
tromagnetic wave is outgoing at the chosen point. It was suggested in the original paper by 
Mur that there is no benefit o f going to higher than second order boundary conditions. In any 
case, in one dimension, the higher order routines are numerically equivalent to the first order 
conditions.
In two or three dimensions the Mur boundary conditions are rarely accurate enough to be used 
and a different scheme is required. Berenger’s perfectly matched layer [61] adds grid points 
to the outside o f the actual simulation region in each direction to act as material absorbers.
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This method is regarded as the standard for most two or three-dimensional FDTD simulations. 
While this method for the termination o f the simulation region is superior it is unnecessary 
in one dimension and will not be considered further.
4.3.1 M ur Absorbing Boundary Conditions
Mur absorbing boundary conditions [35], or ABCs, offer a termination scheme that is very 
accurate for simulations in one dimension. The boundary conditions are formulated by solving 
the condition that an arbitrary plane wave is outgoing at the boundary. To first order the one­
dimensional condition is
d W
d z
1 d W
2=0 c  d t
=  0 (4.36)
If this equation is discretised, we arrive at terms for the electric field that are on half-integer 
grid points. As the electric field only exists on integer grid points we need to perform an 
averaging operation on these points. Doing this for equation (4.36) and following the procedure 
through for a wave at the opposite end of the simulation region ( z  =  N ) ,  the boundary 
conditions are
£ o +1 =  Ej* +  j — i  ( s ;l+1 -  E g )  (4.37)
^ \  =  ^  +  J ^|(S S r+1 - ^ + i )  (4-38)
where s is the material dependent parameter defined by equation (4.22).
4.4 Total-Field Scattered-Field
The total-field scattered-field method splits the computational domain into regions that con­
tain the total-field or the scattered-field. This is of interest because it provides a simple-to- 
implement method for injecting pulses with no approximation. The total field is defined as 
the scattered field plus the incident field.
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Figure 4.7: The computational domain is split into two regions, one containing the total- 
field and one containing the scattered field.
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The Yee scheme for a one-dimensional integration is given by equations (4.17) and (4.18). The 
total-field region and the scattered-field region are integrated using the same scheme. From 
F IG U R E  4.7 we see that two grid points, E k F  and H ^ l  , will be calculated incorrectly 
because they contain a mixture o f the total and scattered fields.
f f k + l / 2 , , T F  ~  H k + 1 / 2 , T F  +  - ^ ( E k + l . T F  ~  E k , S F ) (4-39)
=  Y sf +  X  ( i C A T F  -  Y T / I s f ) (4 4 °>
The scattered field is equal to the total field minus the incident field, hence the correct term 
for the electric field at the point k  is given by
zpn+l _  jyn i ( f rj-n+1/2 _  ttI 1+1/2 1 _  rj-n+1/2 Y (A AW
&k,SF ~  ^ k , S F +  ^ z y \ U k +l / 2 , TF  k + l / 2 , I N j  ^ f c - l /2 ,SFJ  ( 4 .4 1 )
After each time step the E  and H  values at the TFSF boundary are calculated incorrectly. 
Denoting these values by E  and H  we arrive at the correction terms for the TFSF method of 
pulse injection.
rj-71+1/2  __ f fn—1/2   A t  n
k + 1 /2 ,T F  ~  n k + l / 2 , T F  & k + l , I N  ( 4 . 4 Z )
E & f  =  Y sf ~ H t H A u  <4-43>
4.5 Discretised Equations
Careful positioning of the variables in space and time allows a fully explicit integration scheme 
to be adopted. This has the advantage that the grid may be integrated directly, and optimally 
with few averaging terms. In order to arrive at a fully explicit scheme the magnetic field 
points are centred on half-integer grid and time points while all other variables are centred on 
integer time and space points. The order o f integration is the magnetic field followed by the 
polarisation, electric field and finally the earner equation. This order for integration, together 
with carefully selected evaluation points for the differential equations, minimises the memory 
requirements of the program.
4.5.1 The Discretised Equations for the Electromagnetic Field
As with the analytical derivation o f the laser cavity equations in SECTION 3 .3  we will assume 
a TE polarised wave. Expanding the curl operator o f equation (3 .1) , we arrive at the first 
differential equation.
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d z fc+l/2
d H x
d t
(4.44)
fc+l/2
In order to centre E  and H  on the required grid points in space and time, we evaluate this 
equation at grid point fc +  l /2  and time n .  Re-arranging the resulting expression we have our 
first discretised equation for updating the magnetic field.
J j-n +1/2 _  j j n - 1/2
1 fc+l/2 “fc+l/2
A  t  
AG A ;
(4.45)
Following the same procedure with equation (3.2), we arrive at a second differential equa­
tion. This equation will require at least one averaging term for a E  which we evaluate at 
(n +  1/2, fc). The current has been introduced to act as a loss term for the electric field. The 
current loss is assumed to be ohmic, permitting the substitution J  =  a E .
d H x
d z
7 1 + 1 /2
d E , ,
d t
71+1/2 Qp 
+
k d t
7 1 + 1 /2
(4.46)
After applying the discretisation we must average the A n+1/2 term because the electric field is 
only defined at integer time points. Re-arranging this equation results in the second discretised 
equation for updating the electric field.
E ? + 1  -  E u
f a - A to» /2) | f a f H T K V J )  | (p p ' - p s )
( e k  +  A t a k / 2 )  A z  ( e k  +  A t a k / 2 ) ( e k  +  A t a k / 2 )
(4.47)
4.5.2 The Discretised Polarisation Equation
It was shown in S ection  2.2 that a harmonic oscillator is a suitable model for the polarisation. 
This equation is reproduced here for convenience.
d 2 P  n  d P  n
W  +  2'r,~di +  u’ lP  =  “ r f  {N  ~ Nl) (4.48)
Evaluating this equation at integer time and space, and averaging the second term containing 
7 1 , we arrive at the discretised equation. The subscript I  has been added to parameters which 
may take different values for each o f the oscillators.
p n + l_ p n - l  f u A t - n  / 2  — A i2Wi \ A t2( tE$
A  -  P ‘ -k  U  A t + 1  )  +  P,-k(  J i A t  +  1 { N k  (T, A t  + 1 )  (4'49)
The total polarisation of a multiple oscillator model is found with a summation of the local 
polarisation for each oscillator. It is the total polarisation that interacts with the electric field
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and carriers, n  replacing the polarisation, P ,  in the previous equation for the electric field 
(4.47).
r f +1 =  £ PU+1 (4.50)
I
4.5.3 The Discretised Carrier Equation
Without diffusion included in the model, carriers continuously build up at nodal points in the 
electric field. This increased carrier density above threshold permits the survival o f additional 
longitudinal cavity modes, resulting in a large and unrealistic number o f stable modes. With 
the incorporation o f a diffusion term, the earner equation (2.30) becomes,
O N  1 d P n+l/2
(4.51)
fc
_  =  A - j n r N + ] _ _ E + D n ( ^ N)
This is evaluated at n +  1/2, k  although it results in several terms which require averaging.
.  A»  /• _  + *  < « >
Dn 
A  z 2
( < +  _  JUV-+1/* +
Two of the expressions, those containing A and D n , are centred on half-integer temporal 
points, rather than the required integer points. Rather than averaging these points we simply 
shift them in time. In this instance it is reasonable to do so since the pump rate, A, is constant 
or, in the case o f current modulation, slowly varying with respect to the electric field and 
induced polarisation. It is also reasonable to shift the evaluation of the diffusion in time, 
since this is slow compared with stimulated emission or absoiption. The following equation 
is obtained for updating the carrier population.
=  2V? j -  y,,rL )  +  2AtA* +  (p F - p d  Y N  +  f f
\2  +  y n r A t )  2  +  j n r A  t  h o o ( 2  +  7 n r A  t )
2 A tA * +  N ’Y  -  2A z 2 (2 +  7nrA t)
4.6 Multiple oscillator differential equations
The complete set o f multiple oscillator differential equations is summarised below. In the case 
that the number of oscillators is equal to one, these equations reduce to the single oscillator 
equations.
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d H x  d E y  
d t  ~  d z
d t 2 l  +  es |Xy|2
n  =  E F<
fc+1/2
n
I
d E y  d H x
=  ~dT ~ I t  ~ a y
n+1/2
k
n+1/2
4.7 Multiple oscillator discretised equations
In summary the discretised equations for the multiple oscillator model are as follows;
1jn+l/2  __ jrj-72—1 /2  ( ( jjijj, T7'1l\
fc+1/2 “  fc+1/2 +  m + l  ~ * fc )
p n + l  =  p n - l  ( 7 + t - l \ ( 2 - A t W \  _  ( N Z - N o A A t + t E Z
«•* «■* U A i  +  1 /  +  *  (  7(A« +  1 )  {l lA t +  1) ( l +  -es \ E tf)
n r 1 =  e - l e
I
+1 =  f a  -  Atot / 2) _  r  ( n r 1 -  n s )  A t  ( K X $  ~  H t l j )
k k (efc + A t a k / 2 )  (e^  + Afcrfc/2) Az (e/- + Af<7 /^2)
^ - A z 2 ( ^ A f )
Vn+i _  /Vn (2  -  7rAt\ 2AtA£ ( n ^ 1 -  H£) (££+1 +  iff)
Nk ~ Nk +  2 T ^  +  Wfc +  kuiQ (2 +  7r Af)
(4.54)
(4.55)
(4.56)
(4.57)
(4.58)
(4.59)
(4.60)
(4.61)
(4.62)
(4.63)
(4.64)
(4.65)
C h a p t e r  5
G a i n  M o d e l s
I N THIS chapter we will focus on the gain functions that have been used in both the 
TWRE and FDTD models. We will first consider the single frequency gain model and 
then improve the gain description to a material gain that is a function of frequency. We will 
also consider the phenomenological introduction o f a gain saturation parameter.
The FDTD model is more complex and the gain function needs to be represented by a 
full time-domain functional response of the polarisation. One o f the major achievements of 
this work was to show that this is possible using several oscillators to result in a realistic 
description o f the gain with only minor computational penalties. Different methods of fitting 
a Lorentzian oscillator to a gain curve will be discussed, ending with the adopted fit to two 
different inversion densities to fix all o f the polarisation parameters and enforce the correct 
qualitative behaviour within the two densities (excellent quantitative agreement is achieved at 
the two fit densities).
5.1 Discrete Frequency Domain Gain Models
The simplest form o f gain, which is commonly employed in many rate equation models, is a 
linear function o f the earner density above transparency.
G  ( N )  =  T g  ( N  -  N 0 )  (5 .1)
in which g  is the differential gain and is related to the matrix element as shown in equation 
(3.41). For a multiple-mode rate equation model, additional modes are defined at cavity 
frequencies on either side o f the lasing frequency, as shown in FIGURE 5.1. The rate equations 
are modified to include a sum over all simulated cavity modes, and the total photon density 
interacts with the earners. For a typical Fabry-Perot laser diode the injection o f a transform 
limited 200 fs pulse would typically require over 100 modes to be defined in the frequency 
domain. If the gain function is supplied in a data file it is possible to interpolate the points
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for each frequency defined within the model. In this way the gain function, or the injected 
pulse width, can be used to decide the number o f modes required.
The multiple-mode travelling wave rate equations from S E C T IO N  3.6 become
A  =  J - ^ - C9 £ G m ( S + + S - )  (5.2)
ef 1 m
Q Q +  p  AT
S m  +  =  % [r<?m ( N  -  N o )  -  a,;] 5+  +    (5.3)OL I Tef f
S m  -  C g j f l  =  C g [TGm ( N  -  N o )  -  ad S ~  +  (5.4)
d z  2 T e f f
in which the individual modes have a differential gain G m  assigned as shown in F IG U R E  5.1.
The spontaneous emission coupling factor, (3.m , describes the amount o f spontaneously emitted 
light that couples into each lasing mode. This factor is strongly affected by the geometry of 
the device and the wavelength in question. It is reasonable to set this coupling to a constant 
value for all modes; the gain function will provide the mode selection, and once the device 
is lasing the difference made is negligible.
Wavelength (nm)
F igu re 5 .1 : The solid black line shows the calculated gain for an InGaAsP QW  at 
a carrier inversion of 2 x 1018 cm "3 [62]. Each laser mode, shown as a box, is 
allocated a gain constant according to the wavelength, a* and q t  are the internal and 
total absorption. The mode separation, AA, and the spectral width of each mode are 
exaggerated for clarity.
This method does improve the description o f the gain at the threshold carrier density for a 
range o f frequencies. However, as the carrier density moves away from threshold, the gain 
curve simply scales with the degree o f inversion. This means that the transparency point and 
the gain peak are always at the same wavelength. This method may in principal be used to
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investigate off-resonant pulse injection but the inclusion of dispersion is only possible to a 
limited extent and this is a crucial factor in the evolution o f injected femtosecond pulses.
For short pulse injection the increased number o f modes greatly slows down the computer 
simulation, the main advantage o f the simple rate equation model.
When the current set of equations is used to simulate pulse injection into a CW laser, one 
physically unrealistic result is that the bright pulse propagates for longer than is observed in 
experiment. The pulse lifetime may be decreased by introducing a gain compression, or gain 
saturation, parameter. Any two level system inherently contains linear gain saturation which 
depends on the relative decay rates o f the excitation levels. The parameter introduced here 
should represent non-linear gain saturation and is attributed primarily to spectral hole burning 
and carrier heating effects [63].
G(N,St ) = O r  A t  T  (5.5)
1 +  €sOt
Variations o f the gain saturation term exist, one common variation is a square root dependence 
o f the photon density on the gain saturation [20]. The injection o f a pulse into the MM-TWRE 
model is handled with a Fourier transform o f the pulse into the frequency domain. In a similar 
fashion to setting the gain coefficient the pulse energy is divided into each mode according to 
the pulse profile at each discrete mode. Further phenomenological improvements are possible, 
for example a carrier density dependent refractive index may be added [64]. At this stage 
the TWRE model becomes increasingly complicated, and it becomes difficult to justify the 
inclusion o f further phenomenological parameters which may be computationally expensive. 
At this point we leave the rate equation model and progress to a full time-domain description 
of the gain material, with the advantage that many o f the desired effects are inherently present.
5.2 Time Domain Gain Models
One of the primary advantages o f the FDTD model is the detailed time and frequency domain 
information that is available. In order to retain this information we require a dme-response 
function for the active material. It was shown in SECTION 2.2 that a Lorentzian oscillator 
used to represent the polarisation is a suitable choice. This section discusses the options for 
fitting one or many oscillators. The final result is an advanced gain model that results in a 
much more realistic model of the optical gain, with only a small penalty in performance over 
the single oscillator model.
5.2.1 Single Oscillator Gain Model
A single harmonic oscillator offers the potential to fit a gain peak accurately over a small 
range of frequencies close to the peak gain. The central frequency of the oscillator should be
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chosen to coincide with the frequency at which the gain is a maximum, and the magnitude 
chosen to correspond to the peak value. The width o f the Lorentzian is more problematic; 
within the model this width corresponds to both the coherence time o f the polarisation and 
the spectral width o f the gain material; however, it is not possible to satisfy both of these 
criteria using a single oscillator. In this case we follow the method used by Hamm [2] and 
use the second derivative o f the gain curve to provide an improved fit in the region o f the 
peak gain. This results in a reasonable value for the coherence time o f approximately 100 fs.
From equation (3.28) the Lorentzian curve is defined by
1 72 +  (<J — <Jo)2 r
in which 7  is the oscillator spectral width, co 0  is the central frequency, and (3  represents 
the strength o f the oscillator. From the equation for the imaginary part o f the susceptibility
(3.28), this Lorentzian is related to the coupling strength as (3  =  2£ (N  — Nq ) .  In order to 
find suitable values for the three unknown quantities ( ( 3 ,  7 , l o q )  we also require the first and 
second derivatives o f the curve
dw2 Aw
in which we have defined the following terms
dX .
=  (5.7)
d2£ = £ "  =  2A< £ ' - r f  (5.8)
A  co — lo — lo q (5.9)
2Aw
' l “ (7 2 +  A J )  (5,10)
Using (5.7) and (5.8) we can eliminate p  and obtain an expression for the central frequency,
dependent only on the original gain curve that we wish to fit.
(5'n >
The required values for the gain and its first and second derivatives may be calculated 
numerically from the supplied gain curve. With the value o f Aw known, equation (5.7) 
and (5.10) may be solved for the oscillator width, 7 , and the strength, ( 3 , may be found 
by re-arranging equation (5.6).
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(3 = C t o  |7 2 +  [ u j  -  w0)2}  7 -1  (5.13)
We are now in a position to fit the peak o f the gain well and if the numerical investigation is 
only required to consider frequencies in the vicinity o f the gain peak, this model is suitable.
5.2.2 Multiple Oscillator Gain Model
One method o f expanding the applicability o f the Lorentzian oscillator description of the 
gain medium is to incorporate multiple oscillators to describe the polarisation. The principle 
approximation made in S E C T IO N  2.1 was to drop the fc-resolution o f the Bloch equations, 
which we subsequently proved to behave as an ensemble o f Lorentzian oscillators. Introducing 
multiple oscillators is not analogous to re-introducing the fc-resolution in the Bloch equations, 
there are significant differences. In modelling the semiconductor gain with the Bloch equations 
we would typically need to consider over 100 fc-points. In the full Bloch equation approach 
these oscillators also allow energy exchange between each of them, resulting in an active 
material description that will take at least ten times longer to calculate than the alternative 
many-oscillator approach. Using multiple oscillators does not resolve the inter-band carrier 
dynamics, but does allow a realistic description of the optical gain and phase shift across a 
wide frequency range. In simulations where carrier temperature effects are less important than 
a broad frequency gain model, this approach is therefore preferable.
The first method fo r fitting m ultiple oscillators is to fit a single oscilla tor to the gain peak, as 
described in SECTION 5 .2 .1 . O nce the param eters fo r the first oscillator have been ascertained, 
the oscilla tor is subtracted from  the original gain curve and the residual gain curve replaces 
the original one. The next absolute m axim um  is chosen as the fitting point fo r the second  
oscilla tor and this process continues until the desired num ber o f oscillators have been used 
o r the desired agreem ent betw een the supplied gain curve and the fit has been reached.
F ig u r e  5 .2  shows that five oscillators are enough to reproduce a gain spectrum that agrees 
well with the original curve. The main features o f an asymmetry about the peak gain, with a 
shaiper low energy front and a shallower high energy tail are reproduced as well as the high 
energy absorbing tail and the return to zero at energies below the band edge. One o f the most 
apparent problems with this method is that the second Lorentzian is added near the first, and
is negative, in order to create the steep front to the gain curve. A highly absorbing, low-energy
oscillator is physically unrealistic, although a pulse passing through this medium would feel 
the net effect o f the oscillators and, as such, the resulting gain would be as expected.
Due to the method, all o f the parameters (7 , u o ,  £) must be allowed to vary freely, meaning 
that the curves may be o f very different (and physically unrealistic) widths and magnitudes. 
The coherence times set by the oscillator widths range from over 500 fs to less than 50 fs
7 =  (2 kC - K 2Cr2) 1/2 (5.12)
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Figure 5.2: Oscillators are used to fit to the peak of the gain. A fitted oscillator is 
subtracted from the original gain data and the process repeated using the residual 
gain. The original data is calculated gain spectra from [62]
and can be at the high or low energy end of the gain spectrum. As a result of the ambiguous 
coherence times, although the gain is likely to be modelled quite well, the phase shift caused 
by the inherent refractive index can vary widely and is likely to be unrealistic.
5.2.3 Levenberg-Marquardt Method
An alternative method for fitting Lorentzians to a gain curve is the Levenberg-Marquardt 
method [65]. Based on a non-linear least squares fit, this method has the advantage that it is 
much more flexible than the previous method. For fitting a single oscillator it is not as good 
as the previous method because this method will attempt to fit to the entire gain spectrum, 
resulting in poor agreement around the most important gain peak. For multiple oscillators 
however the added flexibility allows some o f the parameters to be fixed, while others can be 
optimised to fit the gain. This is an important property in fitting the advanced gain model, 
discussed in the next section.
The mathematics behind the method will not be reproduced in full as the derivation is quite 
long and it is clearly presented in [66], instead an outline is given in APPENDIX D.
Wavelength (pro)
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Energy (eV)
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The most successful use of this method was to initially fix the central frequency, tum, such 
that each oscillator is equally spaced across the gain function and to fix the oscillator width 
to a reasonable constant, j m — 50 fs [67]. The magnitude of each of the oscillators is then 
allowed to vary to find a reasonable fit. These parameters for the magnitude, frequency and 
width of the oscillators are then used as the starting parameters for the next minimisation 
attempt, which allows all of the parameters to vary freely.
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Figure 5.3: A gain curve composed of four Lorentzian oscillators fit with the Levenberg- 
Marquardt method. The solid line shows the resulting fit from four Lorentzians (dotted 
lines). The dashed line shows the spectral width of a 180 fs pulse. The circles are 
extracted from [62].
FIGURE 5.3 shows the fit obtained using four Lorentzian curves. In contrast to the residual 
gain method, the individual curves are more physically realistic. The coherence times range 
from 23 fs to 200 fs, with the higher energy curves having the lower coherence time. It is 
also clear that, for the case of four oscillators, the Levenberg-Marquardt method offers an 
improved fit over the residual gain method (compare with F ig u r e  5.2).
5.2.4 Advanced gain model
Fitting oscillators to a gain curve results in a set of parameters for the width, central fre­
quency and magnitude of each oscillator. From the polarisation equation (4.55), the width 
and central frequency correspond to 71 and cu/ respectively, while the strength of the oscillator 
is proportional to £iE (N — TV)). This means that after fitting to one gain curve we still have 
one degree of freedom in the oscillator strength, since this is defined by £1 and N+
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F igu re  5.4 : Gain curves for GaAs extracted from [68] (circles) and the resulting multiple 
oscillator fit (solid lines) at 3 x 1018 and 5 x 101S cm-3 . The dashed lines show the four 
oscillators for a carrier density of 5 x I0 18 cm-3 .
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Maintaining the oscillator width and central frequency, it is possible to fit to a second gain 
curve varying only the strength o f each oscillator. The two fits are then used to fix the coupling 
strength and the transparency density o f each oscillator.
No =  I L L z M L  ( 5 . 1 4 )
s l  “  S2
 ^ =  Th - Ar0il =  -  AT0,2 (5' 15)
The fit to the gain curve at threshold is the most important, since most o f the laser investiga­
tions o f  interest are performed close to this value o f inversion density. This fit is identical to 
that obtained with the previous method, with the advantage that the behaviour either side of 
the threshold inversion is also realistic. An increase in the earner density blue-shifts the gain 
peak and transparency density and also broadens the gain curve. This improved behaviour in 
the gain description also results in a realistic a-factor, something that is not obtained when 
the transparency density is fixed for each oscillator. The GaAs and InGaAsP material systems 
used in all o f the simulations are investigated in detail in S E C T IO N  6.
C h a p t e r  6
S e m i c o n d u c t o r  D e v i c e  M o d e l l i n g  a n d  
V a l i d a t i o n
T WO materials were selected for the numerical method to show that it is quite general 
and also because many pulse injection experiments of interest were carried out on GaAs 
or InGaAsP quantum well devices. This chapter will investigate the materials adopted and 
present the parameters required for an equivalent rate equation model. The TWRE and MO- 
FDTD models are compared directly to show their agreement before the limitations o f the 
models are highlighted and discussed.
6.1 Material Characterisation
The number o f restrictions placed on the final multiple-oscillator model are surprisingly 
few. The active material is completely defined using oscillator fits at two different inversion 
densities. The grid spacing is fixed to obtain a particular frequency dependence of the refractive 
index. The only remaining parameters are the confinement factor, which may be calculated 
if the device structure is known [69], and the intrinsic losses and recombination coefficients, 
both o f which may be obtained from literature or experiment [20]. In order to assess how 
realistic the final material is, several characteristics including the material gain, phase shift, 
refractive index, and alpha-factor are extracted. To allow an equivalent rate equation model 
to be used it is also necessary to extract the gain coefficient and transparency density.
6.1.1 Extracting the Material Gain
The material gain at a particular inversion is determined by injecting a pulse into active 
material and recording the emerging electric field. A second pulse is injected into inactive 
material (with the oscillator strengths all set to zero). The two injected pulses are identical 
and should be short enough in duration to encompass the gain curve in the frequency domain.
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In this example the injected pulses are 10 fs in duration. It is also important that the injected 
pulses extract the small-signal gain, i.e. that the pulse intensity falls within the linear regime 
o f the oscillators.
The gain may be extracted by taking the ratio o f the Fourier transform of the two pulses.
in which L  is the length o f the active material and the confinement factor, T, is used to convert 
the modal gain to the material gain.
6.1.2 Extracting the Phase Shift
The same data used to extract the material gain may be used to calculate the phase shift 
induced by the active material by retrieving the phase of the Fourier transform, rather than 
the magnitude.
6.1.3 Extracting the Line width Enhancement Factor
The a-factor, or linewidth enhancement factor, depends on the changes in the real and 
imaginary parts of the susceptibility with changes in earner density, and may be written [31],
The factor of two appears in the alpha factor because the gain is defined conventionally in 
terms o f power. In order to calculate the a-factor we require gain and phase shifts for at least 
two different earner densities. It is a limitation o f the MO-FDTD model that the a-factor 
is independent of the earner density, due to the gain and phase being linear functions of 
carrier density. In practice the a-factor is calculated for several different carrier densities and 
agreement between each acts as a helpful check.
6.1.4 Extracting the Numerical Refractive Index
Extraction of the refractive index requires careful consideration. The injected pulse must be 
wide enough to encompass the frequency range o f interest. It must be defined at zero frequency 
(contain DC components) and it must not contain significant components in the region where 
the refractive index contains a discontinuity. In practice this means that it is easiest to initially
(6.2)
(6.3)
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consider the analytical expectation for the refractive index. From F i g u r e  6.1 we see that the 
numeric refractive index of Alo.5Gao.5As tends to infinity at just over 600 THz. Frequency 
components above 600 THz will take longer than one round trip to emerge from the device 
and will only emerge along with multiple reflections o f the initial injected pulse. This prevents 
us from extracting the refractive index above this frequency. To ensure that the pulse contains 
no significant components at this wavelength, but does contain DC components, the central 
wavelength o f the injected pulse is below the lasing energy at 1.2 p m .
The reason that the DC components o f the injected pulse are important is that we are not able
to extract an absolute refractive index. However, we are able to calculate a relative refractive 
index and shift it vertically such that the background refractive index is achieved for an infinite 
wavelength. The procedure (with the values used in this example shown in brackets) is as 
follows:
1. Inject a short (10 fs) off-resonant (1.2 p m )  pulse into length L \  (400 p m )  o f inactive
material and record the emerging electric field at gridpoint k .
2 .  Inject a second, identical, pulse into length L 2 (430 p m )  o f inactive material and record 
the emerging electric field at the same gridpoint.
3. Take the Fourier transform o f each o f the emerging pulses and unwrap the phase data. 
The refractive index difference is then given as
4. The resultant curve is shifted vertically so that the refractive index is equal to the 
background refractive index at very low frequencies.
The numerically extracted refractive index is shown by the solid line in F i g u r e  6.1. Noise 
is apparent in the refractive index after 425 THz. With the 800 nm lasing frequency corre­
sponding to 375 THz we have a suitable model for the refractive index over a 100 THz range 
centred on the lasing wavelength. The range of validity for the refractive index o f the InGaAsP 
material also covers the required wavelength range of over 200 nm (see F i g u r e  6.3). It is 
likely that the actual range o f validity is much larger, in agreement with the analytical values 
(F IG U R E  6.1 circles) though this data proves very difficult to extract because as the pulse is 
more clearly defined in this range, components o f the pulse become more significant in the 
problematic region above 600 THz. One option for extracting this data would be to inject a 
series o f spectrally narrower pulses and then combine the results to obtain a refractive index
(6.4)
LO
dz(j) (lo) =    —  mod [{02 (<j) -  01 (<j)} , 2tt]L2 — L1 (6.5)
n  (co) — no +  8n (co) (6.6)
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over the entire range. For the purposes of this investigation, the 100 THz range is enough to 
completely define the gain curve and any injected pulses.
4.2
4.0
CD
1  3.8
CD
i  3.6COV- M—
CD 
DC 3.4
3.2
3.0
Wavelength (pm) 
4.0 2.0 1.5 1.0 0.8 0.6 0.5
T I T
O
O
— Numerically extracted
— Injected pulse spectrurri 
o Theory [55]
□ Empirical model [70] I 
  Lasing frequency
£ L E rJ3_P
□ o \
10
3 -Q 
TH-
CD•O
2 'E 
CDco
E
CD_W
13
CL
100 200 300 400 500
Frequency (THz)
600
Figure 6.1: The extracted refractive index of Alo.5Gao.5As (solid line) shows good 
agreement with the empirical (squares) and analytical (circles) models. The injected 
pulse spectrum is shown on a log scale (dashed line) and is off-resonant with respect 
to the lasing frequency (dotted line).
6.1.5 GaAs/AlGaAs Triple Quantum Well
The GaAs device used by Kauer [71] is a triple quantum well buried heterostructure. Fortu­
nately many characteristics o f these devices have been reported in publications [71-73] and 
device details are readily available. Gain spectra for these exact devices are not available, thus 
we take data from microscopic calculations for a single quantum well device [68]. We make 
the assumption that the 10 nm barriers are sufficient that the quantum wells are decoupled 
and each well may be treated individually.
FIGURE 6.2 shows the gain curves and phase shift obtained for carrier densities above and 
below threshold. The gain, phase and a-factor curves show excellent agreement with those 
obtained using a full microscopic model [76]. The most significant difference is that the a - 
factor does not vary with the inversion, this is because the gain is a linear function o f the 
inversion.
Fitting the gain using several oscillators is likely to provide a reasonable a-factor, however it 
should be noted that there remains significant flexibility in the number o f oscillators used and 
their position. This allows the induced phase to change while maintaining the shape o f the 
gain curve, meaning that there remains some flexibility in the a-factor. It may be possible to
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T able  6.1 : Parameters for  a four oscillator fit to G aAs
Central frequency Width Gain constant11 Transparency density
0 / (rad/s) j l  (rad/s) f f  (cm2) Ni  (cm-3 )
2.3471 x 1015 3.058 x 1013 1.157 x 10~16 -5 .155  x 1018
2.3874 x 1015 5.107 x 1013 2.743 x lO” 16 -0 .966  x 1018
2.4548 x 1015 4.782 x 1013 4.844 x 10" 16 2.953 x 1018
2.5582 x 1015 3.953 x 1013 5.036 x H T 15 5.637 x 1018
a The relationship between the gain constant and matrix element is defined in (3 .41).
fit both the real and imaginary parts o f the susceptibility in order to model the phase shift and 
gain accurately. It is interesting to note that, in all multiple oscillator fits investigated in this 
work, the a-factor was positive and between 0.25 and 2.5, which compares with published 
values o f between 1.0 and 2.0 for similar devices [49].
6.1.6 InGaAsP Multiple Quantum Well
The experiments performed on the InGaAsP device include some interesting results and 
situations, such as off-resonant pulse injection and pulse evolution for a range o f injected pulse 
powers and central wavelengths. The experiments were carried out on commercial packaged 
InGaAsP MQW lasers [77], and as such, little is known about the device structure. Devices 
with a similar threshold current are described in [62] and the simulated device is assumed to 
have a similar structure.
As the InGaAsP device was packaged and only one facet was accessible, all reported experi­
ments were conducted in a reflection configuration rather than the transmission configuration 
used with the GaAs device. It is very likely that this device had a high-reflection (HR) coating 
on the facet that was inaccessible. Combined with the lack o f knowledge o f the device structure 
this device is very challenging to simulate. Rather than speculate over the reflective coatings
on the facets, the device simulated has no HR coating and the results presented are for
transmission. Beyond the first pass o f the device no significant difference is found between 
the transmission and reflection results.
Analytical gain curves are obtained from calculations based on the effective mass approxima­
tion and Fermi statistics for this material [62]. As the gain curves for InGaAsP have a steeper 
slope and are wider than the gain curves for GaAs, an additional oscillator is introduced to 
improve the fit. The obtained fit for InGaAsP shows excellent agreement with the original 
gain curves for carrier densities between 1.0 x 101S cm -3  and 3.2 x 1018 cm-3 . The refractive 
index is in good agreement with an empirical model for InP below the band edge [59], which 
may be used as a barrier or confinement layer in 1.55 j r n n  devices [78,79]. The obtained 
a-factor o f 1.2 compares with experimentally measured values o f between 1.5 and 2.5 for
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Table 6.2 : Simulation parameters and references for the G aA s M Q W  laser
Parameter Symbol Value Reference
Lasing wavelength ^0 800 nm Simulation
Device length L 400 p m [71]
Active region width w 5  p m [73]
Active region depth d 51 nm [73]
Confinement factor r 0.045 [71]
Background index n 0 3.110 [70]
Effective index h 3.353 [70]
Spatial resolution N x 4.99 Sec. 4.2.4
Intrinsic loss O ti 47 cm - 1 [71]
Gain constant g 5 .928x l0 “ 16 cm2 Fig. 6.2b
Transparency density N o 0.8507 x 1018 cn T 3 Fig. 6.2
Mono-molecular A 1.0 x 108 s-1 [20]
Radiative coefficient B 2.0 x 10-10 cm3s-1 [74]
Auger coefficient C 1.0 x 10-30 cm6s-1 [74]
Diffusion constant D n 50 cm2s- 1 [75]
Gain saturation % 5 x 10“ 18 cm3 [63]
“ This is a parameter in the T W R E  m odel but in the M O -F D T D  m odel it is a result 
o f  the simulation and depends on the gain curves and device losses. 
b Plotting the peak gain as a function o f  carrier density allows the gain constant and 
transparency density to be extracted for  the equivalent rate equation m odel.
Table 6.3 : Parameters for  a five oscillator fit to InGaAsP
Central frequency Width Gain constant1 Transparency density
D l  (rad/s) 7 1 (rad/s) 9  (cm2) N [  (cm-3 )
1.2073 x 1015 1.716 x 1013 3.174 x 10-16 0.277 x 1018
1.2328 x 1015 2.991 x 1013 4.637 x 10-16 0.609 x 1018
1.2789 x 1015 6.224 x 1013 9.530 x 10-16 1.414 x 1018
1.3505 x 1015 5.532 x 1013 2.850 x 10-15 2.682 x 1018
1.4146 x 1015 1.855 x 1014 -1 .267  x 10-15 1.907 x 1018
a The relationship between the gain constant and matrix element is defined in (3 .41).
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Figure 6.2: Numerically extracted GaAs gain, phase, refractive index and a-factor for 
a four oscillator fit. The gain and phase plots are for carrier densities of 1.5 x 1018 to
5.5 x 1018 cm-3 , in steps of 0.5 x 1018 cm-3 . The calculated a-factor is independent of 
carrier density. The refractive index is calculated for a passive material, as described 
in Section 6.1.4.
similar InGaAsP-InP MQW devices [78].
6.2 The Effect of Carrier Diffusion
D iffusion w as introduced in S e ct io n  4 .5 .3  and is im portant in achieving single m ode steady- 
state operation. F ig u r e  6 .4  show s the carriers diffusing after being introduced as a density  
‘sp ike’ at a single grid point in the active m aterial and allow ed to diffuse w ith no e lectro­
magnetic field present.
Without diffusion present the carriers are allowed to build up at nodal points in the electro­
magnetic field and as a result a greater number o f lasing modes are supported in steady-state. 
The upper plot in FIGURE 6 .5  shows the spatial distribution of carriers for the case when 
the diffusion constant D n  =  0 (solid line) and for the case D n  =  50 cm2/s (dashed line). 
The device with the diffusion set to zero did not support single mode lasing even after ten 
nanoseconds o f simulation at a bias of three times threshold. The device with the diffusion 
constant set to 50 cm2/s is found to support single mode lasing after several nanoseconds.
The figure also shows the resulting steady-state field in each o f the two cases. When the 
diffusion is set to zero the multiple longitudinal modes present create a complex interference
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Figure 6.3: Numerically extracted InGaAsP gain, phase, refractive index and a-factor 
for a five oscillator fit. The gain and phase plots are for carrier densities of 1.0 x 1018 to
3.2 x 1018 cm "3, in steps of 0.2 x 1018 cm "3. The calculated a-factor is independent of 
carrier density. The refractive index is calculated for a passive material, as described 
in Section 6.1.4
pattern. This is problematic for simulating pulse injection, in order to investigate low intensity 
pulse injection, the simulations must be averaged over a round trip to remove these pulsa­
tions. Averaging over the round trip may take more than twenty pulse injection simulations, 
the number o f averaging runs required being strongly dependent on the complexity o f the 
interference pattern.
6.3 Model Validation
The travelling-wave rate equation model is well established and is primarily used here to 
investigate its limitations and as a validation tool for the single and multiple oscillator FDTD 
models. The basis of the SO-FDTD model was presented by Nagra and York and used to 
investigate gain materials [30]. It has also been applied to investigate lasing in VCSELs [2,83] 
but previous applications to edge-emitting lasers are limited to very short devices [84,85]. 
This is the first time that the FDTD method has been used to simulate long (300 p .m) lasers 
and, combined with the realistic real and imaginary susceptibility provided by the MO-FDTD 
model, this approach therefore needs careful validation.
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T able  6 .4 : Simulation parameters and references for the InGaAsP M Q W  laser
Parameter Symbol Value Reference
Lasing wavelength ^0 1553 nm Simulation1
Length L 300 p m [71]
Active region width w 2.5 p m [62]
Active region depth d 40 nm [62]
Confinement factor r 0.06 [62]
Background index n0 3.090 [59]
Effective index h 3.163 [59]
Spatial resolution N x 8.58 Sec. 4.2.4
Intrinsic loss OCi 17 cm -1 [62]
Gain constant 9 7.48 x lO -16 cm2 Fig. 6.3b
Transparency density N 0 0.952 x 1018 cm-3 Fig. 6.3
Mono-molecular A 9.5 x 107 s-1 [80]
Radiative coefficient B 7.7 x 10-11  cm3s-1 [81]
Auger coefficient C 1.1  x 10~28 cm6s-1 [81]
Diffusion constant D n 50 cm2s- 1 [82]
Gain saturation % 1 x 10-17  cm3 [80]
a This is a parameter in the T W R E  m odel but in the M O -F D T D  m odel it is a result 
o f  the simulation and depends on the gain curves and device losses. 
b Plotting the peak gain as a function o f  carrier density allows the gain constant and 
transparency density to be extracted for the equivalent rate equation m odel.
6.3.1 Steady State Characteristics and Relaxation Oscillations
In S e c t i o n  4.2.4 it was shown that the FDTD model inherently contains a frequency de­
pendent refractive index which may be tuned to a physically realistic value. The effect o f the 
numerical dispersion is now important to consider. We see from F i g u r e  4.5 that the effective 
refractive index is significantly higher than the background (zero-frequency) refractive index. 
This affects the mirror losses and hence threshold current o f the device. The different drive 
current results in relaxation oscillations with a different time period, magnitude and damping 
constant. When properly accounted for, the refractive index entered into a rate equation model 
for comparison must be the effective refractive index, i.e. n =  no +  8 n .  The gain coefficient 
used in rate equation models should also take into account the effective refractive index since 
equation (3.41) shows that the relationship between the matrix element and the gain constant 
is dependent on the refractive index.
The output power relaxation oscillations are shown in F IG U R E  6.6 for the TWRE and MO-
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Figure 6.4: A carrier spike is placed at the centre of the grid and allowed to diffuse. No 
electric field is present within the cavity and all non-radiative processes are turned off.
The curves show the carrier distribution at 10, 30,100, 300 and 400 ps.
FDTD models. The steady-state photon density agrees to within 0.5%, which is a good result 
because there are many differences between the two models. The MO-FDTD model includes 
dispersion and a frequency dependent refractive index as well as a gain curve o f a realistic 
shape, while the travelling-wave model is single mode and defines the gain at only a single 
frequency. The slight difference between the relaxation oscillation frequency seen in the figure 
is due to the realistic dispersion in the MO-FDTD model; with a high grid resolution and no 
dispersion agreement is reached between the two models.
The relaxation oscillation frequency is an important parameter in terms o f the response of the 
system to any current or electromagnetic modulation. It is also sensitive to all of the device 
parameters (refractive index, gain constant, cavity length, drive current, etc.) and hence a 
very good verification parameter. Small signal analysis reveals that the relaxation oscillation 
frequency may be expressed as [20],
n %  =  G n G P  =  c3r y  ( N  -  N o )  P e a  ( s - 1) (6.7)
G  =  c g r g ( N - N 0 )  ( s - 1 )  (6.8)
G N  =  A  =  c g T g  (m 3s-1 ) (6.9)
In the above equations D r  is the relaxation oscillation frequency, G n  is the differential gain 
and P a c t is the photon density inside the active region. From equation (3.43) and the parameters 
in T a b l e  6.4 the threshold current o f the InGaAsP device is equal to 9.5 mA. Equation (3.44)
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Figure 6.5: The upper plot shows the carrier distribution across the centre of the 
device for a diffusion of 0 cm2/s (solid line) and 50 cm2/s (dashed line). The lower plot 
compares the steady-state output power for the two cases over several round trips.
predicts a steady-state photon density o f 3.29 x 1020m~3 at 2.6 times threshold, equivalent to
4.4 mW CW power from one facet. With these parameters the analytical relaxation oscillation 
period (T r  =  2 i t / O r )  is estimated to be 172 ps. The period extracted from the first five peaks 
o f the relaxation oscillations are 174 ps and 175 ps for the TWRE and MO-FDTD models 
respectively.
For a simple laser model the differential efficiency o f the device may only be changed by 
altering the refractive index, or the intrinsic losses o f the material. It is quite common to use 
the L-I o f the device to set the internal losses when matching experimental data to simulation. 
This is rarely appropriate for two reasons; firstly it is uncommon for these models to contain a 
‘pump blocking’ term (the low-energy earners from the pump may not be able to occupy states 
in the active region due to degeneracy), which is very significant and decreases the efficiency 
o f pumping the lasing levels [43]. The magnitude o f the pump blocking term depends strongly 
on the earner population; for a carrier density o f 2 x 1018 cm-3  a reasonable value for this 
term is 0.5. Secondly, in this case as we have a commercial device, we do not know the 
reflectivity o f the facets or the total output power o f the device. This means that the values 
o f the output power and drive current are questionable and means that the method o f fitting 
the internal losses to the L-I curve should be used with caution.
FIGURE 6.7 shows the match obtained between experimental data [71] and simulations. In
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Figure 6.6: Output power relaxation oscillations for a 300 ;tm InGaAsP device stepped 
down from 28.4 mA to 24.4 mA, 20.4 mA, 16.3 mA and 12.2 mA (top to bottom). The 
device threshold is 9.5 mA.
this instance an internal absorption o f 10 cm - 1  is found to fit the L-I curve well. The adopted 
value o f 17 cm -1  is found in the literature for similar devices [62] and results in a slope 
efficiency o f 0.28 W/A, close to the published typical characteristic of 0.25 W /A for these 
devices [77].
6.3.2 Limitations of a Linear Gain Model
As described in Section 5.2 the multiple oscillator model fits oscillators to gain curves at two 
different values of inversion and uses the transparency density and gain coefficient to match 
the curves as closely as possible. This results in a gain function that has a linear dependence 
on the carrier density, N .  This is likely to offer reasonable agreement with realistic devices, 
however, the gain of quantum well devices is better described by a logarithmic dependence 
on carrier density [62].
FIGURE 6.8 shows the peak gain against carrier density for quantum well and bulk devices. 
It is clear that a straight-line fit for the peak gain of a bulk device is reasonable for earner 
densities from 0 up to approximately 5x 101S cm 3, a wide range that is likely to include 
the threshold density. For quantum well devices the range of validity is smaller. The right- 
hand plot illustrates that the peak gain of a quantum well is described more accurately by a 
logarithmic dependence on the carrier density.
A shortfall o f the MO-FDTD model is that the linear gain is only described well at carrier 
densities close to threshold. If we consider a threshold earner density o f 3 x 1018cm~3 then, 
from F i g u r e  6.8, the gain is well modelled between 2 and 4 x l0 18cm-3 . Unfortunately,
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Figure 6.7: The solid line shows an L-l curve extracted from [71] and the L-l curves 
obtained from the MO-FDTD and TWRE models. The desired slope is obtained with 
the value of a i  from equation (3.47)
extrapolating this fit results in a transparency density1 o f just 0.22 x 1018cm~3, much lower 
than the intercept o f the x-axis seen on the plot. With different linear fits it is possible that the 
resultant material transparency will be negative, an unphysical result. It must be emphasised 
that the model may not be realistic at values o f inversion outside the range defined by the 
two gain curves that were used for the multiple oscillator fits.
The InGaAsP gain curves are fit at carrier densities o f 1.6 x 101S cm -3  and 3 x 1018 cm "3, 
in this region a straight line fit is still reasonable. It is unclear whether a logarithmic, rather 
than linear, gain function would have a large impact on the device dynamics or injected pulse 
evolution. This is something that could be investigated using a travelling-wave rate equation 
model.
To extend the model to include a wider range o f carrier densities the gain function may be 
redefined as
In which b  is the logarithmic gain coefficient and N p  the logarithmic transparency density. One
'With the gain defined as G  =  Fg (N — No), we divide the intercept by the gradient to acquire the transparency 
density, No =
(6.10)
b _  g { N  —
(6.11)
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Figure 6 .8 : Peak gain of InGaAsP quantum well and bulk devices taken from [62]. The 
right hand figure shows the same data on a logarithmic scale for the carrier density 
(the scale for the modal gain remains the same). A confinement factor of 0.06 is used 
for the conversion to modal gain.
potential drawback of this approach is the computational expense o f calculating logarithms 
which may slow down the simulations significantly. The MO-FDTD model developed and 
applied in this thesis retained the linear gain model. This is appropriate since all pulse injection 
experiments were carried out when the device was lasing and the carrier density was clamped 
at the threshold density. Injecting the highest intensity pulses that were used experimentally 
o f 3.7 W  peak power [71], the carrier density changes by less than one percent, well within 
the range o f validity of the gain function.
C h a p t e r  7
Pulse Injection
I N THIS chapter we focus on the formation o f streams o f dark pulses arising through gain 
depletion following injection o f a short duration optical pulse. A significant finding of 
this work has been that the relative optical phase o f the injected pulse and CW radiation in 
the laser cavity plays an important role in determining the subsequent dynamical response of 
the cavity. The relative phase o f the injected and cavity radiation is considered in detail in 
C h a p te r  8 .
We first deal with an important detail in comparing the results of simulations with experimental 
results. As stated above, the dynamical evolution depends on the relative optical phase of the 
cavity radiation and the injected pulse. It also depends on the relative timing o f the pulse 
injection and any pulsations arising from the beating o f multiple longitudinal modes, which 
induce variations in the photon density within the cavity on a round-trip timescale.
All experimental results that may be used as a comparison are obtained by averaging many 
thousands (typically 25 000 [86]) o f pulses injected during the experimental integration time. 
The relative optical phase and the relative timing o f the pulse injection and cavity pulsations 
are not controlled. Hence, in experiment the results are effectively averaged over phase. For 
a comparison between experiment and simulation we must also do this in the simulation.
Two different methods were used where appropriate to enable a comparison with experimental 
results. The first method can only be used when the CW level o f the simulated device varies 
by less than a few percent per round trip. In this case the effect o f the relative phase between 
the injected pulse and cavity radiation are averaged by injecting multiple pulses with different 
phases (equally spaced over a total phase difference of 2 n )  and averaging the resulting pulse 
trains. Ten pulses were found to be sufficient to average out the phase effects for this method.
The second method should be used when the laser is in a multiple longitudinal mode steady- 
state condition. In order to average out the round-trip oscillations, as well as the relative phase 
between the injected pulses and cavity radiation, the injected pulses are equally spaced over 
one round trip o f the device. Typically ten to twenty pulses are sufficient to perform this 
averaging operation, though this is dependent on the complexity of the round-trip interference
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pattern.
In this chapter we apply the model described in C h a p te r  6  to investigate the response of 
a semiconductor laser diode to the injection of a short duration light pulse. After examining 
the pulse broadening due to material and gain dispersion in S e c t io n  7.1, the dependence 
o f dark pulses on injected pulse power, device bias, and injected pulse centre wavelength are 
investigated in detail in S e c t io n  7.2. S e c t io n  7.3 discusses the conditions under which 
dark-pulse-bright-pulse oscillations are seen in simulation and experiment. Finally, S e c t io n
7.4 presents results from simulations of gain-clamped semiconductor optical amplifiers and 
offers an alternative and complementary insight into dark pulse formation.
7.1 Single Pulse Injection and Dispersion
Injecting an optical pulse o f duration shorter than the round-trip time into a semiconductor 
laser produces a train o f pulses due to successive partial reflection at each o f the laser facets. 
If the laser is biased above threshold, and the injected pulse is close to the lasing wavelength, 
the pulse train can be very long lived and may be used to extract information about the gain 
material [57, 87]. The evolving pulse train is dependent on many conditions including the 
drive current of the semiconductor laser, the injected pulse width and power, and the central 
frequency of the injected pulse.
Pulse injection experiments have shown that this evolution is strongly dependent on both 
dispersion and the gain curvature of the gain material o f the laser device [87]. The dispersion is 
primarily due to gain dispersion and material dispersion [57], both o f which are inherent in our 
MO-FDTD model along with the gain curvature. Hence the inclusion o f dispersion is a vital 
component o f any model which needs to describe short pulse propagation in semiconductor 
lasers. It is also an excellent testing ground for the model, in particular the implementation 
of material dispersion.
7.1.1 Frequency Resolved Pulse Injection
Figure 7.1 shows the effect o f propagating a 10 fs pulse through 300 p m  o f inactive material. 
The frequency-time plots in this figure are generated by convolving the output pulse with a 
second pulse (identical to the original) in the time-domain. The resulting trace is then Fourier 
transformed to generate a time-localised frequency spectrum. Changing the time delay, or 
distance between the peaks o f the two pulses, results in a time series o f frequency plots, 
which are conveniently displayed as a contour plot. In this example the resolution is 15 
points per wavelength at 1553 nm. The figure is a spectral-temporal representation o f the 
light intensity I  ( v ,  t )  represented by the coloured scale on the right.
The induced chirp in the central plot is due to material dispersion, represented in our model by 
the intrinsic numerical dispersion with an appropriate choice o f the spatial resolution (points
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per wavelength) in the FDTD simulation. The frequency dependent refractive index, shown in 
F i g u r e  4 .5 ,  causes the low frequency components to propagate faster than the high frequency 
components and invokes a clear chirp on the propagating pulse. This is shown by the variation 
o f the central frequency with time (dashed white line) in FIGURE 7.1 (b). The effect o f the 
active material is to further broaden the pulse FWHM (approximately shown by the yellow 
contour in F i g u r e  7.1 (c)) in the region close to the lasing wavelength.
(a) Original pulse (b) Inactive material (c) N = 2.6 x 1018 cm - 3
o
10 -10 0 10 -10 
Time (fs)
l
10
F igure 7.1: C hirp  induced on a  resonant (1 5 5 3  nm ) 10 fs pulse a fte r propagation  
through a  3 0 0  f.im In G a A s P  laser. T h e  first figure show s the initial, unchirped pulse.
T h e  central figure show s the  chirp resulting from  m ateria l d ispersion after propagation  
through inactive m ateria l. T h e  right hand figure show s the  effect of gain and m ateria l 
dispersion that the active m ateria l has  on the  pulse. T h e  grid resolution is fifteen points  
per w avelength .
As is the case experimentally, the effect o f the gain dispersion is significantly less than the 
material dispersion (in a quantum well the material dispersion may account for 90 % o f the 
total dispersion, with gain dispersion accounting for most o f the remaining 10 %  [57]). This 
shows that we have managed to achieve the correct qualitative behaviour for the material 
and gain dispersion. The dispersion o f the 10 fs pulse in this illustrative example is less 
than would be expected in a realistic device. This is because the grid resolution was fifteen 
points per wavelength, higher than the 8.58 points per wavelength used to simulate the actual 
InGaAsP/InP device. For a more quantitative investigation we now consider the single pulse 
experiments in GaAs MQW lasers conducted by Gordon et al. [87], and compare these to 
simulations with the numerical dispersion matched to the material dispersion o f Alo.5Gao.5As 
(at a spatial resolution o f 4.99 points per wavelength).
7.1.2 Material and Gain Dispersion
Under certain conditions a pulse injected into a semiconductor laser may continue to propagate 
within the cavity for many round-trips. The injection o f a pulse that is resonant with the lasing 
wavelength results in partial reflection at each o f the facets and a total propagation distance
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Figure 7.2: The dashed line shows the simulated recirculating pulse width for a 100 
fs pulse injected into a 400 GaAs device biased at twice threshold. The injected 
pulse is a transform limited Gaussian. The circles show experimental data extracted 
from [87], As in the original experiment, the pulse width is defined as the intensity 
envelope integrated over time and divided by the peak intensity.
of up to several centimetres, with the partially transmitted pulse allowing access to the field 
of the propagating pulse at round-trip intervals. This is a powerful experimental technique 
that may be used to extract the group velocity dispersion (GVD) and gain curvature from the 
semiconductor device.
Gordon et al. [87] measured the pulse width after each round-trip to find how the pulse 
broadens as it propagates through the device, and extract the gain curvature and GVD. The 
simulations for this device used the parameters listed in TABLE 6.2, with the exception that 
the device length is 400 pm, as in the original experiment.
F ig u r e  7.2 shows the experimental (circles) and simulated (dashed line) pulse width as 
a function of round-trips. The pulse widens as it propagates with a strongly sub-linear 
dependence on propagation distance. An analytical investigation of the experimental results 
(also in [87]) showed that the gain curvature must be included in the analysis to achieve a 
dispersion curve of the correct shape and counteracts the effect of material dispersion, reducing 
the amount of pulse broadening at long times.
The simulation shows good agreement with the experimental results. The largest discrepancy 
is that the first emerging pulses are too narrow. In the experiment the pulse was characterized 
prior to the final focusing objective. It is possible that temporal broadening induced by dis­
persion in the final objective can explain the small difference in the results. Another possible, 
though perhaps counter-intuitive, explanation is that the injected pulses were narrower than
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the 100 fs pulses used here. This would mean that the injected transform-limited pulses were 
spectrally broader and would experience more rapid dispersion than is observed in these 
simulations. In either case it would be helpful for the simulation if the full spectral-temporal 
characteristics o f the pulses were recorded just prior to injection into the semiconductor laser.
A  further result of the work by Gordon et al. was that the pulse broadening results alone were 
insufficient to separately identify the contributions to the broadening from material dispersion 
and gain curvature. However this can be achieved in experiments in which pairs of pulses with 
a fixed relative optical phase were injected. Results from simulations o f such double-pulse 
experiments are presented in Se c t io n  8.1.
In the results shown in F ig u r e  7.2 the limit o f sixty round-trips is due to the onset o f pulse 
distortion and dark pulse formation. Similarly, if the laser diode bias is increased, dark pulses 
form and we are no-longer able to extract reliable pulse width information. The next section 
investigates the conditions for dark pulse formation.
7.2 Dark Pulse Formation
The injection o f a short duration optical pulse into a CW laser [88-90] or a gain clamped 
optical amplifier [91 ] has been shown to form dark pulses under certain conditions. F ig u r e  7.3 
shows a result from previous experiments earned out on a GaAs MQW laser [88] with similar 
parameters to those listed in T a b l e  6.2. Relaxation oscillations are initiated by stimulated 
emission from the injected pulse with a period of approximately 300 ps. Superimposed on these 
relaxation oscillations is a train o f bright pulses originating from successive partial reflections 
o f the injected pulse at the laser facets. These decay on a timescale of approximately 400 ps. 
A  dark pulse evolves behind the bright pulse. These are clearly visible after several round 
trips and persist for over 800 ps, much longer than the bright pulse.
We have simulated these experiments in a 400 p m  GaAs device. F ig u r e  7.4 shows the result 
o f injecting a transform limited 85 fs Gaussian pulse, resonant with the lasing wavelength 
into the device biased at 1.65 times threshold; the upper trace shows the MO-FDTD model 
and the lower trace the TWRE model. We see that both simulations reproduce the relaxation 
oscillation frequency. One significant difference is that the round trip time is notably longer in 
the MO-FDTD model. At the lasing wavelength the effective refractive index is equal to 3.353, 
which for a cavity length o f 400 p m  gives a round trip time o f 8.95 ps. The TWRE model 
predicts a round-trip time in good agreement with this value. However, the experimentally 
observed round trip time is 10.55 ps indicating that the pulse is propagating at a group velocity 
which is significantly different from the phase velocity. The MO-FDTD model has a round 
trip time o f 10.53 ps in very good agreement with experiment. This is due to the material 
and gain dispersion that are present in the MO-FDTD model but not in the TWRE model.
The largest disagreement with experimental results, for both simulation methods, is that the 
bright pulse lives for longer than is observed in experiment. The bright pulse lifetime strongly
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Figure 7.3: Experimentally observed output pulse train produced by an 85 fs pulse 
injected into the GaAs device. Reproduced from Kauer et al. [71].
Time (ps)
Figure 7.4: Resonant pulse injection into a 400 pm GaAs device. The upper trace 
shows the result from the MO-FDTD model, the lower trace shows the result from the 
TWRE model.
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depends on the central wavelength o f the injected pulse. Changing the central wavelength of 
the pulse from 800 nm to 795 nm results in the bright pulse lifetime being decreased to 400 
ps; it is therefore possible that a slight detuning from the resonance condition in experiment 
accounts for some o f the decreased pulse lifetime.
An alternative explanation is chirp induced on the injected pulses by the required focusing 
optics. Simulations were carried out in which the pulse was initially passed through an inactive 
dispersive medium to induce chirp on the pulse. Simulations presented in SECTION 8.3 show 
that the chirp has a profound effect on the pulse evolution. A thorough investigation of dark 
pulses requires a model that incorporates material and gain dispersion, such that chirp may 
manifest itself inside the active material. Such a model must be able to describe the entire 
spectrum o f the injected pulse and contain realistic material and gain dispersion over that 
spectral range. This identifies a limit o f the TWRE model and restricts the simulation method 
to the MO-FDTD model.
The dark pulses arise due to depletion o f the population inversion as a result o f stimulated 
emission induced by the injected pulses. This causes a reduction in the gain and hence in 
the intensity of CW emission following the injected pulse. This gain depletion recovers on a 
time scale initially o f similar order to the round-trip time. It can be seen that the amplitude 
and duration o f the propagating transient evolves as the pulse circulates within the cavity, 
eventually forming a short duration (and remarkably stable) dark pulse. We consider the 
formation mechanism in more detail at the end o f the chapter, after first investigating its 
dependence on injected optical power, drive current and central frequency o f the injected 
pulse.
In the following sections results are presented from simulations on InGaAsP and GaAs devices 
with the parameters given in TABLE 6.4 and T a b l e  6.2. Where possible the parameters o f the 
simulation have been matched to the experimental configuration to allow a direct comparison 
between experimental and simulated results.
7 .2 .1  D e p e n d e n c e  o f  P u ls e  E v o lu t io n  o n  P e a k  P o w e r
Experimentally it was found that there is very little difference in the pulse evolution for 
injecting pulses with different peak powers. Figure 7.5 shows how the pulse evolves over 
500 ps for injected pulse peak powers o f 0.34 W, 1.1 W  and 3.7 W. The increased intensity 
of the 3.7 W  pulse results in increased stimulated emission which increases the magnitude 
and period o f the relaxation oscillations. Other than these differences in magnitude the three 
traces are similar and re-scaling o f the pulse power shows that, in this range o f excitation, 
the power o f the injected pulse does not make a large difference to the evolution o f either 
the bright or dark components o f the dynamical response.
Since the dark pulse is a localised reduction o f the CW emission present before pulse injection 
occurs, it follows that the maximum amplitude o f the dark pulse is equal to the amplitude o f
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Figure 7.5: Pulse evolution for a range of different injected pulse peak powers. The 
injected pulses were 180 fs with a central wavelength of 1553 nm, resonant with the 
lasing wavelength. The device bias is three times threshold.
the CW emission. F i g u r e  7.6 shows a plot of dark pulse magnitude against injected pulse 
energy. The dark pulse amplitude is defined at the fourth relaxation oscillation minimum as 
the difference between the CW and dark pulse amplitude. The injected pulse energy is defined 
as the peak power multiplied by the pulse width, and the cavity energy is defined as the CW 
power multiplied by the round-trip time of the cavity (since this energy is emitted through 
both facets of the device).
At low injected pulse energies, the dark pulse amplitude scales with the injected pulse energy, 
as indicated in F i g u r e  7.6. At higher excitation levels, this relation becomes sublinear and the 
dark pulse magnitude saturates at the CW level once the injected pulse energy is comparable 
to the electromagnetic energy stored in the cavity. Increasing the injected pulse energy further 
will not increase the dark pulse amplitude.
The inset in FIGURE 7.6 shows the steady-state output power nearly one nanosecond after 
pulse injection. It appears that the original bright pulse has died away and a dark pulse 
remains, behind which a secondary bright pulse has formed. Once the initial bright pulse has 
died away and the relaxation oscillations have settled the output power of the device is in a 
meta-stable state. The dark pulses are stable for tens of round-trips and the gradual transition 
between dark and bright pulses takes hundreds of picoseconds. The reason for this stability is 
that the total output power of the device per round-trip is equal to the CW level. Because the 
net stimulated emission is equal to that in steady-state and because the round-trip time (<10 
ps) is on a faster timescale than relaxation oscillations (>100 ps), relaxation oscillations are
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Figure 7.6: Dark pulse amplitude as a function of injected pulse energy. We find that 
the amplitude of the dark pulse is strongly dependent on the injected pulse energy 
only at energies below the cavity energy. Above this value the dark pulse amplitude 
saturates. The inset shows the output from one facet after 900 ps containing stable 
dark and bright pulses.
not visible.
With the realisation that the dark pulses are stable because they are in effect a redistribution 
of the steady-state electromagnetic field, it is interesting to ask whether we can directly 
create these meta-stable states and create streams of dark or bright pulses without relaxation 
oscillations. To investigate this question we need to consider phase dependent pulse injection, 
which is presented in CHAPTER 8.
7.2.2 Dependence of Pulse Evolution on Drive Current
Experiments have been performed on the variation of pulse evolution with the bias on a 
semiconductor laser diode [71 j. The experimental results show that dark pulses do not form 
for a low device bias, and tend to evolve more quickly for higher drive currents.
Figure 7.7 shows the results for pulse injection into a device biased at 1.29 times threshold 
(lower trace) and for a device biased at 2.58 times threshold (upper trace). In good agreement 
with the experimental observations, the simulation results show that for a low bias, no dark 
pulse is formed. Increasing the drive current shows dark pulses beginning to form behind the 
bright pulses.
When the laser diode is operated at the higher bias current, earners are injected into the active 
region at a faster rate. Above threshold the optical power output (and equivalently the electro­
magnetic field within the cavity) is proportional to the drive current (see equation (3.44)). The
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Figure 7.7: The pulse evolution is shown for a diode bias of 2.58 times threshold (upper 
trace) and 1.29 times threshold (lower trace). The injected pulse is a 180 fs transform 
limited Gaussian with a peak power of 2.8 W and a central wavelength of 1530 nm.
increased electromagnetic field results in a higher probability of carrier recombination and 
hence a decreased carrier lifetime. The increased pumping rate allows sub-round-trip gain- 
depletion and recovery effects to be visible in the output pulse train. Conversely, for lower 
drive currents, the device is unable to recover significantly on a sub-round-trip timescale and 
relaxation oscillations are observed in the output pulse train with no dark pulse formation.
7.2.3 Off-Resonant Pulse Injection
This section considers the injection of off-resonant pulses (i.e. pulses with a central wavelength 
that is not equal to the lasing wavelength) into an edge-emitting laser diode that is biased 
above threshold. Previous attempts to model dark pulse formation and evolution with a TWRE 
model have not been capable of simulating off-resonant pulse injection because of the single 
frequency model adopted [71].
In good agreement with the previous experimental work, FIGURE 7.8 shows that the bright 
pulse is longest-lived when the central wavelength of the pulse is equal to the laser diode 
emission wavelength. The pulse experiences the largest round-trip gain when the pulse spec­
trum has maximum overlap with the gain spectrum. We also see that the relaxation oscillations 
(with a period of approximately 100 ps) are most pronounced for resonant pulse injection, 
since this results in the maximum stimulated emission and hence gain depletion.
For injected pulse wavelengths longer than the lasing wavelength we find that the bright pulse 
lives for the shortest length of time. As the central wavelength experiences less gain for off-
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Figure 7.8: Numerical simulation of pulse injection into the InGaAsP device biased at 
three times threshold. The injected pulse width is 180 fs. The upper trace shows the 
evolution of a pulse with a central wavelength of 1523 nm, the central plot for a resonant 
1553 nm pulse and the lower plot for a pulse with a central wavelength of 1583 nm.
resonant pulses, the intrinsic and mirror losses will exceed the round-trip gain leading to rapid 
attenuation of the circulating bright pulse.
FIGURE 7.9 shows the result of injecting a 180 fs pulse with a central wavelength of 1590 nm 
and a peak power of 1.4 W into the InGaAsP device biased at three times threshold. The inset 
illustrates the overlap of the gain spectrum and injected pulse spectrum which determines the 
strength of the interaction between the pulse and the active material. The resulting trace shows 
relaxation oscillations with a period of 120 ps, a re-circulating bright pulse which exists for 
several round trips and dark pulse formation which is evident after two and a half round trips. 
All of these results are in good agreement with experimental results [89].
However, we also find, for pulses with a central wavelength that is shorter than the laser diode 
emission wavelength, that the bright pulse decays after several round trips and a dark pulse 
is formed. This is in contrast to experimental data, which shows the bright pulse persisting 
for a longer number of round trips, and no dark pulse formation. Experimentally the injected 
pulses are found to be chirped and therefore have a significantly broader spectral width than 
a transform limited Gaussian of the same duration. Numerical investigations have shown that 
the introduction of chiip on the injected pulse causes it to persist for longer periods of time 
and prohibits the dark pulse formation. This offers a possible explanation for the discrepancy 
between the simulation and experimental data, and is investigated in Se c t io n  8.3.
The simulation of off-resonant pulse injection requires a numerical model with an accurate 
description of the semiconductor gain curve. A single oscillator is not sufficient because it
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Figure 7.9: A 180 fs pulse with a central wavelength of 1590 nm is injected into an 
InGaAsP QW laser which is biased at 3 times threshold. The relaxation oscillations are 
visible with a period of 120 ps. The steady-state output power is shown by the dotted 
line. The inset shows the overlap of the gain spectrum (dashed line) with the spectrum 
of the injected 180 fs pulse (solid line).
only describes the peak of the gain realistically. The pulses investigated experimentally range 
between 85 fs and 200 fs, covering a frequency range of over 100 THz, and were additionally 
injected at a range of central frequencies. A model for investigating these experiments should 
therefore accurately describe the shape of the gain curve over this range. One limitation of our 
MO-FDTD model has been identified in the inability of the model to reproduce the correct 
qualitative behaviour seen energetically below the lasing wavelength. It is possible that this is 
due to the simplified description of the carrier dynamics which does not include any energy 
resolution of the charge carriers. This is discussed in greater detail in the next section.
Although there is no experimental data for off-resonant pulse injection into the GaAs device, 
it is useful to see how the pulse evolution varies with the central wavelength of the injected 
pulse. In F ig u r e  7.4 the agreement between experiment and simulation was reasonable, but 
we see from FIGURE 7.10 that changing the injected pulse wavelength makes a large difference 
to the bright pulse lifetime. A shift of 5 nm in the wavelength of the injected pulse is enough 
to reach agreement in the bright pulse lifetime. Further off resonance a small wavelength shift 
has a more pronounced effect on the pulse lifetime. A change in the central wavelength from 
794 nm to 793 nm decreases the pulse lifetime by 50 ps.
The results for the GaAs device are similar to those for the InGaAsP device, though for the 
GaAs device the pulses injected are closer to the lasing wavelength because the GaAs gain 
curve is narrower at the threshold carrier density (see FIGURES 6.2 & 6.3).
CHAPTER 7. PULSE INJECTION 74
0 50 100 150 200
Time (ps)
Figure 7.10: Pulse evolution in the GaAs QW laser for injected pulses with different 
central wavelengths. The injected pulses are 85 fs in duration with a peak power of 
2.46 W.
7.3 Dark-Pulse-Bright-Pulse Oscillations
A stable dark pulse may propagate within the laser cavity for hundreds of picoseconds. In the 
frame of reference of the dark pulse, the inversion of the active material increases above the 
cavity average due to the reduced optical intensity and hence reduced stimulated emission. 
This leads to the region directly behind the dark pulse continually experiencing higher gain 
than the cavity average and a gradual build-up of optical intensity; the dark pulse gives rise 
to a secondary bright pulse.
The secondary bright pulse is a region of above average optical intensity and causes greater 
than average stimulated emission. The region directly behind this secondary bright pulse 
therefore experiences less gain than the cavity average (which is the amount required to 
maintain the steady-state intenisty) and gradually decreases to form a secondary dark pulse.
CHAPTER 7. PULSE INJECTION 75
The propagating transient continues to evolve in such a way with bright pulses leading to 
dark pulse formation, and dark pulses leading to bright pulse formation giving rise to dark- 
pulse-bright-pulse oscillations in the output power from the device.
If the simulation corresponding to off-resonant pulse injection into InGaAsP shown in FIGURE 
7.9 is continued for longer, bright pulses form behind the dark pulses after 800 ps. In 
experiments, performed under similar conditions, bright pulses were seen after 500 ps. It 
is possible to match this timescale for the simulated dark-pulse-bright-pulse oscillations by 
decreasing the carrier lifetime (for example this may be done by increasing the intrinsic losses 
o f the device), however, this results in the incorrect period for the relaxation oscillations. This 
disagreement between simulation and experiment identifies a limitation o f the MO-FDTD 
model.
It seems likely that an over-simplified description o f the carrier dynamics leads to this 
discrepancy. One problem with the simulation is that the effective carrier lifetime is calculated 
with A , B  and C  coefficients to describe density dependent recombination processes involving 
one, two or three minority earners. This approximation is valid in bulk devices but not always 
suitable for quantum wells [92].
Another simplification of the model is that the quantum wells are pumped directly and 
described by a volume density. In a real quantum well device the majority o f the charge 
carriers may be present in the barrier layers surrounding the quantum wells [93,94]. The model 
could be improved by pumping the surrounding layers and introducing new time constants 
to describe the diffusion o f carriers into the wells and the capture o f carriers into the lasing 
levels of the wells [93].
In order to show that the disagreement between experiment and simulation for the darlc-pulse- 
bright-pulse oscillations is due to an insufficient description o f the carrier dynamics, pulse 
injection simulations were carried out in which the intrinsic absorption is increased from 17 
cm -1  to 100 cm-1 . This has the effect o f increasing the threshold earner density and hence 
decreasing the earner lifetime. A ll other parameters are as listed in T a b l e  6.4.
FIGURE 7.11 shows the phase-averaged pulse evolution for a 1590 nm transform-limited 
Gaussian pulse injected into an InGaAsP device biased at three times threshold. Dark-pulse- 
bright-pulse oscillations are visible with a change over period o f approximately 250 ps. 
Experimental results under similar conditions found the dark-pulse-bright-pulse oscillations 
had a change-over period o f approximately 500 ps. In changing the intrinsic absoiption from 
17 cm -1  to 100 cm -1  the change-over time has changed from 800 ps to 250 ps and show that 
good agreement could be reached for a value o f the absorption that is reasonable compared 
with literature values o f between 5 cm -1  and 100 cm - 1  [62,79,80,95].
Dark-pulse-bright-pulse oscillations were first reported in [89]. Simulations had been com­
pleted using a TWRE model which resolved the earner energy. The functional representation 
o f the earner energy included a relaxation time for the charge earners injected into the 
active region [71] and effectively resulted in a modified carrier lifetime. Removing the earner
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Figure 7.11: Dark-pulse bright-pulse oscillations in an InGaAsP MQW device. The top 
plot shows the dark pulses that have formed after 2 0 0  ps (30 round trips). After 500 ps 
the dark pulses have died out and secondary bright pulses are visible. The third trace 
shows secondary dark pulses forming behind the bright pulses after 700 ps. In each 
trace the dashed line shows the CW output power.
energy resolution prevented the model from reproducing dark-pulse-bright-pulse oscillations 
and led the authors to conclude that earner heating was the cause of dark-pulse-bright-pulse 
oscillations. The results presented here do not include a carrier energy resolution but do 
indicate how a change in the effective carrier lifetime has a significant effect on dark-pulse- 
bright-pulse oscillations.
We suggest that the carrier energy does affect the period o f the dark-pulse-bright-pulse 
oscillations due to the modification imposed on the effective carrier lifetime. However, the 
dark-pulse-bright-pulse-oscillations are not due to earner heating effects since in our MO- 
FDTD model the carrier energies are not resolved.
7.4 Dark Pulses in Gain-Clamped Semiconductor Optical Amplifiers
The investigation o f dark pulse formation and evolution is obscured by the many different 
factors that are involved in the dynamic response o f the laser diode. These factors include 
gain depletion, material and gain dispersion, partial reflection at the laser facets and relaxation 
oscillations. By considering an optical amplifier, rather than a laser diode, it is possible to
CHAPTER 7. PULSE INJECTION 77
simplify the investigation and gain further insight into the formation and evolution of dark 
pulses.
The optical amplifier offers the chance to study the pulse evolution over a distance of several 
centimetres in the absence of relaxation oscillations and partial reflection from the facets; it 
offers a way to separate the effect of the active material on the propagating pulse from cavity 
effects.
Simulations have been performed on semiconductor optical amplifiers in which a CW source 
is pumped into the device to clamp the gain. The CW source injected is at the wavelength 
which corresponds to the peak of the gain curve. As a result the optical amplifier has to reach 
a steady-state in the same way as a laser does once it is turned on.
Running a device to steady-state becomes very time consuming as the device increases in 
length. In order to allow longer devices to be investigated, the dielectric constant of this 
material is set equal to one. The advantage in simulating ‘active air’ is that the reflection 
from the boundaries of the active material is minimal, though it is still present. Steady-state 
is reached for the amplifier following approximately one round-trip of CW injection. After 
this a pulse is injected and the evolution recorded.
Figure 7.12 shows how the injected pulse evolves as it propagates through 60 mm of active 
material. The first trace of the pulse at a distance of 3 mm shows that a dark pulse has 
formed behind the bright pulse due to gain depletion. In this instance we know that it is 
gain depletion, rather than a coherent effect, because the dark pulse is much broader than the 
injected bright pulse. The region directly behind the dark pulse then experiences greater gain 
than the CW level and in-turn evolves into a secondary bright pulse.
This is analogous to the dark-pulse-bright-pulse oscillations observed in a semiconductor 
laser, although without the loss mechanisms of the mirrors. In this case the front of the pulse 
always experiences virgin material, causing the initial bright and dark pulses to reach a stable 
transient state rather than diminishing as in the semiconductor laser. As the pulse continues 
to propagate these bright and dark pulses sharpen and tend to a constant shape at the front 
of the pulse. This can be clearly observed in the inset of Figure 7.12 where the pulses 
corresponding to different propagation distances are displayed in the reference frame of the 
propagating pulse.
As in the laser diode investigations (see e.g. Figure 7.7) we see that the injected bright 
pulse is attenuated as it propagates. In these amplifier simulations gain saturation was not 
present, hence it is not gain saturation which attenuates the bright pulse. Intensity dependent 
material losses and a fixed pump rate prevent the device from providing enough material gain 
to maintain the intensity of the bright pulse.
In the laser diode we see the transient evolve to positive and negative values (relative to the 
CW level). In the amplifier the propagative pulse always experiences virgin material which 
leads to different behaviour; the front of the transient evolves to a stable state which continues 
to propagate while the rear continues to evolve. However, the emergence of successive bright
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Figure 7.12: T h e  pulse is shown at d ifferent s tag es  of propagation through 6 0  m m  of 
active m ateria l. Each trace  o ther than  the o n e  at 2 0 0  ps has been offset vertically. T h e  
inset is an overlay of all the traces centred  on the  initial bright pulse. This  illustrates the  
form ation  of a  stab le  propagating  transient.
and dark pulses is due to the same mechanism of gain depletion or enhancement relative to 
the CW level.
As the simulations on the amplifier were carried out in ‘active air’ , the material dispersion 
is insignificant. Also, qualitatively similar results have been observed in TWRE simulations 
with a simple linear gain function [96]. This shows that material dispersion and an accurate 
representation o f the material gain are not necessary to explain the dark pulse formation.
Relaxation oscillations o f the carrier density about the steady-state value are shown in F IG U R E  
7.13. The oscillations follow an exponential decay in the same way as they do when a laser 
diode is switched on (and as expected by small signal analysis o f simple rate equations). 
We expect that, since the initial transient is stable, the bright pulse will evolve into a sta­
ble propagating transient which is simply a re-arrangement of the CW intensity within the 
amplifier.
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Figure 7.13: The total carrier density inside the gain clamped SOA is shown by the 
solid line. The dashed line shows an exponential fit to the peak of the carrier relaxation 
oscillations.
The exponential fit to the relaxation oscillations in the earner density suggest that a stable 
propagating transient will be reached after 4.73 nanoseconds of propagation. Unfortunately 
this corresponds to an impractical simulation distance of 1.4 metres. It is possible that the 
distance required for the stable transient to be obtained could be decreased by increasing the 
drive current or optical pumping intensity. However, the maximum practical distance for a 
simulation of this kind is less than 10 cm meaning that the parameters used would have to 
be physically unrealistic unless distributed computing is employed.
Because these investigations were conducted without significant material dispersion, and in 
air rather than in a dielectric material, further simulations are necessary to verify the results. 
The stability of the propagating transient and off-resonant pulse injection are areas that would 
be interesting to consider in greater detail.
C h a p t e r  8
Phase Dependent Pulse Injection
T HIS chapter investigates a class o f experiment in which the phase o f the injected 
pulse has direct and significant consequence on the resulting behaviour o f the system. 
Experimental results [57,71,87] considered in C h a p t e r  7 were obtained by taking an average 
of many traces and as a result ‘washed out’ any phase dependent effects that were present. In 
previous simulations only travelling wave models have been employed to investigate dark pulse 
formation [71]. Because these models did not contain full phase information, and because the 
averaging o f experimental results removed phase effects, many interesting phenomena have 
been overlooked that we are now able to investigate in detail using the MO-FDTD model.
Simulation results serve to highlight the importance o f including the complete phase and 
also show how phase structure on the injected pulse (e.g. chiip) may have a profound effect 
on the pulse evolution. Inverted relaxation oscillations, chirp-dependent pulse evolution, and 
direct generation o f custom-designed stable pulse trains are three interesting and previously 
unexplored areas that will be considered in this chapter.
Within this chapter two types o f phase control are considered. The first has been investigated 
experimentally by Gordon [87] and is simulated in SECTION 8.1. It is important to stress 
that in this instance the phase control is between the two injected pulses, the relative phase 
o f injected and cavity radiation is still averaged out over many pulse injection simulations or 
experiments. The second type o f phase control is between the injected pulse and the cavity 
radiation. SECTION 8.2 shows why this is important to consider, even for pulses that are of 
a much higher magnitude than the CW radiation. SECTION 8.3 explores the effect o f chirp 
on the injected pulses. Finally SECTION 8.4 presents results which depend on both types of 
phase-locking, the results from this work may be employed to generate stable custom designed 
pulse trains.
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Figure 8.1: Pulse pair injection into a 300 /xm GaAs device biased at twice threshold.
The pulse separation is 0.5 ps and the initial pulse width is 96 fs. The upper trace has 
been offset by 20 mW.
8.1 Injection of Phase-Locked Pulse Pairs
Gordon et al. [87] found that the experimental data for pulse broadening shown in Figure
7.2 was insufficient to uniquely attribute physical values for both the gain curvature and group 
velocity dispersion in a phenomenological model fit to the experimental data. They therefore 
performed additional experiments in which pairs of phase-locked pulses were injected into 
the laser diode. The subsequent evolution was found to be dependent on the relative phase 
of the two pulses and the temporal pulse separation as a result of interference between the 
dispersion broadened pulses.
In Figure 8.1 the injected pulses are transform limited 96 fs Gaussians with a central fre­
quency resonant with the lasing frequency and have a peak power of approximately seven times 
the CW power, all equal to the experimental configuration. The device used in simulations 
was assumed to be the GaAs device described in Chapter 6, shortened to 300 pm.
The injected pulses are initially attenuated as they propagate within the device. As the intensity 
of the injected pulses is low, no relaxation oscillations are observed in the output pulse train 
of the laser diode.
All of the experimentally observed features are reproduced by the simulation. The injected 
pulses are resonant with the CW radiation and propagate for many round trips as seen in the
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previous chapter. The injected pulses are attenuated as they propagate because the cavity is 
unable to sustain greater than the steady-state optical intensity. Because the pulses are o f low 
energy, relaxation oscillations are not present in the output electric field.
As the pulses propagate they experience dispersion, primarily due to the frequency dependent 
refractive index of the semiconductor layers surrounding the active material [57]. In this 
instance the two injected pulses are close enough together that they broaden and overlap. For 
the upper trace in F ig u r e  8.1, the phase difference between the two pulses is i r; when the 
pulses overlap, destructive interference results and the pulses partially cancel each other. The 
lower trace shows that when the relative phase of the two pulses is zero, the pulses interfere 
constructively and the result is a single propagating transient.
The experimental behaviour has been qualitatively reproduced by the simulation. However the 
initial pulse separation has been reduced from 0.75 ps to 0.5 ps. As suggested in SECTION 
7.1.2, the focussing lens will introduce some chirp on the pulse, which would mean that 
the spectral content o f a pulse, with a measured duration of 96 fs, will be larger than the 
transform-limited Gaussian assumed in simulation. This would cause them to disperse more 
quickly and is the likely cause of disagreement between experiment and simulation. A lack of 
knowledge o f the structure o f the device used in the experiments, particularly the composition 
o f the AlGaAs confinement layers which determine the magnitude o f the material dispersion, 
diminishes the merit of a more detailed quantitative comparison.
Similar experimental data on a device with a known structure are required. However it is 
clear that the realistic material dispersion, gain profile, and dependence on the phase structure 
o f the injected pulses - which are all present in our MO-FDTD approach - are necessary 
components of any model to reproduce the experiments.
8.2 The Phase Dependence of Pulse Evolution
F i g u r e  8.2 (a) shows the phase averaged result for an off-resonant 1590 nm pulse injected 
into a device biased at three times threshold. The two lower plots, (b) and (c), show two 
individual traces with a relative optical phase difference o f nr. It is clear that the relative 
phase difference between the cavity and injected radiation has a large effect on the evolution 
o f the pulse trains. The insets magnify the second emerging pulse and show that the relative 
phase can affect the pulse magnitude, width and shape.
In this example the injected pulse power was over ten times the CW power o f the device. The 
large effect that the relative phase has on the pulse evolution has not been observed previously 
because o f the phase averaging that takes place in experiment. This is important because it 
may obscure certain potential applications o f pulse injection into active devices in which 
the relative phase is important. For example, it has been suggested that dark pulses could 
provide an increased data transmission rate in communications systems [97]. Creating dark 
pulses through pulse injection into a CW laser is not a viable option for this purpose. This
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Figure 8.2: The phase-averaged trace for an off-resonant 1590 nm injected pulse is 
shown in (a). Two individual traces, with a relative phase difference of tv are shown in 
(b) and (c). The insets show the emerging pulse after one and a half round trips.
is because the well-defined and stable dark pulses generated are a result of phase averaging. 
In this example the injected pulses would need to be phase-locked with respect to the cavity 
radiation in order to consistently produce stable dark pulses.
One possible explanation for the dark pulse formation in this case could be the amplification 
following the phase-sensitive interference of the pulse and the cavity radiation. FIGURE 8.3 
shows how the electric field envelope varies as the relative phase between the injected pulse 
and CW radiation is changed. The peak of the pulse is always above the CW level - as the 
peak of the pulse is ten times the CW we expect a minimum pulse amplitude of nine times 
the CW and a maximum pulse amplitude of eleven times the CW. When the injected pulse 
is exactly out of phase with the CW the points at which the pulse amplitude is equal to the 
CW amplitude interfere destructively and reduce the electric field intensity to zero (dot-dash 
line).
It is instructive to consider what happens as the resulting pulse propagates inside active 
material. For the majority of cases there is no initial dark pulse as a direct result of destructive 
interference, although the propagating bright pulse may cause one to evolve as the region 
behind it continuously experiences less gain than the cavity average. For the case of destructive
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Figure 8.3: Four pulses with an amplitude of ten times the CW level are shown with four 
different relative phases between the pulse and CW radiation. The solid line shows 
constructive interference for the case when the relative optical phase is zero. The 
dotted and dashed lines show equivalent cases for phase differences of ± 7 r/ 2 , and 
the dot-dash line shows destructive interference for the case when the pulse and cavity 
radiation are in anti-phase.
interference between the pulse and CW (shown by the dot-dash line in F i g u r e  8.3) the dark 
pulse at the leading edge will experience gain, and hence decrease in amplitude. However, the 
dark pulse at the trailing edge will experience loss due to the bright pulse directly in front, and 
will not be diminished until the bright pulse dies out. The result of averaging many different 
amplified phase-sensitive injections will therefore show a dark pulse behind the bright pulse, 
but not a dark pulse in front of the bright pulse.
It is clear that the relative phase of the injected pulse and cavity radiation has a large effect 
on the resulting pulse train and seems logical to question whether phase structure on the 
injected pulse may also play a large part in the pulse evolution, and offer an explanation of 
the poor agreement between experiment and simulation seen for off-resonant pulse injection 
in the previous chapter. This is considered in detail in the next section.
8.3 The Effect of Chirp on Pulse Evolution
With a clear dependence of the injected pulse evolution on the relative phase of the injected 
pulse and CW radiation, it seems likely that this pulse evolution will also be strongly dependent 
on any phase structure within the pulse: That is, any non-linear variation of optical phase with 
time. The simplest example is chirp or linear variation of the optical frequency (quadratic 
variation of the instantaneous optical phase) with time. In this section we will explore this 
idea by investigating the effect that chirp has on the pulse evolution for both resonant and 
off-resonant pulses.
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8.3.1 Resonant Chirped Pulses
Essential experimental components such as dielectric mirrors and focusing objectives embody 
a frequency dependent refractive index which induces group velocity dispersion (GVD) of 
an optical pulse. The low frequency components o f the pulse propagate faster than the high 
frequency components, the result o f which is to introduce a spectral variation across the pulse, 
the low frequency components are found at the front of the pulse and the high-frequency 
components at the back. In the experimental data that was available none o f the pulses 
were fully characterised in both time and frequency. Here we investigate the effect that such 
frequency chirp has on injected resonant pulses.
FIGURE 8.4 shows the phase-averaged results for four different injected pulses. The injected 
pulses were Gaussians with negative, zero and positive chirp, and an unchirped sech2 pulse 
(top to bottom). The unchirped Gaussian is 80 fs in duration and has the same energy and 
spectral width as the chirped Gaussians and the same energy as the sech2 pulse. The chirped 
pulses were generated by injecting the transform-limited Gaussian into an inactive material 
with material dispersion equal to that o f Alo.5Gao.5As and are o f equal spectral width but 
longer duration as a consequence o f the dispersion.
The left-hand column shows the full spectral information o f the pulses. For a typical configura­
tion for this type o f experiment, this is in the range of experimentally determined values [86].
The second column shows the recirculating pulse width as the pulse propagates through the 
device. As the negatively chirped Gaussian pulse propagates, the GaAs device induces positive 
GVD and the high-frequency components of the pulse are overtaken by the low-frequency 
components which were initially at the rear o f the pulse. The result is that the pulse width is
initially seen to decrease, and then broadens at a comparable rate to the other pulses.
As can be seen in the third column, the pulse width varies considerably after a single pass, the 
positively chiiped Gaussian having the widest FWHM, and the negatively chirped Gaussian 
the shortest FWHM. The pulse train is shown at 400 ps in the final column. There is little 
qualitative difference between any o f the traces, dark pulses are starting to form and the bright 
pulses are still very significant. The pulse magnitude is largest for the sech2 pulse and smallest 
for the positively chirped Gaussian.
The effect o f chirp on resonant pulse injection is visible, but the bright pulse lifetimes and the 
evolving pulse trains are still very similar. In a comparison between simulation and experiment 
for resonant pulses it is reasonable to say that the chirp has a less significant effect on the
pulse evolution than the spectral width and central frequency o f the injected pulses.
8.3.2 Off-Resonant Chirped Pulses
The injection of an off-resonant pulse, shown in FIGURE 7.8, showed only reasonable agree­
ment with experiment. For injected pulses with a central wavelength energetically below
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(longer than) the lasing wavelength, simulations show dark pulse formation, in good agreement 
with experiment. For injected pulses with a central wavelength energetically above (shorter 
than) the lasing wavelength, experiments show that the bright pulse is longer lived, and no 
dark pulse forms. In simulation however, dark pulses are still seen to form and this is one o f 
the major disagreements with experiment.
F i g u r e  8.5 shows the result o f injecting off-resonant chiiped pulses into a 400 p m  GaAs 
device. The evolving pulse train is shown in the right-hand column for injected pulses above 
and below the lasing wavelength and with positive and negative chirp. The pulses were 
initially transform-limited 80 fs Gaussians, which were injected into 800 ^m of inactive, 
dispersive material. The emerging pulse was recorded and injected into a GaAs device which 
was operating at twice threshold.
The resulting traces show several interesting results. For both the 785 nm and 815 nm 
pulses we see that the bright pulse lives for longer when it is positively chiiped. Relaxation 
oscillations are visible for the 785 nm pulse injection, but not for the 815 nm pulse injection. 
This is likely to be because o f the overlap o f the pulse spectrum and gain function. As shown 
in (a), the 785 nm pulse has a larger overlap with the gain spectrum than the 815 nm pulse, 
and both are in the amplifying region of the gain curve, i.e. will cause stimulated emission 
o f carriers.
It is interesting that the clearest dark pulses are formed following the injection o f an 815 
nm pulse and for 785 nm pulse injection the bright pulse is much longer lived. This shows 
that chiiped pulses offer improved agreement with experiment and may explain the previous 
discrepancy over dark pulses forming on one side o f the lasing wavelength, but not the other.
Plots (b) and (c) show that the emerging pulse shape is more complex than has been observed 
for the transform-limited pulses. The spectral variation across the pulse means that constructive 
interference may exist at one point in the pulse, but as the spectral components change along 
the duration, so does the interference with the cavity radiation. It is particularly interesting 
that for the 785 nm pulse injection a dark pulse is seen preceding the bright for injected 
pulses with positive or negative chirp.
The observation o f dark pulses preceding the bright clearly illustrates a second method for 
the formation of dark pulses. In Chapter 7 the dark pulses were formed by gain depletion. 
That cannot be the case when the dark pulse precedes the bright and in this instance the dark 
pulse is directly formed by coherent destruction o f the CW radiation. The situation of a dark 
pulse preceding a bright pulse has been observed in experiment but the result is not currently 
regarded with confidence [86].
It is clear that two mechanisms for dark pulse formation have been identified; dark pulses 
may be formed by gain depletion, or by coherent cancellation o f the injected pulse with the 
CW radiation. Gain depletion is the dominant mechanism when the injected pulses are intense 
and resonant. The evolution o f pulses that are off-resonant or o f low intensity is dominated 
by interference effects. In both cases the effects o f gain depletion and interference occur in
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different magnitudes. In fact, it is gain depletion or enhancement that leads to dark-pulse- 
bright-pulse oscillations, even for very low injection powers.
A pulse with the same central wavelength and the same peak power but a different spectral 
content results in very different behaviour. This illustrates very clearly the importance of 
obtaining the full spectral-temporal characteristics o f the injected pulses.
8.4 Net-Zero Phase Pulse Injection
In this section we consider the effect o f locking the phase of injected pulses with respect to 
the phase o f the cavity radiation. As we saw in SECTION 8.2 the relative phase o f the injected 
pulse and cavity radiation may lead to constructive or destructive interference and produces 
very different results in each case. The effect o f the interference between the injected pulse 
and cavity radiation is most significant for pulses of low peak powers. If the injected pulse 
peak power is equal to, or less than the cavity radiation, it is possible to obtain complete 
destruction o f the injected pulse and directly create a dark pulse within the cavity.
F i g u r e  8.6 (a) shows the injection of a 1 ps pulse, with a peak power equal to the CW 
power o f the laser. The pulse interferes constructively with the CW radiation and stimulated 
emission causes relaxation oscillations in the output optical power (solid line) and the carrier 
density (dashed line), (b) shows an identical pulse injected with a phase difference of i r .  
The destructive interference creates a dark pulse which propagates through the cavity. The 
decreased optical intensity initiates inverted relaxation oscillations. The resulting output power 
is a near1 mirror image of the constructive interference case shown in (a).
It was shown in SECTION 7.2 that the stability o f dark pulses can be understood as a re­
distribution o f the CW cavity power. With injected pulses phase-locked to the cavity radiation, 
it is possible to choose to interfere constructively or destructively with the CW radiation, (c) 
shows the result o f injecting a phase-locked pulse pair into the cavity. The pulses are 1 ps 
pulses o f equal magnitude to those used in (a) and (b) but are offset by a small time difference 
and are o f opposite phase. One interferes to create a bright pulse and the other a dark pulse, 
generating a stable stream o f pulses without any visible relaxation oscillations. This might be 
regarded as a coherent control or coherent cancellation o f both the relaxation oscillations and 
the gain depletion which in the phase averaged case leads to the evolution o f a stable dark 
pulse. This cancellation occurs because the second pulse constitutes an ‘equal and opposite’ 
stimulus of the system, and arrives on a time-scale sufficiently shorter than the relaxation 
period or the initial recovery rate o f the depleted gain.
To investigate this effect experimentally would not require the injected pulses to be phase 
locked to the cavity radiation, which would be very challenging. Instead, phase locked pulse
'Constructive interference will generate a bright pulse which is initially amplified as it propagates through the 
cavity. Destructive interference creates a dark pulse which is still amplified by the cavity and hence is decreased 
in magnitude. The difference between the CW and pulse peak is 16 mW for the bright pulse, but only 10 mW 
for the dark.
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Figure 8.6: In each of the four plots the solid black line shows the evolution of the 
pulse train, the dashed line the carrier density (right-hand axis) and the dotted line 
the level of the steady-state CW emission. Plot (a) shows the case of constructive 
interference of a 1 ps pulse with the CW radiation while (b) shows the same pulse with 
a phase difference of it. (c) shows the result of injecting two identical 1 ps pulses of 
opposing phase separated by a small time delay, (d) shows the effect of increasing the 
second pulse width to 3 ps while maintaining the pulse area. The left-hand schematics 
illustrate the intensity envelope multiplied by the relative phase between the pulse and 
CW radiation.
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pans could be injected into the device and phase averaged to obtain a train of bright pulses. It 
is important to emphasise that phase averaging the results from injecting a single pulse with 
random phase relative to the cavity will result in a bright pulse being recorded. If the injected 
pulse happens to be in-phase with the cavity radiation, it will be amplified on the first pass. 
An injected pulse that is in anti-phase with the cavity radiation results in a dark pulse, which 
is decreased in amplitude on the first pass (the region of depleted optical intensity experiences 
gain). Although the random phase between an injected pulse and the cavity means that a dark 
or bright pulse could be formed, the injection of two pulses of equal area and opposing phase 
means that the net difference in the electric field amplitude is zero. If the same experiment
CHAPTER 8. PHASE DEPENDENT PULSE INJECTION 91
were repeated with a single pulse, relaxation oscillations should be visible, even though the 
injected energy is only half of that for the pulse pairs.
The condition for generating stable streams of pulses by this method is that the injected pulse 
pair have ‘net-zero’ phase with respect to the cavity radiation. Increasing the width of one 
of the pulses, and decreasing the amplitude allows one of the pulses to be enhanced while 
maintaining the pulse area and hence stability, (d) shows the pulse train after increasing the 
dark pulse width to 2 ps and decreasing the height by a factor of two. This allows the direct 
creation of a train of bright pulses which remains stable for several hundred picoseconds.
The principle is also found to hold for arbitrary pulse shapes, from Gaussian to more extreme 
top-hat pulses. Injecting a rectangular pulse with the same duration as the cavity round-trip 
time means that the enhanced pulse (bright or dark) can have a larger peak power than the 
CW power.
Time (ps)
Figure 8.7: A meta-stable dark pulse train formed by the injection of resonant phase- 
locked square pulses into an InGaAsP device biased at twice threshold.
Figure 8.7 shows the evolution of injected phase-locked square pulses. The short dark pulse 
loses the initial square shape quite quickly as it propagates and experiences gain, however 
the dark pulse remains clearly defined for over 200 ps. Additionally the unusual shape of the 
interference pattern propagates with stability for many round trips.
If the phase of the injected pulses is changed by 7r it is possible to directly create stable streams 
of dark or bright pulses. Hence a method is presented for generating streams of stable dark 
and bright pulses and a method for coherent switching between the two. The customisable 
and meta-stable pulse train has a high repetition rate (equal to the cavity round-trip time). 
Such a method may be useful in optical data transmission, optical computing or in controlling 
chemical reactions.
The requirements for generating stable pulse trains are that the injected pulse peak power 
should be less than the CW power (though this can be enhanced by the second pulse) and 
the pulse duration should be less than one round trip of the device. The pulses may be an
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arbitrary shape, although pulses with sharper features will experience reshaping in a shorter 
time than smoother ones.
C h a p t e r  9
Conclusions and Further Applications 
of the MO-FDTD Model
T HIS chapter draws together the conclusions and reviews the results o f this thesis. The 
development o f the MO-FDTD model and results from the model are summarised. 
Following this, the achievements o f the thesis are presented. The limitations of the project 
are then discussed and are followed by a section describing future work. Finally, the initial 
results o f some additional applications o f the model serve to highlight future work and the 
ability o f the model developed.
9.1 Thesis Review
The purpose o f this thesis was to establish a numerical model that is suitable for investigating 
femtosecond pulse propagation in semiconductor lasers. The final model developed has been 
applied to investigate pulse injection experiments that are very challenging to simulate. The 
predictive power o f any numerical model is excellent justification for the development o f the 
model and this has been realised in the phase dependent pulse injection experiments. We will 
now briefly review the salient points o f the thesis.
9.1.1 Development of the M O -FD TD  Model
The requirements for a numerical model were discussed in C h a p t e r  1. The final requirements 
were that the model contained a gain function which has a realistic dependence on carrier 
density and frequency, the inclusion o f material and gain dispersion, retaining full phase 
information, and the ability to simulate nanoseconds o f pulse evolution.
In order to develop the model and an equivalent TWRE model for validation, the model had to 
be constructed very clearly, and the relationships between the two models obtained. The active
93
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material equations were derived in Chapter 2 and the equations for the electromagnetic field 
in Chapter 3.
The electromagnetic field was calculated by direct integration in the time-domain using the 
FDTD method. One o f the most significant developments o f this work was to show that a 
suitable choice for the grid resolution may be used to include a frequency dependent refractive 
index and simultaneously reduce the time for computation. This was presented in Chapter 4 
and is of consequence for FDTD simulations of electromagnetic propagation inside dielectric 
material below the band-edge.
The gain function was modelled using Lorentzian oscillators. It was shown in CHAPTER 
5 that the empirical fit of several oscillators to two gain curves allows the gain shape to 
be reproduced accurately whilst enforcing the desired dependence on carrier density. It also 
removes all of the ambiguous parameters within the model other than the intrinsic absorption. 
A required input to the model is therefore the gain function for at least two different carrier 
densities, these gain functions may be obtained experimentally or by separate calculation. 
The resulting gain description is found to contain a realistic a-factor which indicates that the 
optical susceptibility has also been represented well in the real domain (the imaginary being 
the gain function). Additionally the gain description is only slightly more intensive than the 
single oscillator model, meaning that we are able to run much larger simulations than with a 
full microscopic model.
With the development o f a new model it is important to carry out validation against an 
established model where possible. A comparison with the TWRE model was conducted in 
C h a p te r  6  which verified the MO-FDTD model and also highlighted the limitations o f the 
TWRE model.
9.1.2 Application of the M O -FD TD  Model
With the model finalised and validated it was applied to pulse injection experiments in 
Chapter 7. The simplest case is the injection of a resonant pulse into a CW edge-emitting 
laser that is biased above threshold. The propagating pulse broadens due to material and gain 
dispersion. In this instance simulation shows good agreement with experiment.
Dark pulse formation has been investigated for a range o f configurations including varied 
device bias, injection power and injection wavelength for InGaAsP and GaAs devices. In 
most cases reasonable agreement has been found with experiment. The discrepancy between 
simulation and experiment may often be resolved by invoking frequency chirp on the injected 
pulses. None o f the experiments reported a full spectral-temporal characterisation of the 
injected pulses and hence we cannot be confident that the simulation exactly reproduces 
the experimental conditions. The significance that the phase structure of the injected pulse 
has on the evolving pulse train is another important result o f this work.
Two different mechanisms for dark pulse formation were identified and both occur in different
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proportion according to the experimental specifics; the injection of a high power, resonant 
pulse creates dark pulses primarily through gain depletion, whereas for off-resonant - or low 
intensity - pulse injection, coherent interactions play a more significant role.
Phase dependent pulse injection was investigated in detail in C h a p te r  8 . It was shown 
that the relative phase o f the injected pulse and the cavity radiation has a profound effect 
on the evolution of the pulse. Experimental results reported previously have overlooked the 
significance o f the relative phase since the relative phase is not controlled and varies randomly 
on the time-scale of the data acquisition. By controlling the relative phase o f the injected and 
cavity radiation it is possible to generate streams o f bright pulses or, with a phase change o f it, 
streams o f dark pulses. Directly injecting dark pulses results in inverted relaxation oscillations.
It was shown that, by injecting a pulse that interferes constructively with the cavity radiation at 
the same time as, or within one round-trip of, a pulse that interferes destructively, meta-stable 
pulse trains may be generated without relaxation oscillations. While maintaining the area 
of the pulses and the ‘net-zero phase’ relationship with the cavity radiation it is possible to 
modify the pulse shape to emphasise either the bright, or dark pulse, and to create meta-stable 
pulse trains o f arbitrary shape.
9.2 Achievements
1. The development of the MO-FDTD model. This offers a mechanism for investigating 
ultrashort pulse injection and evolution on up to nanosecond timescales. The use of 
multiple oscillators to describe the active material is far less intensive than a microscopic 
model. The multiple oscillators are fit to two gain curves to result in a gain function 
that has a realistic dependence on frequency and carrier density.
2. The spatial grid resolution may be tuned to incorporate a realistic frequency dependent 
refractive index and simultaneously reduce the computation time for FDTD simulation 
of dielectric materials.
3. An improved understanding o f the mechanism for dark pulse formation. Regimes have 
been identified in which dark pulse formation is primarily due to gain depletion (for 
resonant or intense pulse injection), and one in which it is primarily due to coherent 
effects (for off-resonant or low intensity pulse injection),
4. An explanation for the stability o f dark pulses. It was unclear why dark pulses should 
remain stable for tens o f round-trips while the bright pulses that stimulated the dark 
pulses only live for several round-trips. An integration o f the optical field shows that 
dark pulse stability may be explained as a re-distribution o f the CW cavity radiation.
5. It has been shown that pulse evolution in above threshold devices is strongly dependent 
on the relative phase o f the injected pulse and cavity radiation. This is likely to be very 
significant in any application o f pulses injected into above-threshold cavities.
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6. The phase structure of the injected pulse has been shown to have a strong effect on pulse 
evolution, particularly for injected off-resonant pulses. This highlights the importance 
of obtaining a full characterisation of the pulse in experiments, particularly when it is 
desired to adjust the pulse centre wavelength, peak power, or duration - each of which 
might have implications on the phase structure of the pulse.
7. The identification of inverted relaxation oscillations which may be generated by injecting 
a pulse which interferes destructively with the cavity radiation.
8. Injecting a ‘net-zero phase’ pulse into the laser results in meta-stable pulse train. The 
resulting pulses may be dark or bright and the shape can be customised, though sharper 
pulses will be less stable.
9.3 Limitations
Since it is beyond current computational resources to simulate spatially extended and spatially 
inhomogeneous structures in three-dimensions with a full microscopic treatment of the gain 
and earner dynamics, the features of the presented model were restricted to those essential 
to reproduce the main phenomena of interest. There are four main classes of limitation to the 
model, each of which will be assessed in the following four sections.
9.3.1 Limitations Preventing Investigation of the Target Phenomena
The model has been successful in explaining and interpreting most, but not all, of the phenom­
ena associated with the injection of femotosecond pulses into laser diodes and generation of 
transients including dark pulses, as represented in the published experimental data [71,88,89].
The main limitation in this regard is the omission of any treatment of carrier dynamics. 
Although the spectral variation of the optical gain is an important feature of the simulation, 
the corresponding distribution of earner energies is neglected. Redistribution of the earners 
by carrier-carrier or carrier-phonon scattering occurs on sub-picosecond timescales, hence the 
model cannot be expected to reproduce sub-picosecond earner dynamics accurately.
One example of the importance of resolving the carrier energy is identified by the recent 
experimental results of Baxter et al. [86]. These show that pulse injection of a sufficiently 
high intensity leads to an inversion of the relaxation oscillations. The gain at the peak of the 
distribution is saturated and absorption of the high energy tail of the injected pulse becomes 
dominant. The current model is unable to reproduce these results since the gain saturation is 
not frequency resolved, i.e. it is not possible for absoiption and stimulated emission to occur 
at the same time.
Kauer at al. [71] used a simple effective-temperature rate equation approach to treat carrier 
heating within the framework of a TWRE simulation. They claim that variations in the carrier
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temperature were responsible for the evolution of dark pulses on long timescales (the dark- 
pulse-bright-pulse oscillations). However, we have reproduced these oscillations using the 
MO-FDTD simulation described here without any treatment of earner heating. A full treatment 
would require the carrier energies to be resolved using a microscopic model.
9.3.2 Limitations Associated with Required Input to the Numerical Model and 
the Comparison with Experimental Results
The model requires direct information on the device structure (e.g. the cavity length), on 
parameters derived from the device structure (such as the confinement factor), parameters 
derived from the material properties (the effective refractive index and material dispersion), on 
experimental conditions (such as the diode bias and the injected pulse power, wavelength, and 
duration) and finally on the optical gain spectrum (calculated independently but also depending 
on the material composition, well widths etc). Lack of information on the device structure 
and corresponding uncertainty in the parameters is a principal barrier to the comparison of 
theory with experiment.
This lack of information could be addressed in a combined experimental and theoretical 
study, with custom made devices backed up by characterisation of the refractive index and 
gain spectrum (e.g. by Hakki-Paoli method for two different device lengths [98]). In addition, 
full characterisation of the injected and emitted pulses is essential. In recent experiments by 
Baxter et al. [86], such a characterisation has been performed and, for example, the influence 
of frequency chiip predicted in this thesis has been experimentally verified.
The empirical fit to two different gain curves fixes all of the parameters of the Lorentzian 
oscillators, fixing all of the parameters in the polarisation equation. The only remaining 
parameters are the optical confinement factor, which may be calculated if the device structure is 
known [20], the effective carrier lifetime, which may be measured by pump-probe experiments 
[99], and the intrinsic absorption, which may be determined from experimental measurements 
on devices of identical structure but different cavity length using equations (3.42-3.44). 
Finally, diffusion lengths of the minority carriers may be measured experimentally by e.g. 
photo-luminescence [100].
9.3.3 Limitations Associated with Computational Resources
Although the computational resources available to this project were quite powerful by today’s 
standards (a 64 dual node and 4 quad node cluster of 2 GHz AMD Opteron processors), the 
total length of structure, and the total time period, that can be simulated are still limited by 
the computer time required.
It is possible to distribute the simulation over multiple nodes, splitting the grid into many 
regions for parallel computation. Unfortunately the many phase-averaging runs still need to
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be obtained. In practice the averaging runs were completed simultaneously using two or four 
processors for each relative phase of pulse injection and OpenMP to parallelise the simulations 
within the nodes.
Extension of FDTD approaches to two or three dimensions have been reported [2,44], but 
the computational cost is prohibitive except for small dimensions or small time periods.
9.3.4 Limitations Associated with the Approach Taken
The FDTD method offers a flexible and powerful approach to the integration of the electro­
magnetic field. The computational limitations discussed in the previous section are the primary 
drawback to using the FDTD method. In two or three dimensions the method becomes more 
complicated, with the necessary implementation of different boundary conditions and more 
complex integration routines.
Limitations associated with the representation of the gain by a series of Lorentzian oscillators 
connected to a shared reservoir of charge earners have been discussed above. It would be 
possible to assign a separate reservoir of carriers to each oscillator, coupling different reservoirs 
by appropriate rate equations to model approximately the earner energy dynamics. However, 
in full microscopic models a resolution of at least fifty k-points is required for numerical 
stability [101] so it is highly likely that such an approach would be problematic.
9.4 Further Work
A number of avenues for further investigation can be identified which may use the present 
model without substantial modification.
9.4.1 Combined Experimental and Numerical Investigation of Pulse Injection
Detailed comparison with experimental measurements of well-characterised structures was an 
initial aim of the simulation project reported here, however new experimental results were 
not available on the required timescale and hence we have simulated results published in 
the literature, with the inherent uncertainties in device structures and phase structure of the 
injected pulses.
Characterisation of laser diodes using spectral-temporal methods (XFROG [102]) and in­
dependent measurements of optical gain are now being performed. Phenomena which have 
been predicted in this thesis, such as the influence of frequency chirp of the injected pulse 
and the dependence of dark pulse amplitude on injected pulse intensity, have already been 
experimentally verified and show that the dark pulse intensity saturates once the injected pulse 
energy is comparable to the electromagnetic energy stored within the laser cavity.
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With such promising early results, a frequency-resolved investigation o f pulse injection and 
evolution using experimental and numerical methods is likely to present interesting and 
conclusive results.
9.4.2 Phase Control of Pulse Trains
It has already been shown here that control o f the phase of the injected pulse can lead to the 
generation o f streams o f bright or dark pulses. Further investigation is needed to determine 
their stability over longer timescales, dependence on the duration and shape o f the injected 
pulses and the material properties o f the laser diode. Ultimately, full shaping o f the pulse in 
the spectral and temporal domains could be employed to optimise the generation o f stable 
pulse trains or to produce pulses of a specified shape. This is analogous to the coherent control 
o f chemical reactions, where adaptive control methods incorporating stochastic adjustment of 
the injected pulse are used to optimise the reaction yield.
The experimental demonstration of phase control is challenging as it requires locking phases 
o f the amplified Ti-Sapphire pulse and the laser diode emission. Simpler experiments can be 
envisaged in which the relative phase is modulated at rates faster than the dephasing rate and 
the phase-correlated signal synchronously detected.
9.4.3 Investigation of Alternative Device Structures
The devices considered in this thesis were Fabry-Perot lasers and gain-clamped optical am­
plifiers. The primary reason for this is that published experimental results were required for 
validating the model and also provided a great deal o f interesting and unexplained physics. 
However, in restricting the devices investigated we have ignored one of the primary advantages 
o f the model - its versatility.
One o f the advantages of a model using the FDTD method to integrate the optical field is that 
the device structure can be adapted very easily and complicated device structures are easy to 
simulate. Distributed-feedback lasers are edge-emitting devices with the advantage that the 
feedback is frequency selective [20]. This results in single longitudinal mode operation rather 
than the multi-mode operation typically observed in a Fabry-Perot device. The frequency 
selective feedback may be obtained by selectively etching one layer periodically along the 
cavity length, resulting in interference between the multiple reflections and preference for a 
mode matched to the grating period. Within the model developed it would be possible to 
define a modified effective refractive index or confinement factor along the device to simulate 
a DFB laser.
Distributed Bragg reflector (DBR) lasers also use frequency-selective feedback to attain single 
longitudinal mode operation. In this instance the frequency selection is a periodic mirror 
(etched or layered) placed at the ends o f the cavity - the most significant difference from a 
DFB laser is that the grating is not present in the active region.
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Gordon has demonstrated an all-optical method for releasing light stored in a DFB laser [103], 
Light which is unable to propagate past the stop-band of the mirror is released when an intense 
laser pulse modifies the refractive index o f the material by earner heating and carrier density 
changes. Simulating this type o f experiment requires a numerical model that can handle 
complex inhomogeneous structures, and a realistic frequency and carrier density dependent 
refractive index. The MO-FDTD model is ideally suited to such investigations.
9.5 Pilot Studies
One large advantage of the FDTD method lies in its versatility. The inclusion o f a full time- 
domain gain function and dispersion allows this versatility to be maintained while extending 
the range o f applications to include many active devices. This final section will present some 
early results from alternative applications o f the model to highlight potential applications of 
the MO-FDTD model and suggest topics for future research.
9.5.1 Vertical Cavity Surface-Emitting Lasers
One advantage of the FDTD method is that spatially inhomogeneous structures may be defined 
down to sub-wavelength scales and investigated with ease. A vertical cavity surface emitting 
laser (VCSEL) consists o f a gain region surrounded by two high-reflectivity dielectric mirrors. 
The mirrors consist of many pairs o f high and low refractive index layers, each of which has 
an optical thickness o f A/4. A  simple VCSEL structure is shown in F i g u r e  9.1, along with 
the steady-state electric field.
Individual mirrors may contain 30 mirror pairs and reflect over 99% o f the incident light [104]. 
Placing two of these minors on either side o f a A ‘defect’ results in a dip in the reflectivity at 
the wavelength, A. This defect may be chosen to coincide with the peak o f the gain material 
resulting in a single longitudinal mode laser with a high differential efficiency. The numerically 
extracted reflectivity, gain and phase shift are displayed in the right-hand side o f FIGURE 9.1.
FDTD simulation of VCSELs has been investigated including passive mode-locking [83] and 
optically pumped devices [76] though not with the inclusion o f material dispersion. It would 
be interesting to see whether material dispersion significantly affects the dynamic behaviour 
o f the devices.
The spatial distribution of transverse modes is an important issue in VCSELs, controlling 
for example the polarisation state o f the emitted light. Switching o f the transverse mode 
by injection of phase-controlled pulses has been demonstrated [103], Simulation o f this 
phenomena would require implementation of a 2-D version o f the present model. Because 
the gain region of a VCSEL is very short, the computational demands are reduced compared 
to an edge emitting laser diode, making a 2-D or 3-D simulation tractable. Previous work by
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Figure 9.1: A simple VCSEL structure is defined by assigning the required dielectric 
constant to the appropriate grid points. The active material is defined in the centre of 
the structure and the model is then integrated to obtain the steady-state electric field 
pattern shown in the left-hand plot. The right-hand plot shows the extracted gain, phase 
and reflectivity for the device.
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Boehringer [76] has investigated 1-D VCSEL simulations with a full microscopic treatment 
o f the material gain.
It is, at present, unclear whether the material dispersion could be included through tuning 
the numerical dispersion. For the GaAs material, the grid spacing was previously reduced to 
just 5 points per wavelength. Although this would result in a dielectric mirror layer being 
represented by just one or two grid points it may still be capable o f simulating a VCSEL. 
The reason for this is that the temporal step is smaller than the Courant limit. The time step 
is typically set to one twentieth o f an optical cycle, meaning that one wavelength will still 
be defined by twenty temporal points. As the grid spacing is typically defined by the lasing 
wavelength, it is likely that dispersion could be included, although the dielectric mirrors would 
place the additional constraint that the grid spacing is an exact multiple o f A/4.
9.5.2 Colliding Pulse Mode-Locking
A colliding pulse mode-locked (CPML) laser is an example o f a multi-section laser. Such 
multi-section lasers can be simulated by the present model without any additional computa­
tional burden. CPML devices are capable o f producing ultrashort (300 fs) pulses with very 
high repetition rates (100 GHz) and stable pulse shapes. The basic principle is to have a lossy 
region inside the laser cavity which the electric field can only overcome when colliding pulses 
are coincident in this absorbing region [105,106].
A schematic for the structure o f a CPML device is shown on the left o f Figure 9.2. The 
absorbing region is in the centre o f the device. The origin o f mode-locking in this sort of
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device is that two pulses propagate round the device and coincide in the centre to saturate 
the absorption, resulting in a periodic time dependent loss mechanism. This results in pulses 
being emitted at a repetition rate of twice the round-trip time from each facet of the device.
The right-hand plot in F ig u r e  9.2 is half of the CPML device. In this case a single pulse 
propagates through the device. On reflection the intensity of the pulse is high enough to 
saturate the absoiption. This is known as self-colliding pulse mode-locking (SCPML). The 
repetition rate is equal to the round-trip time of the device, and equal to that of the CPML 
device (since the SCPML device is only half the length of the CPML device but the period 
is equal to the round-trip, rather than half a round-trip).
Eo
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Figure 9.2: A simple structure for colliding pulse mode-locking is shown on the left. The 
device is an edge emitter with a lossy region in the centre and gain regions on either 
side. The self-colliding pulse mode-locked device on the right is one-half of the colliding 
pulse device, in this case the lossy region is at the facet.
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Figure 9.3: The electric field output from one facet of a colliding pulse mode-locked 
device. As the drive current is increased from 30 mA to 40 mA and then 50 mA the 
mode-locked pulses become more intense and shorten in time. The right plot shows 
the spectrum for the device biased at 50 mA.
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The general requirements to achieve mode locking in these devices are that the differential 
loss o f the absorbing region is larger than the differential loss of the gain region and that 
the carrier lifetime in the absorber is less than the carrier lifetime in the gain material [10]. 
Monolithic CPML devices may be manufactured by dividing a standard edge-emitter into 
absorbing and gain regions [107]. This can be done by breaking the contact across the device 
so that one region becomes unpumped and absorbing. The carrier lifetime in the absorbing 
region may be reduced by ion implantation or proton bombardment. The absorbing region is 
operated under zero or negative bias to achieve mode-locking.
For the simulations in this pilot study, the gain constants were doubled to satisfy the condition 
on the differential gain in the absorbing and gain regions. The effective carrier lifetime in the 
absorber was set to 20 ps, with the carrier lifetime in the gain region being 280 ps. Under 
these conditions the emission was in the form o f strongly modulated pulses at the round-trip 
period rather than the continuous intensity emission obtained in homogeneous structures.
Figure 9.3 shows the result o f simulating the CPML device at a bias o f  30 mA, 40 mA and 
50 mA. As the device bias is increased the FWHM of the emerging pulses decreases from 
660 fs to 510 fs and then 490 fs. On the right, the spectrum is shown for a device bias o f 
50 mA. It is interesting to note that the modes look like two inter-locked spectra, alternating 
between successive high and low spectral intensity. This is known as double mode spacing 
and it has been shown experimentally that it is possible to change between double and single 
mode spacing by adjusting the bias on the absorbing region [107].
One further area that may be interesting to investigate further is the effect o f dispersion 
on the pulse-shortening mechanism. It has been shown that this is strongly influenced by 
dispersion [108,109], making the MO-FDTD model an ideal candidate for simulation.
Derivation of the Semiconductor Bloch 
Equations
A p p e n d i x  A
Evaluation of b—k&ki ^kb fc
[b-kak, a{'bl_k,] =  b - kaka\,tb^ _kf -  <4+1*,/b -kak 
=  A l -  A2 
A l  =  b-.ka,kal,l__k,
We now aim to rearrange A l to obtain A2, at which point we will have solved for the 
commutator. Equation (2.8) may be written akcbfc, — — ak,ak +  5kjk>, substituting this into the 
above equation, we may interchange the positions of ak and a^ .,
A l =  b - f c  ( -a j.,a fc +  8 k > k > ^  b '_ fc >
=  fc-.fe&Lfe'tffc.fc' -  b_kal,afcl_fc,
Electron and hole operators always anti-commute, so the result of interchanging a hole and 
electron operator is to multiply the expression by —1.
A l =  b -kl _ k,8k,k' +  b_kal,l_fc,ak 
=  b - kblfc,5k,k> -  afc,b^kb f k,ak
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The two hole operators now need to be interchanged
A l =  b-kbUk,5kyk' -  +  <L.fc - k')ak
=  b - kbLk'bk,k' ~  aj.,afc<5_fe - k> +  aJ.@Lfc/6_fcafe 
=  b-kb'_k,Sk)k> -  (Jk,ak5 -k - k' +  A 2 
[6—fcOfc) =  -Al .A2
=  +  £fc,fc') fa,kf -  al,ak5 -k _ fe/
This commutator is zero unless fc =  fc'
[b—kak, aJ,&Lfc] =  1 -  a^afc -  b^ _kb-k
Evaluation of
Evaluation of
b -kak, #Lfc#-fc]
[&_fcafc, =  b - kakb X 'b - k' ~  fl_k,b -k'b „kak
=  A l -  A2
A l — b—kQ>kb k,b—k'
=  b - kfl_k'b -k'ak
=  ( ~ b l „ b - k +  -fc') 6-fc'Gfc
=  b -k'ak5 -k _k> -  b_k,b -kb -k>ak 
— b -k'ak5„k - k> +  A2 
[b—kaki r_ kb-k] =  b—kak
b—fertfc) akCLk
[6— k Gk ,  —  b — k ^ k ^ k 'd 'k ' a^tCbk'b— kak
=  Al -  A2 
Al — b —kakak,ak>
— b—k  ^ ak,ak +  f^c,fc') cik'
f— - b _ kak,akak> + b -kak'5ktk> 
=  A2 +  b -kak'5k>k/
[5 — k Gjk ,  =  b —k CLk
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Evaluation of alb\_k>b-ka>k
[Ofc&lfej b-k'dk'] =  aktf_kb-k'ak' ~  6_fc'afc'4 '4 f c '
=  A l  -  A 2 
A l =  fc'Cifc'
=  4  a*./
t i t
— dfaCLk'b—kf—k' djfi—k'b_kcik'
=  aj,afc/d'_fc _ fc/ -  6 _fc'aJ.afc/6 J
=  ajfc^-fc,-fc' -  b -u  (-afc'flfc +  4',fc) 4 fc 
=  4 afc'<5-fc _fc' -  b-wbLhSk'tk +  &-fe'afc'4&- fe 
=  4 a/c'^-fc,-fc' -  5_fc'6Lfc^ /c',fc +
[ 4 &Lfc> =  4 a& +  tf_kb-k  ~  1
Evaluation of 4  b lk,b l kb -k
[44fc> b~k'b-k '} =  4 &t-fc6-fc'&-fc/ -  4 fc+ - /c '4 4 f c
=  A l -  A2 
A l =  4 6-fc&-fc^-fc/
=  — 4 4 fc '4 fc ^ -fc '
=  - 4 4 f c '  { -b -k 'b i tc +
=  - 4 6-fc'<5-fc' -fe +  4  4fc'fr~fc'4fe
=  -4 4 fc ^ -fc '- f c  -  4 fc' 4 6-fc'4fc  
=  - 4 &Lfe^ -fc',-fc +  4fc '& -fc '46- fc 
[4 4 fc > 4 fc &-fc] =  ~ akb-k
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Evaluation of 4 4 * .  > akak
[afc6+-fc > 4 'afc'l =  4 6+- fc4 ' afc' ~  4 af c '4 4 fc
=  Al -  A2
a i  =  4 4 fc4 ' afc' 
=  + 4 4 ' afc '4 fc
~  ~ ak'akak 'l_ k
=  —4 '  (*- a fc,4  p  4 * .
=  - 4  'bt- k8ktk' +  4 ' a f c ' 4 4 fc 
[ 4 4 * * 4 * * ]  =  - 4 4 *
We already have expressions for all of the required commutators. Changing the order of the 
operators in the commutator has the effect of changing the sign.
[A,B] =  AB — BA  
[B,A] — BA — AB
\ A , B \  =  - [ B , A  ]
Making use of the Heisenberg equation of motion (2.13), the commutators that we have just 
derived and the total Hamiltonian (2.12), we may write equations to describe the dynamics 
of the polarisation and number operators.
H i^b—kak — ( Eg -f-
li2k2\
2m, ■J
b—kQ>k> cikCLk
H2k2
2 mh b—kak, b^ _kb—k -(/(fc  &_fcafc,44-fe )  E
(A.l)
Substituting the values for the commutators and the bandgap energy
h2k2 h2k2
hu>k — Eg +  — f
2 me 2mh
We arrive at a series of equations for the polarisation and occupation operators 
:b—kak — iujkb—kcik f^ k  ( f kak +  b kb—k 1^dt
E
fft al b- k  =  iuJ^ akb- k  +  ff fk  ( aU k  +  4 * & - f c  -  1 ) e
^ 4 « fc  =  \ ( ^ 4 4 *  -  p*b—ka lj E  
^ - l - k  =  j% (pkakbLk ~  Pkb—kakj E
(A.2)
(A.3) 
(A.4) 
(A.5) 
(A.6)
Equivalence of the Harmonic Oscillator 
and Optical Bloch Equations
This appendix serves to illustrate the equivalence of the harmonic oscillator and optical Bloch 
equations. This equivalence is particularly important because it justifies the modelling of a 
particular oscillator by a Lorentzian function, a very common step in many semiconductor 
models [2,30,45]. The procedure is to transform the real valued second order (with respect 
to time) harmonic oscillator equation, into complex first order differential equations. A com­
parison shows these equations to be equivalent to the optical Bloch equations. This method 
follows that demonstrated by Klaedtke [44].
A p p e n d i x  B
B.l Eigenvalues and Eigenvectors of the Harmonic Oscillator
A damped, driven, Lorentzian oscillator may be written as
d2P 2 n « dP n —  + u 0P  + 2 j — - F (B.l)
where the first two terms on the left represent the harmonic oscillator equation obtained 
from Newton’s second law and Hooke’s law. The third term, containing 7 , is the damping, 
proportional to the velocity of the oscillator and F  represents the driving force of the applied 
electromagnetic field.
This equation is re-arranged into a pair of coupled first order equations, with P =  Q and 
Q = - ujqP  — 2 7  Q -f F,
'  p '
.  G -
0 1 
--o2 ~ 27
For convenience equation (B.2) may be re-written in vector form
* p " " 0  ’
+
. Q . F
(B .2 )
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x  =  A  ■ x  +  b (B.3)
In order to decouple these equations we need to perform a principle axis transform on matrix 
A. The first step is obtaining the eigenvalues and eigenvectors of the matrix.
0
-U> o
The eigenvalues of A  are found as,
1
-27
a a
=  A
b b
/3 =  \J72 -  c4
(B.4)
(B.5)
A =  — 7  ±  P
Inserting the two solutions of (B.6 ) into equation (B.4), the Eigenvectors are obtained.
-7 ±0
(B.6 )
®1,2 = Wo
1
(B.7)
B.2 Decoupled Differential Equations
To decouple equation (B.3) we need to convert matrix A  to diagonal form. Here we introduce 
the transformation matrix U, composed of the Eigenvectors of the matrix A.
U =7] 
U - 1 -
—y+iQ —7+tO
a>o
1
to[)
1
2^7?
-V jO?
lO Jr
—i f  +  Q 
i f  +  D
(B.8 )
(B.9)
The prefactor, ?/, is useful later in establishing the relation to the optical Bloch equations. As 
(3  (B.5) is imaginary at typical values for the dephasing, 7 , and oscillator resonance, o>o> we 
introduce Q =  — ip Multiplying (B.3) from the left by U~l, and inserting the unit matrix 
U • t / ” 1, we arrive at the decoupled equations,
y  =  D  ■ y  +  e ( B .1 0 )
Where we have assumed that U is time independent and defined the additional terms,
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r — 1y —U  ~ ■ x  
D  = U - 1 • A 'U
e ^ U - 1 ■ b
(B.l 1) 
(B.l 2) 
(B.l 3)
Evaluating these terms with the matrices A , U and U \ we arrive at expressions for y, D  
and e.
V
D
—i
2 rfl
LOr
-UJc
p  +
1
2 7)
iD — 7  0
0  ill — 7
1  — ij/Q.
1  +  ij/O
F
7  +  iO 
— 7  +  iO Q
(B.14)
(B.15)
(B.16)
B.3 Matching Terms to the Optical Bloch Equations
The final step is to consider what the normalisation value, y, and P and Q represent in the 
equations (B.14) to (B.16) such that agreement is reached between the Lorentzian oscillator 
(B.l) and the optical Bloch equations, (2.25) and (2.26).
The two vector equations arrived at in the last section are complex conjugates of each other. 
We consider the top row of the matrix and, from equation (B.10), we have
^  { (o0P  +  ( 7  +  iD) P }  =  {iD +  7 ) +  ( 7  +  iD) P }  +  i  (i -  i j /n )  F
(B.17)
This equation should be equivalent to the optical Bloch equation for the polarisation (2.25)
p — -  (icuo +  7C) p -  iF  (B.l8 )
Where F  — dcv • E  (ne +  n/t — 1) /h. The driving force, F  on the right hand side of (B.17)
should be proportional to that in equation (B.l8 ). Introducing a proportionality factor, / ,  we
require
- i F  =  j -  ( i  ~  <7/ ®  f F  ( B . l 9 )
rj =  L (j +  7 /Q ) (B.20)
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As the polarisation is to be coupled to Maxwell’s equations, the real part of the first component 
of the solution should have the meaning of the polarisation (2.24) and should therefore be 
equal to P.
After substituting (B.20) for i] and retaining only the real terms, we solve for / ,  and arrive 
at an expression for the driving force acting on the polarisation.
If we now consider the terms in the initial two equations that are linear in p, or P, we can 
derive a relationship between the microscopic polarisation, p, and the macroscopic polarisation 
that we require for Maxwell’s equations.
The denominator in the real term for P is set equal to one since 1 »  f 2/D2. The imaginary 
term in P results in a small phase shift that is negligible [44].
At this point we chose to make a substitution for the carrier population, n which reduces the 
storage requirements of the program and simplifies the equations. We can write the number 
of holes in the valence band as one minus the number of electrons, n e +  n h  —  1 =  —  n 3.
We may also set the number of electrons in the conduction band equal to the number of holes 
in the valence band since stimulated emission and absoiption annihilates or creates one of 
each (pumping and decay terms are added later). Hence n e +  r i h  —  1 =  2 (n  — and we 
re-write the equation for the polarisation as,
For the Bloch equation describing the carrier evolution we also require a term for the imaginary 
component of the polarisation. From equations (B.25) and (2.26)
(B.21)
(B.22)
F =  f F  =  - ^ d CV'E ( N e +  Nh -  1) (B.23)
(iD +  7 ) p = ( i D  +  7 ) jw gP +  (7 +  iD) P } (B.24)
P ijD  iO ■
V ' } 7 9 /r>2 ~CY> i 2 4 ?1 + 7  /f i  fP +  f z u)q
(B.25)
(B.26)
(B.27)
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(B.28)
The polarisation in Maxwell’s equations is a vector quantity, P  =  2nadcvP, where na is the 
density of dipoles. Making a substitution for the vector polarisation in equations (B.27) and 
(B.28), and assuming the dipole density into the carrier number to transform it into a carrier 
density, N = nan, we arrive at the equations describing the active material.
In which N  is the minority carrier density (either electrons in the upper level, or holes in 
the lower level) and Nq is the material transparency density at which the populations of the 
upper and lower levels are equal and the material gain is zero, Nq =  Ina. In order to model 
laser dynamics we introduce several phenomenological terms to the carrier equation. The 
occupation of the upper level may be increased directly through a pump term, A. The carriers 
are allowed to decay with a rate j e.
P  +  27P  +  OqP =  -£ E  (N  -  Nq) (B.29)
(B.30)
(B.31)
N =  A -  j eN +  — 2 E ■ P  
fau>0
(B.32)
A p p e n d i x  C
Achieving Steady State Operation in 
the MO-FDTD Model
It is a challenge to achieve steady-state operation o f a Fabry-Perot laser within the FDTD 
framework. In devices with a very short active region, such as VCSELs, the device can be 
‘turned on’ by setting a drive current and introducing a short pulse or some random noise into 
the laser cavity. If a pulse is used it should be very short, typically less than 10 fs, so that it 
is spectrally broad and not centred on a specific wavelength. It is also a advisable to use a 
pulse that is non-resonant with respect to the lasing wavelength. If a noise source is used it 
should be vanishingly small. These starting conditions will be sufficient for shorter devices 
but for longer ones, and in particular Fabry-Perot lasers, starting the simulation in this way 
causes the device to pulsate and would take tens o f nanoseconds to reach steady-state.
Simulations with the travelling wave rate equation model show that this difficulty stems from 
the fact that spontaneous emission cannot be included. Turning the stimulated emission off in 
the TWRE model and instead initiating lasing using a noise source, the same problem occurs 
as with the FDTD model (see FIGURE C.l).
The solution to this problem is to start the simulation by injecting a continuous intensity 
source in to a passive cavity. It is important that the cavity is initially passive, otherwise the 
noise from the turn-on o f the CW source will be amplified and result in instabilities (see 
Figure C.2).
Once the steady passive field is obtained, the coupling should be turned on and the device 
pumped far above threshold. Once in steady-state operation, the drive current can be varied 
quite simply to model different drive currents and relaxation oscillations. In summary the 
method for achieving steady-state lasing in a device with a long active region is as follows;
1. Inject a resonant CW source at less than one hundredth o f the steady-state intensity in 
to a passive device for at least ten round trips.
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Figure C.l: The effect of the spontaneous emission factor on steady-state operation 
for the TWRE model.
2. Continue to inject the CW source and turn the device coupling on. Pump the device 
at ten times threshold for several nanoseconds until steady-state operation is achieved. 
The initial carrier inversion should be zero.
3. Step down the drive current to the desired level. Run for several nanoseconds until 
steady-state is reached.
4. Turn off the CW source and run the device until it reaches steady-state. This should 
only be a short time (of the order 10 round trips), since the CW field injected is only 
a small fraction of the steady-state field.
Surprisingly the multiple oscillator model is much more robust, and simpler to reach steady- 
state. Often the device can simply be ‘turned on’ by injecting the CW source and pumping at 
the desired level. This may be because the alpha-factor, which is zero in the single oscillator 
model, increases the mode selection.
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Figure C.2: Effect of injecting a continuous intensity source into a passive cavity. A 
CW source should be injected for at least ten round trips before the active material is 
coupled to the field.
Levenberg-Marquardt Method
A p p e n d i x  D
This appendix will give an outline of the Levenberg-Marquardt method [65] for non-linear 
least squares fitting. This work is derived directly from a more detailed description of the 
method presented in [66].
The method can be understood as follows; A function, y (x ), that is the sum of M  non-linear 
functions, should be minimised to an arbitrary curve that has been supplied to the method.
The procedure is then to define a merit function, x 2> that measures the quality of the fit, and 
determine the optimum fit parameters by iterative minimisation of this function. It is assumed 
that sufficiently close to the minimum the x 2 function will be well defined by a quadratic.
Here a is a vector containing the fit parameters. In practice each of these parameters is 
minimised in turn in an identical method to a linear fit routine, d is an M-vector, containing 
the first derivatives of the fit parameters, a. D  is an M  x M  matrix which is the Hessian 
(second derivative) matrix of the x 2 merit function at any a.
Up to this point the requirements stated hold for any non-linear curve fitting routine. The 
advantage of Levenberg-Marquardt over other fitting routines such as Gauss-Newton is that it 
is robust and converges over a large range while remaining less complicated than fulI-Newton 
methods. The reason for this is that it employs two techniques, the inverse Hessian method 
(D.3) when the approximation is good to obtain the minimising parameters, and the steepest 
descent method (D.4) to step down the gradient when the approximation is poor.
M
(D.l)
X2 (a,) ~  7  — d - a +  —a D  a (D.2)
1 1 6
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Grinin —Gcur +  D  • [Vyfl (dcu?')] (D.3)
anext = Gcur T X Vx {Gcur) (D.4)
T is used to fix the size of the step down the gradient and must be small enough not to pass 
the minima. The combination of these two techniques results in the minimisation function for 
the Levenberg-Marquardt method,
M
£  a'k, S a l  = P k  (D.5)
l - l
S a ,  (D.6)
Aa«
a'kl =au (1 +  A) (fc -  I) (D.7)
< 4  = a «  fl Q (D.8)
In this notation a' is proportional to the Hessian matrix and is called the curvature matrix. (3
is the first derivative of the curvature matrix and A is a scaling factor that moves the routine 
toward the steepest descent method when it is large, and towards the inverse Hessian method 
when it is small.
With the merit function defined, the first and second derivatives may be calculated numerically 
from the supplied curve, and the minimisation routine proceeds as outlined below.
1. Calculate x2> a parameter that describes the quality of the fit.
2. Pick a value for A.
3. Solve the linear equations for 5a and evaluate x 2 (a +  8a).
4. If x 2 (a + 8a) >  x2 (a ), increase A by a factor 10 and go back to step 3.
5. If x 2 +  8a) <  x2 (a), decrease A by a factor 10, update the trial solution a <— a+8a, 
and go back to step 3.
6. Continue this process until x2 shows no further minimisation, or until the fit require­
ments have been reached.
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