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Abstract
Aggregation-induced emission (AIE) offers a route for the development of solid state organic
luminescent technologies, overcoming the common and undesirable phenomenon of aggregation
caused quenching. Excited-state intramolecular proton transfer (ESIPT) is an attractive feature to
incorporate into the an AIE-active material, which results in red-shifted fluorescence and reduced
self-absorption. ESIPT coupled to AIE can produce materials with emission across the visible
spectrum, with applications in imaging, detection, optoelectronics, and solid state organic lasers.
However, maximising fluorescence is a formidable challenge in attaining first-principles materials
design, due to the interplay between the electronic structure of the chromophore and the crystalline
environment.
In this work, computational methods are used to investigate how the molecular properties and
the environment mediate fluorescence for ESIPT systems. We concentrate on a family of systems,
2’-hydroxychalcones (HCs), with substituent- and morphology-dependent fluorescence. The aim
of this thesis is to uncover the mechanism behind why some of these compounds undergo AIE,
whilst some remain dark in both solution and the solid state.
By initially isolating molecular properties, we find the systems are non-fluorescent in vacuum
due to nonradiative decay via conical intersections. Using cluster models, we then probe the
potential energy surfaces in the solid state, assessing how intra- and intermolecular processes
dictate fluorescence. Based on our calculations, we establish guiding principles which mediate
fluorescence in these materials.
The scope is then extended to a related set of molecules, 2-hydroxyphenylpropenones, whose
AIE behaviour is even more pronounced. We account for their remarkable photochemical prop-
erties through the design rules established for the 2’-hydroxychalcones. We systematically inves-
tigate competing excited state decay channels in a total of eleven systems to evaluate the factors
needed for efficient ESIPT fluorophores, accounting for the crystal morphology, exciton coupling,
and exciton hopping rates. This study of structure-property relationships for luminophores based
on the ESIPT mechanism bridges the understanding of molecular photochemistry with crystal
structure, aiding the development of highly efficient solid state emitters.
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Luminescent organic molecules are used in numerous biological and technological applications.
In aqueous solution they are employed extensively in biological imaging, probing, and detec-
tion. Deposited as thin films and aggregates, they represent the next generation of organic opto-
electronics, where availability and low cost of starting materials, straightforward syntheses, and
lightweight, flexible devices are attractive features. Perhaps most importantly, the luminescent re-
sponse of molecular organic systems can be tuned with relative ease compared to their inorganic
counterparts.1
Since the discovery of electroluminsecence in the 1960s, intensive efforts in academia and
industry have delivered considerable progress in the field of organic electronics, leading to the
development of applications such as field-effect transistors, photovoltaic cells, optical memory
devices, and single-crystal lasers.2 The most prominent success story are certainly organic light-
emitting diodes (OLEDs), which have already reached market adoption for lighting and display
purposes. However, in many areas organic systems suffer from low efficiencies, trial-and-error
optimisation, and decreased performance in aggregated form versus solution. To advance, there
must be control over both the supermolecular structure of the material and the electronic structure
of the molecules within. Neither property exists in isolation, and their interplay must also be un-
derstood, which somewhat complicates matters. Of these contributing factors, it is the electronic
structure and its relationship with the environment which are of interest in this work. The lumi-
nescent response of molecules can change drastically from one medium to another, whether in the
gas phase, as a solution, aggregated as clusters, or in molecular crystals. This thesis focuses on
understanding the interplay between the luminophore and its environment, crucial for designing
more efficient materials from first principles.
We approach the problem using computational chemistry methods to investigate organic com-
pounds exhibiting aggregation induced emission (AIE). AIE-active compounds are non-emissive
17
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in dispersed media, but undergo a switch-on of luminescence, typically in the form of fluo-
rescence, upon aggregation.3 Since technological applications require a thin-film or solid-state
layer, AIE has attracted considerable interest as a pathway to overcome the common effect of
aggregation caused quenching (ACQ), hitherto a major obstacle in the development of organic
luminophores. The potency of AIE systems can be further boosted by incorporating excited state
intramolecular proton transfer (ESIPT) into the chromophore, where the large Stokes shift sepa-
rates emission from absorption and increases the quantum yield of fluorescence.4
We study two families of related compounds which all undergo ESIPT but with a range of
differing luminescent behaviour in the solid state. None of the eleven compounds emit with any
potency in dispersed phase. However, when crystalline, inter- and intramolecular interactions
result in markedly different fluorescent quantum yields. We wish to understand both of these
phenomena; why the systems do not fluoresce as single molecules, why some of the compounds
do fluoresce when aggregated, and why some fluoresce more efficiently. From a mechanistic
view, just as important are the systems which are non-emissive in either phase. We address these
phenomena by probing the excitation-decay photocycle of these systems in both vacuum and ag-
gregated phase through their potential energy surfaces (PESs), constructing feasible energy path-
ways to attest their observed properties. We determine the various competing decay pathways and
identify the factors which drive them. This enables us to determine the fundamental mechanisms
dictating the observed phenomena, from which we elucidate design rules to aid the development
of luminescent organic materials which incorporate the ESIPT effect.
1.2 Thesis Framework
Starting from the experimental discovery of the AIE of a range of 2’-hydroxychalcones (HCs)
compounds, we took a three step approach in probing the excitation-decay mechanism of these
systems. These steps make up Chapters 5-7 of the thesis. First, we study five compounds and de-
termine why none fluoresce in good solvent, and how electronic substituents influence the excited
state decay. Next, we take two of the systems with differing fluorescence properties and model
the decay mechanism in the solid state. Our approach isolates both the effect of both inter- and
intramolecular interactions, and rationalises the observed behaviour of the compounds. Finally,
we take our mechanistic understanding and apply it to a set of related systems, showing that the
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mechanism is robust and descriptive. From our results we derive a set of design rules to boost the
quantum yield of molecular organic crystals.
In the next Chapter we introduce the theoretical foundations for the thesis. These are rooted
in quantum chemistry, and we examine the Schrödinger equation and the Born-Oppenheimer Ap-
proximation before turning to the fundamental photophysical and photchemical principles which
dictate the luminescent response of molecules and materials. Single molecule excitation and de-
cay concepts are examined first, with particular attention paid to electronic state crossings, known
as conical intersections. These concepts are directly important for the mechanistic study of the
nonradiative decay mechanisms in vacuum in Chapter 5. When single molecules aggregate in
the solid state, their photobehaviour is influenced by intermolecular interactions due to the close
proximity of neighbouring molecules. We explore these effects in the context of exciton theory,
a highly successful framework in which to view excited state processes of aggregates, employed
in Chapters 6 and 7.
In Chapter 3 the AIE and ESIPT phenomena are established through analysis of typical struc-
tures and mechanistic interpretations. We then introduce the systems under investigation. 2’-
hydroxychalcone (HC) compounds have a donor-acceptor structure and undergo ESIPT, where
substituent identities and molecular packing determine the AIE response. In contrast, the four
molecules of the 2-hydroxyphenylpropenone (HP) family combine ESIPT with a remarkable AIE
response. At the end of Chapter 3 we survey the experimental studies on these systems.
In Chapter 4, we overview the computational methods which have been used in this work. The
excited state methods applied in this thesis are introduced, detailing their strengths, weaknesses
and areas of application. In the final sections of Chapter 4, we examine hybrid methods, which
enable excited state calculations of molecular crystals to be computational tractable.
In Chapter 5, we present a study of the vacuum photochemistry of five HC compounds synthe-
sised by Cheng and coworkers (Figure 3.5). Here the vertical excitations, PESs and nonadiabatic
dynamics of the family are studied to determine the nonradiative decay pathways and rationalise
the nonemission of these compounds.
In Chapter 6 the focus moves to the crystalline photochemistry for the HCs. Using a hierarchy
of QM:MM models, we construct the PES and the decay pathway in the excited state for two
systems with differing emission behaviour using density functional and multireference methods.
The methods employed consider exciton coupling, long and short range electrostatics, and cluster
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size, to decouple the different factors responsible for the observed photobehaviour. This gives a
comprehensive mechanism of the excited state decay in the main HPs systems. With our results,
we establish design rules for efficient ESIPT emitters.
In Chapter 7, the scope of our work is expanded to consider the HP family, as well as two
additional HC compounds which undergo AIE. In total we consider eleven compounds to un-
derstand the remarkable efficiency of the HP family and to test the design rules established in
Chapter 6. A quantitative description of the crystal morphologies is developed, based upon the
dimer configurations present. The thesis concludes with an overview of the main results, and how
these precipitate the design rules for more efficient organic luminescent materials.
2 Theoretical Framework
2.1 Quantum Mechanics and Chemistry
2.1.1 Overview
This chapter introduces the key concepts upon which the work of this thesis relies, starting with
the advent of quantum mechanics and quantum chemistry. The development of quantum mechan-
ics in the early 20th century armed scientists with the tools to calculate the microscopic properties
of matter. In chemistry, the postulates of quantum mechanics can be applied to calculate relative
energies of molecules, molecular geometries, ratios of products of chemical reactions, transition
states, spectra, and any other phenomenon of interest. However, whilst in principle any property
can be calculated exactly by the Schrödinger equation, the analytical solution is only obtainable
for systems with one electron. For systems larger than this, and therefore anything of observ-
able chemical relevance, the computational expense on even modern computer architecture is
intractable.
To overcome this, a number of approximations are used in the field of computational chem-
istry to solve the multielectron problem. In general, as the number of atoms one wants to model
increases, qualitative nature of the result also increases. Computational chemistry methods can
generally be split into the types of approximations made and the number of atoms the method
wishes to treat. In biophysical process and the modelling of proteins on the scale of tens of
thousands of atoms, quantum mechanics is ignored completely. Force fields are used to calcu-
late the energy corresponding to a set of atomic coordinates in what are known as the molecular
mechanics (MM) class of methods. The interactions between atoms are defined by analytical po-
tentials, such as for bond stretches, bends, and angles, and are parameterised for different types of
molecules using more accurate methods. This procedure is time-consuming and makes the force
field specific to the systems it was fitted to, but enables computationally facile access to molecular
geometries and properties of large systems.5
At the other end of the scale, the electronic structure can be tackled through wavefunction
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or density functional theory (DFT) methods. For the applications involved in this thesis, in-
volving photoinduced phenomena, the activity of the electrons is paramount, and as such it is
these methods which are utilised herein. In the next sections, the importance of the Schrödinger
equation shall be established, which along with the Born-Oppenheimer approximation form the
backbone of quantum chemistry and quantum chemical methods. Following this the idea of the
potential energy surface (PES) is introduced, providing the context and framework for molecular
photochemistry principles. We then expand this by considering the photochemisty of aggregates,
namely dimers within the exciton model, and how to incorporate their effects into mechanistic
models.
2.1.2 The Schrödinger Equation
The wavefunction Ψ contains all the information about the quantum state of the system at a po-
sition and time. As Newton’s second law (F = ma) gives a classical particle’s position and mo-
mentum at each time period, thus describing its classical state, so the time-dependent Schrödinger




= ĤΨ(R, r, t) (2.1)
where ~ = h2π and Ĥ is the Hamiltonian operator for electrons at r and nuclei at R. Separating
the spatial part from the temporal part yields the time-independent version of the Schrödinger
equation, which using the bra-ket notation of Dirac is6
Ĥ |Ψ〉 = E |Ψ〉 . (2.2)
This is an eigenvalue equation, where the Hamiltonian operator acts on the wavefunction to give
the energyE of the system. For a system ofN electrons andM nuclei, the Hamiltonian calculates
the kinetic (T ) and potential (V ) energy contributions of the electrons and nuclei towards the total
energy of the system,
Ĥ = T̂e + T̂n + V̂n−e + V̂e−e + V̂n−n (2.3)




































where i and j are electrons and A and B are nuclei. Atomic units are used, where physical
constants such as electronic charge and mass are unity. The first two terms are the operators
for the kinetic energy of the electrons and the nuclei, where the Laplacian operator ∇2 is the
second derivative of position. The next three terms are the electrostatic operators, summing the
Coulomb interactions in the system; the attractive interaction between electrons and the nuclei
(of charge Z); the repulsive interaction between electrons; and the repulsive interaction between
nuclei. Atomic units are used throughout, such that the electronic charge and mass are neglected.
The R and r terms in the electrostatic parts denote the distance between nuclei and electrons
respectively.
In the hydrogen atom, the V̂e−e and V̂n−n are neglected since there is only one proton and one
electron, and the exact solution for the energy can be calculated since the wavefunction can be
constructed analytically. However, for larger systems with many electrons and nuclei, Equation
2.2 cannot be solved. As such, a number of approximations must be made. The most fundamental
of these is Born-Oppenheimer approximation.
2.1.3 The Born-Oppenheimer Approximation
Separation of variables is a key concept in quantum chemistry, where a complex problem is broken
down into constituent parts. This method is used to simplify the solving of Equation 2.2 by
separating the electronic terms from the nuclear terms, and is known as the Born-Oppenheimer
Approximation7
ΨBO(R, r) = Θ(R, r)Φ(r) (2.5)
where Θ(R, r) is the nuclear wavefunction and Φ(r) is the electronic wavefunction. The separa-
tion of terms is rooted in the fact that the nuclei are vastly heavier than electrons, and so it can be
approximated that the nuclei are static with respect to the electrons. The Schrödinger Equation is
solved then, in two steps. First, the electronic wavefunction Φ is calculated with “clamped” nu-
clei, resulting in an electronic energy which is a parametric function of the nuclear coordinates.
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and the electronic Schrödinger equation is then
Ĥe |Φ〉 = Ee |Φ〉 . (2.7)
In a similar vein, the nuclear part can also be solved where the electronic coordinates are




































In the Born-Oppenheimer approximation, solving the electronic problem provides a potential
which governs the motion of the nuclei. This potential is known as the potential energy sur-
face (PES).8 The total wavefunction Ψ considering multiple electronic states can be constructed
from the combination of the electronic functions for each state I and the corresponding nuclear





This approach is used to reconstruct the wavefunction in nonadiabatic dynamics simulations
(Section 2.2.3).10 When the nuclei are stationary, their kinetic energy is zero and the complete
Hamiltonian is just the electronic Hamiltonian. For vibrating molecules, Equation 2.7 is solved











where the energy ofEI is the expectation value of the electronic Hamiltonian (〈ΦI | Ĥe |ΦI〉). The
highlighted nonadiabatic coupling operator Λ̂JI couples electronic state I with electronic state
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J . In the adiabatic Born-Oppenheimer approximation, this coupling is completely neglected and




= [T̂n + EI ]ΘI (2.11)
The nuclear motion is thus determined by the electronic energy of uncoupled adiabatic states,
and the nuclei move on the PES of state I . Λ̂JI contains the nonadiabatic couplings, which
become important when electronic states converge in energy. This shall be discussed in Section
2.2.2 The Born-Oppenheimer approximation helps divide the problem into electronic and nuclear
parts. However, solving the electronic problem exactly for many electron systems is impossible.
In Chapter 4 we shall explore the methods which have been developed to approximate the exact
formulation of the wavefunction. Next, however, we turn our attention to photo-induced chem-
ical processes, which are at the of this work. We start with single molecule phenomena before
expanding to the photophysics of molecular aggregates.
2.2 Molecular Photochemistry
2.2.1 Fundamental Principles
Modelling electronically excited states is a considerably complex task, in terms of both the number
of possible reaction paths and the methods needed to describe them. Some of these pathways are
illustrated in Figure 2.1. The potential energy surface (PES) is absolutely central in understanding
excited-state processes. It is through probing the minima and gradients of the PES that feasible
pathways, and thus chemical mechanisms, are elucidated and physical observables are rationalised
theoretically.11
Electronic excitation, induced by irradiation from the ultraviolet (UV) or visible range, will
normally occur at the thermal equilibrium geometry in the ground state. Absorption of a photon
will place the system in an electronically excited state. According to the Franck-Condon (FC)
Principle, the nuclei will undergo negligible instantaneous change upon change in electronic
state.13 This region of the PES is called the FC region, or point, and the electronic excitation is
considered to be vertical (directly to the point of the upper PES vertically above the ground state).
From here, a multitude of relaxation processes are possible with vastly different timescales.
























Figure 2.1: Competing relaxation pathways after electronic excitation to the first excited singlet
state (S1). Nonradiative decay channels through conical intersections (CI), energy transfer (ET)
and charge transfer (CT) to other molecules, compete with fluorescence. Alternatively, intersys-
tem crossing (ISC) can occur, followed by phosphorescence.
The fastest process is typically relaxation to lowest vibrational state, occurring in femtosec-
onds. The system will follow the nuclear coordinate with the largest electronic gradient to a
minimum on excited surface, followed by fluorescence. At the other end of the scale, if there
is significant spin-orbit coupling, crossing to a triplet state through inter-system crossing (ISC)
followed by phosphorescence can take milliseconds.
Calculating the relative energies of these relaxation pathways is a challenging task for a num-
ber of reasons. Firstly, whilst Figure 2.1 is a one-dimensional cut of a specific nuclear coordinate,
the true PES is a 3N -6 (3N -5 for a linear molecule) hypersurface of nuclear degrees of freedom.
As such the full surface cannot feasibly be sampled for large molecules. Secondly, ground state
methods must be tweaked or expanded upon to incorporate excited states. As such, not all excited
state methods are created equal, where a careful choice of method must be made depending on
the region of the PES one is interested in. This shall be expanded on in Chapter 4. Thirdly, and
perhaps most importantly, in certain regions of the PES the fundamental principle of quantum
chemical methods, the Born-Oppenheimer approximation, breaks down altogether. Such regions
occur when two electronic states become close in energy, as highlighted in red in Figure 2.1. In
this region, the electronic states become directly coupled with the nuclear motion, breaking the
Born-Oppenheimer approximation. These “funnel” regions, or conical intersections, are ubiqui-
tous in photophenomena.11,14–18
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2.2.2 Conical Intersections
In photochemical processes with well-defined, well-separated electronic states, the adiabatic Born-
Oppenheimer approximation is valid. That is, the nuclear wavefunction of an electronic state is
independent from the nuclear wavefunction of another state. However, as shown in Figure 2.1,
in photochemical processes there are regions on the energy landscape where electronic states
become close in energy. In these regions, small changes in nuclear configuration results in large
changes in the electronic wavefunction - hence the separation of nuclear and electronic wavefunc-
tions is no longer valid and the Born-Oppenheimer approximation breaks down.17 In practice, this
means that the nonadiabatic coupling terms become important and can no longer be neglected.
The coupling operator Λ̂ of Equation 2.10 has matrix elements
Λ̂JI = δJI T̂ − 〈ΘJ | T̂ |ΘI〉 . (2.12)
These are couple the nuclear and electronic coordinates, describing the dynamic relationship
between these degrees of freedom. By setting
T̂ = − 1
2M
∇2 (2.13)




(2FJI · ∇+GJI) (2.14)
where∇ the first derivative of position and
FJI = 〈ΦI | ∇ |ΦJ〉 (2.15)
is the derivative or nonadiabatic coupling vector with respect to position. GJI is the scalar cou-
pling,
GJI = 〈ΦI | ∇2 |ΦJ〉 . (2.16)
FJI is a 3N -vector coupling the nuclear motion of electronic state I with state J . The total value
is given by the scalar product of F with the nuclear momentum, and so the size (and thus the
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probability of a transition) is defined by the size of the coupling as well as the momentum of the
nuclei.11 The derivative coupling FJI can be expressed in terms of the electronic Hamiltonian
He, such that
FJI =
〈ΦI | ∇Ĥe |ΦJ〉
EJ − EI
. (2.17)
With large electronic energy differences, the mass difference between electrons and nuclei
make FJI inconsequentially small. However, as states converge the coupling increases. Only two
coordinates can lift complete degeneracy, resulting in the PES forming a double-cone structure.
Conical intersections thus act as funnels, where the wavepacket can transfer nonradiatively be-
tween electronic states in an ultrafast timeframe. The two degrees of freedom define the branching
space vectors. The first is the gradient difference vector g, defining the difference between the
gradients of the upper and lower PESs,
gJI = 〈ΦI | ∇Ĥe |ΦI〉 − 〈ΦJ | ∇Ĥe |ΦJ〉 . (2.18)
The second is the nonadiabatic coupling vector h, defining the direction of strongest coupling
between states, which is the numerator of Equation 2.17,
hJI = 〈ΦI | ∇Ĥe |ΦJ〉 . (2.19)
The vectors g and h are orthogonal, defining the plane of the conical intersection. The vector g
points in the direction of removing the energetic splitting, whilst h points towards maximising the
nonadiabatic coupling.19 This is depicted in Figure 2.2. Important to note is that for polyatomic
molecules the conical intersection is not an isolated point but multidimensional. Displacement
through any of remaining 3N -8 coordinates will retain the degeneracy, with the system moving
on a degeneracy seam between the two surfaces.
2.2.3 Dynamics Simulations of Excited State Processes
Simulation of the temporal evolution of photoinduced processes is a powerful method for prob-
ing excited state PESs. Treating both nuclear and electronic motion fully quantum mechanically,
with the required nonadiabatic couplings, is unfeasibly expensive for all but the smallest molec-
ular systems. As with all quantum chemical approaches, approximations are made. To retain the
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Figure 2.2: Schematic of the double-cone topology of degenerate electronic states. The gradient
difference vector g and the nonadiabatic coupling vector h define the branching space lifting the
degeneracy.
quantum description of the nuclei, specific nuclear modes can be sampled to reduce the dimen-
sionality of the configuration space and the associated computational cost, which is often done
in the mutliconfigurational time-dependent Hartree (MCTDH) method, which can reproduce the
exact quantum mechanical molecular wavefunction through the Born-Huang expansion (Equa-
tion 2.9).11 Alternatively, the nuclear motion can be treated classically and allowed to explore the
configuration space determined by the electronic PESs.
The second approach, nonadiabatic mixed quantum-classical (NA-MQC), shall be used in
elements of this thesis with the trajectory surface hopping (TSH) method. The most promi-
nent NA-MQC methods are TSH, mean-field Ehrenfest, and multiple spawning.10 In Ehrenfest
dynamics, a nuclear trajectory is calculated using a weighted-average of a predefined number
of electronic states. In multiple spawning, a series of Gaussian functions describe the nuclear
wavepacket propagating on electronic surfaces. In the vicinity of state crossings, more Gaussian
functions are spawned to follow each electronic state. With TSH, a set of independent trajecto-
ries approximate the wavepacket propagation, with electronic transitions determined stochasti-
cally, most commonly using Tully’s fewest-switches algorithm.20 TSH is perhaps the mostly used
algorithm for simulating NA-MQC dynamics, where the Newtonian propagation of the nuclei,
on-the-fly quantum chemical calculations, and straightforward parallelisation have encouraged
wide adoption.21
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where the force F is proportional to the electronic gradient of the current state I
F = −∇〈ΦI | Ĥe |ΦI〉 . (2.21)
The nuclear motion is integrated typically using the velocity Verlet algorithm.22 At each nuclear
timestep, the electronic evolution is governed by the time-dependent Schrödinger equation, where

















where H collects the energies and Λ the nonadiabatic couplings. The time-derivatives of the
nonadiabatic couplings can be computed through wavefunction overlaps from previous time steps,
for example using a finite differences procedure.23,24 Alternatively the couplings can be directly
calculated.10
The initial state (at t = 0) can be chosen based upon the oscillator strengths for the nuclear
configuration in question. During propagation, the current state can change, or ’hop’, from I to











which gives a hopping probability number P . For the hop I → J to occur, a randomly sampled
number rt([0, 1]) is used to evaluate
J−1∑
K=1
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A further condition that the energy does not increase after a hopping is also enforced. The nuclear
equations are typically integrated in steps of 0.5 fs, while the electronic structure calculations are
performed at these timesteps with interpolation between them to account for the faster oscillations,
to reduce the computational expense. Generally, the algorithm for TSH involves the following
steps:
1. Calculate electronic energies, gradients and nonadiabatic coupling terms for a specific nu-
clear configuration
2. Integrate Equation 2.23
3. Evaluate the hopping probability from Equation 2.24 and determine the current state from
Equation 2.25
4. Propagate the nuclei to a new configuration by integrating Equation 2.20
These steps are repeated until the maximum time for the simulation is reached, which is nor-
mally a pre-determined maximum timeframe. An ensemble of trajectories is computed, where
the above algorithm is carried out for many starting nuclear configurations to obtain the aver-
age wavepacket propagation. The most computationally demanding step is the first, where the
electronic properties are calculated at each time step.
The number of trajectories in the ensemble is important for proper evaluation of the configura-
tion space. However, even with an infinite ensemble, the quantum features of the nuclear motion
are generally missed in TSH. This is due to the decoherence problem, where off-diagonal terms
of the density matrix do not vanish during the dynamics. This is a direct result of the propagation
along a single surface, which artificially prevents the amplitudes following other gradients and
quickly vanishing.10 By applying a decoherence correction to the energy in Step 2., the TSH av-
erage population of the independent trajectories should mimic the quantum behaviour if enough
trajectories are sampled.25 Further corrections in TSH must be made in order to preserve kinetic
energies in case of frustrated hopping events, where Equation 2.24 is fulfilled but the energy
condition is not.
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Figure 2.3: Fluorescence spectrum of pyrene (in n-heptane, 20°C) at different concentrations: a)
5.0× 10−5 , b) 1.8× 10−4 , c) 3.1× 10−4 , d) 7.0× 10−4 molL−1. Reprinted from ref. 27 with
permission of Wiley-VCH.
2.3 Photophysics of Molecular Aggregates
2.3.1 Molecular Stacking
Photoinduced luminescence occurs after chromophores with π-conjugation, typically in the form
of aromatic moieties, absorb light in the UV or visible region of the electromagnetic spectrum.
Fluorescence will usually follow, although the presence of metals or second row elements can
allow phosphorescence via intersystem crossing. Upon aggregation with increased concentration,
or crystallisation, the fluorescence is often reduced or quenched completely.
In 1954, photochemistry pioneer Theodor Förster elegantly showed that the fluorescence of
pyrene is shifted and weakened with increasing concentration (Figure 2.3).26,27 Aromatic rings in
conventional luminophores lead to intermolecular π-π interactions and the formation of dimers.
In the case of pyrene, as the concentration increases a new fluorescent species is formed and
the original emission band loses intensity. Since the absorption spectrum is unchanged in the
concentration range, the arising band can be “attributed to an associate that exists only in the
excited electronic state, i.e. to an excimer.”27 The formation of excimers can be detrimental to
the fluorescence of organic systems.
The supermolecular alignment of aromatic groups is commonly termed π-stacking or π-π
interactions in the chemical literature. However, this labelling can be slightly misleading and
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a) b) c) d)
Figure 2.4: Packing arrangements of benzene molecules: a) face-centred, b) displaced, c) Per-
pendicular T-shaped, d) Perpendicular Y-shaped. Adapted from ref. 29.
even inaccurate.28,29 It is argued by Grimme that a specific π-π interaction arises only in large,
polyaromatic groups as a result of increased dispersion in specific orientations.28 Meanwhile, a
thorough review of experimental and theoretical literature by Martinez and Iverson found a lack
of the face-centred stacking of aromatic groups which would maximise overlap of aromatic π
clouds.29 They argue that the terms π-stacking and π-π interactions are misnomers since they in-
correctly imply the ubiquity of face-face stacking configurations. Typical stacking arrangements
are shown in Figure 2.4, where parallel displacement tempers the unfavourable electrostatic inter-
action and reduces the Pauli exchange repulsion, with the dominating factor being the favourable
dispersion interaction. Inclusion of substituents introduces a permanent dipole, with substituents
preferentially aligning antiparallel.29
This intermolecular interaction is detrimental to solid-state fluorescence, and yet is a direct
consequence of the design requirements of the chromophore. Researchers have developed nu-
merous strategies to overcome this effect. In biosensing applications, work is often carried out in
dilute solutions with reduced sensitivity because of ACQ.30,31 In the solid state, for instance in
thin films for optoelectronics, the ACQ effect means that solution screening for viable candidates
is rendered meaningless by the differing luminescent properties of the final material compared
to the molecule. Strategies to circumvent ACQ have seen varying success, for example through
the inclusion of bulky substituents, polar groups, and promotion of hydrogen bonding.1,3,32,33
However, synthetic modification can in turn affect the chromophore’s electronic structure and
its excited state properties, thus commencing a tedious trial-and-error optimisation process. At-
tempts to physically block aggregation by encapsulating in surfactants or polymer matrices require
extensive engineering and can reduce charge transport.32,34,35
The deleterious effects of ACQ cannot be underestimated and pose a significant problem for
organic luminescent applications. In the next section, we shall look in more detail of the photo-
physics of molecular aggregates, within the context of Kasha’s exciton theory.
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2.3.2 Exciton Theory
Intermolecular interactions become photophysically important in the solid state due to the dense
packing of molecular units. This effect is typically framed in Kasha’s two state exciton theory.36–40
The exciton is typically defined as a delocalised excited state, where the excited electron and
hole remain in close proximity. The Coulomb interaction between the transition dipoles of the
monomers in a dimer results in an energy shift in the absorption spectrum, and has underpinned
exciton theory since its inception in the 1960s.41 When two monomers stack “side-by-side” with
parallel transition dipole moments, the Coulombic excitonic coupling is positive, a blue-shifted
absorption spectrum is witnessed (relative to the isolated monomer) and radiative decay is re-
duced. This stacking arrangement is denoted an H-aggregate. Conversely, in J-aggregates, dimers
align “head-to-tail”, and a red-shifted absorption is witnessed with an increased radiative decay.
These two extreme cases are depicted in Figure 2.5, and have helped interpret the supermolecular
photophenomena in molecular aggregates.
When the intermolecular distance is large enough to minimise orbital overlap, the exciton can
be considered as the interaction of the wavefunction of one monomer (|1〉) with the wavefunction
of the second monomer (|2〉). In the excited state, the wavefunctions interact to form an exciton,
the Hamiltonian Ĥ of which is given by
Ĥ = ~ω + ~D + J12 |1〉 〈2| . (2.26)
The first term is the energy gap between S0 and S1, ~D is the shift of the S1 state in going from the
vacuum to the crystal, and J12 is the Coulombic coupling between molecules 1 and 2.42 The ket
|1〉 represents the state where molecule 1 is excited to S1 and molecule 2 remains in the ground
state. For a many-chromophore system (more than two molecules), the exciton can be described





eik |1〉+ ei2k |2〉
]
k = 0,±π. (2.27)
For the allowed values of k, the transition energy Ek for state k is an eigenvalue of Ĥ , and has
the form
Ek = ~ω + ~D + J12 cos k. (2.28)
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Figure 2.5: Energy level diagram for a H-aggregate (left) and J-aggregate (right) of naphthalene.
For the H-aggregated, the Coulombic coupling J is positive, raising the energy of the symmetric
state resulting in blue-shifted absorption with respect to the monomer state. Emission from the
lower state is forbidden, and thus quenched. In the J-aggregate, the negative Coulombic coupling
results in red-shifted absorption and allowed emission. The bright excitonic state, the symmetric
superposition of the monomer wavefunctions, is indicated with a star.
For the two site system, this results in two exciton states in the Frenkel Hamiltonian, as depicted
in Figure 2.5. The Coulomb coupling J represents the interaction energy due to exchange of exci-
tation energy between |1〉 and |2〉, the sign of which dictates whether the symmetric superposition
is the upper or lower state. When the coupling is positive, the symmetric state is the upper state, as
in the H-aggregate, and the transition dipoles are reinforced resulting in blue-shifted absorption
compared to the gas-phase monomer. Since Kasha’s rule dictates that emission will usually take
place from the lower state, the state is nonradiative and fluorescence is quenched.44 When the
coupling is negative, the symmetric state is lowered and emission is symmetry allowed.39 H- and
J-aggregates represent the two extreme stacking cases.
Understanding the complex photophenomena of molecular aggregates is important in the de-
velopment of materials requiring control over the exciton. The existence of excitons and the
dynamics in the solid state opens nonradiative decay channels and often a quenching of fluores-
cence for typical aromatic systems due to the prominence of H-aggregates. This has hindered the
development of solid-state organic luminescence.
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2.3.3 Exciton Transport Regimes
The understanding and control of the exciton dynamics has great fundamental and technological
importance in organic crystals and materials. In organic semiconductors, light-emitting diodes,
and solar cells, have fast exciton diffusion through the material is highly desirable. The transport
of an exciton through a material is mainly governed by the exciton coupling J between sites.
Disorder in the material causes exciton localisation. Dynamic disorder causes exciton localisation
due to low frequency modes in these molecular systems, where the vibrations cause a fluctuation
in the exciton coupling. Static disorder, on the other hand, is more common when there is an
inherent difference in the site energies of molecular units.45
In general, exciton transport is viewed between two extreme regimes in organic crystals. These
two regimes involve the competition between two parameters; the exciton coupling J and what is
known as the electron-phonon coupling. The electron-phonon coupling, or reorganisation energy
(see Section 3.2.2) is the relaxation energies when one molecule relaxes on its PES as it changes
electronic state (either from ground to excited, or vice versa) and its neighbour undergoes the
opposite process.
In the coherent transport regime, the exciton coupling is far greater than the magnitude of the
exciton-phonon coupling. When this is the case, the exciton is delocalised over the whole aggre-
gate.2 In contrast, in the incoherent regime, the exciton-phonon coupling outweighs the exciton
coupling to localise the excited state on one unit. In this regime, the exciton will stochastically
“hop” between neighbouring units.46 Thermal motions can modify the strength of the exciton
coupling, in particular the short-range contribution which is highly distant dependent.47
Modelling these processes is extremely complex in molecular crystals, in particular when
we move away from the extreme cases of coherent or incoherent transport. Band theory poorly
describes the coherent regime by underestimating the diffusion length, while inchorent regime
models overestimate the hopping rate.48 The work of Troisi et. al. has explored how these pro-
cess in organic crystals, where thermal fluctuations can influence the magnitude of the exciton
coupling and how this influences the diffusion.46,49–51 In Chapter 7, we examine how the compe-
tition between the exciton coupling and reorganisation energy in the ESIPT systems affects the
photorelaxation mechanism.
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2.3.4 Approaches to Calculate Exciton Couplings
Quantum chemical methods allow for the calculation of the coupling parameter J for two monomers,
in general labelled i and j, in a molecular dimer. In Kasha’s exciton theory, the coupling Jij arises
from the interaction of the transition dipole moments, which at its most crude can be treated as
the interaction between two point dipoles,
Jij =
µ2(1− 3 cos2 θ)
4πεR3
(2.29)
where R is the intermolecular distance (between the centroids of the monomers), θ is the angle
betweenµ (transition dipole vector) andR, and ε is the optical dielectric constant of the medium.
Thus for H-aggregates, when θ=90°, the coupling is positive, and is negative in J-aggregates when
θ is close to zero. H-aggregates become J-aggregates at the so-called “magic angle” of 54.7°.43
The crude point-dipole, Coulomb interpretation of the coupling is only a valid approximation
for homodimers with large intermolecular separation.52 When monomers stack in close proximity
(R ≤ 4Å), wavefunction overlap invokes the possibility of charge-transfer (CT) states, where the
electron resides on one site and the hole on another.53 This creates a short-range coupling factor
as well as the long-range Coulomb coupling. The total coupling is the combined short-range CT
coupling and the Coulomb coupling, leading to complex behaviour which is dependent on the sign
of the short- and long-range contributions. For example, the CT coupling is highly sensitive to
the molecular geometry, where small distortions can change the total coupling value and result in
multiple H- to J-aggregate conversions.49 Yamagata et. al devised a wavefunction overlap scheme
to calculate the effect of charge transfer in addition to the Coulomb interpretation.54
Perhaps the simplest method to attain Jij is to refer to the original definition of the coupling






It is a method which has proven popular for its conceptual simplicity and ease of calculation, since
only one calculation on the dimer is required.38,40,55
An alternative method based on the Coulomb interpretation is to project the full transition
density matrix as atomic transition charges qt, where each atom in the monomer is assigned a
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transition charge. This is cheaper than the full supermolecular calculation since only a monomer
need be calculated, although the polarising effect of the second monomer is therefore neglected.










between atom umonomer i and atom v on monomer j. This method is capable of reproducing the
supermolecular couplings at lower computational costs for well-separated dimers.52 Alternatively,
the transition densities can be projected onto a three-dimensional real-space grid and integrated
to give a molecular transition density, the product of which gives the coupling, in what is known
as the transition density cube method.56
An attractive method to calculate Jij , incorporating both the Coulomb and short-range in-
teractions, is the diabatization method devised by Aragó and Troisi. Here, the adiabatic ener-
gies of the supermolecule in the diagonal adiabatic Hamiltonian are transformed to the diabatic,
monomer basis, such that the off-diagonal elements of the diabatic Hamiltonian HD contain the
couplings, computed via














where HA is the diagonal Hamiltonian of the S1 and S2 excitation energies and C is the adiabatic-
diabatic transformation matrix. There exists no unique way to transform the bases, and various
properties can be used, such as atomic transition charges or transition dipoles. In our work, C is
defined as the matrix which minimised the difference between the transition dipole moments of
the first two excited states of the dimer (µA) and the transition dipole moments of the first excited
state of the two isolated monomers (µISO), which are collected by matrix M. The singular value




C† = UV † (2.35)
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This method encapsulates both the Coulomb interaction and the short-range effects such as ex-
change, overlap, and charge-transfer.46,49,50 In this thesis, we implement the method of Troisi and
evaluate exciton couplings in Chapter 6. In Chapter 7, we explicitly compare the results to the
couplings obtained using the supermolecular approach, and extend the method to a trimer basis,
where the effect of a third monomer on the coupling is considered.
2.3.5 Modelling Excited States in Molecular Crystals
The localised nature of excited states in molecular crystals lends to a molecular orbital descrip-
tion of their photophenomena, since the excited state resides on typically one or two molecular
units.57 The low population of excited molecules in the crystal has led to the current practice of
modelling clusters of molecules extracted from the crystal structure. In this methodology, the
cluster is partitioned into regions which are treated at different levels of theory in “multilayer”
models. At the centre of a cluster sits a chromophore molecule (or molecules), to be treated at an
appropriate level using quantum mechanical methods. To reduce the computational expense, the
contribution of the surrounding environmental molecules to the total energy is calculated a lower
level of theory, either through a molecular mechanics (MM) description (denoted QM:MM) or
an efficient quantum mechanical method such as Hartree-Fock (HF) (QM:QM’). QM:QM’ ap-
proaches combining multireference methods with DFT are a promising extension, although the
they have not yet been widely used in describing excited state phenomena.58–60 It is typical to
freeze the positions of the environmental atoms to retain the crystal packing arrangement, such
that only the QM atoms are allowed to relax during an optimisation. It is therefore desirable to
first optimise the unit cell using plane-wave methods.61
A popular route to obtaining the total energy of the cluster is the ONIOM method.62–64 In
the field of AIE, the multilayer ONIOM QM:MM protocol has been applied in many studies to
understand the fluorescent behaviour of solid state organic compounds.39,65–77 In the ONIOM
method, the whole cluster is called the “real” system and the region to be treated at the highest
level of theory is labelled as the “model”. The total energy (EONIOM ) for the cluster is calculated
through a subtractive scheme,
EONIOM = EQM,Model + EMM,real − EMM,model (2.36)
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where the total energy is the sum of the QM energy of the model system with the MM energy
of the real system. Subtracting the energy of the model system at the MM level ensures that
its contribution is not double counted.64 The QM level energy is calculated through the chosen
method, typically (TD)DFT or CASSCF/CASPT2. In our work, we mainly use the AMBER force
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The first three terms evaluate the bonded interactions through chemical bonds, angles and di-
hedrals. The final non-bonded interaction term describes the van der Waals and Coulomb in-
teraction between each atom in the system, which are scaled by svdW and sq . Also popular is
the universal force field (UFF) to obtain the MM energy, which is parameterised without partial
charges.79 In mechanical embedding, the cross-region electrostatic interactions are treated at the
MM level, and as such the electronic Hamiltonian is not polarised (or influenced) by the environ-
mental molecules. In electrostatic embedding, atom-centred point charges from the MM region


















where N ,J , and i refer to the MM atoms, QM atoms, and electrons respectively.80 The scaling
factor sN prevents overpolarisation of the wavefunction from atoms close to the QM region. The
final term is also included in the MM evaluation of the model system, to ensure direct cancellation.
The electrostatic embedding scheme provides a direct perturbation of the electronic structure by
the environment.
Fundamental in the current work is locating conical intersections in the solid state. Stud-
ies by Bearpark and co-workers has shown that this is possible in the ONIOM regime.81 Using
previtamin D (precalciferol) as an exemplar, they partition the molecule into real and model sys-
tems,where the real system contains the region where the distortion occurs at the conical inter-
section.They probe the ground and excited state PESs using multireference methods to show that
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faithful conical intersection geometries can be optimised within the ONIOM framework com-
pared to the full calculation.
The work of Morrison et. al. has also probed how conical intersections can be located us-
ing the ONIOM approach, uncovering the photochemcial mechanisms in systems undergoingE-
SIPT.82,83 In a subtractive ONIOM scheme (Equation 2.36, using static and dynamics calculations
in a hybrid QM/QM regime, they find that ESIPT is ultrafast (80 fs) in 7-(2-Pyridyl)-indole in the
solid state, followed by reaching a conical intersection through intramolecular rotation.82 In N-
salicylidene-2-chloroaniline, they find competition between the enol and keto relaxation channels,
with an equal population of each, where intramolecular rotation again leads to S1/S0 crossings.83
This relaxation mechanism is encountered in our work for the HC systems.
A potential deficiency arising from a standard ONIOM calculation for a cluster model is the
neglect of the periodic nature of the molecular crystal. The truncation of the crystal into a cluster
naturally removes the electrostatic long-range potential. To overcome this, other fields have re-
search have applied the Ewald summation technique, which calculates the exact nature of the crys-
talline electrostatic potential.84,85 The Ewald method as implemented by Derenzo and coworkers
does this through a five step algorithm:86,87
1. The point charges from a unit cell are assigned to the atoms of a supercell centered around
a defect of interest called the quantum cluster.
2. A chosen number of sample sites are randomly sampled in the quantum cluster region.
3. A spherical region is then defined so that the quantum cluster and a number of additional
points are included within a chosen radius. The points within that region will maintain their
original charge values whereas the remaining points will be allowed to vary.
4. An Ewald potential is calculated at each fixed value point (including points in the quantum
cluster) and at the random sites from step 2.
5. A system of linear equations is solved with respect to the variable charge values to match
the direct sum of all charges in the system to the Ewald potentials calculated in step 4, whilst
driving the overall charge and dipole moment to zero.
The Ewald method was applied to excited states in molecular crystals in 2016 by Wilbraham et
al.69 As the authors point out, the Ewald scheme is superior to traditional point charge embedding
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which inevitably involves some kind of charge truncation and the subsequent loss of periodicity.
The Ewald method in contrast aims to reproduce the exact potential on the chromophore. For
their case, an ESIPT/AIE system was chosen as a test molecule, such is the importance of the
environment on the electronic structure. A second shortcoming of the ONIOM approach alone
for excited states is the lack of polarisation of the MM region from the QM region. In the elec-
trostatic embedding scheme, the QM region is polarised by the MM environment, but there is no
mutual polarisation from the QM region back to the MM atoms. Wilbraham and co-workers have
attempted to remedy this through a self-consistent polarisation scheme, where the MM point
charges and QM charges are altered until convergence.69 This has been shown to be more ef-
fective than embedding alone for modelling absorption and emission in molecular crystals.73,88
However, by treating the environment point charges and the chromophore charges at the same
level of theory, the former necessarily correspond to a fully excited molecular crystal, which is
perhaps nonphysical. This has been addressed by Miguel Rivera in our group, who has worked
on the development of self-consistent embedding schemes to extend the method of Wilbraham.
These are implemented in the fromage package, to which I have also contributed modules.89,90
Due to the implementation timeline, self-consistent embedding schemes were not included in the
work of this thesis.
In this chapter we have introduced the theoretical framework for the thesis. With this estab-
lished, in Chapter 3 we demonstrate how the discovery of aggregation induced emission (AIE)
has revolutionised the development of solids state emitters. Of central importance is excited state
intramolecular proton transfer (ESIPT), and we cover the fundamental principles and uses before
the eleven exemplar systems covered in the research of Chapters 5-7 are presented.
3 Luminescent Organic Materials
3.1 Aggregation Induced Emission
3.1.1 Overview
In 2001, the Tang group at the Hong Kong University of Science and Technology were interested
in silole-based polymers for highly emissive thin-films. As was common at the time, fabrication
of such materials was challenging due to ACQ. Through serendipity during a purification pro-
cess, they found that a wet spot of 1-methyl-1,2,3,4,5-pentaphenylsilole was almost non-emissive,
but brightly fluorescent after solvent evaporation.91 The law of aggregation quenching emission
had been turned on its head, and the Tang group had observed the exact opposite behaviour, of
molecular aggregation inducing light emission.
The Tang group used the AIE phenomenon to develop a range of chemical sensors to detect
volatile organic compounds, explosives, and pH.92–94 Such was the magnitude of the AIE break-
through and the mechanistic interpretations provided by the Tang group, many other groups began
to explore this exciting new phenomenon for a wide range of applications. In the field of biologi-
cal probing, AIE-active systems can detect important small molecules such as glucose, thiols, and
lactic acid.95–97 Probes have been developed to detect protein fibrillation, which has been linked
to Alzheimer’s, Parkinson’s and type II diabetes.98 AIE systems have been also used in medical
imaging, where fluorescence is an attractive technique due its high resolution, wide applicability,
and low cost.3 The Tang group have tracked the progress of the field with periodic, in-depth re-
views of the vast number of innovations, of which they contribute a significant share.3,32,33,99–101
The most prominent avenue for the application of AIE is in optoelectronic and lasing devices,
particularly OLEDs, which we will overview in Section 3.1.3. Prior to that, in the next section,
we examine the proposed mechanisms which precipitated from the experimental studies led by
Tang et. al.
43
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Si
Figure 3.1: Two dimensional (top) and three dimensional (bottom) structures of two of the ubiq-
uitous AIE-active systems, hexaphenylsilole (HPS, left) and tetraphenylethene (TPE, right). AIE
occurs through restriction of the rotational motions depicted with arrows.
3.1.2 Hypothesised Mechanisms
Systems exhibiting AIE are typically based on a propeller architecture, where a central stator is
connected to a number of aromatic rotors via single bonds, as shown in Figure 3.1. In the initial
analysis of 1-methyl-1,2,3,4,5-pentaphenylsilole, the absorption spectra showed that after the wa-
ter fraction in an ethanol-water solvent mixture rose above 60%, the absorption band increased
in intensity and moved to longer wavelengths.91 On this basis, the AIE activity was attributed to
the formation of aggregates which forced the molecules into a more planar conformation, thus
increasing the conjugation and the absorption. Enough rotation about the sigma bonds was still
possible to prevent complete planarity and therefore limiting the stacking and subsequent fluores-
cence quenching.
A few months later, the group showed the AIE effect for four more silole systems, followed
by an extensive study of ten phenylsiloles.102,103 Crucially, in this later work the crystal structure
of the siloles showed that the conformation remains twisted in the solid state.103 Large torsional
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angles exist between the phenyl groups and the central silole moiety, on account of the steric repul-
sion between the six phenyl groups. The lack of space between the phenyl blades, and their angular
orientations, prevents intermolecular stacking which give rise to aggregation caused quenching.
Therefore the planarisation hypothesis was wrong.
The group investigated other quenching mechanisms, such as twisted intramolecular charge
transfer (TICT), where a non-emissive twisted conformer is formed via charge separation in the
chromophore. The TICT state can be stabilised, and thus favoured, in polar solvents. However,
no emission was recorded across a wide range of solvent polarities, ruling out TICT as the cause
for AIE in the siloles. Also, the lack of electron donor and acceptor groups make it highly un-
likely that TICT could take place in the siloles. In an elegant experiment it was found that the
emission increased almost linearly with increasing solvent viscosity, even though no aggregates
were formed. In a similar vain, the photoluminescence intensity increased with decreasing tem-
perature, with NMR studies confirming that the intramolecular rotations of the exterior phenyl
groups were reduced at lower temperatures. It was concluded that in good solvents, at ambient
temperature, the energy consumed by the rotation of the phenyl groups about the single bonds
results in the nonradiative decay of the excited state. Upon aggregation, the propeller-like shape
limits the intermolecular stacking while C-H···π interactions rigidify the structure, hindering the
intramolecular rotation and the excited state decays via fluorescence.103
The restriction of intramolecular rotation (RIR) mechanism allowed the library of AIE-active
systems to be expanded to other molecules with propeller-shaped structures. Along with the
phenylsiloles, TPE derivatives (Figure 3.1) have driven understanding and technological progress
in the field.3,32,33,99–101 By switching a phenyl group of TPE with a traditional ACQ molecules,
such as triphenylamine or carbazole, the electroluminsecence properties of the system are en-
hanced due to the hole-transport properties of the ACQ group.104 Conversely, ACQ cores can be
made to undergo AIE by the attachment of TPE.105
Dissipation of the excited state can occur through means other than rotation. A bent, π-surface
system of benzenes fused with cyclooctatraenes undergoes AIE but without any rotable units.106
In solution, ring inversions dissipate the excited state and there is almost no emission. Single
crystals show emission in the blue region, since the bent structure prevents facial stacking and
the inversion modes are restricted. Thus AIE is achieved through restriction of intramolecular
vibrations (RIV). In a similar manner, the RIV mechanism can be applied to TPE by locking pairs
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of phenyl groups with eythlene linkers. In 2014, Tang unified the RIR and RIV interpretations
under the restriction of intramolecular motions (RIM) umbrella.107
3.1.3 Optoelectronic Applications of AIE
Upon discovery of AIE, the potential for the improvement of optoelectronic devices was im-
mediately apparent. In the original publication, the group built a highly emissive blue-emitting
electroluminescent device, and optimised the device to 8% external quantum efficiency (ηQE) in
the cyan region, a vast improvement on the previous high of just 1.5% for an OLED.91,108 ηQE is
the product of the electroluminescence efficiency of the emitter (the organic layer in this case) and
the external coupling factor, which is a measure of the fraction of light able to escape the OLED.
Due to electroluminescence efficiency being limited to 25% for singlet emitters, and the external
coupling being limited to around 22%, it was previously thought that the theoretical maximum
ηQE is 5.5%. Indeed, such was the remarkable ηQE measure in this OLED that these previously
accepted limitations had to be reconsidered.
In follow-up work, a light-blue emitting OLED with hexaphenylsilole (Figure 3.1) as the emit-
ting layer was fabricated with ηQE of 7%.103 While the unfavourable spin statistics inhibit effi-
ciency for singlet-emitting OLEDs across the visible spectrum, deep blue emitters are harder still
since the large band gap makes charge injection difficult, hindering the development of full colour
displays. Non-doped deep blue OLEDs with ηQE of around 4% were reached in 2014, with emit-
ters based on triphenylamine and tetraphenylethene (Figure 3.1).109,110 This has recently been
increased to 6.5% using a carbazole-based organic layer, and in 2018 reached 9.4%.111,112 Inclu-
sion of phosphorescent or thermally-activated delayed fluorescent dopants can further increase
the quantum efficiency by harvesting triplet states for luminescence.113
3.2 Mechanistic Interpretations of AIE
3.2.1 Approaches Based on Fermi Golden Rule
In 2005, the first theoretical study to determine the root of AIE in the phenylsiloles was pre-
sented.114 To probe the origins of the AIE phenomenon, Shuai et al. constructed a model for the






where the overall observed ΦPL is determined by the rates of radiative (kr) and nonradiative (knr)
decay. knr will typically consist of internal conversion, intersystem crossing, and intermolecular
processes such as charge transfer. The idea is to calculate the radiative and nonradiative rates
in solution and aggregate form to elucidate the reason for the increased fluorescence in the solid
state. This strategy underpins most of the theoretical investigation into AIE, of which the Shuai
group have been at the forefront over the last 10 years.





where fif is the oscillator strength and Eif is the energy difference between the initial (S1) and
final electronic state (S0). This considers that there is no displacement between the ground and
excited state PESs. An alternative method to evaluate kr is to simulate the fluorescence spectrum






where Γr is the rate of spontaneous emission per molecule per unit of angular frequency between
E/~ and (E + dE)/~.115,116 We compare both strategies in Chapter 7.
The Fermi Golden rule and Condon approximation can be used within the Born-Oppenheimer









〈Φf | P̂k |Φi〉 〈Θfνf | P̂k |Θiνi〉
∣∣∣∣2δ(Eiνi − Efνf ) (3.4)
where Piνi is the Boltzmann distribution of vibrational states (ν) in the initial electronic state
(Φi), P̂ is the momentum operator to give the coupling between electronic states and nuclear (Θ)
wavefunctions. The first sum runs over each of the vibrational states in the initial (νi) and final
(νf ) states, and Boltzmann probability for the excited state ((νi) is multiplied by the product of
the electronic (or nonadiabatic) coupling and the vibrational coupling. The coupling terms mea-
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sure the change of the nuclear and electronic wavefunctions due to nuclear displacements for each
nuclei k. For systems with small spin-orbit coupling, the contributions of intersystem crossing
are normally neglected. As such, the framework for evaluating knr focuses on internal conver-
sion processes, although intermolecular decay through exciton formation or charge transfer are of
growing interest.118 Equation 3.4 lies at the heart of Shuai’s theoretical framework for interpret-
ing AIE through intramolecular motions, which we denote the Fermi Golden Rule Restriction of
Intramolecular Motions (FGR-RIM) approach.
Solving Equation 3.4 is computationally demanding and thus approximations must be made.
Initially Shuai et al. used a displaced harmonic approximation, where it is assumed that the
excited state PES is just a rigid displacement of the ground state.114 The internal conversion rate










where Rlfi are the nonadiabatic couplings, ωl is the frequency of mode l andNFC is the density-
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. (3.6)
knr the weighted Franck-Condon factors are functions of the Huang-Rhys (HR) factors S for each
mode j, which determine the difference in vibrational wavefunctions in different electronic states.
Within the displaced harmonic oscillator model (Equation 3.5), some key approximations
are made. Firstly, by assuming the ground and excited state PESs mirror each other means that
the model is only valid for systems where the excited state geometry does not deviate far from
the ground state equilibrium position. Secondly, in the implementation a ”promoting-mode” l
is chosen which is used to calculate the nonadiabatic coupling but does not contribute to NFC
(Equation 3.6).
To overcome these limitations, Shuai et al. further developed the FGR-RIM theory to incorpo-
rate the Duschinsky rotation effect (DRE), such that all vibrations are considered rather than just
one promoting mode.114,115,119 The DRE correlates the excited state coordinatesQe with those of
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where Rij are the elements of the Duschinsky rotation matrix and Di is the displacement of the
two PES. Fourier transform of the delta function yields the thermal vibrational correlation func-
tion which can be solved analytically via the implementation of Peng and Shuai.120 Incorporating
DRE to model the effect of temperature shows that increases knr by 700 times when the temper-
ature increases from 70K to 300K.121 Low-frequency modes are strongly coupled for tetraphenyl
butadiene compounds, while high-frequency modes are less sensitive to temperature effects and
less affected by DRE.
Shuai et al. have also considered the effect of including exciton couplings in the nonradiative
decay rate.118 The authors developed an analytical expression for knr incorporating the exciton
coupling and evaluated the rates for four aromatic molecules and four typical AIE chromophores.
It was found that the exciton coupling increases knr, but only slightly. However, the values of
exciton couplings for the tested systems was less than 30meV, which is relatively small.
The FGR-RIM framework offers major progress in rationalising AIE through the restriction of
intramolecular motions interpretation. Shuai’s group have implemented the methods in a closed-
source, commercial code MOMAP.122 However, the formalism contains some key approxima-
tions which should be highlighted. For the electronic nonadiabatic coupling, perturbation theory
is used where the magnitude of the coupling is only calculated at the equilibrium geometries
in S0 and S1. This may be a source of error in systems which deviate from the equilibrium
structures, as nonadiabatic couplings can vary significantly in the regions of surface crossings.
Further, low-frequency modes driving the photochemistry can be highly anharmonic and nonadia-
batic couplings in the equilibrium region do not necessarily correlate with the deactivation modes
driving the photochemistry. In general, the use of the harmonic potentials potentially limits the
applications to molecules which excited state dynamics is restricted to regions of the PES around
equilibrium. These approximations can break down in systems with more highly anharmonic
excited state PESs.
3.2.2 Huang-Rhys Factors and Reorganisation Energies
Using the Duschinsky rotation matrix, normal modes can be correlated between different elec-
tronic states, yielding the Huang-Rhys factors S between the electronic states for each frequency








where Dj is the displacement of mode j between the equilibrium geometry in the considered
electronic states. Summation of each Huang-Rhys factor yields the normal mode reorganisation





which is associated with the energetic cost of geometry relaxation in the electronic transition.
Analysis of the Huang-Rhys factors, the reorganisation energies, and the nonadiabatic couplings
give insight into the main vibrational modes involved in the internal conversion. In particular,
analysis of the HR factors and reorganisation energies are popular for the semi-quantitative inter-
pretation of AIE.65,72,77,117,120,121,123–130 Since knr is a product of the electronic couplings and the
Franck-Condon factors, both of these must be small in order to increase ΦPL (Equation 3.1). For
the phenylsilole compounds, calculation of kr and knr in vacuum revealed that the most signifi-
cant contributions to knr come from low-frequency rotational modes, which have large HR factors
and large reorganisation energies. The authors hypothesise that in the solid state, the dampening
of rotational modes due to steric hindrance reduces the HR factor, and thus theNFC contribution
to knr.114,117 knr decreases with respect to kr, resulting in fluorescence.
The reorganisation energy can also be calculated in the adiabatic regime,131
λA = λex + λg
= (E∗ex − Eex) + (E∗g − Eg)
(3.10)
where Eg and Eex are ground state energies at the S0 and S1 minima, and E∗g and E∗ex are the
corresponding excited state energies at respective minima.132 This is visualised in Figure 3.2. λA
can be easily calculated using quantum chemical methods, where geometry optimisation in S0
and S1, and a single point calculation of S1 at the S0 minimum, yields four quantities required to
evaluate Equation 3.10. This does not require the normal modes to be calculated, which can be
computationally expensive in the excited state for large molecules.









Figure 3.2: Schematic of how the reorganisation energy λ is calculated in the adiabatic regime,
based on the ground and excited state PESs of a monomer and the four quantities of Equation
3.10. Red arrows indicate vertical transitions between electronic states. Adapted from reference
133.
3.2.3 Restricted Access to Conical Intersection Model
A different approach to computational modelling of AIE is to consider the topology of the whole
PES across the photochemical reaction coordinate. While the framework adopted by Shuai con-
siders the vibronic coupling around the equilibrium geometries, insight into the AIE mechanism
can be found by considering the role of conical intersections. Conical intersections are points of
degeneracy between electronic states, and allow for nonadiabatic radiationless decay between an
upper and lower surface. A more detailed overview on conical intersections is given in Section
2.2. In the restricted access to a conical intersection (RACI) model of Blancafort et al., an en-
ergetically accessible conical intersection is responsible for the nonemission in solution. Upon
aggregation, steric constraints result in the conical intersection being too high in energy to be pop-
ulated, leading to fluorescence.71 The RACI is advantageous in that it does not impose restrictions
or assumptions of the topology of the PES.
Blancafort and co-workers first identified the role of a conical intersection for systems based
on diphenyldibenzofulvene using multiconfigurational methods.66 In solution, torsional rotation
takes the system to an extended crossing seam, with the minimal energy conical intersection







Figure 3.3: Schematic of the RACI model, where in solution there is no emission due to the en-
ergetically accessible conical intersection. In crystalline or aggregated state, the minimal energy
conical intersection (MECI) is high in energy and inaccessible, which results in AIE.
(MECI) lying 0.7 eV below the excitation energy. In the crystal, rotation is hindered and the
MECI lies above the excitation energy. In the RIM model, the phenyl substituents dissipate the
excited state energy. In the RACI interpretation, the role of the phenyl substituents is to restrict
the torsion in the solid state. Wang et al. found a similar mechanism for 4-diethylamino-2 ben-
zylidene malonic acid dimethyl ester.70 By combining TDDFT, CASSCF, and CASPT2 methods,
the authors compared the PESs in solution and in the solid state. In solution, relaxation along a
torsional mode takes the system to a conical intersection which is inaccessible in the crystal. A
schematic of the general RACI mechanism is depicted in Figure 3.3.
The RACI model has also been applied to explain the different emissive responses of dicyano-
distyrilbenzene derivatives with differing CN substitution patterns.40 For some derivatives, there
is emission in both solution and the solid state, whereas others display AIE, due to the energetic
accessibility of a CI in solution. In this case, it is the vertical excitation energy which is al-
tered most between the compounds, with a red-shift making the conical intersection inaccessible.
Again, the CI is reached through intramolecular rotation.
Studies have shown that modes other than rotation can be followed to access conical inter-
sections. For TPE, dynamics calculations at TDDFT level show that cyclisation through bond
formation can lead to nonradiative decay through a CI.134 The formation of photoclyclisation
products was later confirmed by transient absorption spectroscopy, while the methylated deriva-
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tive of TPE shows similar behaviour.135,136 In Duan’s study, it was proposed that nonradiative
decay of a TPE derivative in solution could be on account of both the intermolecular motions and
the conical intersection.129
Blancafort has shown that the RACI model can account for AIE in Tang’s original compounds,
the phenylsiloles.71 By combining TDDFT and CASSCF/CASPT2 calculations, it is found that
a combination of ring puckering and a flapping mode result in a conical intersection in solution,
which is inaccessible in the crystal. Conical intersections accessed through ring puckering have
been found for other systems exhibiting AIE.137 Notable is the octatrene derivative, where the
AIE character has been attributed to the RIV mechanism, as discussed in Section 3.1.2.106 The
ring puckering MECI uncovered by Yuan et al. means it falls under both the RIM interpretation
and the RACI model.138
The RACI model and the FGR-RIM interpretation of AIE are different in their underlying
assumptions but are not necessarily conflicting interpretations of the AIE phenomenon. The
FGR-RIM approach determines the nonradiative decay rate from the coupling of electronic and
nuclear wavefunctions through nuclear vibrations. The nuclear modes are treated within the har-
monic approximation while the electronic coupling is calculated at the equilibrium geometries.
This can be troublesome for systems which undergo large nuclear deformation in the excited
state, where the modes can become highly anharmonic and the electronic coupling can vary in
the vicinity of a conical intersection. In these cases, more accurate lifetimes would be predicted
using nonadiabatic dynamics simulations and the RACI model can be used to interpret the in-
tersection seam. However, the RACI model does require a reliable way to treat all parts of the
PES, which is not trivial. In particular, accurate excitation energies and conical intersections are
required in order to determine the feasible relaxation pathways. For FGR-RIM, in the solid state
the close packing of molecules reduces the conformational phase space and thus the harmonic
approximation is more applicable. The RACI model can identify the decay path in solution and
the solid state, whilst FGR-RIM can provide a quantitative prediction of lifetimes and ΦPL.
The discovery, development, and rationalisation of the AIE phenomenon has transformed
the field of luminescent organic materials. While much of the innovation has been based on
the propeller systems, a class of systems based on ESIPT have attracted interest in recent years
for their favourable photochemical properties. ESIPT systems form the basis of the research in
this thesis and in the next section the ESIPT mechanism shall be introduced, along with the key
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applications which incorporate ESIPT.
3.3 Excited State Intramolecular Proton Transfer
3.3.1 Combining AIE with ESIPT
Tautomerism is a type of isomerism resulting in the transfer of a chemical group between two sites
on a molecule, and the simultaneous switching of a single and double bond. Photo-induced tau-
tomerism, where the transferring group is a proton, is called excited state intramolecular proton
transfer (ESIPT). Research into the mechanism and potential applications of ESIPT has been ac-
tive for more than half a century, since ESIPT was first observed in the 1950s in salicylic acid.139
Photochromic materials harnessing ESIPT have garnered much attention due to the wide range
of applications and remarkable properties. In particular, it is the unusually large Stokes-shifted
emission which makes ESIPT so attractive. The separation between the absorption and emission
bands can typically exceed 200 nm, reducing self-absorption (absorption by other parts of the
crystal) and increasing the output signal for the desired application. The emission colour can be
tuned by the addition of electron donating or withdrawing groups, as well as solvent polarity and
viscosity.140,141 Dual emission from the pre- and post-ESIPT forms is also possible. These char-
acteristics, in tandem with AIE, have resulted in ESIPT chromophores being used for chemical
sensing, biological imaging and probing, as well the optoelectronic applications such as optical
memory, lasers, and OLEDs.4,142–146 However, while there is a huge potential range of applica-
tions for ESIPT emitters, there are notable shortcomings, such as low ΦPL and short fluorescent
lifetimes.4
3.3.2 The Four-Level Photocycle
Inherent in all ESIPT processes is a fully reversible four-level photocycle, the prerequisite for
which is the presence of an intramolecular hydrogen bond. The proton donor can be an amino or
hydroxyl group, while the proton acceptor is usually an imine or carbonyl. The four-level photo-
cycle for salicylic acid is depicted in Figure 3.4, along with the frontier molecular orbitals. The
chromophore in the ground state (S0) is in the enol form (E), mediating hydrogen bond formation
between the carbonyl oxygen and the hydroxyl proton. Upon electronic excitation to S1 (E∗), the
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Figure 3.4: The four-level photocycle of ESIPT for salyclic acid. The HOMO and LUMO orbitals
are also shown.
electronic redistribution acidifies the hydroxyl and increases the basicity of the carbonyl group,
as a result of the population of the π∗ orbital on the carbonyl oxygen. In the excited state, the keto
form (K∗) is more stable due to the redistributed electron density, and the proton migrates from
the hydroxyl oxygen to the carbonyl oxygen. Depending on the system, fluorescence can occur
from both the excited enol form (E∗) and the excited keto form (K∗), although due to the ultrafast
nature of the proton transfer the major emitting species is the keto tautomer.144
For most ESIPT processes containing strong hydrogen bonds, proton transfer is near barrier-
less and occurs on a femtosecond time scale.4 The rate of the proton transfer and emission wave-
length are highly sensitive to the surrounding medium and the presence of electron donor/acceptor
moieties.145,147,148 After fluorescence, the ground state keto form (K) is populated and the four
level photocycle (E→E∗→K∗→K) is completed. The initial geometry is restored through ground
state intramolecular proton transfer (GSIPT), although other photoproducts can be formed, for in-
stance through cis-trans isomerisation or intersystem crossing.149
AIE in ESIPT chromophores can be more complex than in non-polar propeller systems. The
presence of hydrogen bonding sites enables the formation of intermolecular hydrogen bonds with
solvent molecules, weakening the intramolecular bond and hindering ESIPT.150 Kasha showed
that the ratio of fluorescence intensity between E∗and K∗dramatically changes based upon the sol-
vent polarity.151 In 3-hydroxyflavanone, the K∗fluorescence band is suppressed and the E∗band
increases in intensity with polar solvents. In strongly basic solvents, intermolecular proton trans-
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fer can occur between the chromophore and solvent, blocking access to the K∗state152. As touched
upon earlier, the presence of donor acceptor groups opens the possibility of deactivation through
twisted intramolecular charge transfer (TICT). In solvent, the TICT state is populated after pro-
ton transfer and leads to nonradiative decay. In a similar vein to RIR, aggregation frustrates the
torsional mode, preventing the TICT state from forming, and opens the radiative decay chan-
nel.153,154
The four-level photocycle in ESIPT results in large deviations in the excited state electronic
structure, accompanied by large nuclear distortions in solution. As such the application of the
FGR-RIM interpretation can be potentially problematic. The RACI model can be applied to
alleviate these difficulties, and many ESIPT systems are known to decay through an accessible
MECI in solution.146,153,155–163 In this work, AIE in the ESIPT systems is interpreted mainly
through RACI model, with due consideration of the FGR-RIM approach in Chapter 7.
3.3.3 Exploiting ESIPT and AIE for Applications
The most investigated class of ESIPT molecules are based on benzothiazole dyes, particularly
2-(2-hydroxyphenyl)benzothiazole (HBT).4,143 The groups of Li and Liu investigated the effect
of solvent for a range of HBT derivatives, finding that increasing polarity impedes the proton
transfer reaction and diminishes fluorescence. This is compounded by highly polar, protic sol-
vents, where the hydroxyl proton can dissociate to form the phenolic anion. The proton transfer
is highly sensitive to the solvent polarity, which is highly useful for sensing and probing applica-
tions.150,164 A HBT analogue has been developed for ratiometric probing for hydrogen peroxide
in living cells, where the ESIPT-active fluorophore is produced by oxidative hydrolysis.165 HBT-
based systems are also applicable for pH sensing, ion detection, biothol probing, and intracellular
imaging.166,166,167
Substitution of electron donor and acceptor groups onto ESIPT cores can alter the proton
transfer rate and stability of the enol and keto conformers on the excited state potential energy
surface. In an extensive theoretical study, Jacquemin and co-workers investigated how different
substitution patterns affect the emission from enol and keto states for a range of benzothiazoles.140
They found that dual emission from both E∗ and K∗ is only possible in a small energy window
for the compounds tested, and that the K∗ minimum can be favoured more drastically by depen-
dent on the heteroatom in the core. The strongest substituent effects are seen with electron donor
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groups, such as methoxy, which stabilise the E∗ state. The K∗ state can be favoured by elec-
tron withdrawing groups in particular positions. Crucially, the effects of combining substituent
groups are complex and depend on the specific ESIPT core and substituent combination. The
easily perturbed electronic structure of these systems make design from first principles extremely
challenging.
ESIPT cores are excellent candidates for optoelectronic applications on account of minimised
self-absorption. However, the environment sensitivity which makes them so suitable for prob-
ing can be harmful to device stability.143 Through chemical modifications, the Park group have
fabricated stable OLED devices with a range of emission frequencies.158,168,169 Introduction of
carbazole gave access to blue K∗ emission, while ηQE values of 14% have been reached by incor-
porating triplet harvesting via thermally activated delayed fluorescence with ESIPT.168,170 Emis-
sion from both E∗ and K∗ enables white-light emission in devices, a highly attractive property
due to the rarity of single molecule fluorophores with wide emission bands.171–174
The population inversion afforded by the K∗form makes ESIPT systems attractive for laser
applications.175,176 Additionally the large Stokes shift limits reabsorption and increases the optical
gain.143 In the 1980s, the principle of using ESIPT for lasing applications was established by
Kasha and co-workers for 3-hydroxyflavone, where the ultrafast proton transfer and double-well
excited state potential energy surface lead to efficient population inversion.177,178 Since then, the
structural diversity of ESIPT systems have produced lasers with emission in the green, orange, and
cyan regions.168,179–181 Recently, an imidazole-based system with amplified spontaneous emission
properties was developed with deep blue emission.153 The restriction of the TICT state in the
crystalline form results in ΦPL of 67%, producing an intense and narrow blue band for emission.
3.3.4 Harnessing ESIPT for Near-IR Emission
Developing efficient fluorophore emission at the extremes of the visible spectrum is notoriously
difficult. Whilst much attention has been paid to the blue region, the red and near-infrared (NIR)
region is also hugely challenging in the solid state. The first system to exhibit solid state las-
ing properties in the NIR region was reported in 2015.182 The compounds were based on HC
skeletons and displayed ESIPT. Interestingly, solid state fluorescence is only witnessed in some
analogues, with substituent position and crystal packing modes determining the ΦPL. The ques-
tion of whether electronic effects or the crystal structure determined the fluorescence activity
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R1 R2 ΦPL R3 R4 ΦPL
HC1 H H 0.32 HP1 H H 0.74
HC2 CH3 H 0.25 HP2 F H 0.84
HC3 OCH3 CH3 0.26 HP3 H OCH3 0.77
HC4 H CH3 <0.01 HP4 H F 0.72
HC5 H OCH3 <0.01
HC6 F H 0.41
HC7 H F 0.10
was not fully resolved. Fluorine-containing derivatives with laser properties were published soon
after.183 In the same year, the same group published another breakthrough in solid state lasing,
with structures based on HP.184 These compounds are similar to the HCs, but contain only one
aromatic ring. Solid state fluorescence in single-benzene emitters is a rarity due to low melting
points, but these systems showed extremely high fluorescence activity, surpassing the parent HC
systems, as shown in Table 3.1.
For the HC and HP families, the crystal packing, absorption and emission wavelength, and
crucially ΦPL, all depend on the choice of substituent and number of aromatic rings. How these
factors interplay is not well resolved. To fully understand the photophysical properties of these
systems, intricate knowledge of the electronic, molecular picture must be combined with the in-
termolecular interactions of the crystal. Theoretical methods can help elucidate this picture and
offer insight into the working mechanisms behind AIE for these ESIPT systems, and how to max-
imise the ΦPL. This is the primary aim of the work in this thesis, with HC and HP families used
as exemplars. In this thesis, Chapters 5 and 6 shall focus on the HC derivatives, with particular
attention on 1 and 5. In Chapter 7, a holistic view of all eleven systems shall be taken as we
examine how the crystal structure and packing regime influences emission. Since the HCs are
the main focus of the thesis, the following section shall focus on their luminescent properties and
previous investigations.
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3.4 Emitters Based on 2’-hydroxychalcones
3.4.1 Crystalline Emission Properties of HCs
In 2015, Cheng et al. synthesised a range of crystalline HC systems with different substitution
patterns.182 They found the identity and the position of the substituent to be critical in the ΦPL
of the crystals. This is summarised in Figure 3.5. When substituents are meta to the hydroxyl
group (compounds 1-3) in the phenol ring, deep red fluorescence is observed, but only when in
crystalline form. The solutions are almost non-emissive. Interestingly, under frozen conditions
the solutions still only weakly fluoresce, indicating that restriction of intramolecular rotation is
not the key factor in the AIE for these molecules. When the same substituents are in para position









HC1 R1=H λ=710 ΦPL= 0.32
HC2 R1=CH3 λ=680 ΦPL =0.25 HC4 R2=CH3 λ=720 ΦPL <0.01
HC3 R1=OCH3 λ=716 ΦPL =0.26 HC5 R2=OCH3 λ=696 ΦPL <0.01
Figure 3.5: Compounds 1-5 synthesised by Cheng and coworkers. 1- show high ΦPL, but 4&5
are almost non-emissive. Absorbance maxima (λ) and quantum efficiency of photoluminescence
(ΦPL) are given, along with pictures of the dark and bright crystals for 1,2,4, and 5. Figure
adapted from ref. 182 with permission of Wiley-VCH.
These puzzling characteristics are attributed to both the planarity of the individual molecules
and the packing in the crystal, as shown in Figure 3.6. Molecules 1-3 are almost completely pla-
nar and the strong intramolecular H-bonds, of length 1.753-1.780 Å, increase the rigidity and
planarity of the system. In the crystal, the molecules adopt an edge-to-face, herringbone packing
mode preventing intermolecular π-interactions between the aromatic rings and enabling fluores-
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Figure 3.6: The conformation of monomers 1,4, and 5, along with their crystal structure. Crystal
structures obtained from CCDC database codes from ref. 182.
cence from the keto S1 state. For compound 4, where a methyl substituent is para to the hydroxyl,
a similar edge-to-face packing mode is present. However, the molecule has a larger dihedral angle
than 1-3, which the authors attribute as the reason for the weak fluorescence. For 5, the molecule
is planar but the packing is face-to-face with aromatic stacking interactions. In the discussion, it
is asserted that 5 is therefore non-emissive in the solid state due to excimer formation and non-
radiative decay. The authors also hypothesise that the edge-face packed crystal of compound 4
shows minimal fluorescence because the molecule is not planar, despite other edge-face packed
molecules brightly fluorescing, while the planar molecule does not emit because it is packed cofa-
cially. It is with these hypotheses that this thesis begins. The first fundamental question is why do
none of the five compounds fluoresce in good solvent? Secondly, in the solid state, why do only
compounds 1-3 exhibit AIE? Is this a substituent effect, as a result of the position of the methyl
and methoxy groups, or is it due to the molecular packing mode, or is it a combination of both?
Quantum chemical methods can identify the nonradiative decay channels in both dispersed and
aggregated states, and therefore can elucidate the discrete electronic and intermolecular factors.
In answering these questions, we can build understanding of how structure-property relationships
operate in the AIE/ESIPT space and provide strategies for further optimising the fluorescence
quantum yield of such systems.
3.4.2 Further Investigation into HC Photochemistry
Research into HCs, and chalcones in general, has traditionally focused on their metabolite char-
acter, since they are in vivo precursors for a variety of flavones, flavonols, isoflavones, anthocyani-
dins, and other synthetic antioxidants.185 The ESIPT process in HC was first proven by Chou et
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al. in 1992.186 With an absorption band at 354 nm, and emission at 635 nm, the authors con-
cluded that tautomerisation occurs upon absorption and that the keto S1 state was responsible for
emission. Cis-trans isomerism about the central double bond followed by molecular oxygen in-
corporation produces the flavanoid studied by Kasha, 3-hydroxyflavone. Previous studies had in-
vestigated this cyclisation mechanism, where it was initially thought cyclisation occurred through
cis-trans isomerisation without proton transfer.187,188 It was later found that this isomerism could
be hindered by solvent viscosity.189 Later, Arai and coworkers investigated the photochemistry of
HC analogues, where they denoted the tautomerisation to be hydrogen atom transfer, rather than
proton transfer.190–196 They mapped the potential energy surfaces using spectroscopic techniques
to find that the cis-trans isomerism takes place in the triplet state, and only after hydrogen atom
transfer. Most pertinent was their study of the effect of substituent on fluorescence in 2009.196
Studying systems solvated in benzene, they discovered that the addition of a methoxy substituent
meta to the hydroxyl group in the phenol ring increased the quantum yield of red fluorescence by
at least ten times, which the authors attribute to a combination of electronic and steric effects. The
methoxy group stabilises the S1 state through electron donation to the carbonyl ππ∗orbital whilst
its size hinders the intramolecular modes. They supplemented this work by studying a range of
HC analogues with naphthol, pyrrole and indole substitutions.197
Since the discovery of the crystalline near-IR fluorescence by Cheng et. al in 2015, and over
the course of this project, more studies have emerged investigating photochemistry of HCs. In
early 2017, Li and coworkers synthesised three analogous of HC1 with differing substitution at
the nitrogen and phenol oxygen.198 The AIE behaviour is attributed to restricting the access to the
nonfluorescent TICT state in the aggregate. Two of the systems display excellent quantum yields
(0.27, 0.49) and long fluorescence lifetimes in the excited state. Time resolved spectroscopy
suggests two decay paths in solid state, but the mechanisms are not identified by the authors. The
near-IR technology was used to develop a probe for cysteine, as was done previously by the Tang
group using a HC system.199
The AIE/ESIPT principle was applied using HC to develop a technique to detect latent fin-
gerprints, for example in crime scenes.200 A fingerprint contains a high level of sebum, and when
this is rinsed in a HC solution, the HC molecules preferentially adhere to the fatty acid residues
in the fingerprint, where they aggregate. When light is shone on the fingerprint, ESIPT occurs
and red fluorescence is produced, lighting up the fingerprint region against the dark backdrop of
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the substrate.
In late 2017, the tunable lasing properties of HCs was further attested.201 With a fluoro sub-
situted HC (HC6), colour-tuned organic lasers were developed. It was shown that addition of
a second hydroxyl group, β to the carbonyl group on the aliphatic bridge, enables tuning of the
photodecay. In solution, both systems undergo ESIPT and have dual emission characteristics in
cylcohexane, but no ESIPT is witnessed in isopropanol, due to the formation of intermolecular hy-
drogen bonds. In the solid state, the compound with additional hydroxyl group does not undergo
ESIPT and has blue-shifted fluorescence with respect to the parent HC6. The crystal structure
shows that the close packing enables intermolecular hydrogen bonds, just like in isopropanol, and
ESIPT is inhibited. As such, the additional hydroxyl group produces only E∗ emission at 538 nm,
and the unmodified system shows solely K∗ emission at 647m.
More fundamental spectroscopic studies have also been presented recently. Using time-resolved
absorption and emission, Zahid et. al study the dynamics of the ESIPT process in HC1 in both
solution and the solid state.202 In methanol, the E∗ state is formed and immediately decays, with
only trace amounts of the K∗ tautomer detected, perhaps on account of solvent molecules forming
intermolecular hydrogen bonds and disrupting ESIPT. In the crystal, during the decay of the E∗
peak, a new fluorescence peak forms at 600-750 nm which can be ascribed to the K∗ state after
ESIPT. The E∗ form is more transient in the crystal, with its lifetime reduced by a factor of 10
to 3.1 ps, on account of the sterically-enforced planarity enabling efficient ESIPT. Enol emission
will also result in self-absorption in HC1.
Song and co-workers studied the deactivation of HC as a function of solvent polarity using
time-resolved absorption spectroscopy.203 Increasing the solvent polarity stabilises the planar E∗
tautomer, due to the intramolecular charge transfer nature of the excitation. The planar E∗ state
then promotes ESIPT. The authors find no evidence for triplet states in the three solvents. In the
nonpolar solvent (cyclohexane), enol decay through intramolecular rotation will compete with
ESIPT. For a set of analogues based on HC3, but with removal of dimethylamine group, Serdiuk
et. al found that ESIPT is more efficient than for the parent HC compounds, and attribute radiative
decay in the solid state to the RACI model.204
The HCs and HPs systems provide a library of related compounds with differing photobe-
haviours. In Chapters 5-7, we shall investigate these in detail and establish design rules to opti-
mise the fluorescence response of ESIPT systems. However, next we shall overview the quantum
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chemical methods which will be used to explore the properties of these systems.
4 Compuational Chemistry Methods
4.1 The Hartree-Fock Method
The Hartree-Fock (HF) method is the foundation of quantum chemistry. In the HF method, a
single electron in an N -electron system moves within the field produced by the nuclei and the
other N -1 electrons.205 The intractable N -electron wavefunction Φ is simplified to be a product
of N , one-electron wavefunctions χ,
|Φ〉 = |χaχb...χi..χN 〉 . (4.1)
where χ are spin orbitals of each electron in the system. The spin orbitals consist of a spatial func-
tional and a spin function, an infinite number of which could provide an exact solution. However,
in practical terms a basis set of atomic functions is supplied, as described in Section 4.3.1.8
From the Pauli exclusion principle, no two electrons may share exactly the same four quan-
tum numbers (i.e occupy the same spatial and spin orbital). Since electrons are fermions, the
electronic wavefunction is antisymmetric, meaning that a change in the orbital must result in the
wavefunction changing sign. This is enforced using Slater Determinants.206 This is most easily
seen for a two-electron system for electrons at positions x1 and x2, where orbital χa contains













where by taking the determinant, the antisymmetry is ensured since exchanging the electrons
changes the sign of the determinant. In the determinant, the rows consist of the electrons while
the columns contain the orbitals. In the HF method, the wavefunction is approximated by a sin-
gle Slater Determinant, and therefore HF is known as a single-determinant, or single-reference,
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method. As well as ensuring antisymmetry, the Slater determinant wavefunction also introduces
exact exchange (or HF exchange), a quantum mechanical property for electrons of parallel spin.8
The variational principle states that the energy of the true ground state wavefunction will
always be less than or equal to the energy a trial wavefunction, meaning that the guessed spin
orbitals will never undershoot the true energy.8 As such, HF is a purely iterative method where
the energy is computed for a set of trial spin orbitals, the spin orbitals are altered, and the energy
is calculated again. This is repeated until convergence.
To calculate the “best” set of orbitals, the interactions in the electronic Hamiltonian are split
into one-electron and two electron terms. The one electron terms are collected by the core Hamil-











The antisymmetric nature of the Slater determinant results in two operators for the electron-
electron interaction, a Coulomb operator Ĵij and an exchange operator Kij , which act on orbital











The Coulomb operator determines the Coulomb potential felt by electron i in orbital χi from
electron j in orbitalχj . This is done by averaging the interaction over all of the spatial coordinates
of electron j. As such, Jij represents the average, or mean-field, local potential felt by electron i.
For this reason, the HF method is often called a mean-field approach. The exchange operatorKij
is a result of the antisymmetric Slater determinant, and is a quantum mechanical artefact of how
electrons are by nature indistinguishable, and the exact labelling (i,j) has no physical meaning.8
The one-electron and two electron operators are collected by the Fock operator F̂ , such that




[Ĵij − K̂ij ] (4.6)
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The two electron terms run over only half of the electrons (N2 ) to ensure interactions are not
double counted, while the condition of j 6= i means that an electron cannot interact with itself.
The Fock operator allows Equation 2.2 to be solved in the HF method through,
F̂ |Φ〉 = E |Φ〉 (4.7)
an eigenvalue equation solved by altering the orbitals until energy convergence is reached. In





Cuiφµ i = 1, 2, ..,K (4.8)
The Roothaan-Hall equations are then used to solve Equation 4.7 in matrix form,207,208
FC = SCε (4.9)
where F is the Fock matrix containing the elements from the Fock operator, C contains the
expansion coefficients from Equation 4.8 and S is the overlap matrix containing the overlaps of
atomic orbitals (〈φi| |φj〉). By diagonalising the Fock matrix, ε is a diagonal matrix containing
the orbital energies. HF is commonly named the self-consistent field (SCF) approximation, since
the Roothaan equations are solved until self-consistency is reached.8
The HF method is a powerful approach to solving the electronic part of the Schrödinger equa-
tion. However, it has several severe drawbacks which hinder its application and have led to the
development of more sophisticated methods to address the shortcomings within. The most seri-
ous of these for ground state, closed-shell systems is the correlation problem. While electrons of
parallel spin have the required exchange correlation, the Coulomb correlation is completely ne-
glected since each electron sees only an average field of the other electrons. In reality, the motion
of one electron is dependent on the motion of each of the other electrons, as depicted in Figure
4.1. This results in the energy of the system in HF being overestimated in respect to the true en-
ergy. A number of methods to overcome the lack of correlation have been developed, which use
the HF method as a starting point before calculating the electron correlation. Those most relevant
to the work in this thesis are discussed in the next section.
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Mean-Field Instantaneous
Figure 4.1: Depiction of the mean field electron interaction, where the electron of interest interacts
with an average potential, rather than individually with each other electron.
4.2 Recovering Electron Correlation
A number of methods exist to recover the correlation energy absent from the HF method. The
correlation energy can be split into two contributions, dynamic and static. Dynamic correlation
is that which is intuitively missing from the HF approximation, where the motion of one elec-
tron is correlated with each and every other electron. These are generally termed post Hartree-
Fock methods, as they use the HF wavefunction as a starting point before subsequently adding
the dynamic correlation energy. The lack of static correlation, on the other hand, arises from
the single-determinant description of the wavefunction. In some cases, where there are near-
degenerate frontier orbitals, two (or more) closed-shell Slater determinants can have very similar
energies.5 As such, the HF wavefunction can be improved by including these other determinants
in the ground state wavefunction. It is these multiconfigurational, or multireference, methods
which recover static correlation. In this section, we shall overview Møller-Plesset perturbation
theory to second order (MP2) and coupled cluster (CC) methods, which recover dynamic cor-
relation, and multireference methods, which recovers static correlation. First, however, we shall
briefly overview the configuration interaction, which is an important first step in the conceptual
understanding of adding dynamic correlation to the HF wavefunction.
4.2.1 Configuration Interaction
The basic idea of the configuration interaction is to describe the wavefunction as a linear combi-
nation of Slater determinants. The energy is found by diagonalising the N -electron Hamiltonian
(Equation 2.4) in the basis of trial determinant functions, and minimise the energy again using the
Variational Principle.8 The additional functions consist of “excited” Slater determinants, where a
spin orbital (χa) in the closed-shell HF determinant is replaced by one of the remaining, unoccu-
4 Compuational Chemistry Methods 68
pied orbitals χr. This excited Slater determinant can be denoted |Φra〉.8 Substituting one orbital
is a single excitation, whilst replacing two orbitals χa and χb by χr and χs is a double excitation,
and so on up to N -tuple excited determinants, giving the configuration interaction wavefunction
the following form:8



























The factorial terms ensure that each excitation is only counted once. In an infinite basis of spin
orbitals, the N excited determinants would recover the exact wavefunction of the system. Con-
figuration interaction calculations require huge computational expense due to the vast number of
determinants.
To reduce the size and complexity of the wavefunction, some of the terms of the wavefunction
in Equation 4.10 can be eliminated, in what are known as truncated CI methods. CI calculations
are classified according to the degree of excitations allowed in the wave function. If only one
electron has been promoted for each determinant, the method is referred as a configuration inter-
action single-excitation (CIS) calculation. CIS methods approximate the excited state energies of
the molecule. CI singles and CI doubles (CISD) calculations can produce a ground state wave-
function incorporating correlation.
The issue with truncated CI methods are their lack of size-consistency. The concept of size-
consistency relates to how the description of the wavefunction changes with the size of the molecules
being described. For methods to be size-consistent, the energy of two identical, infinitely sep-
arated, non-interacting molecules should be twice that of the individual molecules. More con-
cretely, the energy of a many-particle system should be proportional to the sum of its non-interacting
subsystems. However, in truncated methods like CISD, this is not guaranteed. For example, in
the dimer example, a double excitation on each monomer is not possible, since this would result
in a quadruple excitation overall. Therefore these excitations are missing in the full system but
would be present in the separate monomer calculation.
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4.2.2 Møller-Plesset Perturbation Theory
Electron correlation energy can be added to the HF energy by way of an external perturbative
correction. In perturbation theory, the total Hamiltonian is divided into the zeroth-order part Ĥ0,
which is the HF Hamiltonian, and a perturbation V̂ , such that the eigenvalue equation becomes
Ĥ |ΦI〉 = (Ĥ0 + V̂ ) |ΦI〉 = εI |ΦI〉 . (4.11)
The eigenvalues and eigenfunctions of Ĥ0 are varied so that they become closer to the total Hamil-
tonian Ĥ , which would then contain electronic correlation. This is done by the ordering factor λ,
such that
Ĥ = Ĥ0 + λV̂ (4.12)
For perturbational theory to be justified, the perturbation λmust be small (<<1). The true eigen-















|ΦI〉 = |Φ(0)I 〉+ λ |Φ
(1)
I 〉+ λ2 |Φ
(2)
I 〉+ λ3 |Φ
(3)
I 〉+ ..+ λn |Φ
(n)
I 〉 (4.14)
After inserting Equations 4.13 and 4.14 into Equation 4.11 and collecting terms by order, the
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(n−1)
I 〉 (4.15)
The perturbation operator V̂ introduces the Coulomb repulsion between electrons, which when
combined with excited Slater determinants, recovers the dynamic correlation energy. In most
chemical applications, the method is contracted at second-order, and was initially employed by
C. Møller and M.S. Plesset to obtain the correlation energy, hence the acronym MP2 is often
used.209 Since MP is perturbative, the MP-calculated energy can be lower than the true energy,
making it a non-variational method. We use MP2 in Chapter 5 to obtain accurate ground state
geometries of the HC structures, where their small size make MP2 a computationally affordable
option.
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4.2.3 Coupled Cluster
In an alternative approach to perturbation theory, CC methods were introduced in the 1960s to
account for electron correlation.210,211 CC theory uses excited determinants by means of a Taylor
expansion with an exponential operator
|ΦCC〉 = eT̂ |Φ0〉 (4.16)
where |Φ0〉 is the HF wavefunction and T̂ is the cluster operator. The cluster operator produces a
sum of excitation operators up to the truncation level n
T̂ = T̂ (1) + T̂ (2) + T̂ (3) + ...+ T̂ (n) (4.17)
where n is the excitation number. T̂ (1) includes all single excitations and T̂ (2) includes all double
excitations, etc. Substituting 4.17 into 4.16, and truncating at n = 2, yields the coupled cluster
wavefunction
|ΦCC〉 = eT̂ |Φ0〉 =
[






As for perturbation theory, CC theory is usually referred to by the truncation level, for example
CCSD refers to coupled cluster with single and double excitations. CCSD scales at N6, adding
considerable expense to the HF method, which scales at N4 (where N is the number of basis
functions).
4.2.4 Multireference Methods
The methods described so far use HF as a starting point and are thus built on a single-reference
wavefunction. For a closed-shell system of an even number of electrons, orbitals are all doubly
occupied. However, in many chemical processes, the electronic structure will deviate from this
description and the wavefunction will not be dominated by one single electronic configuration,
for example in bond dissociation, excited state processes, or when the system contains metallic
elements. The methods typically employed to model such scenarios are termed multireference
or multiconfigurational methods. Such methods recover static correlation through linear combi-
nation of configuration state functions m, which themselves are made up of Slater determinants.
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Note that this is a subtle difference to the configuration interaction. In the configuration interac-
tion, the expansion coefficients c are varied but the underlying spin orbitals are those used in the
HF computation. In multireference methods, both the spin orbitals themselves are varied as well





where |m〉 is the configuration state function containing optimised molecular orbitals and cm is the
expansion coefficient for the state. In multireference methods, the molecular orbitals are divided
into subspaces, where the active space contains excitations between spin orbitals. Most common
is to use an active space containing occupied and virtual orbitals selected for their relevance for
the problem in hand, and to only include excitations from within the m active orbitals for n elec-
trons. This is called the complete active-space (CAS) method, which when used in combination
with HF for the remaining core orbitals (outwith the active space), is denoted complete active-
space self-consistent field (CASSCF).212 Due to the factorial scaling with the number of active
orbitals, further space decomposition methods have been introduced through restricted active-
space (RAS), where only certain excitations are allowed. Furthermore, using a state-averaging
procedure can optimise the configuration state-functions for multiple states, to describe regions
of strong electronic mixing. With these methods, the key parameter is often the choice of the
active space - which orbitals to include, how many of them, and how many corresponding elec-
trons. This is not a black-box procedure and will vary depending on the system of interest, the
phenomena being modelled, and the computational resources available.213 Recently, algorithms
for automatic active-space selection procedures have been proposed.214,215
Most of the total correlation can be recovered by combining a multireference wavefunction
with perturbation theory, thus recovering both static and dynamic correlation. This can produce
accurate ground and excited state properties for chemical systems, although with rather large
computational expense.216,217 A favoured approach is to combine CASSCF with a second-order
perturbation calculation (CASPT2), providing an effective protocol to calculate excited states.218
When the reference wavefunction is constructed using the state-averaging procedure for the refer-
ence wavefunction, and uses multiple electronic states in what is known as the multistate CASPT2
(MS-CASPT2) method to give a highly accurate electronic structure.219
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4.3 Density Functional Theory
The methods introduced thus far access chemical properties through some approximation of the
wavefunction. An alternative approach is to disregard the wavefunction altogether and instead use
the electron density to calculate microscopic properties of matter. This replaces the 3N (+spin)
variables of wavefunction methods by just 3 (+spin) spatial variables, allowing significant speed-
up in computation. In 1964, Pierre Hohenberg and Walter Kohn proved a unique 1:1 correspon-
dence exists between the ground state energy and the ground state density, proving that all ground
state properties of an N -electron system can be calculated from the ground state electron density
ρ.220 The energy is thus a functional (function of a function) of the electron density produced by
a wavefunction,
E[ρ] = 〈Ψ[ρ]| T̂ + V̂ |Ψ[ρ]〉 (4.20)
which, like HF, obeys the variational principle.
DFT is a mathematically exact formulation. However, the exact form of the functional relat-
ing the density to the energy is unknown. In 1965, Kohn and Sham developed a self-consistent
approach to attain an approximation of the energy functional in equations that are “analogous to
the conventional Hartree and Hartree-Fock equations, and, although they also include correla-
tion effects, they are no more difficult to solve.”221 In the Kohn-Sham system, a non-interacting
system mimics the real interacting electron density. As in HF where one-electron wavefunctions
construct the N-electron wavefunction, so do single particle orbitals (Kohn-Sham orbitals ψ) con-





The Kohn-Sham expression for the energy functional is written in terms of the kinetic and elec-
trostatic interactions,
E[ρ] = Te[ρ] + En−e[ρ] + Ee−e[ρ]. (4.22)
The most straightforward term to evaluate is the nuclear-electron interaction, which can be ex-
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The electron-electron interaction can be separated into a classical, Coulomb-type expression and












The kinetic energy of the interacting system is replaced by the kinetic energy of the non-interacting
system, with the correction incorporated in to the XC functional. It is the XC functional which
contains the crux of the problem in DFT, since the exact form is unknown. It must be approxi-
mated. Much of DFT development is focused on developing more accurate functionals to better
describe specific chemical problems.
The first approximation to the functional is the local density approximation (LDA). The LDA
was originally proposed by Kohn and Sham in 1965 and depends only on the density at the coor-
dinate in question.221 LDA approximates the molecular XC energy by the XC energy of a uniform
electron gas. The XC energy at a point in the molecule is then compared to a homogeneous elec-
tron gas with that density, for which the exchange can be solved analytically and the correlation
is approximated through, for example, Monte-Carlo simulation.222 LDA works surprisingly well
in structure prediction, given that the UEG has a uniform density whereas in reality the density
varies with position in molecular systems. To incorporate the change of electron density with
position, the generalized gradient approximation (GGA) functions include the density gradient,
offering improved total energies, energy barriers, and geometries. Of the GGA functionals, the
PBE functional has become one of the most used in quantum chemistry.223
Hybrid functionals improve upon the GGAs by including a percentage of HF exchange energy.
The XC energy is expressed as a combination of the DFT derived XC and the HF exchange energy.
The hybrid version of PBE, PBE0, incorporates exact exchange224
EPBE0XC = αE
HF
X + (1− α)EPBEX + EPBEC . (4.25)
One of the key errors in Kohn-Sham DFT, using the types of functionals introduced thus far,
is the self-interaction error. In HF, the electron-electron interaction of the Hamiltonian ensures
that an electron will interact with all the other electrons in the system but itself. In DFT, each
electron interacts with the entire electron density and thus with itself. If 100% exact exchange is
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used this error is exactly cancelled. However, since 100% HF exchange is not present in LDAs
or GGAs, the XC-potential does not show the correct asymptotic behaviour, and is only partially
remedied by the small percentage of HF exchange in hybrids.224 At large interelectronic distances,
the self-interaction results in incorrect long-range asymptotic behaviour, where the XC potential
falls off more rapidly than 1/r.222 This causes a huge issue in the description of charge-transfer
excitations in time-dependent density functional theory, as shall be discussed in Section 4.4.1
To remedy this, a class of functionals called range-separated hybrids (RSHs) has been de-
veloped. The exchange is split into short- and long-range parts, where the short-range exchange
will typically be represented by a local or semi-local functional, while the long range exchange
is treated by HF exchange.224 The distance at which the behaviour changes is determined by the
range-separation parameter. Therefore, the long-range behaviour can be corrected due to having
exact exchange. Whilst hybrid functionals are the most widely used in present day computational
chemistry, it is certainly not a “one size fits all” situation, since different functionals are devel-
oped to meet certain requirements, often being “property-driven” as much as rooted in theory. In
particular, for dealing with excited states, hybrid functionals have known and systematic failings,
which the RSH functionals aim to address. This shall be discussed in the next section, where we
introduce time-dependent density functional theory (TDDFT).
4.3.1 Basis Sets
Molecular orbitals are constructed from the linear combination of atomic orbitals. These atomic
orbitals are represented by mathematical functions called a basis set. A complete set these func-
tions, without any other approximations, would lead to the computation of the exact wavefunction.
However, since an infinite basis set is not possible, another source of error in the electronic struc-
ture arises from the truncation of the basis set and the number of functions used. Atom-centred
basis sets typically consist of Gaussian functions, which hold many numerical advantages over
other functional forms for the wavefunction. To adequately describe valence orbitals, more than
one basis function is used in what is known as the split valence. Adding polarisation and diffuse
functions aid the long range description of the atomic orbital.5
For solid state calculations involving periodic systems, it is computationally more efficient to
switch from atomic centred orbitals to periodic functions. In the solid state community, plane-
wave basis sets are used to sample the unit cell, where the wavefunction is described by one-
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electron periodic functions (eikr). The wavefunction is constructed by summing these plane-
waves up to an energy cut-off as a function of the frequency. Often the core electrons are ap-
proximated by pseudopotentials to lower the computational cost of computing high frequency
plane-waves.225
In the work presented in this thesis, almost all calculations involve atom-centred basis sets.
Periodic DFT using plane-waves are used to optimise the unit cells of molecular crystals, from
which clusters are extracted and energies calculated as described in Section 2.3.5.
4.4 Methods for Excited States
4.4.1 Time Dependent Density Functional Theory
One of the most popular methods for probing excited states is time-dependent density functional
theory (TDDFT). First proposed in 1984 by Runge and Gross, and then extended in 1995 by
Casida, TDDFT is a popular approach for modelling the properties of electronically excited states.
The fundamental idea within TDDFT is that the dynamics of a system can be completely described
by its time-dependent density. Runge and Gross proved that there is a unique, 1:1 correspondence
between time-dependent densities and potentials.226 From the 1:1 correspondence it follows that
the time-dependent density is a unique functional of the external potential (and vice versa):
V (t)→ Φ(r, t)→ ρ(r, t) (4.26)
The time-dependent Hamiltonian, and thus the wavefunction, are also functionals of the density,
allowing the deduction that all physical observables are functionals of the time-dependent density.
The key quantity in determining the time-dependent density in TDDFT is the time-dependent
exchange-correlation (XC) energy. Just as in DFT, TDDFT requires a suitable approximation
of the XC-energy. TDDFT uses the XC-energy from DFT and to construct the time-dependent
density, in what is known as the adiabatic approximation. The adiabatic approximation assumes
that at each moment in time the XC-energy depends only on the instantaneous density.222
Solving the time-dependent Schrödinger equation for the wavefunction is not necessary when
there is but a small deviation to the ground state, and as such more efficient methods can be
used. Excitations are typically calculated in TDDFT using linear response theory, which probes
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the response of a system to a weak perturbation. The perturbation causes small time-dependent
changes in the density, and the time dependent density can be treated as an expansion of the
ground state density plus response densities:
ρ(r, t) = ρ0(r) + ρ1(r, t) + ρ2(r, t) + ... (4.27)
where ρ1 is the first-order, linear density induced by the first-order perturbation, ρ2 is the second-
order response, etc. For absorption processes, this perturbation is an electric field acting on the
ground state, and how the system responds contains the information about the system’s optical
spectrum.222
The van-Leeuwen theorem states that a fictitious, non-interacting Kohn-Sham system can
replicate the time-dependent density ρ(r, t) corresponding to an external potential V (t).227 Like-
wise, the time-dependent density can be reproduced by the Kohn-Sham potential
ρ(r, t) = ρ[νKS ](r, t) (4.28)






d3r′χ(r, t, r′, t′)ν1(r
′t′) (4.29)
where ν1 is the first order perturbation and χ is the density-density response function, which after
Fourier Transform to the frequency domain, yields:222
χ(r, r′, ω) =
∞∑
I=1
[ 〈Φgs| ρ̂(r) |ΦI〉 〈ΦI | ρ̂(r′) |Φgs〉
ω − ΩI + iη
− 〈Φgs| ρ̂(r
′) |ΦI〉 〈ΦI | ρ̂(r) |Φgs〉
ω + ΩI + iη
]
(4.30)
where ΩI = EI−Egs, the excitation energy of state I , ρ̂ is the one-particle density operator and η
is a convergence factor. When the frequency of the perturbation is equal to the excitation energy,
it produces a pole in the response function. This produces a criterion for calculating the excitation













ω − ωjk + iη
(4.31)
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where fi and fk are occupation numbers of the orbitals in the Kohn-Sham ground state (1 for
occupied, 0 for unoccupied) and ωjk is the energy difference between Kohn-Sham eigenstates.
Excitations can be thought of as dynamical processes where the system transitions from one eigen-
state to another, such that the excitation is an eigenmode of the system.228 Excitations energies
are calculated practically using Casida equation.229
A well-known failing in TDDFT is the poor description of charge-transfer (CT) excitations,
where there is minimal orbital overlap between occupied and virtual orbitals involved in a tran-
sition. TDDFT is known to underestimate CT-excitation energies with LDA, GGA, and hybrids,
since self-interaction means virtual orbital energies are systematically too low in energy. The
RSH functionals have been shown to mitigate this error for CT excitations, with tuned RSH func-
tionals showing equivalent performance wave function methods for the prediction of excitation
energies.230–232 Within the current work, the RSH functional ωB97X-D is used in density func-
tional calculations to incorporate these benefits.233
4.4.2 ADC(2) and CC2
In addition to TDDFT, in this thesis post Hartree-Fock methods are used to calculate excited states
of molecular systems. This section shall briefly outline the coupled cluster to approximate second
order (CC2) and algebraic diagrammatic construction to second order (ADC(2)) methods, which
are, like TDDFT, are based on linear response theory. The poles of the response function are
found when the perturbation (wavelength of the electric field) is equal to an eigenvalue of system.
The response function containing the linear terms can be solved as a a generalised eigenvalue
problem.
The CC2 method was formulated in 1995 as an approximation of the Coupled Cluster Singles
and Doubles (CCSD) method to provide accurate excitation energies but with reduced compu-
tational cost.234 In CC2, the single excitations of CCSD are retained but the double excitations
are approximated, reducing the scaling from N6 to N5 and with comparable ground state accu-
racy to MP2.235 Response functions of CC2 provide accurate transition moments and excitation
energies deviated by 0.05-0.15 eV for organic molecules, making it a popular method in probing
excited-state properties of molecules.236,237
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CC2 is formulated as a generalised eigenvalue problem:
AX = ΩX (4.32)
where Ω is a diagonal matrix containing the excitation energies and the matrixA has elements:236
Aµiνj = 〈ΦHF | t†µi exp (−T̂ )[Ĥe, τ̂νj ] exp (T̂ ) |ΦHF 〉 (4.33)
where T̂ is the cluster operator, tµui are the cluster amplitudes and τ̂νj is the excitation opera-
tor.10 The CC Jacobian is non-Hermitian, which causes numerical problems when excited states
become degenerate.10,162,235 By being non-Hermitian, it means that the excitation energies must
be calculated twice, for the eigenvector acting on the right (as in Equation 4.32 and also acting
on the left. This causes numerical instabilities close to state crossings.10
As an alternative but closely related approach, propagator methods are also used to calculate
excitation energies and transition moments. The polarizer propagator introduces the effect of an
external field, for instance the absorption of a photon. In the ADC(2), the polarizer propagator acts
on the MP2 ground state to give excitation energies at similar accuracy but reduced computational
cost compared to CC2.238,239 The advantage of ADC(2) over CC2 is that the matrixA is Hermitian
and the excited states can be obtained by diagonalising, unlike in CC2 where Equation 4.32 must
be solved twice, for left and right eigenvectors.
ADC(2) is size-consistent and computationally more efficient than CC2, explaining its popu-
larity for investigating large molecules in recent years.240 Propagator methods arose from Green’s
Functions - mathematical techniques to solve differential equations. The one-electron propagator
measures the probability of an electron to move from a to b in time t, whilst the two-electron
propagator does the same for two correlated electrons. The polarizer propagator describes the
time evolution of the polarization of the system with respect to an external perturbation.241 As
such, the polarizer propagator acts on the ground-state wavefunction propagates time-dependent
density fluctuations of the many-body system. The polarizer propagator takes a similar form to the
density-density response function in Equation 4.30, where poles correspond to vertical excitation
energies.
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4.4.3 Methods to Locate Minimum Energy Conical Intersections
Locating conical intersections is important in determining the feasibility of nonradiative decay
mechanisms.17 In particular, the MECI between the ground and first excited state is a local mini-
mum on the S1/S0 intersection seam and represents the lower bound for feasible crossings. Various
methods to locate the geometry of MECIs for molecular systems have been developed using the
gradient difference and nonadiabatic couplings vectors.242–246
In the majority of this work, we use the CIOpt algorithm of Levine, Coe, and Martinez to
locate MECIs for single-reference methods, where the derivative coupling vectors are not re-
quired.19 In CIOpt, Legrange multipliers are used to find the minimum of the objective function







∆EJI(R) = EJ(R)− EI(R) (4.36)
where GJI(∆EJI(R, α) is a penalty function. Equation 4.34 minimises the average energy of
states I and J with the penalty function penalising any step which increases the energy gap. σ
alters the penalty weight whilst α is a smoothing factor. The interfacing of CIOpt with a variety of
electronic structure codes allows MECIs to be located for a variety of quantum chemical methods.
The topology of conical intersections calculated by different quantum chemical methods has
attracted debate in the community.247–250 It has been shown that CASSCF and MS-CASPT2 wave-
functions show the correct double-cone topology and a “true” conical intersection. However, sur-
faces obtained with TDDFT instead have a linear crossing due to there being no nonadiabatic
coupling vector.248 ADC(2) methods also show a linear intersection, whereas CC2 surfaces have
the correct conical characteristics but can suffer from numerical errors.249 Therefore multirefer-
ence methods are certainly preferable for modelling S1/S0 crossings. However, single-reference
methods can provide a qualitative description of the crossings and can produce reliable geome-
tries. Dynamics simulations with these methods have shown for multiple systems that ADC2 and
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CC2 can provide reasonable results.248,249 In the case of TDDFT, a careful selection of the func-
tional is required.251,252 With the computational cost of multireference methods and the sensitivity
of their active space, in this work we use a combination of single- and multireference methods,
where MECIs obtained with TDDFT, ADC(2), and CC2 methods are compared to those obtained
with CASSCF.
5 Nonradiative Decay Mechanisms
in 2’-hydroxychalcones
5.1 Introduction
Computational methods have the potential to explain the intriguing luminescence properties of
the 2’-hydroxychalcone (HC) materials introduced in Section 3.4. HC derivatives 1-5 of Figure
3.5 have strikingly different emission characteristics in the solid state, for which we wish to dis-
entangle the intra- and intermolecular contributions. This chapter addresses the intramolecular
interactions present in the five systems. The effect of the substituents on the four level ESIPT
photocycle are analysed through a combination of static and nonadiabatic dynamics simulations,
investigating the relaxation mechanisms and the competition between different deactivation chan-
nels in vacuum. These simulations show that a strong electron donating group (EDG) in the
para position alters the topology of the potential energy surface (PES), destabilising the E∗ state,
thereby assisting and accelerating proton transfer. Our results provide detailed understanding
into the fundamental relaxation mechanisms of HCs and the role of the substituents, which is the
initial step in unravelling the effect of aggregation on the emission properties.
The computational methods used shall be first described, followed by analysis of the vertical
excitations, minima on the excited state, and the feasible relaxation channels. Finally the results of
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nonadiabatic dynamics rationalise those obtained in static calculations. The majority of the work
presented in this chapter was published in reference 253. To complement the published work,
herein there is additional analysis of the nonadiabatic dynamics simulations, where rate constants
and lifetimes are explored in more detail using kinetic modelling. The relevant Supporting In-
formation of ref. 253 is incorporated into the chapter and designated appendices. Figures are
reproduced from ref. 253 by permission of the PCCP Owner Societies.
5.2 Computational Methods
The ground state geometries of the five compounds were optimised in vacuum using resolution
of identity Møller-Plesset perturbation theory to second order (MP2) with the def2-SV(P) and
def2-TZVP basis sets.254–256 Vertical excitation energies were calculated in vacuum using CC2
and ADC(2) methods under the resolution of identity approximation with the def2-TZVP basis
set.234,235,257–259 Core electrons were frozen for all MP2, ADC(2) and CC2 calculations. The
performance of the ADC(2) and CC2 methods is compared, whilst the effect of the basis set is
considered for ADC(2).
Geometry optimisation in the first excited state was carried out in vacuum for 1-5 with ADC(2)
and CC2 methods using the same basis sets as the ground state optimisation. These calculations
were performed with Turbomole v7.0.260 The level of theory considered to discuss the features
of the surfaces is CC2/def2-TZVP, unless otherwise specified.
The CIOpt software package of Levine, Coe, and Martinez was used to determine the loca-
tion of the minimal energy conical intersection (MECI) structures.19 The MECI structures were
obtained for 1-5 at the CC2/def2-TZVP, ADC(2)/def2-TZVP, and ADC(2)/def2-SV(P) levels of
theory. In the case of 1, the S1/S0 conical intersection was optimised with state-averaged CASSCF
(SA-CASSCF) with the MOLPRO program.261 . The active space considered 12 electrons in 11
orbitals including 2 states in the average with the 6-31G(d) basis set (SA-2-CASSCF(12,11)).
The CASSCF(14,13) active space was also considered, shown in Appendix A. The PESs were
explored through linear interpolation of internal coordinates (LIIC) pathways with ADC(2)/def2-
TZVP level of theory. In the case of 1, the intermediate LIIC geometries were relaxed with the
θtor angle fixed at the CC2/def2-TZVP level of theory. The geometries along the intersection
seam also were located using CIOpt.
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The absorption spectra of 1-5 were simulated using the nuclear ensemble method. 500 nu-
clear configurations were generated based on a Wigner distribution of the harmonic frequencies
calculated at MP2/def2-SV(P) level of theory.116 Five excited states at ADC(2)/def2-SV(P) level
of theory were calculated for each individual geometry. For 1 and 5, trajectory surface hop-
ping (TSH) nonadiabatic dynamics simulations were performed using NEWTON-X interfaced
with Turbomole, at ADC(2)/def2-SV(P) level of theory.262 The initial conditions for the dynam-
ics were generated from the absorption spectra considering an energy window of ± 0 15 eV in
the absorption spectra, simulating laser excitation.263 The geometries contributing to these en-
ergy windows were used as initial for the trajectory propagation along with their velocities and
momenta. S0, S1, and S2 states were included in the dynamics.
For compound 1, an energy window at absorption maximum of 3.35 ± 0.15 eV was selected
for the nonadiabatic dynamics. 50 trajectories were statistically distributed between S1 (30) and
S2 (20), according to their oscillator strengths. The same protocol was used for compound 5, with
50 trajectories (S1: 30 and S2: 20) from an energy window of 3.39 ± 0.15 eV. The maximum
simulation time was 500 fs, with a time step of 0.5 fs and the quantum equations were integrated
with 0.025 fs using interpolated quantities between classical steps. Nonadiabatic effects were
included using the fewest-switches surface hopping algorithm with decoherence corrections (0.1
Hartree). Nonadiabatic couplings between S2 and S1 were estimated approximately using an
approximated wave-function and the numerical method.24 The trajectories were terminated when
the energy gap between S1 and S0 was less than 0.1 eV.
5.3 Results
5.3.1 Vertical Excitations
The vertical excitation energies for the first three excited states were calculated for structures 1-
5 and are summarised in Table 5.1. Using CC2/def2-TZVP as reference, it is evident that the
behaviour of 5 is somewhat different to 1-4. In 1-4, there is negligible substituent effect, with a
bright ππ∗ state predicted for S1, where the energy varies by less than 0.05 eV across the four
structures. S2 is a dark nπ∗ state involving the carbonyl nonbonding pair, whilst S3 is also a dark
ππ∗ excitation. In compound 5, the first two excited states are ππ∗ with a red shift of 0.17 eV
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ADC(2)/def2-SV(P) ADC(2)/def2-TZVP CC2/def2-TZVP
State ∆E f Character ∆E f Character ∆E f Character
Compound 1
S1 3.53 0.604 ππ∗ 3.36 0.869 ππ∗ 3.43 1.135 ππ∗
S2 3.58 0.391 nπ∗ 3.44 0.090 nπ∗ 3.67 0.009 nπ∗
S3 3.97 0.013 ππ∗ 3.77 0.008 ππ∗ 3.84 0.003 ππ∗
Compound 2
S1 3.53 0.483 ππ∗ 3.38 0.806 ππ∗ 3.43 1.167 ππ∗
S2 3.59 0.551 nπ∗ 3.46 0.196 nπ∗ 3.68 0.023 nπ∗
S3 3.96 0.010 ππ∗ 3.77 0.007 ππ∗ 3.85 0.005 ππ∗
Compound 3
S1 3.59 1.022 ππ∗ 3.40 1.063 ππ∗ 3.47 1.286 ππ∗
S2 3.64 0.075 nπ∗ 3.51 0.013 nπ∗ 3.75 0.002 nπ∗
S3 4.06 0.046 ππ∗ 3.86 0.038 ππ∗ 3.96 0.034 ππ∗
Compound 4
S1 3.53 0.404 ππ∗ 3.36 0.857 ππ∗ 3.42 1.105 ππ∗
S2 3.57 0.589 nπ∗ 3.42 0.096 nπ∗ 3.65 0.005 nπ∗
S3 3.86 0.002 ππ∗ 3.65 0.008 ππ∗ 3.72 0.028 ππ∗
Compound 5
S1 3.42 0.647 ππ∗ 3.20 0.522 ππ∗ 3.26 0.633 ππ∗
S2 3.52 0.012 nπ∗ 3.39 0.066 nπ∗ 3.54 0.390 ππ∗
S3 3.67 0.337 ππ∗ 3.50 0.358 ππ∗ 3.66 0.094 nπ∗
Table 5.1: Vertical excitation energies, oscillator strengths, and orbital character for compounds
1-5 at various levels of theory. The corresponding ground state was calculated with the MP2
method with the corresponding basis set. All energies are in eV.
compared to 1, with the oscillator strength of S2 increased at the expense of S1, with the nπ∗ state
shifted to S3.
The electron density difference maps between S1 and S0, Figure 5.1, reveal the origin of dif-
fering excitation pattern in 5. For 1-4, the excitation to S1 involves density transfer from the
unsaturated bridge of the system (connecting the phenol and dimethylaniline rings) to the car-
bonyl π∗ orbital. For 5, electron density is transferred not from the bridge but from the phenol
ring, due to the electron-rich conjugation of the methoxy group. Considerable electron density is
transferred from the hydroxyl oxygen, increasing the acidity of the proton. The S2 state in 5 has
the same character as S1 in 1-4. Thus the strong electron donor in 5 perturbs the electron density
with respect to the other four compounds, changing the character of the bright state with a greater
electron depletion at the hydroxyl oxygen. This shall be shown to be important in the following
sections as we analyse the relaxation in the excited state.
Comparing the performance of ADC(2) and CC2 methods, when the same basis set is used




Figure 5.1: Electron density difference maps (S1-S0) for 1-5, showing electron density loss in
the ground state (blue) and gain in the excited state (red), calculated at CC2/def2-TZVP level of
theory.
(def2-TZVP), ADC(2) vertical excitation energies are about 0.1 eV deviated to the red with re-
spect to the CC2 values. In the case of ADC(2), the def2-SV(P) basis set shifts the energies to
the blue in about 0.1 eV. With this basis set there is mixing of the S1 and S2 states, where S2
borrows intensity from S1 due to ππ∗ and nπ∗ mixing, which is present in CC2 but to a lesser
degree. The simulation of the spectra, Figure 5.2, using a Wigner-distributed sample of nuclear
configurations at the ADC(2)/def2-SV(P) level of theory shows a red shift of 0.1-0.2 eV due to
vibrational broadening. Similar shifts are expected for all levels of theory.
5.3.2 Excited State Minima
Minima in the first excited state for all compounds were optimised using ADC(2) and CC2 meth-
ods. The respective energy levels are depicted in Figure 5.3. An electron donating group (EDG)
in meta (2 and 3) has a negligible effect on the energies of E∗. However, if the substituent is in
para (compounds 4 and 5), no stable E∗ minimum can be located. For 1-3, relaxation to a local
minimum in E∗ is via intramolecular rotation. To describe this mode, the torsional rotation angle
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Figure 5.2: Simulated absorption spectra of HC 1-5 at ADC(2)/def2-SV(P) level of theory.
θtor is defined in Figure 5.4.
Two E∗ minima can be found depending on the direction of rotation and in the case of 1,
both minima are energetically equivalent. For 1-3, the energy difference between these minima
is very small (< 0.01 eV) and the two minima (forward or backwards rotation) can be considered
degenerate. Torsion through 180° results in cis-trans isomerisation, with the trans isomer about 1
eV less stable than cis in S1(at ADC(2), Figure 5.10). Consequently, full cis-trans isomerisation
is unlikely.
At the E∗ minimum θtor = 44° for 1, there is a stabilisation of approximately 0.54 eV with
respect to the FC state. Compounds 2 and 3 pass through similar minima, with θtor = 46° and
54° respectively. Potential energy curves and our nonadiabatic dynamic simulations show that
ESIPT from this geometry is improbable. Therefore when occupied the E∗ minimum acts as a
sink for the wavepacket to prevent ESIPT, as confirmed by Zahid et. al experimentally.202 The
emission energies from the E∗ state for 1, 2 and 3 are 1.63, 1.59, and 1.46 eV respectively, but
with negligible oscillator strength.
In the K∗ state, where the proton has migrated, the system relaxes via intramolecular rotation
about θtor. Two minima with very similar energies can be also located depending on the direction
of rotation. The θtor value ranges between 40° and 60°. These minima are about 1 eV below the
excitation energy corresponding to the FC geometry, and are more stable than E∗ minima. As
such a bias towards the ESIPT mechanism can be expected, whilst the relative stabilisation with
respect to the S1 energy for the FC geometry is quite similar for all the derivatives (about 1 eV).





















Enol Relaxation Keto Relaxation
1: 0.002
2:0.004 3: 0.011 
1: 0.208
2: 0.210   3: 0.191
4: 0.232   5: 0.267
Figure 5.3: Relative energies (in eV) for all derivatives calculated at CC2/def2-TZVP level of
theory. In all cases, the energy of the ground state was taken as reference. S1-S0 oscillator
strengths at S1 minima are also given in italics.
The emission from K∗ is in the range of 0.7-1.0 eV for all molecules, but has negligible oscillator
strength. S1 energies (for K∗ and E∗) with ADC(2) method are in good agreement the obtained
with CC2 (within the 0.1-0.2 eV range). At the same time, ADC(2) destabilises the K ground state
with respect the CC2 method. This behaviour has consequences for the optimisation of MECI
and the description of the S1/S0 crossing seam using the ADC(2) method, which are discussed in
the next section.
5.3.3 Relaxation Channels
From the Franck-Condon state, the wavepacket can relax through the enol channel to the E∗ min-
imum, or the ESIPT channel to the K∗ minimum. These two competing channels are depicted in
Figure 5.3. In each channel, the MECI was located to determine the feasibility of nonradiative
decay via a nonadiabatic crossing. For 1, the MECI geometries were optimised with CC2 meth-
ods using the def2-SV(P) and def2-TZVP basis sets. For comparison, the conical intersections
were also located with CASSCF(12,11)/6-31G(d) and CASSCF(14,13) levels of theory. The ge-
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Figure 5.4: Relaxed linear interpolation pathway between the FC state and the MECI. LIIC located
six geometries between the FC state K∗ minimum, followed by LIIC to locate 10 geometries
between the K∗ minimum and MECI. All geometries were relaxed at CC2/def2-TZVP level of
theory with θtor fixed.
ometry of the K∗ S1/S0 MECI obtained with the CC2 method is in very good agreement with
that obtained with CASSCF, θtor=88° (89° with CASSCF method). The route-mean-square de-
viation (RMSD) deviation between the two geometries is just 0.08 Å. The geometries obtained
with both basis sets are very similar.
For 1, the MECI lies at only 0.02 eV above the K∗ minimum, whilst the substituents slightly
increase the energy of the MECI (0.1-0.2 eV) in 2-5. Nevertheless, the MECIs remain accessible
during the relaxation. To determine if any barriers exist between the K∗ minimum and the MECI,
we optimise the intermediate states of a linear interpolated pathways, fixing θtor, at CC2/def2-
TZVP level of theory for 1. This is shown in Figure 5.4. At the K∗ minimum, θtor = 50°, and
further 30° rotation takes the molecule to the intersection seam. In this region of the potential
energy surface, the S1 energy does not change significantly with θtor, which can be associated
with an extended crossing seam as previously described by Robb et al. in an analogous ESIPT
system.264
The static calculations suggest that the dominant relaxation process involves a proton transfer
step followed by rotation about θtor. ESIPT is facilitated by the K∗ minimum, which is more
stable than E∗. Experimentally, 4 and 5 do not show fluorescence either in solution or solid state.
In the case of the solid state, the lack of fluorescence has been associated with the crystal packing,
however these calculations suggest that the character of the substituent might also play a role. This
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shall be further investigated in the next chapter.
The ADC(2) geometries for the K∗ S1/S0 MECI of all studied compounds show a θtor angle
significantly deviated from CC2 and CASSCF values, with the crossing seam reached at a much
smaller angle . The ADC(2) MECI structures are very similar to the K∗ minima, rotated by
a further 10°. This behaviour is associated with the description of the ground state with the
MP2 method, which could artificially destabilise S0 and thus the S1/S0 crossing occurs at smaller
angles. Similar results were found with def2-SV(P) and def2-TZVP basis sets.
The non-ESIPT relaxation channel is also accessed via intramolecular rotation in the E∗ state,
leading to a second MECI. The stabilisation of these MECI structures involves relaxation through
θtor, which is significantly larger for 1 with a value of about 124° (144° with CASSCF). For 1,
we also observed relaxation through the H-C-C-H dihedral angle (88°). For the rest of the S1/S0
MECI structures (2-5), only θtor deviates from the plane. For 1-3, the E∗ MECIs are slightly
higher in energy than the E∗ minima (0.2-0.3 eV). Considering the small energy gap and the
absence of barriers, the crossing seam region should be accessible. Another mechanism is the
direct relaxation to the MECI from the FC geometry, which is the only possibility for 4 and
5, considering the lack of a stable E∗ minimum. These calculations show that the competition
between the ESIPT and the relaxation to E∗ will depend on the substituent. In the case of 4-
5, a heavy bias towards the ESIPT is expected. Nonadiabatic dynamic simulations confirm this
analysis.
5.3.4 Nonadiabatic Dynamics
For these systems, the S1 PESs obtained with ADC(2) are in a good agreement with the CC2 prior
to the conical intersection. The greater computational efficiency of ADC(2) over CC2 also makes
it attractive for the study of the first steps of the excited state dynamics of HC systems, although
the results when the energy of S1 and S0 converge must be analysed with care. In particular, it
is expected that excited state lifetimes may be underestimated. From a technical point of view,
there are known problems with the stability of CC2 for TSH dynamics, and as such ADC(2) is
the method of choice employed here.162
Compounds 1 and 5 represent the extreme cases, with most significant difference in the elec-
tronic structure of the excited states. The dynamics simulations thus use 1 and 5 as exemplars, a
strategy which will also be used in Chapter 6. The PESs show that rotation around the angle θtor
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is activated during relaxation (in E∗ and K∗). TSH allows analysis of the competition between
different relaxation pathways and the role of rotation in the mechanism. The first steps of the
photorelaxation of 1 and 5 were explored using nonadiabatic dynamics considering two excited
states (S2 and S1), which are close in energy. The simulations confirm that the main deactivation
pathways are associated with relaxation to the K∗ and E∗ minima, with both mechanisms involv-
ing rotation about θtor. The competition between the two relaxation channels strongly depends
on the substituent.
First we analyse the decay rates of the electronic states by fitting a kinetic model of the popu-
lation of the S2, S1, and S0 adiabatic states. For each of 1 and 5, 50 trajectories were run, 60% of
which started on the S1 electronic surface and 40% on the S2 surface. At each time step, for S2 and
S1, the number of trajectories on each electronic surface represents the population of that state.
Since a trajectory is stopped when the S1-S0 energy gap is less than 0.2 eV, the S0 population is
simply the number of halted trajectories. Throughout the dynamics, the electronic population of
the state coefficients was monitored compared to the population of the adiabatic states to ensure
consistency of the algorithm. As such, the number of trajectories in each state is a viable method
to monitor the populations.
The TSH simulations allow population transfer between S2 and S1, and vice versa. Population
can also transfer to S0, through halted trajectories. Based on this, the following reaction scheme
















which were integrated using the open-source computer algebra system Maxima and solved us-
ing the least-squares method implemented in the optimize.curve fit function of the scipy
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Compound K1 K1′ K2
1 14.40 0.10 4.62
5 98.86 6.66 10.48
Table 5.2: Calculated rates of population transfer between electronic states for 1 and 5. Rates are
given in units of ps-1.













S2 R2 =  0.91
S1 R2 =  0.93
S0 R2 =  0.98
Figure 5.5: Fit of the rate constants for excited state decay of S2, S1, and S0 for compound 1.
python package.265,266 The global fits for the populations of S2, S1 and S0 are shown in Figures
5.5 and 5.6 for 1 and 5 respectively. The calculated rates ofK1,K1′ andK2 are given in Table 5.2.
It should be stated that the relatively few number of trajectories (50) renders the calculated rates
to be no more than qualitative. Nevertheless, the analysis can provide a general understanding of
the excited state decay process.
In compound 1 there is initially a transfer of population from S1 to S2, shown by the markers
in Figure 5.5. Although this transfer is included in the model, through K1′ , the calculated rate is
too low to pick up this small fluctuation and it is missed in the fit, accounting for the worse fit of
S2 and S1 compared with S0. This effect is not present in compound 5.
In both compounds there is fast population transfer from S2 to S1, followed by a longer-lived
S1 state. The decay of S2 in 5 is nearly seven times faster than in compound 1. In the S1 state,
decay to S0 is more than twice as fast in 5 than in 1, and thus the excited state is less stable with
the addition of the methoxy group. The longer lifetime of S1 for compound 1 can be attributed
to the stability of the E∗ channel, where seven trajectories remain beyond the 500 fs simulation
time. For compound 5, just one trajectory remained active at 500 fs.
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S2 R2 =  0.90
S1 R2 =  0.98
S0 R2 =  0.98
Figure 5.6: Fit of the rate constants for excited state decay of S2, S1, and S0 for compound 5.
To further analyse the excited state decay pathways, we track the populations of the enol and
keto tautomers during the dynamics. Four states are of interest: E∗, K∗, E, and K, representing the
excited and ground state species of each tautomer. A classification for E∗ and K∗ based on bond
distances is used. Throughout the dynamics, the distanceD between the hydroxyl proton and the
phenol (OP ) and carboxyl oxygen (OC) is tracked. When DOP ≤ DOC , the molecule is in the
E∗ state, and when DOP > DOC the molecule is in the K∗ state. Early in the dynamics, the O-H
stretch vibration is active, which in some trajectories causes large oscillations in the O-H distance
and a fluctuation between E∗ and K∗ states. As such, we further impose on the classification that
the molecule is in E∗ until the final oscillation occurs. This separates the vibrational relaxation
from the ESIPT process. As the E and K species reside on the S0 surface, which is never explicitly
occupied, their population is classified by identifying whether the molecule is in E∗ or K∗ when
the trajectory is halted due to the energy gap of S1 and S0 becoming less than 0.2 eV. It is then
assumed that population decays through conical intersection to the corresponding ground state in
E or K. If in E∗ at t = x, the trajectory is then classified as E for the remaining 500-x femtoseconds
of the analysis, and likewise for K∗. At each timestep, the number of trajectories in E∗, K∗, E, and
K are counted, with the total population summing to 50, the total number of trajectories. Note that
each trajectory can only occupy one species at any time, and all trajectories begin the simulation
in the E∗ state.
In a similar vain to the global fits for the adiabatic states, the tautomer populations were mod-
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whereKPT represents the ESIPT rate,KICE is the internal conversion process in enol andKICK
is the keto internal conversion.
After integration with the maxima package, the following integrated rate equations were ob-
tained:



































The global fits for the tautomer states are shown in Figures 5.7 and 5.8, and the calculated
rates are shown in Table 5.3. Again, due to the relatively few trajectories, these models provide
only a qualitative picture of the decay of each species. In compound 1, KPT (the rate of ESIPT)
is 2.71 ps-1, more than five times slower than in compound 5. Note that all ESIPT events happen
on the S1 surface. The increased rate in 5 can be traced back to the electronic densities in Figure
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E*  R2 = 0.96
K*  R2 = 0.72
K   R2 = 0.93
E   R2 = 0.83
Figure 5.7: The population of the E∗, K∗, E, and K states for compound 1 from TSH simulations.
Table 5.3: Obtained rates for proton transfer, internal conversion in E∗ and K∗, for 1 and 5, in
ps-1.
Compound KPT KICE KICK
1 2.71 1.71 47.14
5 14.00 2.52 36.69
5.1, where in compound 5 the phenol oxygen loses density and the proton is more acidic than in
1. In Figure 5.7, the fit for the K∗ decay in compound 1 is quite poor, and thus it is expected that
KPT is underestimated by this model. Alternative models were made by introducing bounds for
the coefficients, and the best fit for K∗ decay gave a rate constant of 5.00 ps-1, but to the detriment
of the other fits (E∗, E, K). From these TSH simulations, KPT for compound 1 is expected to
be between 2-6 ps-1, and between 2-5 times faster in compound 5. Certainly, more trajectories
would enable a more quantitative picture of the process.
The internal conversion rates are more similar for the two compounds. These timescales are
within the same magnitude of those obtained by Zahid et. al, although direct comparison is
complicated by the fact that the experimental timescales involve solvation, which is not included
in these simulations.202 The calculated internal conversion rates are expected to be overestimated,
due to the instability of the S0 state with the ADC(2) method as discussed in Section 5.3.3. This
means that the conical intersection is accessed at lower rotation angles than with CC2.
In the case of 1, both pathways enol and keto decay pathways are similarly populated in the
dynamics simulations (K∗: 48%, E∗: 52%). The population of the different pathways depends on
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E*  R2 = 0.91
K*  R2 = 0.89
K   R2 = 0.98
E   R2 = 0.48
Figure 5.8: The population of the E∗, K∗, E, and K states for compound 5 from TSH simulations.
the initial state. For trajectories started in S2, the fraction is larger (K∗: 60%, E∗: 40%). For 1,
the significant population of the E∗ channel is associated with the stabilisation of the E∗ minimum
and the lower acidity of the proton due to the electronic density distribution, as shown in Figure
5.1. Conversely, compound 5 shows a significant bias for the K∗ channel, with ESIPT occurring
in 80% of trajectories, showing a similar channel preference regardless of the initial state. The
methoxy group results in the increased acidity of the proton and lack of stable E∗ minimum, and
a heavy bias for the ESIPT channel. This is evident from the fast population transfer from E∗ to
K∗ in Figure 5.8.
For 1 and 5, the average time for the first proton transfer is 85 ±86 fs and 43 ±62 fs re-
spectively, with all trajectories exhibiting ESIPT finding the ground state before the maximum
simulation time (500 fs). Note that these averages different from those which we published in
reference 253, where the first proton transfer was defined as the time at which DOP > DOC ,
regardless of whether the proton then migrated back in an oscillatory manner. This lead to aver-
age times of 59 fs and 10 fs for the ESIPT process, which are perhaps underestimated due to not
separating the vibrational oscillation from the ESIPT process.
Analysis of the trajectories shows three steps in the ESIPT mechanism can be identified:
1. Relaxation and oscillation in the excited state (E∗ form)
2. Proton transfer (ESIPT)
3. Relaxation in K∗ followed by internal conversion
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Figure 5.9: Two exemplar trajectories of compound 1. Panel a), left, shows a trajectory under-
going ESIPT, with the associated O-H distances, dihedral angle, and energy gap between S1 and
S0. The same parameters are shown in panel b) for a trajectory which relaxes in the E∗ channel.
These three steps are illustrated for a typical trajectory in panel a) of Figure 5.9. During step
1, the angle decreases to θtor=11° to facilitate the proton transfer in step 2. In some trajectories,
the proton oscillates somewhat before transferring. ESIPT in step 2 occurs at 45 fs. In step 3,
the molecule relaxes in the keto form via dihedral rotation after which dihedral rotation of 37°
results in state convergence after 139 fs, which is underestimated considering the limitations of
the ADC(2) method. The region with S1/S0 gap of 0.1 eV is accessed in an average time of 76
fs post-ESIPT for 1 and 47 fs for 5. Considering the features of the PES at ADC(2)/def2-SV(P)
level of theory, these times are underestimated with respect to real internal conversion times, but
they provide a relative indication of how fast the molecules reach the crossing seam region and
the effect of the substituent.
Alternatively to ESIPT, the molecule can remain in the E∗ state. The mechanism of in-
tramolecular rotation in E∗ compromises two steps:
1. Relaxation in the E∗ minimum, which is close to the Franck-Condon geometry.
2. Further relaxation leading to the internal conversion
Both processes involve the rotation around the angle θtor. 20% of the trajectories deactivated
through this channel did not reach the crossing region within the simulation time. In the case of
5, where there is not a E∗ minimum close to the Franck-Condon geometry, the molecule relaxes
directly to the crossing seam region. On average, the crossing region is reached within 228 fs for
1 and 241 fs for 5.
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In panel b) of Figure 5.9, a typical trajectory undergoing E∗ relaxation is shown. At 0 fs, θtor=-
10.5°, and for the first 110 fs of the simulation (step 1), the angle oscillates about the equilibrium
value (-11.0° at ADC(2)/def2-SV(P) level of theory). Then, the rotation deviates the phenoxy
group from the plane prohibiting ESIPT and the molecule reaches the CI region at 225 fs, with
an θtor=-57.6°. The dynamics support the assertions from the PESs that proton transfer from the
twisted E∗ form, with a barrier of 1.2 eV, is improbable. Relaxation in E∗ therefore competes with
ESIPT in compound 1 due to the close proximity of a local minimum close to the Franck-Condon
geometry. Proton transfer followed by internal conversion is the faster process, with an average
time duration of 123 fs, compared to 228 fs for rotation in E∗.
The nonadiabatic dynamic simulations employed here do not allow the prediction of post-
internal conversion behaviour, but the analysis of the PES can help understand the following
steps in the mechanisms. Post-ESIPT, two relaxation pathways are possible once the MECI is
populated. The first completes the four-level photocycle and returns the system to the ground
state cis-enol form via GSIPT. The second continues the rotation about θtor to produce the trans-
keto form of HC. Optimisation at the MP2/def2-TZVP level show this structure is more than 1
eV less stable than the ground state, suggesting that GSIPT will be preferential. This is shown
schematically in Figure 5.10 at ADC(2) level. The TSH simulations clearly illustrate the effect
of a strong electron donor in the para position on the ESIPT process in HCs. The population of
the ESIPT channel and rate of proton transfer is greatly increased as is subsequent convergence
of the ground and first excited state.
5.4 Conclusions
In this chapter computational methods have been applied to investigate the photochemistry of
five derivatives of HC, an ESIPT-active compound with potential application in organic lasers
and optoelectronics. Experimental data show that HCs are non-emitting in solution and only
fluoresce through AIE.182 The calculations provide theoretical description of the ESIPT process
and subsequent relaxation mechanisms of HCs in gas phase, which represents the first step for
the understanding of the photochemistry of these systems.
Through calculation of vertical excitation energies and corresponding absorption spectra, we
find that electron donating groups have but a small influence of the absorption characteristics of













Figure 5.10: Energies of important optimised energies on the PES of 1. Ground states optimised
at MP2/def2-TZVP, whilst excited state minima optimised at ADC(2)/def2-TZVP level of theory.
HC. It takes a strong electron donor in the para position to alter the vertical excitation energy,
on account of the increased conjugated electron density. On the other hand, relaxation back to
the ground state is far more sensitive to the electron donating power of the substituent and its
positioning on the phenol moiety. Dual-emission is inhibited with an EDG in para for HCs. This
is quite unexpected, with a comprehensive study on the effects of substituents in common ESIPT-
compounds finding that electron donating groups in any position favour the E∗ form, showing the
complex nature of ESIPT chromophores.140
The ground state is accessible via nonradiative channels from both E∗ and K∗ states. This
analysis has recently been confirmed experimentally, employing transient absorption and emis-
sion spectroscopy, as discussed in Section 3.4.2.202,203 S1/S0 MECI structures were found for all
compounds, associated with an extended crossing seam. Both mechanisms involve the activation
of an intermolecular rotation mode about the θtor angle. The competition between E∗ and K∗
channels depends strongly on the position and nature of the substituent of the substituent. Pro-
ton transfer is more favourable with electron donating groups in para, correlating with donating
power and increased electron density loss at the phenol oxygen. Nonadiabatic surface-hopping
dynamic simulations provide a full picture of relaxation energetics and timescales.
ESIPT is strongly favoured for 4-5, where there are not stable E∗ minima. For compound
5, the reaction coordinate is completely downhill correlating with intramolecular rotation. The
dynamic simulations show a bias towards the K∗ relaxation mechanism. Experimentally, 4 and 5
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do not fluoresce either in solution or solid state. Cheng et al. suggested that for the solid material,
this behaviour is related to the crystal morphology.182 Our calculations show that the character of
the substituent and the electronic effects in the monomers might also play a role in the mechanism.
The conical intersection in both the enol and keto channels offer a route for ultrafast internal
conversion and reversion to the ground state equilibrium structure. The fact that these conical
intersections are reached via the main excited state relaxation coordinate, intramolecular rotation,
and that they are energetically accessible, suggests that they are the main cause of nonradiative
decay in these systems. This is an important discovery, and shows that the AIE behaviour of these
systems can be interpreted through the RACI model (Section 3.2.3). This model is less established
than the FGR-RIM, with fewer examples in the literature, in part due to its more recent proposal.
In the next chapter the knowledge of the electronic properties of 1 and 5 shall be used to probe
the excited state decay process in the molecular crystal, viewed through the lens of the RACI
model. The question remains of why 5 is still nonemissive in the solid state whilst 1 undergoes a
stitch-on of fluorescence. To probe this, we shall examine the intermolecular interactions in the
molecular crystal and their importance in relation to the electronic properties of the chromophore.










In Chapter 5, the nonradiative decay mechanisms in vacuum were established for the HC deriva-
tives 1-5 (Figure 3.5). The two extreme cases were compounds 1 and 5, where the methoxy group
of 5 alters the electronic structure of the chromophore. This results in a slight red shift in the ab-
sorption, but a more pronounced effect on the relaxation mechanism. Whilst for compound 1
relaxation through the enol and keto channels is evenly distributed, ESIPT is greatly preferred in
compound 5 due to the increased acidity of the migrating proton. All systems can relax to the
ground state via an accessible conical intersection in either the enol or keto channel.
In the solid state, compounds 1-3 undergo AIE whereas 4 and 5 remain dark. In this chapter,
a combination of theoretical models are used to understand the emission properties in the solid
state. In particular, we focus how inter- and intramolecular processes determine the emissive
properties in the crystal environment. To provide a complete picture of the factors affecting decay
mechanisms in these materials, we use a combination of solid state and excited state embedding
calculations to systematically account for the different intermolecular interactions present in the
molecular crystal. This involves creating cluster models where a central chromophore is treated
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with a QM electronic structure method and the exterior molecules are described with an MM
force field, in the QM:MM ONIOM approach (Section 2.3.5). As for our nonadiabatic dynamics
simulations in Section 5.3.4, in this chapter the two extreme compounds, 1 and 5, shall be used
as exemplar systems (Figure 6.1). In 1, chromophores aggregate in a slip-stacking, herringbone
structure in an edge to face arrangement. Conversely, in 5 the dominant configuration is the face
to face π-π stacking of chromophores. In Chapter 7, the dimer configurations shall be investigated
further.
With the conical intersections located in vacuum in Chapter 5, we approach the the solid
state modelling with the intention of understanding how the crystalline environment changes the
structure, energy, and accessibility of the conical intersections in these systems. Does the RACI
interpretation for AIE apply for compound 1, and is an accessible conical intersection responsible
for the nonfluorescence of compound 5 in the solid state? This chapter answers these questions.
The work herein was published in reference 267. The data shall be presented in dedicated
sections here, incorporating the Supporting Information, rather than the letter format chosen for
publication, although the order of the discussion remains similar. Important to note that while in
ref. 267 the compounds were labelled as 1 and 2, in this work the original numbering of Chapter
5 is retained - thus compound 2 of ref. 267 is compound 5 herein. This chapter is organised in
the following way. First, the computational methodology is discussed, where we detail the com-
bination of electronic structure methods and embedding models. Second, since the electronic
structure method is TDDFT for this section, we benchmark vacuum-phase results against those
in Chapter 5. Next, the absorption in the solid state is analysed taking into account monomer
and dimer chromophores and the excitonic interactions present in the molecular crystal. Excited
state minima and conical intersections are then optimised to determine the excited state relaxation
mechanism in the molecular crystal and rationalise the observed fluorescence of 1 and the nonra-
diative decay of 5. Finally, the results are summarised to offer some design rules for ESIPT/AIE
systems. All calculations and analyses were performed by myself apart from the Ewald embed-
ding calculations, implemented and performed by Miguel Rivera. All figures are reprinted with
permission from ref. 267. Copyright 2018 American Chemical Society.
















Figure 6.1: The molecular and crystal structures of the 1 and 5 Compound 1, left, displays AIE
behaviour, whereas 5, right, is nonemissive in both aqueous and solid phases. Also labelled are
the parallel (P) and antiparallel (A) dimer configurations.
6.2 Computational Methodology
The cluster models of 1 and 5 are based on the experimental crystal structures deposited with the
CCDC, codes 941991 and 1061608 respectively.182 The crystal structures of 1 and 5 were initially
optimised using Quantum Espresso in the periodic DFT framework.268 Optimisation of each unit
cell was carried out with DFT-D2 (PBE) with a plane-wave cutoff of 30 Ry and a Monkhorst-Pack
k-point grid of 2x3x2 in accordance with the shape of the unit cell. Clusters of varying size were
cut from the DFT-D2-optimised cell for the ONIOM calculations.
The solid state photochemistry of 1 and 5 is modelled by applying the ONIOM scheme in a
QM:MM protocol using DFT and TDDFT as the QM electronic structure method.62–64 This is an
attractive route to efficiently evaluate the mechanism of AIE, as the chromophore can be treated
within the necessary QM framework whilst the surrounding crystal structure can be evaluated
using MM methods. For each cluster, the surrounding molecules were fixed in their lattice posi-
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tions during geometry optimisation of the central chromophore and computed with the AMBER
force field using ESP charges derived from a vacuum HF/3-21G* calculation of a monomer cut
from the crystal structure, allowing electrostatic embedding of a QM-derived electronic density
- a scheme we denote AMBER(HF).78
For all models discussed in the following sections, the focus is four important regions of
the PES; the Franck-Condon point (FC), enol (E∗) and keto (K∗) minima, and the S1/S0 MECI.
These were established as important points in the vacuum calculations of Chapter 5. Ground
and excited state minima and the MECI structures were calculated at the ONIOM(ωB97X-D/6-
31G(d)):AMBER(HF) level within the DFT and TD-DFT framework. Energies at the ground
and excited state minima were recalculated with the 6-311++G(d,p) basis set. Additionally, RI-
CC2/def2-TZVP embedded calculations were performed. The CIOpt algorithm of Levine, Coe
and Martinez was again applied to determine the location of the minimal energy conical intersec-
tion (MECI) structures.19 The nature of the MECIs were confirmed with the CASSCF method in
both vacuum and solid state, explained in detail below.
For each of 1 and 5, three ONIOM((TD-)DFT):AMBER(HF) clusters of differing size are
evaluated:
• M7: all molecules within 7Å of a central monomer chromophore
• M15: all molecules 15Å from the central monomer
• D7: all molecules within a 7Å-radius from the centroid of a dimer chromophore
The cluster models are visualised in Figures 6.2-6.4. Two D7 dimer models were considered due
to the prominence of two dimer arrangements in each of the crystal structure, where monomers
are arranged parallel (P) and antiparallel (A). The parallel stacked dimer model is denoted D7-P
and the antiparallel configuration is D7-A. These stacking arrangements are shown in Figure 6.1.
ONIOM calculations were performed with the electrostatic embedding scheme. Post optimi-
sation, single point calculations in vacuum of each ONIOM((TD-)DFT:AMBER(HF) geometry
were performed to evaluate how the environment influences the energy. To assess the role of the
quantum mechanical electrostatic potential during relaxation, we also perform optimisation for
the M7 and M15 models with mechanical embedding. The nature of vertical excitations in solid
state was assessed using the CALCDEN method, which classifies electronic excitations based on
the electronic density localisation between donating and accepting orbitals.116,269
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1a) 1b)
5a) 5b)
Figure 6.2: Two viewpoints a and b of the M7 and M15 models for compounds 1 and 5. The
central molecule is shown in cyan, surrounded by an increasing radius of 7Å (red, M7) and 15Å
(red+grey, M15).
1 5
Figure 6.3: Visualisation of the Ewald model for compounds 1 and 5, where the M15 model
(cyan + red + grey) is embedded in Ewald point charges, shown in blue.
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1 5
Figure 6.4: The D7 model for compounds 1 and 5. The dimer chromophore is shown in cyan,
and the surrounding molecules within a radius of 7Å are shown in red.
To simulate the long-range periodic electrostatic environment experienced by the chromophore,
the M15 model was embedded in point charges derived from the Ewald method of Derenzo, Klin-
tenberg and Weber, as described in Section 2.3.5.86,87 In the Ewald model, the chromophore was
embedded in a set of point charges for each of the S0 and S1 minima and MECI geometries found
with M15 model. The initial charges were the same ESP charges used in the ONIOM models.
500 points had a fixed charge value, 1000 sample sites were used and the supercell was comprised
of 4x4x4 unit cells.
The topology of the PES between the K∗ minimum and the MECI was explored for the M15
model through LIIC, using the 6-31G(d) basis set. A relaxed geometry scan of the torsional angle
θtor was also performed for the M15 model with the 6-31G(d) basis set to probe the PES of the
K∗ state. All ONIOM calculations were performed with Gaussian 09 (rev D.01).270
The energies at the FC state and K∗ minimum for the M15 chromophore were calculated
at the RI-CC2/def2-TZVP level of theory using point charge embedding with TURBOMOLE
v7.0.258,260 The point charges were located at the atomic positions of the MM-atoms in the M15
model.
We validate the TDDFT calculated MECI geometry of 1 and 2 in the solid state by op-
timising the conical intersection with the state-averaged complete active space self-consistent
field method, using an active space of 12 electrons in 11 orbitals with the 6-31G(d) basis set
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(SA-CASSCF(12,11)/6-31G(d)):AMBER(HF). The MECI geometry is optimised within the M7
model with AMBER force field to describe the MM-level, in which all the positions of all MM
atoms are frozen during the optimisation. All CASSCF calculations were performed using the
MOLCAS@UU v8.0 binaries, using the Tinker v.6.3.3 interface for the QM/MM calculations.271,272
Intermolecular interactions are studied within Kasha’s exciton framework (Section 2.3.2). The
diabatization scheme of Troisi was implemented to calculate the excitonic couplings J (Section
2.3.4).49 The dimer chromophore optimised in S0 in each D7 model were extracted and single
point calculations were performed of the dimer and the constituent monomers to construct the
adiabatic Hamilton and the transformation matrix from the transition dipole vectors. The exciton
couplings were calculate using the exciton coupling python package developed by myself,
which has been made open-source.273
The multi-model approach ensures size-consistency of the MM-region, evaluates the role of
short and long-range interactions, explicitly models the long-range electrostatic potential from
the crystal, and determines the role of excitonic coupling on the mechanistic interpretation.
6.3 Results
6.3.1 Benchmarking of TDDFT
Since the electronic structure method of choice in this chapter is TDDFT, it is important to initially
benchmark against the post-Hartree Fock methods used in Chapter 5. In this section we briefly
compare the vertical excitations, relaxation pathways, and conical intersection geometries. Pre-
vious studies have shown that TDDFT performs well compared to CC2 for studying ESIPT.274
For the vertical excitations in vacuum with TD-ωBX-D/6-311++G(d,p) (Table 6.1), the results
of 1 and 5 compare well with CC2/def2-TZVP (Table 5.1). The character of the first three states
is the same across the methods, with S1 as the bright state ππ∗ for 1. For compound 5, with
TDDFT S2 borrows intensity from S1, as with CC2 and ADC(2). The relative red shift of 5 is
also similar (0.17 with CC2, 0.12 with TDDFT). It is evident that at the Franck-Condon geometry
TDDFT can provide the same trends as CC2 and ADC(2), but at lower computational cost.
The excited state minima and MECIs in the enol and keto channels were also optimised for
1-5 in vacuum with TD-ωBX-D/6-311++G(d,p). The energies are shown in Figure 6.5. For 1
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and 5, the surfaces were also obtained at TD-ωBX-D/6-31G(d) level, shown in Appendix B. The
energies obtained are very similar to ADC(2) and CC2, with the keto minima at lower energy than
the enol minima for 1-3. As with ADC(2) and CC2, no enol minima were obtained with TDDFT,
and thus the same propensity for ESIPT will be witnessed for 5. The enol minima occur at more
planar θtor angles for 1-3, and therefore a larger emission energy is predicted. For 5, similar is
seen with the keto minimum, where the equilibrium geometry is more planar and thus a larger
energy gap is present.
For the MECIs in vacuum, the geometry obtained with TDDFT compare well with those ob-
tained with CASSCF and CC2. Indeed, the TDDFT geometry is most similar to CASSCF and
does not suffer from the problems of ADC(2). The K∗ MECI in vacuum was calculated for 1
and 5 with the SA(2)-CASSCF(12,11)/6-31G(d). The geometries are compared to those obtained
in vacuum at the TD-ωBX-D/6-311++G(d,p) level of theory in Figure 6.6. There is an excellent
agreement between the CASSCF(12,11)/6-31G(d) calculated MECI geometry (shown in cyan)
and the TD-ωBX-D/6-311++G(d,p) geometry (black). For compound 1, left, the RMSD between
the two methods is 0.11 Å. For compound 5, the geometries are more deviated, with an RMSD
of 0.59 Å. This deviation arises due to the dihedral angle at the amino group of the molecule,
which is 13° for TDDFT and 60° for CASSCF. The dihedral angles of the deprotonated phenol
ring, the coordinate which drives the convergence of states, are a good match (89.9° for TDDFT
vs 90.2° for CASSCF). The agreement between the TDDFT K∗ conical intersection with the ge-
ometry of the CASSCF-predicted MECI in vacuum show that the protocol we employ to explore
the PES with TDDFT is robust. As such the choice of TDDFT should not alter the conclusions
obtained with ADC(2) and CC2. In this chapter, we also carry out single point calculations with
CC2, but TDDFT is the main method chosen due to its computational efficiency and readily
available implementation for QM:MM methods in ONIOM with Gaussian software. The con-
ical intersections are also calculated using the QM:MM scheme incorporated in Molcas, using
SA(2)-CASSCF(12,11)/6-31G(d):AMBER(HF) to validate the conical intersections calculated
with TDDFT in ONIOM.
6.3.2 Absorption in the Molecular Crystal
In this section examine the absorption in the molecular crystal. For all models, the crystal envi-
ronment shifts the bright state to the red with respect to absorption in vacuum. The bright state
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Figure 6.6: Comparison of the TD-ωBX-D/6-311++G(d,p)(black) and SA-CASSCF(12,11)/6-
31G(d) (cyan) MECI geometries for compounds 1 (left) and 5 (right).
calculated for 1 with the M and D models (Table 6.1) are in very good agreement with the ex-
perimental value of 3.3 eV.182 The bright state is calculated as 2.93 eV with RI-CC2/def2-TZVP.
In the case of 5, where no experimental absorption spectrum has been published, the energies
predicted with all models are in the range of 3.4-3.5 eV. In this case the RI-CC2/def2-TZVP value
of 3.33 eV aligns better with TDDFT than in 1. There is no significant intermolecular charge
transfer upon excitation in either material.
The electrostatic potential generated by the whole crystal (in the Ewald model) has a negligi-
ble effect for the vertical excitations of 1, with a convergence of 3.3 eV for the bright state. In the
case of 5, a more polar structure, the effect is more significant, with a shift in the energy of around
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Table 6.1: Excitation energies and oscillator strengths for the first three excited singlet states of
1 and 5 in various models. Energies calculated at ωB97X-D/6-311++G(d,p) level of theory and
given in eV.
Compound 1 Compound 5
Energy (eV) Osc.(f ) Energy (eV) Osc.(f )
Vacuum
S1 3.65 1.143 3.53 0.870
S2 3.95 0.007 3.87 0.244
S3 4.16 0.002 3.93 0.013
M7
S1 3.20 1.177 3.42 0.905
S2 4.10 0.001 3.74 0.236
S3 4.27 0.030 4.00 0.002
M15
S1 3.30 1.174 3.40 1.005
S2 4.07 0.002 3.72 0.147
S3 4.18 0.018 4.01 0.015
Ewald
S1 3.30 1.192 3.50 0.815
S2 4.06 0.002 3.81 0.320
S3 4.16 0.015 3.90 0.008
D7-P
S1 3.16 0.017 3.18 0.029
S2 3.26 2.128 3.51 1.379
S3 3.57 0.003 3.60 0.001
D7-A
S1 3.10 0.061 3.05 0.000
S2 3.35 2.063 3.42 1.947
S3 3.79 0.006 3.61 0.012
0.1 eV. Since this is in the order of the shift associated with vibrations and does not change the
nature of the excited states, even the smaller cluster models (M7 and D7) can capture the main
electrostatic influence on the photoexcitation.116 However, more accurate crystalline properties
would be achieved by using a more sophisticated approach for the low-level system rather than
molecular mechanics, such as QM:QM’ embedding methods currently under development in the
Crespo-Otero group.89,90 This is particularly important for finding equilibrium structures on the
excited state surface.
In going from a monomer chromophore to a dimer chromophore, the bright state shifts from
S1 to S2. For the Frank-Condon (FC) geometry, the electronic density is delocalised over both
molecules in the chromophore. As a consequence of excitonic coupling, the bright state is blue
shifted in 0.06 eV and 0.15 eV for 1 and 0.23 eV and 0.32 eV for 5 (M7 model as reference). This
is typical of H dimers within the Kasha excitonic coupling model, with oscillator strengths of S2
almost double those of the monomer species in S1.41 While the splitting is more significant for 5,
this does not alone explain the different properties of 1 and 5. The role of H and J dimers in the
aggregates will be investigated in the next chapter.
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Table 6.2: J coupling values (eV) between units in dimers of 1 and 5 in the D7 models
Compound 1 Compound 5
J (eV) J (eV)
D7-P 0.060 0.112
D7-A 0.105 0.150
The largest coupling (Table 6.2) in each compound occurs when the monomers are aligned
antiparallel (A), of the order of 100 meV, which are in the order of those obtained for some organic
semiconductors.50 These couplings result from the favourable alignment between the nitrogen of
one monomer and carbonyl group on the other monomer (approximately 4.5Å). Recently, the
effect of excitonic couplings on the nonradiative constants for AIE was evaluated.118 For a set of
five highly aromatic conjugated molecules, with Js in the order of 10 meV, the authors found that
excitonic coupling always increases the nonradiative decay constants. Based on these vibronic
models, in the E∗ form, a larger J on the nonradiative vibrational decay should be expected for
5. In the next chapter, the excitonic couplings of the HC crystals shall be investigated in more
detail.
6.3.3 Radiative vs. Nonradiative Decay
Relaxation to either E∗ or K∗ minima will follow photoexcitation. The emission energies and
oscillator strengths for each model are collected in Table 6.3. In the case of 1, significant reab-
sorption is expected due to the small Stokes shift for the E∗ minimum. This has been recently
confirmed experimentally.202 For 5, oscillator strengths from E∗ are extremely small. In this con-
text, no significant emissive response is expected from the E∗ state of either material. For 1,
relaxation in E∗ involves localisation of the electronic density on one molecule, whereas delocal-
isation is observed for 5. In vacuum and the M7/15 models, E∗ is not stable for 5. It is stable in
the dimer models due to state mixing where some of the S2 character of the monomer mixes with
S1, such that there is less electron density lost from the phenol oxygen in S1.
Geometries of the E∗ and K∗ minima are planar in the solid state. Since no double proton
transfer K∗ minimum was found for 1, emission is expected from a localised K∗ state. The ex-
perimental emission spectrum for 1 can be assigned to the K∗ state ranging from 1.5-2.1 eV. The
predicted values are blue shifted to 2.7 eV (CC2/def2-TZVP predicts emission at 2.2 eV). The
flatness of the S1 surface with respect to the dihedral angle suggests that emission from a range of
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Table 6.3: Emission energies and oscillator strengths from the enol and keto minima on the S1 PES
for various models. Energies reported at TD-ωBX-D/6-311++G(d,p)level of theory and given in
eV.
Compound 1 Compound 5
E∗ (f ) K∗ (f ) E∗ (f ) K∗ (f )
M7 3.03 (1.207) 2.67 (1.191) - 2.15 (0.461)
M15 3.10 (1.225) 2.61(0.977) - 2.17 (0.490)
Ewald 3.12 (1.214) 2.66 (1.052) - 2.18 (0.486)
D7-P 3.01 (0.479) 2.56 (0.725) 2.45 (0.002) 2.15 (0.312)
D7-A 2.96 (0.119) 2.59 (0.616) 2.81 (0.000) 2.32 (0.388)
geometries is possible. To investigate this, a relaxed geometry scan was performed at TD-ωBX-
D/6-31G(d):AMBER(HF) for both 1 and 5, where θtor was incrementally increased in the M15
model and frozen during relaxation, shown in Figure 6.7. Between 0 and 40°, the S1 surface is
quite flat, whilst the energy gap between S1 and S0 states ranges from 2.7 eV (f =0.973) to 2.2
eV (f =0.496). The flatness of the surface, and the high oscillator strengths along the coordinate,
suggest that emission from a range of dihedral angles less than 40° is possible, in particular since
dihedral rotation energetically favourable relaxation pathway in vacuum. Also important to take
into account when considering the emission energies are the limitations of the QM:MM method.
All of the exterior atoms are frozen and treated at MM level, without the possibility of any mu-
tual polarisation between the regions. As such, the environment cannot respond to the changes
in electronic density of the chromophore, which can be rather large in the case of ESIPT sys-
tems. As such, the additional relaxation from mutual charge polarisation is not present here, and
the emission energies are somewhat overestimated. The dimer models partially alleviate this by
having a polarisable molecular counterpart, and the emission energy is reduced.
In 5, there exists a double-K∗ state, where both monomers undergo ESIPT. This state is none-
missive in S1 (f =0.002) lying 0.5 eV above the bright FC state. The localised single proton transfer
state in 5 has emission in the range 2.2-2.3 eV (1.7 eV with CC2). Oscillator strengths, though half
the value of the obtained for 1, are still significant (0.312 and 0.388). Therefore, while emission
from 1 should be brighter than from 5, radiative mechanisms alone cannot explain the negligible
quantum yield of 5. The structural similarity of the E∗ and K∗ minima, namely that the E∗ state
is planar, means that the pathways no longer compete in the excited state. The bifurcation seen
in vacuum is not expected to exist in the solid state, and relaxation to K∗ can follow relaxation
in E∗. To maximise the quantum yield, efficient population transfer K∗ is important, since little










Figure 6.7: Relaxed geometry scan of the dihedral angle θtor calculated at ONIOM(ωB97X-D/6-
31G(d)):AMBER level of theory for compounds 1 (red) and 5 (black) in the M15 model. Also
plotted are the bright excitation energies (dashed lines) and the MECI energy (stars) for both
compounds in the M15 model.
emissive response will be witnessed from E∗ due to the small Stokes shift.
The location of the nearest CI to the E∗ and K∗ minima can help understand the balance
between radiative and nonradiative decay. In Chapter 5, we saw that in vacuum both pathways
lead to energetically accessible conical intersections via intramolecular rotation. In the solid,
intramolecular rotation in E∗ is completely blocked and the E∗ CI is accessed instead via a stretch
of the bridging unsaturated bond. This is associated with an energy cost of upward of 5 eV from
the FC S1 energy for both crystals. Consequently, molecular aggregation completely blocks the
E∗ nonradiative decay pathway in both 1 and 5. For 1, the S1/S0 MECI associated with the K∗
state lies 0.5-1.0 eV above the S1 energy for the FC geometry (Figure 6.8). For 5, the S1/S0 MECI
is classically accessible with a barrier of 0.4 eV from the K∗ minimum. While less favourable
than in gas phase (barrier 0.2 eV), the system has enough energy to access the conical intersection.
Therefore, in compound 5 the excited state population can decay nonradiatively through the MECI
and back to the ground state, whereas in 1 the population remains in the K∗ state until fluorescence.
LIIC between the K∗ minimum and MECI show the existence of a barrier of 1.4 eV (w.r.t to
FC S1) to reach the MECI for 1 compared to 0.14 for compound 5 (Figure 6.9. It is important to
state that the LIIC barriers represent an upper bound for barriers on the PES and the true barriers
will be smaller, since coordinated relaxation was neglected at each step. However, the barriers
here offer further evidence that the MECI of 1 is inaccessible and 5 is not.
To further explore the electrostatic effect, the critical points of the PES were re-optimised









Figure 6.8: Energy of the S0 and S1 states at the Franck-Condon (FC) point, E∗ and K∗ minima,
and the MECI of 1 and 5 with the D7 model with ONIOM(ωB7X-D/6-31G(d)):AMBER level of
theory. The accessibility is colour coded.
without electrostatic embedding for the monomer models. The energies in comparison to those
obtained with electrostatic embedding are given in Table 6.4. Crucially, the accessibility of the
MECI depends on its stabilisation with respect to the initially populated excited states. For com-
pound 1, the electrostatic potential stabilises the S1 state at the FC region but has a smaller effect
on the energy of the MECI. Both of these factors decrease the accessibility of the nonradiative
channel. A similar effect is seen for both the M7 and M15 models, suggesting that these are short
to medium range effects and are not as a result of long- range Coulombic interactions. For 5, the
stabilisation of the MECI is larger than for the S1 state. Therefore the accessibility of the MECI
in 5 is aided by the short-range electrostatic interactions with the surrounding molecules when
treated at QM-level.
Moreover, within the mechanical embedding approach, the MECI geometries are similar, but
both MECI have energies lying above the photopopulated state for 5 and below for 1. This
indicates that steric hindrance in the crystal determines level of distortion of the MECIs, but
a quantum-mechanical treatment of Coulombic interactions modulate their total energies. The
same conclusions can be drawn from the monomer models, for which the energy levels of M15
are shown in Appendix C. As mentioned above, there is no E∗ minimum located for 5. As such,
it is expected that the short range interactions present in the dimer chromophore restrict torsional
relaxation, whilst long range electrostatic interactions, imperfectly included in these models due
to the lack of self-consistent polarisation, can help stabilise the excited state, particularly when the
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Figure 6.9: Linear interpolation of internal coordinates between the Franck Condon state, the S1
minimum, and the MECI for 1 and 5.
CIROT CIPYR
Vacuum Vacuum Solid State
CIPYR
Figure 6.10: Geometry of the K∗ MECI in vacuum (left and center) and in the solid state (right)
for 1 (top) and 5 (bottom).
geometry of the chromophore most resembles the exterior charge distribution, as at absorption.
The K∗ MECI is accessed via a combination of intramolecular rotation (ROT) and carbonyl
pyramidalisation (PYR), with a puckering of the deprotonated phenol ring (Figure 6.10). In con-
trast with the most stable conical intersections (CIROT) in vacuum, the MECI structures in the
solid state (CIPYR) display a significant pyramidalisation of the carbonyl carbon, with a puckering
angle of 41°. The puckering angle is defined as the angle between the (protonated) carbonyl and
plane made by the α carbons. The pyramidalisation is at the expense of θtor, which decreases
with respect to the vacuum MECI. This is caused by the steric restrictions of the surrounding
molecules, meaning CIROT can no longer be accessed and the pyramidalised conical intersection
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Table 6.4: Relative energies for the FC, E∗ and K∗ minima, and MECI on the PES for 1 and 5
for the M7 and M15 models, with ME and EE during the optimisation. All values presented
in eV relative to the corresponding ground state and are calculated at ONIOM(ωB97X-D/6-
31G(d)):AMBER level of theory. The oscillator strength f is also given.
Mechanical Embedding (ME)
Compound 1 Compound 5
FC E∗min K∗min MECI FC E∗min K∗min MECI
M15
S0 0.00 0.18 0.82 4.02 0.00 - 0.82 3.71
S1 3.74 3.56 3.32 4.03 3.60 - 3.07 3.71
f 1.150 1.207 0.503 - 0.749 - 0.475 -
M7
S0 0.00 0.18 0.84 3.93 0.00 - 0.80 4.05
S1 3.73 3.56 3.32 3.93 3.60 - 3.06 4.06
f 1.511 1.204 0.563 - 0.744 - 0.484 -
Electrostatic Embedding (EE)
Compound 1 Compound 5
FC E∗min K∗min MECI FC E∗min K∗min MECI
M15
S0 0.00 0.10 0.59 3.93 0.00 - 0.84 3.47
S1 3.41 3.31 3.25 3.93 3.49 - 3.04 3.48
f 1.202 1.253 0.928 - 0.926 - 0.487 -
M7
S0 0.00 0.08 0.48 4.04 0.00 - 0.88 3.48
S0 3.32 3.23 3.20 4.05 3.50 - 3.05 3.49
f 0.664 1.232 1.146 - 0.815 - 0.459 -
becomes the MECI. For 5, the K∗MECI has similar geometric parameters as 1, but with a smaller
pyramidalisation of the carbonyl group (21°). Interestingly, a similar CIPYR conical intersection
can be found in vacuum for both compounds, (Figure 6.10), with the CIPYR lying 0.9 eV above
the CIROT for 1 and 0.6 eV for 5. Therefore, the crystal changes the order stability of the conical
intersection manifold, stabilising CIPYR over CIROT compared to in vacuum. In vacuum, CIPYR
is energetically accessible in both 1 and 5, lying 0.04 below the S1 state for 1. For 5, CIPYR
lies 0.33 eV below the initial excitation energy in vacuum. CIROT in vacuum is also accessed at
lower rotational distortion and lower energy than the corresponding CI for 1. As such, since the
accessibility of the conical intersection for 5 is witnessed in vacuum, the larger stability of the
MECI in the solid state compared to 1 is mainly explained by the electronic effects provided by
the methoxy substituent, aided by the electrostatic potential discussed above. As a result, 5 has
enough energy to deactivate through the conical intersection and return to the ground state via
the nonradiative pathway, a channel infeasible for compound 1.
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Table 6.5: Comparison of MECI angle parameters for 1 and 5 in vacuum and the solid state
Compound 1 Compound 5
θpuck θtor θpuck θtor
Vacuum CIROT 8° 89° 5° 90°
Vacuum CIPYR 65° 36° 62° 27°
Solid (sD) CIROT 65° 41° 67° 21°
6.4 Summary and Conclusions
In summary, the analysis of two materials with contrasting emissive properties illustrates how the
balance of intermolecular and intramolecular factors can control the radiative and nonradiative
mechanisms underlying their light response. To directly answer the questions at the start of the
Chapter, we have shown that the AIE behaviour of compound 1 can be interpreted through the
RACI model. A previously accessible conical intersection in vacuum is too high in energy to
be classically populated in the solid state, due to the electrostatic and steric restrictions from the
surrounding molecules. In contrast, in compound 5 the conical intersection is low enough in
energy to be populated and the system can return nonradiatively to the ground state.
The relaxation mechanisms for 1 and 5 shown in Figures 6.11 and 6.12. After initial photoab-
sorption the excited state is delocalised in the enol form, where π-π interactions in 5 increase the
excitonic coupling, which plays a role at the Franck-Condon state where absorption is delocalised.
In the next chapter, the delocalisation of the exciton in the enol channel shall be scrutinised. The
systems relax in E∗, where a minimum exists on the PES and emission with very small Stokes
shift is possible, but self-absorption would most likely be witnessed. Nonradiative decay through
a conical intersection in the enol channel is unlikely due to its high energy.
Alternatively, localisation allows ESIPT, followed by relaxation. For 1, the nearest MECI in
the K∗ channel is classically inaccessible and so fluorescence is witnessed. For 5, the MECI is
lower in energy, due to the difference in electronic density distribution in S1 on account of the
methoxy group, and the wavepacket can funnel nonradiatively to S0. For the K∗ channel, the
crystal changes the relative energy of two conical intersections present in gas phase, stabilising a
structure where the carbonyl group pyramidalises. The calculations show that either nonradiative
delocalised transport processes (E∗ channel) or localised deactivation through the ESIPT (K∗
channel) are more likely in 5 than in 1. The interplay of all discussed factors results in an enhance

















Figure 6.11: The mechanism for nonradiative decay in compound 2. Also shown are S1-S0 elec-
tron density differences (red: S1, blue: S0).
emissive response of 1 and no fluorescence in 5 in the solid state.
From these results, some design principles can be proposed for more efficient solid-state emit-
ters. As strong electrostatic interactions aid the deactivation through nonradiative pathways, it is
clear why many of the reported AIE fluorophores are nonpolar. For the ESIPT chromophores,
stabilising E∗ over K∗ minima could be favourable because the E∗ nonradiative pathway through
a conical intersection is hampered in the solid state. For this, the nature of the E∗ state must be
altered to induce a larger Stokes shift. Alternatively, if the E∗ state is made more unstable by
increasing the lability of the transferring proton, the population transfer to the K∗ channel will
increase. To maximise returns, access to the pyramidal K∗ MECI can be further hindered by im-
posing geometrical restrictions, such as introducing fused rings to the molecular structure. Other
studies in ESIPT systems have shown that torsional restraint can also be achieved by coordination
to metals.275 For the K∗ channel, efficient localisation of excited state to one monomer, bias for
K∗ over E∗ decay and an energetically inaccessible conical intersection are all highly desirable.
Indeed path agnosticity for compound 1, which is evenly distributed for E∗ and K∗, may prevent
efficient transfer to the emissive K∗ state. This is remedied in 5 by the bias for ESIPT but the
low-lying MECI prevents fluorescence. The design of a chromophore to combine the K∗ bias of


















Figure 6.12: The mechanism for nonradiative decay in compound 5. Also shown are S1-S0 elec-
tron density differences (red: S1, blue: S0).
5 with the stability of 1 would surely be a promising candidate for a highly efficient fluorophore.
In the next chapter a new class of AIE system based on the HC family shall be introduced and
investigated, building on the conclusions of Chapters 5 and 6 for fluorophore design.
7 Connecting Chromophore Design with
Crystal Morphology




In Chapters 5 and 6 the PESs of a range of HC derivatives were mapped, first in vacuum and
then crystalline form. Through the topology of the PESs and the associated energy differences
between states, we elucidated the AIE mechanism of HC1 and the nonemission of HC5. In
doing so, we isolated three key design principles to increase the quantum yield of fluorescence
for ESIPT chromophores in the solid state:
1. bias for K∗ decay over E∗
2. localisation of excited state to one monomer
3. an energetically inaccessible conical intersection
In this Chapter the scope of the study is extended as these design rules are applied to a new
set of ESIPT systems. To the test set we add two fluorine-substituted HC derivatives, HC6 and
HC7.183 Additionally, four completely new compounds with lasing properties are considered.
Closely related to HCs are the family of HP derivatives.184 In contrast to HCs, and other organic
fluorophores, HP compounds contain only a single aryl group and have remarkable ΦPL, ranging
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HC1 HC2 HC3 HC4
HC5 HC6 HC7
HP1 HP2 HP3 HP4
Figure 7.1: The molecular structure of the seven HC and four HP compounds under investigation.
from 0.72-0.84. This has been qualitatively attributed experimentally to the herringbone packing
mode and molecular rigidity reducing nonradiative decay. The increased quantum yield of the
HPs, with respect to the HCs, make them prime candidates to test the efficacy of our design
rules. The eleven compounds studied in this Chapter are summarised in Table 3.1 and shown in
Figure 7.1. Herein we investigate the factors which mediate the increased fluorescence activity
for HP compared to HC systems. In the following sections we address molecular and material
properties of the eleven compounds to investigate why the HPs systems have an increased ΦPL
compared to their HC counterparts. We will show how a combination of electronic properties
and crystal packing give the HP systems an increased potency for each of the three design rules,
resulting in increased fluorescence in the solid state. Particular focus will be given to HC1, HC5,
and HP1, which will act as exemplar systems due to their differing fluorescence behaviour.
After outlining the computational methods used, we address the molecular properties of the
HC systems. We map the PESs of HP1-4 in vacuum, to locate the nonradiative decay channels
and gauge the substituent effects, showing how the increased bias for the keto channel promotes
ESIPT in these systems, fulfilling design rule one. We then move to the crystalline state and
show how a stable K∗ minimum and inaccessible conical intersection promote radiative decay in
HP1, satisfying design rule three. We compute the radiative decay rates for HC1, HC5, and HP1
via two methods to compare the exemplar compounds, and examine the Huang-Rhys factors to
qualitatively assess the FGR-RIM interpretation for nonradiative decay.
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We then turn our attention to the intermolecular properties of the eleven molecular crys-
tals. The crystal structures are analysed with particular attention paid to the dimer configura-
tions present. We examine how the dimer arrangements mediate the excitonic coupling between
molecular sites in the crystal and afford localisation of the excited state. Following this, an exciton
hopping model based on Marcus Theory is applied to examine the different hopping rates in the
enol state and examine the competition between localisation and exciton diffusion, and how the
HP systems show greater charge localisation to fulfil the second design rule. All calculations and
analyses were performed by myself except for the implementation of the Voronoi cells, which was
done by Miguel Rivera, and the TDDFT optimisations in vacuum of HP1-4, which were carried
out by Matthew Hollis-Smith. At the time of writing, a manuscript based on this chapter is in the
final stages of preparation for publication.
7.2 Computational Details
Crystal structures of compounds HC1-7 and HP1-4 were obtained from the CCDC as described
in references 182–184. HP1-4 were optimised in vacuum in the S0 and S1 enol and keto states
at the (TD-)ωB97X-D/6-311++G(d,p) level of theory. Conical intersections were optimised at
the same level of theory using CIOpt.19 Relaxed geometry scans of the torsional rotation angle
θtor in the keto S1 state (K∗) were performed for the same compounds. Proton migration scans
of the ESIPT process were also performed in vacuum for HC1, HC5 and HP1. All scans were
calculated at TD-ωB97X-D/6-31G(d).
Crystal structures of all HC and HP compounds were optimised using Quantum Espresso
in the periodic DFT framework.268 Optimisation of each unit cell was carried out with DFT-
D2 (PBE) with a plane-wave cutoff of 30 Ry and ensuring Monkhorst-Pack k-point convergence
in each case. As the exemplar parent HP compound, the full excited state decay mechanism of
HP1 was established through QM:MM cluster models using density functional and multireference
methods. A monomer and trimer chromophore at the centroid of the 20Å cluster were optimised
in the ground and excited states at ONIOM((TD-)ωB97X-D/6-31G(d):AMBER) level of theory.
The S1/S0 MECI in both monomer and trimer cluster models were calculated using a modified
version of the CIOpt algorithm.19
For HP1 MECI in the monomer cluster models was also obtained with the state-averaged com-
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plete active space self-consistent field method, employing the S0 and S1 states in the averaging, as
in Chapter 6.. The active space consisted of 12 electrons in 11 orbitals (SA-2-CASSCF(12,11)).
The 6-31G(d) basis set was using for the QM region and the AMBER force field was used to
describe the MM region. The potential energy profile was refined with multistate complete ac-
tive space second-order perturbation theory (MS-3-CASPT2(12,11)/6-31G(d):AMBER), incor-
porating the S0, S1, and S2 states. The TD-DFT:MM geometries from the trimer models at the
Franck-Condon, S1 minimum, and MECI were taken as the reference geometries, where the cen-
tral molecule was taken for the CASPT2 calculation and the remaining two molecules of the trimer
were added to the MM region. A three state average was used. The orbitals chosen for the active
space are shown in Appendix D.
Crystalline emission spectra for HC1, HC5 and HP1 in E∗ and K∗ minima were simulated
using the nuclear ensemble method as implemented in the NEWTON-X software suite.262 100 ini-
tial conditions were sampled from the harmonic frequencies calculated at ONIOM(TD-ωB97X-
D/6-31G(d)):AMBER level from 7Å cluster models. The S1-S0 energy gap was computed for
each initial condition in embedded point charges to reflect the positions of the MM charges. No
MM-level energies were computed, and as such the fluorescence spectra are of only the electronic
energies.
To calculate solid state reorganisation energies in the adiabatic approximation (λA, Equation
3.10) for each compound we generated cluster models based on the 2x2x2 supercell, where all
molecules which lay within 20Å of the central monomer chromophore were included in the clus-
ter. Geometries were optimised for all eleven clusters in S1 and S0 states within the ONIOM
protocol at ωB97X-D/6-31G(d):UFF using electrostatic embedding. MM charges were derived
automatically using the QEq method.79 The UFF force field was chosen here due to the automatic
charge assignment, allowing the highthroughput generation of structures and input files. In the
cases of HC1-4 and HC6-7, λA was calculated for both enol and keto pathways. For HC5 and
HP1-4, only the λA associated with keto relaxation was used since no E∗ minimum was located in
the monomer QM:MM relaxation. Reorganisation energies in the normal-mode approximation
(λNM ) were calculated using the DUSHIN program for HC1, HC5 and HP1.131 Frequencies
for an ONIOM-optimised monomer chromophore were calculated in an array of point charges
representing the molecular crystal, at TD-ωB97X-D/6-31G(d) level. This lead to one imaginary
frequency in each case.
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Exciton couplings J were calculated for dimers in each optimised crystal structure. A 2x2x2
supercell was constructed for each system and a dimer was defined as any molecular pair with an
interatomic distance less than or equal to the van der Waals radii of the atoms, plus a damping
factor of 1.5Å. This selection criterion has previously been used in similar applications.276
To analyse the spatial environment for the monomers at the centre of the cluster models in the
each crystal, Voronoi cells partition the crystal into molecular regions. These cells define all the
points in space which are closer to the reference molecule than an exterior molecule. Dividing the
Voronoi cell volume by the van der Waals volume gives a molecule-independent Voronoi index Vi
for each crystal structure. To generate the Voronoi cells, a cluster of molecules was extracted from
its crystalline positions. A real space grid was generated at an arbitrary resolution and at each
point of this grid, the distance to each atom was calculated and scaled by the corresponding van
der Waals radius. All voxels with the lowest scaled distance belonging to an atom of the central
molecule were marked as belonging to the accessible of the molecule, resulting in an irregular
polyhedron of finite volume.
All density functional calculations were performed in the Gaussian 09 suite of programs.270
CASSCF and CASPT2 calculations used OpenMolcas with the Tinker v.6.3.3 interface.271
7.3 Results
7.3.1 Potential Energy Surfaces of HP Derivatives in Vacuum
The 2-hydroxyphenylpropenone (HP) compounds synthesised by Tang et al. show remarkable
AIE behaviour. Before studying the root of their fluorescence in the solid state, in this section
the PESs are mapped in vacuum at (TD-)DFT level. This enables the isolation of the substituent
effect and to understand the effect of removing an aryl ring from the HC structure.
In Figure 7.2, the energy levels of the key regions of the PES are shown for HP1-4. Vertical
excitation to S1 in vacuum is predicted at 4.16 eV for HP1, a blue shift of 0.51 eV compared
to HC1. There is a blue shift of 0.09 eV for HP2 and a red shift of 0.18 for HP4 compared to
HP1. These excitations are all bright and HOMO-LUMO in character. The difference density
plots show that density is lost from the phenol oxygen and donated to the C=O carbonyl, as for S1
in HC5 (Figure 7.3). Results from Chapter 5 show that this electronic structure promotes ESIPT.
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Figure 7.2: The critical points on the PES for HP1-4 obtained at (TD-)ωBX-D/6-311++G(d,p) in
vacuum. Also shown are the optimised geometries at each point for HP1.
S1 S2 S3
Figure 7.3: Electron density difference maps for the first three excitations of HP1. Blue regions
represent electron density loss from the ground state and red represent electron density gain in
the excited state, with isovalue of 0.002. Calculated at TD-ωB97X-D/6-311++G(d,p) in vacuum.
In HP2 and HP3, there is some donation from the amino N. In 4, electron density is lost from the
fluorine.
The experimental absorption in DCM is centred at 3.43 eV for 1, and thus the TDDFT ex-
citation energies are largely overestimated. When a solvent cavity is introduced through the
polarizable continuum model (PCM), the S1 energy is red shifted to 4.01 eV - an improvement but
still largely overestimated compared to experiment. Another RSH functional, CAM-B3LYP,277
performs little better, with the bright state at 3.98 eV. It is for this reason that in the solid state
calculations in Section 7.3.3, the CASPT2 method is applied to determine the energetic pathways.
In the enol channel relaxation is not via rotation about θtor, instead occurring through partial
cis-trans isomerisation about the carbon-carbon double bond. Fluorescence from this state is
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Figure 7.4: Relaxed geometry scan of θtor for HP1-4, calculated at TD-ωB97X-D/6-31G(d) level
of theory in vacuum.
dipole forbidden with negligible oscillator strength. The conical intersection on the enol channel
is inaccessible, with a distortion of the carbonyl group.
The relative energetic stability of the keto channel is expected to result in a large bias and high
population of K∗. As for the HC systems, relaxation is via rotation about θtor (defined in Figure
7.6) and is heavily favoured, as shown by the relaxed geometry scan of θtor in Figure 7.4. There
is destabilisation of the ground state through the rotation but the keto state remains stable through
180°. We shall return to this concept in Section 7.3.2. Full isomerisation is not expected due to
the high energy of the trans-keto state in both S1 and S0 compared to the cis-keto conformer. The
conical intersection is energetically accessible in vacuum, with the substituent effects relatively
minor. This is to be expected, since experimental results show that both absorption and emission
energies show only minor (< 0.15 eV) substituent dependence.
7.3.2 HP Bias for ESIPT
In this section, it is shown that the K∗ population is enhanced by the inherent bias for ESIPT in
the HPs compared to the HCs. The electronic densities show that in the bright excitation of HC1,
electron density is mainly donated from the unsaturated bridge and the dimethylaniline moiety
(Figure 7.3). In contrast, in HC5 and to a greater extent HP1 (due the removal of the second aryl
group), electron density is decreased at the phenol oxygen in the excited state (Figure 5.1). NBO
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Figure 7.5: Relaxed geometry scan of the phenol hydrogen to carbonyl oxygen distance for HC1,
HC5 and HP1, calculated at TD-ωB87X-D/6-31G(d).
charge analysis of the phenol oxygen shows that ∆q increases from +0.01 to +0.05 to +0.09 for
HC1, HC5 and HP1 respectively. This increases the bias for ESIPT in HC5 and HP1 due to the
increased acidity of the transferring proton, as shown by the excited state PES relaxed geometry
scan in Figure 7.5. HP1 shows a stabilisation of 0.62 eV, compared to 0.48 eV for HC5 and 0.38
for HC1.
In the K∗ channel in vacuum, relaxed geometry scans along the torsional relaxation mode
(Figure 7.6) show that for HC5, the onset of the conical intersection seam is reached at 60°,
due to the overload of electronic density at the protonated carbonyl group. Contrastingly in HP
systems, the conical intersection seam is not found along torsional relaxation mode. While the
electronic density distribution in HP systems leads to a strong bias for ESIPT, as for HC5, it
does not destabilise the ground state during rotation to the same extent. HP systems are thus
inherently more stable in the K∗ channel. However, for all HC and HP systems, the MECI in
non-aggregated form is energetically accessible post photoexcitation and thus nonradiative decay
is witnessed experimentally. The proton lability in the HP systems, on account of electron density
distribution, and the stability of the K∗ minimum, means they obey design rule one more strictly
than in the HC systems.






Figure 7.6: Relaxed geometry scan of the torsional angle (shown inset, θtor) for HC1, HC5 and
HP1 in vacuum, calculated at TD-ωB87X-D/6-31G(d). For HC5, the scan cannot proceed further
than 60° due to the convergence of the two electronic states.
7.3.3 Relaxation Pathways in the Molecular Crystal
Results from Chapter 6 showed that efficient population transfer to the K∗ tautomer is only one
prerequisite for fluorescence. The accessibility of the nearest conical intersection can dictate the
luminescent response. For HC1, fluorescence is possible due to the high energy conical intersec-
tion in the solid state. On the other hand, for HC5, whilst ESIPT is more efficient than in HC1,
the ΦPL is essentially zero and AIE is not seen. This can be attributed to dominance of nonradia-
tive decay as a result of a low-lying MECI being classically accessible post electronic excitation.
While intermolecular factors play a role in the conformation of the MECI, the energetic acces-
sibility is determined by the electronic structure of the chromophore. To asses the accessibility
of the MECI in the solid-state in HP1, we construct the excitation-decay pathway in the using
QM:MM cluster models. The calculated PES for HP1 in vacuum and the solid state is shown in
Figure 7.7. Geometries were optimised at the Franck-Condon, the K∗ minimum and the MECI
with (TD-)ωB97X-D/6-31+G(d):AMBER using a trimer chromophore. The central monomer,
where ESIPT and the MECI occur, was then used as the chromophore in MS-3-CASPT2(12,11)/6-
31G(d):AMBER single point calculations, with the two other members of the trimer demoted to
the MM-level. This eased the computational expense in the MS-3-CASPT2(12,11):AMBER cal-
culations, which are necessary to accurately predict the energy of the S1 excitation in the solid
state. The MECI geometry obtained with the trimer with TD-DFT compares well with the ge-
ometry obtained at MS-2-CASSCF(12,11):AMBER, with an RMSD of 0.08(9) Å . With the
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Figure 7.7: Calculated energies and geometries at critical points on PES. Geome-
tries obtained with (TD)-ωB97X-D/6-31G(d)(:AMBER), with energies calculated at MS-3-
CASPT2(12,11):(AMBER). The average energy of the S1 and S0 states is shown for the MECI.
monomer model, the RMSD is 0.09(2) Å .
At the MS-3-CASPT2(12,11)/6-31G(d):AMBER level, absorption for HP1 is calculated at
3.67 eV (f =0.868), in fair agreement but blue-shifted by 0.41 eV compared with the crystalline
absorption maximum of 3.26 eV.184 With a four-state average (MS-4-CASPT2), this improves fur-
ther to 3.52 eV. With TD-ωB97X-D/6-31G(d):AMBER, the bright state is calculated at 4.25 eV in
the trimer model and 4.23 eV in the monomer model, a large overestimation of the absorption en-
ergy. When the 6-311++G(d,p) basis set is used, the prediction is slightly improved with the bright
state occurring at 4.10 eV. With TD-CAM-B3LYP/6-31G(d):AMBER, the bright state is 4.20 eV.
The accurate prediction of the initial photoabsorption is crucial in understanding the excited state
mechanism and as such we proceed with using MS-3-CASPT2(12,11)/6-31G(d):AMBER for the
energies (which is denoted CASPT2 for brevity).
Post photo-excitation, relaxation in S1 via ESIPT is expected to be dominant relaxation chan-
nel in HP1 due to the negligible oscillator strength (f =0.016) of the S2 state, which is nπ∗ in
character. Fluorescence in the molecular crystal is centred at 2.34 eV, thus displaying a Stokes
shift of 0.94 eV. The emission wavelength predicted at CASPT2 is 2.73 eV, again in fair agree-
ment and with similar blue-shift as calculated for absorption. Certainly, allowing relaxation of
the exterior atoms and mutual polarisation would allow further geometric relaxation and a more
accurate emission energy. Also, addition of Ewald point charges to reflect the periodicity of the
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Figure 7.8: Overlaid structures of the MECI for HC1 (blue) and HC5 (black), and HP1 (green),
shown from three viewpoints. Only the atoms shared by all three compounds are shown.
crystal would improve emission further. However, this was outside the scope of the current work.
The MECI in HP1 lies 1.46 eV above the K∗minimum and 1.08 eV above the bright absorption
state. As such, it is classically inaccessible and HP emission can be attributed to the trapping of
the excited state at the K∗ minimum, followed by radiative decay. The degeneracy of the S1 and S0
states on going from CASSCF to CASPT2 is lifted slightly, with a gap of 0.2 eV at CASPT2 level.
As the substituent effects in the crystalline samples are minor in the HP samples (absorption and
fluorescence), it can be assumed that this mechanism can be applied to all four systems in the
family. It would be of interest to synthesise a HP system with a methoxy group the para position,
as in HC5, to assess its AIE behaviour.
In Figure 7.8, the MECI geometries of HC1, HC5, and HP1 are compared. All three involve
the pyramidalisation of the protonated carbonyl group combined with torsional rotation of the
deprotonated phenol moiety. In HC1 and HP1, the compounds which undergo AIE due to the
high energy of the MECI, the torsional angles are 50° and 53° respectively. In HC5, where the
MECI is energetically accessible, the pyramidal distortion is only 28°. The same effect is seen
in vacuum, where the MECI of HC5 is also onset at lesser distortion than the other systems, as
discussed above. Thus the stability of the HC5, and the high energy MECIs of HC1 and HP1,
are mainly due to the electronic effects of the chromophore. Rather, the role of the packing and
the crystalline environment as a whole is to promote efficient localisation of the excited state at
the expense of exciton hopping the enol state, as will be investigated in Section 7.3.8. Such is the
propensity for localisation and ESIPT in HP and the high energy MECI, a largely increased ΦPL
is witnessed as a result, fulfilling design rules two and three.
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Figure 7.9: Emission spectra in molecular crystal for 7Å clusters for HC1, HC5 and HP1, calcu-
lated at TD-ωB97X-D/6-31G(d) in point charges. Single point energies were calculated for 100
initial conditions based upon a Wigner distribution of the excited state frequencies calculated at
ONIOM(TD-ωB97X-D/6-31G(d):AMBER) level.
7.3.4 Radiative Decay Rates
In this section we calculate the emission rate kr for HC1, HC5, and HP1. This can be done either
through the Einstein spontaneous emission relationship (Equation 3.2) or through integrating the
simulated spectrum (Equation 3.3). The oscillator strength between S1 and S0 states at the K∗
minimum is 0.549 at CASPT2 level (0.281 TDDFT trimer model, 0.331 with TDDFT monomer),
indicating that emission will be bright. First, we compute the radiative decay rates from the E*
and K* states using ONIOM(TDDFT) by computing the fluorescence spectrum and calculating kr
through Equation 3.3. The spectra for HC1, HC5 and HP1 are given in Figure 7.9 and radiative
rates for HC1, HC5 and HP1 are given in Table 7.1.
For HC1, kr,K∗ is comparable with HP1 in both E* and K*. However, HC1 exhibits lower
quantum efficiency, owing to the competing exciton hopping in the enol state, which will inhibit
localisation and thus ESIPT. Thus in HC1 there is competition between delocalisation, emission
from E*, and emission from K*. Due to the proximity of the E* band to the absorption, only K*
fluorescence will significantly contribute to the quantum yield.
For HP1, emission from E* is negligible and emission is expected from the K* state. The
highly distorted E* minimum, is expected to play little role in the photochemistry and population
transfer to K* should dominate. The radiative rate from K* is of similar magnitude to HC1, and
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Table 7.1: Radiative decay rates kr in the solid state in the enol (E∗) and keto (K∗) regimes for
HC1, HC5, HP1 calculated through spectral integration. In parenthesis is the rate calculated via
the Einstein relationship of Equation 3.2. All rates in s−1.
System kr,E∗ kr,K∗
HC1 4.68× 108 (1.78× 109) 2.99× 108 (2.83× 108)
HC5 - 9.54× 107 (1.02× 108)
HP1 5.58× 106 (4.49× 106) 1.10× 108 (1.23× 108)
as such the higher quantum yield of HP1 is on account of the lower nonradiative decay rate and
lack of other competitive pathways, such as exciton hopping. In Table 7.1, given in parenthesis
are the rates obtained from the more simple Einstein relationship. This method compares well
to the more complex spectral method, where the Wigner distribution of geometries based on
harmonic frequencies should provide a more realistic radiative rate. Based on these rates the
Einstein relationship can provide a qualitative estimate for kr without the need for computing the
fluorescence spectrum, which is a far more computationally demanding approach. However, that
is most likely due to the fact that in these systems, the steric hindrance of the molecular crystal
means there is little geometric relaxation and the excited state PES resembles the ground state
PES, since there is not the steric freedom to explore outside of the harmonic potential.
7.3.5 Huang-Rhys Factors
As discussed in Section 3.2.2, reorganisation energies and Huang-Rhys (HR) factors are often
used to qualitatively account for the FGR-RIM interpretation of AIE. In this section we address
this model for the HC and HP systems. The HR factors in vacuum and molecular crystals were
calculated for HC1, HC5, and HP1. In vacuum, ground and excited states were optimised at
(TD-)ωB97X-d/6-31G(d) level. In the molecular crystal, a cluster model consisting of a central
chromophore and all molecules within a 7Å, taken from the optimised unit cell for each system.
Ground and excited states were optimised at ONIOM((TD-)ωB97X-d/6-31G(d):AMBER) level,
and frequencies were calculated at (TD-)ωB97X-d/6-31G(d) level using point charge embedding.
The DUSHIN program was used to calculate the Huang-Rhys factors and the associated reorgan-
isation energies (λNM ).131
For HP1 and HC5, it is found that λNM overestimates the reorganisation energy with respect
to λA. In HP1, λA is 1.24 eV compared to 2.19 eV for λNM . In HC5, the NM approximation
is 0.4 eV larger than λA. In both HP1 and HC5, the HR factors are reduced in moving from
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vacuum to the solid state, in particular for rotational modes. The RIM interpretation of AIE
prescribes that switch-on of fluorescence upon aggregation is due to dampening of rotational
modes, which dissipate the excited state nonradiatively, as witnessed by a reduction in the HR
factors. While HC1, HC5 and HP1 show this effect, HC1 and HP1 show AIE while HC5 is
dark in both dispersed and aggregated forms. The dampening of the HR factors does not result in
luminescence in HC5, suggesting that the excited state wavepacket decays through the MECI.253
Furthermore, due to the anharmonicity of the PES, the validity of the scheme in these cases is not
clear. To explore this further, Figures 7.10-7.12 show the Huang-Rhys (HR) factors in vacuum
and solid state for HC1, HC5 and HP1. The different y-axis scales for the Huang-Rhys factors
between plots should be noted. Each system is discussed in turn below.
For HC1 in vacuum (Figure 7.10, left), the geometric similarity between the planar E* excited
state minimum and the ground state equilibrium geometry yields negligible HR factors. This
leads to λNM of 0.08 eV, which underestimates the λA of 0.36. For K*, the PES in vacuum is
highly anharmonic, and intramolecular rotation leads to a highly distorted geometry with respect
to the ground state. As a consequence, the HR factors are extremely large and the harmonic
approximation is not applicable for determining the reorganisation energy, as illustrated by a value
of 99 eV (λA=3.64 eV). Moving to the molecular crystal (Figure 7.10, right), in E* the HR factors
are of similar magnitude as in vacuum but in K* they are markedly reduced and suppressed to
fractional values. The largest K* HR factor is the O-H stretching mode, since the geometry
remains planar and has the largest displacement between S0 and S1 as it is the ESIPT coordinate.
The K* λNM is 4.67 eV, with λA=0.59 eV.
In HC5 there is no stable E* minimum in either vacuum or the solid state for the monomer
chromophore. In vacuum, the HR factors are much less than in HC1 due to the rotation angle
at the minimum being less distorted. The molecule is more planar and is closer in structure and
vibrational signature. At larger rotation angles the MECI is reached. HR factors are reduced in the
solid state, in particular for the rotational modes, but with the O-H stretch HR factor increasing.
For HP1, large reorganisation energies, and correspondingly large HR-factors, are associated
with low-frequency rotational modes. Indeed, such is the displacement between modes in the
ground and excited states, the total reorganisation energy is 41 eV, whereas the adiabatic value
3.89 eV. As such, the harmonic approximation is invalid here due to the excited state potential
energy surface anharmonicity. In the solid state, the normal modes associated with rotation are





Figure 7.10: Huang-Rhys factors associated with each normal mode calculated via the Duschin-
sky rotation matrix between the E* and S0, and K* and S0 electronic states for HC1. Frequencies
0-500 cm-1 in the solid state are shown in the inset.
Vacuum K* Solid K*
Figure 7.11: Huang-Rhys factors associated with each normal mode calculated via the Duschin-
sky rotation matrix between K* and S0 electronic states for HC5. Frequencies 0-500 cm-1 in the
solid state are shown in the inset.
significantly reduced, whilst the largest HR factor is associated with the stretching of the phenol
oxygen. This is to be expected, since it is along this coordinate that ESIPT occurs, and hence is
has the largest HR-factor. In solid state, λNM is 2.19 eV, compared with λA of 1.24 eV.
In the case of the HC and HP systems, the AIE behaviour can not be directly attributed to
the reduction of the HR factors in the solid state compared to vacuum. Such is the complexity of
the PES, where ESIPT and rotation occur in the excited state (in vacuum), the surfaces are highly
anharmonic and the validity of the FGR-RIM scheme is not clear. As such, it is not the focus of
our investigation into the AIE behaviour of these systems.
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Vacuum K* Solid K*
Figure 7.12: Huang-Rhys factors associated with each normal mode calculated via the Duschin-
sky rotation matrix between K* and S0 electronic states for HP1. Frequencies 0-500 cm-1 in the
solid state are shown in the inset.
7.3.6 Analysis of Crystal Packing
In this section we use several techniques to analyse the crystal structures of the eleven compounds
of Table 3.1. The crystalline environment of each crystal is examined initially from the perspective
of a monomeric chromophore. To this end, we use Voronoi cell volumes Vcell and van der Waals
volumes VvdW to determine a Voronoi index Vi = Vcell/VvdW , a metric indicating the normalised
accessible volume for a monomer in the crystal. Vi values (Figure 7.13) range from 1.29-1.48,
showing that despite the substituent and packing differences, the each monomer in the system
has between 30%-50% of its van der Waals volume to freely vibrate, rotate or translate. For the
HC systems, the average Vi is 1.36±0.06, and 1.30±0.01 for the HP systems. The accessible
volume for the HC systems shows greater variation but is overall slightly higher than for the
less varied HP systems. The increased volume for the HC systems theoretically allow for greater
nuclear relaxation in the excited state. However, reorganisation energies (Section 7.3.8) for the HP
systems are larger than for HC, showing the importance of the electronic effects over geometric
considerations.
Exciton transport has been occurs through hopping between molecular sites, and thus it is
important to understand the possible intermolecular transport channels in the HC and HP sys-
tems.132 To determine the intermolecular relationships, we examine the topology of the molecular
crystals of HC and HP families by considering dimer configurations. Crystal morphologies are
commonly described qualitatively as herringbone, face-face, edge-tail, etc. Here we take a more
of quantitative approach by constructing maps of each crystal, based on a geometric description
of the dimers. These maps allow the topology of the crystal to be analysed graphically.
Dimers are quantified through three angle variables, α, β, and γ. These are depicted in Figure
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Figure 7.13: Voronoi indices for HC and HP crystal structures.
7.14, and example dimers with associated angles are given in Figure 7.15. Three axes, x, y, z, are
defined on each molecule i and j of the dimer, where x and y are the long and short axes of the
molecule, and z is the orthogonal vector. These vectors comprise an orthogonal basis to describe
the dimer. The angles are then defined as:
• α: The azimuthal angle between the monomers shown as the black angle in Figure 7.14.
Calculated as the angle between the z-axis located at the centroid of monomer i, and the
vector connecting two centroids. α is calculated twice, once with each monomer as the
reference. The smallest angle is chosen, such that 0°≤ α ≤ 90°.
• β: The angle between the two short-axis vectors y of each molecule, shown in green in
Figure 7.14. β ranges from 0° to 180°, tracking whether monomers are aligned cofacially
parallel (β =0°, CoF-P), or cofacially antiparallel (β =180°, CoF-A), or in a herringbone
edge-face manner (90°, Hb), and all configurations in between. β is commonly described
as the “herringbone” angle.
• γ: The angle between the long-axis vectors x, ranging from 0° (parallel, P) to 180° (an-
tiparallel, A). At y = 90°, the dimer is T- or L-shaped, dependent on the x-slip.
In Figure 7.14b the distribution density of the α angle is shown for the cofacially stacked HC
and HP systems. The distribution is heavily skewed towards 90°, indicating that for the majority
of cofacial dimers, there is little overlap between the centroids of the monomers. As such, it can
be expected that in each molecular crystal there are few dimers with the configuration required







Figure 7.14: Panel a), left; schematic of two monomers, and theα, β, and γ angles used to classify
dimer configurations. Panel b), right; distribution of α angles for dimers in HC and HP systems.
⍺: 61° β: 180° 𝛾: 180° ⍺: 56° β: 68° 𝛾:  18° ⍺: 18° β: 112° 𝛾:  162°
⍺: 16° β: 5° 𝛾:  3° ⍺: 11° β: 180° 𝛾:  180° ⍺: 20° β: 130° 𝛾:  120°
Figure 7.15: Example dimers and associated α, β and γ angles in HC1, HC5, and HP1.
for efficient charge or energy transfer, and that transfer will occur through only a few particular
dimers.
Figure 7.16 shows the dimer distribution densities for the β and γ angles for HC (top row)
and HP (bottom row). Key regions are highlighted as an example in the upper plot of panel a);
for example at β=90,γ=0, a herringbone (Hb) stack is witnessed with the long axes arranged in
parallel. For both HC and HP systems, the majority of dimers have β and γ angles close to 180°
(top right of plot), indicating that the most common dimer configuration is a cofacial arrangement
where the carbonyl groups align antiparallel, at opposing ends of the molecule from each other.
This results in an antiparallel alignment of the S1 transition dipole moment of each monomer.
However, as panels b) and c) show, when the α angle is used as a filter, the configurations with
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Figure 7.16: Panel a), left; Probability density map of the β and γ angles for HC (top) and HP
(bottom) dimers. Key configurations are labelled on the axes, as explained in the text. Panel b),
centre; probability density for the subset of dimers where α < 60°. Panel c), right; probability
density for the subset of dimers where α > 60°.
more acute azimuthal angles are mostly herringbone in nature for HC, with carbonyl groups at
the same (γ =0°) or opposite ends of the dimer (γ = 180°). There also exist dimers close to
this arrangement, with deviations in both x and y. In the relatively few HP systems with α<60°,
configurations lie on the diagonal between herringbone and cofacial.
The cofacial arrangements favoured by the Kasha model occur at large slip displacements in
the x or y plane (α>60), and are more like edge-edge coplanar arrangements rather than the well-
known π-stack. Only in HC5 is there significant cofacial π-stacking between dimers, with other
cofacial arrangements in HC and HP having larger x-slip, as is common for aromatic groups. For
HC compounds, 63% of the cofacially aligned dimers have a x-slip of less than half a molecule,
whereas 68% of cofacially-aligned HP dimers have a x-slip of more than half a molecule, as
shown in Figure 7.17. So while the cofacial, π-stacked arrangement is rare for both families,
it is more prominent in HC compounds than their mono-aryl HP counterparts. The cofacial
arrangement is particularly dominant in HC5.
Overall, the significant dimer arrangement in HP compounds is a herringbone structure, with
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Figure 7.17: The density of slip distances for each molecular dimer in the x-plane (long axis) for
cofacial dimers. The slip is normalised by the length of the long axis x for each molecule, such
that slip is molecule independent.
the majority of cofacial arrangements having a large x or x-slip with minimal ππ interactions
due to the single aryl groups aligning at y=180°. The α angle is generally larger than in HC,
indicating a larger slip, with overlapping monomers distributed around a cofacial stacking. The
prominence of the herringbone arrangement in HC systems is replaced by a propensity for a T-
shape packing, quantified by the γ angles distributed around 90°. In the next section, we show
how these geometric parameters influence the exciton coupling in the HC and HP families.
7.3.7 Intermolecular Interactions in the Molecular Crystal
Localisation of the electronic excited state onto one monomer of the molecular crystal has been
shown to be an important step in the relaxation process of ESIPT systems in the solid state in
Chapter 6. For the dimers discussed above, the coupling Jij between monomers i and j is calcu-
lated in Troisi’s diabatization scheme based on the orthogonal transformation of adiabatic states
to diabatic states (Equation 2.33).49,278. In this Chapter this method is extended to asses the effect































Figure 7.18: Electron density difference maps for the first nine excited state of the HP1 trimer.
The same colour scheme is used as in Figure 5.1
where the coupling Jij between monomers i and j incorporates the effect of monomer k, which
can quantified through comparison of the dimeric and trimeric Jij . Analysis of excitations at
the Franck-Condon geometry for a trimer chromophore show that for HP1, the bright state is
delocalised over two of the molecules arranged in a cofacial arrangement. This is shown in Figure
7.18. A delocalised state over the whole trimer is not observed. Analysis of the excitations of the
three types of dimer inherent in the trimer reveal that in each case, regardless of the stacking
arrangement and despite the close aggregation of monomers, the excitation is delocalised over no
more than two monomers.
To quantify the effect of the third molecule on the exciton coupling, the exciton coupling for
a trimer system was calculated in HP1, HC1, and HC5. It is found that the addition of a third
molecule has only a small effect on the dimer coupling in HP1 and HC1, where the increased



















Figure 7.19: Schematic of the trimers extracted from unit cells of HC1, HC5 and HP1. Exciton
couplings considering the trimer are shown. In parenthesis are the couplings considering only a
dimer. Calculated at ωB97X-D/6-311++G(d,p) level of theory.
coupling in one dimer is compensated for by the decreased coupling in the other dimer, with
difference of less that 0.02 eV. The largest effect is seen in HC5 due to the cofacial packing of the
trimer system, where the central monomer is sandwiched by two cofacially stacked monomers,
one parallel and one antiparallel, as shown in 7.19. For HC1, two trimers are used to capture both
parallel and antiparallel stacked dimers.
These perturbations are no larger than the inherent modulation of couplings in the dynamic
regime.46,49 As such, focus from here will be on dimer couplings where the presence of exterior
molecules has been neglected. The exciton couplings for all dimers and the identity of the dimer
with the largest J are shown in Figure 7.20.
In HC1-4, where the closest packed dimers are herringbone in nature, similar dimer configu-
rations are present. For HC-2, the identity of the dimer with the largest coupling changes due to a
lateral displacement of one monomer increasing the centroid distance to 8.5 Å and thus reducing
the coupling in the herringbone stacked dimer. The identity of the largest coupled dimer changes
to a cofacial, edge-edge stacked dimer with α = 87°, where minimal overlap reduces the cou-
pling J . For HC-1,3,4, the herringbone stacking pattern is exhibited where the largest coupling is
found in HC1, where the monomers are most tightly packed. In HC5-7, face-face stacked dimers
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Figure 7.20: Exciton couplings J between monomers i and j in the dimers identified in HC
and HP. The mean coupling is also shown, along with the distance in angstroms between the
constituent monomer centroids.
are more prevalent in the crystal structure. The size of the coupling in HC6 is reduced compared
to HC5 due to the y displacement of one the monomers. It is further reduced in HC7 due to an
increased x-slip. In the HP compounds, the large α and x-slip values systematically reduce the
average coupling. In each HP derivative there exists one close packed, cofacial dimer which ex-
hibits the largest coupling. In HP2-3, the crystal structures afford more efficient cofacial stacking
with x-slip values of only 1Å, resulting in the largest couplings of all investigated systems.
As shown in Figure 7.21a, the coupling J correlates linearly with half of the energy splitting
for the S1 and S2 states of the dimer. This is somewhat surprising, given the simplicity of the origi-
nal model (Section 2.3.2), the polarity of the molecules in question and their generally nonparallel
stacking. The energy splitting is perhaps the simplest way to obtain the exciton coupling in the
Kasha regime, although it is more expensive than using atomic-centred transition charges, or the
PDA approximation, since the supermolecular calculation must be done rather than one monomer
calculation. At small intermolecular distances (<4Å), these computationally efficient metrics can
underestimate the couplings due to them only considering the Coulomb interaction.52 The linear
correlation here shows that the general Kasha interpretation of the coupling applies here and that
the diabatization method to obtain the couplings reproduces the supermolecular coupling.
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Table 7.2: Dimer types located for each molecular crystal. Significant increase in HC5 dimers
due to rotational flexibility of the methoxy group.
System H-aggregates J-aggregates Total
HC1 4 4 8
HC2 5 4 9
HC3 4 5 9
HC4 7 2 9
HC5 19 10 29
HC6 4 3 7
HC7 6 0 6
HP1 5 5 10
HP2 5 6 11
HP3 4 5 9
HP4 5 5 10
The role of H- and J-aggregates is investigated by assigning dimers based on the oscillator
strength of the S1 (J) and S2 (H) excitation, which offers better resolution than using the energy
shift. This is summarised in Table 7.2. In HC, systems, 60% of dimers are J-aggregates, while
in HP systems the J-aggregate population is 58%. For HC-4 and HC-5, which are nonemissive,
the J-aggregate population drops to 22% and 32%, respectively. Important to note, however, is
that emission in K∗ is from a localised excited state, and thus monomer regime should dominate
the emission characteristics. In ESIPT systems, the role of H- and J-aggregates is expected to be
prominent only at absorption, and the J-aggregates are not responsible for the AIE behaviour due
to the localised emission.
In the Kasha model, for a perfectly stacked dimer with no x-slip, the oscillator strength of
the S2 state should be double that of the monomer state. Figure 7.21b shows the relationship
between the x-slip in the dimers and the oscillator strength, namely the difference in oscillator
strength between the S2 and S1 states in the dimer, normalised by the corresponding monomer
excitation energy. These systems generally fit the Kasha model, as when the x-slip is zero, the
model predicts an enhanced S2 intensity of 2.10 for the HCs and 1.83 for the HPs. With increasing
x-slip, the difference in oscillator strength between the two states decreases until the inversion to
J-aggregates is witnessed (fS1 > fS2 ). For the HCs this occurs at a x-slip of 52% and at 46% for
the HCs. The largest group of outliers are cofacially stacked dimers, where a larger shift is seen
at lower slip distances due to the minimal x-slip and archetypal stacking.176
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b)
a)
Figure 7.21: Panel a), top; Correlation between the energy splitting of the dimer states and the
exciton coupling. Panel b), bottom; Linear regression of the x-slip against the difference in oscil-
lator strength between the S2 and S1 states in dimers.
7.3.8 Exciton Hopping
For fluorescence to occur from the K* state, the exciton must localise onto one monomer to enable
ESIPT. In competition with this is exciton hopping, which will prevent localisation. Exciton














where kB is the Boltzmann constant, ~ is the reduced Planck constant, T is the temperature
(298K), and λ is the internal reorganisation energy. The external reorganisation energy, of the
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exterior molecules, is neglected here, since the MM-level atoms are frozen during optimisation.
Solid state reorganisation energies λA in keto and, when located, enol minima were calcu-
lated for ONIOM((TD-)ωB97X-D/6-31G(d):UFF) models with a monomer chromophore using
Equation 3.10. Figure 7.22 shows the exciton coupling, reorganisation energy, and the associ-
ated exciton hopping rate (using a log scale) for each dimer. In Table 7.3 the reorganisation
energies and largest rates in each channel are given. The hopping rate ν is ultrafast in the enol
regime (HC1-4,6,7), where the planar conformation confers a relatively low reorganisation en-
ergy λ (244 meV on average). The lowest ν for HC1 is 5× 1011 s−1, while the rate of ESIPT in
the molecular crystal, through time resolved spectroscopy, is 3× 1011 s−1.202 In Section 5.3.4,
it was calculated that the rate of ESIPT in vacuum is 2.71× 1012 s−1. Intramolecular hopping
will therefore compete with ESIPT where there is a stable E∗ minimum. Due to similarity of
the electronic and crystal structures, this should also be the case for HC2-4,6,7, hence opening
nonradiative intramolecular decay channels for these systems and a source of quantum yield leak.
For the HP family the stabilisation arising from ESIPT is larger than for the HC systems and
will produce a larger Stokes shift, as is the case experimentally. In general the larger λ values
due to ESIPT decrease the hopping rate by up to three orders of magnitude compared to the
E∗ hopping. Due to the increased organisation energy arising from tautomerism, localisation and
ESIPT will be favoured over exciton hopping. By modifying the chromophore molecular structure
through removal of the second aryl group, the bias towards ESIPT is increased with respect to the
HC systems due to the instability the planar E∗ conformer. As such, in HP the radiative decay
channel through ESIPT is favoured at the expense of the intermolecular deactivation channel in
E∗ due to the intramolecular properties of the chromophore.
To explore the hopping rate close to the Franck-Condon state for HP systems, we use the
exemplar HP1 and optimise the cofacial dimer chromophore in S0 and S1 states. In particular,
we locate the partially cis-trans isomerised E∗ minimum which was located in vacuum in Section
7.3.1. Geometric relaxation in E∗ in HP1 affords a torsion in the bridging unsaturated C-C bond
to a non-fluorescent state and a reorganisation energy of 2114 meV. As a direct consequence, the
hopping rate for such a large λ is 3.24× 104 s−1. For comparison, the smallest hopping rate
for HC1 in E∗ is 5.17× 1011 s−1 and, using the same methodology as HP1, 3.92× 1011 s−1 in
HC5. Exciton hopping is therefore reduced in HP due to the relatively small exciton coupling,
helping to fulfil design rule two.
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Figure 7.22: Colourmap of the exciton hopping rate νij on a log10 scale, as a function of the
exciton coupling Jij and the reorganisation energy λ, calculated via Equation 7.2.
7.4 Conclusions
In this Chapter we have systematically evaluated the photo behaviour of a range of solid-state emit-
ters based on the ESIPT mechanism. The design rules established in Chapters 5 and 6 have been
scrutinised for an expanded range of compounds, increasing the scope of the study of ESIPT chro-
mophores. In the HC family of compounds, AIE is witnessed for five of the seven compounds,
with ΦPL ranging from 0.10 to 0.84. In the HP systems, which differ by containing only one
aryl ring, all reported compounds are emissive in the solid state with ΦPL of 0.72-0.84. In each
crystal structure, there exist a range of dimers each with their own excitonic profile. In the HC
systems, the herringbone stacking is prominent, with exciton coupling enhanced by the two aryl
rings promoting π − π interactions which are mostly absent in their HP counterparts.
In the HC compounds, after photoexcitation to the S1 state, exciton hopping in the enol tau-
tomer will compete with ESIPT on account of minimal electron density loss on the phenol oxygen
and the stability of the planar enol tautomer, which results in only a small reorganisation energy.
Here the hopping rate is several orders of magnitude larger than in the K∗ state and will allow
nonradiative dissipation of the excited state. Conversely in the HP compounds, and HC5, the
electron density loss is increased on the oxygen and ESIPT is more favourable, coupled with the
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System λAE∗ (meV) λAK∗ (meV) νmaxE∗ (s-1) νmaxK∗ (s-1)
HC1 233 786 4.19× 1013 1.05× 1011
HC2 246 804 1.92× 1013 4.66× 1010
HC3 249 668 1.90× 1013 1.98× 1011
HC4 250 936 2.56× 1013 1.67× 1010
HC5 - 978 - 2.73× 1010
HC6 210 533 6.03× 1013 1.64× 1012
HC7 213 649 3.15× 1013 2.59× 1011
HP1 - 1238 - 2.03× 108
HP2 - 1059 - 1.34× 1010
HP3 - 1120 - 6.30× 109
HP4 - 1204 - 2.41× 108
Table 7.3: Adiabatic reorganisation energies (λA) and largest hopping rates ν in the enol (where
available) and keto channels for HC and HP systems.
planar E∗ tautomer being unstable. The stability of the K∗ state increases the reorganisation en-
ergy λ of the chromophore and subsequently will increase the population of the ESIPT channel
in these systems. The K∗ state will be highly localised with minimal hopping. In HC1, emission
from E∗ will increase unfavourable self-absorption and contribute to the lower quantum yield
compared to HP1.
The K∗ minimum takes a planer conformation in the solid state, which considerable oscillator
strength for emission back to S0. HP1 has an energetically inaccessible MECI, as for HC1,
whereas in HC5 the MECI is energetically accessible. As for HC1, the MECI for HP1 in the
crystal takes a distorted, pyramidalised geometry and is energetically inaccessible in the decay
path. As such, emission will occur from the planar K∗ minimum for the HP compounds and with
larger ΦPL, due to the increase in the population of the K∗ channel. Such is the similarity in
absorption and emission spectra in the HP family, this mechanism is expected to be independent
of the substituents present in this study.
These findings help to connect the electronic, molecular picture with the crystalline regime
for organic light-emitting materials. In these ESIPT emitters, the intermolecular interactions
dominate in the Franck-Condon regime at photoabsorption. From here, the electronic structure
and the character of the excited state, inherently molecular properties, become dominant. The
deconstruction of intra- and intermolecular factors here, connecting the chromophore with its
crystal structure, offers a step forward in first principles design of solid state luminescent materials
exploiting ESIPT.
8 Conclusions and Outlook
8.1 Mechanistic Overview and Design Rules
We have established the AIE mechanism in two families of ESIPT molecules, and how the pho-
todecay is affected by electronic substituents, intermolecular electrostatics, excitonic interactions,
and structural modification. We have determined that the compounds undergo AIE due to the
RACI mechanism. The RACI model is a recent mechanistic interpretation for AIE, and there are
still relatively few molecules which are known to undergo AIE in this way. Moreover, the known
compounds are relatively simple, with containing a dominant decay channel. Our research has
shown that the RACI model can be extended to incorporate ESIPT molecules with multiple com-
peting decay channels.
To complement this we have illustrated how in compound 5, there is no fluorescence in either
vacuum or aggregate due to the persistence of a low energy conical intersection. Just a small
structural modification between 1 and 5 completely changes the physical behaviour of the mate-
rial, a phenomenon which we can account for. Our calculations show that this is due to the change
in electronic structure and electronic density distribution upon excitation, and that electrostatic
interactions can aid in the lowering of the conical intersection energy in the aggregate. As such,
control over both the electronic and aggregate properties are crucial for enabling fluorescence in
the solid state.
Understanding the fundamental cause of the contrasting properties of HC1 and HC5 enables
the proposed mechanisms to be tested on the related HP systems. These have increased quantum
yield of fluorescence, and our calculations show that this is due to a Goldilocks-like combination
of properties in the molecular crystal. Favourable excited state character mobilises the proton.
The large reorganisation energies lead to exciton localisation and efficient population transfer
to the keto minimum, and the high energy conical intersection make fluorescence the most likely
deactivation pathway. The mechanistic insight established for the HC systems directly contributes
to understanding the efficiency of the HP compounds.
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We can extrapolate these mechanistic findings in to general design rules for highly emissive
ESIPT materials. Incorporation of the following features into the next generation of ESIPT emit-
ters will increase their efficiency and fluorescent properties:
1. To maximise the population of the ESIPT channel, chromophore design should encourage
a highly labile proton, where electronic excitation destabilises the E∗ state
2. Packing modes should limit π-π interactions, which enable exciton coupling and delocal-
isation. However, if the ESIPT is favourable enough, the localisation inherent to the K∗
state can overcome unfavourable stacking arrangements.
3. In the K∗ form, solid state conical intersections are accessed via a combination of pyrami-
dalisation and rotation. This can be made more unfavourable by tethering and chromophore
design, where we have shown that simple probes such as scanning coordinates in vacuum
can predict K∗ stability.
We hope to realise these findings by working with experimental groups to synthesise systems
obeying these rules, further developing the field of luminescent organic materials for the next
generation of emissive technologies.
8.2 Detailed Summary of Results
The first step was to initially explore the PESs of the five systems in vacuum. This allowed for
an isolated analysis of the effect of substituents on the parent HC1. We uncovered two decay
pathways in vacuum which are open to the five systems, where relaxation can occur either in
the E∗ state, or via ESIPT to the K∗ state through intramolecular rotation. In both channels,
an energetically accessible MECI can funnel population nonradiatively back to the ground state,
where GSIPT completes the four-level photocycle. The substituents determine the population of
the enol and keto channels, which we investigated through TSH dynamics for HC1 and HC5,
which showed the biggest deviation in absorption and emission energies in the static calculations.
Due to the increased electron density loss from the phenol oxygen on account of the methoxy
group, in HC5 the rate of ESIPT is increased and the lifetime of the K∗ state is reduced with
respect to HC1. This clear electronic effect between the two systems encouraged us to study their
photochemistry in the solid state.
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In Chapter 6, we present a study of the PES in the solid state for HC1 and HC5. We use
QM:MM models, with both electrostatic and mechanical embedding, with variable region size,
and Ewald embedding, to explore as fully as possible the intertwined interactions present in the
molecular crystal, considering ground and excited state minima, as well as conical intersections.
The inherent electronic structure differences between the ground and excited state for ESIPT sys-
tems, coupled with the large intramolecular rotation in vacuum, led us to investigate the AIE
through the RACI model, rather than the FGR-RIM. We find that in HC1, an excellent absorp-
tion energy is predicted and that dual emission from both E∗ and K∗ minima is possible. While
the E∗ emission is expected to be mostly self-absorbed, the K∗ emission is bright, although is
somewhat overestimated with respect to experiment. Crucially, we find that the HC1 is able to
fluoresce because the MECI lies above the excitation energy. Conversely, HC5 can be expected to
be dark because the MECI is energetically accessible. Other deactivation mechanisms are possi-
ble in HC5, for instance delocalisation in the E* state. However, the propensity for ESIPT means
that the RACI model is expected to dominate.
Stepping away from the specific mechanisms in the HC compounds, the effect of the elec-
tronic structure and the crystalline environment have on the PES is of general interest. Vacuum
calculations at the obtained QM:MM geometries show that the energy of the MECIs are inherent
to the chromophore itself. The crystalline environment provides the intermolecular interactions
which prevent relaxation to the vacuum minima and MECIs, and can modulate the total energy,
but their relative stability is an electronic factor.
We hypothesised that the more efficient ESIPT luminophore could be obtained by combining
the properties of HC1 and HC5. A deactivation route in HC1 is the stability of the E∗ state,
where fluorescence or exciton hopping can occur. If the propensity for ESIPT in HC5 could be
incorporated, the population of the K∗ channel would increase and more fluorescence would be
witnessed. Alternatively, in HC5, making the conical intersection less accessible by preventing
the pyramidalisation of the carbonyl by introducing fused rings to the molecular structure.
In 2016, the Zhang group synthesised a set of ESIPT materials with similar structural charac-
teristics as the HCs. The HPs show AIE with exceptional quantum efficiencies in the solid state.
In Chapter 7, we expanded the scope of our work to examine the similarities and differences of
the HCs and HPs. For this, we took a more quantitative approach to studying the crystalline mor-
phology. Dimer relationships are known to important for charge and energy transfer, and so we
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created density maps based on the configuration of dimers found in each of the molecular crystals.
The algorithms for searching and classification of dimers and calculation have been implemented
into fromage.90 For the data in Chapter 7, a specific algorithm was written to quantify dimers
based upon the molecular structure of the HC and HP systems, namely by locating molecular
axes through the carbonyl groups. This has been generalised in the fromage implementation,
where a plane is fitted to the molecular geometry and angles between planes are calculated in a
dimer, thus meaning any molecular species can be quantified. Work in this area is ongoing in the
group, for example to track dimer configurations during aggregation in molecular dynamics.
In the HC and HP families we calculated the exciton couplings for 121 dimers and, in com-
bination with the reorganisation energies, calculated the exciton hopping rates within the Marcus
framework. We found exciton delocalisation to be far more prevalent in the HCs than the HPs,
were the lack of a stable planar E∗ minimum promotes ESIPT more readily and produces a very
large reorganisation energy. Once in the K∗ channel, multireference QM:MM methods show that
the MECI is even more inaccessible than for HC1. The radiative rates were estimated by simulat-
ing emission spectra. The combination of efficient population transfer to K∗ and the inaccessible
MECI could be responsible for the enhanced quantum efficiencies, as was hypothesised. Mod-
elling exciton diffusion and dynamics would be an interesting extension for these systems, where
Monte Carlo simulation could harness the stochastic nature of these processes.
In Chapter 7 we also considered the FGR-RIM interpretation by calculating the HR factors
in vacuum and the solid state. The large torsional rotation (90°) and the anharmonic excited state
PES results in gigantic HR factors in vacuum for HC1 and HP1, which are of course reduced
significantly in the solid state where the conformation remains planar. As such, the applicability
of the FGR-RIM model is questionable for these systems. Moreover, even for HC5, there is a
reduction of the HR factors, yet no AIE is witnessed. Calculating the nonradiative decay rates
was outwith the scope of our work, but would be an interesting avenue to further explore.
Another such avenue is the nonradiative decay in both vacuum and solid state of HC4, which
experimentally is attributed to the nonplanarity of the chromophore. However, the conclusions
we have established based on HC5 show that there is perhaps a similar nonradiative decay funnel
present. The study of the solid state PES of HC4 would be an interesting case in future. Also of
interest is to specifically analyse the packing mode effect by arranging molecules of HC1 in the
packing arrangement of HC5, and determining the change in the PES.
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The modelling of photochemistry in molecular crystals is a relatively young but rapidly de-
veloping field. Sitting somewhere in between molecular and materials chemistry, it is an area ripe
for exploration. The inherent difficulties and intricacies involved in modelling excited state pro-
cesses are increased when incorporating the environment, with the current state of the art methods
building on developments in other fields. Progress into methods to model these processes are in
development, mainly through different embedding models. On this part, our group is active in
pursuing this research avenue, and while more standard QM:MM methods have been used in the
majority of this thesis, new developments such as the Ewald scheme have been applied to gain
a more sophisticated understanding into such processes. Further developments are ongoing on
these methodologies. We are implementing self-consistent polarisation schemes within QM:QM’
frameworks, which work across electronic structure codes and with different QM approximations,
based on multireference and density functional methods.89 By expanding the tool set available
for probing excited state processes in molecular crystals, theoretical models and interpretations
can continue to advance as we move towards the design of the next generation of light-emitting
organic materials.
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[211] J. Paldus, J. Íek and I. Shavitt, Phys. Rev. A, 1972, 5, 50–67.
[212] B. O. Roos, P. R. Taylor and P. E. M. Siegbahn, Chem. Phys., 1980, 48, 1680.
9 Bibliography 163
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Figure A1: CASSCF space used in Chapter 5.
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Appendix B




























Figure A3: Energy of the S0 and S1 states at the Franck-Condon (FC) point, E∗ and K∗ minima,
and the MECI of 1 and 5 with the M15 model with ONIOM(ωB7X-D/6-31G(d)):AMBER level










Figure A4: HP orbitals in the active space for the CASSSCF and CASPT2 calculations, where the
active space consists of 12 electrons in 11 orbitals. Orbitals shown for each of the Franck-Condon
(FC), keto S1 (KS1) and minimum energy conical intersection (MECI) calculations.
