Fine-grained action recognition datasets exhibit environmental bias, where even the largest datasets contain sequences from a limited number of environments due to the challenges of large-scale data collection. We show that multi-modal action recognition models suffer with changes in environment, due to the differing levels of robustness of each modality. Inspired by successes in adversarial training for unsupervised domain adaptation [4, 13] , we propose a multi-modal approach for adapting action recognition models to novel environments. We employ late fusion of the two modalities commonly used in action recognition (RGB and Flow), with multiple domain discriminators, so alignment of modalities is jointly optimised with recognition. We test our approach on EPIC Kitchens [2] , proposing the first benchmark for domain adaptation of fine-grained actions. Our multi-modal method outperforms single-modality alignment as well as other alignment methods by up to 3%.
Introduction and Contributions
Fine-grained action recognition is the problem of recognising low-level actions and interactions such as 'cutting a tomato' or 'tightening a bolt'. This has a wide range of applications in assistive technologies in homes as well as in industry. Supervised approaches rely on collecting a large number of labelled examples to train discriminative models. However, due to the difficulty in collecting and annotating such fine-grained actions, many datasets collect multiple sequences from a single or few environments. Figure 1 shows the recent surge in large-scale fine-grained action datasets. Two approaches have been attempted to achieve scalability -crowd-sourcing acted (or scripted) actions [12] , and longterm collections in homes [2] . While the latter offers more realistic videos, many actions are collected in only a few environments (Fig. 1 ). This leads to learned representations which do not generalise well. Interestingly, little research to adapt learned action recognition models to a target environment has been conducted. Figure 1 : Fine-grained action datasets, x-axis: number of action segments per environment (ape), y-axis: scalability captured as dataset size divided by ape. EPIC-Kitchens [2] offers the largest number of actions per environment, relative to its size.
Transferring a model learned on a labelled source domain to an unlabelled target domain is known as Unsupervised Domain Adaptation (UDA). Recently, significant attention has been given to deep UDA in other vision tasks [5, 11, 4, 13] , with very few works focusing on action recognition [7] and none on fine-grained action recognition. Of these works, adversarial training [4] encourages learned representations to be indistinguishable between source and target data, while maintaining performance on the source's classification task. By maximising the domain discriminator loss, the network learns to produce a feature representation that is domain invariant.
In this paper, we propose to adapt two-stream fusion action recognition models [1, 15] to utilise multiple modalities (RGB and Optical Flow) during UDA. Up to our knowledge, no prior work has explored adapting multi-modal deep action recognition architectures, for unlabelled target environments. We summarise our contributions as follows:
• We study the robustness of the two most commonly used modalities in action recognition, RGB and Optical Flow, to environmental changes. We show that Flow, which captures motion information, generalises better to target environments. • We propose an adversarial multi-modal UDA strategy, 
Multi-modal Discriminative Adversarial Domain Adaptation
When the input data is multi-modal, i.e. X = (X 1 , · · · , X M ) where X m is the m th modality of the input, fusion of modalities can be employed. Most popular is late fusion, where we average classification scores from modalities and backpropagate the error to all modalities, i.e.:
where G m is the modality's task classifier, and F m is the modality's learnt feature extractor. The consensus of modality classifiers, G m , is trained by a cross entropy loss, L y , between the task label, y, and the prediction, P (x). We propose to regularise the multi-modal classification (Eq 1) by multiple, one per-modality, domain discriminators that penalise domain specific features from each modality stream. Aligning modalities separately avoids the easier solution of the network focusing only on the more robust modalities in classification. Separate domain discriminators, D m , are thus proposed to train the modality's feature representation F m . A Gradient Reversal Layer [4] is used to reverse the direction of gradient produced by the 
These are then are trained jointly, such that:
Note that the loss is propagated back through the late fusion, before softmax classification. When one modality stream produces high confidence classification scores, low magnitude of the loss from L y is propagated to all modalities. Figure 2 shows the proposed MM-DADA method for a two-stream action recognition architecture with RGB and Optical Flow modalities. The model is agnostic to which modality is more robust and can be applied to any multimodal domain adaptation problem.
Evaluation

Experimental Setup
Dataset EPIC Kitchens [2] offers a good opportunity to test domain adaptation for fine-grained actions. Similar to previous approaches for DA [4, 7] , we evaluate on pairs of domains. We select the three largest kitchens, in number of training action segments to form our domains. These are P01, P22, P08, which we refer to as D1, D2 and D3, respectively (Fig 3) . We also restrict our analysis to the 8 largest action classes: ('put', 'take', 'open', 'close', 'wash', 'cut', 'mix' and 'pour'), which form 79.6% of the training data for these domains. This ensures sufficient examples per domain and per class. Implementation Details We use the inflated 3D convolutional architecture (I3D) [1] as our backbone for feature extraction (F ). In this work, F convolves over a temporal window of 16 frames. In training, a single temporal window is randomly sampled from within the action segment. In testing, as in [14] , we use an average of 5 temporal windows, equidistant within the action segment. We use the RGB and Optical Flow frames, provided publicly [2] . The output of F is the result of the final average pooling layer of I3D, of 1024 dimensions. G is a single fully connected layer with softmax activation to predict class labels. Each domain discriminator D m is composed of 2 fully connected layers with a hidden layer of 100 dimensions and a ReLU activation function. A dropout rate of 0.5 was used on the output of F and 1e − 7 weight decay for all parameters.
Before training on EPIC-Kitchens, I3D was pretrained on ImageNet [3] then again on Kinetics [8] for both RGB and Flow streams. We start by training G and F on the source domain, for the action recognition task, for 2.5K steps with an initial learning rate of 1e −2 optimised using Adam [9] . We then train our MM-DADA architecture, using Eq 3 with a lower learning rate of 2e −4 for G and F , and 1e −3 for D. This is trained for a further 6K steps with λ set to 0 for the first 500 steps then λ = 5 for the rest of the steps. This is to initialise the domain discriminators before back-propagating the gradient into F . A batch size of 128 was used for all experiments. During DA, half of the batch is sampled from the labelled source domain and the other is from the unlabelled target domain. We use the batch normalisation layers [6] in I3D, and normalise the source and target domains separately. The batch normalisation layers utilise a rolling average of the target domain statistics during testing as in AdaBN [10] .
Evaluation Metric We report top-1 accuracy on the test set of each domain. Note that the test set includes unseen sequences, from the same domain/kitchen, not used during DA. We also average the top-1 accuracy over 10 training models, which are the iteratively updated models over the last 500 steps in training, evaluated every 50 steps. We use the same evaluation protocol for all methods, including methods trained without domain adaptation which we also run for the same number of steps, making our results directly comparable.
Baselines We compare our proposal (Eq. 3) to the following alternatives: Table 1 : Top-1 Accuracy Results on the target domain. Note that for [7] we only use RGB Table 1 shows the performance on the target domain for all selected domain pairs (source ) target) of EPIC Kitchens. On average, MM-DADA results in a 4.2% increase in target domain accuracy over source only. MM-DADA also outperforms other domain adaptation methods, such as those utilising purely batch normalisation [10] , as well as methods only utilising a single RGB stream during adaptation [7] . When using D3 as source, Flow without adaptation outperforms the proposed MM-DADA. We believe that the adversarial training causes misalignment in this case, due to significantly different statistics in the domains.
Domain Adaptation Results and Discussion
The adapted Flow stream outperforms MM-DADA for 3 out of the 6 kitchen pairs due to the RGB predictions being considerably lower than the Flow predictions. However cases where the accuracy of both streams have a more similar performance, MM-DADA can show significant improvements (see D2)D1). Future work should focus on providing greater weighting to modalities that are both more transferable and can classify examples well.
The accuracy of the models on the test set of the source domains is shown in Table 3 . Results are comparable, with better performance using MM-DADA on 3 out of the 6 pairs. Note that UDA methods do not typically report results on the source domain's test set, which we believe is important.
Modality Alignment and Robustness In Figure 4 (top) , we provide source-only results for pairs of domains. We plot the t-SNE visualisation of the features space produced by RGB and Flow respectively, without adaptation. This shows that Flow (top right) has larger overlap between source and target domains, however these domains are completely separated in RGB (top left). Additionally, Table 1 compares the generalisation of the two modalities, when training the models on the source domain only. Higher accuracy when using Flow is consistently observed. This supports our argument that Flow is more robust to environmental domain gaps than RGB. Figure 4 (bottom) shows that MM-DADA can effectively align the distributions for both the RGB and Flow modalities to minimise the environmental bias.
Ablation Study Table 2 compares MM-DADA to the baselines. We also report full supervision results, which offer the upper bound if supervision on the target is available. These results show that it is best to adapt both modalities (MM-DADA) rather that any single modality (RM-DADA,VM-DADA). It also shows that, as expected, aligning the less robust modality (VM-DADA) achieves higher performance than RM-DADA, as RGB is more sensitive to environmental changes. Importantly, Flow also benefits from domain alignment, as it is not completely invariant to changes in environment.
