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a b s t r a c t
In this paper, we discuss the time-domain metamaterial Maxwell’s equations. One major
contribution of this paper is that after some effort we find that themetamaterial Maxwell’s
equations can be beautifully reduced to a vector wave integro-differential equation
involving just one unknown, which is quite similar to that obtained from the standard
Maxwell’s equations in vacuum. Then we study the existence and uniqueness of this
new modeling equations, and propose a fully-discrete finite element method to solve this
model. Numerical results justifying our analysis are presented. This discovery shall make
simulation of metamaterials much more efficient than the previous works.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Since the first negative index metamaterial was successfully constructed in 2000 by David Smith et al. [1,2], the study
of metamaterials has been a very hot topic across many disciplinaries due to some potentially revolutionary applications
in areas such as lightweight antenna, near field superlens, solar cells (cf. [3] and references therein), and cloaking devices
(cf. [4] and references therein). Details on the short history and many important references of metamaterials can be found
in some recently published monographs (e.g., [5–7]).
With the recent advancement and exciting potential applications of electromagnetic metamaterials, there is an urgent
call for rigorous mathematical analysis and modeling of metamaterials [7]. Indeed, computer simulation of metamaterials
has played a very important role in the design of newmetamaterials and in discovering new phenomenon of metamaterials
(cf. [5–7]). However, most simulations up to date were carried out using either the classic finite-difference time-domain
(FDTD) method [8], or commercial packages such as HFSS and COMSOL (cf. [5–7]). Though the FDTD method is widely used
in the engineering community, it leads to the so-called staircase effect [8] when dealing with a complex geometry domain.
Hence, the finite element method (FEM) is often used for solving Maxwell’s equations, especially on complex geometry
domains.
Note thatmost publications on FEMs forMaxwell’s equations are concentrated on free spacemedium (e.g., papers [9–18],
and books [19–22]), except a few papers on dispersive media (cf. [23–27]). Since 2005, some investigations on well-
posedness and finite element analysis of Maxwell’s equations involving metamaterials have been conducted in both
frequency domain [28,29] and in time domain [3,4,30–32]. Note that all our previous publications on metamaterials
[3,4,30–32] were based on solving the governing equations with two or more unknowns. In this paper, we discover a nice
way in reducing the time-domain metamaterial Maxwell’s equations to a vector wave type equation, which involves only
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one unknown and hence can be solved very efficiently. Note that the vector wave equation in metamaterials is an integro-
differential equation, which is more complicated than the standard vector wave equation in free space. The major goal of
this paper is to analyze this new model equation and develop an efficient finite element method to solve it.
In this paper, we shall use some common notations [22]:
H(curl;Ω) = {v ∈ (L2(Ω))3; ∇ × v ∈ (L2(Ω))3},
H0(curl;Ω) = {v ∈ H(curl;Ω); n× v = 0 on ∂Ω},
for any bounded Lipschitz polyhedral domain Ω in R3 with connected boundary ∂Ω . Moreover, we let (Hα(Ω))3 be the
standard Sobolev space equipped with norm ∥ · ∥α . When α = 0, we just denote ∥ · ∥0 for the (L2(Ω))3 norm.
The rest of the paper is organized as follows. In Section 2, we first show how to reduce the governing equations for
modeling wave propagation in metamaterials to a vector wave type equation. Then we study the existence and uniqueness
of the new model equation. In Section 3, we present a fully-discrete finite element method for solving the vector wave
integro-differential equation. Then in Section 4, we carry out the stability analysis and prove the optimal error estimate for
the proposed scheme. In Section 5, we present an example confirming our theoretical error analysis. Finally, we conclude
the paper in Section 6.
2. The governing equations
The governing equations formodeling wave propagation in negative-indexmetamaterials described by the Drudemodel
can be written as follows [32]:
ϵ0
∂E
∂t
= ∇ × H − J + f , inΩ × (0, T ) (2.1)
µ0
∂H
∂t
= −∇ × E − K , inΩ × (0, T ) (2.2)
∂J
∂t
+ ΓeJ = ϵ0ω2peE, inΩ × (0, T ) (2.3)
∂K
∂t
+ ΓmK = µ0ω2pmH, inΩ × (0, T ) (2.4)
where f is an added source term, ϵ0 and µ0 are the permittivity and permeability in vacuum respectively, ωpe and ωpm are
the electric and magnetic plasma frequencies respectively, Γe and Γm are the electric and magnetic damping frequencies
respectively, E(x, t) and H(x, t) are the electric and magnetic fields respectively, and J(x, t) and K (x, t) are the induced
electric and magnetic currents respectively. For simplicity, we assume that the boundary ofΩ is perfect conducting so that
n× E = 0, on ∂Ω, (2.5)
where n is the unit outward normal to ∂Ω . Also we assume that the initial conditions are
E(x, 0) = E0(x), H(x, 0) = H0(x),
J(x, 0) = J0(x), K (x, 0) = K0(x),
where E0,H0, J0 and K0 are some given functions.
First, let us reduce the governing equations (2.1)–(2.4) to a vector wave equation involving only one unknown E .
Differentiating (2.1) with respect to t and then replacing H by (2.2), we have
ϵ0µ0Ett +∇ × ∇ × E = −∇ × K − µ0Jt + µ0ft . (2.6)
Solving J from (2.3), we have
J(x, t) = J0e−Γet + ϵ0ω2pe
 t
0
E(x, s)e−Γe(t−s)ds, (2.7)
which leads us to
Jt(x, t) = ϵ0ω2peE(x, t)− ΓeJ0e−Γet − Γeϵ0ω2pe
 t
0
E(x, s)e−Γe(t−s)ds. (2.8)
Substituting (2.8) into (2.6), we obtain
ϵ0µ0Ett +∇ × ∇ × E + ϵ0µ0ω2peE − ϵ0µ0Γeω2pe
 t
0
E(x, s)e−Γe(t−s)ds
= −∇ × K + µ0ft + µ0ΓeJ0e−Γet . (2.9)
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Similarly, solving K from (2.4), we have
K (x, t) = K0e−Γmt + µ0ω2pm
 t
0
H(x, s)e−Γm(t−s)ds, (2.10)
whose curl equals
∇ × K = ∇ × K0e−Γmt + µ0ω2pm
 t
0
∇ × H(x, s)e−Γm(t−s)ds
= ∇ × K0e−Γmt + µ0ω2pm
 t
0

ϵ0
∂E
∂s
+ J − f

e−Γm(t−s)ds
= ∇ × K0e−Γmt + ϵ0µ0ω2pm
 t
0
∂E
∂s
e−Γm(t−s)ds− µ0ω2pm
 t
0
f e−Γm(t−s)ds+ µ0ω2pm
 t
0
J0e−Γese−Γm(t−s)ds
+ ϵ0µ0ω2pmω2pe
 t
0
 s
0
E(x,µ)e−Γe(s−µ)dµ

e−Γm(t−s)ds. (2.11)
Substituting (2.11) into (2.9), we have
ϵ0µ0Ett +∇ × ∇ × E + ϵ0µ0ω2peE − ϵ0µ0Γeω2pe
 t
0
E(x, s)e−Γe(t−s)ds
+ ϵ0µ0ω2pm
 t
0
∂E
∂s
e−Γm(t−s)ds+ ϵ0µ0ω2pmω2pe
 t
0
 s
0
E(x,µ)e−Γe(s−µ)dµ

e−Γm(t−s)ds
= −∇ × K0e−Γmt + µ0ft + µ0ΓeJ0e−Γet + µ0ω2pm
 t
0
f e−Γm(t−s)ds− µ0ω2pm
 t
0
J0e−Γese−Γm(t−s)ds. (2.12)
Substituting the identity t
0
∂E
∂s
e−Γm(t−s)ds = E(x, t)− E0e−Γmt − Γm
 t
0
E(x, s)e−Γm(t−s)ds
into (2.12) and dividing the resultant by ϵ0µ0, we obtain
Ett +∇ × (c2v∇ × E)+ (ω2pe + ω2pm)E −
 t
0
[Γeω2pee−Γe(t−s) + Γmω2pme−Γm(t−s)]E(x, s)ds
+ω2peω2pm
 t
0
 s
0
E(x, µ)e−Γe(s−µ)dµ

e−Γm(t−s)ds = g, (2.13)
where cv = 1/√ε0µ0 denotes the wave speed in free space, and the source term g is given by
g(x, t) = 1
ε0µ0

−e−Γmt∇ × K0 + µ0ft + µ0ΓeJ0e−Γet + ε0µ0ω2pmE0e−Γmt
+µ0ω2pm
 t
0
f e−Γm(t−s)ds− µ0ω2pm
 t
0
J0e−Γese−Γm(t−s)ds

.
To simplify the remaining presentation, let us introduce some notations:
ωpe = ωpm = ωp, Γe = Γm = Γ , (2.14)
P(x, t; E) =
 t
0
E(x, s)e−Γ (t−s)ds,
Q (x, t; E) =
 t
0
 s
0
E(x, µ)e−Γ (s−µ)dµ

e−Γ (t−s)ds =
 t
0
P(x, s; E)e−Γ (t−s)ds.
Note that assumptions (2.14) hold true in many practical simulations of metamaterials [32].
Now we can form a weak formulation of (2.13): find E ∈ H0(curl;Ω) such that
(Ett ,φ)+ c2v (∇ × E,∇ × φ)+ 2ω2p(E,φ)− 2Γω2p(P,φ)+ ω4p(Q ,φ) = (g,φ) (2.15)
holds true for any φ ∈ H0(curl;Ω).
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Below we shall show that problem (2.15) is well-posed.
Theorem 2.1. There exists a unique solution E ∈ H0(curl;Ω) for problem (2.15).
Proof. For a function f (t) defined for t ≥ 0, let us denote its Laplace transform by f˜ (s) = L(f ) = ∞0 e−st f (t)dt . Taking the
Laplace transform of (2.13), we have
s2E˜ − sE(0)− Et(0)+∇ × (c2v∇ × E˜)+ (ω2pe + ω2pm)E˜
−

Γeω
2
pe ·
1
s+ Γe + Γmω
2
pm ·
1
s+ Γm

E˜ + ω2peω2pm ·
1
s+ Γe E˜ ·
1
s+ Γm = g˜ . (2.16)
After some algebraic work, we can simplify (2.16) to
a(s)E˜ +∇ × (c2v∇ × E˜) = g˜ + sE(0)+ Et(0), (2.17)
where
a(s) = s
4 + (Γe + Γm)s3 + (ω2pe + ω2pm + ΓeΓm)s2 + (Γeω2pm + Γmω2pe)s
(s+ Γe)(s+ Γm) > 0 for any s > 0.
A weak formulation of (2.17) is:
(a(s)E˜,φ)+ (c2v∇ × E˜,∇ × φ) = (g˜ + sE(0)+ Et(0),φ) ∀φ ∈ H0(curl;Ω),
which has a unique solution E˜ ∈ H0(curl;Ω) guaranteed by the Lax–Milgram lemma. Hence the general problem (2.13) has
a unique solution, which guarantees the existence and uniqueness of the solution for the special case (2.15). 
Furthermore, we can prove that the solution E(x, t) of (2.15) continuously depends on the given initial conditions and
the source function f .
Theorem 2.2. For any t ∈ [0, T ], we have
∥Et(t)∥20 + c2v∥∇ × E(t)∥20 + 2ω2p∥E(t)∥20
≤ C(∥Et(0)∥20 + ∥∇ × E(0)∥20 + ∥E(0)∥20 + ∥∇ × K0∥20 + ∥J0∥20 + ∥f ∥2H1(0,T ;L2(Ω))),
where the positive constant C depends on Γ , ωp, T , ε0 and µ0.
Proof. Substituting φ = Et in (2.15), and integrating the resultant with respect to t from 0 to t , we obtain
1
2
(∥Et(t)∥20 + c2v∥∇ × E(t)∥20 + 2ω2p∥E(t)∥20)−
1
2
(∥Et(0)∥20 + c2v∥∇ × E(0)∥20 + 2ω2p∥E(0)∥20)
− 2Γω2p
 t
0
(P, Et)dt + ω4p
 t
0
(Q , Et)dt =
 t
0
(g, Et)dt. (2.18)
By the definition of P and the Cauchy–Schwarz inequality, we have
∥P∥20 =

Ω
 t
0
Ee−Γ (t−s)ds
2 dx ≤ 
Ω
 t
0
|E|2ds
 t
0
e−2Γ (t−s)ds

dx
= 1
2Γ
(1− e−2Γ t)
 t
0
∥E(s)∥20ds ≤
1
2Γ
 t
0
∥E(s)∥20ds,
which leads to
2Γω2p
 t
0
(P, Et)dt ≤ Γω2p
 t
0
(∥P∥20 + ∥Et∥20)dt
≤ tΓω
2
p
2Γ
 t
0
∥E(s)∥20ds+ Γω2p
 t
0
∥Et(s)∥20ds. (2.19)
Similarly, we can obtain
∥Q∥20 ≤
1
2Γ
 t
0
∥P(s)∥20ds =
1
2Γ
 t
0

1
2Γ
 s
0
∥E(ν)∥20dν

ds
≤ t
4Γ 2
 t
0
∥E(ν)∥20dν,
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from which and the Cauchy–Schwarz inequality, we have
ω4p
 t
0
(Q , Et)dt ≤
ω4p
2
 t
0
(∥Q (s)∥20 + ∥Et(s)∥20)ds
≤ t
2ω4p
8Γ 2
 t
0
∥E(s)∥20ds+
ω4p
2
 t
0
∥Et(s)∥20ds. (2.20)
By the definition of g , we have
∥g(t)∥20 ≤ C

∥∇ × K0∥20 + ∥ft∥20 + ∥J0∥20 + ∥E0∥20 +
 t
0
∥f (s)∥20ds

, (2.21)
where we absorbed the dependence of those physical parameters into the generic constant C > 0.
Substituting estimates (2.19)–(2.21) into (2.18), and using the Gronwall inequality, we have
∥Et(t)∥20 + c2v∥∇ × E(t)∥20 + 2ω2p∥E(t)∥20
≤ C(∥Et(0)∥20 + ∥∇ × E(0)∥20 + ∥E(0)∥20 + ∥∇ × K0∥20 + ∥J0∥20 + ∥f ∥2H1(0,T ;L2(Ω))),
which concludes the proof. 
3. Design of a fully-discrete finite element scheme
To design a finite element method to solve (2.15), we partitionΩ by a family of regular cubic or tetrahedral meshes T h
with maximummesh size h. To accommodate H(curl;Ω) conformity, we employ the so-called Nédélec edge element space
(cf. [22,33]): for a tetrahedral mesh T h,
Vh = {vh ∈ H(curl;Ω) : vh|K ∈ (pk−1)3 ⊕ Sk, ∀ K ∈ T h},
where Sk = {p⃗ ∈ (p˜k)3, x · p⃗ = 0}; while for a cubic mesh T h,
Vh = {vh ∈ H(curl;Ω) : vh|K ∈ Qk−1,k,k × Qk,k−1,k × Qk,k,k−1, ∀ K ∈ T h}.
Here p˜k denotes the space of homogeneous polynomials of degree k, and Qi,j,k denotes the space of polynomials whose
degrees are less than or equal to i, j, k in variables x, y, z, respectively. For a smooth enough function u, we can define
the Nédélec interpolation Πhu ∈ Vh, which satisfies the following interpolation estimate (e.g., [33, Theorem 2] and
[22, Theorem 5.41]):
∥u−Πhu∥0 + ∥∇ × (u−Πhu)∥0 ≤ Chl∥u∥l+1, ∀ u ∈ (H l+1(Ω))3, 12 < l ≤ k.
To accommodate the boundary condition (2.5), we define a subspace of Vh:
V 0h = {vh ∈ Vh : n× vh = 0}. (3.22)
Finally, we divide the time interval I = [0, T ] by N + 1 uniform points ti = iτ , where τ = T/N , and i = 0, . . . ,N .
Furthermore, we denote uk = u(·, tk) and introduce the difference operators:
δ2τu
k = (uk+1 − 2uk + uk−1)/τ 2, u¯k = 1
2
(uk+1 + uk−1), ∂τuk = (uk − uk−1)/τ .
With all the above preparations, we can develop a fully implicit finite element scheme for solving (2.15): for any k ≥ 1,
find Ek+1h ∈ V 0h such that
(δ2τE
k
h,φ)+ c2v (∇ × E¯kh,∇ × φ)+ 2ω2p(E¯kh,φ)− 2Γω2p(Pkh ,φ)+ ω4p(Q kh ,φ) = (gk,φ) (3.23)
holds true for any φ ∈ V 0h , and is subject to the initial approximations
E0h = ΠhE0, E1h = Πh

E0 + τEt(0)+ τ
2
2
Ett(0)

,
where Ett(0) can be obtained by setting t = 0 in (2.13). Moreover, Pkh and Q kh are defined by the recursive formula:
P0h = 0, Pkh = e−Γ τPk−1h +
τ
2
(e−Γ τEk−1h + Ekh), ∀ k ≥ 1,
Q 0h = 0, Q kh = e−Γ τQ k−1h +
τ
2
(e−Γ τPk−1h + Pkh), ∀ k ≥ 1.
(3.24)
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4. Analysis of the numerical scheme
In this section, we present the stability and error estimate analysis for scheme (3.23).
Lemma 4.1. For any Pkh and Q
k
h (k ≥ 1) defined in (3.24), we have
(i) ∥Pkh∥0 ≤
τ
2
[∥E0h∥0 + 2e−(k−1)Γ τ∥E1h∥0 + · · · + 2e−Γ τ∥Ek−1h ∥0 + ∥Ekh∥0],
(ii) ∥Q kh ∥0 ≤ CTτ(∥E0h∥0 + ∥E1h∥0 + · · · + ∥Ekh∥0).
Proof. (i) By the definition of Pkh , we have
∥Pkh∥0 =
e−Γ τPk−1h + τ2 (e−Γ τEk−1h + Ekh)0
≤ e−Γ τ∥Pk−1h ∥0 +
τ
2
(e−Γ τ∥Ek−1h ∥0 + ∥Ekh∥0)
≤ e−Γ τ

e−Γ τ∥Pk−2h ∥0 +
τ
2
(e−Γ τ∥Ek−2h ∥0 + ∥Ek−1h ∥0)

+ τ
2
(e−Γ τ∥Ek−1h ∥0 + ∥Ekh∥0)
≤ e−2Γ τ∥Pk−2h ∥0 +
τ
2

e−2Γ τ∥Ek−2h ∥0 + 2e−Γ τ∥Ek−1h ∥0 + ∥Ekh∥0

≤ e−2Γ τ

e−Γ τ∥Pk−3h ∥0 +
τ
2
(e−Γ τ∥Ek−3h ∥0 + ∥Ek−2h ∥0)

+ τ
2

e−2Γ τ∥Ek−2h ∥0 + 2e−Γ τ∥Ek−1h ∥0 + ∥Ekh∥0

= e−3Γ τ∥Pk−3h ∥0 +
τ
2

e−3Γ τ∥Ek−3h ∥0 + 2e−2Γ τ∥Ek−2h ∥0 + 2e−Γ τ∥Ek−1h ∥0 + ∥Ekh∥0

≤ · · ·
≤ τ
2
∥E0h∥0 + 2e−(k−1)Γ τ∥E1h∥0 + · · · + 2e−Γ τ∥Ek−1h ∥0 + ∥Ekh∥0 ,
which completes the proof of (i).
(ii) Using the definition of Q kh and (i), we have
∥Q kh ∥0 ≤
τ
2
∥P0h∥0 + 2e−(k−1)Γ τ∥P1h∥0 + · · · + 2e−Γ τ∥Pk−1h ∥0 + ∥Pkh∥0
≤ τ
2

2e−(k−1)Γ τ · τ
2
(∥E0h∥0 + ∥E1h∥0)+ 2e−(k−2)Γ τ ·
τ
2
(∥E0h∥0 + 2∥E1h∥0 + ∥E2h∥0)
+ · · · + 2e−Γ τ · τ
2
(∥E0h∥0 + 2∥E1h∥0 + · · · + 2∥Ek−2h ∥0 + ∥Ek−1h ∥0)
+ τ
2
(∥E0h∥0 + 2∥E1h∥0 + · · · + 2∥Ek−1h ∥0 + ∥Ekh∥0)

≤ CTτ(∥E0h∥0 + ∥E1h∥0 + · · · + ∥Ekh∥0),
which concludes the proof. 
For our scheme (3.23), we can obtain the following discrete stability, which is similar to the continuous stability proved
in Theorem 2.2.
Theorem 4.1. For any n ≥ 1, we have
∥∂τEn+1h ∥20 + c2v∥∇ × En+1h ∥20 + ω2p∥En+1h ∥20 ≤ C

∥∂τE1h∥20 + c2v∥∇ × E0h∥20 + ω2p∥E0h∥20 +
n
k=1
∥gk∥20

,
where the positive constant C depends on Γ , ωp, T , ε0 and µ0.
Proof. Choosing φ = (Ek+1h − Ek−1h )/2 in (3.23), and using the identity
(δ2τE
k
h,φ) =

∂τEk+1h − ∂τEkh,
1
2
(∂τEk+1h + ∂τEkh)

= 1
2
(∥∂τEk+1h ∥20 − ∥∂τEkh∥20),
we obtain
1
2
(∥∂τEk+1h ∥20 − ∥∂τEkh∥20)+
c2v
4
(∥∇ × Ek+1h ∥20 − ∥∇ × Ek−1h ∥20)+
ω2p
2
(∥Ek+1h ∥20 − ∥Ek−1h ∥20)
≤ τΓω2p(Pkh , ∂τEk+1h + ∂τEkh)−
τω4p
2
(Q kh , ∂τE
k+1
h + ∂τEkh)+
τ
2
(gk, ∂τEk+1h + ∂τEkh)
=
3
i=1
rhsi. (4.25)
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Using inequality (
k
i=0 ai)2 ≤ (
k
i=0 12)(
k
i=0 a
2
i ) and Lemma 4.1, we have
∥Pkh∥20 ≤
τ 2
4
(k+ 1)(∥E0h∥20 + 4∥E1h∥20 + · · · + 4∥Ek−1h ∥20 + ∥Ekh∥20)
≤ CTτ
k
i=0
∥E ih∥20,
from which and the standard arithmetic–geometric mean inequality, we obtain
rhs1 = τΓω2p(Pkh , ∂τEk+1h + ∂τEkh)
≤ τδ1
2
∥∂τEk+1h + ∂τEkh∥20 +
τ
2δ1
(Γω2p)
2∥Pkh∥20
≤ τδ1(∥∂τEk+1h ∥20 + ∥∂τEkh∥20)+
τ
2δ1
(Γω2p)
2 · CTτ
k
i=0
∥E ih∥20,
which leads to
n
k=1
rhs1 ≤ τδ1∥∂τEn+1h ∥20 + 2τδ1
n
k=1
∥∂τEkh∥20 +
CT2
δ1
τ
n
i=0
∥E ih∥20. (4.26)
Similarly, we can obtain
rhs2 =
τω4p
2
(Q kh , ∂τE
k+1
h + ∂τEkh)
≤ τδ2
2
∥∂τEk+1h + ∂τEkh∥20 +
τ
2δ2
·

ω4p
2
2
∥Q kh ∥20
≤ τδ2(∥∂τEk+1h ∥20 + ∥∂τEkh∥20)+
τ
2δ2
·

ω4p
2
2
· CT3τ
k
i=0
∥E ih∥20,
which leads to
n
k=1
rhs2 ≤ τδ2∥∂τEn+1h ∥20 + 2τδ2
n
k=1
∥∂τEkh∥20 +
CT4
δ2
τ
n
i=0
∥E ih∥20. (4.27)
By similar arguments, we have
rhs3 = τ2 (g
k, ∂τEk+1h + ∂τEkh)
≤ τδ3(∥∂τEk+1h ∥20 + ∥∂τEkh∥20)+
τ
8δ3
∥gk∥20,
which yields
n
k=1
rhs3 ≤ τδ3∥∂τEn+1h ∥20 + 2τδ3
n
k=1
∥∂τEkh∥20 +
τ
8δ3
n
k=1
∥gk∥20. (4.28)
Summing up (4.25) from k = 1 to n, using the estimates (4.26)–(4.27), choosing δi small enough (e.g., δi = 16 , i = 1, 2, 3),
and then using the discrete Gronwall inequality, we conclude the proof. 
Finally, we like to present the error estimate for scheme (3.23). Integrating (2.15) with respect to t from tk−1 to tk+1, then
dividing the resultant by τ , we have
Ek+1t − Ek−1t
τ
,φ

+ c2v

1
τ
 tk+1
tk−1
∇ × E(s)ds,∇ × φ

+ 2ω2p

1
τ
 tk+1
tk−1
E(s)ds,φ

− 2Γω2p

1
τ
 tk+1
tk−1
P(s)ds,φ

+ ω4p

1
τ
 tk+1
tk−1
Q (s)ds,φ

=

1
τ
 tk+1
tk−1
g(s)ds,φ

. (4.29)
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Let ξkh = Ekh −ΠhEk. Subtracting (4.29) from (3.23), we obtain
(δ2τ ξ
k
h,φ)+ c2v (∇ × ξ¯kh,∇ × φ)+ 2ω2p(ξ¯kh,φ)
=

Ek+1t − Ek−1t
τ
− δ2τΠhEk,φ

+ c2v

1
τ
 tk+1
tk−1
∇ × E(s)ds−∇ ×ΠhE¯k,∇ × φ

+ 2ω2p

1
τ
 tk+1
tk−1
E(s)ds−ΠhE¯k,φ

+ 2Γω2p

Pkh −
1
τ
 tk+1
tk−1
P(s)ds,φ

−ω4p

Q kh −
1
τ
 tk+1
tk−1
Q (s)ds,φ

+

gk − 1
τ
 tk+1
tk−1
g(s)ds,φ

. (4.30)
Choosing φ = 12 (ξk+1h − ξk−1h ) = τ2 (∂τ ξk+1h + ∂τ ξkh) in (4.30) and integrating by parts, we obtain
1
2
(∥∂τ ξk+1h ∥20 − ∥∂τ ξkh∥20)+
c2v
4
(∥∇ × ξk+1h ∥20 − ∥∇ × ξk−1h ∥20)+
ω2p
2
(∥ξk+1h ∥20 − ∥ξk−1h ∥20)
= τ
2

Ek+1t − Ek−1t
τ
− δ2τEk + δ2τ (Ek −ΠhEk), ∂τ ξk+1h + ∂τ ξkh

+ τ c
2
v
2

∇ × ∇ ×

1
τ
 tk+1
tk−1
E(s)ds− E¯k

−∇ × ∇ × (ΠhE¯k − E¯k), ∂τ ξk+1h + ∂τ ξkh

+ τω2p

E¯k −ΠhE¯k + 1
τ
 tk+1
tk−1
E(s)ds− E¯k, ∂τ ξk+1h + ∂τ ξkh

+ τΓω2p

Pkh − Pk + Pk −
1
τ
 tk+1
tk−1
P(s)ds, ∂τ ξk+1h + ∂τ ξkh

− τω
4
p
2

Q kh − Q k + Q k −
1
τ
 tk+1
tk−1
Q (s)ds, ∂τ ξk+1h + ∂τ ξkh

+ τ
2

gk − 1
τ
 tk+1
tk−1
g(s)ds, ∂τ ξk+1h + ∂τ ξkh

. (4.31)
Following similar procedures to our previous work [30], we can obtain the following optimal error estimate.
Theorem 4.2. Let En and Enh be the analytic and numerical solutions of (2.15) and (3.23) at time tn, respectively. Assume that E
is smooth enough, then there exists a constant C > 0, independent of time step τ and mesh size h, such that
max
n≥1
(∥∂τ (En+1 − En+1h )∥0 + ∥∇ × (En+1 − En+1h )∥0 + ∥En+1 − En+1h ∥0) ≤ C(τ 2 + hk),
where k ≥ 1 is the degree of the basis function in the space Vh.
5. Numerical results
In this section, we present a 2D numerical example to justify our theoretical analysis given above. First, we want to
mention that the stability analysis and error estimates derived above extend straightforward to 2D problems. In 2D case,
we just need to assume that the vector E has only two components, i.e., E = (Ex, Ey), and interpret the curl operator as
∇ × E = ∂Ey
∂x − ∂Ex∂y .
Here we implemented the implicit scheme (3.24)–(3.23)using the lowest-order Raviart–Thomas–Nédélec rectangular
and triangular elements. More specifically, on a rectangle [xa, xb] × [ya, yb], the edge element basis functions are:
N1 =
yb − y
K
0

, N2 =

0
x− xa
K

, N3 =
ya − y
K
0

, N4 =

0
x− xb
K

,
where K = (xb − xa)(yb − ya) denotes the rectangle area. While on a triangle, the basis functions become:
N1 = λ1∇λ2 − λ2∇λ1, N2 = λ1∇λ3 − λ3∇λ1, N3 = λ2∇λ3 − λ3∇λ2,
where λi, i = 1, 2, 3, is the linear Lagrangian basis function at the ith vertex of the triangle.
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Table 1
The errors at t = 1 obtained with τ = 0.005 on rectangular meshes.
Meshes ∥E − Eh∥0 Rates ∥∇×(E−Eh)∥0 Rates
8× 8 0.011257968 – 0.070495639 –
16× 16 0.005632693 0.99904 0.035353734 0.99567
32× 32 0.002816592 0.99987 0.017691705 0.99878
64× 64 0.001408327 0.99996 0.008847780 0.99968
128× 128 7.04184e−04 0.99995 0.004424187 0.99990
Table 2
The errors at t = 1 obtained with τ = 0.005 on triangular meshes.
Meshes ∥E − Eh∥0 Rates ∥∇×(E−Eh)∥0 Rates
1
8 0.060694993 – 0.340881654 –
1
16 0.029884122 1.02219 0.158893777 1.10120
1
32 0.014918287 1.00229 0.082354173 0.94814
1
64 0.007453443 1.00110 0.041094215 1.00290
1
128 0.003726084 1.00024 0.020862752 0.97800
Table 3
The errors at t = 1 obtained with h = τ 2 on rectangular meshes.
τ h ∥E − Eh∥0 Rates ∥∇×(E−Eh)∥0 Rates
1
3 9× 9 0.034873120 – 0.157696261 –
1
6 36× 36 0.007927040 2.13726 0.036688351 2.10375
1
12 144× 144 0.001802060 2.13713 0.008460120 2.11657
1
24 576× 576 4.40200e−04 2.03341 0.002074682 2.02778
Table 4
The errors at t = 1 obtained with h = τ 2 on triangular meshes.
τ h ∥E − Eh∥0 Rates ∥∇×(E−Eh)∥0 Rates
1
3
1
9 0.076708873 – 0.375470127 –
1
6
1
36 0.019339044 1.98787 0.095940841 1.96848
1
12
1
144 0.004691939 2.04326 0.023413151 2.03482
1
24
1
576 0.001165153 2.00966 0.005821539 2.00784
In our simulations, we assume that the physical domain Ω = [0, 1]2, the time interval I = [0, 1], and all physical
parameters in (2.13) are one (i.e., cv = ωpe = ωpm = Γe = Γm = 1). The analytical solution E of (2.13) is given as
E(x, t) =

Ex
Ey

=
−
√
2
2
cosπx sinπy
√
2
2
sinπx cosπy
 e−t cos(t),
which corresponds to
g(x, t) =
√
2
2
+√2π2

e−t cos t +
√
2
2
e−t
− cosπx sinπy
sinπx cosπy

.
We solved problem (3.24)–(3.23)on both uniformly refined rectangular and triangular meshes with various time steps
τ . First, we fix τ = 0.005 and compute the L2 errors of both ∥E− Eh∥0 and ∥∇ × (E− Eh)∥0 by varying the mesh size h. The
obtained convergence results are presented in Tables 1 and 2 for rectangular and triangular meshes, respectively. Results in
both tables show O(h) convergence rate clearly in both ∥E − Eh∥0 and ∥∇ × (E − Eh)∥0.
To test the convergence rate in terms of τ , we fix the mesh size h = τ 2 and vary the time step τ . The obtained errors on
rectangular and triangular meshes are shown in Tables 3 and 4, respectively. Our results show the convergence rate O(τ 2)
clearly, which is consistent with our theoretical analysis.
6. Conclusions
This paper presents a new analysis of Maxwell’s equations in metamaterials. The new contribution is that a simple
integro-differential vector wave equation is derived from the metamaterial Maxwell’s equations. This discovery makes
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solving metamaterial Maxwell’s equations more efficient than those techniques previously investigated [3,4,30–32], where
two or four unknowns (each is a 2D or 3D vector) have to be solved. A fully-discrete finite element method is proposed in
the paper, and numerical results supporting the analysis are presented. More advanced numerical methods (e.g., hp fem
[19,20], multiscale fem [34,35], and DG methods [21]) and more interesting applications using this model will be explored
in the future.
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