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ABSTRACT
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by
Matthew Hoeppner
The University of Wisconsin-Milwaukee, 2017
Under the Supervision of Dr. Suzanne Boyd
Complex dynamics involves the study of the behavior of complex-valued functions when
they are composed with themselves repeatedly. We observe the orbits of a function by passing
starting values through the function iteratively. Of particular interest are the orbits of any
critical points of the function, called critical orbits. The behavior of a family of functions can
be determined by examining the change in the critical orbit(s) of the functions as the values
of the associated parameters vary. These behaviors are often separated into two categories:
parameter values where one or more critical orbits remain bounded, and parameter values
where all critical orbits are unbounded. A famous example of this is the Mandelbrot set,
which consists of all c-values at which the sole critical orbit of the polynomial Pc(z) = z
2 + c
is bounded.
In this paper we discuss some dynamics of the family of complex rational functions
Rn,c,a(z) = z
n + a
zn
+ c. If we fix the variables n and c while allowing a to vary, we see
what look like small copies of the Mandelbrot set within the a-parameter plane. It turns out
that for particular values of n, c, and a the function Rn,c,a behaves locally like a quadratic
polynomial. We prove that at these parameter values the ‘baby’ Mandelbrot sets which
appear are in fact homeomorphic copies of the original Mandelbrot set.
We then examine other interesting parameter slices by fixing parameters or letting them
vary in a predictable way. We once again observe the appearance of what look like Mandel-
brot sets within these slices, and prove some properties regarding their locations.
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Chapter 1
Introduction
In Complex Dynamics we are interested in exploring the behavior of certain complex func-
tions when they are composed with themselves repeatedly. We will begin with a brief sum-
mary of some important topics. A sound overview of the field is presented in texts such as
[Bea91, GC93]. If we have a complex function f(z), we find the nth iterate of f by composing
the function f(z) repeatedly n times. That is, if we define f 0(z) = z, then f 1(z) = f(z),
f 2(z) = f(f 1(z)), and fn(z) = f(fn−1(z)).
In particular, we are interested in what happens to specific numbers when they are passed
through the same function iteratively. Given a complex function f(z) and an initial value
z0, we define the orbit of z0 under f(z) to be the infinite sequence {z0, z1 = f(z0), z2 =
f(z1), . . . , zn = f(zn−1) = fn(z0), . . .}. In studying the limiting behavior of an orbit as n
grows large, several questions arise. Is the orbit bounded, or is it unbounded? If it remains
bounded, does it tend towards a single point, a cycle of points, or does it behave in a way
which cannot easily be described?
When examining the behavior of the orbits of a function, there are a few important
subsets of C = C ∪ {∞} that we are interested in. The Fatou set of a function f consists of
all values of z at which the family of iterates of f is normal on some neighborhood of z. In
other words, z is in the Fatou set of f if every sequence of iterates of f has a subsequence
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(a) Filled Julia set of P0 (b) Filled Julia set of P−1 (c) Filled Julia set of P−0.1+0.75i
Figure 1.1: A few filled Julia sets from Pc = z
2 + c
which converges uniformly on compact subsets of a neighborhood of z. This set can be
thought of as the collection of z-values whose orbits are “well-behaved”. The Julia set of a
function f is simply the complement of the Fatou set, and contains the z-values whose orbits
behave in ways that are not easily described. For polynomials, the filled Julia set is a set
made up of the union of the Julia set of the polynomial along with any bounded components
of the polynomial’s Fatou set.
A common example used in Complex Dynamics is the polynomial P0(z) = z
2. The
behavior of most orbits in this example is very easy to see. Any starting value with a
modulus that is less than one will have an orbit which tends towards zero. As we are
working in C, any starting value with a modulus that is greater than one will have an orbit
which tends towards infinity. All of these starting values are in the Fatou set of P0(z) = z
2.
If, however, we choose a point on the unit circle for a starting value, the behavior becomes
harder to predict. Some orbits tend to a fixed point, some land on a cycle, and some never
settle down. The unit circle is the Julia set of P0(z) = z
2.
We can get an idea for what the filled Julia set of a polynomial looks like by drawing it
with a computer program. The program DeTool[BB] gives a picture by iterating each point
in the z-plane a large number of times and then coloring the point based on an educated guess
as to whether the orbit of this point will grow beyond a predefined ‘escape radius’ or stay
2
bounded. Points whose orbits remain bounded are colored black, and points whose orbits
‘escape’ are shaded a lighter color, with different shades representing how many iterations
it took for the orbit to extend outside this radius. The black regions represent the filled
Julia set of the specified function, and the boundary between the black and colored regions
of these figures represents the Julia set. Figure 1.1 shows some examples of various filled
Julia sets; one from the polynomial P0(z) = z
2 and two more from other polynomials in the
family Pc(z) = z
2 + c, where c ∈ C.
1.1 Dynamics in Families of Functions
In this paper we are more interested in exploring the dynamics of a family of functions rather
than those of a single function. This, however, becomes more involved very quickly. Exam-
ining every orbit of every point for each function in the family would be an insurmountable
task. Instead we study a family of functions by tracking the orbits of any critical points; that
is, values of z for which f ′(z) = 0. We do this by examining the change in these critical orbits
as the parameters of the family vary.
A famous example is the family of complex polynomials Pc(z). For Pc, regardless of the
value of c, there is only one critical point; the one at z = 0. A simple way to classify this
family is by identifying the region on which the unique critical orbit remains bounded. The
set of c values for which the critical orbit of Pc is bounded is called the Mandelbrot set. This
set can be visualized by creating a parameter plane for Pc(z) = z
2 + c. In this image every
point represents a different c-value, and hence a different polynomial z2 + c, and is colored
depending on the boundedness of the critical orbit. For this reason, we also refer to this set
as the boundedness locus for z2 + c (See Figure 1.2a).
Now consider a more general family of functions,
Rn,c,a(z) = z
n +
a
zn
+ c,
3
(a) The Mandelbrot
Set
(b) The a-parameter plane
when n = 5 and c = 0
(c) A Mandelbrot Set within
the a-plane of R5,0,a
Figure 1.2: Parameter planes of Pc and R5,0,a
where a ∈ C \ {0} and c ∈ C. Fixing c to a constant, we see that this family has 2n critical
points. While this seems like a lot of critical orbits to keep track of, in every case each of
these critical points maps to one of just two critical values, c + 2
√
a or c − 2√a, where we
choose the branch cut of the square root function so that it is defined on C \ (−∞, 0]. This
leaves us with just two critical orbits to consider.
The case of c = 0 has been studied extensively by Robert Devaney and his colleagues
[Dev06, Dev13, Roe06, DBCF16, DBC+14, Dev09, DR13, DBC+13]. For any fixed n the
critical values of Rn,0,a are ±2
√
a, and as it happens the two critical orbits are either the same
or symmetric. This makes it fairly easy to draw the a-parameter plane for these functions.
For each a-value, we color a point on the a-parameter plane black if the critical orbits are
bounded, or we shade the point with another color depending on the rate of escape. Just as
for the family Pc, we call the black region in the a-parameter plane the boundedness locus
(See Figure 1.2b for an example). If we zoom in on these images, we see what appear to
be small ‘copies’ of the Mandelbrot set within these parameter planes (See Figure 1.2c). It
has been proven that there are, in fact, multiple homeomorphic copies of the Mandelbrot set
that appear throughout the boundedness locus [Dev06]. According to [DH85], this happens
because there are neighborhoods of a-values for which the critical orbits of Rn,0,a have the
same dynamics as the critical orbit of Pc.
4
(a) The a-parameter plane of R4,6i,a (b) A ‘baby’ Mandelbrot set in R4,6i,a
Figure 1.3: A look at R4,6i,a
1.2 Results
Throughout this paper we will be studying the family of functions Rn,c,a(z) = z
n + a
zn
+ c,
where c 6= 0. When c is non-zero, the boundedness locus becomes more complicated. The
two critical orbits are now generated by the critical values c ± 2√a. They are no longer
symmetric and often behave very differently. However, we can put some constraints on the
parameters to fix the behavior of one critical point. For example, it turns out that if |c| > 1,
then one critical point always escapes. We use different colors to distinguish between the
two critical orbits in the a-parameter plane (see Figure 1.3a, the color change is due to a
branch cut of the square root function, since only one critical orbit is bounded in this plane).
It appears as though homeomorphic copies of the Mandelbrot set exist here as well, each
copy associated with one critical orbit (see Figure 1.3b). The number and position of these
homeomorphic copies seem to change depending on the values of n and c. Al Mitchell has
proven the existence of a copy of the Mandelbrot set in the a-plane for a small, fixed c, as
well as the existence of many in the c-parameter plane for a range of fixed a-values [Mit16].
Some work has also been done on the Julia sets of this family for very particular parameter
values [KD14, Dev14, BDGR08].
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Given a certain set of constraints on the parameters of Rn,c,a our ultimate goal in this
paper is to prove the existence of homeomorphic copies of the Mandelbrot set within various
one-complex dimensional slices of the (c, a)-parameter space of Rn,c,a for fixed n. Background
on some of the tools we will be using can be found in papers such as [Dev06, DH85, Shi87]
With this goal in mind, there are four facets of each of these slices which can help us:
–First, we can identify a region in which the boundedness locus must lie. Any homeo-
morphic copies of the Mandelbrot set appearing in a slice of the (c, a) space of Rn,c,a must
necessarily occur within the boundedness locus, so confirming this region can help us to
locate any Mandelbrot sets.
–Second, we can determine a curve, or ‘spine’, around which the boundedness locus is
centered.
–Third, we can identify the collection of parameter values for which c± 2√a = a1/2n in a
given slice. This helps us find the centers of our proposed baby Mandelbrot sets, which lets
us create sets to contain each individual Mandelbrot set.
–Fourth and finally, we can show that each of these points corresponds to a baby Man-
delbrot set.
Given a certain set of constraints we will attempt to find or verify as many of these properties
as we can. Depending on the case some will be more difficult to find than others and not all
of them are needed but we will show as many of them as we can.
We start off chapter 2 by presenting some preliminary findings from other papers. These
are tools that are used regularly throughout this paper, including the method we use for
proving the existence of small Mandelbrot sets within our slices.
In Chapter 3 we will begin our study in earnest with some results about the family of
functions Rn,c,a and the dynamical plane. This includes the development and description of
two important sets, U ′a and Ua, to be used later in the paper.
Chapter 4 will bring us our first major results. When we look at images of Julia sets of
Rn,c,a, we see what look like small copies of quadratic Julia sets. We first show that given
6
certain parameter restrictions, the Julia set of Rn,c,a inside U
′
a contains a homeomorphic copy
of a quadratic Julia set. Two functions are considered topologically conjugate if they are
conjugate via a homeomorphism. Specifically, we will show that U ′a contains a set on which
Rn,c,a is conjugate by means of a homeomorphism to some quadratic polynomial on its filled
Julia set.
Theorem 4.3. Let n ≥ 3, c ∈ R, 0 < c < |a|1/n
4
, |a| ≤ 4, and arg(a) 6= pi. Rn,c,a restricted
to the set of points whose orbits remain in U ′a is topologically conjugate to some quadratic
polynomial on its filled Julia set.
Theorem 4.8. Suppose c ∈ R, c < 0, |c| > 1 + , where  > 0 is small, and n sufficiently
large so as to satisfy Proposition 4.6. Given these restrictions, Rn,c,a restricted to the set of
points whose orbits remain in U ′a is topologically conjugate to some quadratic polynomial on
its filled Julia set.
We finish Chapter 4 by establishing the existence of homeomorphic copies of the Mandel-
brot set within the a-parameter plane of Rn,c,a given a specific set of parameter restrictions.
We will find that:
Theorem 4.15. For |c| ≥ 6 and n such that 4|c| + 8 ≤ 2n+1, there exist n ‘primary’
homeomorphic copies of the Mandelbrot set in the boundedness locus in the a-plane of the
family of functions Rn,c,a(z) = z
n + a
zn
+ c.
Next, we change our paradigm to allow both parameters a and c to vary in a one-
dimensionally constrained way. In Chapter 5, we consider c = ta for any non-zero complex
slope t. Doing this also produces images which seem to contain homeomorphic copies of the
Mandelbrot set (see Figure 1.4), but the boundedness locus is a bit more difficult to nail
down. We don’t confirm in this paper that these are copies of the Mandelbrot set, but we are
able to establish multiple properties concerning the c = ta slice for any non-zero t, including
the designation of a curve, or ‘spine’, St, which the boundedness locus must be near, as well
as a neighborhood of this ‘spine’ wherein the boundedness locus must lie:
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(a) Parameter plane slice for n = 6 (b) Zoomed in view
Figure 1.4: Rn,ta,a(z) = z
n + a
zn
+ ta with n = 6 and t = 1
Theorem 5.3. Let  > 0. There exists an N ≥ 2 such that for all n ≥ N we have
Mn(Rn,ta,a) ⊂ N(St).
Here Mn(Rn,ta,a) represents the boundedness locus of Rn,c,a and N(St) designates an epsilon-
neighborhood of the ‘spine’.
Within chapter 6 we discuss a third way that this family can be viewed, which involves
setting c so that the critical value c + 2
√
a is always fixed. This also restricts us to a one-
complex dimensional manifold in the (c, a) space, and gives us another set of images to
describe the behavior of the family (see Figure 1.5). Looking at this subset, not only are
there possible copies of the Mandelbrot set strewn throughout these parameter planes, but
what appear to be homeomorphic copies of Julia sets of Pc. Recall the Julia set of P0(z) = z
2
is the unit disk. This is the Julia set with one fixed critical point. Note the appearance of
unit disks as well as small copies of the Mandelbrot set in Figure 1.5a. This seems not to
be a coincidence as one of our critical values here is always fixed. Since the critical value
c+ 2
√
a is fixed the behavior is determined entirely by the critical orbit of c− 2√a. We will
find these Mandelbrot ‘copies’ by looking for where c− 2√a is also fixed. It turns out that
these locations can be classified in two ways:
8
(a) Parameter plane for n = 6 (b) Zoomed in on ‘Mandelbrot’ set
Figure 1.5: The parameter plane for R6,a
Theorem 6.3. Let
a =
(
1− ei kpin
4
) 2n
n−1
for k = 1, 2, 3, ..., 2n− 1,
and define c = a1/2n − 2√a. Then for each k = 1, 2, 3, ..., 2n− 1, if k is odd then the critical
value c − 2√a is fixed at a non-canonical root of a1/2n. If k is even, then c − 2√a maps to
c+ 2
√
a.
Note: by the canonical 2nth root of a we mean |a| 12n eiarg(a)2n .
Lastly, chapter 7 briefly discusses a few future avenues of study. We look at some interest-
ing but as-yet unexplained behaviors, including the presence of what look like homeomorphic
copies of quadratic Julia sets appearing in the one-dimensional slices of Rn,c,a.
9
Chapter 2
Preliminaries
The proofs of the ideas presented in this paper rely on observations made in other papers, as
well as on the use of tools developed by others. A description of the tools and observations
that will be used is presented in this chapter.
2.1 Polynomial-Like Maps
In the paper [Dev06], Robert Devaney uses tools developed by Douady and Hubbard in
[DH85] to show that small copies of the Mandelbrot set, or ‘baby’ Mandelbrot sets, exist
within the parameter planes of Rn,0,a. The use of these tools revolves around showing that a
particular family of functions behaves locally like a degree two polynomial. In order to show
that a function or family of functions behaves like a polynomial we first need the definition
of a polynomial-like mapping.
Definition 2.1. [DH85] A polynomial-like map of degree d is a proper, analytic map of
degree d, f : U ′ → U , where U ′ and U meet the following conditions: both U ′ and U are open
subsets of C which are homeomorphic to disks, U ′ ⊂ U , and U ′ is relatively compact in U .
Each polynomial-like map of degree d has exactly d− 1 critical points. For our purposes
we will only be concerned with polynomial-like maps of degree two. A polynomial-like map
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of degree two is a two-to-one map from U ′ to U , and has a unique critical point in U ′. We also
have a different definition for the filled Julia set of a polynomial-like map. The filled Julia set
of a polynomial-like map is defined as the collection of points in U ′ whose orbits never leave
U ′. While it is not immediately obvious that this definition of a polynomial-like map produces
functions which behave like polynomials, the following proposition shows that it is an apt
name.
Proposition 2.2. [DH85] A polynomial-like map of degree two is topologically conjugate on
its filled Julia set to some quadratic polynomial on the polynomial’s filled Julia set.
This show us that such polynomial-like maps of degree two do behave locally like degree
two polynomials. Taking this and looking at a family of such maps gives a very interesting
result, as stated by Robert Devaney based on work done by Douady and Hubbard:
Theorem 2.3. [Dev06][DH85] Suppose we have a family of polynomial-like maps fλ : U
′
λ →
Uλ which satisfy the following:
(1) The parameter λ is contained in an open set in C which contains a closed disk W ;
(2) The boundaries of U ′λ and Uλ both vary analytically as λ varies;
(3) The map (λ, z)→ fλ(z) depends analytically on λ and z;
(4) Each fλ is polynomial-like of degree two and has a unique critical point, cλ.
Suppose that for each λ in the boundary of W we have that fλ(cλ) ∈ Uλ − U ′λ, and that
fλ(cλ) winds once around U
′
λ (and therefore once around cλ) as λ winds once around the
boundary of W . Then the set of all λ for which the orbit of cλ does not escape from U
′
λ is
homeomorphic to the Mandelbrot set.
This theorem gives us a method for proving that a given parameter plane contains home-
omorphic copies of the Mandelbrot set. If we can find regions U ′λ and Uλ on which our family
of functions is polynomial-like and show that the rest of these properties hold, then we can
show that a copy of the Mandelbrot set exists. Robert Devaney used this method to show
that the a-parameter plane of Rn,0,a contains n − 1 small copies of the Mandelbrot set for
11
all n ≥ 3. In fact, there appear to be many more than just n− 1 copies, but these n− 1 are
the largest and most obvious and so he refers to them as the n− 1 ‘principal’ copies of the
Mandelbrot set.
2.2 Preliminaries Regarding Rn,c,a
In their paper [BS11], Boyd and Schulz provide a number of results on the properties of
the family of functions Rn,c,a(z) = z
n + a
zn
+ c, as well as on the Julia sets of said family.
There are two results from this paper which are of particular interest here. The first provides
information about the location of the filled Julia sets of Rn,c,a for sufficiently large n.
Corollary 2.4. [BS11] For any c ∈ C and any a ∈ C∗, given any  > 0, there is an N ≥ 2
such that for all n ≥ N , we have that K(Rn,c,a), the filled Julia set of Rn,c,a, is contained
within an annulus near the unit circle: K(Rn,c,a) ⊂ A(1− , 1 + ).
For any choice of c, a, and , if n is sufficiently large then the filled Julia set of Rn,c,a must
be contained within an -annulus around S1. This helps us with determining a boundedness
locus for Rn,c,a for any choice of parameters, so long as n is large enough. In later chapters
when we explore a few modifications of the family Rn,c,a this property of the Julia set will
still hold and will therefore allow us to use the same method for finding the boundedness
locus then as well.
The second result allows us to sometimes locate the centers of the baby Mandelbrot sets
in the a-plane of Rn,c,a. For Rn,0,a, Devaney used the fact that one of the baby Mandelbrot
sets always appears centered on the real axis as well as a rotational argument to locate the
n − 1 principal copies. When we perturb Rn,0,a with a nonzero c, this no longer works.
Another method is needed in order to locate the baby Mandelbrot sets.
Lemma 2.5. [BS11] For any |c| ≥ 1 and n ≥ 2, there exist n distinct solutions in the family
of functions Rn,c,a to the equations c± 2
√
a = a1/2n.
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In other words, there are n fixed critical points in the a-plane given |c| ≥ 1 and n ≥ 2.
When we use Douady and Hubbard’s method 2.3 for identifying homeomorphic copies of
the Mandelbrot set these copies come from a collection of a-values for which the orbit of
the critical point a1/2n does not escape from the set U ′a. Therefore it is natural to expect
any parameter value which causes a fixed critical point to stand as a ‘center’ around which
a baby Mandelbrot set should exist in the a-parameter plane. This is what we will use to
create a U ′ which encapsulates what we will call a ‘baby’ Julia set.
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Chapter 3
Dynamical Plane Results
For any particular family of functions the list of goals, as mentioned earlier, is as follows: We
would like to identify a region of the parameter space on which the boundedness locus must
lie. We would like to determine a curve, or ‘spine’, around which the boundedness locus is
centered. We would like to identify the collection of a-values for which c ± 2√a = a1/2n,
which helps us find the centers of our proposed baby Mandelbrot sets. Finally, we would like
to show that each of these points corresponds to a baby Mandelbrot set. In each case we
would like to find as many of these things as we can, with the ultimate goal being to prove
the existence of baby Mandelbrot sets.
We will first set forth a few properties concerning Rn,c,a which will remain useful through-
out the rest of this paper. Specifically, we will look at the dynamical plane, and lay ground-
work for describing U ′ and U .
3.1 Involution of Rn,c,a and the Sets U
′ and U
As we saw in the Preliminaries, in order to prove that we have a baby Mandelbrot set we
will need to create two sets, U ′ and U , and prove that they satisfy several conditions. The
set U ′ must be crafted carefully, as it needs to encapsulate a baby Julia set, but must also
map two-to-one onto U .
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Definition 3.1. Given any family of functions Rn,c,a, let arg(a) = ψ and define
U ′a =
{
z
∣∣∣∣∣ |a|
1
n
2
< |z| < 2, ψ − pi
2n
< Arg(z) <
ψ + pi
2n
}
,
and
Ua = Rn,c,a(U
′
a).
These definitions for U ′a and Ua are the same ones used by Robert Devaney in [Dev06].
Note that U ′a does not depend on c, but of course its image, Ua, does. When we use a nonzero
value for the parameter c, the description of the set Ua becomes a lot more complicated. A
proper description of the set is important, as later on we will need to show that U ′a is
contained within Ua under certain parameter constraints. We also need to show that this U
′
a
does in fact map two-to-one onto Ua. In order to do either of these things we first need to
establish an important property of the family of functions Rn,c,a.
Proposition 3.2. The family of functions Rn,c,a is symmetric under the involution ha(z) =
a1/n
z
.
Proof.
Rn,c,a
(
a1/n
z
)
=
(
a1/n
z
)n
+
a(
a1/n
z
)n + c = a
zn
+ zn + c = Rn,c,a(z).
This property is what allows us to create a U ′a which maps two-to-one onto its image
under Rn,c,a. If we look at the two circles |z| = 2 and |z| = a
1
n
2
, we see that due to this
involution both of these circles map to the same curve under Rn,c,a. The ‘inner’ and ‘outer’
boundaries of U ′a lie on each of these circles. These two arcs of the boundary of U
′
a are
involutions of each other, so they both map to the same curve in Ua. A full description of
Ua, and how U
′
a maps onto it, follows.
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Proposition 3.3. The ellipse parameterized by
x =
(
2n +
|a|
2
)
cos(θ)
y =
(
2n − |a|
2
)
sin(θ)
is an ellipse centered at 0 where the semi-major axis lies along the x-axis and has length(
2n + |a|
2
)
, and the semi-minor axis lies along the y-axis and has length
(
2n − |a|
2
)
. Define
the ellipse E to be this ellipse, shifted so that it is centered at c, and rotated counter-clockwise
by ψ
2
. The set Ua = Rn,c,a(U
′
a) is one half of the ellipse E, including the minor axis. Addi-
tionally, Rn,c,a maps U
′
a two-to-one onto Ua.
Proof. First we examine the images of the outer and inner boundary arcs of U ′a. Note that,
due to the involution map, ha(z), both the outer arc which lies on |z| = 2 and the inner
arc which lies on |z| = a1/n
2
are mapped to the same curve by Rn,c,a. Ignoring for a moment
the restriction on the argument we will look at
{
Rn,c,a(2e
iθ) | 0 ≤ θ ≤ 2pi}. Since we are
considering all values of θ, we can add a rotation to the angle of θ and still end up with the
same image. Thus, we instead consider the following:
Rn,c,a
(
2ei(θ+
ψ
2n
)
)
=
(
2ei(θ+
ψ
2n
)
)n
+
a(
2ei(θ+
ψ
2n
)
)n + c
= 2nei(nθ+
ψ
2
) +
|a|eiψ
2nei(nθ+
ψ
2
)
+ c
= 2neinθei
ψ
2 +
|a|eiψ2
2neinθ
+ c
= ei
ψ
2
(
2neinθ +
|a|
2
e−inθ
)
+ c
= ei
ψ
2
(
2n (cos(nθ) + i sin(nθ)) +
|a|
2
(cos(nθ)− i sin(nθ))
)
+ c
= ei
ψ
2
((
2n +
|a|
2
)
cos(nθ) +
(
2n − |a|
2
)
i sin(nθ)
)
+ c.
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Now we focus on just
(
2n + |a|
2
)
cos(nθ) +
(
2n − |a|
2
)
i sin(nθ) for a moment. We can param-
eterize this as:
x =
(
2n +
|a|
2
)
cos(nθ)
y =
(
2n − |a|
2
)
sin(nθ).
This is the parameterization for an ellipse centered at 0 where the semi-major axis lies along
the x-axis and has length
(
2n + |a|
2
)
, the semi-minor axis lies along the y-axis and has length(
2n − |a|
2
)
, and which is traversed n times as θ goes from 0 to 2pi. Going back to
ei
ψ
2
((
2n +
|a|
2
)
cos(nθ) +
(
2n − |a|
2
)
i sin(nθ)
)
+ c,
we see that this is the same ellipse rotated by an angle of ψ
2
and shifted by c. Thus{
Rn,c,a(2e
iθ)|0 ≤ θ ≤ 2pi} gives us an ellipse with a semi-major axis of length (2n + |a|
2
)
and a semi-minor axis of length
(
2n − |a|
2
)
which has been rotated by an angle of ψ
2
, which
is traversed n times, and which is centered at c. This is exactly our ellipse E . Notice that
the foci of this ellipse are at c ± 2√a, which are the two critical values of Rn,c,a! Now, the
image under Rn,c,a of both circles of radius 2 and
a1/n
2
covers E a total of n times, but the
boundary of U ′a only occupies
1
2n
th of each circle. Thus the image of the inner and outer arcs
of U ′a is exactly half of this ellipse E .
Next we examine the images under Rn,c,a of the two rays in the boundary of U
′
a. The
images of each of these rays are given by
{
Rn,c,a
(
rei(
ψ±pi
2n )
) ∣∣∣∣ a1/n2 ≤ r ≤ 2
}
.
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Evaluating each of these gives us
Rn,c,a
(
rei(
ψ+pi
2n )
)
= rnei(
ψ+pi
2 ) +
a
rnei(
ψ+pi
2 )
+ c
= rnei(
ψ
2
+pi
2 ) +
|a|eiψ
rnei(
ψ
2
+pi
2 )
+ c
= ei
ψ
2
(
rnei(
pi
2 ) +
|a|
rnei(
pi
2 )
)
+ c
= ei
ψ
2
(
rn − |a|
rn
)
i+ c,
and
Rn,c,a
(
rei(
ψ−pi
2n )
)
= rnei(
ψ−pi
2 ) +
a
rnei(
ψ−pi
2 )
+ c
= rnei(
ψ
2
−pi
2 ) +
|a|eiψ
rnei(
ψ
2
−pi
2 )
+ c
= ei
ψ
2
(
rnei(−
pi
2 ) +
|a|
rnei(−
pi
2 )
)
+ c
= −eiψ2
(
rn − |a|
rn
)
i+ c.
Each of these is a line segment along the imaginary axis which is then rotated by ψ
2
and
shifted by c. The images of the two boundary rays correspond both to the same line segment,
traversed in opposite directions as r : a
1/n
2
7→ 2. Before rotation by ψ
2
and translation by c,
the line segment
(
rn − |a|
rn
)
i as r : a
1/n
2
7→ 2 is the line segment between
(
2n − |a|
2n
)
i and
−
(
2n − |a|
2n
)
i. After rotation and translation, this is exactly the minor axis of the ellipse E !
Thus, Rn,c,a(U
′
a) = Ua is half an ellipse, divided along the minor axis, which is centered at c
and rotated by ψ
2
. Moreover, Rn,c,a maps U
′
a two-to-one onto Ua.
Figure 3.1 gives an idea of what both E and Ua look like. With these results established
18
Figure 3.1: Visualization of E and Ua.
we can now turn to studying the dynamics of Rn,c,a. The first step will be to study Rn,c,a
while being as loose as possible as far as restrictions on the parameters.
3.2 The Escape Radius
First we will establish some properties of the filled Julia sets of Rn,c,a which will remain
true regardless of the future restrictions that we put on the parameters. These will be
generalizations of results in [BS11]. To that end we will let a ∈ C \ {0}, c ∈ C, and n ≥ 3.
Throughout this paper we will ignore the cases n = 1 and n = 2, as the dynamics are less
interesting and not in line with the results for any larger values of n, respectively. Robert
Devaney gives reasons as to why the case n = 2 is ‘crazy’ in his paper [Dev12].
The point at infinity is a super-attracting fixed point, meaning that the derivative when
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evaluated at infinity is zero. For infinity, this is determined by conjugating with the function
z → 1
z
and calculating the derivative at zero. This fact does not hold true when n = 1
and is one reason that case is left out. Infinity being super-attracting implies that there is
some ‘escape’ radius beyond which the orbits of z must tend towards infinity. Therefore each
Julia set is bounded, and must avoid some neighborhood of infinity. In this first result we
calculate a neighborhood of the origin in which a particular Julia set must lie depending on
the parameters that are chosen.
Lemma 3.4. For any c ∈ C, any a ∈ C\{0}, and any integer n ≥ 3, set s = max{4, |c|, |a|}.
Then for any |z| ≥ s, the orbit of z under Rn,c,a escapes to infinity.
Proof. Fix c ∈ C, a ∈ C, and n ≥ 3. Suppose that |z| ≥ s. Note then that sn−2 ≥ 4 for any
choice of n ≥ 3. I claim that |Rmn,c,a(z)| > sm for all m ≥ 1. First,
|Rn,c,a(z)| =
∣∣∣zn + c+ a
zn
∣∣∣
≥ |z|n − |c| − |a||z|n
> 3s− s− |a|
3s
> 3s− s− |a|
s
= 2s− |a|
s
= s+
(
s− |a|
s
)
> s.
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Now, suppose for some m ≥ 1, |Rmn,c,a(z)| > sm. Then,
|Rm+1n,c,a(z)| =
∣∣∣∣(Rmn,c,a(z))n + c+ a(Rmn,c,a(z))n
∣∣∣∣
≥ |Rmn,c,a(z)|n − |c| −
|a|
|Rmn,c,a(z)|n
> smn − s− |a|
smn
≥ smn−m+1 − s− |a|
smn
= sm(n−1)+1 − s− |a|
smn
= sm+1
(
sm(n−2) − s−m − |a|
smn+m+1
)
> sm+1(4m − 1− 1)
> sm+1.
Thus by induction, |Rmn,c,a(z)| > sm for all m ≥ 1. Since s ≥ 4, the orbit of z under Rn,c,a
escapes to infinity. Thus we have that for any choice of z such that |z| > s, the orbit of z
under Rn,c,a will escape to infinity.
Next we notice that, since 0 is a preimage of infinity, there must be a neighborhood of
0 which maps beyond the escape radius established in Lemma 3.4. Thus there must be a
neighborhood of 0 which the Julia set avoids as well. We can find this ‘inner’ radius by using
the involution that we introduced in the previous section.
Lemma 3.5. For any c ∈ C, any a ∈ C \ {0}, and any integer n ≥ 3, set t = |a|
1/n
s
, where
s is defined as in Lemma 3.4. Then t < s, and for any |z| ≤ t the orbit of z under Rn,c,a
escapes to infinity.
Proof. First, suppose that |a| < 1. Then |a|1/n < 1, and since s ≥ 4 we have t < 1, and thus
t < s. Now suppose |a| = 1. Then t = |a|
1/n
s
=
1
s
< 1, so t < s. Finally, suppose |a| > 1.
Then |a|1/n < |a|, so t = |a|
1/n
s
<
|a|
s
. Since s ≥ |a|, we have t < 1 again, so t < s. Thus not
only is t < s, but we have t < 1 for any choice of n, c, a.
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Next, let z be such that |z| ≤ t. Then
|Ha(z)| = |a|
1/n
|z| ≥
|a|1/n
t
=
|a|1/n
|a|1/n
s
= s.
Thus, by Lemma 3.4, the orbit of Ha(z) under Rn,c,a escapes to infinity. Now, the involution
has the property that Rn,c,a(z) = Rn,c,a(Ha(z)), so since the orbit of Ha(z) escapes to infinity,
so does the orbit of z.
Combining these two results gives us an annulus in which the filled Julia set must exist
for some particular choice of parameters.
Proposition 3.6. Let c ∈ C, a ∈ C \ {0}, and n ≥ 3. Let s and t be defined as in 3.4 and
3.5. For any choice of parameters the filled Julia set of Rn,c,a must be contained within the
annulus A(t, s) = {z ∈ C | t < |z| < s}.
Proof. This result follows directly from Lemmas 3.4 and 3.5.
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Chapter 4
Baby Julia Sets and Baby Mandelbrot
Sets for Rn,c,a = z
n+ azn + c with c Fixed
In this chapter we present our first example of following the procedure that we have set forth.
We will investigate the boundedness locus of Rn,c,a and the presence of baby Mandelbrot sets
in the case that the parameter space is the a-plane; that is, the one-complex dimensional
plane with the parameters c and n fixed while the parameter a varies.
4.1 The Boundedness Locus and U ′a in Ua
We have established definitions for U ′a and Ua and given a description of what Ua looks like.
We know that U ′a maps two-to-one onto Ua, but we have not established that U
′
a ⊂ Ua for any
choice of a. This proved too difficult to show in so general a fashion. Therefore, whenever
we introduce a new set of restrictions on the parameters of Rn,c,a, one of the first things we
do is to prove that U ′a ⊂ Ua using our new restrictions. In this section we will show that
U ′a ⊂ Ua for a couple of parameter restrictions, hence establishing the existence of some baby
Julia sets within the Julia sets of Rn,c,a. We will also find a boundedness locus that works
for a very wide range of parameter values.
The results in this section must be split into two groups based on the value of the
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parameter c. The dynamics of Rn,c,a depend on c not only in a direct sense, but also in
a more general fashion. The type and quantity of principal Mandelbrot sets that appear
in the a-plane of Rn,c,a changes depending on whether c is very small or relatively large.
This change in behavior happens around |c| = 1. As we saw in chapter 2, when c ≥ 1 we
can show that there are n solutions to the equations c ± 2√a = a1/2n, which correspond
to n principal baby Mandelbrot sets. However, when |c| < 1, some of these principal baby
Mandelbrot sets start to merge and deform, resulting in shapes which have some similarities
to the Mandelbrot set, but which are noticeably different.
For the most part we will be focusing on the dynamics when |c| > 1. Determining the
dynamics for |c| < 1 requires a change in method and so is only explored briefly in this
thesis. Nevertheless, we do have some results for some small values of c.
4.1.1 Results for Small c
One of the things we look at for small c-values is to show that U ′a is contained in Ua given
certain restrictions. Showing that U ′a ⊂ Ua will often happen in two parts. First we will
show that U ′a is contained in the ellipse E , and then show that it does not touch the minor
axis of E .
Proposition 4.1. Let |c| < t as defined in Lemma 3.5 and let |a| ≤ 4. Then for any choice
of n ≥ 3, U ′a is contained in E.
Proof. Suppose |c| < t = |a|
1/n
s
and |a| ≤ 4. Then s = max{4, |c|, |a|} = 4 so |c| < |a|
1/n
4
.
The shortest distance from the center, c, of E to the boundary is given by the length of the
semi-minor axis, which is 2n − |a|
2n
. Since n ≥ 3, 2n+1 − 1
2n−1
> 2n − 1
2n−2
for any choice of
n.
Thus,
2n − |a|
2n
≥ 2n − 4
2n
= 2n − 1
2n−2
≥ 8− 1
2
=
15
2
.
Next, suppose |z| = 2. Then |c− z| ≤ |c|+ |z| < |a|
1/n
s
+ 2 < 1 + 2 = 3. We now have that
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the distance from from c to any point on the circle {z | |z| = 2} is less than 3, and the length
of the semi-minor axis of E is greater than 15
2
. Thus E contains {z | |z| ≤ 2}, and therefore
contains U ′a.
Unfortunately, letting c be complex makes it a little too difficult to show that U ′a is
contained in Ua. If instead we have c be real then we can finish with this result.
Proposition 4.2. Let c ∈ R, 0 < c < t, |a| ≤ 4, n ≥ 3, and −pi < ψ ≤ pi. Then U ′a ⊂ Ua.
Proof. These restrictions on c, a, and n satisfy the requirements of Proposition 4.1, so U ′a
must be contained in E . We have assumed that |a| ≤ 4, so certainly we have |a|1/2n < 4.
From this we can say that |a|
1/n
4
< |a|1/2n and therefore c < |a|1/2n for all available choices
of a. The set U ′a has been built so that it always contains the critical point a
1/2n. A simple
calculation shows that a1/2n maps to the critical value c + 2
√
a (the ‘positive’ focus of E).
Since c ∈ R, if we choose an a so that a ∈ R as well we get an E which is centered on the
real axis with its major axis lying on R. Since c < |a|1/2n this means that whenever a is real
we can say that U ′a ∩ Ua 6= ∅. If we can show that the minor axis of E does not intersect U ′a
then by continuity we can say that U ′a ⊂ Ua. To show this, fix |a| and set ψ = 0. Here U ′a
rests on the real axis, with the two ray boundaries at arguments ± pi
2n
. The ellipse E has its
major axis on the real axis, and its minor axis, which makes up part of the boundary of Ua,
running vertically through c. See Figure 4.1 for an example of E , U ′a, and Ua.
The minor axis of E intersects the circle
{
z
∣∣∣∣ |z| = |a|1/n2
}
in two places. Let ±θ be the
arguments of the intersection points. Since we have c <
|a|1/n
4
,
cos(±θ) <
|a|1/n
4
|a|1/n
2
=
1
2
.
Thus, θ > pi
3
. Since n ≥ 3, the ray boundaries of U ′a have arguments between ±pi6 . Since the
minor axis does not intersect U ′a on
{
z
∣∣∣∣ |z| = |a|1/n2
}
, it does not intersect it anywhere and
thus U ′a ⊂ Ua when ψ = 0.
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Figure 4.1: E with major axis on R
Next we will let ψ go from 0 to pi. In doing this E is rotated by ψ
2
, so as ψ increases,
the argument of Ua with respect to c increases by
ψ
2
. On the other hand, as ψ increases the
argument of U ′a increases by at most
pi
6
as n must be at least 3. Thus while the upper ray
boundary of U ′a will not catch up with the positive semi-minor axis, it is possible that the
negative semi-minor axis will catch up with the lower ray boundary of U ′a. This can happen
at just one single value of ψ. Let us now examine U ′a and Ua when ψ = pi. When ψ = pi, Ua
has been rotated by pi
2
, so the minor axis of E lies on the real axis. The upper ray boundary
of U ′a has argument ≤ pi3 and the lower ray boundary of U ′a has argument 0. See Figure 4.2.
Since the argument of U ′a and Ua both increase linearly, this is the first and only time
that the boundary of Ua touches the boundary of U
′
a. Thus for 0 ≤ ψ < pi we have U ′a ⊂ Ua.
Furthermore, when ψ = pi the boundaries of U ′a and Ua touch, but both U
′
a and Ua are open
so we still have U ′ ⊂ U .
Finally we will let ψ go from 0 to −pi. This works the same as the previous case, with
the only difference being a clockwise rotation instead of counter clockwise. When ψ = −pi,
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Figure 4.2: E with minor axis on R, rotated counter-clockwise
Ua has been rotated by −pi2 , so the minor axis of E lies on the real axis. The upper ray
boundary of U ′a has argument 0 and the lower ray boundary of U
′
a has argument ≥ −pi3 . See
Figure 4.3.
Again, the argument of U ′a and Ua both change linearly so this is the first and only time
that the boundary of Ua touches that of U
′
a. Thus for −pi ≤ ψ < 0 we have U ′a ⊂ Ua. Thus
we have shown that for c ∈ R, 0 < c < t, |a| ≤ 4, n ≥ 3, and −pi < ψ ≤ pi, U ′a ⊂ Ua.
We can combine this Proposition with facts established by Douady and Hubbard to make
one further conclusion about these parameter values for which U ′a ⊂ Ua:
Theorem 4.3. Let n ≥ 3, 0 < c < t, |a| ≤ 4, and ψ 6= pi. Rn,c,a restricted to the set of
points whose orbits remain in U ′a is topologically conjugate to some quadratic polynomial on
its filled Julia set.
Proof. We established in Proposition 4.2 that with these parameter restrictions we have
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Figure 4.3: E with minor axis on R, rotated clockwise
U ′a ⊂ Ua. We need the restriction that ψ 6= pi so that we can also claim that U ′a is also
relatively compact in Ua for these restrictions. With this we can now say by Definition 2.1
that Rn,c,a is a polynomial-like map of degree 2 on U
′
a given these parameters. Thus, by
Proposition 2.2, we have that the filled Julia set of Rn,c,a on U
′
a is topologically conjugate to
the filled Julia set of some quadratic polynomial.
Recall that the definition of the filled Julia set of a polynomial-like map consists of the
collection of points in U ′a whose orbits never escape U
′
a under iteration by Rn,c,a. This means
that each U ′a set forward in this theorem must contain a portion of the whole filled Julia set
of Rn,c,a which is itself topologically conjugate to a filled Julia set of a quadratic polynomial.
This means that there is some quadratic Julia set embedded in the Julia set of Rn,c,a. Figure
4.4a shows the filled Julia set of Rn,c,a with n = 3, c = 0.25, and a = 0.2 along with the
corresponding set U ′0.2. Next to it, Figure 4.4b shows the filled Julia set of the polynomial
P−1 = z2 − 1. We can see very clearly why we refer to these filled Julia sets inside U ′a as
‘baby’ quadratic Julia sets.
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(a) U ′a overlaid on the filled Julia set of R3,0.25,0.2 (b) The filled Julia set of P−1 = z2 − 1
Figure 4.4: An example of one U ′a containing a baby Julia set juxtaposed alongside the filled
Julia set of z2 − 1
4.1.2 Results for |c| > 1 + 
For the next set of results in this chapter, we will find a boundedness locus when |c| > 1 + ,
where  > 0, for sufficiently large n. Once we have this locus we will use it to help show that
U ′a ⊂ Ua. It is difficult to show this for all c-values |c| > 1 + , so we will further restrict our
parameters in order to show that U ′a ⊂ Ua.
To find the boundedness locus we first establish the locus for real values of c and then
extend the result to complex values of c.
Proposition 4.4. Given any  > 0, c ∈ R, and c > 1 +  there exists an N ∈ N such that
for n ≥ N the boundedness locus of Rn,c,a is contained in the polar rectangle L, where L is
given by the set of a-values such that
(c− (1 + ))2
4
≤ |a| ≤ (c+ (1 + ))
2
4
and
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−2 sin−1
(
1 + 
c
)
≤ Arg(a) ≤ 2 sin−1
(
1 + 
c
)
.
Proof. From 2.4 we have that given any c ∈ C, a ∈ C∗, and given any  > 0 there is an
N ≥ 2 such that for all n ≥ N , the filled Julia set of Rn,c,a is contained in the disk of radius
1 +  centered at 0. The assumptions that we have made satisfy these conditions, so in order
for a to be in the boundedness locus for Rn,c,a, we must have at least one of c± 2
√
a inside
the disk of radius 1 + .
Since Re(2
√
a) > 0, c ∈ R and c > 1 +  we have that Re(c + 2√a) > 1 + , and so
the orbit of c + 2
√
a cannot possibly remain bounded. Thus we can only look at c − 2√a.
Now, if (c − 2√a) ∈ {z : |z| < 1 + }, then we must have −2√a ∈ {z : |z + c| < 1 + }.
From this we get
√
a ∈
{
z : |z − c
2
| < 1 + 
2
}
. By squaring this region we can use the result
to create a set of bounds for where the boundedness locus must occur. Since c is real and
c > 1 + , this disk is centered on the real axis and Re(z) > 0 for all z inside it. Thus for all{
z : |z − c
2
| < 1 + 
2
}
, we get c−(1+)
2
≤ |√a| ≤ c+(1+)
2
. When we square every point in this
disk we end up with bounds for the modulus of a, given by
(c− (1 + ))2
4
≤ |a| ≤ (c+ (1 + ))
2
4
.
We get the bounds for the argument of a by finding the largest and smallest arguments
that occur on the disk of radius 1+
2
centered at c
2
and then doubling them. Since the disk
is centered on the real axis, the largest and smallest arguments will simply be opposites of
each other. The largest argument occurs when the line segment extending from the origin is
tangent to our disk. We can use the right triangle this creates to find the angle. See Figure
4.5 for an illustration.
From this we see that the sine of this angle is 1+
c
, so the largest argument is sin−1(1+
c
),
and the smallest is − sin−1(1+
c
). Doubling these gives us the upper and lower bounds for
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Figure 4.5: Illustration of the largest possible argument of a
the argument of a:
−2 sin−1
(
1 + 
c
)
≤ Arg(a) ≤ 2 sin−1
(
1 + 
c
)
.
So, for n sufficiently large, the modulus and argument of a must be bounded in both
these ways in order for c− 2√a to be in the filled Julia set of Rn,c,a. Thus the boundedness
locus for Rn,c,a must be bounded the same way.
We now complete the result for complex values of c by using a rotation argument.
Proposition 4.5. Given any  > 0, c ∈ C, and |c| > 1 +  there exists an N ∈ N such that
for n ≥ N the boundedness locus of Rn,c,a is contained in the polar rectangle L, where L is
given by the set of a-values such that
(|c| − (1 + ))2
4
≤ |a| ≤ (|c|+ (1 + ))
2
4
and
−2 sin−1
(
1 + 
|c|
)
+ 2Arg(c) ≤ Arg(a) ≤ 2 sin−1
(
1 + 
|c|
)
+ 2Arg(c).
Proof. The polar rectangle L here is simply the polar rectangle from Proposition 4.4, rotated
by twice the argument of c. Suppose |(|c| − 2√a)| < 1 + . Then any rotation of |c| − 2√a
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will still satisfy the same inequality. Thus,
∣∣(|c| − 2√a)∣∣ < 1 + ∣∣(|c| − 2√a)∣∣ ∣∣(eiArg(c))∣∣ < 1 + ∣∣(|c| − 2√a)(eiArg(c))∣∣ < 1 + ∣∣(|c|eiArg(c) − 2eiArg(c)√a∣∣ < 1 + ∣∣∣c− 2√ae2iArg(c)∣∣∣ < 1 + .
We see that, if a is rotated by twice the argument of c, we get c − 2√a within the disk of
radius 1 + , and therefore this a is potentially in the boundedness locus. We can do this
with any a from the polar rectangle from the previous Proposition, so we create the new
polar rectangle by rotating the previous one by 2Arg(c).
Now that we have found a region in which the boundedness locus lies, we can use this to
help prove that U ′a ⊂ Ua. This polar rectangle L gives us a natural restriction for the values
of a. We don’t care if U ′a is contained in Ua for values of a outside of L, so we can restrict
our a-values to those which lie within L. We again begin by showing that U ′a ⊂ E .
Proposition 4.6. Suppose we have c ∈ C, |c| > 1 + ,  > 0, and a in the polar rectangle
L from Proposition 4.5. There exists an N ∈ N sufficiently large such that the region U ′a
associated with Rn,c,a for any n ≥ N is contained in the ellipse E.
Proof. By Proposition 4.5, let N1 be sufficiently large so that the boundedness locus of Rn,c,a
is contained in L. For a chosen c, let N2 be large enough so that 6|c| + 4 < 2N2+1. Finally,
let N = max{N1, N2}. Now, for all n ≥ N , we can use the inequalities 6|c| + 4 < 2n+1 and
|a| ≤ (|c|+(1+))2
4
.
In order to show that U ′a is in E we will first show that U ′a is contained in the disk of
32
radius 2 centered at 0, and then that this disk is in E . Recall the definition of U ′a:
U ′a =
{
z
∣∣∣∣∣ a
1
n
2
< |z| < 2, ψ − pi
2n
< Arg(z) <
ψ + pi
2n
}
.
By our assumptions we have
|a| ≤ (|c|+ (1 + ))
2
4
<
(|c|+ |c|))2
4
=
4|c|2
4
= |c|2.
Since |c|2 > |a| we can write |c| > |a|1/2. From this we can create another inequality:
2n+1 > 6|c|+ 4 > 6|c| > 2|c| > 2|a|1/2.
If we manipulate 2|a|1/2 < 2n+1, we get
2|a|1/2 < 2n+1,
|a|1/2 < 2n,
|a| < 4n,
|a|1/n < 4,
|a|1/n
2
< 2.
This verifies that our definition of U ′a works nicely for these a-values and shows that U
′
a is
in D(0, 2). Next, to show that D(0, 2) is in E , we show that |z − c+ 2√a|+ |z − c− 2√a| <
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2n+1 + |a|
2n−1 for all z ∈ D(0, 2). Let |z| < 2. Then,
|z − c+ 2√a|+ |z − c− 2√a| ≤ 2|z|+ 2|c|+ 4|a|1/2
< 4 + 2|c|+ 4|a|1/2
< 4 + 2|c|+ 4|c|
= 6|c|+ 4
< 2n+1
< 2n+1 +
|a|
2n−1
.
Thus for sufficiently large n we have U ′a contained in E .
We have shown that U ′a ⊂ E for these restrictions on a and c. Just as in Proposition 4.2
we can identify a simple case where U ′a ∩ Ua 6= ∅, so again we can show that U ′a ⊂ Ua by
showing that U ′a does not intersect the minor axis of E . Since E is centered at c, the position
of E can vary greatly depending on c and it is difficult to ensure that the minor axis never
touches U ′a. Therefore we put a couple of tighter restrictions on c in order to ensure that it
never happens.
Proposition 4.7. Suppose c ∈ R, c < 0, |c| > 1 + , and n sufficiently large so as to satisfy
Proposition 4.6. Then for any Rn,c,a with n, c, and a satisfying these conditions we have
U ′a ⊂ Ua.
Proof. By Proposition 4.6 we have that U ′a ⊂ E . Once again we know that a1/2n maps to
c+ 2
√
a. Since c is real, if we select a positive real value for a then E is centered on the real
axis with major axis along R. As c is negative, we also have c < a1/2n for positive real a.
Thus U ′a ∩ Ua 6= ∅ for some a-value within our parameters. If we prove that the minor axis
of E does not intersect U ′a for any n, c, and a with our restrictions, then once again we will
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have U ′a ⊂ Ua. Recall the definition of U ′a:
U ′a =
{
z
∣∣∣∣∣ a
1
n
2
< |z| < 2, ψ − pi
2n
< Arg(z) <
ψ + pi
2n
}
.
Since −pi ≤ ψ ≤ pi and n ≥ 3, we have that ψ+pi
2n
≤ 2pi
2n
≤ pi
3
and ψ−pi
2n
≥ −2pi
2n
≥ −pi
3
. Thus for
all z ∈ U ′a we have −pi3 ≤ arg(z) ≤ pi3 .
Since c is real and negative, as E rotates based on a the first points where the minor axis
potentially touches the polar rectangle |a|
1/n
2
≤ |z| ≤ 2, −pi
3
≤ arg(z) ≤ pi
3
will be at 2e
pi
3
i and
2e−
pi
3
i, or (1,
√
3) and (1,−√3). To find at what angle of rotation this intersection occurs,
we construct the triangle in Figure 4.6.
Figure 4.6: Finding the angle of the intersection
From this triangle we can determine that γ = sin−1
(
|c|+1√
|c|2+2|c|+4
)
. Thus the minor axis
of E intersects this polar region when the angle of rotation is sin−1
(
|c|+1√
|c|2+2|c|+4
)
. The angle
of rotation of E is given by ψ
2
, so we shall show that given our restrictions we end up with
ψ
2
< sin−1
(
|c|+1√
|c|2+2|c|+4
)
for all allowable choices of n, c, and a.
Our restrictions on the argument of a say that
2arg(c)− sin−1
(
1 + 
|c|
)
≤ ψ ≤ 2arg(c) + sin−1
(
1 + 
|c|
)
.
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Since arg(c) = pi, this means that ψ is within sin−1
(
1+
|c|
)
of 2pi, or 0. So we can say
− sin−1
(
1 + 
|c|
)
≤ ψ ≤ sin−1
(
1 + 
|c|
)
.
Thus by our restrictions we have
ψ
2
≤ 1
2
sin−1
(
1 + 
|c|
)
<
1
2
sin−1(1) =
pi
4
.
Now we take a look at the contents of our other inverse sine.
|c|+ 1√|c|2 + 2|c|+ 4 =
√
(|c|+ 1)2√|c|2 + 2|c|+ 4
=
√
|c|2 + 2|c|+ 1
|c|2 + 2|c|+ 4
=
√
|c|2 + 2|c|+ 4− 3
|c|2 + 2|c|+ 4
=
√
1− 3|c|2 + 2|c|+ 4 .
Since |c| > 1, we have |c|2 + 2|c|+ 4 > 7, and so 1|c|2+2|c|+4 < 17 . Thus,
|c|+ 1√|c|2 + 2|c|+ 4 =
√
1− 3|c|2 + 2|c|+ 4 >
√
1− 3
7
=
2√
7
>
√
2
2
.
Since |c|+1√|c|2+2|c|+4 >
√
2
2
, we also have sin−1
(
|c|+1√
|c|2+2|c|+4
)
> pi
4
. We have now shown that
ψ
2
≤ 1
2
sin−1
(
1 + 
|c|
)
<
1
2
sin−1(1) =
pi
4
< sin−1
(
|c|+ 1√|c|2 + 2|c|+ 4
)
.
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A similar argument using an almost identical triangle gives us the following inequality:
ψ
2
≥ −1
2
sin−1
(
1 + 
|c|
)
> −1
2
sin−1(1) = −pi
4
> − sin−1
(
|c|+ 1√|c|2 + 2|c|+ 4
)
.
From this we see that the minor axis of E never intersects the polar rectangle given by
|a|1/n
2
≤ |z| ≤ 2, −pi
3
≤ arg(z) ≤ pi
3
for any allowable choice of n, c, and a, and therefore
never intersects U ′a. Thus we have U
′
a ⊂ Ua for c ∈ R, c < 0, |c| > 1 + , and n sufficiently
large.
Just as with the small c case, we can now conclude that the sets U ′a with the above
restrictions also contain baby Julia sets of quadratic polynomials.
Theorem 4.8. Suppose c ∈ R, c < 0, |c| > 1 + , where  > 0, and n sufficiently large so as
to satisfy Proposition 4.6. Given these restrictions, Rn,c,a restricted to the set of points whose
orbits remain in U ′a is topologically conjugate to some quadratic polynomial on its filled Julia
set.
Proof. The proof for this theorem is the same as that of Theorem 4.3. The result follows
from Proposition 2.2.
4.2 Dynamics for Large c
In this section we constrain the parameter c so that we can go all the way and prove the
existence of baby Mandelbrot sets in the parameter planes of Rn,c,a. We will show that, for
c ∈ C, |c| ≥ 6 and n such that 4|c| + 8 ≤ 2n+1, there exist n baby Mandelbrot sets in the
boundedness locus of the a-parameter planes of the family of functions Rn,c,a(z) = z
n+ a
zn
+c.
Figure 4.7 shows two examples of these planes. We can see what look like n baby Mandelbrot
sets present in each example. While this is a more narrow range of parameter values than
we used in some of the results in the previous sections of this chapter, it still covers a very
wide range of possible c-parameter values that can be chosen.
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(a) a-plane for n = 8 and c = 6
(b) a-plane for n = 5 and c = −6 + 6i
Figure 4.7: Two parameter planes of Rn,c,a
38
In Proposition 4.5 we established that for |c| > 1 +  and sufficiently large n the bound-
edness locus of Rn,c,a would be contained within the polar rectangle L. This essentially gives
us a boundedness locus for our new parameter constraints, with only a small amount of
tinkering required in some cases. Any |c| ≥ 6 certainly falls within the range of |c| > 1 + ,
so all we need is a sufficiently large N to force the boundedness locus inside L for any n ≥ N .
It is possible that there is an N which is sufficiently large so that 4|c|+ 8 ≤ 2n+1 for n ≥ N
but which is not large enough to cause the boundedness locus to always fit inside L. In
any such case it is a simple matter to use the larger of the two Ns so that we have both a
concrete boundedness locus and proof of baby Mandelbrot sets.
The purpose of finding the ‘spine’ of a boundedness locus is to find a curve within the
boundedness locus on which the centers of our primary baby Mandelbrot sets lie. This, in
turn, allows to to better locate the potential baby Mandelbrot sets so that we can create
appropriate U ′as to contain them. From Lemma 2.5 we have that given any |c| > 1, n ≥ 2
there exist n solutions in the family of functions Rn,c,a to the equation c ± 2
√
a = a1/2n.
In other words, there are n fixed critical points in the a-plane. They are found by making
the substitution w2n = a and solving wn = w
2
− c
2
. This allows us to bypass finding a
‘spine’ for the boundedness locus, as we already know the number of potential principal
baby Mandelbrots and can create our U ′as to surround these solutions.
Given |c| ≥ 6 and a sufficiently large n we will show that for each of the n solutions,
w1, w2, ..., wn there is a U
′
a and a region in the a parameter plane, Wc,wj , such that for all
a ∈ Wc,wj we have U ′a ⊂ Rn,c,a(U ′a) = Ua. We will show that Rn,c,a : U ′a → Ua is polynomial-
like of degree two on each Wc,wj . We will show that for each a in the boundary of any Wc,wj
we have that the chosen fixed critical value Rn,c,a(wj) = c ± 2
√
a is contained in Ua − U ′a.
And lastly we will show that as a travels once around the boundary of any Wc,wj the critical
value c ± 2√a wraps once around the critical point a1/2n. Hence by Theorem 2.3 we can
conclude the existence of a baby Mandelbrot set within each Wc,wj .
To begin we will first define a collection of regions in the a-plane with each corresponding
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to one fixed critical point. Each of these regions is created so that they contain the entirety of
one of our proposed baby Mandelbrot sets. They also act as constraints for our a-values, as
we only need to consider values within the region to prove that it contains a baby Mandelbrot
set.
Definition 4.9. Given a family of functions Rn,c,a with |c| ≥ 6 and n sufficiently large so
that 4|c| + 8 < 2n+1 there are n fixed critical points, w1, w2, ..., wn. For each w1, ..., wn we
define Wc,wj for j ∈ 1, ..., n as the region in the a parameter plane bounded by the curves:
1
16
e2iθ − c
4
eiθ +
c2
4
for 0 ≤ θ ≤ 2pi (4.1)
e2iθ − ceiθ + c
2
4
for 0 ≤ θ ≤ 2pi (4.2)
x2
4
e2i(Arg(wj)−
pi
2n) − xc
2
ei(Arg(wj)−
pi
2n) +
c2
4
for
1
2
≤ x ≤ 2 (4.3)
x2
4
e2i(Arg(wj)+
pi
2n) − xc
2
ei(Arg(wj)+
pi
2n) +
c2
4
for
1
2
≤ x ≤ 2. (4.4)
Curves (1) and (2) are found, respectively, by solving |c + 2√a| = 1
2
and |c + 2√a| = 2
for a. Curves (3) and (4) are found, respectively, by solving c + 2
√
a = xei(Arg(wj)−
pi
2n) and
c+ 2
√
a = xei(Arg(wj)+
pi
2n) for a. We define Wc,wj this way so that as the parameter a travels
around the boundary of Wc,wj the critical value c + 2
√
a travels around a specific region.
Curves (1) and (2) are both close to circular, while curves (3) and (4) are both arcs from
arms of a parabola. Figures 4.8 and 4.9 give an idea of what a single Wc,wj region looks like,
as well as showing examples of the W s containing the principal baby Mandelbrot sets.
The next step is to show that, for all a in each of the Wc,wj , Rn,c,a is polynomial-like of
degree 2 on U ′a. To do this we will need to show that U
′
a ⊂ Ua for all valid choices of a.
Proposition 4.10. The family of functions Rn,c,a(z) is polynomial-like of degree 2 on each
U ′a for a in any Wc,wj . That is, U
′
a ⊂ Ua and Rn,c,a maps U ′a two-to-one onto Ua.
Proof. This proof will require several pieces to complete, so we’ll take this step-by-step.
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Figure 4.8: An example of one Wc,wj for c = 4 + 4i and n = 6 next to an overlay of all 6 of
the Wc,wj on top of the a parameter plane for c = 4 + 4i and n = 6
Figure 4.9: An example of one Wc,wj for c = −6− 22i and n = 8 next to an overlay of all 6
of the Wc,wj on top of the a parameter plane for c = −6− 22i and n = 8
First, recall the definition for U ′a:
U ′a =
{
z
∣∣∣∣∣ a
1
n
2
< |z| < 2, ψ − pi
2n
< Arg(z) <
ψ + pi
2n
}
.
The description of Ua in Lemma 3.3 also applies here as well, so we know that Rn,c,a maps
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U ′a two-to-one onto Ua. What we need to show to complete this proof is that U
′
a ⊂ Ua for
every a in every Wc,wj . As before, we will first establish that all of the U
′
as are contained
within the ellipse E .
Lemma 4.11. For any a in any Wc,wj , U
′
a ⊂ E.
Proof. To prove this we will show that the closed disk of radius 2 centered at 0 is contained
in E and therefore so is U ′a. As specified in Lemma 3.3, the length of the semi-major axis of
E is given by 2n+ |a|
2n
and the length of the semi-minor axis of E is given by 2n− |a|
2n
. A simple
calculation shows us that the distance from the center of the ellipse to the foci is 2
√|a|.
Recall that E is centered at c and is rotated by a degree of ψ
2
. This means that the two foci
of E occur at c± 2√a, which are also the two critical values for Rn,c,a.
Now that we know the locations of the two foci of E we can prove that D2(0) is contained
in E by examining the sum |z − (c + 2√a)| + |z − (c − 2√a)| for |z| ≤ 2. The sum of the
distances from any point on E to each foci is 2
(
2n + |a|
2n
)
. If we can show that |z − (c +
2
√
a)|+ |z − (c− 2√a)| < 2
(
2n + |a|
2n
)
for all allowable choices of a then this would give us
that D2(0) ⊂ E . To do this we will first find an upper bound for the magnitude of a. Recall
that for each Wc,wj the outer boundary is given by
e2iθ − ceiθ + c
2
4
for 0 ≤ θ ≤ 2pi.
From this we can say that
|a| ≤
∣∣∣∣e2iθ − ceiθ + c24
∣∣∣∣
≤ |e2iθ|+ |ceiθ|+
∣∣∣∣c24
∣∣∣∣
=
|c|2
4
+ |c|+ 1
=
( |c|
2
+ 1
)2
.
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Going back to |z − (c + 2√a)| + |z − (c − 2√a)| and using our initial assumption that n is
sufficiently large so that 4|c|+ 8 ≤ 2n+1 we now have
|z − (c+ 2√a)|+ |z − (c− 2√a)| ≤ 2|z|+ 2|c|+ 4|a|1/2
≤ 4 + 2|c|+ 4
( |c|
2
+ 1
)
= 4|c|+ 8
≤ 2n+1
< 2n+1 +
|a|
2n−1
= 2
(
2n +
|a|
2n
)
.
Thus D2(0) ⊂ E and therefore U ′a ⊂ E .
The next step requires us to show that U ′a does not touch the minor axis of E so that
we can say that U ′a ⊂ Ua. This has been difficult in the past and has often required us to
alter our parameters in order to show that it is true. With the parameters that we have
chosen this time we will not need to alter anything. However, we do need to establish one
property about the argument of a in order to prove definitively that U ′a ⊂ Ua for our chosen
parameters.
Lemma 4.12. As a varies throughout any given Wc,wj , the argument of a
1/2n changes by
less than pi
2n
.
Proof. We mentioned earlier that as we trace a around the boundary of a given Wc,wj the
associated critical value travels around a specific region. We will call this region Vc,wj and
define
Vc,wj =
{
z
∣∣∣∣ 12 ≤ |z| ≤ 2, arg(wj)− pi2n ≤ arg(z) ≤ arg(wj) + pi2n
}
.
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The two ray boundaries of Vc,wj are created when a is on the two boundary curves of Wc,wj
given by
r2
4
e2i(arg(wj)+
pi
2n
) − rc
2
ei(arg(wj)+
pi
2n
) +
c2
4
for
1
2
≤ r ≤ 2
and
r2
4
e2i(arg(wj)−
pi
2n
) − rc
2
ei(arg(wj)−
pi
2n
) +
c2
4
for
1
2
≤ r ≤ 2.
First we show that for any fixed r in 1
2
≤ r ≤ 2, the change in argument of
r2
4
e2i(arg(wj)+x) − rc
2
ei(arg(wj)+x) +
c2
4
as x : − pi
2n
→ pi
2n
is less than 2pi
n
.
Notice that we can write
r2
4
e2i(arg(wj)+x) − rc
2
ei(arg(wj)+x) +
c2
4
=
(r
2
ei(arg(wj)+x) − c
2
)2
.
If we use the fact that arg(rei(θ+x) + seiψ) < arg(reiθ + seiψ) + x when r 6= 0 and s 6= 0, we
see that as x : − pi
2n
→ pi
2n
, arg
(
r
2
ei(arg(wj)+x) − c
2
)
changes by less than 2( pi
2n
) = pi
n
. Thus, as
x : − pi
2n
→ pi
2n
, arg
(
r
2
ei(arg(wj)+x) − c
2
)2
changes by less than 2pi
n
. So, in crossing over Wc,wj
from one parabolic arc to another gives a change in argument of less than 2pi
n
. If arg(a)
changes by less than 2pi
n
, then arg(a1/2n) changes by less than pi
n2
. Since n ≥ 3 we can write
this as pi
n2
≤ pi
3n
.
Next, the two inner and outer boundaries of Vc,wj are created when a is on the two
boundary curves of Wc,wj given by
1
16
e2iθ − c
4
eiθ +
c2
4
for 0 ≤ θ ≤ 2pi
and
e2iθ − ceiθ + c
2
4
for 0 ≤ θ ≤ 2pi.
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Here we will show that, for fixed θ, the change in argument of a as we go from the inner to
the outer bound is less than pi
6
. Once again notice that we can write
1
16
e2iθ − c
4
eiθ +
c2
4
=
(
eiθ
4
− c
2
)2
and
e2iθ − ceiθ + c
2
4
=
(
eiθ − c
2
)2
.
Since c and θ are fixed we can think of
(
reiθ − c
2
)
as a triangle in C and examine what
happens to the argument as we take r : 1
4
→ 1. The change in argument for (reiθ − c
2
)
as
r : 1
4
→ 1 will be greatest when θ = arg(c)± pi
2
. We have assumed |c| ≥ 6, so |c|
2
≥ 3 and we
have a right triangle where the shortest leg is increasing in length from 1
4
to 1. Since |c|
2
≥ 3
we have arg
(
eiθ
4
− c
2
)
≤ tan−1( 1
12
) and arg
(
eiθ − c
2
) ≤ tan−1(1
3
). The change in argument
will be greater the smaller |c| is, so the change in argument for (reiθ − c
2
)
as r : 1
4
→ 1 is less
than or equal to tan−1(1
3
)− tan−1( 1
12
) < pi
12
.
The change in argument for
(
reiθ − c
2
)
as r : 1
4
→ 1 is less than pi
12
, so the change in
argument for
(
reiθ − c
2
)2
as r : 1
4
→ 1 is less than pi
6
. If arg(a) changes by less than pi
6
, then
arg(a1/2n) changes by less than pi
12n
.
As a travels from any point in a given Wc,wj to another, we can think of this change as a
shift along two arcs, one of each of the two types detailed above. Therefore we can say that
the change in argument of a1/2n as a travels from any one point in Wc,wj to another is less
than pi
n2
+ pi
12n
. From here we see that
pi
n2
+
pi
12n
≤ pi
3n
+
pi
12n
=
5pi
12n
<
6pi
12n
=
pi
2n
,
so as a varies throughout any given Wc,wj the argument of a
1/2n changes by less than pi
2n
.
This Lemma gives us the ability to show that U ′a ⊂ Ua, so that will be the next thing
that we do.
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Lemma 4.13. For any a in any Wc,wj , U
′
a ⊂ Ua.
Proof. We have already shown that for any a in one of the Wc,wj the set U
′
a is contained
in E . Since U ′a varies analytically as a varies and there exists an a in each Wc,wj such that
a1/2n ∈ U ′a is fixed, all that needs to be shown is that U ′a never intersects the minor axis of
E . To do this we will show that a disk of radius 2√|a| centered at c± 2√a contains U ′a.
In each Wc,wj there is an a such that a
1/2n = c ± 2√a. At this a-value U ′a is contained
almost exactly by the region traced out by the critical value as a travels around the boundary
of Wc,wj . The only difference is that the inner arc boundary of U
′
a has magnitude
|a|1/n
2
while
the inner arc that the critical value traces has magnitude 1
2
. Recall from the definition of
Wc,wj that the outer boundary of Wc,wj is given by e
2iθ + ceiθ + c
2
4
and note that therefore
|a| ≥
∣∣∣∣c24
∣∣∣∣− |ceiθ| − |e2iθ|
=
|c|2
4
− |c| − 1
≥ (6)
2
4
− 7
= 2.
Thus |a| > 1, and so 1
2
< |a|
1/n
2
.
We showed in Lemma 4.12 that as a varies in Wc,wj the argument of a
1/2n can change by
no more than pi
2n
. The radius of the smallest circle centered at c ± 2√a that is guaranteed
to contain U ′a for any a in Wc,wj is found using the triangle in Figure 4.10. The difference
in argument between c ± 2√a and the furthest corner of U ′a is no more than 3pi2n and since
n ≥ 3 we get 3pi
2n
≤ pi
2
. This means that one of the short legs of the triangle, labeled x, has
length less than or equal to
√
2
2
. The other short leg has length 3
2
. From this we get that the
radius of the smallest circle at c± 2√a that is guaranteed to contain U ′a is less than or equal
to 3+
√
2
2
.
Now, |a| ≥ 2, so 2√|a| ≥ 2√2, which is greater than 3+√2
2
. Thus for any a ∈ Wc,wj a
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Figure 4.10: Finding the smallest circle which contains U ′a
disk of radius 2
√|a| centered at the critical value will contain U ′a. This guarantees us that
U ′a ⊂ Ua.
Now we can say that U ′a ⊂ Ua and U ′a is relatively compact in Ua for any choice of a in
any of the Wc,wj . This combined with the fact that Rn,c,a is a proper analytic map which
maps U ′a two-to-one onto Ua gives us that Rn,c,a is a polynomial-like map of degree 2 on each
U ′a for any a in any Wc,wj .
So far we have satisfied the first four conditions in Theorem 2.3 set forth by Douady and
Hubbard to show that we have a homeomorphic copy of the Mandelbrot set:
(1) Each Wc,wj is a closed disk contained in an open set in C.
(2) By our definitions, the boundaries of U ′a and Ua both vary analytically as a varies.
(3) The map (a, z) 7→ Rn,c,a(z) depends analytically on both a and z.
(4) On each Wc,wj , Rn,c,a has a unique critical point and is polynomial-like of degree 2.
All that is left to show is that as a winds once around the boundary of any Wc,wj the critical
value winds once around the critical point. If we can show this last thing then we will have
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shown that for each one of our Wc,wj there is a corresponding baby copy of the Mandelbrot
set.
Lemma 4.14. On each region Wc,wj the corresponding function given by Rn,c,a has a unique
critical point. As we trace the parameter a once around the boundary of any Wc,wj , the image
of this unique critical point winds once around the critical point itself.
Proof. As mentioned in Lemma 4.12, as a winds once around the boundary of any Wc,wj the
critical value, c± 2√a, winds once around the boundary of
Vc,wj =
{
z
∣∣∣∣ 12 ≤ |z| ≤ 2 , arg(wj)− pi2n ≤ arg(z) ≤ arg(wj) + pi2n
}
.
Recall that each region Wc,wj contains a parameter value for which the critical point, a
1/2n,
is fixed. We refer to this fixed critical point as wj and the set Vc,wj is centered around this
point. The argument of c±2√a changes more rapidly than the argument of a1/2n as a varies
away from the parameter value corresponding with wj. Since c±2
√
a traverses the boundary
of Vc,wj , this means that a
1/2n must remain within the interior of Vc,wj for all a ∈ Wc,wj . Thus
as a winds once around the boundary of any Wc,wj , the critical value winds once around the
critical point.
Combining Proposition 4.10 with the previous Lemma gives us the result we are looking
for.
Theorem 4.15. For |c| ≥ 6 and n sufficiently large so that 4|c| + 8 ≤ 2n+1, there exist n
‘primary’ homeomorphic copies of the Mandelbrot set in the boundedness locus in the a-plane
of the family of functions Rn,c,a(z) = z
n + a
zn
+ c.
Proof. Proposition 4.10 gives us that Rn,c,a is polynomial-like of degree 2 on each Wc,wj .
This combined with Lemma 4.14 finishes our proof. For each j ∈ 1, 2, ..., n the set of all
a in the set Wc,wj for which the orbit of the critical point a
1/2n does not escape from U ′a
is homeomorphic to the Mandelbrot set. There are n such fixed critical points and n such
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regions so there must exist at least n homeomorphic copies of the Mandelbrot set within the
a-parameter planes of Rn,c,a.
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Chapter 5
Investigating Other Slices of the (c, a)
Parameter Plane
We have shown that baby Mandelbrot sets exist in the a-parameter plane for Rn,c,a given
certain parameter restrictions. The full range of (c, a) values is a two-complex dimensional
parameter space. By fixing c and drawing the a-plane we are able to examine vertical slices
of the (c, a) parameter space. We will now investigate other one-dimensional slices of the
(c, a) space.
With Rn,c,a we would fix c and n and then examine the behavior of the a-plane, so while
there were 3 different parameters only one of them varied. What we would like to do is to
look at a variation of Rn,c,a where both the ‘a’ and ‘c’ parameters change. Having them both
vary independently of each other is a bit problematic, as we would then have to visualize a
4-dimensional space to get a full idea of the dynamics going on. So, instead, we will set c
so that it varies along with a, but in a fashion where one depends on the other. What we
are looking for will stay the same: a boundedness locus, a ‘spine’ for the boundedness locus,
solutions to c ± 2√a = a1/2n, and proof of the existence of baby Mandelbrot sets. In this
chapter we will find both a ‘spine’ and a boundedness locus in these new slices. The family
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(a) t = 0.8 (b) t = −0.8i
(c) t = 1 (d) t =
√
2
2 + i
√
2
2
(e) t = 2 (f) t = −√2 + i√2
Figure 5.1: Parameter planes of R5,t,a
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of functions that we will investigate is the family of rational functions
Rn,ta,a(z) = z
n +
a
zn
+ ta,
where n ≥ 3, a ∈ C \ {0}, and t ∈ C \ {0}. Here we have taken the rational family Rn,c,a
and modified it so that instead of c being a fixed complex number we set c = ta where t is
complex. To study a member of this family we will fix an n, fix a t, and allow a to vary
analytically. With this setup the parameter c no longer remains constant, instead varying
as we move through the a-plane. With this change we will now be examining all linear
slices through the origin in the (c, a) parameter space. Figure 5.1 shows a few examples of
a-planes for various values of t when n = 5. We see again what appear to be small copies
of the Mandelbrot set in these parameter planes. Figure 5.2 shows a zoomed-in example of
one such set.
5.1 The Spines of Rn,ta,a
For this parameterization of the family the first thing we are going to find is the ‘spine’ of
the boundedness locus. Finding the boundedness locus is not as straightforward as it has
been for certain members of Rn,c,a, so for Rn,ta,a we are going to create a boundedness locus
by first finding a ‘spine’ and then building the locus up around it.
This reparameterization of the family of functions from Rn,c,a to Rn,ta,a does not affect
the location of the Julia sets for Rn,ta,a. Once we’ve fixed an a and c (which gets fixed when
a does), we get a Julia set. We saw in Corollary 2.4 from [BS11] that Julia sets for Rn,c,a
are near the unit circle, and that is still the case. This Corollary states that for any c ∈ C
and a ∈ C∗, given any  > 0, there is an N ≥ 2 such that for all n > N , the filled Julia set
is contained within an -annulus of the unit circle. The proofs for the Lemmas which this
Corollary draws upon do not change when we fix a complex number t and replace c with
ta. This means that even with this modification to the family of rational functions the filled
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(a) Parameter plane for n = 6
(b) Zoomed in view
Figure 5.2: Rn,ta,a(z) = z
n + a
zn
+ ta with n = 6 and t = 1
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Julia sets of this new family still fall within the annulus A(1− , 1 + ) when n is sufficiently
large.
We denote Mn(Rn,ta,a) = {a ∈ C| at least one free critical orbit of Rn,ta,a is bounded}
and begin to describe the region in which this boundedness locus must lie by finding a curve
around which it is centered. Our strategy is as follows: since the Julia sets must be near the
unit circle, bounded critical orbits must be near the unit circle as well.
Proposition 5.1. For any t ∈ C \ {0}, the set of all a ∈ C for which at least one of the
equations |ta+ 2√a| = 1 or |ta− 2√a| = 1 holds true is given by the set
St =
{
a =
2
t2
+
1
t
eiθ ± 2
t2
√
1 + teiθ
∣∣∣∣ 0 ≤ θ ≤ 2pi} .
We will refer to these curves as the ‘spines’ of the boundedness loci of Rn,ta,a, on which the
baby Mandelbrot sets lie.
Proof. We can write |ta ± 2√a| = 1 as ta ± 2√a = eiθ for some θ. To solve this for a we
perform a substitution and use the quadratic equation.
The solutions to tu2 ± 2u− eiθ = 0 are given by
u =
∓1±√1 + teiθ
t
,
so the solutions to ta± 2√a− eiθ = 0 are given by
a =
(
∓1±√1 + teiθ
t
)2
=
2
t2
+
1
t
eiθ ± 2
t2
√
1 + teiθ.
Thus, the collection of a-values for which |ta± 2√a| = 1 is
{
2
t2
+
1
t
eiθ ± 2
t2
√
1 + teiθ
∣∣∣∣ 0 ≤ θ ≤ 2pi} .
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Figure 5.3 shows three of these curves alongside their corresponding a-planes. Notice
that when t = 1 we get a bifurcation, where values of t less than one give a spine which has
split into two disconnected curves.
5.2 The Boundedness Locus of Rn,ta,a
Now we will find a region which contains the boundedness locus for Rn,ta,a with the only
condition being that n is sufficiently large. We will create this region by taking our spine,
St, and showing that the boundedness locus must lie within an -neighborhood of St. In
order to show that Mn(Rn,ta,a) must lie within a neighborhood of St, we first restrict it to
an annulus based on |t|. Denote
u(t) =
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|
and
l(t) =
2
|t|2 +
1
|t| −
2
|t|2
√
1 + |t|.
Lemma 5.2. Let  > 0, t ∈ C\{0}. There exists an N ≥ 2 such that for all n ≥ N we have
Mn(Rn,ta,a) ⊂ A (l(t)− , u(t) + ) .
Proof. Suppose |a| ≥ u(t) +  = 2|t|2 + 1|t| + 2|t|2
√
1 + |t| + . If we examine the modulus of
the critical values we see that |ta ± 2√a| ≥ |ta| − 2√|a| = |a|1/2(|t||a|1/2 − 2) ≥ (u(t) +
)1/2(|t|(u(t) + )1/2 − 2). Thus we have
|ta± 2√a| ≥ |ta| − 2
√
|a| ≥ 2|t| + 1 +
2
|t|
√
1 + |t|+ |t| − 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+ .
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(a) Spine for t = 0.8
(b) Parameter plane slice for t = 0.8
(c) Spine for t = 1 (d) Parameter plane slice for t = 1
(e) Spine for t = 2
(f) Parameter plane slice for t = 2
Figure 5.3: Spines of R5,ta,a
56
If we look at two terms from this last expression we notice that we can rewrite them
2
|t| +
2
|t|
√
1 + |t| =
√(
2
|t| +
2
|t|
√
1 + |t|
)2
=
√
4
|t|2 +
4
|t|2 (1 + |t|) +
8
|t|2
√
1 + |t|
=
√
8
|t|2 +
4
|t| +
8
|t|2
√
1 + |t|
= 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|.
From this we get
|ta± 2√a| ≥ 2|t| + 1 +
2
|t|
√
1 + |t|+ |t| − 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+ 
= 1 + |t|+ 2|t| +
2
|t|
√
1 + |t| − 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+ 
= 1 + |t|+ 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t| − 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+ .
For this argument we want to show that there exists some δ1 > 0 such that |ta±2
√
a| > 1+δ1.
In order to do this we must then show that
|t|+ 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t| − 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+  > 0.
If we fix any t and take the derivative of
|t|+ 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t| − 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+ 
with respect to , we get
57
|t| − 1√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+ 
.
Next we look at where the derivative is positive:
|t| − 1√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+ 
> 0,
|t| > 1√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+ 
,
|t|
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+  > 1.
Since the left-hand side of this inequality is positive, we can square both sides to get
|t|2
(
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+ 
)
> 1,
or
2 + |t|+ 2
√
1 + |t|+ |t|2 > 1.
Subtracting 1 from both sides gives us
1 + |t|+ 2
√
1 + |t|+ |t|2 > 0,
which is true for any  > 0 and any choice of t. Therefore,
|t|+ 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t| − 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+ 
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is increasing with respect to . When  = 0,
|t|+ 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t| − 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+  = 0.
This, combined with the fact that it is increasing with respect to  gives us that, whenever
 > 0,
|t|+ 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t| − 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+  > 0.
Thus, there exists some δ1 > 0 such that
1 + |t|+ 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t| − 2
√
2
|t|2 +
1
|t| +
2
|t|2
√
1 + |t|+  > 1 + δ1,
and therefore
|ta± 2√a| > 1 + δ1.
By Corollary 2.4 this means that for any choice of a where |a| ≥ u(t) +  there exists an
N1 ≥ 2 such that for all n ≥ N1 we have ta±2
√
a 6∈ K(Rn,ta,a). Thus whenever |a| ≥ u(t)+
there exists an N1 ≥ 2 such that for all n ≥ N1 we get a 6∈ Mn(Rn,ta,a). Next we will use a
similar process to show that we also have a 6∈ Mn(Rn,ta,a) for values of a which are within
the hole at the center of the annulus.
Suppose |a| ≤ l(t)−  = 2|t|2 + 1|t| − 2|t|2
√
1 + |t|+ . Just like above, we then have
|ta± 2√a| ≤ |ta|+ 2
√
|a|
≤ 2|t| + 1−
2
|t|
√
1 + |t| − |t|+ 2
√
2
|t|2 +
1
|t| −
2
|t|2
√
1 + |t| − .
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Again, looking at two terms from this expression, we can write
2
|t| −
2
|t|
√
1 + |t| = −
√(
2
|t| −
2
|t|
√
1 + |t|
)2
= −
√
4
|t|2 +
4
|t|2 (1 + |t|)−
8
|t|2
√
1 + |t|
= −
√
8
|t|2 +
4
|t| −
8
|t|2
√
1 + |t|
= −2
√
2
|t|2 +
1
|t| −
2
|t|2
√
1 + |t|.
Note that 2|t|− 2|t|
√
1 + |t| is negative, which is why we choose the negative square root above.
Using this we can say
|ta± 2√a| ≤ 2|t| + 1−
2
|t|
√
1 + |t| − |t|+ 2
√
2
|t|2 +
1
|t| −
2
|t|2
√
1 + |t| − 
= 1− |t|+ 2|t| −
2
|t|
√
1 + |t|+ 2
√
2
|t|2 +
1
|t| −
2
|t|2
√
1 + |t| − 
= 1− |t| − 2
√
2
|t|2 +
1
|t| −
2
|t|2
√
1 + |t|+ 2
√
2
|t|2 +
1
|t| −
2
|t|2
√
1 + |t| − .
Notice that the two root terms in the final expression differ only by an epsilon under one
of the roots. Thus the difference of these two roots is some small negative number with
absolute value less than epsilon. This means that this final expression can be written as 1
minus |t| minus some small number. Thus there exists some δ2 > 0 such that we can write
|ta± 2√a| < 1− δ2.
By Corollary 2.4 this means that for any choice of a where |a| ≤ l(t) −  there exists an
N2 ≥ 2 such that for all n ≥ N2 we have ta±2
√
a 6∈ K(Rn,ta,a). Thus whenever |a| ≤ l(t)− 
there exists an N2 ≥ 2 such that for all n ≥ N2 we get a 6∈Mn(Rn,ta,a).
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Finally, let N = max(N1, N2) and we have our result; for all n ≥ N if a 6∈ A(l(t) −
, u(t) + ) then a 6∈Mn(Rn,ta,a).
We now have an annulus in which the boundedness locus must lie. We could stop here
but we would like to be a little more specific. The spine St lies inside this annulus but there
is also plenty of wasted space inside this annulus which is not part of the boundedness locus.
What we want to show is that the boundedness locus is within a neighborhood of St itself.
This is a much more interesting result than finding a simple annulus which bounds the locus.
In order to tackle the next Proposition we need to introduce a little notation.
Notation: We will denote the -neighborhood of a set S by N(S), and the ball of radius 
centered at a point z by B(z).
Theorem 5.3. Let  > 0. There exists an N ≥ 2 such that for all n ≥ N we have
Mn(Rn,ta,a) ⊂ N(St).
Proof. This proof follows the proof of Lemma 5.12 in [BS11] very closely. First, we apply
Lemma 5.2 to get an N1 such that for all n ≥ N1 we have Mn(Rn,ta,a) ⊂ A(l(t)− , u(t) + ).
Note that the proof of the lemma implies that St ⊂ A(l(t), u(t)). We want to show that if
a 6∈ N(St) then a 6∈Mn(Rn,ta,a), so there are two cases to consider.
First, if a 6∈ A(l(t)− , u(t) + ), then by Lemma 5.2 we have a 6∈Mn(Rn,ta,a).
Second, we must consider the set Ht, = A(l(t)− , u(t)+ )\N(St). This set is compact,
so if we create an open cover of the set, {B/2(z)|z ∈ Ht,}, it will have a finite subcover
{B1/2, B2/2, ..., Bm/2}.
Since 0 6∈ A(l(t), u(t)), we can take  sufficiently small so that none of the {B1/2, B2/2, ..., Bm/2}
include 0. Therefore the square root function turns each {B1/2, B2/2, ..., Bm/2} into two
open neighborhoods, and
{
ta± 2
√
Bk/2
}
is a collection of open neighborhoods with each
Bk/2 ⊂ C \N/2(St). For each Bk/2 we can define a δk by
δk = min
z∈Bk
/2
∣∣∣∣tz ± 2√z∣∣− 1∣∣ .
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From there we can define δ = min
1≤k≤m
δk.
For this δ we can apply Corollary 2.4 to get an N ≥ N1 such that for all n ≥ N we
have K(Rn,ta,a) ⊂ Nδ(S1). However, for each a ∈ Ht, we also have a in one of the Bk/2, and
therefore ||ta ± 2√a| − 1| > δ. This means that both ta ± 2√a 6∈ K(Rn,ta,a) and therefore
a 6∈Mn(Rn,ta,a).
Thus we have that, for all n ≥ N , if a 6∈ N(St) then a 6∈ Mn(Rn,ta,a). Therefore
Mn(Rn,ta,a) ⊂ N(St).
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Chapter 6
Investigating a Family with One
Critical Value a Fixed Point of Rn,c,a
In the last chapter we examined what happened when we asked: What happens when we
allow two parameters to vary rather than just one? We set the parameter c so that two
separate elements of the family of functions would vary as the a parameter varied. This
allowed us to look at a collection of different one-dimensional slices of (c, a), in which we
still saw baby Mandelbrot sets. In this chapter we examine a dynamically significant one-
dimensional slice through (c, a). Specifically, we examine a set of parameter values for which
one critical value is a fixed point for the map. We will explore this idea by once more
reparameterizing our original family of complex rational functions. This time we will set c
so that c+2
√
a = a1/2n is always true for the canonical choice of roots for a1/2n. Specifically,
if arg(a) = ψ, then c = |a|1/2nei ψ2n − 2√a. For the most part, however, we will simply refer
to c as c = a1/2n− 2√a. This distinction will come into play only when we try to find values
of a for which one of the critical points a1/2n maps to the other critical value, c − 2√a. To
be precise, let fn(a) = a
1/2n − 2√a. We will be looking at the behavior of the family of
functions
Rn,f(a),a(z) = z
n +
a
zn
+ a1/2n − 2√a,
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(a) Parameter plane for n = 6 (b) Zoomed in on ‘Mandelbrot’ set
Figure 6.1: The parameter slice for R6,a
where n ≥ 3 and a ∈ C \ {0}. For simplicity’s sake, we will refer to this parameterization as
Rn,a for the rest of the chapter.
Figure 6.1 shows an example of one a-plane for this family. The first thing that stands
out are the brighter colors in comparison to previous pictures. One of the critical orbits is
fixed, and so is always bounded. This means there is only one free critical orbit to track, so
we get bright, crisp images which aren’t darkened by two competing color schemes. Once
again we see possible baby Mandelbrot sets showing up in the parameter plane. We also
see small black disks throughout the boundedness locus. As we increase n we see some
interesting patterns emerge. Figure 6.2 shows multiple a-parameter planes to illustrate this.
There are what look like n − 2 well-defined baby Mandelbrot sets in each plane, as well as
n− 1 large filled disks. There also appear to be more disks and Mandelbrot sets throughout
the necklace structure in these images, but these n − 1 disks and n − 2 ‘Mandelbrot sets’
are the most prominent. Lastly, there is also a shape present in each which almost looks like
two Mandelbrot sets mashed together. What we would like to do is to identify a curve near
which this behavior is occurring, and then to try to explain why these shapes occur.
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(a) Parameter plane for n = 4 (b) Parameter plane for n = 5
(c) Parameter plane for n = 6 (d) Parameter plane for n = 7
Figure 6.2: Parameter planes for Rn,a for n = 4, 5, 6, and 7
6.1 The Spines of Rn,a
In the previous chapter we were able to describe the region in which the boundedness locus of
Rn,ta,a must lie. We did this by first finding a curve consisting of a-values which are solutions
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to one of the equations c ± 2√a = 1, and then extending an epsilon neighborhood around
this curve. For Rn,a the same argument can not be used to find a region for the boundedness
locus. However, we are still able to find a spine for Rn,a. Just as in the last chapter, we do
so by examining the values of a for which the bounded critical orbits lie on the unit circle.
Proposition 6.1. For c = a1/2n − 2√a, the set of all a ∈ C for which at least one of the
equations |c± 2√a| = 1 holds true is given by the solutions to
a =
1
16
(a1/2n + eiθ)2 for 0 ≤ θ ≤ 2pi.
As n gets large, this is very close to the cardioid
a =
1
16
(1 + eiθ)2 for 0 ≤ θ ≤ 2pi,
which has a cusp at 0 on the left side of the figure.
Proof. We first write |c ± 2√a| = 1 as c ± 2√a = −eiθ for 0 ≤ θ ≤ 2pi. Substituting
c = a1/2n − 2√a gives us two equations to consider:
a1/2n = −eiθ,
and
a1/2n − 4√a = −eiθ.
The first equation represents the critical value c + 2
√
a, which we know is fixed and so will
only lie near the unit circle when |a| = 1. As for the second equation, we will get the form
that we are looking for by isolating the square root term and then solving for that a.
a1/2n − 4√a = −eiθ,
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so
4
√
a = a1/2n + eiθ,
√
a =
1
4
(a1/2n + eiθ),
a =
1
16
(a1/2n + eiθ)2.
It may not be obvious from Figure 6.2 that this spine becomes more and more like a
cardioid as n gets larger. If we trace the large black shapes within the necklace structure we
can see a curve which looks at least somewhat like a cardioid as early as n = 6. Figure 6.3
shows an example of a large value of n where we very clearly see a cardioid shape.
Figure 6.3: Parameter plane for n = 20
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6.2 Centers of Baby Mandelbrot Sets
With earlier families of complex rational functions that we examined baby Mandelbrot sets
tend to spring up around values of the parameter a for which one of the critical values
is fixed. With Rn,a, however, the critical value c + 2
√
a is always fixed. Therefore any
interesting behavior should happen near values of a for which the second critical value,
c−2√a, is fixed as well. This should allow us to find the locations of the observed disks and
baby Mandelbrot sets, and hopefully even allow us to differentiate between which a-values
produce which shape.
Fixing c−2√a means we have c−2√a = a1/2n for one of the 2nth roots of a. The critical
value c + 2
√
a is set equal to |a| 12n e ψ2n , which we will call the canonical 2nth root of a. This
gives us one trivial solution: If a = 0, then c− 2√a = c+ 2√a = a1/2n = 0. For the rest we
need c− 2√a to be equal to a non-canonical choice of root, so a little more work is required.
Proposition 6.2. The set of a-values for which the critical value c− 2√a is equal to one of
the non-canonical roots of a1/2n is given by
a =
(
1− ei kpin
4
) 2n
n−1
for k = 1, 2, 3, ..., 2n− 1.
Proof. Here we are taking the critical value c− 2√a and setting it equal to a1/2n. This gives
us
c− 2√a = a1/2n,
or
a1/2n − 4√a = a1/2n.
The important thing to note here is that when we are substituting a1/2n − 2√a in for c, we
are using the canonical choice for the root a1/2n. In order to avoid a trivial equation, the
a1/2n root on the right-hand side of the equation must not be the same canonical root. It
must be chosen from one of the 2n− 1 other roots. Thus we really have 2n− 1 equations to
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consider, all of the following form:
a1/2n − 4√a = a1/2nei kpin for k = 1, 2, 3, ..., 2n− 1.
We rearrange the equation to first isolate the square root term, then solve for a:
4
√
a = a1/2n − a1/2nei kpin ,
√
a =
a1/2n − a1/2nei kpin
4
,
√
a = a1/2n
(
1− ei kpin
4
)
,
a
n−1
2n =
1− ei kpin
4
,
a =
(
1− ei kpin
4
) 2n
n−1
.
Thus we have
a =
(
1− ei kpin
4
) 2n
n−1
for k = 1, 2, 3, ..., 2n− 1.
At each of these 2n− 1 points we see some interesting behavior. Some of them lie within
observed baby Mandelbrot sets and some of them are inside the filled disks we see in the
boundedness locus. We would like to be able to predict if particular points in this collection
correspond to particular types of shapes. To this end, we can get some more information
about this collection of points by examining the images of the critical value c− 2√a under
Rn,a(z) at the 2n− 1 a-values listed above. When we do so, two patterns emerge.
Theorem 6.3. Let
a =
(
1− ei kpin
4
) 2n
n−1
for k = 1, 2, 3, ..., 2n− 1,
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and define c = a1/2n − 2√a. Then for each k = 1, 2, 3, ..., 2n− 1, if k is odd then the critical
value c − 2√a is fixed at a non-canonical root of a1/2n. If k is even, then c − 2√a maps to
c+ 2
√
a.
Proof. Let a =
(
1−ei kpin
4
) 2n
n−1
and c = a1/2n − 2√a. Before substituting these values into the
function we will first simplify things a bit. We want to show that
Rn,a(c− 2
√
a) = (c− 2√a)n + a
(c− 2√a)n + c = c± 2
√
a.
To make the equations a bit less messy we will subtract a c from both sides. Thus we will
instead show that
(c− 2√a)n + a
(c− 2√a)n = ±2
√
a.
Plugging c = a1/2n − 2√a and a =
(
1−ei kpin
4
) 2n
n−1
into (c− 2√a)n + a
(c−2√a)n we get
(1− ei kpin
4
) 1
n−1
− 4
(
1− ei kpin
4
) n
n−1
n +
(
1−ei kpin
4
) 2n
n−1((
1−ei kpin
4
) 1
n−1 − 4
(
1−ei kpin
4
) n
n−1
)n .
Next we factor
(
1−ei kpin
4
) n
n−1
out of both of these terms, which gives us

((
1−ei kpin
4
) 1
n−1 − 4
(
1−ei kpin
4
) n
n−1
)n
(
1−ei kpin
4
) n
n−1
+
(
1−ei kpin
4
) n
n−1((
1−ei kpin
4
) 1
n−1 − 4
(
1−ei kpin
4
) n
n−1
)n

(
1− ei kpin
4
) n
n−1
.
From here we can bring the numerator and denominator of each of these large fractions
under the same exponent:
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

(
1−ei kpin
4
) 1
n−1 − 4
(
1−ei kpin
4
) n
n−1
(
1−ei kpin
4
) 1
n−1

n
+

(
1−ei kpin
4
) 1
n−1
(
1−ei kpin
4
) 1
n−1 − 4
(
1−ei kpin
4
) n
n−1

n
(
1− ei kpin
4
) n
n−1
.
We get some cancellation in each large fraction, so the expression simplifies to

1− 4(1− ei kpin
4
)n−1
n−1
n +
 1
1− 4
(
1−ei kpin
4
)n−1
n−1

n
(
1− ei kpin
4
) n
n−1
.
Simplifying further leaves us with
(
eikpi + e−ikpi
)(1− ei kpin
4
) n
n−1
.
Since a =
(
1−ei kpin
4
) 2n
n−1
, we can write this as
(
eikpi + e−ikpi
)√
a.
It is now easy to see that if k is odd this expression is equal to −2√a and if k is even it
is equal to 2
√
a. Thus, if k is odd then
Rn,c(c− 2
√
a) = c− 2√a
and if k is even then
Rn,c(c− 2
√
a) = c+ 2
√
a.
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Chapter 7
Future Work
In this chapter we’ll briefly discuss a few avenues for future work on this subject. They all
revolve around the identification of one of two types of shapes that appear within the (c, a)
space of this family of functions Rn,c,a.
7.1 Baby Julia Sets
Throughout almost all of the images presented in this paper it becomes almost immediately
clear that there are Mandelbrot-like shapes present in these slices of the (c, a) parameter
space that we have studied. What is not readily apparent is that in many cases there are
also smaller shapes, often buried in the necklace structure surrounding the Mandelbrot sets,
which resemble quadratic Julia sets. They seem to arise in situations where both critical
orbits have varying behavior. In the a-parameter plane for fixed n and c they appear when
the two necklace structures representing each of the two critical orbits overlap. Figure 7.1
shows a very close zoom of part of the necklace structure of Rn,c,a for n = 8 and c = 0.08
next to the filled Julia set for Pc with c = 0.1− 0.45i. We can also see these quadratic Julia
sets in the necklace structure of some of the other slices that we looked at. Figure 7.2a shows
a shape appearing in the necklace structure of Rn,ta,a for n = 4 and t = 6, while Figure 7.2b
shows the filled Julia set of Pc for c = −1.3 + 0.02i.
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(a) Figure in the necklace of R8,0.08,a (b) Filled Julia set for Pc with c = 0.1− 0.45i
Figure 7.1: Shape appearing in the a-plane of Rn,c,a versus a quadratic filled Julia set
(a) Figure in the necklace of R4,6a,a (b) Filled Julia set for Pc with c = −1.3 + 0.02i
Figure 7.2: Comparison of a shape in the parameter plane of Rn,ta,a and a Julia set
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In both cases we see what look like quadratic Julia sets appearing within various param-
eter planes of the family of complex functions. We did some work in Chapter 4 showing
that baby quadratic Julia sets appear within the filled Julia sets of Rn,c,a, but we have not
yet explored these occurrences in the boundedness loci. This leads us to an avenue of study
which would be similar to the work done in this paper, but which would likely require the
use of tools other than what have been developed here.
Conjecture 1. There exist homeomorphic copies of Julia sets of Pc within the boundedness
loci of the parameter planes of Rn,c,a.
7.2 Baby Mandelbrot Sets
A natural continuation of the work done in this paper would involve returning to the slices
of the (c, a) space which were discussed in chapters 5 and 6. With both Rn,ta,a and Rn,a we
have yet to prove the existence of homeomorphic copies of the Mandelbrot set within the
parameter planes.
7.2.1 Rn,ta,a
For Rn,ta,a we identified both a spine around which the boundedness locus must be centered.
We also determined a region around this spine in which the boundedness locus must lie. The
next steps would be to find centers for where the baby Mandelbrot sets should be, and then
to prove explicitly that they are present.
Conjecture 2. There exist homeomorphic copies of the Mandelbrot set within the one-
complex dimensional slices of the (c, a) space of the parameterization of Rn,c,a given by c = ta.
7.2.2 Rn,a
In Chapter 6 we saw an interesting parameterization where both baby Mandelbrot sets and
filled disks appeared to be present in the parameter planes. We were able to find a spine for
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this parameterization, as well as a collection of 2n− 1 a-values at which c− 2√a lands on a
non-canonical critical point. These values could be separated into two groups: n values at
which c− 2√a remains fixed, and n− 1 values at which c− 2√a maps to c+ 2√a.
(a) Parameter plane for n = 4 (b) Parameter plane for n = 5
(c) Parameter plane for n = 6 (d) Parameter plane for n = 7
Figure 7.3: Parameter planes for Rn,a for n = 4, 5, 6, and 7
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If we examine the images for this parameterization, we see what look like n − 2 baby
Mandelbrot sets, n− 1 solid disks, and a shape near 0 which looks a bit like two Mandelbrot
sets mashed together.
I would posit that each apparent baby Mandelbrot set should correspond to one of the n
values at which c− 2√a remains fixed, with the remaining two landing inside the ‘mashed’
figure nearest the center. These a-values are those at which the behavior of c− 2√a is fixed,
but in a different way than that of c + 2
√
a. For this reason each of these a-values should
correspond to a baby Mandelbrot set. Two of them, however, remain to close to each other
and so the baby Mandelbrot sets overlap and distort.
The n− 1 remaining a-values, at which c− 2√a maps to c+ 2√a, should correspond to
the centers of the filled disks that are present in the images. At these values the two critical
orbits become identical. If we could show that these are homeomorphic to quadratic Julia
sets, it would serve to show even further that the local behavior of the critical orbits of these
families of functions is similar to the dynamics of a polynomial. Similar work has been done
[BH01, Mit16], so I believe that is it something that can be approached.
Conjecture 3. There exist homeomorphic copies of the Mandelbrot set within the param-
eter planes of the family of functions Rn,a(z) = z
n + a
zn
+ a1/2n − 2√a. There also exist
homeomorphic copies of the filled Julia set of P0 = z
2 within the parameter planes of Rn,a.
Yet one more possible direction would be to investigate behavior when one critical orbit
is prescribed in a more complicated way. For example, if we set one critical orbit so that it is
always in a two-cycle, would we see baby basilicas (quadratic Julia sets which appear when
the critical orbit falls into a two-cycle) in the parameter space rather than the disks that we
saw here in Chapter 6? Fixing the behavior of one critical orbit opens up many interesting
options to look into. Our work in Chapter 6 produced some of the more striking images, so
it would be very interesting to see what other pattern could emerge.
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