Detecting and tracking broad sound classes in audio documents is an imporiant step toward structuration. In the case of complex audio scenes, such as TV broadcast sound tracks, one problem is that several audio events may occur simultaneously. In this paper; we propose a two-step approach io deteci superimposed events. The jirst step is a blind segmentation step, followed by an event detection step on each segment. In order to better evaluate the quality of the system, new performance measures have been introduced, more suited to the superimposed events detection task. We also extend the two-step approach with an equivalent Virerbi-based event detection approach.
INTRODUCTION
Two main approaches can be considered to detect and track events in an audio document. The first consists in segmenting the audio document into acoustically homogeneous segments, eventually clustered, before performing a detection step. The latter consists in labelling the various segments or clusters with the acoustic event(s) they correspond to or, altemately. in finding out the segments or clusters containing a particular event [I]. In this two step approach, segmentation is usually based on an information criterion, and classification typically makes use of statistical models whose parameters me estimated off-hand on a training corpus.
Another approach consists in using statistical models to jointly segment and classify the audio track. This last approach have been extensively used for speaker tracking tasks using Gaussian mixture models (GMM) [Z].
In a previous work [3], it has been highlighted that most systems generally assume that no audio events occur simultaneously. However, most audio documents, and especially sports ones, cannot be described as a succession of isolated events. In order to completely describe those documents, we therefore need to be able to detect simultaneous audio events. Several methods were previously proposed in [3] to detect simultaneous events. This paper extends our previous work and focuses on the two-step approach. We propose a detection step splitting the detection problem into independent class vs no-class problems within a maximum a posteriori (MAP) approach. Based on this event tracking or detection framework, we propose new performance measures which, in our sense, are better suited when simultaneous events are present. Experiments are carried out on a tennis video corpus. In particular, we investigate the influence of the segmentation step and approximations of the event prior probabilities. Finally, we extend the detection framework for joint segmentation and detection using hidden Markov models (HMM).
A MAXIMUM A POSTERIORI APPROACH FOR

EVENT TRACKING
The aim of this work' is the detection, in an audio document, of sound events which may occur simultaneously. We focus on a two step detection system, which first computes a prior segmentation into homogeneous segments (homogeneous means same classes presents on all the segment), with an eventual clustering step in order to gather non-adjacent similar segmenrs, and then classifies these segments, using GMMs.
In a previous work, several methods were proposed, the hest one being the Viterbi approach, where models for superimposed events were computed from the isolated event ones by concatenation (concatenation method). A first version of a two-step method was also tested, hut yield no improvements. The segmentation step used a Bayesian information criterion (BIC), with no clustering step. The detection step was achieved with a two hypothesis statistical test between the present and not present hypothesis, for each sound class. Class models were trained on segments where only the event considered is present while "anti-class" models were trained on segments that do not contain the event considered.
We describe here under the three steps, namely segmentation, clustering and detection, of our new approach. 
Segmentation and clustering
As previously, segmentation is based on the Bayesian information criterion. Results are presented on a three step algorithm: first there is a rough change detection with a growing window; then each change is adjusted more precisely; last, wrong changes are suppressed.
A two-step algorithm, using a BIC-based change indicator has also been tested, but as result$ were very similar, we only report on the three step approach.
The clustering algorithm used is a hierarchical clustering as described in [4]. Each cluster is initialized with a segment. At each step, a distance matrix between clusters is computed using a Kullback-Liebler (U) similarity measure, considering all the possible merges. Two segments can be merged if the merge globally increases the BIC criterion. Therefore, the second step is to find the closest clusters verifying this criterion and to merge them.
When computing the KL similarities and the BIC criterion, as in the segmentation step, a single Gaussian is used to model the clusters.
Classification
One way to see the event detection problem is to consider each event as a source, which is emitting or not. The sound track can then be represented as a mixture of these sources, and each segment can be associated with a state represented by a random variable X = {Xi,i = l d } , where X; equals one if event i is present or zero otherwise, and d is the number of events considered.
The MAP criterion is used to determine the most likely 
where y represents the data for one segment. The problem is to evaluate the observation likelihood P(ylr) for each possible state, as well as the corresponding prior probabilities P(z). If more than two events are present, it becomes impossible to compute all these models, because of the lack of training data. We therefore propose to hypothesize statistical independence of each event conditionally to the data. The likelihood of an observation y can he computed for a state z as:
In this case only two models, P(ylXi = 1) and P(yIXa = 0), are needed. It might be useful to note that in this formalism, P(yIX, = 1) represents all the data where the class i is present and is different from P(ylX; = 1,Xb+; = 0 ) which represents data where the class is alone, a fact which has been verified experimentally. The MAP criterion can be rewritten as:
(3) P(X, = 1) P(ylX, = 1) i. = arg max *,*,=I n P(X, = O)'P(yIX, = 0) Equivalently, we can make independent decisions for each event by comparing the likelihood ratio l ; = P(yJX; = l)/P(yIXi = 0) to the threshold given by = P ( X , = O)/P(X, = 1). Clearly, if 1, < pi, state 2; should be set to 0 in order to maximize (3).
In a previous work, a unique threshold had been used for all the classes, which corresponds to the case where the sources have the same prior probabilities. We experimented several approximations of the prior probabilities as described in section 4.1.
PERFORMANCE MEASURE
The point of view of this work is a detection point of view, where false alarm and false acceptance errors have an equal cost.
Let Ti(1,l) be the total duration where event i was correctly detected, and T;(O, 0) the total duration where the absence of event i was correctly detected. Similarly, T;(l,O) and T~( 0 , l ) are the total time of false alarms, and miss detection respectively. Finally, let T;(1) and T;(O) denote the total amount of time in the reference where event i is respectively present or absent. Using the above notations, the classical performance measure figures used in detection problems can he extended to multiple event tracking. We define the three following measures:
%con is the average classification rate across all the events considered. It is easily verified that:
As our purpose is to detect superimposed events, we need also an indicator of the quality of multiple event detection. The multi-label segment recognition rate, %mcorr, is defined as the ratio between the duration of correctly recognized-multiple label segments and the total duration of multiple segments in the reference segmentation. 
Approximation of the prior probabilities
In this first experiment, we compare several approximations of the prior probabilities, P(Xi = 0) and P ( X i = 1).
These probabilities can he estimated on the training corpus (priorl). Assuming the sources have the same prior probabilities, an optimal threshold can be determined on the training corpus (prior2). One problem with these two approaches is that decisions are made independently for each event thus making it difficult to penalize states where many events are present. We therefore tried a prior giving in (I), an equal probability to global states with zero, one or two classes presents, and a zero probability to the others, which is approximately verified on the tennis corpus, but also on many other sound documents (prior3).
Best results are of course obtained for the first kind of priors, other priors slightly degrading the performances. However, when exact prior class probabilities are not available, approximations can he used without a dramatic drop of performance. It can be noticed that the three priors lead to different kind of errors. Depending on the type of error which needs to be minimized. a different prior could be used.
Compared to our baseline Wterbi system (Vit. I), the proposed approach leads to better results, especially in detecting superimposed events. If the decoding is made with performances are improved greatly. This suggest that a model adaptation on the test data could be useful.
Influence of the segmentation
The theoretical BIC threshold is 1, but as we can see in figure I, this leads to large segments, larger than they should be (the average length in the reference is 4.99s). When decreasing the threshold, more segments are found. The segmentation leading to the best results has approximately the same number of segments as in the reference segmentation, with a BIC threshold of 0.6. This value has been retained for all the otherexperiments. Yet, there is still a drop in performances compared to a perfect segmentation (Ref) . This means that some of the changes are misplaced and that some events we want to detect are ignored. The missing events are still not detected for low values of BIC threshold.
The same problem occurs with the clustering algorithm.
No improvement is noted after the clustering step: on the one hand, class estimation is globally better for clusters than for individual segments, but on the other hand, some segments with multiple sound classes will be placed in wrong clusters especially when there is a strong dominant class (typically when there is commentator speech over tennis). The single Gaussian model used to compare segments, is a too rough approximation in the case of superimposed sound events. The classification rates obtained for a perfect segmentation suggest that well trained class models can better distinguish superimposed events, and it is therefore reasonable to think that integrating them in the segmentation process will help.
TWO STATES HMMS
One way to introduce class models during the segmentation phase is to use a Viterhi algorithm. In this algorithm segmentation and classification phases are mixed. In order to keep the class vs no-class representation which is the key point of this paper, we propose a Viterbi approach using two state models for each class.
Considerine a HMM with all the nossible elobal states --same acoustic conditions as in the training corpus (Davis), (cf. figure 2(a) ), the Wterbi algorithm ensures the resulting =-1.path will be optimal in the maximum likelihood sense. If we assume the classes are independent, as in the section 2, the likelihood of a global state can be expressed as a product of the class and no-class likelihoods as in (2). From this, it can be easily shown that using this HMM is equivalent to using d smaller HMMs, one for each class, with two states (cf. figure 2(b) ).
In summary, using a Viterbi algorithm on d class YS noclass HMMs, and concatenating their resulting segmentations leads to an optimal global segmentation under the hypothesis made in (2). 
Experiments
The class vs no-class model used in the two state HMMs, are the same as the ones used in the hypothesis tests and the transition probabilities are estimated on the training corpus.
The results obtained for two states HMMs (Vit. 2), are approximately the same as those obtained with hypothesis testing. This shows that using the class vs no-class model independently to do the classification is effectively an interesting alternative to the blind segmentation. The two states HMM results are not better, because the Viterbi algorithm has also structural hypothesis which hurts the segmentation. The classification of frame depends only on the previous one (order 1 Markovian hypothesis), so it imperfectly represents the notion of segment. To avoid the HMMs to change state too often, we have used a classical technique which consists in penalizing the transition between two different states. Consequently, there will be inaccuracies on segment transitions and short segments will be absorbed by nearby bigger segments. 
CONCLUSION
In this paper, we have presented a generic system to extract audio information From video sound tracks, based on a two step decoding and able to detect simultaneous sound events. The segmentation step was performed with a BIC-based segmentation algorithm and the classification step using a MAP approach. We have shown that this system can yield good results compared with the best Viterhi-based system tested in a preceding paper, and that it could be improved by using a model-based segmentation instead of a "blind" BIC segmentation. Following this remark, a Viterbi segmentation/classification on two states HMMs has been proposed. Results were comparable to the binary hypothesis testing, even if the Viterbi has its own segmentation limitations. In a near future, our research will focus on improving the quality of the segmentation step as well as on model adaptation.
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