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1. Introduction
This paper could be viewed as an echo to [6]. The notion of interior operators introduced therein goes back to [20] and
is used to describe connectedness and disconnectedness classes in the sense of [2] as indiscrete and discrete classes. Similar
works have been done with closure operators (cf. [5,9,8]) for suitably general categories. The present paper responds in
the aﬃrmative that what has been worked out in [6] can be carried out in a more general setting. A striking hint of this
is the fact that points have not been used in the most essential parts of that paper though it is done in a set-theoretical
framework. In the last section of this paper we also suggest a way that would prove the unsettled problem in [6], that is:
a product of I-connected sets is I-connected.
There is an apparent symmetry between closure and interior operators. However while the existence of identities alone
implies that every subobject of an object in a category has a closure, the existence of an interior relies on a least subobject
which requires more than the deﬁnition of a category to ensure its existence (cf. [11]). With this difference in mind,
we introduce a third notion of categorical operators which are less restrictive. These are the neighbourhood operators in
the sense of [14] and ﬁrst introduced in [13]. Interior operators are seen as a reﬁnement of neighbourhood operators. Indeed
the conglomerate of interior operators is reﬂective in that of neighbourhood operators. At this point, this paper might appear
to be the “neighbourhood” counterpart of [8] and a mere generalization of [6]. The central difference is the introduction
and exploitation of initial and ﬁnal neighbourhood operators. These bear some similarities with the so-called splitting closure
operators (cf. [3]) and the constructions involved in [16]. However, the initial (resp. ﬁnal) structures deﬁned here depend
both on a given full subcategory and on a given neighbourhood operator and could also be deﬁned from a source (resp.
a sink). They allow one to consider induced structures without altering any “continuity” condition as is done in [16]. These
ideas are latent in [6] and [8] and we carry them to completion here. On the other hand, we do not yet treat here the notion
of connected maps (cf. [10] and [8]) which would be done by passing to comma categories. This is beyond the scope of this
paper.
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3068 A. Razaﬁndrakoto / Topology and its Applications 159 (2012) 3067–3079Finally, we present a rather natural notion of the weak separation axioms T0 and T1. The main results of this paper are
in the last three sections. The materials and tools needed are gathered in Sections 2, 3 and 4 with Section 3 being the most
important.
2. Preliminaries
For general categorical terminologies, we refer mainly to [1] and we follow [11] for the lattice-theoretic concept of
subobjects. For the special case of the membership relation between a category and its objects and also that of a category
and its arrows, we will adopt as well that of [17]. For the sequel C will denote a ﬁnitely complete category and M a ﬁxed
class of monomorphisms in C. The class M is intuitively understood as a class of embeddings in C. The conglomerate of
all full subcategories of C shall be denoted by S(C). For a ﬁxed object X ∈ C, we denote by M/X (cf. [11, Chapter 1]) the
collection of morphisms in M having X as codomain and we refer to it as the subobjects of X . We note that this collection
is a subcategory of the comma category (C ↓ X) and inherits its ordering from the way morphisms are formed in (C ↓ X):
we say that m n in M/X if and only if there is j in C – which is automatically unique – such that m = nj as pictured in
the following diagram:
M
j
m
N
n
X
When m n and nm we have an isomorphism between the domains M of m and N of n. We also write m ∼= n. As we do
not distinguish between isomorphic objects and hence isomorphic subobjects, and as the above ordering can be transferred
to the collection of ∼=-equivalences classes, we will loosely write m = n as it is more convenient.
We assume that M is closed under composition and the formation of large intersections which are multiple pullbacks.
In addition, we assume M to be pullback stable, i.e. in the following pullback diagram:
.
f ′
n′
.
n
.
f
.
if n ∈M, then n′ ∈M.
Given a morphism f : X → Y in C, the operation of taking the pullback of a subobject of Y along f deﬁnes a functor
f −1[−] :M/Y →M/X . For each m ∈M/Y , f −1[m] is called the inverse image of m.
As consequences of these assumptions:
– Each object X is given a least subobject denoted by 0X (cf. [11, Chapter 1]);
– There is a class E of C-morphisms satisfying the following (cf. [1, Chapter 15]):
(F1) For any morphism f in C there is e ∈ E and m ∈M such that f =me;
(F2) The class E and the class M determine uniquely each other through the diagonalization property: for any e ∈ E ,
m ∈M and for any u, v in C such that ve =mu there exists a morphism h – which is necessarily unique – that
makes the following diagram commute:
.
u
e
.
m
.
h
v .
As a consequence of (F2), the uniqueness of the composition in (F1) is always satisﬁed. Such a pair of classes of mor-
phisms E and M is called an (E,M)-factorization system. The following properties of E can be observed:
– E is closed under composition;
– For any morphisms f and e in C, if f e ∈ E then f ∈ E .
Given any morphism f : X → Y in C and m ∈ M/X , the image f [m] of m is given by the M-part of the (E,M)-
factorization of the composition f m and this operation deﬁnes a functor f [−] : M/X → M/Y which is left adjoint to
f −1[−], i.e.:
For anym ∈M/X and n ∈M/Y , f [m] n if and only ifm f −1[n].
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pullback, that is: for (mi)i∈I ⊆M/Y f −1[∨{mi | i ∈ I}] =∨{ f −1[mi] | i ∈ I}.
We shall denote by E ′ those morphisms in E which are stable under pullback along M-morphism. It is clear that E ′ ⊆ E .
If f : X → Y is in E ′ then it is characterized by the Frobenius reciprocity law which asserts that
For allm ∈M/X and n ∈M/Y , f [m ∧ f −1[n]]= f [m] ∧ n.
In particular for any n in M/Y , if f ∈ E ′ then we have f [ f −1[n]] = n.
Finally for any X ∈ C we shall denote by tX the unique terminal morphism X → 1 and by m˙ the collection
{k ∈M/X | km} for any m ∈M.
3. Neighbourhood operators
Neighbourhood operators were ﬁrst deﬁned in [13] and their basic structure is studied in [14]. The terminology that we
shall follow is that of the latter. Special neighbourhood operators that are of interest are the regular neighbourhood operators
and these are shown (cf. [13] and [14]) to be essentially the same as the so-called interior operators ﬁrst introduced in [20]
and studied in [4,6,16].
Deﬁnition 1. A neighbourhood operator on C is given by a collection of maps νX = (νX )X∈C with νX :M/X → Sub(M/X) –
where Sub(M/X) denotes the collection of subclasses of M/X – which satisﬁes the following axioms:
For any X ∈ C:
(N1) If p ∈ νX (m) then m p;
(N2) If p ∈ νX (m) and p  q, then q ∈ νX (m);
(N3) If m n then νX (n) ⊆ νX (m);
(N4) For any f : X → Y in C and p ∈M/X , if k ∈ νY ( f [p]) then f −1[k] ∈ νX (p).
A neighbourhood operator is said to be regular if in addition it satisﬁes the following axiom:
(N5) For any X ∈ C and G ⊆M/X , if m ∈ νX (g) for all g ∈ G , then m ∈ νX (∨G).
If ν is a regular neighbourhood operator, then for any X ∈ C and m ∈M/X we always have m ∈ νX (0X ). In particular
0X ∈ νX (0X ).
Examples 2.
(1) On the category Top of topological spaces with (Continuous surjections, Embeddings)-factorization, we have the following
neighbourhood operator N : for any (X, τX ) ∈ Top and A ⊆ X
NX (A) = {B | A ⊆ C ⊆ B for some C ∈ τX }.
In the sequel we shall denote N by τ and hence NX by τX for simpliﬁcation. We will refer to it as the usual neighbour-
hood operator on Top.
(2) (Cf. [4].) Consider the category Grp of groups with injective homomorphisms and surjective homomorphisms. We deﬁne
the following neighbourhood operator n: for any group G and a subgroup H
nG(H) = {K | H  N  K for some N 	 G}.
This can be reﬁned to obtain the following neighbourhood operator n′:
n′G(H) = {K | H  N  K for some N 	 G with G/N abelian}.
The conglomerate of all neighbourhood operators on C will be denoted by NBH(C,M). That of all regular neighbourhood
operators will be denoted by RegNBH(C,M). Both conglomerates can be naturally ordered as follows:
ν  ν ′ if and only if for any X ∈ C andm ∈M/X , νX (m) ⊆ ν ′X (m).
Proposition 3.1. NBH(C,M) and RegNBH(C,M) bear the structure of a large complete lattice.
Proof. Given a family {νi | i ∈ I} ⊆ NBH(C,M) we consider the following collection for any X ∈ C and m ∈M/X :
(ν∗)X (m) =
⋂{
νi(m)
∣∣ i ∈ I}.
3070 A. Razaﬁndrakoto / Topology and its Applications 159 (2012) 3067–3079The collection ν∗ = (ν∗)X∈C belongs to NBH(C,M) and clearly ν∗ = inf{νi | i ∈ I}. It is straightforward to see that ν∗ is
regular provided each νi is. 
Though the existence of the inﬁmum is enough to show that both conglomerates are complete, it will be of interest to
us, especially in the following sections, to describe the supremum explicitly. Having a family {νi | i ∈ I} ⊆ NBH(C,M), the
supremum ν∗ is given by the following collection for each X ∈ C and m ∈M/X :
(
ν∗
)
X (m) =
⋃{
νi(m)
∣∣ i ∈ I}.
We note that the formation of supremum and inﬁmum is naturally induced on M/X for each object X ∈ C.
Deﬁnition 3. An interior operator on C is a collection of maps i = (i X )X∈C such that i X :M/X →M/X for each X ∈ C and:
(I1) i X (n) n for all n ∈M/X ;
(I2) If m n in M/X , then i X (m) i X (n);
(I3) For any f : X → Y and n ∈M/Y we have f −1[i X (n)] iY ( f −1[n]).
The conglomerate of all interior operators on C, ordered pointwise, is denoted by INT(C,M).
Proposition 3.2. (Cf. [14].) RegNBH(C,M) and INT(C,M) are isomorphic with inverse assignments ν → iν and i → ν i given by
iνX (m) =
∨{p |m ∈ νX (p)} and ν iX (m) = {p |m i X (p)}.
We note that because of Proposition 3.1 and because the inﬁmum ν∗ satisﬁes also the axiom (N5), RegNBH(C,M), and
hence INT(C,M), is a reﬂective subcategory of NBH(C,M). In the sequel we will denote by ρ the reﬂector from NBH(C,M)
to RegNBH(C,M).
Proposition 3.3. (Cf. [4].) Given a family {ik | k ∈ K } ⊆ INT(C,M), its inﬁmum i∗ is deﬁned as follows: for each X ∈ C and m ∈M/X
(i∗)X (m) =
∧{
(ik)X (m)
∣∣ k ∈ K}.
If any join of subobjects commutes with pullbacks, then its supremum i∗ is deﬁned as follows: for each X ∈ C and m ∈M/X
i∗X (m) =
∨{
(ik)X (m)
∣∣ k ∈ K}.
Now, given an object X ∈ C, we ﬁx ν in NBH(C,M). For each Y ∈ C and m ∈ M/Y , we consider the following two
collections:
ωX,νY (m) =
{
k
∣∣ (∃ f : Y → X)(∃n ∈ νX( f [m])), k f −1[m]}
and
φ
X,ν
Y (m) =
{
km
∣∣ (∀ f : X → Y ), f −1[k] ∈ νX ( f −1[m])}.
The two collections ωX,ν = (ωX,νY )Y∈C and φX,ν = (φX,νY )Y∈C both belong to NBH(C,M).
Deﬁnition 4. Given a neighbourhood operator ν and an object X ∈ C, ωX,ν is called the initial neighbourhood operator asso-
ciated to ν and induced by X and φX,ν is called the ﬁnal neighbourhood operator associated to ν and generated by X .
Remark 5.
– The symbol ω that stands for weak is preferred to avoid any confusion with interior operators;
– Because of the axiom (N4), for any Y ∈ C and m ∈M/X we always have
ωX,νY (m) ⊆ νY (m) ⊆ φX,νY (m).
In particular: ωX,νX (m) = νX (m) = φX,νX (m).
It is possible to deﬁne the initial and ﬁnal neighbourhood operators with respect to a full subcategory B of C:
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induced by B is given by
ωB,ν = sup{ωX,ν ∣∣ X ∈ B}
and the ﬁnal neighbourhood operator generated by B is given by
φB,ν = inf{φX,ν ∣∣ X ∈ B}.
Finally we deﬁne initial (resp. ﬁnal) neighbourhood operators with respect to a neighbourhood operator ν and induced
(resp. generated) by a source (resp. sink). These are of importance when we deal with limits or colimits. Given a source
S = ( f i : X → Xi)i∈I and given a sink T = (gi : Xi → X)i∈I , we deﬁne the following two collections on every Y ∈ C and
m ∈M/Y :
ωS,νY (m) =
{
k
∣∣ (∃g : Y → X)(∃i ∈ I)(∃n ∈ νXi (( f i g)[m])), k ( f i g)−1[n]}
and
φ
T ,ν
Y (m) =
{
nm
∣∣ (∀g : X → Y )(∀i ∈ I), (g fi)−1[n] ∈ νXi ((g fi)−1[m])}.
As in the previous constructions ωS,ν and φT ,ν belong to NBH(C,M). We note that if X is the limit of the Xi ’s in C,
then ωS,νX is the least neighbourhood structure on X making the f i ’s “continuous” in the sense of the axiom (N4).
We also note that for a given object X ∈ C, ωX,ν is induced from the identity source 1X : X → X , that is ωX,ν = ω{1X },ν .
Likewise we have φX,ν = φ{1X },ν .
The following deﬁnitions follow naturally:
Deﬁnition 7. Given a neighbourhood operator ν , we say that:
(i) A morphism f : X → Y is ν-initial if νX = ω{ f },νX and ν-ﬁnal if νY = φ{ f },νY ;
(ii) A source S = ( f i : X → Xi)i∈I is ν-initial if νX = ωS,νX and a sink S = ( f i : Xi → X)i∈I is ν-ﬁnal if νX = φS,νX ;
(iii) ν is said to be simply hereditary if any morphism m : M → X ∈M is ν-initial.
Examples 8.
(i) In the category Top with the usual neighbourhood operator τ , if we consider the one-point space X = ({∗}, τX ), then
ωX,τ is the neighbourhood operator that gives the indiscrete topology. Indeed for all topological spaces (Y , τY )
ωX,τY (∅) = {∅, Y } and ωX,τY (A) = {Y } if A = ∅.
(ii) In the same category Top and the same neighbourhood operator τ , if we consider the empty space (∅, {∅}), then φ∅,τ
is the neighbourhood operator that gives the discrete topology: for all topological spaces (X, τY )
φ
∅,τ
Y (A) = {B | A ⊆ B ⊆ Y }.
These examples motivate the following deﬁnitions:
Deﬁnition 9. The initial neighbourhood operator associated to a neighbourhood operator ν and induced from the terminal
object 1 is called the coarse neighbourhood operator associated to ν . It is denoted by C(ν).
The ﬁnal neighbourhood operator associated to a neighbourhood operator ν and generated by the initial object (if it does
exist) I is called the ﬁne neighbourhood operator associated to ν . It is denoted by F(ν).
Remark 10.
(1) It is clear that C(ν)  ν  F(ν) for any ν in NBH(C,M). We can see C and F as functors as they are monotone.
Furthermore C preserves suprema and F preserves inﬁma. In fact these properties can be observed for initial and ﬁnal
neighbourhood operators.
(2) Because of the diagonalization property the unique initial map ιX : I → X is decomposed as follows
I
ιX
e
X
0
0XX
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and that it does not have a proper subobject, leads us to assume that for any X ∈ C and ν in NBH(C,M), F(ν)X (m) = m˙.
In the sequel, we shall simply write F for F(ν).
Later on, the coarse and ﬁne neighbourhood operators will be used to describe discrete and indiscrete objects.
We end this section with a lemma:
Lemma 3.4. Let f : X → Y be in C and ν in NBH(C,M). Suppose that f ∈ E ′ . If νX  C(ν)X then νY  C(ν)Y .
Proof. If k ∈ νY (m) in M/Y , then f −1[k] ∈ νX ( f −1[m]) ⊆ C(ν)X ( f −1[m]). Consider the following commutative diagram:
X
f
tX
Y
tY
1
For some r ∈ ν1(tX [ f −1[m]]) we have f −1[m]  t−1X [r]  f −1[k]. But t−1X [r] = f −1[t−1Y [r]] and tX [ f −1[m]] =
(tY f )[ f −1[m]] = tY [m]. Thus r ∈ ν1(tY [m]) and from the last inequalities, we have m f [t−1X [r]] k and so m t−1Y [r] k.
Hence νY (m) ⊆ C(ν)Y (m). 
4. Constant morphisms
The notion of connectedness in the sense of [2] relies on the deﬁnition of constant morphisms. This could be traced
back to [15,18,8]. Our notion of constant morphisms follows that of [7]. This suggests a reasonable choice of constant objects
through which the constant morphisms must be factored and which should be suitable for neighbourhood operators. Let us
consider the following collection:
K= {X ∈ C ∣∣ t−1X [tX [m]]=m for allm ∈M/X}.
K fulﬁlls all the conditions required for constant objects in [7] only if E ⊆ E ′ , that is E is pullback stable. Indeed we have:
Lemma 4.1.
(i) If K ∈K and m : M → K ∈M, then M ∈K;
(ii) If K ∈K and e : K → P ∈ E ′ then P ∈K.
Proof. The statement (i) follows from the fact that any m ∈M/M satisﬁes also m−1[m[k]] = k for all k ∈ M;
(ii) Consider the following commutative diagram:
K e
tK
P
tP
1
and let p ∈M/P . We have e−1[p] ∈M/K and
t−1K
[
tK
[
e−1[p]]]∼= e−1[p].
By observing that t−1K [−] ∼= e−1[t−1P [−]] and that e[e−1[l]] = l for any subobject l ∈M/P , we have t−1P [tP [p]] = p. 
The condition in (ii) is not necessary. Indeed in the category Haus of Hausdorff spaces with M= {Closed embeddings}
and E = {Dense continuous maps}, the constant objects as deﬁned above are given by the collection K= {X ∈ Haus | X ∼= ∅
or X ∼= {∗}} which is closed under E-images although E = E ′ . Therefore K is closed under images by a larger class in E .
To remedy that situation, we ask that the factorization of a constant morphism through constant objects be an (E,M)-
factorization as follows:
Deﬁnition 11. A map f : X → Y is K-constant or simply constant if in the (E,M)-factorization
X e f [X] m Y
of f , one has f [X] ∈K.
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results are consequences of the deﬁnition. They are already shown in [7] but we ﬁnd it convenient to provide a proof of
some of them for more clarity, especially for the cases where we do not assume that E ⊆ E ′:
Proposition 4.2.
(i) If mf is constant and m ∈M, then f is constant;
(ii) Let e ∈ E . Any arrow f is constant if and only if f e is constant;
(iii) If E ⊆ E ′ , then hf g is constant provided that f is constant.
Proof. (i) Let f = m f e f with m f ∈M and e f ∈ E . Let k be the M-part of the composition mf . It is clear that k ∼= m.m f
and that m f and k have isomorphic domains.
(ii) As in the previous proof, let f =m f e f and let m′e′ be the (E,M)-factorization of f e. Consider the following diagram:
.
e
e′
.
f
e f
.
m f
.
m′
h
The arrow h arises from diagonalization property. Since he′ = e f e ∈ E and m′ = m f h ∈ M we have h ∈ E ∩M. As a
consequence of the diagonalization property h is an isomorphism. 
Deﬁnition 12. Given a class D in S(C), we say that an object X is D-connected if every morphism f : X → Y in C, with
Y ∈D, is constant. Dually, we say that X is D-disconnected if every morphism f : Y → X , with Y ∈D, is constant.
The following results follow from the deﬁnition.
Proposition 4.3.
(i) Let f : X → Y be in C andD in S(C). Assume that f ∈ E . If X isD-connected then so is Y ;
(ii) Let m : M → X be inM. If X isD-disconnected then so is M.
We shall brieﬂy describe how the Galois connection introduced in [19] is formed.
For any A in S(C) deﬁne the following subclasses:
(A) = {X ∈ C | if f : Z → X is in C and Z ∈A then f is constant}
and
(A) = {X ∈ C | if f : X → Z is in C and Z ∈A then f is constant}.
It is straightforward to see that A⊆ ((A)) and A⊆ ((A)). Thus  : S(C) → S(C)op and  : S(C)op → S(C) form a
pair of Galois connection where  is the right adjoint and  the left adjoint. For more clarity and to avoid confusion we
shall denote by  the reverse inclusion on S(C)op .
5. Discrete and indiscrete objects
The notion of connectedness with respect to a neighbourhood operator can be established in a natural way. It is indeed
suﬃcient to introduce the notion of “ν-discrete” objects.
Deﬁnition 13. Given a neighbourhood operator ν in NBH(C,M), we say that an object X ∈ C is ν-discrete if FX  νX . It is
said to be ν-indiscrete if νX  C(ν)X .
Remark 14. Since for any ν in NBH(C,M), C(ν)X  νX  FX , the above inequalities are in fact equalities. If ν is regular,
then C(ν) is not always regular. This is true when joins commute with pullback. For example if we consider the category
Grp with the regular neighbourhood operator n, then for all G ∈ Grp, C(n)G(0G) ∼= {G}. Therefore there would be no n-
indiscrete groups. However, this can be remedied by saying that an object X is ν-indiscrete if νX  ρC(ν)X where ρ is the
reﬂector from NBH(C,M) to RegNBH(C,M).
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– I : NBH(C,M)op → S(C) deﬁned by
I(ν) = {X ∈ C | X is ν-indiscrete} for all ν in NBH(C,M);
– D : NBH(C,M)op → S(C)op deﬁned by
D(ν) = {X ∈ C | X is ν-discrete} for all ν in NBH(C,M).
Indeed if ν  ν ′ in NBH(C,M) then I(ν ′) ⊆ I(ν) and D(ν) ⊆D(ν ′).
We shall also denote the reverse order on NBH(C,M)op by .
Lemma 5.1. I has a left adjoint I∗ andD admits a right adjointD∗ .
Proof. It is suﬃcient to show that I preserves inﬁma and D preserves suprema. Given a family V = {νk | k ∈ K } ⊆
NBH(C,M), let ν∗ = supV and ν∗ = infV .
Is clear that for any X ∈ C, FX  (νk)X for all k ∈ K if and only if FX  (ν∗)X . Thus D preserves any supremum in
NBH(C,M)op .
Now, since I is monotone, we have I(ν∗) ⊆⋂{I(νk) | k ∈ K }. On the other hand, suppose that (νk)X  C(νk)X for all
k ∈ K . We have
ν∗X = (supV)X 
(
sup
{C(νk) ∣∣ k ∈ K})X  C(ν∗)X .
Therefore ν∗X  C(ν∗)X and X is ν∗-indiscrete. 
The above lemma, together with the Galois connections from the previous section can be pictured in the diagram below
(cf. [6]):
S(C)

I∗
S(C)op

D∗
NBH(C,M)op
I
D
Proposition 5.2. Suppose that in Lemma 5.1 we consider RegNBH(C,M) and suppose that for all ν in RegNBH(C,M) indiscrete
objects are deﬁned as follows:
I(ν) = {X ∣∣ νX  ρC(ν)X}.
Then I admits a left adjoint I∗ .
Proof. Given a family V = {νk | k ∈ K } ⊆ RegNBH(C,M), let νˆ be its supremum in RegNBH(C,M). And let X ∈ C such that
(νk)X  ρC(νk)X for all k ∈ K . We have νˆX  (sup{ρC(νk) | k ∈ K })X where the supremum is taken in RegNBH(C,M). But
since ρ is a left adjoint, we have
(
sup
{
ρC(νk)
∣∣ k ∈ K})X = (ρ(sup{C(νk)
∣∣ k ∈ K}))X  ρC(supV)X
where the last two suprema are taken as in NBH(C,M). But ρC(supV) ρC(νˆ) since we always have supV  νˆ . Therefore
νˆX  ρC(νˆ)X . 
The above proposition is one of the rare cases where the commutativity of the join with pullback is not involved.
However if one wants to reconcile this proposition with Lemma 5.1, then it is likely that the latter condition is used. If
this is the case C(ν) becomes regular and so ρC(ν) = C(ν). Therefore all the results about NBH(C,M) will be true for
RegNBH(C,M) provided that this condition is true, and this provides a generalization of [6] for interior operators. However
a thorough investigation of the behaviour of the functor ρ is still needed to settle this case.
Lemma 5.3. For any ν in NBH(C,M) we haveD(ν) ∩ I(ν) ⊆K. The converse is true if ν1 =F1 .
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there is s ∈ ν1(tX [m]) such that
m t−1X
[
tX [m]
]
 t−1X [s]m.
Thus m = t−1X [tX [m]]. 
Corollary 5.4. Let f : X → Y be in C and ν in NBH(C,M). Suppose that E ⊆ E ′ . If X ∈ I(ν) and Y ∈ D(ν) then f is necessarily
constant.
Proof. Consider the following (E,M)-factorization of f :
X e f [X] m Y .
Since m ∈M we also have F f [X]  ν f [X] . By Lemma 3.4 f [X] ∈ I(ν). In virtue of Lemma 5.3 f [X] ∈K. 
6. Connectedness via neighbourhood operators and weak separation axioms
Now considering the class of discrete objects D(ν) for a given ν in NBH(C,M), we can deﬁne the corresponding class
of connectedness:
Deﬁnition 15. Given a neighbourhood operator ν we say that an object X is ν-connected or connected with respect to ν if
X ∈ (D(ν)).
This deﬁnition allows us to also regard the concept of connectedness with respect to a neighbourhood operator as a
functor
C= D : NBH(C,M)op → S(C).
The Galois correspondence introduced in [19] shed light on the relation between different types of disconnectedness
and the weak separation axioms (cf. [2]). These were further studied and developed with closure operators (cf. [9,8,5] for
instance). As it is observed in the point-set setting, T0 and T1 spaces are both disconnected subclasses, i.e. there are A0 in
S(Top) and A1 in S(Top) such that {T0-spaces} = (A0) and {T1-spaces} = (A1) (cf. [2]). In particular, A0 is the class of
indiscrete spaces and (X, τX ) is T0 if and only if (X, τX ) ∈ (A0). Our notion of T0 is motivated by these facts.
Deﬁnition 16. Given a neighbourhood operator ν , we say that an object X ∈ C is T0 if and only if X ∈ (I(ν)).
Thus, the notion of T0 can be seen as a functor:
T0 = I : NBH(C,M)op → S(C)op.
The following result follows:
Proposition 6.1. For any subclass B of objects of C:
ID∗(B) ⊆ (B) and DI∗(B) ⊆ (B).
Proof. For the ﬁrst inclusion, let Y ∈ ID∗(B). We have DD∗(B)  B by adjunction and so B ⊆ DD∗(B). Therefore any
object in B is discrete with respect to D∗(B). Let f : Y → Z be in C such that Z ∈ B. In virtue of Corollary 5.4 f is
constant.
The second inclusion is similarly proven: suppose that X ∈DI∗(B) and f : Z → X is in C with Z ∈ B. Since B ⊆ II∗(B)
by adjunction, Z is I∗(B)-indiscrete and so f must be constant. 
Corollary 6.2. For any ν in NBH(C,M):
I(ν) ⊆ C(ν) and D(ν) ⊆ T0(ν).
Proof. For the ﬁrst inclusion we have ν D∗D(ν). By the previous proposition:
I(ν) ⊆ I(D∗D(ν))⊆ D(ν).
Similarly since I∗I(ν) ν , we have I(ν)(I∗I(ν))D(ν). 
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inclusions can be still reﬁned and we shall do so later on.
We recall that in a topological space that satisﬁes the axiom T1, every subspace is the intersection of all open sets
containing it. This motivates the following deﬁnition.
Deﬁnition 17. Given a neighbourhood operator ν , we say that an object X ∈ C is T1 with respect to ν if for all m ∈M/X ,
m = infνX (m).
This gives us a functor T1 : NBH(C,M)op → S(C)op deﬁned by
T1(ν) =
{
X ∈ C ∣∣ for allm ∈M/X, m = infνX (m)}.
Lemma 6.3. Let f : X → Y be in C and ν in NBH(C,M). If Y ∈ T1(ν) then for any n ∈M/Y , f −1[n] = infνX ( f −1[n]).
Proof. Let k ∈M/X such that k  p for any p ∈ νX ( f −1[n]). Hence we have f [k] r for any r ∈ νY (n). Thus f [k] n and
so k f −1[n]. 
In particular if m ∈M/X then f −1[ f [m]] = infνX ( f −1[ f [m]]) and if f ∈M, then m ∼= f −1[ f [m]]. Therefore the property
of being T1 is hereditary. The reason for its being hereditary is however linked to the following result.
Proposition 6.4. Every T1 object with respect to a neighbourhood operator ν is a ν1-discrete object for some ν1 in NBH(C,M).
Proof. We look for an endofunctor (−)1 : NBH(C,M)op → NBH(C,M)op that makes the following diagram commutes:
NBH(C,M)op (−)
1
T1
NBH(C,M)op
D
S(C)op
We deﬁne (−)1 as follows: for any X ∈ C and m ∈M/X :
ν1X (m) =
{
k
∣∣ there is p ∈M/X withm p  k and p = infνX (p)}.
It is clear that ν1 satisﬁes the axioms (N1)–(N3) and even (N5). If f : X → Y is in C and m ∈M/X , then by Lemma 6.3
if k ∈ ν1Y ( f [m]) then f −1[k] ∈ ν1X (m). It is straightforward to see that D(ν1) = T1(ν). 
Remark 18. One can see that for any ν in NBH(C,M), since D(ν) ⊆ T1(ν), we have D(ν) ⊆D(ν1).
Lemma 6.5. For any ν in NBH(C,M), T1(ν) ∩ I(ν) ⊆K.
Proof. Let X ∈ T1(ν) ∩ I(ν) and consider the terminal map tX : X → 1. For any m ∈M/X we have
m = infνX (m) = infC(ν)X (m).
For any k ∈ C(ν)X (m), there is s ∈ ν1(tX [m]) such that
m t−1X
[
tX [m]
]
 t−1X [s] k.
Hence t−1X [tX [m]] infC(ν)X (m) and we should have m = t−1X [tX [m]]. 
We could deﬁne for each ν in NBH(C,M) the class A(ν) of all ν-absolutely connected objects (we recall that absolutely
connected spaces are those which cannot be written as the union of a non-trivial family of closed subsets) – by considering
the value of the following functor at ν:
A= T1 : NBH(C,M)op → S(C).
We have the following result:
Proposition 6.6. Suppose that E ⊆ E ′ . Then for any neighbourhood operator ν in NBH(C,M), we have
I(ν) ⊆A(ν) ⊆ C(ν) and T0(ν) T1(ν)D(ν).
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A(ν) ⊆ C(ν).
Now let X ∈ T1(ν) and f : Y → X be in C such that Y ∈ I(ν). Consider the following (E,M)-factorization of f :
Y e f [Y ] m X .
By Lemma 3.4 and Lemma 6.3 we have f [Y ] ∈ I(ν) ∩ T1(ν) ⊆K. Thus X ∈ T0(ν).
Finally if X ∈ I(ν) and f : X → Y is in C with Y ∈ T1(ν), then as in the previous case if f [X] is the domain of f [1X ],
then f [X] ∈ T1(ν) ∩ I(ν) ⊆K. So X ∈A(ν). 
7. More on the pair connectedness–disconnectedness
For any full subcategory B ⊆ C, the class (B) (resp. (B)) – can be seen as a class of ν-discrete objects (resp. ν-
indiscrete objects) for some neighbourhood operator ν under mild conditions which are not very restrictive. This is achieved
if one of the equations  =DI∗ or  = ID∗ holds.
First we shall describe I∗(B) and D∗(A) for any B in S(C) and A in S(C)op .
Theorem 7.1. For any B in S(C) andA in S(C)op we have
I∗(B) = φB,CI∗(B) and D∗(A) = ωA,F .
Proof. Suppose ﬁrst that k ∈ I∗(B)X (m) for some X ∈ C and let f : Y → X be in C such that Y ∈ B. By the axiom (N4) and
since B ⊆ I(I∗(B)), we have
f −1[k] ∈ I∗(B)Y
(
f −1[m])⊆ CI∗(B)Y ( f −1[m]).
Since this is true for any such map f we have k ∈ φB,CI∗(B)X (m) and
I∗(B) φB,CI∗(B).
The inequality follows trivially if such map f does not exist.
Now let X ∈ B and k ∈ φB,CI∗(B)X (m) in M/X . For all f : Y → X in C with Y ∈ B we have f −1[k] ∈ CI∗(B)Y ( f −1[m]). In
particular k ∈ CI∗(B)X (m). Therefore X is φB,CI∗(B)-indiscrete since by the previous inequality
CI∗(B)X (m) ⊆ C
(
φB,CI
∗(B))
X (m).
Thus
B ⊆ I(φB,CI∗(B)) and I∗(B) φB,CI∗(B).
The second equality is similarly proved. 
Theorem 7.2. Suppose that for all ν in NBH(C,M) we have C(ν)1 =F1 . Then for all B in S(C) andA in S(C)op, we have
DI∗(B)(B) and  (A) ⊆ ID∗(A).
Proof. It is enough to prove the ﬁrst inequality. The second is similarly treated.
Let X ∈ (B). We want X ∈D(I∗(B)) =D(φB,CI∗(B)). Let Y ∈ B and f : Y → X in C. f must be constant and so in the
(E,M)-factorization of f :
Y e R r X
we have R ∈K. For any m ∈M/X we want m ∈ φB,CI∗(B)X (m), that is
f −1[m] ∈ CI∗(B)Y
(
f −1[m]) for any such Y and f .
In the presence of the axiom (N4) it is enough that we have r−1[m] ∈ CI∗(B)R(r−1[m]) since f −1[m] ∼= e−1[r−1[m]]. But
if C(ν)1 =F1 for any ν in NBH(C,M), then C(ν)R =FR since for any s ∈M/R , t−1R [tR [s]] = s. Therefore
r−1[m] ∈FR
(
r−1[m])⊆ CI∗(B)R(r−1[m]).
Thus X ∈D(φB,CI∗(B)). 
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Theorem 7.2.
Thus for any B in S(C), an object X is B-disconnected if and only if X is φB,CI∗(B)-discrete, that is FX  φB,CI
∗(B)
X and
it is B-connected if and only if it is ωB,F -indiscrete, that is ωB,FX  C(ωB,F )X .
In the examples below, we have refrained from reproducing the topological ones from [6] as they are already suﬃciently
treated in that paper.
Examples 19.
(1) On Top, we deﬁne the neighbourhood operators C and δ: for any X ∈ Top and A ⊆ X :
CX (A) = {B ⊆ X | A ⊆ B}
and
δX (A) =
{
B ⊆ X
∣∣∣ A ⊆ C ⊆ B where C =⋂
i∈I
O i, (O i)i∈I ⊆ τX
}
.
We have D(C) =D(τ ) and I(C) = I(τ ). Here we have D(C) = T1(C) and so C(C) =A(C) = C(τ ). For the neighbourhood
operator δ, we have I(δ) = {X | (∃x ∈ X), {x} = {x}} and D(δ) = T1(δ) = T1(τ ).
(2) Consider the neighbourhood operator n on Grp. First assume that I(n) = {G | nG  ρC(n)G }. Then I(n) = {G | G simple}
and on the other hand D(n) = {G | (∀H  G), H 	 G}. But T0(n) = {G | G ∼= {∗}} = K. Therefore D(n)  T0(n) which
violates Corollary 6.2. This is so because commutativity of join with pullback is not satisﬁed in Grp.
Now assume that I(n) = {G | nG  C(n)G }. Thus I(n) = ∅ ⊆ Grp= T0(n). Similar observations can be done for n′ .
(3) Consider the category Ab of abelian groups with injective homomorphisms and surjective homomorphisms. For any
group G , let t(G) be the torsion subgroup of G . Let Tort = {G ∈ Ab | t(G) = G} and Frt = {G ∈ Ab | t(G) = {0G }}. We
deﬁne the neighbourhood operators μt and λt as follows: for any group G and a subgroup H of G
μtG(H) =
{
K
∣∣ H  N  K for some N with G/N ∈ Tort}
and
λtG(H) =
{
K
∣∣ H  N  K for some N with N ∈ Frt}.
It is a fact that (Tort) = Frt and (Frt) = Tort (cf. [7] for instance). We have D(μt) = Tort. Suppose that I(λt) =
{G | λtG  ρC(λt)G}, then I(λt) = Frt. Also D(λt) = Frt. Here we have I(λt) ∩ D(λt)  K which is in conﬂict with
Lemma 5.3. Now assume that I(λt) = {G | λtG  C(λt)G}, then I(λt) =K⊆ Ab= C(λt).
Now consider a family G = {Xi | i ∈ I} of objects of C and assume that it admits a product X ∈ C. We would want to
estimate the behaviour of νX on that product. Our interest in that is in proving facts which are related to constructions that
we perform with the family G , in particular we are concerned with the product X . We note that νX is not in general the
least neighbourhood structure on X that makes the “projection maps” S = ( f i : X → Xi)i∈I continuous in the sense of the
axiom (N4). This is true when ωS,νX = νX .
We have the following proposition.
Proposition 7.4. Let S = ( f i : X → Xi)i∈I be a source in C and ν a neighbourhood operator. Assume that νXi  C(ν)Xi for any i ∈ I .
Then νX  C(ν)X if and only if S is ν-initial.
Proof. For any i ∈ I , we have the commutative following diagram:
X
fi
tX
Xi
tXi
1
If S is ν-initial, then νX = ωS,νX . By noting that C(ν) = ω1,ν , the axiom (N4) implies that ωS,νX  C(ν)X . Conversely
assume that νX  C(ν)X . If k ∈ C(ν)X (m) in M/X , then there is s ∈ ν1(tX [m]) such that t−1X [s] k. Thus s ∈ ν1(tXi [ f i[m]])
for every i ∈ I and so t−1Xi [s] ∈ νXi ( f i[m]). But t−1X [s] = f −1i [t−1Xi [s]] so k ∈ ω
S,ν
X (m). 
The above result implies that a limit of ν-indiscrete objects is ν-indiscrete if and only if the projections are ν-initial.
In the case (B) = I(ν) for some B in S(C)op and ν in NBH(C,M) – for example in a situation where the conditions
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B-connected.
Indeed if in the source S we have Xi ∈ (B) = I(ωB,F ) for all i ∈ I and if S is ωB,F -initial then the proposition would
imply that X ∈ (B) = I(ωB,F ). Therefore it is enough to know that S is ωB,F -initial to conclude that X is B-connected.
The case where B = D(ν) is of interest in that respect as it would prove that a suitable limit of ν-connected object is
ν-connected and hence would provide a way to solve the unsettled question in [6]. It is easily seen for example that this is
the case – up to intersection property – for topological spaces with the usual neighbourhood operator τ (cf. [12]).
The results that are shown here indicate that it would be interesting to further exploit the notion of initial and ﬁnal
neighbourhood operators on the category Top of topological spaces as it is done in [6].
We end with a lemma.
Lemma 7.5. Let S = ( f i : X → Xi)i∈I be a limit such that Xi ∈ (B) for all i ∈ I . Suppose in addition that the conditions in Corol-
lary 7.3 are fulﬁlled. Then X ∈ (B) if and only if
ωB,FX ω
S,ωB,F
X .
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