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Program dela
V delu predstavite modeliranje pozavarovalnih ²kod na primeru evropske nevihte.
Pri tem dajte poseben poudarek modeliranju odvisnosti zahtevkov razli£nih ceden-
tov. Na podlagi tega sestavite delni notranji model za modul tveganja iz pogodb pre-
moºenjskih pozavarovanj in izra£unajte zahtevani solventnostni kapital. Za osnovno
literaturo vzemite [35], [11], [28], [47].
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Delni notranji model pozavarovalnice na primeru evropske nevihte
Povzetek
Predstavljamo metodologijo delnega notranjega modela za izra£un zahtevanega sol-
ventnostnega kapitala (SCR) za modul tveganja iz pogodb premoºenjskih pozavaro-
vanj. Na podlagi tega bomo naredili izra£un na primeru pozavarovalnice, ki sklepa
²kodnopreseºkovna pozavarovanja za dogodek evropske nevihte v ²estih drºavah (Ir-
ski, Veliki Britaniji, Franciji, Belgiji, Nizozemski in Nem£iji), v vsaki s po tremi
cedenti. Model bo zgrajen na podlagi ²kodne zgodovine cedentov, kjer bo upora-
bljen kolektivni model rizikov (Poisson  Pareto tipa II). Agregiranje bo izvedeno
na dveh nivojih, nivoju posamezne drºave ter nato ²e med drºavami. Pri prvem bo
korelacijska matrika dolo£ena na podlagi zavarovalnih vsot cedentovih portfeljev po
po²tnih ²tevilkah oziroma upravnih enotah, za korelacijsko matriko med drºavami pa
bomo privzeli tisto, predpisano s strani Uredbe o Solventnosti II. Klju£en pri agregi-
ranju bo prakti£en algoritem za agregiranje vzorcev porazdelitev, Iman-Conoverjeva
metoda.
Partial internal model of reinsurance company on the example of
european windstorm
Abstract
We are presenting the methodology of partial internal model for calculation of sol-
vency capital requirement (SCR) for the non-life underwriting risk module. Based
on this we will make a calculation for the reinsurer which covers excess of loss rein-
surance for the event of european windstorm in six countries (Ireland, Great Britain,
France, Belgium, Netherlands and Germany), in each for three cedants. The model
will be built based on the loss history of the cedants, where we will use collective
risk model (Poisson  Pareto Type II). Aggregation will be done on two levels, rst
on the level of the individual country and then also between the countries. For
the rst, the correlation matrix will be determined based on sums insured of the
cedant's portfolios according to post numbers or administrative units and for the
correlation matrix between the countries we will use the one prescribed by Solvency
II Regulation. The basis for aggregation is the practical algorithm for aggregation
of samples of distributions, Iman-Conover method.
Math. Subj. Class. (2010): 91B30
Klju£ne besede: Iman-Conoverjeva metoda, kolektivni model rizikov, delni notra-
nji model
Keywords: Iman-Conover method, collective risk model, partial internal model
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1 Uvod
Direktiva o Solventnosti II je v zavarovalni²tvo prinesla metodologijo za bolj kon-
trolirano in sistemati£no obravnavanje tveganj. Zavarovalnice in pozavarovalnice se
osredoto£ajo na optimalno upravljanje s kapitalom, pri £emer se posluºujejo pred-
pisane standardne formule ali pa so razvile lasten (delni) notranji model. V nalogi
bomo predstavili celovit pristop k delnemu notranjemu modelu za izra£un zahteva-
nega solventnostnega kapitala (SCR) za modul tveganja iz pogodb premoºenjskih
pozavarovanj za primer pozavarovalnice, ki sklepa ²kodnopreseºkovna pozarovanja
za dogodek evropske nevihte v ²estih drºavah (Irski, Veliki Britaniji, Franciji, Bel-
giji, Nizozemski in Nem£iji), v vsaki s po tremi cedenti.
Poglavja od drugega do ²estega bodo namenjena teoreti£nemu opisu metodologije,
v sedmem pa bomo opisano uporabili na primeru. V drugem poglavju si bomo po-
gledali nekaj osnov pozavarovanja, kak²en namen ima ter katere vrste poznamo. V
tretjem poglavju bomo predstavili evropsko nevihto, njeno uni£ujo£o mo£ in vpliv na
pozavarovalni²ki trg. Ob tem bomo navedli najve£je zgodovinske nevihte. V £etrtem
poglavju bomo razdelali Solventnost II, zakaj je bila uvedena, kako je strukturirana
in na kak²en na£in ra£unamo zahtevani solventnostni kapital. Podrobneje si bomo
pogledali modul tveganja iz pogodb premoºenjskih pozavarovanj. V petem poglavju
se bomo dotaknili kolektivnega modela rizikov, kjer bomo za namen dolo£anja po-
razdelitve agregatnih ²kod obravnavali Poissonovo porazdelitev za ²tevilo ²kod ter
Paretovo porazdelitev tipa II za ²kodno vi²ino. Izra£un porazdelitve agregatnih ²kod
bomo naredili z metodo Monte Carlo. Za izra£un SCR potrebujemo porazdelitev
agregatnih ²kod za pozavarovalnico, tako da bo klju£nega pomena agregiranje poraz-
delitev £istih ²kod posameznih cedentov. Pri tem bomo uporabli v ²estem poglavju
predstavljeno Iman-Conoverjevo metodo, prakti£en algoritem, ki vzorce ²kod per-
mutira tako, da dobimo ºelene korelacije med njimi. Sedmo poglavje je namenjeno
uporabi teorije, navedene v prej²njih poglavjih, za izgradnjo delnega notranjega mo-
dela. Najprej bomo navedli metodolo²ki postopek, na koncu pa naredili izra£un na
konkretnih podatkih. Najve£ji izziv bo predstavljalo dolo£anje korelacijskih matrik
za namen agregiranja. Agregacijo bomo izvr²ili na dveh nivojih, na nivoju drºave
ter nato ²e med drºavami, pri £emer bomo uporabili podatke o cedentovih portfeljih
ter korelacije, ki jih predpisuje Uredba o Solventnosti II.
Namen naloge je prikazati, kako lahko pozavarovalnice uporabijo podatke cedentov
in predpise Solventnosti II za izgradnjo delnega notranjega modela. Ta zagotovi
natan£nej²i pogled na tveganja, ki jim je pozavarovalnica izpostavljena, v primerjavi
s predpisano standardno formulo, ki je narejena na nekem naboru zavarovalnic in
pozavarovalnic.1
1Slovenski prevodi strokovnih izrazov iz zavarovalni²tva so iz [31].
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2 Pozavarovanje
2.1 Denicija pozavarovanja
V praksi velikokrat sli²imo, da je pozavarovanje zavarovanje zavarovalnic. Ta, £e-
prav enostavna denicija, dobro opisuje bistvo pozavarovanja. V tem poglavju si
bomo pogledali splo²ne denicije, namen ter vrste pozavarovalnih pogodb. Za£nimo
z zakonskimi denicijami.
Po 5. odstavku 7. £lena Zakona o zavarovalni²tvu (ZZavar-1) [50] je pozavarovanje
dejavnost sprejemanja tveganj, ki jih odstopi zavarovalnica, zavarovalnica drºave £la-
nice ali zavarovalnica tretje drºave oziroma pozavarovalnica, pozavarovalnica drºave
£lanice ali pozavarovalnica tretje drºave. Po 242. £lenu ZZavar-1 (dolºnost poza-
varovanja) zavarovalnica s pozavarovanjem krije tisti del v zavarovanje prevzetih
nevarnosti, ki po tabelah maksimalnega kritja presegajo lastne deleºe v izravnava-
nju nevarnosti. Po 2. odstavku 2. £lena ZZavar-1 je pozavarovalnica pravna oseba,
ki opravlja le zavarovalne posle pozavarovanja na podlagi dovoljenja nadzornega or-
gana za opravljanje teh poslov.
Zavarovalnice lahko samo z deljenjem tveganj ponujajo kritje za nevarnosti, ki smo
jim danes izpostavljeni in pri tem ohranjajo cene na dostopnem nivoju. Pozavaro-
vatelji zagotavljajo kritje za raznorazne rizike po vsemu svetu: od potresnih tveganj
v ilu do tveganja orkanov v Mehi²kem zalivu, su²e v Braziliji, nevarnosti smrti
za evropske ºivljenjske zavarovalnice, portfelja avtomobilskih zavarovanj v ZDA ali
odgovornostnega zavarovanja v letalstvu v Aziji.
Na sliki 1 vidimo proces prenosa tveganja od posameznikov in podjetij na zavaroval-
ni²ki oziroma pozavarovalni²ki trg. Posamezniki in podjetja se zavarujejo za razli£na
tveganja. V zameno, da prenesejo del tveganja na zavarovatelja, pla£ajo dolo£eno
premijo. Zavarovatelj nato prenese (cedira) portfelje podobnih rizikov ali posamezne
velike rizike na pozavarovatelja, za kar pla£a premijo. Tedaj postane zavarovatelj
pozavarovanec oziroma cedent. Pozavarovalnice izravnavajo svoje portfelje tveganj
geografsko ali po vrsti tveganj. Del svojih tveganj lahko kot retrocedent prenesejo
(retrocedirajo) na druge pozavarovalnice (retrocesionar), kar imenujemo retrocesija
ali na kapitalske trge preko listinjenja. Klju£na vloga pozavarovanja je, da omogo£a
zavarovalnicam zmanj²anje izpostavljenosti tveganjem in zniºanje lastnih kapitalskih
zahtev. Sprostitev kapitala dovoljuje zavarovateljem, da sklenejo ve£ zavarovanj, s
tem pa omogo£ajo gospodarsko rast in pomagajo ustvariti stabilnost. [7] in [38, str.
324]
2.2 Namen pozavarovanja
V prej²njem poglavju smo ºe delno odgovorili na vpra²anje namena pozavarovanja,
to je razpr²itev tveganja. Poglejmo si osnovne namene pozavarovanja kot sredstva
za prenos tveganja, ki jih povzemamo po [3].
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Slika 1: Prenos tveganja v zavarovanju in pozavarovanju. Vir: [7, str. 8].
• Zmanj²anje verjetnosti velikih ²kod
Pozavarovanje pomaga za²£ititi zavarovalnico za primer nepredvidenih oziroma
izrednih ²kod z omogo£anjem razpr²itve tveganja. Na primer velik poºar na
industrijskem kompleksu bi lahko zavarovalnico nan£no uni£il. S pozavarova-
njem pa bi morala zavarovalnica omejiti tveganje propada na ºeleno stopnjo.
[39, str. 2]
• Stabilizacija rezultatov
Pozavarovanje zmanj²a nihanje cedentovega nan£nega rezultata med leti, saj
naklju£ne ²kode zamenja, v splo²nem deterministi£na, pozavarovalna premija.
Kar pomeni, da je lahko pozavarovanje sredstvo za usmerjanje nihanja rezul-
tatov zavarovalnice proti ºelenemu nivoju, to pa ima posebne prednosti (npr.
glede davkov, kapitalskih zahtev in pri£akovanj trga).
• Zmanj²anje zahtevanega kapitala
Zmanj²anje agregatnega tveganja zmanj²a zahteve po kapitalu za kritje tak²nih
tveganj. Iz vidika stro²kov kapitala je to lahko zaºeleno. Konkretno, £e je po-
zavarovalna premija (skupaj z administrativnimi stro²ki) manj²a kot dobi£ek,
ki ga dobimo z zmanj²anjem kapitala, je pozavarovalna pogodba upravi£ena.
Pravzaprav z novo direktivo Solventnost II, kjer upravljanje s tveganji temelji
3
na dobrem upravljanju s kapitalom, pozavarovanje zavarovalnicam predstavlja
klju£no orodje, s katerim lahko nadomestijo kapital.
• Pove£anje sklepalne zmogljivosti
S pozavarovalno pogodbo se del tveganja prenese na pozavarovatelja, kar omo-
go£i zavarovalnici, da sklepa ve£ polic in prevzame ve£je rizike. To jim je v
pomo£ pri doseganju ve£jih trºnih deleºev, testiranju in vstopanju na nove
trge, pridobivanje podatkov in izku²enj na dolo£enih zavarovalnih vrstah ali
regijah itd.
• Dostop do ugodnosti od ve£jih diverzikacijskih zdruºenj
Pogosto je zavarovateljev poslovni model omejen na lokalno obmo£je, zaradi
£esar je lastno iskanje moºnosti diverzikacije za bolj tvegane rizike na zuna-
njih trgih drago in neu£inkovito. Po drugi strani pa ve£ina pozavarovateljev
sklepa pogodbe na globalni ravni, s £imer imajo ve£je moºnosti diverzikacije
tak²nih rizikov. Posledi£no je koli£ina potrebnega kapitala za za²£ito teh rizi-
kov v portfelju precej niºja za pozavarovatelja in tako prenos tveganja prinese
zavarovatelju ekonomske koristi s pomo£jo primernih pozavarovalnih premij.
• Podpora pri oceni, cenitvi in upravljanju z riziki
V dolo£enih primerih zavarovalnica nima na voljo dovolj podatkov ali sredstev
za analiziranje tveganj (²e posebej v repih), tako da je prenos teh tveganj
na pozavarovatelje, ki imajo potrebno znanje, smiselna in najcenej²a re²itev.
S tem pride tudi raz²iritev poslovanja na nove regije in zavarovalne vrste,
na katerih ima pozavarovatelj ºe izku²nje. Pravzaprav lahko pozavarovalne
pogodbe tudi vklju£ujejo dolo£eno mero svetovanja, pri £emer pozavarovatelj
cedentom deli svoje izku²nje in podatke o rizikih.
Z razpr²itvijo tveganja po celem svetu se pozavarovalnice za²£itijo pred preveliko
izpostavljenostjo in delujejo kot stabilizator na lokalnem zavarovalnem trgu. Tako
zagotavljajo, da je na voljo ve£ja ponudba zavarovanj po niºjih cenah, kot bi bilo
sicer mogo£e. Od vseh rizikov, ki jih lahko pozavarovalnice prevzamejo, so le-te
sposobne kriti ²e posebej velike rizike kot so na primer veliki gradbeni projekti,
letalski riziki ali veliki ²portni dogodki, s £imer omogo£ajo inovacije in razvoj. Ker
pobrano premijo investirajo v razli£ne nan£ne naloºbe, pozavarovalnice realnemu
gospodarstvu zagotavljajo kapital in s tem podpirajo proizvodnjo in ponudbo dobrin
ter storitev. [7, str. 9]
2.3 Vrste pozavarovanj
V osnovi obstajata dve obliki pozavarovanja [39, str. 5].
• Fakultativno pozavarovanje
Pozavarovanje, sklenjeno na osnovi individualnih rizikov. Cedent ima mo-
ºnost, da ponudi posamezen riziko pozavarovatelju, ta pa ima pravico, da
riziko sprejme ali zavrne.
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• Obligatno pozavarovanje
Pozavarovanje, ki zajema del (navadno neka homegena skupina rizikov) ceden-
tovega portfelja zavarovanj. Cedent ima obveznost cedirati in pozavarovatelj
sprejeti ves posel, ki je vklju£en v pogojih, zapisanih v pozavarovalni pogodbi.
Fakultativno pozavarovanje se ve£inoma uporablja s strani primarnega cedenta kot
dopolnilno pozavarovanje k obligatnemu, ki krije rizike nad tem kar ºe krije obliga-
tna pogodba. e pa ºeli primarni zavarovatelj pozavarovati skupino rizikov znotraj
neke kategorije, potem je bolj primerno obligatno pozavarovanje. Ravno zaradi av-
tomatskega sprejema rizikov s strani pozavarovatelja, je obligatno pozavarovanje
stro²kovno u£inkovitej²e, vendar je fakultativno pozavarovanje ²e vedno nujno in
uporabno pri velikih rizikih. Tako fakultativno kot obligatno pozavarovanje je po
na£inu kritja lahko proporcionalno ali neproporcionalno. [7, str. 2324]
Proporcionalno pozavarovanje
S proporcionalnim pozavarovanjem si zavarovatelj in pozavarovatelj delita premije in
²kode v razmerju, deniranem v pogodbi. Pozavarovateljev deleº premij je direktno
proporcionalen njegovi obveznosti za pla£ilo ²kod. Dodatno pozavarovatelj povrne
zavarovatelju del njegovih stro²kov pridobivanja zavarovanj in administrativnih stro-
²kov tako, da mu pla£a pozavarovalno provizijo. Ta se navadno izraºa kot odstotek
originalne premije. Pla£ana provizija zavarovatelju sluºi tudi kot cena za pozava-
rovanje; se zniºa ali zvi²a glede na kvaliteto portfelja in se izra£una neodvisno od
zavarovateljeve pozavarovalne premije. Poznamo dva na£ina proporcionalnega po-
zavarovalnega kritja. [7, str. 2527]
• Kvotno pozavarovanje
Pozavarovatelj prevzame dogovorjeno ksno kvoto oziroma odstotek vseh za-
varovateljevih polic znotraj neke homogene skupine, denirane v pogodbi. Za-
varovatelj zadrºi ksen odstotek premije od vsake police in preostalo cedira.
kode se delijo v enakem razmerju kot premija.
• Vsotnopreseºkovno pozavarovanje
Pozavarovatelj ne krije vseh rizikov; do dolo£ene zavarovalne vsote zavarovatelj
zadrºi vse rizike zase. Pozavarovatelj je dolºan sprejeti preseºek oziroma vsoto,
ki presega zavarovateljev lastni deleº. Za vsak tak²en riziko, se izra£una raz-
merje med lastnim deleºem in zavarovalno vsoto, kar predstavlja deleº rizika,
ki ga krije zavarovatelj, preseºek pa krije pozavarovatelj, do nekega dogovor-
jenega ve£kratnika lastnega deleºa (linija) zavarovatelja.
Neproporcionalno pozavarovanje
Neproporcionalno pozavarovanje dolo£a, da vse ²kode do dole£enega zneska krije
zavarovatelj. Ta znesek se imenuje prioriteta. kode, ki preseºejo prioriteto, krije
pozavarovatelj do nekega dogovorjenega limita kritja. Kritje se izraºa v interva-
lih kritja, katerih vsota predstavlja celotno kritje pozavarovatelja. Za razliko od
proporcionalnega pozavarovanja, kjer je za ra£unanje razmerja kritja med zavarova-
teljem in pozavarovateljem pomembna zavarovalna vsota, je pri neproporcionalnem
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pozavarovanju pomembna vi²ina ²kode. Ceno za tak²no kritje dolo£i pozavarovatelj
neodvisno od cene primarnega kritja kot del pri£akovane premije za kriti portfelj.
Poznamo tri na£ine neproporcinalnega pozavarovanja. [7, str. 2830]
• kodnopreseºkovno pozarovanje za posamezen riziko
Pozavarovatelj krije ²kode na individualnih policah (npr. poºar hi²e), denirane
v pogodbi, katere presegajo dogovorjeno prioriteto, do dolo£enega pozavaro-
valnega kritja.
• kodnopreseºkovno pozarovanje za posamezen dogodek
Na£in delovanja je enak kot pri ²kodnopreseºkovnem pozavarovanju za posa-
mezen riziko, razlika je le v tem, da ²koda ni posamezna ²koda na polici ampak
se²tevek ²kod na portfelju, kritem po pogodbi, ki jih je povzro£il en dogodek.
V nadaljevanju je ta tip pozavarovanja podrobneje opisan.
• Pozavarovanje letnega preseºka ²kod
Pozavarovatelj krije del celotnega ²kodnega bremena, ki presega dogovorjeno
prioriteto, do dolo£enega limita. e sta prioriteta in limit izraºena absolutno,
je to pozavarovanje letnega preseºka ²kod nad dolo£enim zneskom, £e pa sta
izraºena kot deleº premije, pa je to pozavarovanje letnega preseºka ²kod nad
dolo£enim ²kodnim koli£nikom.
kodnopreseºkovno pozavarovanje za posamezen dogodek
V nalogi bomo obravnavali primer ²kodnopreseºkovnih pozavarovanj za posamezen
dogodek, zato si jih poglejmo podrobneje. Premija, ki jo zavarovalnica zara£una za-
varovalcu, se imenuje kosmata premija. Za portfelj, ki ga zavarovalnica pozavaruje
na neproporcionalen na£in, le-ta oceni kosmato premijo, ki jo bo zbrala v obdobju
trajanja pozavarovanja. Od te premije od²teje cedirano premijo za pozavarovalne
programe, ki delujejo pred neproporcinalnim. Tako dobimo kosmato £isto zbrano
premijo (£ista pomeni, da je od²teta premija pozavorovanj, ki delujejo pred tem).
Zavarovalnice kupujejo ²kodnopreseºkovno pozavarovanje v intervalih kritja (nava-
dno ve£ kot eden2). Pri vsakemu je dolo£eno ²tevilo ponovnih kritij, kar pomeni,
da se po ²kodi v intervalu kritja avtomatsko vzpostavi novo kritje, za kar se nava-
dno, ni pa nujno, pla£a premija kot odstotek prvotne premije intervala kritja (tako
je pozavarovatelj omejen s ²tevilom ²kod, ki jih lahko krije). Premija se dolo£i za
vsak interval kritja posebej, in sicer kot premijska stopnja od kosmate £iste zbrane
premije. Vsak interval kritja ima ²e dolo£ilo o minimalni (najmanj toliko premije
bo pozavarovatelj dobil) in depozitni premiji (takoj na za£etku pla£ana premija; na
koncu obdobja se naredi pora£un po premijski stopnji) ter skupni letni lastni deleº
(vsota ²kod v intervalu kritja, ki jih krije pozavarovanec  ko je ta vsota zapolnjena,
nadaljnje ²kode izpla£uje pozavarovatelj).
2Pozavarovalnice imajo razli£ne strategije glede prevzemanja tveganj, zato zavarovalnica, z ve£
intervali kritja, laºje pridobi pozavarovatelje, saj lahko ponudijo kritje na razli£nih intervalih.
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Pozavarovanci kupujejo ²kodnopreseºkovno kritje, da se pozavarujejo za katastro-
falne dogodke; naravne (potres, nevihta, poplava, ...) ali pa povzro£ene s strani
£loveka (npr. eksplozija). kodnopreseºkovna pozavarovanja za posamezen dogodek
imajo veliko dolo£b, najpomembnej²i za sproºitev kritja oziroma denicijo kritega
dogodka pa sta jamstvo dveh rizikov in urna dolo£ba.
• Jamstvo dveh rizikov
Ob ²kodnem dogodku morata biti prizadeta vsaj dva rizika iz pozavarovan£e-
vega portfelja, ki je krit s pozavarovalno pogodbo, da se sproºi pozavarovalno
kritje. [40]
• Urna dolo£ba
asovni okvir, znotraj katerega se ²tejejo vsi dogodki za en ²kodni primer (npr.
²koda, ki so jo povzro£ile poplave v 72 urah). [19]
Ozna£imo z D prioteto in z L limit intervala kritja. Interval ozna£imo z LxsD3,
kar pomeni, da krije ²kode v vi²ini med D in D + L. Naj bo X vi²ina ²kode
po posameznem dogodku. Potem lahko izra£unamo znesek od ²kode, ki ga pla£a
pozavarovatelj, R, kot
R = min(max(X −D, 0), L). (2.1)
3 Evropska nevihta
3.1 Nastanek evropskih neviht
V nalogi bomo naredili izra£un potrebnega kapitala za primer pozavarovalnice, ki
krije cedentove ²kode iz evropskih neviht, zato si poglejmo kaj evropska nevihta
sploh je [49, 16]. Ve£ina evropskih neviht je tipa ekstra tropskih ciklonov: sistemi
nizkih pritiskov, ki rastejo iz nestabilnih frontalnih valov. Da ti sistemi rastejo, je
potreben mo£an severno-juºni temperaturni gradient in mo£na baroklini£na atmos-
fera4.
Povedano bolj preprosto se evropske nevihte formirajo na obmo£jih, kjer se tople
zra£ne mase z juga sre£ajo s hladnimi polarnimi zra£nimi masami. Navadno na za-
£etku zime (oziroma v mesecih med oktobrom in marcem), ko so oceani ²e vedno
topli, polarni zrak pa ºe hladen, severni Atlantik zadosti tem pogojem, kar omogo£a
oblikovanje tropskih ciklonov, ki potujejo vzhodno proti Evropi. Samo pribliºno 11
% evropskih neviht se zgodi v marcu, v primerjavi s 25 % in 15 % v januarju in
februarju, kot vidimo na sliki 2.
Mo£ni vetrovi v Evropi so lahko tudi rezultat konvektnih neviht (med njimi so
najmo£nej²i tornadi) in ciklonov, ki nastanejo v sredozemskem bazenu. Vendar ti
tipi neviht ve£inoma niso tako uni£ujo£i in jih zato ni v katalogu [49].
3Beri: L nad D.
4Ve£ na [5].
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Slika 2: Sezonskost evropskih neviht. Vir: [16]
Pot teh neviht se nagiba proti severu, tako da so Islandija in severne evropske drºave
(Ferski otoki, Irska, Velika Britanija in Skandinavija) pogosto prizadete.5 Vendar
ob£asno nevithe zavijejo tudi proti jugu in prizadanejo drºave kot so Francija, Por-
tugalska in panija. Velikokrat so prizadete tudi Belgija, Nizozemska in Nem£ija.
Na sliki 3 vidimo primer formiranja nevihte, kjer z juga prihaja topel zrak, s severa
hladen in juºno od Islandije nastane ciklon, ki se krepi na poti proti kotski. Inten-
ziven gradient tlaka povzro£i zelo mo£no polje vetra okoli centra in potiska nevihto
£ez severni Atlantik proti Britanskim otokom in Irski.
Slika 3: Primer nastanka evropske nevihte. Lestvica pod sliko kaºe temperaturo
zraka v ◦C. Vir: [42].
5V podpoglavju 3.2 je navedena pogostost prizadetosti posameznih drºav za najve£je nevihte.
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3.2 Zgodovina evropskih neviht
Evropske nevihte lahko povzro£ijo uni£ujo£e socialno-ekonomske vplive. Na primer
nevihte Anatol6, Lothar in Martin, ki so se zgodile v decembru 1999, so povzro-
£ile ²kodo v vi²ini 14 miljard ameri²kih dolarjev. Evropske nevihte so sposobne
povzro£iti izpad elektri£ne energije milijonom ljudi, prekiniti transportne povezave,
izruvati drevesa, poru²iti stavbe, kar se lahko na koncu izide tudi v smrtnih ºrtvah.
Posledi£no imajo seveda velik vpliv na zavarovalni²ke ²kode in pozavarovalni trg,
saj so klju£ni razlog pri nakupu pozavarovalne za²£ite za katastrofalne dogodke v
zahodni Evropi. Na sliki 4 vidimo poti (prikazana je sled najmo£nej²ega vrtin£enja
zraka) dveh neviht, Lothar in Kyrill. Prva je ²la samo £ez Francijo, vico in Nem-
£ijo, druga pa je imela severnej²o pot in je najbolj prizadela Irsko, Veliko Britanijo,
Francijo, Belgijo, Nizozemsko in Nem£ijo.
Slika 4: Sled najmo£nej²ega vrtin£enja zraka za nevihti Lothar in Kyrill. Vir: [46].
V tabeli 1 so navedene evropske nevihte, ki so povzro£ile najve£je zavarovane ²kode.7
Ta seznam je iz spletne baze podatkov europeanwindstorms.org [17] in je bil sesta-
vljen s pomo£jo zavarovalni²ke posredni²ke druºbe Willis Re. Obsega 18 neviht med
leti 1979 in 2012, zavarovane ²kode so indeksirane na leto 2012 in izraºene v ame-
ri²kih dolarjih [USD]. Uni£ujo£ih neviht v tem obdobju je ²e ve£, vendar smo vzeli
samo tiste, pri katerih je bila zavedena zavarovana ²koda.
Iz tabele 1 lahko razberemo, da imajo evropske nevihte zelo razli£ne poti. Kljub temu
pa lahko opazimo, da so najve£je nevihte najpogosteje prizadele naslednje drºave;
12-krat: Velika Britanija in Nem£ija, 11-krat: Francija, 9-krat: Belgija, 8-krat:
6Evropske nevihte so poimenovane. V preteklosti so dobile ime po osebi, ki jo je prvi opazil ali
pa po dnevu svetnika. Sedaj pa imajo drºave ºe vnaprej predlagana imena oziroma v zameno za
donacijo lahko prebivalci predlagajo ime. Iz tega seznamo se nato dolo£i ime nevihte.
7Celotno ²kodo, ki jo povzro£i nek dogodek, imenujemo ekonomska ²koda. Zavarovana ²koda
je tako samo del ekonomske ²kode.
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Tabela 1: 18 najve£jih evropskih neviht po velikosti zavarovanih ²kod med leti 1979
in 2012. Vir: [17].
Nevihta Datum Zavarovana
²koda [USD]
Prizadete drºave*
Daria (Burns' Day st.) 25. 01. 1990 8,2 mrd BE, DE, FR, GB, NL
Lothar 26. 12. 1999 8,0 mrd CH, DE, FR
Kyrill 18. 01. 2007 6,7 mrd AT, BE, DE, FR, GB, IE, NL
Great Storm of 87 16. 10. 1987 6,3 mrd GB, FR
Vivian 26. 02. 1990 5,6 mrd BE, DE, FR, GB, NL
Klaus 24. 01. 2009 3,5 mrd AD, CH, DE, ES, FR, IT
Martin 27. 12. 1999 3,3 mrd CH, FR, IT
Xynthia 27. 02. 2010 2,9 mrd BE, DE, DK, ES, FR, GB, PL,
PT, SE
Anatol 3. 12. 1999 2,6 mrd DE, DK, SE
Erwin (Gudrun) 8. 01. 2005 2,2 mrd DK, GB, IE, NO, SE
Herta 3. 02. 1990 1,5 mrd BE, DE, FR, GB, NL
Wiebke 28. 02. 1990 1,4 mrd BE, CH, DE, FR, GB, NL
Emma 29. 02. 2008 1,4 mrd AT, BE, CH, CZ, DE, NL, PL
Christian (St Jude) 28. 10. 2013 1,3 mrd BE, DE, DK, EE, FI, FR, GB,
IE, LV, NL, NO, RU, SE
Xaver 5. 12. 2013 0,9 mrd BE, DE, DK, GB, IE, LT, NL,
NO, PL, SE
Gero 11. 01. 2005 0,6 mrd GB, IE
Ulli 3. 01. 2012 0,2 mrd GB
Dagmar (Patrick) 26. 12. 2011 0,0 mrd FI, NO
*Dvomestne ISO kode drºav [9]. AD: Andora, AT: Avstrija, BE: Belgija, CH: vica, CZ: e²ka republika,
DE: Nem£ija, DK: Danska, EE: Estonija, ES: panija, FI: Finska,
FR: Francija, GB: Velika Britanija, IE: Irska, IT: Italija, LT: Litva,
LV: Latvija, NL: Nizozemska, NO: Norve²ka, PL: Poljska, PT: Portugalska,
RU: Rusija, SE: vedska.
Nizozemska, 5-krat: Irska, Danska, vedska in vica. V primeru pozavarovalnice,
ki jo bomo obravnavali, bomo predpostavili, da le-ta krije portfelje cedentov za
nevarnost evropske nevihte ravno iz teh drºav (iz skupine 5-krat bomo vzeli samo
Irsko).
4 Solventnost II
4.1 Splo²no o Solventnosti II
Zadnja leta se med zavarovalnicami in pozavarovalnicami pojavlja trend osredoto-
£anja na upravljanje kapitala. Finan£na kriza leta 2008 je pokazala, da podjetja ne
morejo predpostaviti, da bo kapital na voljo, ko in £e bo potreben in tudi, £e je na
voljo, ni re£eno, da bo dostopen po primerni ceni. Solventnost II, nova direktiva
Evropske Unije o opravljanju dejavnosti zavarovanja in pozavarovanja, ki je bila uve-
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ljavljena s 1. januarjem 2016, je prinesla veliko sprememb na podro£ju upravljanja
kapitala in kapitalske ustreznosti zavarovalnic in pozavarovalnic. [48, str. 1]
V nadaljevanju povzemamo osnove Solventnosti II iz virov [2, 1]. Razvoj Solventno-
sti II je imel ²tiri klju£ne cilje:
• povi²ati stopnjo usklajenosti regulacij solventnosti v Evropi,
• za²£ititi imetnike zavarovalnih polic,
• uvesti kapitalske zahteve, ki so ob£utljivej²e (kot prej²nje zahteve po Solven-
tnosti I) za ravni sprejetih tveganj in
• priskrbeti ustrezne spodbude za dobro obvladovanje tveganj.
Solventnost II je obvezna direktiva za vse zavarovalnice in pozavarovalnice znotraj
Evropske unije, katerih letna kosmata premija presega 5 milijonov evrov. Solven-
tnost II je sestavljena iz treh stebrov; zahteve glede vrednotenja sredstev in obvezno-
sti ter kapitalske zahteve na podlagi tveganja, bolj²e upravljanje in ve£ja preglednost.
• Steber 1 dolo£a minimalne kapitalske zahteve, ki jih morajo podjetja izpol-
njevati ter metodologije vrednotenja sredstev in obveznosti. Steber 1 vsebuje
dve kapitalski zahtevi, ki denirata spodnji in zgornji konec lestvice za nadzor-
nikovo intervencijo. Zahtevani solventnostni kapital (angl. Solvency Capital
Requirement) (SCR) je raven, nad katero ni nobene nadzornikove intervencije
zaradi nan£nih razlogov. Minimalni zahtevani kapital (angl. Minimum Capi-
tal Requirement) (MCR) je raven pod katero je potrebno najstroºje ukrepanje
nadzornika (npr. odvzem licence). e pade kapital pod MCR je obi£ajno ºe
prepozno, zato je najpomembej²i interval za ukrepanje med MCR in SCR, saj
je takrat ²e moºno re²iti zavarovalnico. SCR lahko izra£unamo z uporabo stan-
dardne formule, notranjega modela ali pa kombinacije obojega. MCR mora
biti med 25 % in 45 % od SCR.
• Steber 2 vklju£uje kvalitativne zahteve, ki se osredoto£ajo na sisteme upra-
vljanja, upravljanje s tveganji in potrebne funkcije ter vklju£uje postopek pre-
gleda nadzornika. Zavarovalnice morajo izvajati lastno oceno tveganj in sol-
ventnosti (angl. Own Risk and Solvency Assessment) (ORSA). Ta od vsake
zavarovalnice zahteva, da identicira vsa tveganja, ki jim je izpostavljena,
identicira procese upravljanja s tveganji in vzpostavljene kontrole ter oceni
nadaljnjo zmoºnost zagotavljanja MCR in SCR.
• Steber 3 vklju£uje zahteve za poro£anje in razkritje, vklju£no s poro£ilom o
solventnosti in nan£nem poloºaju (angl. Solvency and Financial Condition
Report) (SFCR) in poro£anjem nadzornim organom.
Na sliki 5 je prikazana bilanca stanja po Solventnosti II.8 Osnovno na£elo Solven-
tnosti II je, da so sredstva in obveznosti vrednotena na osnovi trºne vrednosti. To
8Ve£ o sestavi in razlagi bilance stanja v Direktivi o Solventnosti II, [12].
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Slika 5: Bilanca stanja po Solventnosti II, vir: [6, str. 4]
je znesek, katerega bi bila neodvisna stranka pripravljena pla£ati za pridobitev in
odtujitev sredstev ali obveznosti. Razlika med vrednostjo sredstev in vrednostjo ob-
veznosti (zavarovalno-tehni£ne rezervacije) nam da lastna sredstva [44]. Ta zajemajo
vsoto osnovnih lastnih sredstev in pomoºnih lastnih sredstev.9 Osnovna lastna sred-
stva zajemajo preseºek sredstev glede na obveznosti (preseºek se zmanj²a za znesek
lastnih delnic, ki so v lasti zavarovalnice ali pozavarovalnice) in podrejene obvezno-
sti. [12, str. 48]
V naslednjem podpoglavju si bomo pogledali, kako se ra£una SCR s pomo£jo stan-
dardne formule in podrobneje razloºili izra£un SCR za modul premoºenjskih za-
varovanj oziroma pozavarovanj, za katerega bomo naredili delni notranji model na
primeru evropske nevihte.
4.2 Zahtevani solventnostni kapital (SCR)
Zahtevani solventnostni kapital (SCR) se izra£una z zdruºevanjem ve£ lo£enih kapi-
talskih zahtev za posamezna tveganja, prikazana na sliki 6, s pomo£jo korelacijskih
matrik ali drugih metodologij. SCR se kalibrira na tvegano vrednost (VaR)10 osnov-
nih lastnih sredstev zavarovalnice ali pozavarovalnice s stopnjo zaupanja 99,5 % za
obdobje enega leta. [1]
SCR se lahko izra£una s pomo£jo standardnih predpisanih scenarijev izjemnih situ-
acij oziroma faktorjev, ki se potem agregirajo s pomo£jo predpisanih korelacijskih
matrik. Ta pristop je znan kot standardna formula. Alternativno lahko izra£unamo
SCR z uporabo notranjega modela, ki mora biti odobren s strani zavarovalni²kega
9Pomoºna lastna sredstva zajemajo postavke, ki niso osnovna lastna sredstva in jih je mogo£e
vpoklicati za nadomestitev izgub (npr. nevpla£ani osnovni kapital ali ustanovni kapital, ki ni bil
vpoklican) [12, str. 48].
10Glej podpoglavje 7.2.
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nadzornega organa, za kar mora prestati ²tevilne zahteve. To pomeni, da mora
zavarovalnica pokazati, da je notranji model obseºno uporabljen znotraj podjetja
in da ima pomembno vlogo pri sprejemanju odlo£itev ter v procesu upravljanja.
Tretja moºnost pa je, da zavarovalnica uporabi kombinacijo notranjega modela in
standardne formule, kar imenujemo delni notranji model [2]. V nadaljevanju bomo
predstavili osnove standardne formule, na primeru pa bomo videli kako uporabiti
delni notranji model.
Slika 6 prikazuje strukturo ra£unanja SCR po standardni formuli. Osnovni zahtevani
solventnostni kapital (BSCR) se izra£una z uporabo razli£nih modulov tveganja: tr-
ºnega, nepla£ila nasprotne stranke, zavarovanja (posebej za ºivljenjska, zdravstvena
in premoºenjska zavarovanja) in neopredmetenih sredstev. V naslednjem poglavju
si bomo podrobneje pogledali samo modul tveganja premoºenjskega zavarovanja.
Slika 6: Struktura kapitalskih zahtev SCR v standardni formuli. Vir: [33, str. 11].
SCR se najprej izra£una za vsak posamezen modul tveganja posebej, glede na pra-
vila, dolo£ena v Uredbi o Solventnosti II [47]. Kalibracija in uporaba vsakega te-
stiranja izjemnih situacij je opredeljena znotraj standardne formule, npr. takoj²nje
25-odstotno zmanj²anje vrednosti nepremi£nin ali takoj²nje in trajno 15-odstotno
pove£anje stopenj umrljivosti. SCR za vsako posamezno tveganje se nato dolo£i kot
razlika med vrednostjo neto sredstev (za prakti£ne namene so to sredstva minus oce-
njene obveznosti) v netestirani bilanci stanja in vrednostjo neto sredstev v bilanci
stanja, testirani za izjemne situacije. Ta posamezna tveganja se nato zdruºijo s tve-
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Tabela 2: Korelacijska matrika za kapitalske zahteve med moduli tveganj v standar-
dni formuli. Vir: Direktiva o Solventnosti II [12, str. 124].
❍❍
❍❍❍❍i
j
Trg Nepla£ilo ivljenjsko Zdravstveno Premoºenjsko
Trg 1,00 0,25 0,25 0,25 0,25
Nepla£ilo 0,25 1,00 0,25 0,25 0,50
ivljenjsko 0,25 0,25 1,00 0,25 0,00
Zdravstveno 0,25 0,25 0,25 1,00 0,00
Premoºenjsko 0,25 0,50 0,00 0,00 1,00
ganji znotraj posameznega modula, pri £emer se uporabijo predpisane korelacijske
matrike. [2]
Ko imamo izra£unan SCR za vsak modul, se nadalje uporabi predpisana korelacijska
matrika, da dobimo BSCR. Agregacija se tako izvr²i na razli£nih nivojih. Osnovni
zahtevani solventnostni kapital se izra£una po formuli:
BSCR =
√︄∑︂
i,j
Corri,jSCRiSCRj + SCRint, (4.1)
pri £emer SCRint ozna£uje kapitalske zahteve za tveganje neopredmetenih sredstev,
SCRi ozna£uje solventnostni kapital za modul tveganja i, SCRj ozna£uje solventno-
stni kapital za modul tveganja j, indeksa i in j pa te£eta iz mnoºice {premoºenjsko,
ºivljenjsko, zdravstveno, trg, nepla£ilo}. Faktor Corri,j ozna£uje korelacijski koe-
cient iz vrstice i in stolpca j korelacijske matrike v tabeli 2.
Da dobimo splo²ni SCR, naredimo dve prilagoditvi na BSCR: dodatek za operativno
tveganje11 in dodatek za prilagoditev zaradi absorbcijskih zmoºnosti zavarovalno-
tehni£nih rezervacij in odloºenih davkov.12 Tako dobimo kon£no formulo
SCR = BSCR + Adj + SCRop, (4.2)
pri £emerAdj ozna£uje prilagoditev zaradi absorpcijskih zmoºnosti zavarovalno-teh-
ni£nih rezervacij in SCRop ozna£uje kapitalske zahteve za modul operativnega tve-
ganja.
(Delni) notranji model
Standardna formula pri izra£unu SCR zajema pomembna merljiva tveganja, ki jim
je izpostavljena ve£ina zavarovalnic in pozavarovalnic. Vendar se lahko zgodi, da
11Nevarnost izgube zaradi neprimernega ali neuspe²nega izvajanja notranjih procesov, ravnanja
ljudi ali delovanja sistemov ali zaradi zunanjih dogodkov.
12Moºno nadomestilo napri£akovanih izgub s hkratnim zmanj²anjem zavarovalno-tehni£nih re-
zervacij ali odloºenih davkov ali kombinacijo obeh.
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standardna formula ne pokrije vseh pomembnih tveganj, ki jim je izpostavljena do-
lo£ena zavarovalnica oziroma pozavarovalnica. Standardna formula je bila razvita
kot standardizirana ra£unska metoda in kot taka ni prilagojena prolu tveganja in-
dividualnega podjetja. [45]
Kot smo ºe omenili, lahko namesto standardne formule uporabimo (delni) notranji
model, ki pa mora tudi pokriti vsa tveganja, ki jih pokriva standardna formula
in mora pravtako biti kalibriran na tvegano vrednost osnovnih lastnih sredstev s
stopnjo 99,5 % za obdobje enega leta. Razvoj (delnega) notranjega modela je zelo
zahteven in drag, ampak se izkaºe, da se v ve£ini primerov zahtevani solventnostni
kapital zmanj²a z uporabo notranjega modela (glej npr. [13]. Notranji model je
prilagojen speci£nim tveganjem za dolo£eno zavarovalnico in kot tak ni namenjen
samo izra£unu SCR, ampak je uporaben pri planiranju, optimizaciji pozavarovanja
itd.
4.3 Modul tveganja iz pogodb premoºenjskega pozavarovanja
v standardni formuli
Namen naloge je razviti delni notranji model za modul tveganja iz pogodb premo-
ºenjskega pozavarovanja.13 Tukaj bomo navedli osnove izra£una SCR za ta modul,
kot jih narekuje standardna formula (glej Direktiva o Solventnosti II [12] in Uredba
o Solventnosti II [47]). Modul tveganja iz pogodb premoºenjskega pozavarovanja
odraºa tveganje, ki izhaja iz obvez premoºenjskega pozavarovanja, v zvezi s kritimi
nevarnostmi in postopki, uporabljenimi pri opravljanju poslov. Upo²teva negoto-
vost pri rezultatih pozavarovalnic glede obstoje£ih pozavarovalnih obveznosti kot
tudi novih poslovanj, pri£akovanih v naslednjih dvanajstih mesecih. Izra£una se kot
kombinacija zahtevanega kapitala za naslednje podmodule:
(a) tveganje premije in rezervacija premoºenjskega pozavarovanja:
tveganje izgube ali neugodne spremembe v vrednosti pozavarovalnih obveznosti,
ki izhajajo iz nihanja v £asu, pogostosti in resnosti pozavarovanih dogodkov ter
v £asu in obsegu obravnavanja od²kodninskih zahtevkov,
(b) tveganje katastrofe premoºenjskega pozavarovanja:
tveganje izgube ali neugodne spremembe v vrednosti pozavarovalnih obveznosti
zaradi ve£je negotovosti predpostavk glede oblikovanja cen in rezervacij, pove-
zanih z ekstremnimi ali izjemnimi dogodki,
(c) tveganje pred£asne prekinitve premoºenjskega pozavarovanja:
tveganje, pri katerem bi prekinitev povzro£ila pove£anja zavarovalno-tehni£nih
rezervacij brez marºe za tveganje.
Kapitalske zahteve za tveganje iz pogodb premoºenjskega pozavarovanj se izra£unajo
13Moduli so v Direktivi o Solventnosti II navedeni za zavarovanja, ampak se enako nana²a na
pozavarovanja, zato bomo mi omenjali slednja.
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kot
SCRnon−life =
√︄∑︂
i,j
CorrNLi,jSCRiSCRj, (4.3)
pri £emer:
(a) vsota zajema vse moºne kombinacije (i, j) zgoraj na²tetih podmodulov,
(b) CorrNLi,j ozna£uje korelacijski koecient za podmodula i in j,
(c) SCRi in SCRj ozna£ujeta kapitalske zahteve za podmodula tveganja i oziroma
j.
Korelacijski koecient CorrNLi,j ozna£uje postavko iz vrstice i in stolpca j korela-
cijske matrike v tabeli 3.
Tabela 3: Korelacijska matrika za kapitalske zahteve v standardni formuli med pod-
moduli tveganj za modul tveganja iz pogodb premoºenjskega pozavarovanja. Vir:
Uredba o Solventnosti II [47, str. 72].
❍❍❍
❍❍❍i
j
Premije in rezervacije Katastrofe Pred£asne prekinitve
Premije in rezervacije 1,00 0,25 0,00
Katastrofe 0,25 1,00 0,00
Pred£asne prekinitve 0,00 0,00 1,00
Vsak izmed na²teth podmodulov ima predpisano metodologijo izra£una SCR, ampak
jih tukaj ne bomo navajali. Za podrobnosti glej [47, str. 72].
5 Kolektivni model rizikov
5.1 Porazdelitvene funkcije in ra£unanje parametrov
5.1.1 Splo²ne denicije
V tem poglavju si bomo pogledali nekaj splo²nih denicij o porazdelitvenih funkcijah
ter osnovni metodi iskanja primernih parametrov za te funkcije. Navedena teorija
je iz [11, str. 1018 in 37] in iz [28, str. 2527].
Denicija 5.1. Porazdelitveno funkcijo slu£ajne spremenljivke (s. s.) X ozna£imo
z FX in je denirana kot
FX(x) = P [X
−1((−∞, x])] = P [X ≤ x], x ∈ R.
Denicija 5.1 velja za enorazseºno porazdelitveno funkcijo. V nalogi bomo delali
tudi z ve£razseºnimi slu£ajnimi spremenljivkami, ki jih bomo ozna£evali s krepkimi
£rkami, kot npr. X. Predpostavimo, da so slu£ajne spremenljivke X1, X2, . . . , Xn,
z robnimi porazdelitvenimi funkcijami F1, F2, . . . , Fn, komponente slu£ajnega vek-
torja X = (X1, X2, . . . , Xn) ∈ Rn. Poglejmo si denicijo porazdelitvene funkcije
slu£ajnega vektorja.
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Denicija 5.2. Porazdelitveno funkcijo slu£ajnega vektorjaX ozna£imo z FX. Ime-
nujemo jo skupna porazdelitvena funkcija in denirana je kot
FX(x1, x2 . . . , xn) = P [X
−1((−∞, x1]× (−∞, x2]× · · · × (−∞, xn])]
= P [X1 ≤ x1, X2 ≤ x2, . . . , Xn ≤ xn], x1, x2, . . . , xn ∈ R.
Skraj²ano lahko zapi²emo tudi kot FX(x) = P [X ≤ x], x ∈ Rn.
Denicija 5.3. Repna porazdelitvena funkcija, katero imenujemo tudi funkcija pre-
ºivetja, je denirana kot
FX(x) = 1− FX(x) = P [X > x], x ∈ R.
Mnoºico vseh moºnih izidov za slu£ajno spremenljivko X imenujemo nosilec od X
in ga ozna£imo z δX . e je FX porazdelitvena funkcija slu£ajne spremenljivke X,
potem je δX deniran kot mnoºica vseh to£k x ∈ R, kjer je FX strogo nara²£ajo£a.
Glede na strukturo nosilca lahko slu£ajne spremenljivke razvrstimo v dve kategoriji.
Pri diskretnih slu£ajnih spremenljivkah nosilec δX vsebuje ²tevno mnogo vrednosti
δX = {x1, x2, x3, . . .}. Porazdelitvena funkcija ima skoke nezveznosti v vrednostih
x1, x2, x3, . . . in je med temi to£kami konstantna. Verjetnostno funkcijo deniramo
kot
fX(xi) = P [X = xi], i = 1, 2, 3, . . .
Slu£ajna spremenljivkaX pa je zvezna, £e je njen nosilec interval ali unija intervalov.
Njeno porazdelitveno funkcijo FX lahko zapi²emo kot
FX(x) =
∫︂ x
−∞
fX(y)dy, x ∈ R,
za neko integrabilno funkcijo fX : R → R+; kjer je fX funkcija gostote verjetnosti
slu£ajne spremenljivke X.
Navedimo ²e dve uporabni deniciji.
Denicija 5.4. Za dano porazdelitveno funkcijo FX deniramo inverzno funkcijo
F−1X od FX kot
F−1X = inf{x ∈ R|FX(x) ≥ p} = sup{x ∈ R|FX(x) < p},
za p ∈ [0, 1], kjer po dogovoru velja inf ∅ = +∞ in sup ∅ = −∞.
Za neko dano verjetnost p, je F−1X (p) p-ti kvantil od X (ponavadi zapisano kot qp).
Natan£neje, F−1X (p) je meja, ki jo preseºe X z verjetnostjo najve£ 1 − p. Funkcijo
F−1X imenujemo tudi kvantilna funkcija porazdelivene funkcije FX .
Denicija 5.5. Naj bosta X = (X1, X2, . . . , Xn) in Y = (Y1, Y2, . . . , Ym) slu£ajna
vektorja in naj bo g(x,y) vrednost skupne funkcije gostote verjetnosti v poljubnih
to£kah x ∈ Rn in y ∈ Rm. Naj bo fY gostota verjetnosti od Y in vzemimo poljubno
to£ko y ∈ Rm tako, da je fY(y) > 0. Potem je pogojna funkcija gostote verjetnosti
od X, pri danem Y = y, ozna£ena z fX|Y(x|y) in denirana v poljubni to£ki x ∈ Rn
kot
fX|Y(x|y) =
g(x,y)
fY(y)
.
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Denicija 5.6. Za slu£ajno spremenljivko X je k-ti moment pri£akovana vrednost
k-te potence te spremenljivke, ob predpostavki, da ta obstaja. Ozna£imo ga z E[Xk]
ali z µk, pri £emer prvi moment imenujemo matemati£no upanje, ponavadi ozna£eno
z µ.
Formuli za k-ti moment sta
µk = E[X
k] =
{︄∫︁∞
∞ x
kf(x)dx, £e je slu£ajna spremenljivka X zvezna.∑︁
j x
k
jf(xj), £e je slu£ajna spremenljivka X diskretna.
Pomembno je izpostaviti, da se lahko zgodi, da integral ali vsota ne konvergira, pri
£emer re£emo, da ta moment ne obstaja.
Denicija 5.7. Za slu£ajno spremenljivko X je k-ti centralni moment pri£akovana
vrednost k-te potence odklona te spremenljivke od njenega matemati£nega upa-
nja. Ozna£imo ga z E[(X − µ)k] ali pa z µ′k. Drugi centralni moment imenujemo
varianca in ga ozna£imo z σ2, njen kvadratni koren, σ, pa imenujemo standardni od-
klon. Razmerje med standardnim odklonom in matemati£nim upanjem imenujemo
koecient variacije, razmerje med tretjim centralnim momentom in tretjo potenco
standardenega odklona, γ1 = µ3/σ3, pa koecient asimetrije. Razmerje med £etr-
tim centralnim momentom in £etrto potenco standardnega odklona, zmanj²ano za
3, γ2 = µ4/σ4 − 3, se imenuje koecient splo²£enosti.
Formuli za ra£unanje centralnih momentov sta
µ′k = E[(X − µ)k] =
{︄∫︁∞
∞ (x− µ)
kf(x)dx, £e je s. s. X zvezna.∑︁
j(xj − µ)kf(xj), £e je s. s. X diskretna.
5.1.2 Ra£unanje parametrov
Pri gradnji modelov je klju£no najti primerne vrednosti parametrov. V kolektivnem
modelu rizikov so to parametri za porazdelitvene funkcije ²tevila in vi²ine ²kod.
Pogledali si bomo dve najpogostej²i metodi iskanja parametrov in teste ustreznosti
izbranih parametrov. Predpostavimo, da imamo neodvisne in enako porazdeljene
(n. e. p.) slu£ajne spremenljivke X1, X2, . . . , Xn. Navedena vsebina je iz virov
[11, 28].
Denicija 5.8. Naj bodo X1, X2, . . . , Xn neodvisne in enako porazdeljene slu£ajne
spremenljivke. Potem slu£ajno spremenljivko ˆ︁θ, ki je funkcija teh slu£ajnih spre-
menljivk in je uporabljena za oceno neznanega parametra θ, imenujemo cenilka za
θ. Opazovano vrednost od ˆ︁θ pa imenujemo ocena θ.
Torej, £e imamo vzorec slu£ajnih spremenljivk X1, X2, . . . , Xn, je cenilka slu£ajna
spremenljivka tipa g(X1, X2, . . . , Xn) za neko funkcijo g : Rn → R. Pomembno je
izpostaviti, da je parameter θ ksno, ampak neznano, ²tevilo, cenilka ˆ︁θ pa slu£ajna
spremenljivka, ki jo izra£unamo iz vzorca. Za cenilko ˆ︁θ pravimo, da je nepristranska,
£e je E[ˆ︁θ] = θ.
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Kot primer cenilke lahko navedemo iskanje neznanega parametra µ = E[X], ki ga
dobimo kot povpre£je vzorca. Dobimo ga s funkcijo
g(X1, X2, . . . , Xn) = (X1 +X2 + · · ·+Xn)/n, ki nam da cenilko ˆ︁µ = X.
Na primeru, ki smo ga navedli, smo dokaj intuitivno na²li primerno cenilko, pov-
pre£je. V splo²nem pa cenilka ni tako o£itna, zato si sedaj poglejmo dve splo²ni in
najbolj uporabljeni metodi iskanje cenilk; metodo momentov in metodo najve£jega
verjetja.
Metoda momentov
Naj bodo X1, X2, . . . , Xn neodvisne in enako porazdeljene slu£ajne spremenljivke,
vse porazdeljene kot X ter x1, x2, . . . , xn njihov vzorec. Porazdelitvena funkcija od
X naj bo podana kot
FX(x|θ), θ = (θ1, θ2, . . . , θp),
kjer je θ vektor, ki vsebuje p parametrov, katere moramo oceniti. Nadalje naj bo
µr(θ) = E[X
r|θ] r-ti moment in ˆ︁µr = 1/n∑︁nk=1Xrk njegova cenilka. Upo²tevajmo
tudi, da ima za vsak r, ˆ︁µr pri£akovano vrednost in varianco enako
E[ ˆ︁µr] = µr, Var[ ˆ︁µr] = 1
n
Var[Xr],
tako da je vsak vzor£ni moment nepristranska cenilka za pripadajo£i moment in ima
varianco, ki je majhna za velike n (razen, £e je Var[Xr] = ∞). Iskani parametri
verjetno ne bodo enaki enemu izmed momentov, ampak £e jih lahko izrazimo kot
funkcije momentov, potem lahko cenilke parametrov izra£unamo kot re²itev sistema
ena£b vzor£nih momentov. To je osnovna ideja metode momentov (MM), ki jo
zapi²emo v naslednji deniciji.
Denicija 5.9. Predpostavimo, da lahko p neznanih parametrov θ1, θ2, . . . , θp po-
razdelitvene funkcije FX(x|θ), θ = (θ1, θ2, . . . , θp) izrazimo kot funkcije prvih p mo-
mentov v obliki
θ1 = g1(µ1, µ2, . . . , µp),
θ2 = g2(µ1, µ2, . . . , µp),
...
θp = gp(µ1, µ2, . . . , µp).
Cenilke za parametre θ1, θ2, . . . , θp, ozna£ene z ˆ︁θ1, ˆ︁θ2, . . . , ˆ︁θp, izra£unamo po metodi
momentov kot re²itev sistema p ena£b
ˆ︁θ1 = g1( ˆ︁µ1, ˆ︁µ2, . . . , ˆ︁µp),ˆ︁θ2 = g2( ˆ︁µ1, ˆ︁µ2, . . . , ˆ︁µp),
...ˆ︁θp = gp( ˆ︁µ1, ˆ︁µ2, . . . , ˆ︁µp).
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Zapis θ = g(µ1, µ2, . . . , µp) ni nujno enoli£en, saj lahko parametre pogosto zapi²emo
kot razli£ne funkcije razli£nih momentov. Pravilo je, da za£nemo z izra£unom prvega
momenta µ1. e lahko izrazimo θ kot funkcijo µ1, smo kon£ali. e ne, nadaljujemo
z izra£unom drugega momenta ter poskusimo izraziti θ s prvima dvema momentoma
itd., dokler ne moremo izra£unati θ kot funkcijo g.
Problem pri oceni parametrov po metodi momentov je, da sistem p ena£b ni eno-
stavno re²ljiv in da so dobljene cenilke pogosto slaba ocena parametrov. Glavni
razlog za to je, da ta metoda uporablja samo nekaj lastnosti podatkov in ne ce-
lotnega vzorca. e posebej pomembno je uporabiti £im ve£ informacij v primeru,
ko ima porazdelitev teºek rep. Na primer, ko ocenjujemo parametre za normalno
porazdelitev, sta vzor£no povpre£je in varianca zadostna. Vendar, ko pa ocenjujemo
parametre za Paretovo porazdelitev, je pomembno poznati vse ekstremne vrednosti
vzorca, da lahko dobro ocenimo parameter α.14 e ena pomanjkljivost metode mo-
mentov je, da mora biti celoten vzorec iz iste slu£ajne spremenljivke. Nenazadnje ta
metoda dovoljuje uporabnikom delati samovoljne odlo£itve katere momente upora-
biti pri izra£unu prarametrov. Zaradi teh pomanjkljivosti si bomo pogledali drugo
metodo, metodo najve£jega verjetja.
Metoda najve£jega verjetja
Pri metodi najve£jega verjetja (MLE) najprej sestavimo funkcijo verjetja, ki jo
bomo ozna£ili z L in dolo£imo vrednosti parametrov, ki to funkcijo maksimizi-
rajo. S tem dobimo ocene za parametre kot cenilke najve£jega verjetja. Pred-
postavimo, da imamo neodvisne, ne nujno enako porazdeljene slu£ajne spremen-
ljivke X1, X2, . . . , Xn, ki pa morajo biti vse odvisne od vektorja parametrov θ =
(θ1, θ2, . . . , θp) ter njihov vzorec x1, x2, . . . , xn. Osnovna ideja je, da na tem vzorcu
sestavimo produkt gostot verjetnosti fX1(x1|θ) · · · fX2(x2|θ) · · · fXn(xn|θ), ki ga ozna-
£imo z L(θ). Najti moramo tiste cenilke ˆ︁θ, ki maksimizirajo ta produkt, kjer
funkcijo L(θ) interpretiramo kot mero verjetnosti, da parametri θ generirajo vzo-
rec x1, x2, . . . , xn. Postavimo to sedaj v uradno denicijo.
Denicija 5.10. Naj bodo X1, X2, . . . , Xn neodvisne slu£ajne spremenljivke ter
x1, x2, . . . , xn njihov vzorec. Naj fXk(xk|θ), k = 1, 2, . . . , n, ozna£uje gostote verje-
tnosti in θ = (θ1, θ2, . . . , θp) parametre od f . Funkcija
L(θ) =
n∏︂
k=1
fXk(xk|θ)
se imenuje verjetnostna fukncija. Cenilke ˆ︁θ = (ˆ︁θ1, ˆ︁θ2, . . . , ˆ︁θp), kjer zavzame L ma-
ksimum, se imenujejo cenilke po metodi najve£jega verjetja (MLE) za
θ = (θ1, θ2, . . . , θp).
V praksi je dosti laºje maksimizirati vsoto kot produkt, zato denirajmo logaritem-
14Za ve£ o Paretovi porazdelitvi glej podpoglavje 5.3.
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sko funkcijo verjetja
l(θ) = logL(θ) =
n∑︂
k=1
log fXk(xk|θ)
in maksimiziramo to namesto L. Ker je logaritem strogo nara²£ajo£a funkcija, l in
L doseºeta maksimum pri istih argumentih. Za iskanje cenilk po MLE ve£inoma
zado²£a slede£ algoritem:
1. Poi²£i L(θ) in l(θ) = logL(θ), θ = (θ1, θ2, . . . , θp).
2. Parcialno odvajaj l(θ) po θj, za j = 1, 2, . . . , p in odvode izena£i z 0.
3. Re²i sistem ena£b za θ1, θ2, . . . , θp in re²itev ozna£i z ˆ︁θ1, ˆ︁θ2, . . . , ˆ︁θp.
4. Preveri ali velja l′′(ˆ︁θj) < 0, za j = 1, 2, . . . , p, da zagotovimo maksimum. e
prestanejo test, so ˆ︁θ = (ˆ︁θ1, ˆ︁θ2, . . . , ˆ︁θp) cenilke po MLE.
Ni gotovo, da ima funkcija l(θ) globalni maksimum pri izra£unanih vrednostih pa-
rametrov. Paziti moramo pri maksimiziranju te funkcije, saj ima lahko poleg glo-
balnega, tudi lokalni maksimum. Pogosto ni moºno analiti£no izra£unati funkcijo
verjetja, zato se posluºujemo raznih numeri£nih metod. Ker predpostavimo, da
so slu£ajne spremenljivke X1, X2, . . . , Xn neodvisne in, £e imamo opazovani vzorec
x1, x2, . . . , xn, je funkcija verjetja L(θ) skupna verjetnost, da dobimo vzorec, ki smo
ga dejansko dobili, pri danih vrednostih parametrov θ. Cenilke so potem vredno-
sti parametrov, ki generirajo model, iz katerega je najverjetnej²e, da bomo dobili
dejanski opazovani vzorec. Klju£na prednost te metode je, da ima taka cenilka mini-
malno varianco. e lahko zapi²emo verjetnostne funkcije oziroma gostote verjetnosti
fXk(xk|θ), k = 1, 2, . . . , n, potem bomo lahko izvr²ili MLE metodo.
Testiranje parametrov
Ko po eni od metod najdemo primerne ocene za parametre, nas seveda zanima kako
dobro se ocenjena porazdelitvena funkcija prilagaja podatkom. Najbolj direktna
metoda je, da nari²emo porazdelitveno funkcijo modelne porazdelitve in empiri£nih
podatkov ter primerjamo kako dobro se modelna porazdelitev prilega podatkom. e
sta krivulji razli£ni ºe na prvi pogled, ocenjeni model zavrrºemo, £e pa sta krivulji
blizu, je teºko oceniti majhna odstopanja. Lahko bi narisali raziko med funkcijama.
e z Fn(x) ozna£imo empiri£no porazdelitveno funkcijo in z F (x) porazdelitveno
funkcijo modela, nari²emo D(x) = Fn(x)− F (x).
Drugi na£in kako prepoznamo razlike je verjetnostni grakon (angl. p-p plot). Za
ta grakon najprej uredimo vzorec podatkov kot x1 ≤ x2 ≤ · · · ≤ xn. Vsako od
teh to£k nari²emo na grakon s koordinatami (Fn(xj), F (xj)). e se model podat-
kom dobro prilagaja, bodo narisane to£ke blizu premici, ki poteka pod kotom 45◦ od
(0, 0) do (1, 1) [22, str. 110]. Tretji gra£ni na£in ocenjevanja kvalitete aproksimacije
porazdelitvene funkcije je kvantilni grakon (angl. q-q plot). S tem ocenjujemo ali
je vzorec generiran iz dolo£ene porazdelitvene funkcije. Enako, kot za verjetnostni
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grakon, najprej uredimo vzorec podatkov kot x1 ≤ x2 ≤ · · · ≤ xn, poi²£emo kvan-
tile od ocenjene porazdelitvene funkcije kot qi = F−1((i− 1/2)/n), za i = 1, 2, . . . , n
in nari²emo to£ke s koordinatami (xi, qi), za i = 1, 2, . . . , n. e to£ke leºijo na ravni
£rti, potem lahko domnevamo, da ima vzorec res ocenjeno porazdelitev.
Graf nam da prvo oceno o ustreznosti aproksimacije, vendar se na koncu odlo-
£amo s pomo£jo ustreznih statisti£nih metod, kot je testiranje hipotez. Pogledali
si bomo Kolmogorov-Smirnov test za ugotavljanje kvalitete aproksimacije porazde-
litvene funkcije, obstaja pa ²e veliko drugih, kot sta npr. Anderson-Darlingov ali
Hi-kvadrat test. [28, str. 428435]
Ozna£imo z H0 in HA ni£elno in alternativno hipotezo, ki ju deniramo kot:
H0: Vzorec je iz ocenjene porazdelitvene funkcije.
HA: Vzorec ni iz ocenjene porazdelitvene funkcije.
Predpostavimo, da imamo n neodvisnih in enako porazdeljenih slu£ajnih spremen-
ljivk X1, X2, . . . , Xn. Kolmogorov-Smirnov (K-S) test primerja podatke iz vzorca
(empiri£na porazdelitvena funkcija) z neko znano (referen£no) porazdelitveno funk-
cijo in nam pove, £e imata enako porazdelitev [29]. Najprej deniramo empiri£no
porazdelitveno funkcijo Fn za urejen vzorec kot
Fn(x) =
1
n
n∑︂
i=1
1(Xi ≤ x), (5.1)
kjer je 1(Xi ≤ x) indikatorska funkcija enaka 1, £e je Xi ≤ x in 0 sicer [15].
Testna statistika je mera, ki nam pove kako blizu je ocenjena porazdelitvena funkcija
empiri£ni porazdelitveni funkciji. Kolmogorov-Smirnova testna statistika za model-
sko kumulativno porazdelitveno funkcijo F (x) je denirana kot
Dn = sup
x
|Fn(x)− F (x)|, (5.2)
pri £emer mora biti F (x) zvezna. Kolmogorov-Smirnova statistika tako meri raz-
daljo med empiri£no in referen£no porazdelitveno funkcijo, kjer je ni£elna hipoteza,
da je vzorec generiran iz referen£ne porazdelitvene funkcije. Ostane nam ²e de-
nirati kriti£no vrednost. Najve£krat uporabljene kriti£ne vrednosti so 1, 22/
√
n za
α = 0, 10, 1, 36/
√
n za α = 0, 05 in 1, 63/
√
n za α = 0, 01, pri £emer je α stopnja tve-
ganja. e je testna statistika Dn manj²a od kriti£ne vrednosti za dolo£eno stopnjo
tveganja, ni£elne hipoteze ne zavrºemo in predpostavimo, da je referen£na porazde-
litvena funkcija pravilna. V statisti£nem programu R je Kolmogorov-Smornov test
ºe implementiran pod funkcijo ks.test.
5.2 tevilo ²kod
Za modeliranje ²tevila ²kod uporabljamo ²tevne porazdelitve. To so diskretne poraz-
delitve z verjetnostmi samo za nenegativna cela ²tevila; kar pomeni da so verjetnosti
22
denirane samo za to£ke 0, 1, 2, 3, 4, . . . V zavarovanju in pozavarovanju diskretne
porazdelitve ponazarjajo ²tevilo dogodkov, kot na primer ²tevilo ²kod. Diskretne
porazdelitve opisujemo z verjetnostno funkcijo pk, kjer k pomeni, da se je zgodilo
natanko k dogodkov. e z N ozna£imo slu£ajno spremenljivko, ki predstavlja ²tevilo
²kod, je
pk = P (N = k), k = 0, 1, 2, . . .
V zavarovalni²tvu uporabljamo razli£ne porazdelitve ²tevila ²kod, ampak za na²e
potrebe bomo opisali in kasneje uporabljali Poissonovo porazdelitev, ki je, zaradi
svojih lastnosti, v praksi najve£krat uporabljena. Druga uporabna porazdelitev ²te-
vila ²kod je negativna binomska. Ve£ lahko najdemo v [28, str. 7280].
Verjetnostna funkcija za Poissonovo porazdelitev je denirana kot
pk =
e−λλk
k!
, k = 0, 1, 2 . . .
V nadaljevanju bomo veliko uporabljali rodovno funkcijo, zato si poglejmo njeno
denicijo.
Denicija 5.11. Naj bo N diskretna slu£ajna spremenljivka. Rodovna funkcija za
N je GN(z) = E[zN ] za vse z, za katere matemati£no upanje obstaja.
Rodovno funkcijo za slu£ajno spremenljivko N izra£unamo kot
G(z) = GN(z) = E[z
N ] =
∞∑︂
k=0
pkz
k.
Trditev 5.12. Rodovna funkcija ima dve pomembni lastnosti.15
a) Naj bodo N1, N2, . . . , Nn neodvisne slu£ajne spremenljivke z rodovnimi funkcijami
GN1(z), GN2(z), . . . , GNn(z). Rodovna funkcija za N = N1+N2+· · ·+Nn je dana
s produktom
GN(z) = E
[︁
zN
]︁
= E
[︂
z
∑︁n
j=1 Nj
]︂
= GN1 [z]GN1 [z] · · ·GNn [z] =
n∏︂
j=1
GNj(z).
b) Naj bosta N1 in N2 slu£ajni spremenljivki z rodovnima funkcijama GN1(z) in
GN2(z). Potem je
GN1(z) = GN2(z)
£e in samo £e za verjetnostni funkciji velja
P [N1 = k] = P [N2 = k]
za vse k ≥ 0. Rodovna funkcija enoli£no dolo£a verjetnostno funkcijo.
15Dokaza najdemo v [27].
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Rodovno funkijo lahko uporabimo za ra£unanje momentov porazdelitvenih funkcij.
V splo²nem za slu£ajno spremenljivko N velja
G(m)(z) = E
[︃
dm
dzm
zN
]︃
= E[N(N − 1) · · · (N −m+ 1)]zN−m
=
∞∑︂
k=m
k(k − 1) · · · (k −m+ 1)zk−mpk.
Z nekaj ra£unanja dobimo rodovno funkcijo za Poissonovo porazdelitev
G(z) = eλ(z−1), λ > 0.
Matemati£no upanje in varianco lahko enostavno izra£unamo s pomo£jo rodovne
funkcije:
E[N ] = G′(1) = λ
E[N(N − 1)] = G′′(1) = λ2
Var[N ] = E[N(N − 1)] + E[N ]− (E[N ])2
= λ2 + λ− λ2
= λ.
Vidimo, da je za Poissonovo porazdelitvijo matemati£no upanje enako varianci, λ.
Poissonova porazdelitev ima najmanj dve uporabni lastnosti zaradi katerih se veliko
uporablja v aktuarstvu. Prvo navajamo v spodnji trditvi.
Trditev 5.13. Naj bodo N1, N2, . . . , Nn neodvisne Poissonove slu£ajne spremen-
ljivke s parametri λ1, λ2, . . . , λn. Potem ima N = N1 + N2 + · · · + Nn Poissonovo
porazdelitev s parametrom λ1 + λ2 + · · ·+ λn.
Dokaz. Rodovna funkcija vsote neodvisnih slu£ajnih spremenljivk je produkt ro-
dovnih funkcij teh spremenljivk. Za vsoto Poissonovih slu£ajnih spremenljivk tako
velja
GN(z) =
n∏︂
j=1
GNj(z) =
n∏︂
j=1
eλj(z−1) = e
∑︁n
j=1 λj(z−1) = eλ(z−1),
kjer je λ = λ1 + λ2 + · · · + λn. Po trditvi 5.12 rodovna funkcija enoli£no dolo£a
verjetnostno funkcijo, od koder sledi, da je slu£ajna spremenljivka N porazdeljena
po Poissonu s parametrom λ.
Druga lastnost je ²e posebej uporabna pri modeliranju zavarovalni²kih rizikov. Pred-
postavimo, da ²tevilo ²kod v nekem omejenem £asovnem obdobju, npr. ene letu,
sledi Poissonovi porazdelitvi. Nadalje predpostavimo, da lahko ²kode razporedimo
na m razli£nih tipov. Na primer, ²kode lahko razporedimo glede na velikost, na
tiste pod neko mejo in na tiste nad njo. Izkaºe se, da £e bi prou£evali ²tevilo ²kod
nad mejo, bi bila porazdelitev le-teh tudi Poissonova z novim parametrom. e ve£,
porazdelitvi pod in nad mejo bi bili neodvisni. Zapi²imo to kot trditev, za katero
lahko najdemo dokaz v [28, str. 75].
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Trditev 5.14. Predpostavimo, da je ²tevilo dogodkov N Poissonova slu£ajna spre-
menljivka s pri£akovano vrednostjo λ. Nadalje predpostavimo, da lahko vsak dogo-
dek razvrstimo v enega od m tipov z verjetnostmi p1, p2, . . . , pm, neodvisno od ostalih
dogodkov. Potem so ²tevila dogodkov N1, N2, . . . , Nm, ki ustrezajo tipom dogodkov
1, 2, . . . ,m v ustreznem zaporedju, med seboj neodvisne Poissonove slu£ajne spre-
menljivke s pri£akovanimi vrednostmi λp1, λp2, . . . , λpm.
Izpeljimo sedaj parameter λ po metodi momentov in metodi najve£jega verjetja. Naj
bodo N1, N2, . . . , Nm neodvisne in enako porazdeljene (vse kot N) slu£ajne spremen-
ljivke ter n1, n2, . . . , nm njihov vzorec. Oglejmo si najprej metodo momentov, [28,
str. 383384] in [36, str. 326]. Poissonova porazdelitev ima samo en parameter, λ.
Prvi moment izena£imo s prvim vzor£nim momentom µ1 = E[N ] = λ = n, kjer je
n =
∑︁m
i=1 ni. Torej imamo eno ena£bo z eno neznanko in to nam da cenilko po
metodi momentov ˆ︁λ = N .
Izpeljimo sedaj ²e cenilko po metodi najve£jega verjetja [36, str. 330331]. Verje-
tnostna funkcija je
fλ(k) = e
−λλ
k
k!
, k = 0, 1, . . . ,
ki nam da
L(λ) =
m∏︂
k=1
e−λ
λnk
nk!
= Ce−mλλmn,
kjer je C = (n1!n2! · · ·nm!)−1. Z logaritmiranjem dobimo
l(λ) = logC − nλ+mn log λ.
Odvajamo po λ
d
dλ
l = −m+mn
λ
,
dobljeno izena£imo z 0, kar nam da cenilko po metodi najve£jega verjetjaˆ︁λ = N. (5.3)
Vidimo, da sta cenilki za Poissonovo porazdelitev, dobljeni po metodi momentov in
metodi najve£jega verjetja, enaki. e ima N Poissonovo porazdelitev s pri£akovano
vrednostjo λ, potem je
E[ˆ︁λ] = E[N ] = λ (5.4)
in
Var[ˆ︁λ] = Var[N ]
m
=
λ
m
. (5.5)
Cenilka ˆ︁λ je torej nepristranska [28, str. 385].
5.3 Vi²ina ²kod
Poleg ²tevila ²kod nas zanimajo tudi vi²ine le-teh. Predpostavimo, da so vi²ine ²kod
zvezno porazdeljene in nenegativne iz o£itnega razloga. Torej, £e slu£ajna spremen-
ljivka X predstavlja vi²ino ²kod velja, da je FX(x) = 0 za vse x < 0. Predpostavili
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bomo ²e, da so vi²ine ²kod neodvisne in enako porazdeljene slu£ajne spremenljivke.
Za vi²ine ²kod se uporablja veliko razli£nih porazdelitev, kot so gama, lognormalna,
Weibullova itd. Mi si bomo pa pogledali Paretovo porazdelitev, natan£neje Pareto
porazdelitev tipa II. Ta porazdelitev je zelo uporabna v pozavarovanju, saj ima teºek
rep.
Slu£ajna spremenljivka X ima Paretovo porazdelitev tipa II, £e sta gostota verje-
tnosti in kumulativna porazdelitvena funkcija dani kot
FX(x) = 1−
(︂
1 +
x
λ
)︂−α
, x > 0,
in
fX(x) =
α
λ
(︂
1 +
x
λ
)︂−(α+1)
, x > 0,
kjer sta α > 0 in λ > 0 parameter oblike in parameter merila [18, 37]. Ozna£ili
jo bomo s Pareto(α, λ). To porazdelitev imenujemo tudi Lomax porazdelitev in je
posebna oblika posplo²ene Paretove porazdelitve (GPD)16 z gostoto verjetnosti
fX(x; ξ, µ, σ) =
1
σ
(︃
1 + ξ
x− µ
σ
)︃−( 1
ξ
+1)
,
kjer je µ, ξ ∈ R, σ ∈ (0,+∞). Za ξ > 0 je denicijsko obmo£je za x enako x > 0 in
za ξ < 0 je to obmo£je 0 < x < σ/|ξ|. e deniramo α = 1/ξ, λ = ξ/σ in µ = 0,
dobimo Pareto porazdelitev tipa II. [37]
Z uporabo integrala17 [20, 3.241, ²t. 4, str. 319] lahko izra£unamo r-ti moment
Paretove porazdelitve tipa II kot
E[Xr] = αλr
Γ(r + 1)Γ(α− r)
Γ(α + 1)
, α > r, r = 1, 2, 3, . . . ,
kjer je Γ(z) =
∫︁∞
0
tz−1e−tdt funkcija gama, za katero velja Γ(z + 1) = zΓ(z) ter
Γ(1) = 1 [8, str. 1].
Prva dva momenta sta tako enaka
E[X] =
λ
α− 1
in
E[X2] =
2λ2
(α− 1)(α− 2)
.
16GPD izhaja iz teorije ekstremnih vrednosti. Znani izrek Pickands-Balkema-de Haan navaja, da
za poljubno porazdelitev, katere primerno standardiziran vzorec maksimumov konvergira k nede-
generirani porazdelitvi, porazdelitvena funkcija preseºkov nad nekim visokim pragom konvergirara
h GPD [32]. Ve£ o teoriji ekstremnih vrednosti najdemo npr. v [21].
17∫︂ ∞
0
xµ−1dx
(p+ qxν)n+1
=
1
νpn+1
(︃
p
q
)︃µ/ν
Γ (µ/ν) Γ (1 + n− µ/ν)
Γ(1 + n)
, 0 <
µ
ν
< n+ 1, p ̸= 0, q ̸= 0
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Prvi moment je enak matemati£nemu upanju, varianco pa enostavno dobimo kot
Var[X] = E[X2]− E[X]2 = αλ
2
(α− 1)2(α− 2)
za α > 2.
Poglejmo si sedaj izra£un cenilk za parametra α in λ po metodi momentov. Pred-
postavimo, da imamo neodvisne in po Pareto(α, λ) porazdeljene slu£ajne spremen-
ljivke X1, . . . , Xn ter njihov vzorec x1, . . . , xn. Naj bo µr = E[Xr] r-ti moment inˆ︁µr = 1/n∑︁nk=1 Xrk njegova cenilka. Potem lahko z nekaj enostavnega ra£unanja
izrazimo ti dve cenilki kot funkciji ˆ︁µ1 in ˆ︁µ2:
ˆ︁α = 2( ˆ︁µ2 − ˆ︁µ12)ˆ︁µ2 − 2 ˆ︁µ12 ,ˆ︁λ = ˆ︁µ1 ˆ︁µ2ˆ︁µ2 − 2 ˆ︁µ12 .
V praksi cenilki za parametra α in λ po metodi momentov pogosto nista zanesljivi,
zato ju lahko uporabimo kot za£etni pribliºek pri izra£unu cenilk po metodi najve-
£jega verjetja. Predpostavimo enak vzorec kot pri metodi momentov in izra£unajmo
funkcijo verjetja.
L(α, λ) =
(︂α
λ
)︂n n∏︂
k=1
(︂
1 +
xk
λ
)︂−(α+1)
Z logaritmiranje L(α, λ) dobimo
l(α, λ) = n logα− n log λ+
n∑︂
k=1
log
(︂
1 +
xk
λ
)︂−(α+1)
.
Odvajamo l(α, λ) po α in λ in odvoda izena£imo z 0:
d
dα
l =
n
α
−
n∑︂
k=1
log
(︂
1 +
xk
λ
)︂
= 0, (5.6)
d
dλ
l = −n
λ
+
α + 1
λ
n∑︂
k=1
xk
λ+ xk
= 0. (5.7)
Za dobljeni sistem ena£b ne obstaja analiti£na re²itev, ampak moramo cenilki za pa-
rametra α in λ izra£unati z ustrezno numeri£no metodo (npr. Newtonova metoda).
Paretovo porazdelitev tipa II se v praksi pogosto uporablja pri modeliranju velikih
²kod. Izhaja iz teorije ekstremnih vrednosti, je eksibilna pri srednje velikih ²kodah
in ima teºek rep, da lahko zajame velike ²kode. e posebej uporabna v praksi je
Pareto porazdelitev tipa I (FX(x) = 1 − (θ/x)α), ampak je zaradi enega parame-
tra dokaj toga za prileganje podatkom. Zato smo si za na² model izbrali Pareto
porazdelitev tipa II.
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5.4 Agregatne ²kode
Sedaj, ko imamo porazdelitev ²tevila ²kod in njenih vi²in, lahko izra£unamo skupno
vsoto ²kod v nekem ksnem £asovnem obdobju (ponavadi je to eno leto). Vsoti
teh ²kod re£emo agregatne ²kode in model je v splo²nem znan kot kolektivni mo-
del rizikov. Agregatne ²kode so vsota, S, slu£ajnih spremenljivk posameznih ²kod
(X1, X2, . . . , XN), kjer je N slu£ajna spremenljivka ²tevila ²kod. [28, str. 135] Tako
velja
S = X1 +X2 + · · ·+XN , (5.8)
kjer je S = 0, ko je N = 0. Povejmo to kot denicijo.
Denicija 5.15. Kolektivni model rizikov predstavlja vsota, zapisana v formuli
(5.8), kjer so Xj, j = 1, 2, . . . , N , neodvisne in enako porazdeljene slu£ajne spre-
menljivke. Natan£neje, neodvisne predpostavke so:
1. Pogojno naN = n, so slu£ajne spremenljivkeX1, X2, . . . , Xn (n. e. p.) slu£ajne
spremenljivke.
2. Pogojno na N = n, je porazdelitvena funkcija slu£ajnih spremenljivk
X1, X2, . . . , Xn neodvisna od n.
3. Porazdelitev od N je neodvisna od X1, X2, . . .
Porazdelitev od S dobimo iz porazdelitve od N in porazdelitev od Xj, j = 1, . . . , N .
Na podlagi podatkov najprej poi²£emo primerne porazdelitve za ²tevilo in vi²ino
²kod ter le-te uporabimo za dolo£itev agregatnih ²kod S. Alternativa temu je, da
bi opazovali vsoto S za nekaj obdobij in nato poiskali primerno porazdelitev, ki se
tem podatkom najbolj prilega. Problem pri temu je, da moramo preve£ let £akati
na primeren vzorec podatkov. Lo£eno modeliranje ²tevila in vi²ine ²kod je natan£-
nej²e in se laºje prilagodi spremembam modela (vi²ina fran²ize, limitov, inacija,
rast portfelja, itd.), zato bomo uporabili ta pristop.
Predpostavimo, da poznamo porazdelitev od N in od Xj ∼ X, j = 1, 2, . . . , N .
Poglejmo si kako dobimo porazdelitev slu£ajne spremenljivke S [4, str. 107110]. Z
fN(n) bomo ozna£evali P (N = n) in z F (x) kumulativno porazdelitveno funkcijo
od X.
Za vsako pozitivno celo ²tevilo n denirajmo Yn =
∑︁n
k=1Xk kot vsoto n neodvisnih
slu£ajnih spremenljivk, vsaka porazdeljena kot X. Denirajmo ²e, da je Y0 = 0.
Porazdelitvena funkcija od Yn je n-ta konvolucija od F (x):
F ∗n(y) = P (Yn ≤ y) = (F ∗ F ∗ · · · ∗ F )(y), n = 1, 2, 3, . . . , −∞ < y < ∞.
Konvolucijo dveh funkcij dobimo z izra£unom integrala, izraºenega z naslednjo re-
kurzivno denicijo zaporedja ⟨F ∗n(y)⟩:
F ∗0 (y) =
{︄
0, £e y < 0,
1, £e y ≥ 0
in
F ∗n(y) =
(︁
F ∗n−1 ∗ F
)︁
(y) =
∫︂ ∞
−∞
F ∗n−1(y − u)dF (u), n = 1, 2, 3, . . .
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Agregatna slu£ajna spremenljivka S ima tako sestavljeno porazdelitveno funkcijo
FS(s) =
∞∑︂
n=0
fN(n)P (Yn ≤ s|N = n) =
∞∑︂
n=0
fN(n)F
∗
n(s), 0 ≤ s < ∞.
Za m-te momente od S (m = 1, 2, 3, . . .) velja povezava z ustreznimi momenti od Yn
preko formule
E[Sm] =
∫︂ ∞
0
smdFS(s)
=
∫︂ ∞
0
sm
∞∑︂
n=0
fN(n)dF
∗
n(s) =
∞∑︂
n=0
fN(n)
∫︂ ∞
0
smdF ∗n(s)
=
∞∑︂
n=0
fN(n)E[Y
m
n ],
ob predpostavki, da E[Y mn ] obstajajo. Formuli za prva dva momenta od Yn, prikazani
v ena£bi (5.9) in (5.10), izhajata iz predpostavke od neodvisnosti Xk, k = 1, 2, . . . , n.
E[Yn] = nE[X], (5.9)
E[Y 2n ] = E[(Yn − E[Yn])2] + (E[Yn])2 (5.10)
= nE[(X − E[X])2] + (nE[X])2
= nVar[X] + n2(E[X])2.
Uporabimo sedaj te rezultate v formuli za izra£un momentov od S.
E[S] =
∞∑︂
n=1
fN(n)(nE[X]) =
(︄
∞∑︂
n=1
nfN(n)
)︄
E[X] = E[X]E[N ]
E[S2] =
∞∑︂
n=1
fN(n)
(︁
nVar[X] + n2(E[X])2
)︁
= E[N ]Var[X] + E[N2](E[X])2
Od tukaj sledi, da je
Var[S] = E[N ]Var[X] + Var[N ](E[X])2.
Za izra£un sestavljene porazdelitvene funkcije od S obstaja veliko metod (Panjerjeva
rekurzija, Fourierova transformacija, ...), mi bomo pa uporabili metodo Monte Carlo
simulacij. Algoritem simulacij je zapisan v 5.4. [43, str. 89]
Osnova metode simulacij je spodaj navedeni izrek 5.16, kjer je opisano kako se
transformira naklju£no izbrano ²tevilo u iz enakomerne porazdelitve na intervalu
0 < u < 1 v naklju£no vrednost spremenljivke s predpisano porazdelitvijo. [4, str.
129131] e je F porazdelitvena funkcija slu£ajne spremenljivke Y in u naklju£no
izbrano ²tevilo iz intervala 0 < u < 1, potem je posplo²ena inverzna fukcija F−1
naklju£no generirana vrednost spremenljivke Y .
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Algoritem 5.4: Metoda Monte Carlo za izra£un agregatnih ²kod.
Podatki:
1. fN (n) - verjetnostna funkcija ²tevila ²kod.
2. fX(x) - porazdelitvena funkcija vi²ine ²kod.
3. K - ²tevilo korakov simulacije.
Rezultat:
S - vzorec velikosti K, ki predstavlja agregatne ²kode.
Postopek:
1. Za k = 1, 2, . . . ,K naredi slede£e.
a) Generiraj ²tevilo ²kod n iz izbrane porazdelitve ²tevila ²kod.
b) Generiraj neodvisne velikosti ²kod x1, x2, . . . , xn iz izbrane porazdelitve ²kodne
velikosti.
c) Izra£unaj sk =
∑︁n
i=1 xi.
Izrek 5.16. Naj bo F (y) = P (Y ≤ y) kumulativna porazdelitvena funkcija slu-
£ajne spremenljivke Y . Posplo²ena inverzna funkcija F−1 je denirana za vsak u na
odprtem intervalu (0, 1) z
F−1(u) = min{ξ : u ≤ F (ξ)}.
e je slu£ajna spremenljivka U enakomerno porazdeljena na intervalu (0, 1), potem
je slu£ajna spremenljivka F−1(U) enaka Y , F−1(U) = Y .
Dokaz. Dokazati moramo, da za vse y ∈ R velja{︁
u : F−1(u) ≤ y
}︁
= {u : u ≤ F (y)} .
e je slu£ajna spremenljivka U enakomerno porazdeljena na (0, 1), iz zgornje ena£be
dobimo
P (F−1(U) ≤ y) = P (U ≤ F (y)) = F (y), −∞ < y < ∞.
Slu£ajni spremenljivki F−1(U) in Y imata enako kumulativno porazdelitveno funk-
cijo F (y). Predpostavimo, da je y ksno realno ²tevilo. Izberimo u ∈ (0, 1) tako, da
je F−1(u) ≤ y. Iz lastnosti inverzne funkcije velja u ≤ F (F−1u)) za vse u ∈ (0, 1)
in F je nepadajo£a funkcija, zato je
u ≤ F (F−1u)) ≤ F (y).
Obratno, predpostavimo, da je u ≤ F (y). Ker velja F−1(F (y)) ≤ y za vse y ∈ R in
ker je F−1(u) nepadajo£a funkcija, je
F−1(u)F−1(F (y)) ≤ y.
S temi dvemi izrazi smo dokazali izrek.
V statisti£nem programu R so ustrezne funkcije, za ra£unanje naklju£nih vrednosti
posameznih slu£ajnih spremenljivk, ºe vgrajene.
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6 Agregiranje porazdelitev z Iman-Conoverjevo me-
todo
6.1 Mere odvisnosti
V tem poglavju si bomo pogledali kako merimo odvisnost med slu£ajnimi spremen-
ljivkami. V splo²nem lahko govorimo, da posku²ajo mere odvisnosti zajeti dejstvo,
da je verjetnost, da imamo velike (ali majhne) vrednosti za obe slu£ajni spremenljivki
velika, medtem ko je verjetnost, da imam velike vrednosti za en slu£ajno spremen-
ljivko in majhne za drugo, ali obratno, majhna [11]. Podrobno si bomo pogledali
3 mere odvisnosti: Pearsonov korelacijski koecient ter Kendallov in Spearmanov
korelacijski koecient ranga.
Pearsonov korelacijski koecient
Pearsonov korelacijski koecient, deniran v 6.1, je mera povezanosti med dvema
slu£ajnima spremenljivkama, ki zajema stopnjo linearne povezanosti. [11]
Denicija 6.1. Za slu£ajni par spremenljivk (X, Y ), katerega robni porazdelitvi
imata kon£ni varianci, je Pearsonov korelacijski koecient ρ deniran kot
ρ(X, Y ) =
Cov[X, Y ]√︁
Var[X]Var[Y ]
,
kjer je Cov[X, Y ] = E[XY ]− E[X]E[Y ] kovarianca med X in Y .
Ena izmed velikih slabosti Pearsonovega korelacijskega koecienta je pogoj kon£nosti
varianc X in Y , kar nam povzro£a teºave pri delu s porazdelitvami s teºkim repom.
Po Cauchy-Schwarzevi neenakosti, (|Cov[X, Y ]|2 ≤ Var[X]Var[Y ]), ρ vedno leºi na
intervalu [−1, 1]. Pearsonov korelacijski koecient vsebuje informacijo o mo£i in
smeri linearne odvisnosti med dvema slu£ajnima spremenljivkama:
ρ(X, Y ) = sign(a) ⇔ P [Y = aX + b] = 1,
za neke konstante a (a > 0, £e ρ(X, Y ) = 1 in a < 0, £e ρ(X, Y ) = −1) in b ∈ R.
e ena velika pomanjkljvost Pearsonovega korelacijskega koecienta je, da ni invari-
anten glede na strogo nara²£ajo£e transformacije t1 in t2. To pomeni, da v splo²nem
za dve slu£ajni spremenljivki X in Y velja
ρ(t1(X), t2(Y )) ̸= ρ(X, Y ).
Vendar se ρ obna²a predvidljivo, ko sta t1 in t2 linearni. Natan£neje, ρ izpolnjuje
linearnost
ρ(a1X + b1, a2Y + b2) = sign(a1, a2)ρ(X, Y ),
kjer velja a1, a2 ̸= 0, b1, b2 ∈ R in sign(x) = 1, £e x > 0 ter −1, £e x < 0. Torej je ρ
invarianten glede na pozitivne ane transformacije (to je strogo nara²£ajo£e linearne
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transformacije).
e sta slu£ajni spremenljivki neodvisni, potem velja, da sta nekorelirani (ρ = 0).
Obratno v splo²nem ne velja. Pokaºimo to s primerom.
Primer 6.2. Naj bo Z zvezna slu£ajna spremenljivka, Z ∼ U(0, 2π) in X = sinZ,
Y = cosZ. Potem je
E[X] = E[Y ] = E[XY ] = 0,
kar pomeni, da sta X in Y nekorelirani, vendar nista neodvisni, saj velja relacija
X2 + Y 2 = 1.
Iz primera 6.2 vidimo, da Pearsonov korelacijski koecient ni trden pokazatelj mo£i
odvisnosti, saj obstajajo situacije, kjer je korelacija 0, vseeno pa obstajajo mo£ne
nelinearne povezave med spremenljivkama. Vendar je, zaradi preprostosti izra£una
(potrebujemo le prva dva momenta) in ker je kovarianco oziroma korelacijski koeci-
ent enostavno manipulirati z linaearnimi operatorji (kot bomo videli v nadaljevanju),
ρ pogosto uporabljena mera odvisnosti. [14]
Pearsonov korelacijski koecient za dvorazseºen slu£ajni vzorec (Xi, Yi),
i = 1, 2, . . . , n, je deniran kot
ρ =
∑︁n
i=1(Xi −X)(Yi − Y )√︂∑︁n
i=1(Xi −X)2
∑︁n
i=1(Yi − Y )2
,
kjer je X = n−1
∑︁n
i=1Xi in Y = n
−1∑︁n
i=1 Yi.
Kendallov korelacijski koecient ranga
V splo²nem nam kovarianca ne bo razkrila vseh informacij o strukturi odvisnosti
para slu£ajnih spremenljivk. Zato si bomo pogledali mere odvisnosti, ki jih imenu-
jemo rang korelacije. Kendallov korelacijski koecient ranga (v splo²nem imenovan
Kendallov tau) je neparametri£na mera povezanosti, ki temelji na ²tevilu konkor-
dantnih in diskordantnih parov v vzorcu. Predpostavimo, da imamo slu£ajni vektor
(X, Y ). Par opazovanj je konkordanten, £e ima komponenta para z vi²jo vrednostjo
v X tudi vi²jo vrednost v Y . Par je diskordanten, £e ima komponenta para z vi²jo
vrednostjo v X niºjo vrednost v Y . e sta (X, Y ) in (X ′, Y ′) neodvisna in enako
porazdeljena para slu£ajnih spremenljivk, potem re£emo, da sta konkordantna, £e
je (X, Y )(X ′, Y ′) > 0 in diskordantna, £e velja obratno. Torej lahko zapi²emo:
P [konkordanca] = P [(X −X ′)(Y − Y ′) > 0] in
P [diskordanca] = P [(X −X ′)(Y − Y ′) < 0].
Ideja uporabe verjetnosti konkordance in diskordance izhaja iz dejstva, da so ver-
jetnosti dogodkov, ki vklju£ujejo samo neenakosti med dvema slu£ajnima spremen-
ljivkama invariantne za nara²£ajo£e transformacije teh spremenljivk. Poglejmo si
sedaj denicijo Kendallovega tau. [11]
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Denicija 6.3. Kendallov korelacijski koecient ranga za slu£ajni par spremenljivk
(X, Y ) je deniran kot
τ(X, Y ) = P [konkordanca]− P [diskordanca].
e sta X in Y zvezni slu£ajni spremenljivki, potem lahko τ zapi²emo kot
τ(X, Y ) = 2P [(X −X ′)(Y − Y ′) > 0]− 1 = 4P [X ≤ X ′, Y ≤ Y ′]− 1,
kjer je (X ′, Y ′) neodvisna kopija od (X, Y ), to pomeni (X, Y ) d= (X ′, Y ′). Ta slu-
£ajna para sta med seboj neodvisna.
Invarianca Kendallovega tau pod strogo monotonimi transformacijami je o£itna: £e
sta t1 in t2 nepadajo£i zvezni funkciji na nosilcu od X in Y , potem je
τ(t1(X), t2(Y )) = τ(X, Y ).
To sledi neposredno iz dejstva, da imata t1(X) − t1(Y ) in X − Y isti predznak.
Enako velja za t2(X)− t2(Y ) in X−Y . e sta X in Y med seboj neodvisna, potem
je τ(X, Y ) = 0.
Kendallov tau obstaja za vse porazdelitve in zavzema vrednosti iz intervala [−1, 1].
Maksimalna vrednost 1 je doseºena takrat, ko je Y = t(X), kjer je t nara²£ajo£a
funkcija in minimalna vrednost −1, ko je Y = t(X) za neko padajo£o funkcijo t.
Poglejmo si sedaj kako na vzorcu izra£unamo τ [35]. Predpostavimo, da imamo
vzorec n opazovanj, (xi, yi) za i = 1, 2, . . . , n, dvorazseºnega slu£ajnega vektorja,
(X, Y ). Vzamemo vseh
(︁
n
2
)︁
= n(n− 1)/2 parov opazovanj in za vsakega izra£unamo
ali je konkordanten ali diskordanten. Ozna£imo ²tevilo konkordantnih parov s c in
²tevilo doskordantnih z d. Potem je Kendallov tau deniran kot
τ =
c− d
c+ d
.
Spearmanov korelacijski koecient ranga
Spearmanov korelacijski koecient ranga, v splo²nem imenovan Spearmanov ro, je
za par zveznih slu£ajnih spremenljivk X in Y deniran kot Pearsonov ρ za range
FX in FY in meri stopnjo monotonosti med spremenljivkama. [11, 10]
Denicija 6.4. Spearmanov korelacijski koecient ranga ρS za par zveznh slu£ajnih
spremenljivk X in Y je enak Pearsonovemu korelacijskemu koecientu za range od
FX in FY :
ρS(X, Y ) = ρ(FX , FY ).
Tako kot Kendallov tau je ρS invarianten za strogo monotone transformacije, to je,
£e sta t1 in t2 strogo nara²£ajo£i (ali padajo£i) funkciji na nosilcema od X in Y ,
potem je
ρS(t1(X), t2(Y )) = ρS(X, Y ).
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e sta X in Y med seboj neodvisni, potem je ρS(X, Y ) = 0. Kot smo ºe povedali, je
Spearmanov korelacijski koecient ranga preprosto Pearsonov ρ za range. Torej, £e
predpostavimo, da sta robni porazdelitveni funkciji FX in FY zvezni in deniramo
U = FX in V = FY , lahko ρS(X, Y ) zapi²emo kot
ρS(X, Y ) = ρ(U, V ) = 12(E[UV ]− 1/4).
Predpostavimo, da imamo slu£ajni vzorec (Xi, Yi), i = 1, 2, . . . , n. Najprej za vsako
komponento vektorja dolo£imo rang. e sta dva ali ve£ podatkov v komponenti
vektorja enaki, jim priredimo povpre£ni rang. Formula za ra£unanje Spearmanovega
korelacijskega ranga je
ρS =
∑︁n
i=1Xi,rYi,r√︂∑︁n
i=1X
2
i,r
∑︁n
i=1 Y
2
i,r
,
kjer Xi,r in Yi,r predstavljajo rang i-te komponente.
Spearmanov korelacijski koecient ranga izni£i osamelce v vzorcu, saj so vsi podatki
preslikani v vrednosti od 1 do n. [10]
6.2 Kovarian£na in korelacijska matrika
Na primeru delnega notranjega modela bomo delali z ve£razseºnimi porazdelitvami,
katerih vzorec je naprimerneje pisati v matri£ni obliki. Zato si bomo pogledali kako
je ta matrika sestavljena, denirali kovarian£no in korelacijsko matriko ter njihove
lastnosti, ki se bodo izkazale za uporabne. [26, 34, 24, 23]
Predpostavimo, da imamo vzorec velikosti n iz r-razseºnega slu£ajnega vektorja
X = (X1, X2, . . . , Xr). To zapi²emo v matri£ni obliki X = Rn×r kot
X =
⎡⎢⎢⎢⎣
x11 x12 · · · x1r
x21 x22 · · · x2r
...
... . . .
...
xn1 xn2 · · · xnr
⎤⎥⎥⎥⎦ .
Za posamezno slu£ajno spremenljivko lahko izra£unamo vzor£no povpre£je kot
xj =
1
n
n∑︂
i=1
xij =
1
n
1tnxj,
kjer je
• 1n n× 1 vektor enic in
• xj j-ti stolpec matrike X.
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Kovarian£na matrika je simetri£na matrika oblike
S =
⎡⎢⎢⎢⎣
s21 s12 · · · s1r
s21 s
2
2 · · · s2r
...
... . . .
...
sr1 sr2 · · · s2r
⎤⎥⎥⎥⎦ ,
kjer je
• s2j = n−1
∑︁n
i=1(xij − xj)2 varianca j-te spremenljivke in
• sjk = n−1
∑︁n
i=1(xij − xj)(xik − xk) kovarianca med j-to in k-to spremenljivko.
Kovarian£no matriko lahko izra£unamo kot
S = 1
n
XtCXC ,
kjer je XC = X− 1nxt = CX, pri £emer
• xt = (x1, x2, . . . , xr) ozna£uje vektor vzor£nih povpre£ij spremenljivk in
• C = In − n−11n1tn centrirno matriko.
Tako ima centrirna matrika XC obliko
XC =
⎡⎢⎢⎢⎣
x11 − x1 x12 − x2 · · · x1r − xr
x21 − x1 x22 − x2 · · · x2r − xr
...
... . . .
...
xn1 − x1 xn2 − x2 · · · xnr − xr
⎤⎥⎥⎥⎦ .
Pogledali si bomo dve pomembni lastnosti kovaria£nih matrik (veljata tudi za kore-
lacijsko matriko, denirano v (6.1)).
• Pozitivna semidenitnost18: Kovarian£na matrika je pozitivno semidenitna.
Dokaz: utSu = utn−1XtCXCu = n
−1(XCu)
tXCu ≥ 0.19
• Pozitivna denitnost: e so slu£ajne spremenljivke X = (X1, X2, . . . , Xr) li-
nearno neodvisne20, potem je kovarian£na matrika pozitivno denitna.
Dokaz: Glej [41, str. 8].
18Simetri£na matrikaA ∈ Rr×r je pozitivno denitna, £e velja utAu > 0 za vse u ̸= 0 in pozitivno
semidenitna, £e je utAu ≥ 0 za vse u ̸= 0, kjer je u ∈ Rr×1 in utAu =
∑︁r
i=1
∑︁r
j=1 aijuiuj . [34,
str. 474]
19(AB)t = BtAt
20Slu£ajne spremenljivkeX1, X2, . . . , Xr so linearno neodvisne, £e nobena slu£ajna spremenljivka
ni linearna kombinacija preostalih spremenljivk, to je, £e ne obstajajo ²tevila λ1, λ2, . . . , λr, ne vsa
enaka 0, tako da velja λ1X1 + λ2X2 + . . .+ λrXr = 0. [34, str. 463]
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Korelacijska matrika je simetri£na matrika oblike
R =
⎡⎢⎢⎢⎣
1 r12 · · · r1r
r21 1 · · · r2r
...
... . . .
...
rr1 rr2 · · · 1
⎤⎥⎥⎥⎦ , (6.1)
kjer je
rjk =
sjk
sjsk
=
∑︁n
i=1(xij − xj)(xik − xk)√︁∑︁n
i=1(xij − xj)2
√︁∑︁n
i=1(xik − xk)2
Pearsonov korelacijski koecient med spremenljivkama Xj in Xk.
Korelacijsko matriko lahko izra£unamo kot
R = 1
n
XtSXS,
kjer je XS = CXD−1, pri £emer
• C = In − n−11n1tn ozna£uje centrirno matriko in
• D = diag(s1, s2, . . . , sr) diagonalno skalirno matriko.
Tako ima standardizirana matrika XS obliko
XS =
⎡⎢⎢⎢⎣
x11 − x1/s1 x12 − x2/s2 · · · x1p − xr/sr
x21 − x1/s1 x22 − x2/s2 · · · x2p − xr/sr
...
... . . .
...
xn1 − x1/s1 xn2 − x2/s2 · · · xnp − xr/sr
⎤⎥⎥⎥⎦ .
Matriko R lahko izra£unamo ²e kot
R = D−1/2SD−1/2.
6.3 Iman-Conoverjeva metoda
Iman in Conover sta leta 1982 predstavila prakti£no metodo za dolo£anje korelacij
na vzorcu iz slu£ajnih spremenljivk. Opisana metoda je povzeta iz prvotnega £lanka
[25] in iz [35]. Metodo je opisal tudi Komelj v [30], od koder izhaja algoritem (6.3).
Kot navajata Iman in Conover ima ta metoda naslednje zaºelene lastnosti.
1. Ne vsebuje nobene porazdelitve. To pomeni, da jo lahko uporabimo na vseh
tipih vhodnih porazdelitvenih funkcij.
2. Je enostavna za razumeti in implementirati.
3. Lahko jo uporabimo za katerokoli vzor£enje, za katero lahko predpostavimo
logi£no korelacijo med vhodnimi spremenljivkami, hkrati pa ohranimo prvotni
namen vzor£enja. To pomeni, da ohranimo prvotno izbrane vhodne vrednosti,
spreminjajo se samo pari, da doseºemo ºeleno rang korelacijo.
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4. Robne porazdelitve ostanejo nespremenjene.
Splo²en opis IC metode bi bil slede£. Predpostavimo, da imamo dva vzorca slu£ajnih
spremenljivk X in Y velikosti n in ºeleno korelacijo ρ med njima. Najprej dolo£imo
vzorec iz neke referen£ne dvorazseºne porazdelitve, ki ima natanko ºeleno linearno
korelacijo ρ. Nato preuredimo vzorca X in Y tako, da imata enako urejenost ranga
kot referen£na porazdelitev. Rezultat bo vzorec iz dvorazseºne porazdelitve s pravil-
nima robnima porazdelitvama in korelacijskim koecientom ranga, enakim tistemu
iz dvorazseºne porazdelitve, ki pa ima natanko ºelen korelacijski koecient. Ker
sta linearna korelacija in korelacija ranga navadno blizu, je rezultat metode dober
pribliºek ºelene korelacijske strukture. Prednost IC metode je obstoj u£inkovitih
in enostavnih algoritmov za dolo£anje vzorcev iz referen£nih porazdelitev z vnaprej
dolo£eno korelacijsko strukturo. Tukaj smo opisali primer za dvorazseºni vzorec,
seveda pa lahko metodo raz²irimo na poljuben r-razseºen vzorec.
Iman-Conoverjeva metoda je idealna za delo s simulacijami, kjer so robne porazdeli-
tve vzor£ene neodvisno, vendar jih ºelimo kombinirati na na£in, da doseºemo ºelen
nivo korelacije.
6.3.1 Izpeljava metode
Predpostavimo, da je M vzorec velikosti n iz r-razseºne porazdelitve, torej je M
matrika velikosti n × r. Predpostavimo, da so stolpci matrike M nekorelirani, z
matemati£nim upanjem 0 in standardnim odklonom 1. Z M t ozna£imo transponi-
rano matriko od M . Te predpostavke pomenijo, da lahko izra£unamo korelacijsko
matriko od vzorca M kot n−1M tM in ker so stolpci neodvisni, je n−1M tM = I.
Tukaj ni potrebe, da bi delili kovarian£no matriko s standardnimi odkloni stolpcev,
ker so vsi enaki 1. V splo²nem je n−1M tM kovarian£na matrika od M .
Naj bo S korelacijska matrika, t. j. S je pozitivno semidenitna simetri£na matrika
z enicami na diagonali in vsemi elementi ≤ 1, v absolutnem smislu. Da izklju-
£imo linearno odvisne spremenljivke predpostavimo, da je S pozitivno denitna
(glej podpoglavje 6.2). Te predpostavke nam zagotavljajo, da ima matrika S razcep
Choleskega21
S = CtC
za neko zgornjetrikotno matriko C. Naj bo T = MC. Stolpci matrike T imajo
upanje ²e vedno enako 0, ker so linearne kombinacije stolpcev matrike M , ki imajo
po predpostavki upanje 0. Manj o£itno, ampak ²e vedno res je, da imajo stolpci
matrike T ²e vedno standardni odklon enak 1. Da bi ugotovili zakaj se spomnimo,
da je kovarian£na matrika od T
n−1T tT = n−1CtM tMC = CtC = S,
saj je n−1M tM = I po predpostavki identiteta. Matrika S je dejansko tudi korelacij-
ska matrika, saj je diagonala normirana na 1 in tako sta kovarian£na in korelacijska
21e je A ∈ Rn×n pozitivno denitna matrika, potem obstaja enoli£na zgornjetrikotna matrika
R s pozitivnimi elementi na diagonali tako, da velja A = RtR. Ta razcep imenujemo razcep
Choleskega za A in R faktor Choleskega za A. Algoritem lahko najdemo v [41, str. 336].
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matrika enaki. Proces spreminjanja matrike M , katero je enostavno nasimulirati,
v matriko T , ki ima ºeleno korelacijsko strukturo S, je teoreti£na osnova Iman-
Conoverjeve metode.
Pomembno je izpostaviti, da pribliºki korelacijskih matrik, odvisno od tega kako so
sestavljeni, ne rabijo zado²£ati matemati£nim lastnostim korelacijske matrike. Zato,
ko uporabljamo pribliºek korelacijske matrike v algoritmu kot je Iman-Conover, ki
kot vhodni podatek pravzaprav zahteva pravo korelacijsko matriko, je potrebno pre-
veriti, da ima ta vhodna matrika pravilne matemati£ne lastnosti.
Nadalje si bomo pogledali kako tvorimo matriko M , ki ima neodvisne stolpce z upa-
njem 0. Osnovna ideja je, da vzamemo n ²tevil a1, . . . , an, kjer je
∑︁n
i=1 ai = 0 in
n−1
∑︁n
i=1 a
2
i = 1, jih uporabimo, da tvorimo en n×1 stolpec matrike M in ga r-krat
skopiramo. Na koncu te ²tevilke v vsakem stolpcu naklju£no permutiramo, tako
da postanejo med seboj neodvisni stolpci slu£ajnih spremenljivk. Iman in Conover
imenujeta ²tevilke ai izidi. V svojem delu [25] sta primerjala razli£ne moºne de-
nicije izidov, vklju£no z rangi ai = i in enakomerno porazdeljenimi ai. Ugotovila
sta, da je oblika izhodne ve£razseºne porazdelitve T , odvisna od izidov. V vseh
primerih v njunem £lanku uporabljata normalno porazdeljene izide, kar bomo tudi
mi obravnavali (za alternativne izide glej [35]).
Glede na to, da bodo izidi temeljili na normalnih slu£ajnih spremenljivkah, lahko
simuliramo n naklju£nih standardno normalnih spremenljivk in jih potem normalizi-
ramo, da zagotovimo upanje 0 in standardni odklon 1, ali pa uporabimo straticiran
vzorec iz standardne normalne porazdelitve, ai = Φ−1(i/n+1)). Uporaba slednjega
imamo prednost, saj ima upanje ºe enako 0. e ve£, zaradi simetri£nosti prepolo-
vimo ²tevilo klicev funkcije Φ−1. Zaradi teh dveh razlogov bomo v na²em algoritmu
uporabljali straticiran vzorec.
Korelacijska matrika od matrike M , ki jo konstruiramo z naklju£nim permutiranjem
izidov v vsakem stolpcu, bo zaradi naklju£ne napake pri simulaciji le pribliºno enaka
identiteti I. Da bi to majhno napako popravili, Iman in Conover uporabita ²e eno
prilagoditev v algoritmu. Naj bo E = n−1M tM dejanska korelacijska matrika od
M in naj bo E = F tF razcep Choleskega od matrike E. Denirajmo T = MF−1C.
Stolpci matrike T imajo upanje 0 in kovarian£na matrika od T je
n−1T tT = n−1Ct(F t)−1M tMF−1C
= Ct(F t)−1EF−1C
= Ct(F t)−1F tFF−1C
= CtC
= S.
Vidimo, da ima matrika T korelacijsko matriko natanko enako matriki S, kot ºeleno.
e matrika E ni pozitivno denitna, potem moramo permutacijo stolpev ponoviti,
saj ne obstaja razcep Choleskega.
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Sedaj imamo referen£no porazdelitev T z natan£no korelacijsko strukturo S in vse
kar nam ostane, da dokon£amo Iman-Conoverjevo metodo je, da preuredimo vrstni
red elementov v vsakem stolpcu vhodne matrike X tako, da imajo stolpci enako
urejenost ranga kot ustrezen stolpec matrike T .
6.3.2 Algoritem
V prej²njem podpoglavju smo opisali ideje Iman-Conoverjeve metode, sedaj bomo
pa skonstruirali dejanski algoritem. Za dolo£anje referen£ne porazdelitve bomo upo-
rabili normalno porazdeljene izide in razcep Choleskega. Iman-Conoverjev metodo,
zapisano v algoritmu (6.3), povzemamo od Komelja [30, str. 153].
Algoritem 6.3: Iman-Conoverjeva metoda za vzorec iz r-razseºnega slu£ajnega vektorja
in ºeleno matriko linearnih korelacijskih koecientov S.
Podatki:
1. X - n × r razseºna matrika, ki vsebuje vzorec velikost n iz vsake od r robnih
porazdelitev.
2. S - r× r razseºna pozitivno denitna korelacijska matrika linearnih koecientov.
Rezultat:
X - n×r razseºna matrika, katere vsak stolpec je permutacija ustreznega stolpca vhodne
matrike X. Matrika rang korelacije od Y je enaka tisti od ve£razseºne porazdelitve s
korelacijsko matriko S.
Postopek:
1. Matriko S po metodi Choleskega razcepi na S = CtC, kjer je C zgornje trikotna
matrika.
2. Naj bo m = ⌊n2 ⌋ in vi = Φ
−1
(︂
i
2m+1
)︂
, i = 1, . . . ,m.
3. Za lihe n sestavi vektor stolpec v = (vm, vm−1, . . . , v1, 0,−v1,−vm−1, . . . ,−vm)t,
za sode n pa v = (vm, vm−1, . . . , v1,−v1,−vm−1, . . . ,−vm)t. Vektor v normiraj,
da bo 1n
∑︁n
i=1 v
2
i = 1.
4. Sestavi n× r razseºno matriko M , tako da so vsi njeni stolpci enaki vektorju v.
5. V matriki M v vseh stolpcih naklju£no preme²aj vrednosti.
6. Izra£unaj r × r razseºno korelacijsko matriko E = 1nM
tM .
7. Matriko E po metodi Choleskega razcepi na E = F tF , kjer je F zgornje trikotna
matrika. e razcep ni mogo£, ker E ni pozitivno denitna matrika, se vrni na 5.
korak.
8. Izra£unaj A = F−1C, kar u£inkovito stori², £e poi²£e² re²itev sistema n zgornje
trikotnih linearnih ena£b FA = C, kjer je A neznana r × r razseºna matrika.
9. Izra£unaj referen£no matriko T = MA = MF−1C, ki ima zahtevano linearno
korelacijsko strukturo.
10. Za referen£no matriko T sestavi matriko rangov R. Element Rij = k pove, da je
Tkj po velikosti i-ti element v j-tem stolpcu matrike T , i = 1, . . . , n, j = 1, . . . , r.
11. Deniraj n× r razseºno matriko Y . Za j = 1, . . . , r nara²£ajo£e uredi j-ti stolpec
matrike X in ga shrani v vektor y, nato pa za i = 1, . . . , n dolo£i indeks k = Rij
in postavi Ykj = yi.
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7 Delni notranji model za modul tveganja iz pogodb
premoºenjskih pozavarovanj
7.1 Predstavitev problema
V opisu Direktive Solventnosti II smo videli, da se zahtevani solventnostni kapital
(SCR) dolo£i kot ekonomski kapital, ki ga morajo imeti zavarovalnice in pozava-
rovalnice za zagotovitev, da pride do zloma samo enkrat na vsakih 200 primerov
oziroma, da obstaja 99,5 % verjetnost, da bodo ta podjetja v naslednjih 12 mese-
cih lahko izpolnila svoje obveznosti do imetnikov polic in upravi£encev [12, str. 51].
Ta ekonomski kapital je potrebno izra£unati na podlagi resni£nega prola tveganj
teh podjetij, ob upo²tevanju vpliva tehnik za zmanj²evanje morebitnega tveganja
in u£inkov razpr²enosti. SCR ustreza tvegani vrednosti osnovnih lastnih sredstev
zavarovalnice in pozavarovalnice s stopnjo zaupanja 99,5 % za obdobje enega leta.
Direktiva o Solventnosti II dovoljuje pozavarovalnicam, da izra£unajo zahtevani sol-
ventnostni kapital z uporabo popolnega ali delnega notranjega modela kot ga je
odobril nadzorni organ. Pozavarovalnice lahko uporabijo delne notranje modele za
izra£un osnovnega zahtevanega solventnostnega kapitala za enega ali ve£ modulov ali
podmodulov tveganja. V primeru delnih notranjih modelov se nadzornikova odobri-
tev dodeli le, £e posledi£ni zahtevani solventnostni kapital ustrezneje upo²teva prol
tveganj podjetja. Mi bomo izra£unali SCR za modul tveganja iz pogodb premoºenj-
skega pozavarovarovanja za pozavarovalnico.
Predpostavimo, da imamo pozavarovalnico Nevihta Re s sedeºem v Evropski Uniji,
ki deluje samo na evropskem trgu. Natan£neje, Nevihta Re deluje v naslednjih drºa-
vah: Irski, Veliki Britaniji, Franciji, Belgiji, Nizozemski in Nem£iji. V vsaki od teh
drºav pozavaruje portfelj premoºenjskih zavarovanj od treh zavarovalnic za dogodek
evropske nevihte na na£in ²kodnopreseºkovnega pozavarovanja. Deleº Nevihte Re
na pogodbah je 100 %, ob tem pa ne kupuje nobene retrocesijske za²£ite. Evropska
nevihta pomeni tip nevihte, opisan v poglavju 3. Torej samo nevihte, ki pridejo
iz Atlantika, ne pa lokalne nevihte, ki bi se razvile v eni od na²tetih drºav. Vse
pogodbe trajajo od 1. 1. 2019 do 31. 12. 2019.
Za vsakega izmed teh cedentov imamo podatke22 o vseh ²kodah iz evropskih neviht
v zadnjih 20 letih (1999 - 2018). kode so indeksirane na leto 2019 in predposta-
vimo, da bodo portfelji cedentov v letu 2019 enaki. kode se nahajajo v dodatku
(B). Zaradi poenostavitve predpostavimo, da vsi cedenti kupujejo samo en inter-
val kritja (glej dodatek A). Na podlagi ²kod bomo dolo£ili porazdelitev ²tevila in
vi²ine ²kod za vsakega cedenta in naredili simulalacije ²kod, da bomo dobili poraz-
delitev agregatnih ²kod za Nevihto Re. Te krivulje bomo nato agregirali z uporabo
Iman-Conoverjeve metode na dveh nivojih ter s tem dobili eno samo porazdelitev
agregatnih ²kod, iz katere bomo izra£unali potreben kapital za modul tveganja iz
pogodb premoºenjskega pozavarovarovanja za pozavarovalnico Nevihta Re za leto
2019.
22Vsi podatki so izmi²ljeni in ne predstavljajo podatkov o nobeni zavarovalnici.
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7.2 Merjenje tveganja
Glavna naloga pozavarovalnic je, da znajo dobro upravljati s portfeljem tveganj. V
tem podpoglavju si bomo pogledali kako merimo tveganje in kako se pred njim zava-
rujemo ter izpeljali formulo za izra£un SCR v delnem notranjem modelu. Opisano
povzemamo iz [11].
Ker so tveganja modelirana kot nenegativne slu£ajne spremenljivke, je merjenje tve-
ganja enako vzpostavitvi korespondence ϱ med prostorom slu£ajnih spremenljivk in
nenegativnimi realnimi ²tevili R+. Nenegativno realno ²tevilo, ki ozna£uje splo²no
mero tveganja, povezano s tveganjem X, bomo ozna£evali z ϱ[X]. Tako je mera
tveganja funkcional, ki tveganju dodeli nenegativno realno ²tevilo, ϱ : X → R+.
Osredoto£imo se na mere tveganja, ki jih pozavarovalnice uporabljajo za dolo£itev
kapitalskih zahtev, da bi se izognili nesolventnosti. Zato si podrobneje poglejmo
mero tveganja, ki meri zgornji del repa porazdelitvenih funkcij. Ideja je, da ϱ meri
kako tvegan je X: velike vrednosti ϱ[X] nam povedo, da je X tvegan. Natan£neje,
£e je X moºna ²koda nekega portfelja v dolo£enem £asovnem obdobju, potem ϱ[X]
interpretiramo kot znesek kapitala, ki ga moramo imeti, da bo sprejemljivo za nad-
zornike tveganja. V tem primeru je ϱ[X] tvegani kapital za ta portfelj.
Principi ra£unanja nevarnostne premije so najpogostej²e mere tveganja v aktuar-
stvu. Za pozavarovalnico, ki je izpostavljena obveznosti X, nam princip ra£unanja
nevarnostne premije Π da minimalni znesek Π[X], ki ga mora pozavarovalnica dobiti
od cedenta, da bosta sklenila pozavarovalno pogodbo. eprav je dolo£eno soglasje
(ob predpostavki, da se vsi strinjajo o porazdelitvi tveganja) glede neto premije
(pri£akovana ²koda), je mnogo na£inov za dolo£itev varnostnega dodatka (princip
neto premije, variance, pri£akovane vrednosti, standardnega odklona, ...).
Predpostavimo, da pozavarovalnica pri izra£unu nevarnostne premije uporablja prin-
cip standardnega odklona, kar zapi²emo kot
Π[X] = E[X] + a
√︁
Var[X], a ≥ 0. (7.1)
Za ²kode, ki bodo presegale vsoto pri£akovane vrednosti in varnostnega dodatka,
mora imeti pozavarovalnica rezerviran potreben kapital. Na nevarnostno premijo se
dodajo stro²ki, ki jih ima pozavarovalnica (provizija, davki, administracija, ...) ter
dobi£ek, da dobimo kosmato premijo, ki je zara£unana cedentu. Za potrebe ra£u-
nanja SCR predpostavimo, da so stro²ki posamezne pozavarovalnice ksni in da je
zara£unana kosmata premija dovolj velika za pokritje teh stro²kov ter pri£akovanih
²kod.
Najpogostej²i na£in dolo£anja tveganega kapitala je koncept ekonomskega kapitala,
deniranega spodaj.
Denicija 7.1. Ekonomski kapital je deniran glede na neko mero tveganja ϱ kot
EC[S] = ϱ[S]− E[S],
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kjer je S slu£ajna spremenljivka celotne ²kode pozavarovalnice (iz neke zavarovalne
vrste).
Ekonomski kapital je torej namenjen kritju ²kod, ki presegajo pri£akovano vrednost.
Zara£unana nevarnostna premija mora zado²£ati najmanj za kritje pri£akovanih
²kod. V na²em primeru, kjer pri izra£unu nevarnostne premije uporabimo prin-
cip standardnega odklona (7.1), to pomeni, da lahko ekonomski kapital zmanj²amo
²e za zara£unan varnostni dodatek.
V nalogi bomo kot mero tveganja uporabljali tvegano vrednost (angl. Value-at-
Risk), ki jo ozna£imo z VaR. Z VaR dobimo odgovor na vpra²anje: kolik²na je
pri£akovana ²koda ob dolo£eni stopnji zaupanja? Poglejmo si denicijo.
Denicija 7.2. Za dano tveganje X, s porazdelitveno funkcijo FX in stopnjo zau-
panja α ∈ (0, 1), je tvegana vrednost, ki jo zapi²emo z VaRα[X], denirana kot
VaRα[X] = F
−1
X (α) = inf{x ∈ R|FX(x) ≥ α} = sup{x ∈ R|FX(x) < α}.
Omenimo ²e, da VaR vedno obstaja in je izraºen v realni enoti, npr. denarni vre-
dnosti ²kode. Za vse x ∈ R in α ∈ (0, 1) velja VaRα[X] ≤ x ⇔ α ≤ FX(x).
Predpostavimo, da imamo portfelj tveganj X. Z namenom za²£ite zavarovancev
(da ne pride do situacije, kjer pozavarovalnica nima sredstev za izpla£ilo ºe nasta-
lih ²kod) regulator naloºi solventnostno kapitalsko zahtevo ϱ[X]. To pomeni, da
regulator zahteva, da mora biti prosti kapital pozavarovalnice, preseºek sredstev
nad obveznostmi, enak najmanj ϱ[S]. Ta kapital je namenjen za primer, da pre-
mije in rezervacije ne bi bile zadostne za kritje ²kod. Na£eloma bo izbran tak²en
ϱ[X], da se bo dogodek {X > ϱ[X]} zgodil z zelo majhno verjetnostjo. Regula-
tor pri£akuje, da je solventnostna kapitalska zahteva, vezana na tveganje X, dovolj
velika, da zagotavlja, da je primanjkljaj dovolj majhen. Z namenom, da to zago-
tovi, regulator meri tveganje primanjkljaja kot E[(X − ϱ[X])+]. Proces dolo£anja
kapitalskih zahtev zahteva dve meri tveganja: mero tveganja, ki dolo£a solventno-
stni kapital in E[(X − ϱ[X])+], ki meri primanjkljaj. O£itno je, da si regulator ºeli
imeti E[(X − ϱ[X])+] kar se da majhen. Seveda vi²ji kot je kapital, tem bolj²e je
za minimizacijo primanjkljaja. Po drugi strani pa je drºanje kapitala stro²ek za
pozavarovalnice. Regulator se lahko izogne pretiranemu solventnostnemu kapitalu
tako, da upo²teva stro²ek kapitala. Kapitalsko zahtevo ϱ lahko dolo£imo kot re²itev
naslednjega minimizacijskega problema:
min
ϱ[X]
{E[(X − ϱ[X])+] + ϱ[X]ε} , 0 < ε < 1,
ki tehta med dvema koniktnima kriterijema, majhno tveganje in nizek stro²ek
kapitala. Tukaj lahko ε interpretiramo kot merilo obsega upo²tevanja stro²ka ka-
pitala. e je ε = 0, stro²kov kapitala ne upo²tevamo in solventnostni kapital je
enak ϱ[X] = max[X]. Navedimo sedaj trditev, ki teoreti£no upravi£uje izbiro tve-
gane vrednosti za dolo£anje solventostnih kapitalskih zahtev. Dokaz za trditev lahko
najdemo v [11, str. 70].
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Trditev 7.3. Najmanj²i kapital ϱ[X], ki je re²itev zgornje minimizacijske ena£be je
VaR
ϱ[X] = VaR1−ε[X].
Predpostavimo, da so S agregatne ²kode nekega pozavarovalni²kega portfelja v do-
lo£enemu obdobju in naj Π ozna£uje agregatne premije za ta portfelj. Potem je
VaRα[S] − Π najmanj²i potreben kapital, da zavarovalnica postane nesolventna z
majhno verjetnostjo, najve£ 1− α. Natan£neje, za predpisano stopnjo zaupanja α,
je zahtevani solventnostni kapital, temelje£ na VaR, deniran kot
SCRα[S] = VaRα[S]− E[S].
Pozavarovalnica torej krije pri£akovane ²kode z dobljeno premijo, za kritje nepri-
£akovanih ²kod pa potrebuje dodaten kapital. Na primer, £e je stopnja zaupanja
postavljena na α = 0, 995, potem bo tvegani kapital SCRα[S] v povpre£ju zadosten
za pokritje nepri£akovanih ²kod v 995 od 1000 let. Na sliki 7 vidimo prikaz izra£una
SCR.
Slika 7: Prikaz izra£una zahtevanega solventnostega kapitala iz porazdelitve agrega-
tnih ²kod.
7.3 Metodologija izra£una
S predstavljeno metodologijo bomo naredili primer delnega notranjega modela za iz-
ra£un SCR za modul tveganja iz pogodb premoºenjskih pozavarovanj za Nevihto Re.
Izra£un bo potekal v ²tirih korakih, kot jih prikazuje slika 8. V prvem koraku bomo
za vsakega cedenta23, na podlagi njegove ²kodne zgodovine, poiskali parametre za
porazdelitev ²tevila in vi²ine ²kod, naredili Monte Carlo simulacijo agregatnih ²kod
ter izra£unali nevarnostno premijo. V drugem koraku bomo z Iman-Conoverjevo
23C1 - Cedent 1, C2 - Cedent 2, C3 - Cedent 3.
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metodo agregirali porazdelitve agregatnih ²kod cedentov na nivoju posamezne dr-
ºave, v tretjem koraku pa med drºavami in tako dobili porazdelitev agregatnih ²kod
za celoten portfelj Nevihte Re v Evropi. V £etrtem koraku nam preostane samo ²e
na podlagi porazdelitve agregatnih ²kod izra£unati SCR.
Slika 8: Agregacijska struktura delnega notranjega modela v ²tirih korakih.
Korak 1
Kot smo ºe omenili, pozavarovalnica deluje v ²estih evropskih drºavah, v katerih
ima po tri cedente. Predpostavimo, da vsak cedent kupuje ²kodnopreseºkovno po-
zarovanje za posamezen dogodek z enim intervalom kritja in neomejenim ²tevilom
ponovnih kritij za ²kode iz evropskih neviht. V dodatku (A) so navedeni pozavaro-
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valni programi za vsakega cedenta.
V dodatku (B) so cedentove ²kode iz evropskih neviht med leti 1999 in 2018, ki jih
je ob obnovi pozavarovalnega kritja prejela Nevihta Re. Predpostavimo, da Nevihta
Re dolo£i nevarnostno premijo za pozavarovalno kritje v vi²ini pri£akovanih ²kod, k
£emur pri²teje varnostni dodatek v vi²ini 0,1 standardnega odklona ²kod (7.1). Pri
dolo£anju premije na podlagi ²kodne zgodovine najprej poi²£emo primerne parame-
tre za porazdelitev ²tevila in vi²ine ²kod ter nato naredimo simulacijo K-tih ²kodnih
let (v na²em primeru bo K = 100.000). Tako dobimo porazdelitev agregatnih ²kod,
pri £emer upo²tevamo ²e pozavarovalni program (2.1) in dobimo porazdelitev £istih
²kod S za Nevihto Re. Porazdelitev S predstavlja osnovo za dolo£anje premije za
kritje ter za izra£un zahtevanega solventostnega kapitala. Zapi²imo sedaj to v algo-
ritmu (7.3), pri £emer uporabimo algoritem (5.4).
Algoritem 7.3: Algoritem za izra£un £istih agregatnih ²kod od pozavarovatelja.
Podatki:
1. t - ²tevilo let cedentove ²kodne zgodovine
2. LH - matrika cedentove ²kodne zgodovine, kjer je prvi stolpec Leto, drugi pa
koda (kosmata).
3. K - ²tevilo korakov simulacije.
Rezultat:
S - vzorec velikosti K, ki predstavlja £iste agregatne ²kode od pozavarovatelja.
Postopek:
1. Po MLE metodi (5.3) izra£unaj λ za Poissonovo porazdelitev ²tevila ²kod.
2. Po MLE metodi (5.6) izra£unaj α in λ za Paretovo porazdelitev tipa 2 ²kodne
vi²ine.
3. S Kolmogorov-Smirnovim testom preveri ustreznost parametra. e test zavrne
ni£elno hipotezo, moramo uporabiti drugo porazdelitev.
4. Za k = 1, 2, . . . ,K naredi slede£e.
1. Generiraj ²tevilo ²kod n iz porazdelitve Poisson(λ).
2. Generiraj vi²ino posameznih ²kod x1, x2, . . . , xn.
3. Izra£unaj pozavarovateljeve ²kode kot yi = min(L,max(0, xi − D)) za i =
1, 2, . . . , n, kjer je D prioriteta in L limit pozavarovalnega programa.
4. Vsota sk = y1 + y2 + · · ·+ yn je slu£ajno ²tevilo agregatne ²kode S.
Z algoritmom (7.3) dobimo vzorec s1, s2, . . . , sn iz neznane porazdelitve od S. Za te-
stiranje primernih parametrov Paretove porazdelitve uporabimo Kolmogorov-Smir-
nov test. V poglavju 5.1 smo navedli tudi teste s pomo£jo raznih grafov, katerih
se lahko posluºimo, da preverimo kako dobri so izra£unani parametri. Poglejmo
si dva testa, kumulativno porazdelitveno funkcijo in kvantilni grakon, na primeru
Cedenta 1 z Irske. Za vse ostale cedente se bomo zanesli na Kolmogorov-Smirnov
test.
45
Slika 9: Kumulativna porazdelitvena funkcija vi²ine ²kod od Cedenta 1 z Irske, kjer
je z modro ozna£ena Paretova porazdelitev, dobljena po MLE, z rde£o pa empiri£na
porazdelitev vi²ine ²kod.
Slika 10: Kvantilni grakon vi²ine ²kod od Cedenta 1 z Irske, pri £emer vzor£ne
kvantile primerjamo s teoreti£nimi iz Paretove porazdelitve, dobljene po MLE.
Na grafu kumulativnih porazdelitvenih funkcij 9 lahko vidimo, da sta oceni za pa-
rametra Paretove porazdelitve, izra£unani po MLE, primerni, saj se krivulja dobro
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prilega empiri£ni porazdelitveni funkciji. Iz kvantilnega grakona 10 pa razberemo,
da to£ke sledijo simetrali lihih kvadrantov, kar nam da visoko verjetnost, da vzorec
res prihaja iz Paretove porazdelitve s parametroma, ocenjenima po MLE.
Vizualna ocena je lahko dokaj subjektivna, zato vseeno preverimo ustreznost iz-
ra£unanih parametrov ²e s Kolmogorov-Smirnovim testom. Ni£elna hipoteza trdi,
da vzor£na porazdelitev izhaja iz ocenjene porazdelitve. Test nam izra£una najve-
£jo razdaljo med empiri£no in ocenjeno kumulativno porazdelitveno funkcijo (glej
graf 9) 0,12389 in p-vrednost 0,8985. Privzeli bomo stopnjo tveganja 0,05 in ker je
p-vrednost ve£ja od 0,05, ni£elne hipoteze ne moremo zavrnit. Privzamemo, da sta
ocenjena parametra dovolj dobra.
Korak 2
Ob obnovi pozavarovalnega kritja dobijo pozavarovalnice od cedentov podatke o
izpostavljenosti po zavarovalnih vsotah v svojem portfelju po po²tnih ²tevilkah ozi-
roma regiijah v drºavi. Vzemimo za primer Nem£ijo. Tam je veliko zavarovalnic
regionalnih, torej delujejo preteºno v enem delu drºave. e ima pozavarovalnica v
svojem portfelju tri zavarovalnice, od katerih deluje ena na severu, druga v osrednji
in tretja v juºni Nem£iji, je malo verjetno, da bo evropska nevihta, ki ima pot od
zahoda Evrope proti vzhodu, prizadela portfelje od vseh treh zavarovalnic.
Tabela 4: Korelacijski koecienti za obmo£ja tveganj za regije po po²tnih ²tevilkah
ali upravnih enotah.
IRSKA VELIKA BRITANIJA FRANCIJA
C1 C2 C3
C1 1,00 0,65 0,58
C2 0,65 1,00 0,73
C3 0,58 0,73 1,00
C1 C2 C3
C1 1,00 0,43 0,39
C2 0,43 1,00 0,50
C3 0,39 0,50 1,00
C1 C2 C3
C1 1,00 0,37 0,44
C2 0,37 1,00 0,47
C3 0,44 0,47 1,00
BELGIJA NIZOZEMSKA NEMIJA
C1 C2 C3
C1 1,00 0,75 0,78
C2 0,75 1,00 0,83
C3 0,78 0,83 1,00
C1 C2 C3
C1 1,00 0,67 0,59
C2 0,67 1,00 0,72
C3 0,59 0,72 1,00
C1 C2 C3
C1 1,00 0,32 0,27
C2 0,32 1,00 0,41
C3 0,27 0,41 1,00
Tako bomo v drugem koraku, na podlagi izpostavljenosti po zavarovalnih vsotah po
po²tnih ²tevilka oziroma regijah, med cedenti izra£unali linearni korelacijski koe-
cient in to bo vhodni podatek v Iman-Conoverjevi metodi, da dobimo porazdelitev
agregatnih ²kod na nivoju drºave. V [47, Priloga IX, str. 241] najdemo geografsko
razdelitev regij v obmo£ja tveganja po po²tnih ²tevilkah ali upravnih enotah, ki jih
predstavljamo v tabeli 6. Na podlagi teh tabel cedenti poro£ajo izpostavljenost po
zavarovalnih vsotah.
Za namen naloge predpostavimo, da so linearni korelacijski koecienti med posame-
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znimi cedenti v vsaki izmed drºav tak²ni, kot so prikazani v tabeli 4. Zavedamo se,
da tukaj ocenjujemo linearne korelacije med portfelji cedentov na podlagi izposta-
vljenosti, ki pa so lahko druga£ni od linearnih korelacij £istih ²kod za Nevihto Re.
Slednje bi bilo zelo teºko oceniti, saj nimamo zadostnih informacij.
Korak 3
Za dolo£itev korelacij med cedenti smo imeli na voljo podatke o zavarovalnih vsotah.
Dolo£itev korelacij med drºavami pa je veliko ve£ji izziv. V [47, Priloga V, str. 234]
so navedeni korelacijski koecienti tveganja viharja za regije kot jih predpisuje Sol-
ventnost II. Ker nimamo podatkov, s katerimi bi bolj²e ocenili korelacijsko matriko
med drºavami, bomo uporabili to, ki jo navaja Uredba o Solventnosti II. Podana je
v tabeli 5.
V tretjem koraku tako z Iman-Conoverjevo metodo in korelacijsko matriko, podano
v tabeli 5, dobimo porazdelitev agregatnih ²kod za celoten portfelj Nevihte Re.
Tabela 5: Korelacijski koecienti tveganja viharja za regije. Vir: [47, Priloga V, str.
234].
IE UK FR BE NL DE
IE 1,00 0,50 0,00 0,25 0,25 0,25
UK 0,50 1,00 0,25 0,50 0,50 0,25
FR 0,00 0,25 1,00 0,50 0,50 0,50
BE 0,25 0,50 0,50 1,00 0,75 0,50
NL 0,25 0,50 0,50 0,75 1,00 0,50
DE 0,25 0,25 0,50 0,50 0,50 1,00
Korak 4
V £etrtem koraku nam ostane, da iz porazdelitve agregatnih ²kod izra£unamo zah-
tevani solventnostni kapital (SCR) za modul tveganja iz pogodb premoºenjskih po-
zavarovanj za Nevihto Re. SCR se enostavno izra£una kot razlika med VaR0,995[S]
in vsoto povpre£ij ter 0,1 standardnega odklona agregatnih ²kod od posameznega
cedenta za Nevihto Re (ker smo predpostavili, da Nevihta Re za kritje cedentovega
portfelja ra£una nevarnostno premijo po principu standardnega odklona (7.1)). For-
mula za izra£un SCR je tako slede£a.
SCRAgg = VaRAgg99,5% −
18∑︂
i=1
(︂
E[Si] + 0, 1
√︁
Var[Si]
)︂
= VaRAgg99,5% − Π
Agg, (7.2)
kjer i predstavlja vsakega izmed cedentov. S ΠAgg ozna£imo vso zbrano nevarnostno
premijo.
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Tabela 6: Razporeditev obmo£ij tveganja za regije po po²tnih ²tevilkah ali upravnih
enotah. Vir: [47, Priloga IX, str. 241].
BE1 DE2 FR2 IE3 NL2 UK4
1 1 01 01 CE 10 AB
2 2 02 02 CK 11 AL
3 3 03 03 CN 12 B
4 4 04 04 CW 13 BA
5 5 06 05 DL 14 BB
6 6 07 06 DN 15 BD
7 7 08 07 GY 16 BH
8 8 09 08 KE 17 BL
9 9 10 09 KK 18 BN
10 12 10 KY 19 BR
11 13 11 LD 20 BS
12 14 12 LH 21 BT
13 15 13 LK 22 CA
14 16 14 LM 23 CB
15 17 15 LS 24 CF
16 18 16 MH 25 CH
17 19 17 MN 26 CM
18 20 18 MO 27 CO
19 21 19 OY 28 CR
20 23 20 RN 29 CT
21 23 21 SO 30 CV
22 24 22 TY 31 CW
23 25 23 WD 32 DA
24 26 24 WH 33 DD
25 27 25 WW 34 DE
26 28 26 WX 35 DG
27 29 27 36 DH
28 30 28 37 DL
29 31 29 38 DN
30 32 30 39 DT
31 33 31 40 DY
32 34 32 41 E
33 35 33 42 EC
34 36 34 43 EH
35 37 35 44 EN
36 38 36 45 EX
37 39 37 46 FK
38 40 38 47 FY
39 41 39 48 G
40 42 40 49 GL
41 44 41 50 GU
42 45 42 51 GY
43 46 43 52 HA
44 47 44 53 HD
45 48 45 54 HG
46 49 46 55 HP
47 50 47 56 HR
48 51 48 57 HS
DE2 FR2 NL2 UK4
49 52 49 58 HU
50 53 50 59 HX
51 54 51 60 IG
52 55 52 61 IM
53 56 53 62 IP
54 57 54 63 IV
55 58 55 64 JE
56 59 56 65 KA
57 60 57 66 KT
58 61 58 67 KW
59 63 59 68 KY
60 64 60 69 L
61 65 61 70 LA
62 66 62 71 LD
63 67 63 72 LE
64 68 64 73 LL
65 69 65 74 LN
66 70 66 75 LS
67 71 67 76 LU
68 72 68 77 M
69 73 69 78 ME
70 74 70 79 MK
71 75 71 80 ML
72 76 72 81 N
73 77 73 82 NE
74 78 74 83 NG
75 79 75 84 NN
76 80 76 85 NP
77 81 77 86 NR
78 82 78 87 NW
79 83 79 88 OL
80 84 80 89 OX
81 85 81 90 PA
82 86 82 91 PE
83 87 83 92 PH
84 88 84 93 PL
85 89 85 94 PO
86 90 86 95 PR
87 91 87 96 RG
88 92 88 97 RH
89 93 89 98 RM
90 94 90 99 S
91 95 91 SA
92 96 92 SE
93 97 93 SG
94 98 94 SK
95 99 95 SL
96 SM
UK4
97 SN
98 SO
99 SP
100 SR
101 SS
102 ST
103 SW
104 SY
105 TA
106 TD
107 TF
108 TN
109 TQ
110 TR
111 TS
112 TW
113 UB
114 W
115 WA
116 WC
117 WD
118 WF
119 WN
120 WR
121 WS
122 WV
123 YO
124 ZE
1Razporeditev obmo£ij tveganja temelji na prvi ²tevki po²tne ²tevilke.
2Razporeditev obmo£ij tveganja temelji na prvih dveh ²tevkah po²tne ²tevilke.
3Razporeditev obmo£ij tveganja temelji na upravnih enotah.
4Razporeditev obmo£ij tveganja temelji na prvih dveh £rkah po²tne ²tevilke.
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7.4 Rezultati in interpretacija
V statisti£nem programu R smo po metodologiji, opisani v podpoglavju 7.3, na pod-
lagi podatkov o cedentih (glej dodatka A in B) implementirali delni notranji model.
V tabeli 7 podajamo izra£unane parametre za Poissonovo in Paretovo porazdelitev
po metodi najve£jega verjetja ter p-vrednost iz Kolmogorov-Smirnovega testa za
Paretovo porazdelitev.
Tabela 7: Parametri za Poissonovo in Paretovo porazdelitev po metodi najve£jega
verjetja (MLE) ter Kolmogorov-Smirnov test (K-S) za Paretovo porazdelitev.
Cedent
Poisson Pareto tipa II
λ α λ K-S p-vrednost
IE_C1 0,95 1,6084190 30.781.460 0,8984669
IE_C2 1,05 1,4406164 67.238.046 0,8588322
IE_C3 1,10 3,7560875 35.775.961 0,9906108
UK_C1 1,25 1,5101378 80.476.910 0,9001803
UK_C2 1,00 3,2695547 55.679.111 0,7397516
UK_C3 0,90 1,5235082 32.885.465 0,8388998
FR_C1 0,85 1,2853245 133.818.824 0,7970094
FR_C2 0,95 1,0150566 34.510.014 0,9062606
FR_C3 1,05 1,0647211 18.208.072 0,6146549
BE_C1 1,30 1,6999320 42.261.213 0,9680076
BE_C2 1,15 0,9176002 19.099.685 0,8096125
BE_C3 1,35 6,0348650 415.001.048 0,5179085
NL_C1 1,20 3,6402482 302.983.643 0,9488522
NL_C2 1,40 1,5320017 92.866.136 0,9862521
NL_C3 1,15 1,2540992 30.117.563 0,7527842
DE_C1 1,10 1,0962874 117.706.300 0,6972300
DE_C2 0,90 1,0324428 67.395.984 0,8681462
DE_C3 1,30 1,2504964 74.693.085 0,8518554
V tabeli 7 v stolpcu K-S p-vrednost vidimo, da so vse vrednosti ve£je od 0,05 (pri-
vzeta stopnja tveganja), tako da ne moremo zavrnit ni£elne hipoteze (vzor£na po-
razdelitev izhaja iz ocenjene Paretove porazdelitve) in privzamemo, da sta ocenjena
parametra dovolj dobra za vse vzor£ne porazdelitve cedentov.
Za vsakega cedenta smo nato nasimuliralii 100.000 ²kodnih let in izra£unali poraz-
delitev £istih agregatnih ²kod za Nevihto Re. Te porazdelitve smo agregirali na dveh
nivojih (glej Korak 2 in Korak 3) in dobili porazdelitev £istih agregatnih ²kod za
Nevihto Re. V tabeli 8 vidimo na podlagi formule (7.1) izra£unane nevarnostne
premije za vsakega cedenta.
Agregacijo smo naredili z Iman-Conoverjevo metodo in pri tem smo ºeleli, da imajo
vhodne vzor£ne porazdelitve dolo£eno linearno korelacijo. Metoda nam vrne per-
mutirane vzor£ne porazdelitve, katere pa imajo linearno korelacijo, ki je pribliºno
enaka ºeleni (zakaj pribliºno, glej podpoglavje 6.3). Da vidimo koliko se ºelena in
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Tabela 8: Nevarnostne premije za posamezne cedente, izra£unane po principu stan-
dardnega odklona (vzamemo 0,1 std. odklona). Vse vrednosti so v [EUR].
Cedent Pri£akovana vrednost Varnostni dodatek Nevarnostna premija
IE_C1 9.430.181 1.130.545 10.560.727
IE_C2 12.344.954 1.328.256 13.673.210
IE_C3 5.989.020 772.555 6.761.574
UK_C1 37.004.377 3.865.076 40.869.453
UK_C2 8.336.171 981.624 9.317.795
UK_C3 6.422.796 739.675 7.162.472
FR_C1 12.929.894 1.465.164 14.395.059
FR_C2 7.168.466 790.141 7.958.607
FR_C3 6.923.562 840.579 7.764.142
BE_C1 6.010.630 590.304 6.600.934
BE_C2 7.856.552 863.494 8.720.046
BE_C3 14.194.089 1.285.221 15.479.310
NL_C1 10.033.350 994.381 11.027.732
NL_C2 13.523.846 1.257.634 14.781.480
NL_C3 8.058.290 874.891 8.933.182
DE_C1 12.148.587 1.244.005 13.392.591
DE_C2 9.658.253 1.108.071 10.766.324
DE_C3 19.370.075 1.924.722 21.294.798
dobljena korelacija razlikujeta, podajamo v tabeli 9 korelacijsko matriko cedentov
z Irske in korelacijsko matriko po uporabi Iman-Conoverjeve metode. Dobljeni re-
zultat zado²£a za namen te naloge, vendar moramo biti pozorni na napako, ki jo
metoda naredi.
Tabela 9: Primerjava ºelene korelacije med porazdelitvami cedentov z Irske in do-
bljene korelacije po Iman-Conoverjevi metodi.
eleni korelacijski koecienti Dobljeni korelacijski koecienti
C1 C2 C3
C1 1,00 0,65 0,58
C2 0,65 1,00 0,73
C3 0,58 0,73 1,00
C1 C2 C3
C1 1,00 0,58 0,52
C2 0,58 1,00 0,66
C3 0,52 0,66 1,00
Na koncu smo po formuli (7.2) na podlagi porazdelitve £istih agregatnih ²kod za
Nevihto Re izra£unali zahtevani solventnostni kapital (SCR). Slika 11 prikazuje hi-
stogram in empiri£no kumulativno porazdelitveno funkcijo £istih agregatnih ²kod
za Nevihto Re, vsoto nevarnostnih premij cedentov (Π) tvegano vrednost s stopnjo
zaupanja 0,995 (VaR0,995[S]). Vse vrednosti so v EUR.
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SCR za modul tveganja iz pogodb premoºenjskih pozavarovanj za Nevihto Re je
SCR = 615.186.704 EUR− 229.459.435 EUR = 385.727.269 EUR.
Vidimo, da je SCR pribliºno 1, 7-kratnik nevarnostne premije. To razmerje je ve-
liko, in sicer zato, ker Nevihta Re nima retrocesije. S prenosom dela tveganja na
retrocesionarje se bi zahtevani solventnostni kapital mo£no zmanj²al.
Slika 11: Zahtevani solventnostni kapital (SCR) za Nevihto Re.
Namen notranjega modela je, da pozavarovalnice izra£unajo zahtevani solventnostni
kapital na podlagi lastnih tveganj in predpostavk. Pri tem so klju£nega pomena
korelacije in agregiranje. Korelacije morajo biti smiselno dolo£ene tako, da so od-
raz pozavarovateljevega pogleda na portfelj. Dolo£anje korelacij je skozi direktivo o
Solventnosti II postalo glavni predmet aktuarskega raziskovanja.
Da bi lahko preverili kaj SCR iz notranjega modela dejansko pomeni v kontekstu
Solventnosti II, bi morali narediti ²e izra£un SCR po standardni formuli za modul
tveganja iz pogodb premoºenjskih pozavarovanj za Nevihto Re. Tega si v nalogi
nismo zadali, vendar ne glede na to ali bi bil SCR po standardni formuli ve£ji ali
manj²i od tega iz notranjega modela, je slednji pravilnej²i, saj je narejen na portfelju
od Nevihte Re.
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8 Sklep
V nalogi smo predstavili celovito metodologijo delnega notranjega modela za izra£un
zahtevanega solventnostnega kapitala (SCR) za modul tveganja iz pogodb premo-
ºenjskih pozavarovanj na primeru evropske navihte. Ponudili smo ideje kako lahko
pri gradnji modela uporabimo kombinacijo podatkov, ki jih pozavarovalnica dobi
s strani cedentov (²kode, zavarovalne vsote) ter predpisane korelacijske matrike v
Uredbi o Solventnosti II na mestih, kjer nimamo bolj²ih podatkov za lasten izra£un.
Ve£krat smo omenili, da je bistvo notranjega modela agregacija in pravilno dolo£ene
korelacijske matrike. Predstavljena Iman-Conoverjeva metoda je v praksi zelo upo-
rabna, saj, zaradi svoje preprostosti in ohranjanja vzorcev porazdelitev, predstavlja
mo£no agregacijsko orodje, ki bi jo moral obvladati vsak aktuar, kateri dela na po-
dro£ju upravljanja s tveganji.
Zgrajeni delni notranji model je v osnovi zadosten za prikaz metodologije od vho-
dnih podatkov, ki jih dobi pozavarovalnica od cedentov, do kon£nega izra£una SCR.
Seveda pa se da model nadgraditi, predvsem pri dolo£anju korelacijskih matrik in
agregiranju. Moramo se zavedati, da ne obstaja kon£ni ultimativni notranji model,
ki bi v popolnosti predstavljal tveganja, katerim je pozavarovalnica izpostavljena,
ampak je potrebno, zaradi spreminjajo£ega portfelja in zunanjih dejavnikov, model
nenehno nadgrajevati.
Pozavarovalni²ki trg je ºe ve£ kot 20 let v t.i. mehkem trgu, stanju, kjer cene pozava-
rovanj padajo, ker pozavarovalnice tekmujejo za premije. Posledi£no se zmanj²ujejo
tudi dobi£ki, kar sili pozavarovalnice k bolj²emu alociranju kapitala. To pomeni,
da izgradnja celovitega notranjega modela postaja nujna za konkure£en pristop na
trgu. V nasprotnem primeru bodo pozavarovalnice, katere bodo sledile standardni
formuli, imele previsoke kapitalske zahteve, ki jih ne bodo mogle izpolnjevati.
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Dodatek A Strukture pozavarovalnih programov
cedentov
Tabela 10: Struktura pozavarovalnih programov cedentov z Irske. Vse vrednosti so
v [EUR].
IRSKA
Cedent 1 Cedent 2 Cedent 3
Prioriteta Limit Prioriteta Limit Prioriteta Limit
2.000.000 15.000.000 5.000.000 15.000.000 3.000.000 12.000.000
Tabela 11: Struktura pozavarovalnih programov cedentov iz Velike Britanije. Vse
vrednosti so v [EUR].
VELIKA BRITANIJA
Cedent 1 Cedent 2 Cedent 3
Prioriteta Limit Prioriteta Limit Prioriteta Limit
5.000.000 45.000.000 2.000.000 13.000.000 1.000.000 9.000.000
Tabela 12: Struktura pozavarovalnih programov cedentov iz Francije. Vse vrednosti
so v [EUR].
FRANCIJA
Cedent 1 Cedent 2 Cedent 3
Prioriteta Limit Prioriteta Limit Prioriteta Limit
3.000.000 17.000.000 2.000.000 9.000.000 6.000.000 11.000.000
Tabela 13: Struktura pozavarovalnih programov cedentov iz Belgije. Vse vrednosti
so v [EUR].
BELGIJA
Cedent 1 Cedent 2 Cedent 3
Prioriteta Limit Prioriteta Limit Prioriteta Limit
4.000.000 6.000.000 5.000.000 10.000.000 3.000.000 12.000.000
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Tabela 14: Struktura pozavarovalnih programov cedentov z Nizozemske. Vse vre-
dnosti so v [EUR].
NIZOZEMSKA
Cedent 1 Cedent 2 Cedent 3
Prioriteta Limit Prioriteta Limit Prioriteta Limit
10.000.000 10.000.000 8.000.000 12.000.000 5.000.000 10.000.000
Tabela 15: Struktura pozavarovalnih programov cedentov iz Nem£ije. Vse vrednosti
so v [EUR].
NEMIJA
Cedent 1 Cedent 2 Cedent 3
Prioriteta Limit Prioriteta Limit Prioriteta Limit
12.000.000 13.000.000 7.000.000 13.000.000 10.000.000 20.000.000
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Dodatek B Kosmate ²kode cedentov
Tabela 16: Kosmate ²kode cedentov z Irske v obdobju med 1999 in 2018. Vsi zneski
so v [EUR].
IRSKA
Cedent 1 Cedent 2 Cedent 3
Leto koda Leto koda Leto koda
2009 5.487.450 2012 24.079.874 2016 16.838.330
2005 4.380.378 2009 613.940.735 2008 14.463.376
2007 17.502.381 2004 172.863.573 2003 1.007.314
2012 8.123.910 2003 27.737.326 2011 1.343.172
2000 50.747.091 1999 36.849.573 2003 178.903
2003 40.991.011 2013 5.037.378 1999 1.082.222
2004 11.623.749 2003 7.886.161 2014 4.636.009
2004 5.401.422 2002 18.427.141 2004 13.484.034
2011 88.866.737 1999 30.158.314 2002 2.919.756
2007 8.327.237 2008 238.696.702 2002 1.992.851
2012 50.674.283 2001 83.302.417 2008 40.411.515
2010 24.278.108 2015 264.980.591 2013 9.116.279
2001 272.790.231 2006 21.491.701 2010 4.438.438
2010 136.896.929 2017 13.929.731 2009 1.020.912
2006 3.116.904 2003 22.234.614 2006 27.051.360
2007 38.250.612 2008 503.092.304 2015 2.778.061
2000 9.445.847 2002 20.548.428 2003 6.507.115
2004 6.036.239 2010 40.669.593 2009 4.486.691
2006 1.330.009 2008 1.022.834 2013 70.108.866
2008 681.740.89 1999 19.431.478
2006 88.732.605 2005 20.241.111
2000 7.907.255
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Tabela 17: Kosmate ²kode cedentov iz Velike Britanije v obdobju med 1999 in 2018.
Vsi zneski so v [EUR].
VELIKA BRITANIJA
Cedent 1 Cedent 2 Cedent 3
Leto koda Leto koda Leto koda
2003 5.301.647 2018 5.141.546 1999 5.044.226
2003 6.847.691 2008 26.765.109 2014 89.781.687
2011 203.656.621 2001 17.426.761 2015 8.473.647
2006 669.841.753 2003 54.559.621 2009 6.743.5465
2016 267.784.006 2008 2.791.205 2016 3.376.926
2018 99.944.469 2006 8.878.204 2001 25.007.837
2016 227.682.480 2005 72.776.315 2001 5.913.054
1999 291.337.267 2001 19.078.944 2012 10.214.607
2014 122.072.355 2007 11.348.036 2016 56.621.029
2003 3.414.872 2008 4.040.350 2014 22.748.737
2005 437.993.079 2009 115.962.624 2005 20.077.019
2004 19.122.651 2011 10.974.540 2003 363.224.917
2013 46.823.887 2016 7021.559 2006 28.710.079
2016 71.388.840 2012 31.075 2015 11.593.467
2001 70.987.662 2013 59.102.121 2015 175.816.335
2010 15.612.974 2002 2.931.252 2006 3.361.492
2011 142.918.690 2000 8.986.437 2009 10.310.034
2003 15.514.504 2000 10.949.052 2008 10.288.388
2000 895.516 2000 7.643.469
2017 24.613.609 2009 30.797.547
2001 34.756.121
2015 38.794.358
2007 15.634.300
2011 17.087.313
2000 20.638.703
64
Tabela 18: Kosmate ²kode cedentov iz Francije v obdobju med 1999 in 2018. Vsi
zneski so v [EUR].
FRANCIJA
Cedent 1 Cedent 2 Cedent 3
Leto koda Leto koda Leto koda
2013 19.548.537 1999 17.969.893 2011 7.654.476
2008 117.911.046 2018 3.709.786 2008 111.762.621
2003 437.964.732 2017 10.666.962 2014 12.885.868
2006 29.444.447 2010 100.026.098 2005 111.293.023
2012 44.381.289 2011 40.595.770 2009 2.153.456
2009 187.114.623 2016 100.351.181 2000 2.707.623
2000 1.392.429.582 2016 5.850.344 2009 9.614.573
2005 452.489.701 2018 1.854.541.807 2006 12.229.757
2012 56.138.568 2013 43.747.995 2015 7.013.456
2007 51.952.993 2018 9.669.067 2015 1.927.083
2016 784.546.703 2009 37.862.764 2003 34.904.673
2012 135.048.364 2007 3.745.366 2007 5.041.848
2001 6.819.214 2017 149.202.653 2001 68.260.445
1999 9.304.651 2000 177.919.733 2009 107.912.062
2018 34.255.742 2009 98.155.645 2000 45.205.034
2006 609.024.752 2002 362.788.338 2003 9.421.838
2018 60.541.439 2005 18.037.376 2006 9.616.828
1999 8.982.862 2012 3.661.987
2007 18.352.257 1999 14.325.661
2012 149.359.889
2000 535.681.505
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Tabela 19: Kosmate ²kode cedentov iz Belgije v obdobju med 1999 in 2018. Vsi
zneski so v [EUR].
BELGIJA
Cedent 1 Cedent 2 Cedent 3
Leto koda Leto koda Leto koda
2004 80.648.418 2007 3.448.025 2001 89.585.508
2018 7.502.097 2001 43.893.639 2006 45.162.596
2012 3.585.966 2000 108.068 2007 104.221.132
2004 755.800 2008 40.834.174 2005 32.601.174
2003 22.210.703 2010 156.854.728 2009 10.1392.177
2006 17.147.363 2011 13.334.926 2018 64.401.336
2005 52.492.494 2016 18.223.454 2011 41.812.428
2018 35.013.866 2016 42.439.919 2010 64.574.316
2003 6.487.934 2005 2.540.173 2014 78.801.455
2010 7.479.270 2018 28.753.249 2016 7.060.910
2015 13.169.903 1999 91.791.617 2003 59.180.809
2003 11.951.207 2018 8.119.227 2006 6.456.978
2000 16.137.046 2011 2.127.844 1999 501.865
2014 78.282.109 2012 22.638.912 2012 8.387.266
2010 11.240.312 2000 599.502.942 2001 86.415.041
2013 83.267.973 2000 1.475.912 2006 381.816.597
2000 336.381.228 2014 45.893.401 2000 29.947.761
2017 18.267.464 2002 10.829.178 1999 150.133.902
2001 43.950.949 2005 67.235.714 2017 328.294.387
2014 56.530.479 2000 2.745.489 2001 105.340.721
2005 11.707.397 2005 1.317.367.950 2014 4.089.569
2001 1.431.869 2005 40.581.074 2003 6.632.502
2010 630.092 2001 82.022.289 2015 10.910.312
2001 54.934.062 2017 107.327.128
2016 52.193.988 2012 78.076.306
2015 348.711.943 2011 217.394.351
2012 2.994.812
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Tabela 20: Kosmate ²kode cedentov z Nizozemske v obdobju med 1999 in 2018. Vsi
zneski so v [EUR].
NIZOZEMSKA
Cedent 1 Cedent 2 Cedent 3
Leto koda Leto koda Leto koda
2001 26.851.676 2001 89.43.041 2012 16.554.310
2000 123.175.635 2006 157.332.398 2007 4.763.312
2007 43.804.380 2016 321.635.486 2017 13.001.306
2015 600.245.933 1999 10.202.846 2002 23.220.027
2004 15.394.666 2009 91.171.895 2018 71.175.725
2006 22.027.509 2012 1.041.291.043 2008 33.109.802
2014 45.934.969 2001 7.144.501 2008 157.370.795
2015 73.169.612 2010 35.313.599 2001 11.430.275
2014 169.011.757 2009 4.517.391 2007 53.677.108
2008 117.238.600 2004 21.158.508 2015 25.517.226
2014 125.650.580 2006 24.059.867 2018 7.382.808
2010 34.925.453 2013 51.389.043 2014 35.373.783
2010 69.293.388 2011 164.816.486 2017 838.165.874
2004 9.188.031 2007 135.579.537 2015 17.383.207
2013 89.025.655 2017 17.138.054 2001 36.056.449
2016 2.313.308 2018 258.527.466 2018 16.808.172
2007 239.668.180 2010 50.562.045 2018 11.704.415
2012 61.894.778 2002 33.751.558 2007 8.538.513
2017 434.707.458 2013 37.072.439 2014 2.375.389
2004 52.051.162 2006 13.699.306 2018 6.643.679
1999 22.479.091 2003 122.874.101 2016 8.337.564
2013 38.010.964 2008 43.039.028 2005 515.946.413
2007 271.661.304 2012 17.901.856 2015 55.420.653
2005 27.871.432 2018 83.601.434
2011 623.647.067
2017 15.878.093
2016 411.841.065
2015 62.131.393
67
Tabela 21: Kosmate ²kode cedentov iz Nem£ije v obdobju med 1999 in 2018. Vsi
zneski so v [EUR].
NEMIJA
Cedent 1 Cedent 2 Cedent 3
Leto koda Leto koda Leto koda
2014 275.007.386 2012 188.831.561 2005 127.778.282
2001 13.545.870 2008 298.934.914 2008 192.597.754
2011 207.850.946 2016 789.098.824 2010 114.722.267
2013 66.973.891 1999 11.038.197 2010 2.095.349.792
2002 32.628.521 2015 10.524.550 2018 1.456.656
2001 5.636.786.889 2013 5.698.627 2018 3.796.434
2011 267.273.769 2013 133.286.126 2011 56.485.670
2009 25.840.173 2011 10.990.860 2008 1.187.118.375
2002 937.469 2018 661.275 2004 119.493.163
2002 64.330.108 2012 768.089.445 2013 2.16016.693
2007 2.992.950 2016 77.964.114 2000 84.350.976
2013 74.266.723 2002 50.619.455 2008 42.717.546
2007 77.146.881 2014 40.737.179 2012 26.778.104
2009 1.363.058.154 2018 906.976.687 2006 12.581.077
2007 268.931.360 2000 21.526.903 2004 262.518.379
2017 470.619.865 2002 58.219.620 2009 100.262.131
2012 10.516.628 2000 71.243.401 2006 41.016.290
2010 187.118.918 2012 273.972.584 2012 43.064.817
2011 358.222.976 2014 42.804.282
2013 37.623.741 2016 19.911.903
2006 323.540.399 2004 10.326.947
1999 184.435.290 2018 2.905.714
2000 803.869
2004 52.532.405
2001 112.435.049
2001 174.869.905
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