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I. INTRODUCTION 
We continue the systematic study of first-order Hamilton-Jacobi equa- 
tions in infinite dimensions begun in Parts I-IV of this series [ 121. Our 
approach relies on, as before, an appropriate interpretation of the notion 
of viscosity solutions as introduced in [ 11, lo]. In the interim, the strong 
development of “viscosity solution” theory in many directions has con- 
tinued unabated. In addition to the many references given in earlier papers 
in this series (which we will not repeat here; see [12]) we would like to 
point out that a complete theory of second-order fully nonlinear and 
possibly degenerate elliptic equations in finite dimensions has been made 
possible by the use of viscosity solutions [S, 9, 18, 20-22, 19, 32, 331 for 
example) and there is now a substantial body of work concerning second 
order equations in infinite dimensions [25-271. 
However, in this work we come back to the particular situation studied 
in [ 12, Part IV]; namely, we come back to Hamilton-Jacobi equations in 
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a real separable infinite dimensional Hilbert space H involving linear terms 
of the form (Ax, Vu). Here and everywhere below, A is a linear and den- 
sely defined maximal monotone operator in H, ( ., . ) is the scalar product 
of H (which is identified with its dual) and Vu corresponds to the Frechet 
differential of u with respect o x E H. Control problems involving the semi- 
group generated by -A lead (see [2] and Sections IV and VII below) to 
the following stationary and evolutionary Hamilton-Jacobi equations: 
u+(Ax,Vu)+F(x,Vu)=O in H (S) 
and 
u,+(Ax,Vu)+F(t,x,Vu)=O in (0, T] x H, (E) 
where the solution U(X) or u(t, X) is a real-valued function defined on H or 
on [0, r] x H, T> 0 is given, F( t, x, p) and F(x, p) are real-valued and 
uniformly continuous on each bounded subset of [0, r] x H x H. 
We will follow the approach introduced in [ 12, Part IV] concerning the 
interpretation of (S) and (E) in the viscosity sense and the structure condi- 
tions to be imposed on A and F; in particular, we interpret the term 
(Ax, Vu) via a transposition involving the (unbounded) operator A and 
discarding (undefined) terms of (formally) known sign due to the 
monotonicity of A and A*; i.e., we use (Ax, x) 3 0, (x, A*x) B 0 “for all 
x E H.” The principal advance in the current work over the results of [ 12, 
Part IV] is that we no longer need to assume that solutions are weakly 
sequentially continuous. Indeed, we will deal with another notion of 
continuity called B-continuity. If B is a bounded linear operator in H and 
U: H + R we say that u is B-continuous if u(x,) + u(x) whenever x, -x 
weakly in H and Bx, -+ Bx in H. Of course, the relevant operators B will 
have to be chosen well with respect o the problems (S) and (E). 
This seemingly small modification in fact requires drastic modifications 
in the proofs and significantly extends the domain of applicability of the 
theory. For example, the uniqueness results for (S) stated in Section III will 
be proved in the same section by a rather delicate use of tools from the 
theory of perturbed optimization (due to I. Ekeland [ 141, C. Stegall [31], 
and J. Bourgain [7]) in the completion of H in the norm I/ Bxlj to produce 
the maximum points necessary for “viscosity solution” proofs. 
The existence results for (S), which are stated in Section III and proved 
in Section IV, will be established by a totally different argument from the 
one given in [ 12, Part IV]. Indeed, as we will see below, the existence 
results of [ 12, Part IV] correspond to the case in which B is compact; in 
this event B-continuity reduces to sequential weak continuity and the extra 
compactness properties this implies allow us to produce solutions by a kind 
of Faedo-Galerkin approximation. In the current generality we cannot 
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argue in this manner since, on the one hand, we allow the case A = 0, B = I 
in our analysis and on the other we have shown in [ 12, Part II] that 
Faedo-Galerkin approximations may fail to converge in this situation! For 
this reaon we will have to construct the solutions “by hand” via representa- 
tion formulas from differential games and optimal control, thereby following 
the path we first took to establish existence in infinite dimensional 
problems in [ 12, Parts II and III] while relying on some ideas from 
G. Barles [4, 51. This construction is performed in Section V. By the way, 
as in [ 12, Part IV], we are unable to prove existence through Perron’s 
method as adapted to viscosity solutions by H. Ishii [ 161. 
Basing the existence proofs on control theory and differential game 
considerations requires us to know that the value functions for problems in 
differential games and optimization are viscosity solutions of associated 
Hamilton-Jacobi equations (Bellman equations in the first case and Isaacs 
equations in the second). Difficulties arise in establishing this owing to the 
presence of the unbounded operator A and the rather delicate formulation 
of the notion of viscosity solutions. We separate this question, which is of 
independent interest, from the existence theory and first treat the relation 
between optimal control problems and viscosity solutions corresponding to 
(S) (i.e., infinite horizon problems) in Section IV. This is done in substan- 
tial generality as regards the behaviour of the data as x “tends to co” in H. 
In particular, we will present uniqueness results which are not contained in 
those presented in Section III but which in fact follow from combining the 
arguments in Section III and in [ 131. The corresponding treatment for 
finite horizon problems-which correspond to (E)-will be given in 
Section VII. 
In Section VI we formulate the main existence and uniqueness results for 
(E) and explain how to modify the proofs given for (S) to deal with this 
case. Finally, in Section VIII, we return to the question of weakly con- 
tinuous solutions and consider the situation in which B is not compact but 
the B-continuous viscosity solutions are in fact weakly continuous. 
Roughly speaking, this corresponds to the situation when all the data are 
weakly continuous and the solution inherits this property from the data. A 
typical case of this sort arises in control problems corresponding to con- 
trolled parabolic or wave equations set in all of [w” instead of a bounded 
domain. 
We conclude this Introduction with a few remarks. First, the notion of 
B-continuity (more accurately, B1j2 -continuity) is implicit in [ 12, Part IV] 
and has been used in [27] for related reasons. Next, we do not claim that 
this is the end of the story. Indeed, we intend to take up cases in which the 
nonlinearity F is itself discontinuous on H in a subsequent work. This 
situation arises in more realistic control problems than are covered by the 
current scope of the theory, including the Bellman equations which arise in 
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control of variational inequalites, stationary pde’s or Navier-Stokes equa- 
tions. Finally, other works treating various aspects of related problems in 
infinite dimensions include [l-3, 6,291. 
II. PRELIMINARIES, DEFINITIONS, AND ELEMENTARY PROPERTIES 
We recall that throughout this work we assume that 
A is a linear and densely defined maximal monotone operator in H, (A) 
where H is a separable real Hilbert space which carries the inner-product 
(., .) and the norm 11 I/. A* will denote the adjoint of A and eprA, e-ta* 
are the strongly continuous contraction semigroups generated by -A 
and A*. 
Certain radial functions on H will play an important role here (as in [ 12, 
Part IV]) as we adopt the same notational conventions in this regard. 
A mapping g: H + R is radial if it has the form g(x) = h( l/xll) for some 
h: R + R; g is called nondecreasing if h is nondecreasing, increasing if h is 
increasing, . We will hereafter abuse notation by writing g(x) = g( ]lxli) so 
that, in particular, g’(r) > 0 for Y> 0 really means h'(r) >O for r > 0. 
A radial function g(x) = g( llxll ) is differentiable at x E H\ (0) if and only if 
g(r) is differentiable at r= //x1( and then 
vg(~)=g’(llxllK (2.1) 
where 
i=& for XE H\(O). 
Moreover, g is differentiable at 0 if and only if g’(0) = 0 and then Vg(0) = 0 
and g is continuously differentiable on H exactly when g’(r) is continuous 
and g’(0) = 0. We will use the notation (2.1) in this case even if x = 0 with 
the understanding that Vg(0) = 0. 
We will use a variety of spaces. Let V be a locally convex vector space 
and D be a subset of V. Then 
C(Q) = { 24: Q -+ R; 24 is continuous}, 
C,(Q) = { 24: sz + R, .u is continuous and bounded on 
bounded subsets of a}, 
UC(Q) = (u: 52 + R; 24 is uniformly continuous}, 
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UC,([O, T]xq={uEC(Qx [O, T];u(t,.)EUC(SZ) 
uniformly in t E [0, r] }, 
SUC(Q) = {U E UC(Q); u is bounded}, 
BUC,( [O, T] x Q) = { u E UC,( [0, T] x 52); u is bounded}. 
Finally, if B is a positive self-adjoint, bounded operator on H and c( > 0 
we will denote by HP, the Hilbert space which is the completion of H in 
the norm 
In the natural way, B”‘* is an isometry from HP, onto H and D(B-a’2) 
may be isometrically identified with the dual of HP, using the norm 
jlxll,= llB-“‘2xl12. 
We denote this dual by H,; Bp”12 is an isometry from H, onto H. In what 
follows, we will mainly work with H ~ i, H -2, and H,. 
We now recall from [ 12, Part IV] the definition of viscosity solutions of 
(Ax, Vu) + F(x, 2.4, Vu) = 0 in Q, (2.3) 
where Q is an open set in H and F: H x R -+ R is continuous. However, 
we shall hereafter drop the modifier “viscosity” and simply talk about 
“solutions.” 
DEFINITION 2.1. Let u E C(Q). Then u is a subsolution (respectively, 
supersolution) of (2.3) if for every cp: Sz + R with the properties 
cp is weakly sequentially lower semicontinuous 
and ‘7~ and A *Vq are continuous 1 
(2.4) 
and every g: H + [w satisfying 
g is radial, nondecreasing, and continuously differentiable on H (2.5) 
and local maximum (respectively, minimum) z E Q of u - cp - g (respec- 
tively, u + cp + g) we have 
(z, A*Vdz)) + F(z, u(z), Vdz) +Vg(z)) 6 0 (2.6). 
(respectively, 
- (z, A*Vdz)) + F(z, u(z), -Vdz) -Vg(z)) B 0). (2.7) 
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Finally, u is a solution of (2.3) if it is both a subsolution and a super- 
solution. 
The assumptions concerning Vcp in (2.4) mean that the Frechet 
derivative Vq of cp exists, is continuous on Q, takes its values in D(A*) and 
Vq, A*Vcp are continuous on Q. Finally, it is worth recalling and 
emphasizing that (2.6) and (2.4) are inequalities one expects for viscosity 
solutions except that terms formally corresponding to the expression 
(Ax, Vg(x)) (or (x, A*Vg(x))) have been dropped. The intuitive reason 
that this is all right is that formally 
<A4 Vg(x)> =g’(1141)(Ax, a>, (x2 A*v&)) =g’(llxllK4 A*i) 
and these expressions hould be nonnegative since A is maximal monotone 
and g is nondecreasing. 
As already mentioned above, our analysis, just as in [ 12, Part IV] will 
rely on an auxiliary operator B. Concerning B we assume that, unless 
otherwise said, 
B is a linear bounded positive self-adjoint operator on H 
and A*B is a bounded operator on H. (B) 
Every closed densely defined operator A admits an operator B with the 
properties (B)-namely, B = (I + AA * ) - “2. 
We will use the notations 
x, -+ x and x,, - x 
to denote, respectively, norm and weak convergence of x, to x and 
WY, r)= {xEH; ly-xl <r}, B, = B(0, R) 
for all Y > 0, R > 0. 
DEFINITION 2.2. Let Q c H and U: 52 -+ R. Then u is B-continuous on !S 
if u(x,) + U(X) whenever x, is a sequence in Q, x, --xcQ and Bx, -+ Bx. 
We collect some simple facts in the next lemma. 
LEMMA 2.3. Let B be an arbitrary bounded operator on H. We have: 
(i) If u is B-continuous on H, then u is continuous on H. 
(ii) If B is also compact, then u is B-continuous tf and only tf u is 
weakly sequentially continuous. 
(iii) If B is positive and self-adjoint, then u is B-continuous on H if and 
only if u is continuous with respect to the H-, norm on each ball B,, R > 0. 
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(iv) If B is positive and self-adjoint and CI > 0, then u is BE-continuous 
on H tf and only tf u is BB-continuous on H for all b’ > 0. 
Proof We prove (iv), which is the only assertion which is not obvious. 
Since B is bounded, it is clear that B”-continuity implies BB-continuity for 
/I E (0, a]. If we can also show that B112-continuity implies B-continuity, the 
result will follow for then Ba-continuity implies B”“-continuity for 
n = 1, 2, . . . and 2% >/I if n is large. 
Clearly it sullices to show that x,-x and Bx, + Bx imply 
B’j2x, + B’12x and for this it is enough to show that IlB”2x,I12 -+ IIB1”xl12. 
However, 
/IB”2x,l)2= (Bx,, x,) + (Bx, x) = ~IB1’2xl12, 
establishing the claim. 
PROPOSITION 2.4. Let u be B-continuous on H and assume that (A), (B) 
hold. Then the conditions (2.5) on g in Definition 2.1 may be replaced by 
g is radial, twice continuously differentiable on H and g’(r) > 0 for r > 0 
(2.8) 
without changing the notion of sub and supersolutions. Likewise, the local 
extremum z in (2.6) and (2.7) may be required to have the property 
z is a local strict (in the norm topology of H) extremum in 
the sense that there is a neighborhood N of z in H such that (2.9) 
extremizing sequences chosen from N converge strongly to z. 
Remark 2.5. As is usual in the viscosity theory, many other equivalent 
formulations are possible. In particular, one can restrict attention to g E C” 
and, under additional boundedness assumptions, one can assume the local 
extrema are global. Notice also that z is a strict local (for example) maxi- 
mum point of u - cp -g in the above sense if and only if there exists 6 > 0 
and a positive continuous function w on (0, S] such that 
u(x)- 40(x) -g(x) G u(z) - dz) -g(z) - a( IIX - ZII ) for all x E B(z, 6). 
(2.10) 
Remark 2.6. In view of Proposition 2.4, the observations made in 
[ 12, Part IV, Appendix] concerning the possibility of “replacing 0 by 
x,, E D(A * ),, in Definition 2.1 remain valid for B-continuous solutions in 
place of weakly continuous solutions. 
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Proof of Proposition 2.4. Since B-continuous functions are continuous, 
the fact that we may restrict attention to strict local extrema satisfying 
(2.10) (and hence (2.9)) has been established in [12, Part IV]. 
The proof of the claim concerning (2.8) provides a typical example of the 
perturbation arguments needed to work with B-continuous solutions. 
Let, for example, u be B-continuous, g and cp have the properties of 
Definition 2.1 and z be a maximum of u - 40 -g for which (2.10) holds with 
o > 0 on (0, S] (which we may assume, without loss of generality, by the 
above). Assuming that then (2.6) would hold if g satisfied (2.8), we choose 
a sequence g, of radial functions satisfying (2.8) and 
g,z + g9 s:,-g’ uniformly on [0, /lz/l + S]. 
Now we would like to maximize 
@n(x) = u(x)- dx) -g,(x) 
on B(z, 6). This is where weak continuity was employed in [ 12, Part IV] 
and where here we invoke the B-continuity. B(z, 6) is a closed convex set 
in He, and @, is weakly sequentially upper-semicontinuous on B(z, 6) in 
the HP, topology because u is B-continuous while cp and g are weakly 
lower-semicontinuous on H and bounded on B(z, 6). Therefore, by the 
perturbed optimization results due to I. Ekeland [ 141, C. Stegall [31], and 
J. Bourgain [7], for each F > 0 there exists pE E H, such that 
IIP~I/~ d E and a,(x) + ( pE, x) admits a maximum point z; on B(z, 6). 
Since B defines an isometry of H onto H, = D(B-‘), we may write 
pE = Bq,, where qE E H and IIqEIJ d 8. Next we observe that putting 
Jn= sup I&Y,-g/5 Co= (ILlI +6) IIBII 
10. IId + 81 
we have 6, + 0 and 
@(z:) 2 @,(z:) - 6, 
3 @‘,(zfJ + (Bq,, z:) - 6, - Co& 
3 Q,(z) + (Bq,, z> - 6, - Co& 
3 Q(z) - 26” - 2Co&. 
Therefore, in view of (2. lo), z; + z in H as E 10, n + co. In particular, for 
E small enough and n large enough, zi is a local maximum point of 
U(X) - (q(x) - (qE, Bx)) -g,,(x) and then, by assumption, we have 
(z:, A*(Vdz:)--q,)) +W,, WA Vdz:) - Bq, + Vg,W) G 0. 
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Letting E 10, and n + co we conclude that (2.6) indeed holds. The case of 
supersolutions is treated analogously. 
Using similar arguments, we may also prove a “stability-consistency” 
result on sequences of B-continuous solutions. 
PROPOSITION 2.7. Let (A), (B) hold and let u, be a sequence of 
B-continuous subsolutions (respectively, supersolutions) of 
(Ax,Vu,)+F,,(x,u,,Vu,)=O on H, (2.11) 
where F, E C(H x R! x H). Let FE C(H x 08 x H), u be B-continuous and 
assume 
for all x E H there is a 6 > 0 such that u, + u uniformly on B(x, 6) (2.12) 
and 
F,(x,, rn, P,) -+ F(x, r, P) if x,+x, r,+r andp,-+p. (2.13) 
Then u is a subsolution (respectively, supersolution) of (2.3) on H. 
Proof: We discuss the case of subsolutions. Let z be a strict maximum 
point of u - cp -g with cp, g as above. Slight modifications of the arguments 
which established Proposition 2.4 show that for sufficiently small E > 0 and 
sufficiently large n and a suitable q; E H with ilqE/l < E there is a local maxi- 
mumpointz~ofu,-cp-g+(Bq”,,x)satisfyingz~-tzas&IOandn~co. 
By assumption 
(~2 A*(Vv(z:) - &“,I) + F(z;, u,z(z:), Vdz:) - Bq; + Vg,(z:)) G 0 
and passing to the limit, we conclude. 
We end this section with some remarks about (E). First, while (S) is 
o_bviously included in (2.3) this is not so for (E). For (E) we replace H by 
H=HxR, A by the operator A(x,t)=(Ax,O) on D(A)=D(A)xR! in fi 
and B by B(x, t) = (Bx, t) on fi. Clearly B is self-adjoin& bounded, 
positive, and A^ *B is bounded on fi. If u: H x [0, T] --t (w, we will say that 
u is B-continuous if u is B-continuous on H x [0, T], i.e., if 
4x,, t,) + 4-T t) whenever x, - x in H 
and 
(Bx,, tn) + (Bx, t) in Hx [0, T]. 
Using Remark 2.6 and the arguments given in [ 12, Part IV, Appendix] 
we immediately obtain 
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PROPOSITION 2.8. Let (A) and (B) hold, FE C( [0, T] x H x H), u he 
B-continuous on H x [0, T] and a .&solution (respectively, supersolution) qj 
E on H x (0, T). Then for every cp: [0, T] x H -+ Iw satisjjing 
cp is weakly lower-semicontinuous on (0, T] x H 
Vcp and A*Vq are continuous on [0, T] x H 1 
(2.14) 
and every g satisfying (2.8) and every local maximum (respectively, mini- 
mum) (t, z) E (0, T] x H of u - cp - g (respectively, u + cp + g) on H x [0, T] 
we have 
2 (6 z) + (z, A*Vdz, t)) + F(t, z, Vq(t, z) +Vg(z)) 60 (2.15) 
(respectively, 
-$(t.z)- <z,A*Vdz, t))+F(t,z, -Vcp(t,z)-Vg(z))>O). (2.16) 
Remark 2.9. Just as in Proposition 2.4 and Remark 2.5, we may restrict 
our attention to smooth choices of g and strict extrema, etc., without 
changing the set of B-continuous functions u for which (2.15) and (2.16) 
hold under the above assumptions. 
We also point out that the weak lower-semicontinuity of rp in 
Definition 2.1 could be replaced by the assumption that cp is B-lower- 
semicontinuous throughout this work. 
We conclude by mentioning that in all that follows we will assume that 
F is uniformly continuous on bounded sets (2.17) 
(in H x H for (S) and in [0, T] x H x H for (E)). In addition, it will always 
be assumed that (A) and (B) hold. 
III. EXISTENCE AND UNIQUENESS RESULTS FOR (S); UNIQUENESS PROOFS 
We begin with the problem (S). We will always assume (A), (B), and 
(2.17). In addition, we will employ the following structure assumption on F 
F(t, Y, Wx-.v))-F(t, x, J-W-Y)) 
dMlx-Yll (1 +A lb-YII 1)) (3.1) 
for all x, y E H, t E [0, T], L 2 0, where o(r) + 0 as r 10 (and we may 
assume o to be continuous, increasing, and subadditive on [0, co). 
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The other assumptions involve functions ~1, v: H + [0, co) such that 
p and v are Lipschitz continuous, radial C’, nondecreasing, nonnegative, 
and lim IlxlI + m p(x) = cc and lim inf,,,,, _ ~ v(xYll4 2 1; 
(3.2) 
we will assume that 
max(F(t, 4 p) - FCt, x, P + AVAx)), F(t, x, P - JVAx)) 
- F(t, x9 P)) G a(29 IlPll ) (3.3) 
for 1 b 0 and x, p E H, where o(r, R) is nondecreasing in R and satisfies 
a(0 +, R) = 0 for R > 0. Sometimes we will also require 
mWF(t, x, P + iVv(x)) - 64 x, P), Qt, 4 P) 
- F(t, x, p - NV(X))) > - c, (3.4) 
for t E [0, T] x, p E H, II pII d R, 0 d A. d R, where C, is a constant depending 
only on R > 0. 
Exactly as in [ 12, Part IV], we will also need some structure conditions 
on A; namely, either 
or 
~C,E IF! such that for XE H((A*B+ C,B)x, x) 2 llxll* (3.5) 
3C,~[w such that for xEH((A*B+&B)x,x)>,O (3.5)X, 
for all x E H and we will refer to these conditions as, respectively, the 
strong B condition and the weak B condition. The reader can refer to 
[ 12, Part IV] to see how these conditions may be checked and how, 
roughly speaking, the strong B condition corresponds to second order 
uniformly elliptic operators while the weak B condition correponds to wave 
operators. 
We are now able to present our main existence and uniqueness results 
for (S); the first result below corresponds to the strong B case and the 
second to the weak B case. 
THEOREM 3.1. Assume (3.1), (3.3), and (3.5). 
Comparison. Let u, v E UC(H) be B-continuous and, respectively, a 
subsolution and a supersolution of(S) in H. If either u and -v are bounded 
from above or (3.4) holds, then u < v. 
Existence. (i) If F( ., 0) is bounded on H, then (S) has a unique 
B-continuous solution u E BUC(H). Furthermore, u extends by continuity to 
HP, and (so extended) UE BUC(Hpl). 
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(ii) If (3.4) holds and there is a nondecreasing function G: Iw + Iw such 
that )1(x, y) = G( I/x - 1’11) is an everywhere differentiable Lipschit: 
continuous solution of 
w(x, y) + F(x, V.,.w) - F(y, -vj,w) 3 0 on HxH, (3.6) 
then there is a unique B-continuous solution u E UC(H) of (S). Furthermore, 
u extends by continuity to H , and (so extended) u E UC(H ~ 1). 
Remark 3.2. Hereafter, when we have a function u: H + [w which 
extends uniquely by continuity to a continuous function on all of HP I, we 
will simply identify u and its extension and write u E UC(H- ,) or 
u E BUC(H . I ), etc., as appropriate. We recall that, by the above, such a 
function u is automatically B-continuous. 
Remark 3.3. The comparison assertion holds for a subsolution u and a 
supersolution v in an open bounded subset Q of H provided u, u are 
uniformly continuous on 0 in the H 1 topology and u < v on LX2 (and then 
we do not need (3.3) (3.4)). 
Remark 3.4. If (Ax, x) 3 c( llxl12 for some a > 0 and x E D(A), then we 
may replace (3.6) by 
4x, Y) + a(~, V, w> + dy, V,w> + F(x, V,w) 
-Fly, -V,.w)>O on HxH. 
Similarly, we may replace (3.3) and (3.4) by 
(3.7) 
i 
F(t, x, PI - Qt, x, P + JvAx)) - al<x, VP(X)) G 44 IIPII ), 
F(t, x, p-~VAx))-F(t, x, PI--2(x, Vrdx)))ddA ll~ll), 
and 
i 
F(t, x, p + A%(x)) - F(t, x, p) + ctil(x, Vv(x)) >/ -C,, 
F(t,x,p)-F(t,x,p-AVv(x))+~A(x,Vv(x))k-CCR 
Remark 3.5. Most of the results proven in [13] for finite dimensional 
problems extend to (S) by combining the arguments of [13] and those 
presented here. 
Remark 3.6. It can be shown, in the course of establishing the existence 
results, that the solution u we construct in fact satisfies (S) in a slightly 
stronger sense than the one given in Definition 1. Indeed, if x0 ED(A) is 
arbitrary, cp, g satisfy the conditions of Definition 2.1 and z is a local maxi- 
mum point of U(X) - q,(x) - g( JJx - x0/J ), then 
(z, A*Vdz) > + (Ax,,, Vg(z -x,,) > + F(z, Vdz) + Vg(z - x,,)) 6 0; (3.8) 
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a similar strengthening of the supersolution property also holds. In [12, 
Part IV] it was shown that the additional inequalities (3.8) held for weakly 
continuous subsolutions provided that A is self-adjoint. This remains true 
for B-continuous solutions. It is not yet known if this is the case for general 
maximal monotone A. 
We now turn to the weak B case, where we will replace (3.1) by 
F(t, Y, w-y))-FCt, 4 W-Y)) 
~~(llx-Yll-l+~ ll=vll’,) (3.9) 
for all x, y E H, t E [0, 7’1, i b 0, where w: R -+ [0, co) is continuous, 
subadditive and o(O) = 0. 
THEOREM 3.7. Let (3.5),, (3.9), and (3.3) hold. 
Comparison for (S). Let u, v E UC( H- 1) be, respectively, a subsolution 
and a supersolution of (S) in H. If either u and -v are bounded above or 
(3.4) holds, then u < v in H. 
Existence for (S). (i) If F( ., 0) is bounded on H, then there is a unique 
solution u E BUC(H-,) of(S). 
(ii) If (3.4) holds and there is a nondecreasing function G: [w H Iw such 
that w(x, y) = G( 11 x - y II_ 1 ) is an everywhere dzfferentiuble Lipschitz 
continuous solution of 
M-T VI-Co((x,V,w)+ (Y,V,w>)+~(x,V,w)-~(Y, -V,w)20 
(3.10) 
on H x H, then there is a unique solution u E UC(H- , ) of(S). 
Remark 3.8. The analogues of Remarks 3.3 and 3.4 also hold in this 
case. 
Remark 3.9. If we compare Theorem 3.1 with [12, Part IV, 
Theorem 1.21 we see that we have “merely” replaced weak continuity with 
“B-continuity” and that in the existence assertions we have suppressed the 
compactness condition on B. Similarly, comparing Theorem 3.7 and [ 12, 
Part IV, Theorem 1.41 we see that we have “merely” supressed the weak 
continuity of solutions and the compactness of B previously required for 
existence (note that the B-continuity is implied by continuity in HP,). 
We turn now to the proofs of the comparison assertions of Theorems 3.1 
and 3.7. In fact, these proofs follow the arguments in [ 12, Part IV] closely, 
so we will just explain the modifications of the proof of Theorem 1.2 of [ 12, 
5X0/97/2- I3 
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Part IV] required to establish Theorem 3.1 in the case in which u and --I; 
are bounded from above. Thus we choose E, j” > 0 and consider the function 
@b-6 ?;)=4x)--c()‘)-; (B(x-y),x-y)-~(~(x)+~(y)) (3.11) 
for x, y E H, where p is from (3.2). Clearly, @ + - cc if 11 (x, y)II -+ cc since 
u and -v are bounded from above. Therefore, there is an R > 0 depending 
on /z such that 
@(x, y) d - 1 if 11(x, y)ll 2 R - 1 (3.12) 
while we may always assume that 
@(x0, Yo) 3 0 for some (x0, yO) E H x H (3.13) 
since otherwise there is nothing to prove. 
Arguing as in the preceding section we conclude that for all C( > 0 there 
arep,qEHsuchthat ll(~,q)ll=(Il~I12+~lq112)1~2~~and 
@(x, y) + (BP, x) + (Bq, y)) attains a maximum over 
{(x3 Y) : Ilk ~111 G R} at CC 9); (3.14) 
this is the point at which we require the B-continuity of u and u. We then 
observe that we have 
~(a,p)~~(~,,y,)+(Bp,x,-I)+(Bq,y,-P) 
2 -2 IIBII ctR 
2 sup (~(~,~)+(B~,x)+(Bq,y))+1-3 IIBII 8~ 
R-l~ll(x.y)ll~R 
Therefore, if a E (0, l/3 II BII R) we conclude that [I(.?-, j)ll < R - 1 and thus 
(a, j) is a local maximum of 6 = Q-t- (BP, x) + (Bq, y). 
At this stage we may copy the proof of Theorem 1.2 in [ 12, Part IV] 
provided only that we track the contributions of the terms Bp and Bq in 
the process. Indeed, if m is a modulus (that is, an increasing, continuous, 
and subadditive function on [0, co) vanishing at 0) for which 
b(x) - 4Y)L I~X)-~Y)I Gm(llx-yll) (3.15) 
the relation &z?-, j) > &(a z?), &(j, 9) yields 
i (&i-i), 2-g) ~2 IIBII aR+m(lli-911). (3.16) 
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-F f W-);I ,-+Np(i) B(i-9) ~ + N/l(i) 
& & 




where C?,,,(U) stands for a quantity satisfying 6,,(c() -+ 0 as a + 0 for fixed 
E, 2 > 0. This conclusion uses the bound I/(2, 9) )I < R - 1, and the uniform 
continuity of F on bounded sets. Similarly 






Adding these two inequalities and using (3.1) and (3.5) yields 
u(a) - u(p) d 26,,(a) + 2a A, f 11 B(f -j)II 
> 
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We now recall (3.16) and use the subadditivity of w to obtain 
u(i)-u(P) <2&,(a) + 20 
i > 
4 IIBIl aR + 2m(r) 
& 
-i r* + 2Com(r), 
where r = 112 -?I1 and d,,(a) has the same character as 6,,(c(). 
As in [ 12, Part IV] the sum of the last three terms on the right-hand 
side can be bounded above by some function K(E), where ~(0 ‘) = 0. There- 
fore, if we can obtain a bound of the form 
i IIW-j)ll d c,, (3.17) 
where C, is independent of x, R E (0, 11, we can conclude (as in [12, 
Part IV]) by taking the iterated limit IX -+ Of, then E, -+O+, and then 
s-+0+. The bound (3.17) follows from the fact since 11(,-Z, j)II <R- 1, for 
unit vectors w we have 
@a + w, j) d c&c 3) 
which amounts to 
;l(W,B(~-~))$~(Bw,w)+u(~)--u(~+w) 
- (BP, w) + n(p(i) - p(i + w)) 
<m+M(l)+x 
’ E 
I’ + llBl\ a > 
where L, is a Lipschitz constant for ,D. Therefore 
i llB(S-P)lI <i IlBll +m(l)+;lL,+ II4 ~1. 
This concludes the proof of Theorem 3.1. 
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IV. OPTIMAL CONTROL PROBLEMS 
In this section we consider infinite horizon optimal control problems 
corresponding to evolution equations involving the operator A and show 
that the value functions are the unique viscosity solutions of the corre- 
sponding Hamilton-Jacobi equations. Recall that the conditions (A) and 
(B) are always in force. 
We start by defining the class of optimal control problems of interest. 
More precisely, let d be an arbitrary metric space; a control will be a 
measurable function from [0, co) to ~2 and a typical control will be 
denoted by GI,. The state X, of the system will be given for t > 0 by the 
solution of 
-$+AX,=b(Xt, a,), x0=x, (4.1) 
where b is continuous on Hx d and where the initial state is an arbitrary 
point x E H. It is assumed that b satisfies 
I&, a) -NY, alI G co Ix -Yl for x, ~EH and acsd (4.2) 
and 
IW, alI d Cl for aEd. (4.3) 
In view of these assumptions, (4.1) has a unique (mild) solution 
X, E C( [0, co ); H) which satisfies 
llXtll deco’ I/XII + C, C;‘(eCo’ - 1) for t>O. (4.4) 
Moreover, if 
IHx, all d C2 for aed and XEH, (4.5) 
then 
IlXlll Q ll-dl + Gt for t>O. (4.6) 
Given a continuous function f on H x &’ and 2 > 0, one then defines an 
associated cost functional J depending on x and a, by 
J(x, a,) = iom f(X,, a,)e-” cit. 
In view of (4.4), this integral will be convergent if 
(4.7) 
such that If(x, a)1 < C(l + ljxil)“; (4.8) 
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alternatively, if we assume (4.5), it suffices to have 
such that If(x, CC)I < Ce”‘Ilr”. (4.9 1 
In either case, the value function u is then defined by 
u(x) = inf J(x, a,), 
x, 
(4.10) 
where the infimum is taken over all possible controls. Other restrictions on 
f which we will sometimes invoke are 
Ifk ~)ldC for XEH, UE&, (4.11) 
Ifk ~)--fh a)I G4Ix-A) for x, y#H, cry&, (4.12) 
for some modulus o, and 
Ifk co -f(Y, a)I G dllx -VII> RI for Ilxll, Ilyll~R, R>O, and 
(4.13) 
for some continuous function W(Y, s) which is nondecreasing in both 
variables, subadditive in r and satisfies ~(0, R) = 0 for R > 0 (observe that 
such a function exists if f (., CC) is uniformly continuous on bounded sets 
uniformly in CC). 
The Hamilton-Jacobi equation associated with (4.10) is 
h(x)+ (Ax,Vu)+ sup[-(b(x,a),Vu)-f(x, M)]=O (4.14) 
ard 
and we begin by establishing that (4.10) provides viscosity solutions of 
(4.14). 
THEOREM~.~. Let (4.2) hold and let u be given by (4.10). 
(i) (The case of bounded evolution). Assume, in addition, that (4.5), 
(4.11), and (4.12) (respectively, (4.5), (4.9), and (4.13)) hold. Then 
u E BUC(H) (respectively, u is untformly continuous on bounded sets and 
satisfies 
lu(x)l d Ke”““” for XE H, (4.15) 
where K= C(I - mC,)) ‘, K = m). Moreover, u is a viscosity solution of 
(4.14). 
(ii) (Unbounded evolution case). Assume, in addition to (4.2), that 
(4.3), (4.X), and (4.13) hold. Then u is untformly continuous on bounded sets 
and there is a K 2 0 such that 
WN G a1 + ll4lY (4.16) 
for K = m. Moreover, u is a viscosity solution of (4.14). 
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Remark 4.2. The proofs will show that the fact u is a viscosity solution 
of (4.14) is extremely general. Roughly speaking, any assumptions which 
imply that u is well defined and continuous on H should imply that u is a 
viscosity solution. Moreover, the proofs also show that u satisfies Eq. (4.14) 
in the stronger sense of Remark 3.6. 
Proof of Theorem 4.1. We adapt arguments from [23]. The bounds 
(4.15), (4.16) on u follow from (4.4) (4.6) and the corresponding bounds 
onf: Next we observe that (4.2) implies that if Xl, X: are solutions of (4.1) 
corresponding to initial states x1, X~EH with the same control 01~, then we 
have 
/IX: - Xfll < eCo’ [Ix1 -x211 for t>O. (4.17) 
Hence, in all cases, for T> 0 we find 
lu(x’) - 24(x2)1 d sup I XI 
oT If(x:, @,I--f(xf, a,)1 ec”‘dt 
+sW[m(lf(X:,a,)l + If(X:, u,)()e-“‘dt. (4.18) 
ai = 
Therefore, if (4.1 l), (4.12) hold, and m is a modulus for f (., ~1) uniform in 
0: E &, (4.17) implies 
14x’) - Us <lo’ m(ecot 11x1 - x2/l)e-“’ dt + 2Ce-“=. 
Since T > 0 is arbitrary, it follows that u is uniformly continuous. On the 
other hand, if (4.5), (4.9), and (4.13) hold, we first observe that 
IX,1 <R,=R+C,T for tE[O, T] and XEB, 
and therefore for x1, x2 E B,, (4.18) yields 
lu(x’) - 4x2)1 <JOT co(eCo’ 1(x1 -x2(1, R,)ep”’ dt 
%femC2(l + R) dl 
f 
T 
= co(ecot [lx1 -x*11, R,)e-“’ dt + C,ep(i.--mC2)7 
0 
for some positive constant C’ independent of TE (0, co). This inequality 
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shows the uniform continuity of u on bounded sets. Finally, if we assume 
(4.3) (4.8) and (4.13) we first observe that 
I/X,1/ <R, = eCoTR + C, C;m’(eChT- 1) for t~[0, 7J, XEB,, 
and if x1, x2 E B,, (4.18) yields 
124(x’) - 24(x2)1 d jar f3(ec@ Ilx’-x211,Rl)e-“‘dt+C’e-‘“~-“~~‘r 
exactly as above. Again, this establishes the uniform continuity of u on 
bounded sets. 
We next have to show, in all cases, that the value function is a viscosity 
solution of (4.14). To this end, we consider a global minimum X of 
u + cp +g, where cp, g satisfy (2.4), (2.5) and show that (2.7) holds. The 
proof of (2.6) is similar but simpler and is omitted. The optimality principle 
of the dynamic programming argument states 
u(x) = inf 
a, 
see [24] for a proof which easily adapts to the current situation. In view 
of (4.4), (4.6) we know that there is a constant C such that 1X,1 < llX[l + Ct 
for t E (0, 11. For later simplicity, we observe that adding constants to cp 
and g we can assume that 
q(X) = -u(X), g(X) = 0 
and we do so hereafter. Then we have 
u(xh) + dxh) + dxh) 2 u(x) + dx) + dx) = o 
and so, in view of (4.19) with x=X, we see that 
“.f.(X,, a,)epLrdt- (cp(Xh)+g(Xh)}ep’” 1 . (4.20) 
We then observe that we have 
X, = eCfAX + e m(‘--9)Ab(Xs, a,) ds 
and thus, in particular, we deduce 
11X, - eCrAXII < Ct for tE [0, l] (4.22) 
(4.21) 
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for some positive constant C (independent of a,). From (4.20), (4.22) and 
the continuity off, q, and g we deduce that 
as h-+0+ since (4.22) implies that X, + X as t -+ 0 + uniformly in ~1,. 
Because of (2.4) one has 




h (A*Vq(X,), X,) ds. 
0 
(4.23) 
For example, one can prove (4.23) by approximating A by its Yosida 
approximation A, = A(Z+ &A)-l, writing the corresponding formula in this 
case, and passing to the limit as ~10 while using that A,*Vq(z) = 
(Z+sA*))‘A*Vq(z). Because of (2.4), (4.23) yields 
uniformly in CI, as h JO. On the other hand, (4.21) and the monotonicity of 
A imply 
ec”~~“‘Ab(Xs, a,) ds 
+ f;e II -(‘-%(Xs, a,) ds 
Therefore, if X # 0, we have an estimate 
llxtll G II4 + -(f--s)Ab(X, ci,) ds 
> 
+ th(r) 
uniformly in a,, where s(t) -+ 0 as t JO. Using this last estimate and (2.5) 
we deduce that if X # 0 then 
i gWh) d (VgC-3, i Job e (h-r%(X, tl,) dt +6(h) 
> 
=i fob (e-(h-f)A*Vg(Z), b(Z, c1,) dt) +6,(h) 
d Vg(X), ; 1” b(x, c(,) dt + 6’(h), 
0 > 
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where 6’(h) -+ 0 as h --+ O+. If X = 0, we just observe that X is a minimum 
of u + cp and eliminate g in this way. Collecting these estimates we finally 
deduce 
lu(X)+sup ; j;((h(- x, a,), Vcp(-f) + Vg(-3 > -f(X a,)) dt 
I, [ 1 
+(-A*Vcp(x),x)>K(h)+o 
as h J 0. Since the quantity in brackets becomes 
we are done. 
We next study the B-continuity of u and the uniqueness of u as a 
viscosity solution of (4.14), beginning with the strong B case. 
THEOREM 4.3. Assume (3.5) and (4.2). 
(i) Zf(4.5), (4.11), and (4.12) also hold, then UE BUC(K,) and thus 
u is B-continuous. 
(ii) If (4.5), (4.9), and (4.13) (respectively, (4.3), (4.8), and (4.13)) 
also hold, then u is B-continuous and u is the unique B-continuous viscosity 
solution of(4.14) satisfying (4.15)f or some K <A/C, (respectively, (4.16) for 
some K < A/C,). 
Remark 4.4. Note that the uniqueness tatements in (ii) are not conse- 
quences of the results stated and proved in Section III. The uniqueness 
assertion under (i) is covered by Section III since in that case one may 
work with BUC(H) solutions. 
However, even though the uniqueness is not a consequence of 
Section III, we will not prove it here since it follows from the techniques 
introduced here and ones found in [13] for the finite dimensional case. 
Note that the auxiliary functions used in [13] are nondecreasing and 
radial and thus can be used in the current setting in view of the definitions 
of viscosity solutions. 
We prove the B-continuity statements. To this end, we tirst prove a 
B-version of (4.17). Indeed, with the notations of the proof of Theorem 4.1 
we observe that 
= (BV: -X:,, b(X:, cq) - b(x;, ct,)). 
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Using (3.5), (4.2) and the Cauchy-Schwarz inequality, we deduce easily 
that there exists a positive constant K, such that for all x1, x2 E H, a, 




< pO’(B(x’ -x2), xl -x2)1/2. 
In particular, 
s 
’ [IX,‘--X,‘ll ds<e”‘(B(x’-x2), x’-x’)~‘~ (2Ko)-“2. (4.24) 
0 
Then, if (4.5), (4.11), and (4.12) hold, we deduce for all TE (0, co) 
lu(x’) - u(x2)l d ]oTm( /IX: - Xfll)e-” dt + 2CediT. 
Next we recall that for all E > 0 there exists C, > 0 such that 
m(r) < .5 + C,r for t-20. 
Hence we obtain, using (4.24) that 
E 
b(X’) - u(x’)l < - + C,(2Ko)-“2 
A (i 
T e(f+l)t dt 
0 > 
x (B(x1-X*),X1-X2)1/2+2Ce~“T; 
since T> 0 is arbitrary, this guarantees that u E BlJC(H_ 1). 
The other cases are treated similarly: indeed, if x1, x2 E B, one shows in 
an analogous way that 
where C, depends only on R, T, C, depends only on R, and v > 0, is inde- 
pendent of E, T, x1, x2. The B-continuity of u is established. 
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We proceed with the weak B case for which we need to make some 
further assumptions on h and ,f’; namely 
(h(x,cr)-b(y,a),B(x-?,))dC,(B(x-4,),x-1’) 
for x, YE H, a~.& (4.25) 
or 
(b(x,~)-b(y,cc),B(x-y))dC~(B(x-~),x-~) 
for x, yeBR, LYE&‘, R>O (4.25)’ 
for some nonnegative constants Ci, Cp and 
If(x, @I-f(Y, a)l Gm(<W-Y), x-Y)112) for x,y~H, aed 
(4.26) 
01 
If(X> a) -f(Y, a)l <m,((B(x-Y), x-Y)“~) 
for x, y E B,, c( E d, R > 0, (4.26)’ 
where m(0 + ) = 0. Clearly (4.25) yields 
(B(X; - X:), X; - X;) d &~‘(B(x -x2), x1 -x2) 
and therefore the B-continuity follows as in the proof of Theorems 4.1 and 
4.3. We will not prove the uniqueness statements for the same reasons as 
given above and thus we will not give the proof of the following theorem: 
THEOREM 4.5. We assume (4.2), (3.5),v, and (4.10). 
(i) If also (4.5), (4.11), (4.12), (4.25), and (4.26) hold, then 
UE BUC(H-,) and thus u is B-continuous. 
(ii) If also (4.5), (4.9), (4.13), (4.25)‘, and (4.26)’ hold (respectiuely, 
(4.3), (4.8), (4.13)), then u is B-continuous and u is the unique B-continuous 
viscosity solution of (4.14) satisfying (4.15) for some K < A/C, (respectively, 
(4.16) for some K < A/C,). 
Remark 4.6. It is worth observing that (4.25), (4.26) are precisely the 
assumptions needed to insure that 




V. DIFFERENTIAL GAMES AND EXISTENCE FOR STATIONARY PROBLEMS 
Let us begin with: 
Proof of Existence for Theorem 3.1 (Strong B Case). Our strategy is to 
approximate F in a succession of stages, using various approximations 
which are consistent with the assumptions (3.1), (3.3)-that is, (3.1) (3.3) 
hold uniformly (with the same co, a) for the type of truncation used at each 
stage (but not uniformly over all the truncations which will appear). 
Existence for the crudest approximations of F under consideration will be 
proved by considering the value function of some differential game and 
using the sort of verification arguments given in the preceding section. 
Hence, in this sense, the existence program follows the one introduced in 
[ 12, Part II] of this series. Existence for successively more accurate 
approximations will then be proved by constructive limiting arguments. 
The tool we need to pass to the limit in the preliminary stages is: 
LEMMA 5.1. Let G,: Hx H+ R for n= 1,2, . . . satisfy (3.1), (3.3) 
untformly in n and G,( ., 0) be bounded untformly in n. Let there be corre- 
sponding bounded B-continuous solutions u, of 
u, + (Ax, Vu,) + G,(x, VU,) = 0 in H. (5.1 )?I 
Suppose, moreover, G,(x, p) + G(x, p) uniformly on bounded subsets of 
H x H. Then there exists u E BUC(H- , ) such that u, + u uniformly on 
bounded subsets of H and u is a solution of 
u + (Ax, Vu) + G(x, Vu) = 0 in H. (5.2) 
Proof Indeed, by the comparison assertions of Theorem 3.1 and the 
uniform bound on G,( ., 0), the u, are uniformly bounded in H. Moreover, 
U, is uniformly continuous on HP, uniformly in n. In order to prove this 
last assertion, we recall from the proof of Theorem 4.3 in [ 12, Part IV] 
that for all 6 > 0 it is possible to find (pb E C’( [0, 11) such that ~~(0) = 6, 
ddO)=O, cp~(l)~Mb2su~,,,lu,l and rl/&,y)=c~~(llx-~ll-,) is a 
supersolution of the “doubled” equation 
$a(-% Y) + (Ax, VxIc/g) + CAY> V, $6) + G,(x, V.&A) - GAY, -V,$,) 2 0 
on the “strip” A = {(x, y) E H x H : IIx - yll_ I < 1 }. Then the comparison 
proof of Theorem 3.1 adapted to the doubled equations yields 
I%Ib)-%l(Y)l G$s(llx-A -1) for (x,y)~A, 6>0 
and our claim is proved. Note that the success of this argument depended 
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on choosing IC/& to be independent of n, which was possible because of the 
assumption that G,, satisfies (3.1) uniformly in n. 
Finally, the convergence of the u,, also follows from the comparison part 
of Theorem 3.1; indeed, observe that in the proof as naturally adapted to 
estimate the difference U, - U, of solutions of (5.1), and (5.1),, the various 
parameters can be chosen uniformly in n, m. Moreover, for fixed values of 
the parameters the points in H entering in the nonlinearities are uniformly 
bounded in view of the above uniform modulus of continuity. Since G, 
converges uniformly to G on balls, we deduce in this way that for all 
x, YEH, n,m>l 
W-Um(Y)-~ (B(x-Y),x-Y)-~~(~(x)+~(Y)) 
6 ~(6 A) + o,,(n, ml, (5.3) 
where o,,(n, m) -+ 0 as n, m -+ co for fixed E, il> 0 and Y(E, A) + 0 in the 
iterated limit i + 0 and then E -+ 0. Clearly, this implies that U, converges 
uniformly bounded sets in H to some u E BUC(H- i). Proposition 2.7 then 
provides the information that u is a solution of (5.2) with the required 
properties. 
We continue with the proof of Theorem 3.1, and argue that we may 
assume that F is bounded in addition to the other hypotheses, provided 
that we eventually establish existence in the bounded case. Indeed, exist- 
ence in the unbounded case follows from existence in the bounded case by 
a variant of the argument used in Lemma 5.1. Setting F, = (F A n) v ( -n) 
for n 2 1, it is a straightforward exercise to check that (3.1), (3.3), and (3.6) 
hold for F,, in place of F if they hold for F. Noting that F, is bounded, we 
assume the existence of a solution of U, E BUC(H- ,) of 
u, + (Ax, Vu, ) + F,(x, VU,) = 0. 
Then, since (3.6) holds with F,, in place of F for all n, we deduce from the 
comparison result in Theorem 3.1 that 
&l(x) -U,(Y) d 4% Yh for all x, YEH, nbl. 
Indeed, w is a supersolution of the “doubled” equation and is also B-lower 
semicontinuous; this is enough to apply the comparison proof. The com- 
parison proof now yields a uniform modulus of continuity in HP, and we 
may conclude as before. 
We may therefore assume that F is bounded. While we will construct 
approximations of F in several ayers, in view of Lemma 5.1 we only have 
to check the uniform validity of (3.1), (3.3) at each layer of approximation 
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(as well as remark that the bound on F is preserved at each stage), even 
if in order to do so we have to use assumptions on the Hamiltonian which 
are only valid at the preceding layer of approximation. 
The next approximation process is 
Fn(x, P) = x,( llxll FIX> PI, 
where the xn are cut-off functions satisfying x,(r) = x(r/n), where x E Q(R), 
0 < I< 1, x(r) = 1 for Irl < 1. It is easy to see that the F, satisfy (3.1) and 
(3.3) uniformly (with choices of o, (r depending on the bound on F) since 
F satisfies (3.1), (3.3) and the F,, are uniformly bounded. Thus we may 
assume that 
F(x, p) has bounded support in x uniformly in p. (5.4) 
We continue, now assuming that (5.4) holds as well as that F is 
bounded. This time we set 
FAX, P) = x,(II~ll)Fk P); 
once again F, satisfies (3.1), (3.3) uniformly in it (with the parameter func- 
tions depending on (5.4) and the bound on F). In view of the assumption 
that (the original) F was uniformly continuous on bounded sets, we have 
now that 
F, E BUC(H) and the support of F, is bounded. (5.5) 
Finally, we assume that F satisfies (5.5) and put 
f’nh~)=~~f~ (0, q)+n lb-YII +n llp-~ll~~ 
Since F is bounded and uniformly continuous, F, enjoys the same bound 
and modulus of continuity as F and therefore trivially satisfies (3.1), (3.3) 
uniformly in IZ. Moreover, Fn is Lipschitz continuous and F, + F uniformly 
on bounded sets. Thus we need only establish the existence of a BUC(H- 1) 
solution of (S) in the case in which F is bounded and Lipschitz continuous. 
This is the point where we introduce some simple differential games as 
in [12, Part II]: letting L be a Lipschitz constant for F in (x, p), we 
observe that if x E H, p E B,, then 
F(x, P) = ,,,f$ (F(x, 4) + L II P - 411) 
= inf sup { -(P, 2) +f(x, z> 4)lY (5.6) 
11411 G L ,,z,, <L 
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where 
Letting P be defined on H x H by the right-hand side of (5.6), we note that 
p still has L as a Lipschitz constant and F= F on H x B,. We will show 
the existence of a solution u E BUC(H-~ , ) of (S) with F replaced by F which 
further satisfies 
lU(X)-U(Y)6L lb-Ylli (5.7) 
it will follow in a standard way that u is also a solution of (S). 
The solution, whose existence is being proved, may be given as in [ 12, 
Part II]. Let 
.d = {strongly measurable q: [0, co) + BL} 
and 
8 = { nonanticipating maps Z: d -+ & }, 
where nonanticipating means that if q1 = q2 a.e. on an interval [0, r], then 
Z(q,) = Z(q2) a.e. on [0, r]. For all q E d and Z E B’, and initial states 
x E X, we define the state X, for t > 0 by 
X”=XEH, (5.8) 
the “cost functional” by 
(5.9) 
and, finally the “value” function is given by 
U(X) = inf sup J(x, Z, q). 
zfza ys.d 
(5.10) 
Since Xr=ep’Ax+JAe- “p”‘AZ(q ) ds andf is Lipschitz in x with constant 
L, it is evident that u also has LSas a Lipschitz constant and (5.7) holds. 
One shows that u E BUC(H-,) as in the preceding section. A straight- 
forward combination of arguments like those in the preceding section and 
in [15; 30; 12, Part II] shows that u is a solution of (S). 
Remark 5.2. If F( ., 0) is bounded, just as in [ 12, Part IV] one sees that 
both the existence and uniqueness result are valid if we replace (3.1) by 
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F(x, B”‘P) - F(x, B”‘P + N/i(x)) 6 OR(l), 
F(x, B”‘P - N/l(x)) - F(x, B”‘P) d o,(A), 
(5.11) 
for all 120, x~H, peBRr and R>O. 
We turn to the proof of existence in Theorem 3.1 in the weak B case. 
Proof of Existence for Theorem 3.1 (Weak B Case). The proof is 
divided into two parts. The first part consists in showing by a simple 
“viscosity” method perturbation argument that there exists a solution of 
(S) when the definition of solution is slightly modified as follows: we will 
not ask that the test functions cp in the definition satisfy (2.4), but instead 
cp should satisfy 
cp is weakly sequentially lower semicontinuous on Hand 
Vq, B-‘Vq are continuous. I 
(2.4)’ 
We will refer to solutions of this sort as solutions in the sense of Delini- 
tion 2.1’. Note that (2.4) and (2.4)’ are equivalent in the strong B case. 
However, while (2.4)’ implies (2.4), the converse is not true in general. 
Nonetheless, the second part of the existence proof will show that solutions 
in the sense of Definition 2.1’ are solutions in the sense of Definition 2.1 
when the weak B condition holds. 
We begin by noting that the comparison statements of Theorem 3.1 
remain valid for solutions in the sense of Definition 2.1’ since the test func- 
tions used in the proofs clearly satisfy (2.4)‘. We introduce perturbations 




This is possible since our assumptions imply that A * + (l/n)B-’ is maxi- 
mal monotone (note, in particular, that D(B-‘) = R(B) c D(A *) by B). In 
view of the weak B assumption and (5.12) we have 
(A,*Bx+ C,Bx, x) 2; ]Ix~[~ (5.13) 
so A, satisfies the strong B condition (3.5) up to the irrelevant factor l/n. 
Hence, by the strong B case, there exists a solution U, E UC(H-,) of 
u,+ (A,x,Vu,)+F(x,Vu,)=O. (5.14) 
The notion of solution is that of Definition 2.1 with A, in place of A and 
in view of the definition of A, this involves only test functions satisfying 
580/97/Z- 14 
446 CRANDALL AND LIONS 
(2.4)‘. Moreover, as in [12, Part IV], we have a uniform modulus of 
continuity 
l%(X)-U,,(Y)l dm(llx-Yll 1). (5.15) 
We claim that the U, converge to a limit U. Indeed, the uniqueness and 
comparison proofs adapted to compare U, and U, and using (5.15) yield an 
estimate 
unwum(Y)+~ <m-Y), X-Y> -m(x)+P(Y)) 
where M,,, >, 0 is independent of n, m, p,(A) -+ 0 as 1 J 0 for fixed E > 0 and 
C(E) + 0 as E JO. Thus we see tht U, converges uniformly on bounded sub- 
sets of H to some u E BUC(H_ ,). By the proof of the stability results in 
Section 2, we see that u is a solution of (S) in the sense of Definition 2.1’. 
We now turn to the second part of the proof, which consists of estab- 
lishing the following: 
PROPOSITION 5.3. Let the assumptions of Theorem 3.7 hold and let 
u E BUC(H-,) be a solution of (S) in the sense of Definition 2.1’. Then u is 
a solution of(S). 
ProoJ: The first step consists of a regularization of u (as in [27] ) 
indeed, for E, 1” E (0, l), we introduce 
U(Y)-; (B(x-y),x-y)-@(y) . (5.16) 




= u(x) + B(E), (5.17) 
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where K depends only on R and 1, 
-C(l +I ((x(()<fi(x)QC (5.19) 
holds on H for some C, 
F(x)-fi(Y)l GM IL-VII-2 for x, yeB, (5.20) 
for some A4 depending only on R, E, and 2. 
We next claim that 11 satisfies, in the sense of Definition 2.1’, an 
inequality of the form 
~+(Ax,Vii)+F(x,Vii)-Gr(l~xll,&,a) (5.21) 
on H, where r(R, E, A) is continuous and nondecreasing with respect to R 
for all E, A > 0 and for R > 0 we have r(R, E, A) + 0 in the iterated limit A JO 
and then E JO. 
To this end, let x0 be a global strict maximum of t? - cp -g, where cp is 
weakly lower-semicontinuous, continuously differentiable and V~I, 
BP ‘Vq E C(H) and we assume that for r 2 6 > 0 there is a vg > 0 such that 
g’(r)> vg. Without loss of generality, we may assume that cp is bounded 
from above and g(r)/r + co as r + co. 
By arguments similar to those introduced in Section 2, we may find an 
R~(1,c0)suchthatforalla>Othereexistsp,q~Hwith i[pII, l[qjl<l and 
u(v)-; (B(x-~),x-y)-~~(~)-cp(x)-g(x) 
G cd - 44-GJ) - cpc%) -dxo) - 1 for llxll + llvll >R- 4 
(5.22) 
and 
Y-T Y)=~Y)-; (B(x-Y),x-y)-a~(y)-cp(x) 
-g(x)-a(&, Y)--GI(&,x) (5.23) 
admits a local maximum on B, x B, at (2, j) and ilX/l, l/jll 6 R- 1. Since 
w, j) 2 WJ) - 46)) -g&J - CL2 
and 
Y(Tz-, jq <ii(X) - cp(X) -g(X) + cc4 
for some C independent of CI > 0, we deduce easily that X converges in H 
to x0 as ~10. 
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The proof of (3.17) then yields 
llB(f -Y)ll G CL for some C, independent of cr, i E (0, 1). (5.24) 
Finally, remarking that we have 
for some C independent of E, i, CI, we deduce easily 
~(B(x-j),r-j)e?z(&)+2l.p(q+2c~, (5.25) 
where m(s) + 0 as ~10. We now apply the proof of uniqueness in 
Theorem 3.7 to obtain successively 
u(j)+ y,Lul*Bp++*B(j--.x) ( 
+F 1.,@++)+%Vp(j) ( > GO, 
ii(x)+ ( x,+l*B(?;-i) > i +F +(j-r) > 
~Ye,.z(~)+Y,(~)+~ lb-jIlLI +i II-VII’, 
( > 
+$O (B(Z-j), x-y)tii(x), 
+2&t)+ (2, A*Vq(x))+F(x,Vq(x)+Vg(x)) 
6 YL,2.(a) + Yp”lA) + Y(&), 
where we have used (5.25), the equation 
a lqx -j) = Vcp(X) + Vg(X) + CfBq 
which, in particular, shows that Vg(X) E D(B-‘) and thus (A*%, Vg(X)) > 0, 
and where R, = IIxJ, y(e) + 0 as E 10, ~,,~,(a), y:,,(a) -+ 0 as c( JO for tixed 
E, A > 0, ?,(I+), y?(A) + 0 as 110 for fixed E > 0. Letting c1 JO we recover 
W,) + (x0, A*vdx,) > + ~(%I, Vdx,) + Vg(&J)) G rP”(4 + Y(E) 
proving our claim. 
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We just have to show that (5.21) holds in the sense of Definition 2.1 in 
order to conclude the proof of Proposition 5.3 in view of (5.17) (which 
shows that ii + u uniformly on bounded subsets of H as E, A JO), (5.21), the 
fact that for each R there are sequences A,, E, JO such that r(R, E,, A,) + 0, 
and the stability results of Section 2 (in fact, this concludes the proof of the 
subsolution part and the supersolution part is proven in a similar manner). 
This remaining fact is in fact much more general and is a direct consequence 
of (5.20) and the following: 
PROPOSITION 5.4. Let u E C(H) be a subsolution (respectively, super- 
solution) of(S) in the sense of Definition 2.1’ such that u satisfies (5.20). Let 
rp E C’(H) and let x0 be a local maximum (respectively, minimum) point of 
u - cp. Then VC~(X,,) E D(B-I) c D(A*) and we have 
4x0) + (x0, A”Vq4%)) + F(x,, V&o)) < 0 (5.26) 
(respectively, 
4x0) + (x0, A”Vq(x,)) + J-(x(), Vcp(x,)) > 0.) (5.27) 
Proof: Let x0 be a local maximum point of u - cp, where cp E C’(H). By 
standard considerations (similar to the proof of (3.17)), (5.20) implies that 
p0 = Vq(x,) E D(B-‘) c D(A*). We consider next the case cp E C’,‘(H), i.e., 
the case in which Vq is Lipschitz continuous on H. Therefore we can find 
6 > 0, C,, 3 0 such that u is bounded on B(x,, 6) and 
(u-~)(x)~(u-~)(x~)- IIx-x~/12 for lb-xoll <d, 
where @j(x) = 4x0) + (p,,, X-X,,) + +c, IIX - XJ*. 
(5.28) 
We then choose a sequence {xi} c D(B-‘) such that xg + x0 in H. Next, 
by the (now familiar perturbation argument, one can find for all a > 0 
points p E B,, X E B(x,, 6) such that X is a maximum of 
and for CI small enough and n, large, [IX -x0/I < 6. In addition, because 
of (5.28), X+x0 as a JO, n + 00. Then, using (5.20), we deduce that 
p. + CO(X - x;f) + ctBp is bounded in H,-or, in other words, X E D(B- ‘) c 
D(A*) and 
IlB-‘(X-x;1)JI <C for ~20, cr~(O,l). (5.29) 
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Next, we remark that we may write 
cp(x())+ (PO,“-x)+$O II-~-X$ 
and the quantity between the brackets is clearly weakly continuous and its 
gradient is constant and equal to p0 + C,(X - x;) E D(B- ‘) c D(A *). Next, 
we observe that X E D(A*) and that Remark 2.6 can still be applied for 
solutions in the sense of Definition 2.1’ with exactly the same proof (taken 
from [ 12, Part IV, Appendix] in fact). This is why we can deduce that 
u(X)+ (x,A*{p,+C,(x-x;j)+aBp}) 
+ F(X, po + C,(X - x;f) + aBp) < 0 (5.30) 
and we conclude letting CI go to 0 and n go to infinity recalling that X and 
x;f converge to x0 in H, p E B, and, because of (5.29), A *(X - x:) converges 
weakly in H to 0. 
At this point, we have shown (5.26) when cp E C’%‘(H). Next we treat the 
general case. We remark that, without loss of generality, we may assume 
there exists 6 > 0, @ increasing and C’ on [0, S] such that Q(O) = Q’(O) = 0 
and 
(u - Q)(x) G (u- 4)(x0) - @Cllx - .G3/I 1 for I/x-xxoll <6 
where ~~~~=(P~~~~+~P~,~-~~~+~~/I~-~~~~~. 
(5.31) 
Constructions of this sort are standard in the viscosity theory (see [ll], 
for instance). Next, we consider @, E C’( [0, S])) such that Q,(O) = 0, 
@L(O) = 0 and @, converges to @J in C’( [0,6]). Then, exactly as above, we 
find for n large and c1 small, p E B, and X E { IIx - x01/ < S} such that 
~isamaximumofu(x)-cp(x,)-(~o,x-xo)-@,(llx-xoll) 
- a(Bp, x) over B(x,, 6). 
Then, applying the fact established above, we obtain 
+ aBp 
+ Ft-C PO + Co(X - xi) + aBp) d 0 (5.32) 
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and we conclude upon recalling that X converges to x0 in H, sending c( JO, 
n + 00, and recalling that because of (5.20) 
@XIlX-xoll) IIx,--ll~l IIB-L(~--o)ll <c, 
where C is independent of n > 1, M. E (0, 1). This completes the proof of 
Proposition 5.4. 
VI. TIME DEPENDENT PROBLEMS AND OTHER EXTENSIONS 
We turn to the case of (E), beginning with the strong B case. 
THEOREM 6.1. Let (3.1), (3.3), and (3.5) hold. 
Comparison. Ler u, u E UC,( [0, T] x H) n C,( [0, T] x H) be, respec- 
tively, a subsolution and a supersolution of (E) on (0, T] x H. Assume that 
u, u are B-continuous on (0, T] x H and satisfy 
l$((u(t,x)-u(O,eP’“x))++(c(t,x)-u(O,eP’AX))))=O 
uniformly on H. (6.1) 
If either u or v are boundedfrom above or (3.4) holds, then 
44 x) -at, x) d sup (40, y) - u(O, y)) for (t, x) E [0, T] x H. (6.2) 
Y~H 
Existence. Let + E UC(H) and assume that 
F( t, x, p) is bounded on [0, T] x H x B, for R > 0. (6.3) 
If either $ is bounded or (3.4) holds, then (E) has a unique solution 
u E UC,( [0, T] x H) n C,( [0, T] x H) such that u E UC,( [S, T] x HP,) for 
all 6 > 0, (6.1) holds with u = u and ~(0, x) = $(x) on H. Moreouer, u is 
bounded on [0, T] x H if $ is bounded and there exists a modulus p such 
that 
lu(t,x)-4s, x)l GP(t-s) for O<s<t<T, XEH. (6.4) 
Remark 6.2. Remarks 3.3-3.5 readily adapt to the current case. 
Remark 6.3. It is possible to assume (6.1) only on balls (rather than all 
of H) provided that we assume U, u E UC& [0, T] x HP,) and the existence 
assertion holds without assuming (6.3) provided II/ E UC(H- , ), in which 
case the solution satisfies (6.1) on balls and belongs to UC,( [0, T] x H- 1). 
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Note also that if $ = 0 (for instance), we may replace (6.3) with the condi- 
tion that F(t, X, 0) is bounded on [0, T] x H. 
We turn to the weak B case. 
THEOREM 6.41. Let (3.3), (3.5),,, and (3.9) hold. 
Comparison. Let u, v E UC,( [0, T] x H , ) n C,( [0, T] x H) he, respec- 
tively, a subsolution and a supersolution of (E) in (0, T] x H such that 
ljrl$u(t,x)-u(O,x))++(v(t,x)-v(O,x))- =o uniformly on H. 
Zf either u and v are bounded above or (3.4) holds, then (6.2) holds. 
Existence. Zf rl/ E UC(H- ,), and either (3.4) holds or $ and F(t, x, 0) 
are bounded, then (E) has a unique solution UE UC,( [0, T] x HP,) n 
C,( [0, T] x H) such that u(t, x) + $(x) as t JO uniformly on bounded 
subsets of H. This solution is bounded if $ and F(t, x, 0) are bounded. 
Moreover, for R > 0, u(t, x) is uniformly continuous in t uniformly for 
XEB,. 
Remark 6.5. The analogues of Remarks 3.8, 3.9 still hold. 
We will not prove Theorems 6.1, 6.4 here as the proofs are a combina- 
tion of the arguments of [ 121 and those given in Sections 3-5. In par- 
ticular, the analogues of the results of Section 4 will be found in the next 
section. 
Instead, we prefer to present some extensions to “unbounded situations” 
(as 11x// -+ co) which will be useful for applications to optimal control 
problems in the next section. To this end, we first “localize” the crucial 
uniqueness tructure conditions (3.1) and (3.9) in the forms 
F(t, Y, W-y))-F(t, x, Mx-y)) 
d4lx-yll (1 +A lb-YII -11, RI 
for all x, y E B,, t E [0, T], i b 0, and 
F(t, Y, Mx -y)) - F(t, x, Wx -Y))) 
(6.5) 
6~(ll~-yll~,~~+IIl~-yll~,),~~ (6.6) 
for all x, yeBR, tE [0, T], A>O, where o(g., R)-+O as aJO, for all R>O 
and O(C, R) is increasing and continuous with respect o 0 > 0 and R > 0. 
Recall also that we always assume that F is uniformly continuous on 
[0, T] x B, x B, for all R k 0, and that A, B hold. The condition that we 
will use in order to “localize” the uniqueness proofs is taken from [13], 
lF(t, x, p)--F(t, x> q)l64l~-qll (I+ ll.4)) (6.7) 
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for all p, q E H, x E H, t E [0, T], where w is continuous increasing on 
[0, co) and o(O) = 0. 
Then, by a straightforward combination of the arguments of [ 131 and 
the preceding ones, we obtain the following two results which are valid, 
respectively, in the strong and the weak B cases. 
THEOREM 6.6. Let (3.5), (6.5), and (6.7) hold. 
Comparison, Let u, v E UC,( [0, T) x BR) n C,( [0, T] x H) for every 
R > 0 be B-continuous on (0, T] x H and, respectively, a subsolution and a 
supersolution of (E) on (0, T) x H which satisfy 
lj~((u(t,x)-u(O,e-‘Ax))++(u(t,x)-v(O,e~’Ax))~)=O 
uniformly for x E B, (6.8) 
for R 3 0. Then (6.2) holds. 
Existence. Let $ E UC(B,), for R > 0. Then (E) has a unique solution 
u E UC,( [0, T) x BR) n C,( [0, T] x H) for R > 0 which is B-continuous on 
(0, T] x H, satisfies (6.8) with v = u and ~(0, x) = $(x) on H. Moreover, for 
all R > 0, (6.4) restricted to B, holds. 
THEOREM 6.7. We assume (3.5),, (6.6) and (6.7). 
Comparison. Let u, v be untformly continuous x E B, in the H-, norm, 
untformly in t E [0, T], for R z 0 and assume that u, v E C,( [0, T] x H) are, 
respectively, a subsolution and a supersolution of (E) and satisfy 
~~((u(t,X)-U(O,X))++(v(t,X)-v(0,X))~)=O umformly for x E B, 
(6.9) 
for R > 0. Then (6.2) holds. 
Existence. If $ E C,(H) is untformly continuous on B, for the H ~ 1 norm 
for all R > 0, then (E) has a unique solution u E C,( [0, T] x H) which is 
uniformly continuous in x E B, for the HP 1 norm, untformly in t E [0, T] for 
each R > 0 and satisfies (6.9) with v = u and ~(0, x) = $(x) in H. Moreover, 
u( t, x) is uniformly continuous in (t, x) E [0, T] x B, for all R > 0. 
VII. FINITE HORIZON OPTIMAL CONTROL PROBLEMS 
We begin with the analogues for time dependent problems of the results 
given in Section 4. We keep the notations d and a, for the control space 
and admissible controls and define, given an initial state XE H, and an 
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initial instant SE [0, r], for some TE (0, CE) which is the horizon of the 
control problems, the state of the system for t 3 s by the solution of 
(7.1) 
where b is continuous on [0, T] x H x d and satisfies 
Ilb(t, x, Co - b(t, Y, aIll Q Co Ilx -YII 
for x, ~EH, a~&‘, TV [O, T] and 
llbtt, 0, a)ll d C,, for t~[0, T], a~:d 
(7.2) 
(7.3) 
for some Co > 0, C1 > 0. Clearly, there exists a unique solution X, of (7.1) 
in C( [s, ZJ, H) which satisfies 
IlXJ <eco(r-s’ llxll + CIC;‘(eco(r-s)- 1) (7.4) 
for t E [s, T]. Similarly, 
IIX,lI G II4 + CA-s) (7.5) 
for t E [s, r] provided b satisfies 
IIN& x, a)ll d G for 
Given a continuous function f on 
te[O, T], XEH, a~&. (7.6) 
[0, r] x H x d, which is bounded on 
[0, T] x B, x d for all R 2 0, one then defines a (cost) function(a1) J
which now depends on XE H, SE [O, T], 01, by 
43, x> a,) = /‘?-(t, X,, N,) dt +g(X,), 
5 
(7.7) 
where gE C,(H). We will use the following conditions on J; g: 
g E BUC( H) andf( t, x, a) is bounded, uniformly continuous in 
x E H uniformly for (t, a) E [IO, T] x d (7.8) 
or 
I&-dy)l+ IAt, x, ~)-f(t> Y, %)I ~~x-YII, RI 
for x, YE B,, tE [O, T], CiEd (7.9) 
for some continuous function o(s, Y), increasing in both variables s, Y 2 0 
and such that ~(0, Y) = 0 for all Y 3 0. This condition merely means that f 
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is uniformly continuous in x E B,, uniformly in t E [0, T], tl E d and g is 
uniformly continuous in x E B,, for all R > 0. 
Finally we introduce the value function 
U(S, x) = inf 
1s 
Tf(t, x,, %I dt +gW,) 3 SE[O, T], XEH (7.10) 
a, s 
for where the intimum is taken over all admissible controls c(,. 
We then have the following analogues, stated without proofs, of the 
results obtained in Section 4. 
THEOREM 7.1. Let (7.2), (7.3), (7.9), and (7.10) hold. Then u is unzformly 
continuous in XE B, untformly in SE [0, T] and satisfies (6.4) restricted to 
arbitrary balls B,. In particular, u E C,( [0, T] x H). Zf (7.6) and (7.8) also 
hold, then u E UC,( [0, T] x H), u is bounded and (6.4) holds. Finally, u is a 
viscosity solution of 
-$+ sup (-(b( $3 4 a), V,u(s, xl> -f(s, x, a,> + (Ax, V,u(s, x)> = 0 
orEd 
(7.11) 
in (0, T) x H and u(T, x) = g(x) on H. 
THEOREM 7.2. We assume (3.5), (7.2), (7.3), (7.9), and (7.10). Then u 
satisfies 
lu(s~x)-uu(s, Y)I d~,(llx-yll-~) for x, YEB,,,, SE(O, T--E) 
(7.12) 
for some modulus w,, where E is arbitrary in (0, T). If (7.6) and (7.8) also 
hold, then (7.12) holds for all x, y E H. Finally, u is the unique viscosity 
solution of (7.11) which belongs to UC,( [0, T] x H) n C,( [0, T] x H), is 
B-continuous on [0, T) x H and satisfies 
u(s, x) -g(ecTPSjAx) + 0 as s r T, untformly for x E B, for all R 2 0. 
(7.13) 
Our final result concerns the weak B case in which we will impose the 
following conditions: 
(b(t,x,cc)-b(t,y,a),B(x-y))~C,(B(x-y),x-y) (7.14) 
for x, YEH, GIE&!, tE [0, T] or 
C&t, x, xl-b(t, Y, ~1, @X-Y)) < C,(R)(B(x-Y), X-Y> (7.15) 
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for X, J? E B,, c1 E cd, t E [0, T], where C,, C,(R) are positive constants and 
(7.15) holds for all R 3 0. We will also require 
If’(t,.u, a)-f(t, y, cc)/ <w((B(x-y), X-J)“‘), 
I&-g(y)1 ~~((B(x-I’),x-L.)“~), 
for x, ycH, XE&, t~[0, T] 
(7.16) 
or 
If(4 x, a)-f(t, Y, a)l <u,((B(x-y), x-Y)“~), 
Is(x)-s(y)1 <w.(<B(x-y), ~--y)‘!~), 
for x, YEB~, cc~&‘, t~[0,T] 
(7.17) 
for some moduli u, wR, for all R > 0. 
THEOREM 7.3. Let (3.5),,, (7.2), (7.3), (7.15), (7.17), and (7.10) hold. 
Then u satisfies 
Ids, x)--b’, Y)l 6~,(llx-YllL, + Is-s’l), 
.for x, Y E B,, s, s’ E [IO, T] (7.18) 
for some modulus wR, for all R 2 0. If, in addition, (7.14) and (7.16) hold 
then u E UC( [0, T] x HP 1). Finally, u is the unique viscosity solution of 
(7.11) in C,([O, T] x H) which satisfies 
Ia x)--b, VII 6~,(llx-Y/l~I) 
for all R > 0, x, y E B,, SE [0, T] for some modulus wR and u(s, x) -g(x) 
as ST T, uniformly in XE B,. 
We next want to consider different situations corresponding to “unboun- 
ded” controls: indeed, in all the above results, the coefficients are bounded 
with respect to CI at least for x bounded and this excludes control problems 
such as linear-quadratic control problems. In order to accommodate such 
cases, we have to introduce some slightly more general setting than the one 
above. We denote by d the distance on sJ, recall that we always assume it 
is a separable metric space, and we (abusing notation) set d(ol) = d(cc, aO), 
where ~1~ is a fixed element of d. An admissible control c(, will now be a 
measurable function from [0, T] into J&’ such that d(a,)E L’(0, T), where 
T> 0 is given. We still assume that h, fare continuous on [0, T] x H x &$, 
b satisfies (7.2), but we now replace (7.3) by 
IlNt, x, @)I1 d C,(l + II4 + d(a)) for tE[O, T], XEH, C(E& 
(7.19) 
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for some positive constant C, 3 0. Hence, for each admissible control, the 
state of the system is well defined by (7.1) and X, E C( [t, T], H). Next, we 
assume that g, f satisfy (7.9) and 
If(4 x, all G C(R), II dx)ll d C(R) for t E 10, T], 
XEBR, crEdR= {c&d :d(cc)<R} 
(7.20) 
for some positive constant C(R) depending only on R E [0, co), and 
f(c 4 co 2 -c, + cp(d(cc)) for tE[O, T], XEH, C(E~ 
g(x) 2 --c* for XEH 
(7.21) 
for some positive constant C,, and some function cp (which we may always 
assume to be continuous, nonnegative, convex, increasing on [0, co)) such 
that q(r)r-’ -+ +co as Y-+ +co. Clearly, U(S, x) is well defined on 
[0, T] x H by (7.10) and we have on [0, T] x H 
- C,(l + T) < u(s, x) d J(s, x, &J) Q K( Ilxll 1, (7.22) 
where Q denotes the constant control ~1, =c(,, for all t E [0, T] and K is a 
continuous and increasing function on [0, co). But this bound shows that 
if R 90 is fixed and (s, X)E [0, T] x B,, the inlimum in (7.10) may be 
restricted to those controls ol, which satisfy 
-C,T+/=?p(d(a,))dt<K(R). 
s 
Hence, in particular, 
s 
T 






d(a,) dt < C, 
s 
(7.24) 
for some positive constants M,, CR. In other words, on balls of H, the 
control problem is in fact very much similar to those studied before and 
this may be used to prove the continuity properties of u listed below. 
THEOREM 7.4. We assume (7.2), (7.19), (7.9), (7.20), (7.21), and (7.10). 
Then u is boundedfrom below on [0, T] x H, belongs to lJC,( [0, T] x BR) n 
C,( [0, T] x H) for R 2 0, and satisfies (6.4) restricted to balls of H. Further- 
more, u is a solution of (7.11) and satisfies u( T, x) = g(x) on H. In addition, 
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if(3.5) holds, then u sati!fies (7.12). Finally, $‘(3.5),,., (7.15) and (7.17) hold, 
then u satisfies (7.18). 
Remark 7.5. Let us observe that the Hamiltonian 
F(t, 4 p) = SUP { - (b(f> 4 co, P> -.f(t, x> z,l 
3Lt.d 
is well defined on [0, T] x H x H and satisfies FE C,( [0, T] x H, H), 
-C(l + IId) II/4 -@(Ilxll)~F(t, x, PI 
d C{l + (I+ llxll) IIPII ) + (P*cc1 IIPII h 
where (p* denotes the convex function dual to cp and @ is a C’ positive 
increasing function on H such that f(t, X, ~1~) d @( \lxli ) on [0, T] x H. In 
addition, the supremum may be restricted to s?,, for all t E [0, T], x E B,, 
p E B,, where M is a positive constant depending only on R > 0. From this 
observation, we deduce easily that F is uniformly continuous in (x, p) 
bounded, uniformly in t E [0, T]. Moreover, we have 
IfIt, x, PI - F(t> x, 411 G C, IIP - 411 if x, p, q E B,, t E CO, Tl, 
where C, is a positive constant depending only on R > 0. Finally, we have 
also 
Ir’~~~~~~~-~~~~y,~~l~~,lI~-yll IIPII+~,(~~~-Y~~) 
for tE[O,T], x, yeBR, PEH, 
and if (7.15), (7.17) hold 
MC x, Wx -y)) - F(‘(t, y, Wx -y))l 
<CR1 IIx-Yll2,+%(llx-Yll) for tE[O,T], x, ZEBU, 220. 
We now turn to uniqueness tatements. 
THEOREM 7.6. Let (7.2), (7.19), (7.9), (7.20), (7.21), and (7.10) hold. 
(i) (Strong B case) IA in addition, (3.5) holds and u, WE UC,([O, T] 
x BR) n C,( [O, T] x H) for R > 0 are, respectively, a sub and a super- 
sofution of (7.11) satisfying 
lim ((u(t, x)-u(T, ePA(TP’)x))i 
tTT 
+(w(t,x)-~W(T,e-~‘~-~)x))-)=o uniformly on B, (*) 
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for R B 0, w is bounded from below on [0, T] x H, and v, w are B-continuous 
on [0, T) x H, then 
sup {v(w)-w(t,x)}<sup (vV,x)-wK-4) 
XEH XGH 
for t E [O, T]. In particular, the value function u is the unique solution of 
(7.11) in UC,( [0, T) x BR) n C,( [0, T] x H) which is bounded from below, 
B-continuous on [0, T) x H, and satisfies u(T, x) =g(x) on H and (*) with 
VEWEU. 
(ii) (Weak B case) Zf, in addition, (3.5),, (7.15), and (7.17) hold and 
u, w E C,( [0, T] x H) are, respectively, a sub and supersolution of (7.11) 
satisfying 
14$4x)-dt, Y)ld~.W-Yll-I) 
for cp = v, w, CO, Tl, x, Y E B, (7.25) 
and some modulus oR depending on R >, 0, 
l$((v(t,x)-u(T,x))++(w(t,x)-w(T,x))-)=0 
untformly in x E B,, for R 3 0, (7.26) 
and w is bounded from below on [0, T] x H, then (7.24) holds. In particular, 
the value function u is the unique solution of (7.11) in C,( [0, T] x H) which 
is bounded from below, satisfies (7.25) (7.26) with v E w E u and 
u(T, x)=g(x) on H. 
Sketch of Proof We only sketch the proof of the above result in the 
strong B case, the weak B case being treated in a similar fashion. Without 
loss of generality, we may always assume that u( T, x) 6 w( T, x) on H and 
we then choose g(x) = w( T, x). Therefore, we only have to prove that 
v(t, x) Q u(t, x) < w(t, x) on [0, T] x H. (7.27) 
We first prove the left part of the above chain of inequalities. A simple 
proof consists in introducing the value functions u, corresponding to the 
same control problem as the one defining u but with d replaced by JZ$ 
(= {cr~&Id(cc)dn}). By standard density arguments, one checks that 
u,(t, x) 1 u(t, x) on [0, T] x H, as n t co. But, v is still a subsolution of the 
corresponding HJB equation, i.e., (7.11) with sup, E .d replaced by supa E ,pi’n. 
We may now apply the comparison results in the bounded case and deduce 
u < u,, on [0, T] x H. We conclude letting n go to co. 
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The proof of the second inequality of (7.27) is more elaborate. One 
possible argument consists in remarking first that, without loss of 
generality, we may assume that f> 1 + cp(d(cr)) on [0, T] x H x d (add 
(1 + C,)( T- t) to u and w). Then, we introduce 
V=l-e ‘, WE 1 -e-” on [0, r] x H. 
Clearly, V and W are bounded on H and by standard “viscosity manipula- 
tions” are, respectively, a sub and a supersolution of 
-;+(Ax,Vz)+sup {-(b(s,x,a),Vz) 
as.d 
+f(s, x, a)z -f(s, x, a)} = 0 in (0, T) x H. (7.28) 
The next step consists in perturbing W in order to reduce the 
comparison between u and w (or, equivalently, V and W) to a local 
comparison. We thus want to choose $ E C’( [0, co)) increasing on [0, co) 
such that $(O)= 1, Il/‘(O)=O, $(Y)+ cc as r+ cc and W+y$(Ilxll)epKs is 
still a supersolution of (7.28) for all y > 0 and some K > 0. In view of the 
definition of solutions, it is enough to ask that 
inf {f(s,x,~)~-(b(s,x,cr),V~)) s t .d 
is bounded from below on [0, T] x H, (7.29) 
and we just have to choose q(x) = 1 + log( 1 + Ilxll’) remarking that 
f(s, x, a)$ - (b(s, x, a), V$ > 2 cp(d(cc)) - 3C, - 2C,d(m) 2 -K 
for all XEH, tE [0, T], a~&, for some K>O. 
We next observe that, for each y > 0, there exists R = R(y) b 0 such that 
V6 W+ y$eeKS for llxll > R, t E [0, r] and that 
*(e- A(T-1)x) 6 $(x) for all x E H, t E [0, T]. 
Therefore, in view of the properties of the Hamiltonian listed in 
Remark 7.5, we deduce from the comparison results and their proofs 
V< W+ y*epKs on CO, Tl x B,, for all R>O, y ~0 
and we obtain 
I/g W+ y*ecKs on [0, T] x H, for all y > 0. 
We conclude letting y JO. 
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VIII. WEAKLY CONTINUOUS SOLUTIONS REVISITED 
AND MISCELLANEOUS REMARKS 
As we recalled several times before, the main difference between the 
results proven in the preceding sections and those given in [ 12, Part IV] 
is the replacement of (sequentially) weakly continuous solutions by 
B-continuous solutions. Of ‘course, when B is compact, as it was the case 
in the existence results of [ 12, Part IV], there is no difference and 
B-continuous solutions are indeed weakly continuous. However, in general, 
this is not the case (take A = 0, B = Z in which case B-continuity is nothing 
but continuity in H for the norm topology) and the weak continuity is then 
a qualitative property (or regularity property) enjoyed by some solutions. 
In particular, we give in this section a result which shows how the (sequen- 
tial) weak continuity of solutions u may a consequence of the weak con- 
tinuity of data; that is, of the Hamiltonian (for (S)) and the Hamiltonian 
and the initial condition (for (E)). 
Since there are infinitely many results of this sort, we just give examples 
in the case of bounded solutions, We use the notation. 
x,-x 
to denote the weak convergence of a sequence x, to x in H. 
We begin with the case of (E). 
THEOREM 8.1. Let (3.3) hold as well as 
x n -x implies F(t, x,, p) + F(t, x, p) uniformly in p E B,, t E [0, 1, (8.1) 
for all R 2 0 and 
$ is weakly sequentially continuous on H. (8.2) 
(i) (Strong B case) In addition, let (3.1), (3.5), (6.3) hold and 
II/ E UC(H). Then, the unique solution of (E) given by Theorem 6.1 is sequen- 
tially weakly continuous on [IO, T] x H. 
(ii) (Weak B case) In addition, let (3.5),, (3.9) hold, $ E UC(H-,), 
and F(t, x, 0) be bounded on [0, T] x H. Then the unique solution of (E) 
given by Theorem 6.4 is sequentially weakly continuous on [0, T] x H. 
Remark 8.2. As we said above, there are infinitely many variants of 
results of this sort. We mention another which will be useful in the sequel; 
namely, instead of (6.3), we may merely assume that F(t, x, 0) is bounded 
on [0, T] x H in the strong B case if $ = 0 (+ Ct are then super and sub 
solutions for C large enough, which takes care of the difficulty of the initial 
layer.. ). 
580/97Wl5 
462 CRANDAlxL AND IJONS 
Proqf qf Theorem 8.1. We sketch the proof in the weak B case, the 
proof in the strong B case being basically the same. Let R, E (0, cc ) be fixed 
and let h E BRO, let t,E (0, T], we consider a new function defined on 
[0, t,] x H by t?(t, x) = u(t, Uy + e --(‘O -‘jA*h). And we wish to compare u 
and 3. In order to do so, we first observe that by the arguments of 
Section II, ii is a solution on (0, to) x H of 
a17 
~+(Ax,V27)+F(t,x+e~(f0-‘i”*h,Vu)=0. (8.3) 
Next, we introduce a distance on H which yields the weak topology on 
balls: indeed, let jen}n31 be an orthonormal basis of H and set 
for all x, y E H. 
And we observe that (8.1), (8.2) amount to requiring that for all R 3 0 
IF(t, 4 P) - F(t, YY Ph d w,(4x, Y)), Il$(x) - ll/(Y)ll d ~,(O, Y)) 
(8.4) 
for all x, y, p E B,, t E [0, T] for some modulus wR. Observe also that, if 
we set d(x) = d(0, x), 
o<2Ld(e- 
r”-r)a*h) < y(d(h)) (8.5) 
for some modulus y depending only on R, (recall that h E BRO). 
Once all these remarks are made, we perform the uniqueness proofs in 
order to find for all t E [0, to], x, y E H 
U(t,X)-~(f,Y)~S{~(x)+~(Y)J+~(B(x-Y),x--Y) 
+ m,(h) + K(E) + ~,,~(d@))~ (8.6) 
where w,,~ is a modulus depending only on E, 6 E (0, l] and R,, mE is a 
modulus depending only on E and K is a modulus. In particular, all these 
quantities are independent of t,E [0, T]. Then, (8.6) yields easily for all 
R>O 
4b, x) - 4t,, x + h) d m(d(h)), for all t,E [0, T], XE B,, hE BRo 
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for some modulus depending only on R and R,. Therefore, we have for all 
R,>O 
II46 x) - u(t, Y)ll < m,,(d(x, y)), for all t E [0, T], x, y E B,, 
and this proves Theorem 8.1. 
We now turn to the case of (S). 
THEOREM 8.3. Let (3.3), (8.1) hold and F(x, 0) be bounded on H. 
(i) (Strong B case) Zf, in addition, (3.1) and (3.5) hold, then the 
unique solution of(S) given by Theorem 3.1 is sequentially weakly continuous 
on H. 
(ii) (Weak B case) Zf, in addition, (3.5), and (3.9) hold, then the 
unique solution of (S) given by Theorem 3.7 is sequentially weakly con- 
tinuous on H. 
The proof of Theorem 8.3 is a straightforward consequence of 
Theorem 8.1: indeed, we approximate (S) by 
au -g+(Ax,Vu)+F(x,Vu)+u=O in (0, co)xH 
with the initial condition u 1 I= ,, = 0 on H. By Remark 8.2, the addition of 
u introducing no changes in the preceding proofs, we can apply 
Theorem 8.1 and we find that u(t, x) is sequentially weakly continuous on 
[0, co) x H. We conclude easily since, by comparison results, 
sup lu(x) - u(t, x)1 de-’ sup lu(z)l, 
J E H ZEH 
where u is the solution of (S). 
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