Introduction
There are a wide variety of computer applications in use today that involve modeling and analysis of medical language [1, 2] :
• concept representation -formal representation of the semantics of medical concepts, for use in data modeling and sharing • controlled vocabulary and thesauri -systematic organization of medically terminology for use in information systems • information retrieval -assignment of index terms to medical articles and other documents to facilitate retrieval • natural language processing -extraction of information from medical narrative.
On the surface, these applications differ greatly in the theoretical and technical approaches employed. A deeper look into the various approaches reveals that, although different technical terminology, representations and algorithms are used, all approaches are dealing (to various degrees) with the same linguistic phenomena. Medical informatics would benefit from a common foundation for language structure and function.
Currently, there is no general approach to the processing of human language by computer. Success has been obtained by focusing on small, practical problems within science, technology, business, and medicine.
These systems are successful because they exploit properties of a linguistic phenomenon known as sublanguage , which arises when language is employed in a restricted semantic domain [3, 4] . While much has been written about sublanguage, this paper reviews the properties of sublanguage from a formal perspective. Previous work on sublanguage and several natural language processing systems are surveyed as a basis for this description.
Many of the semantic properties of sublanguage can be captured using the knowledge representation methods of Conceptual Graphs (CG) [5] , an approach which has received considerable attention within Medical Informatics [6] [7] [8] [9] . However, CG does not currently possess a standard mechanism for describing syntactic notions. A simple extension to this formalism (Conceptual Graph Grammar) is presented to address this problem. The resulting formalism is capable of describing both syntactic and semantic phenomena in medical language, and various examples are provided to illustrate its use.
Background Sublanguage
Sublanguage, and medical sublanguage in particular, has been the subject of study for many decades [3] [4] 10] . There are also a number of functioning computer applications which employ the sublanguage approach. That sublanguage exists, can be formalized, and processed by computer is now well established. However, there is considerable diversity in the representations and approaches used. The interest of this paper is to illuminate the properties which these approaches share, and to assign a simple formal structure to represent them.
Many different medical sublanguages have been identified and analyzed [11] [12] [13] [14] [15] : articles on lipoprotein, immunology, and pharmacology in the bioscience literature; discharge summaries and progress reports; and clinical reports in the domains of radiology, pathology, and surgery. The methods for sublanguage analysis have been largely manual and informal. However, a number of important empirical observations have been made concerning the texts of a given medical domain:
• Words and phrases of domain texts can be grouped into a relatively small number of semantic types (i.e., dozens, not hundreds or thousands) [3] [4] .
• These groupings correspond to patterns of syntactic cooccurrence in domain texts (subject/verb, verb/object, noun/adjective, etc.), which serve as an objective test for semantic distinctions important to a sublanguage [16] [17] .
• When domain sentences are labeled with these semantic classes, they form a small number of semantic patterns, or formulae, which represent the essential information units of the domain [18] [19] .
• As texts of a given domain are examined one by one and labeled in this manner, the number of new semantic types and formulae needed to account for sentence structure levels off rapidly [19] [20] .
• Sublanguage formulae have a nested structure, in which, e.g., the arguments and predicate of a formula can take modifiers, which in turn may have modifiers [6, 21] .
• The sentences of domain texts can be analyzed by combining phrasal units based on semantic patterns, rather than traditional methods of syntactic analysis based on phrase structure [9, 22] .
These data have important consequences for the design of computer applications involving medical language, as will be discussed below.
Sublanguage Analysis Systems
A number of computer systems for analyzing medical language have been developed based on a sublanguage approach. These can be roughly separated into three types:
Syntactic Parsing
This approach is typified by the work of the Linguistic String Project [21] . A general syntactic grammar is used to obtain a parse tree that then goes through a series of transformations in order to arrive at the sublanguage representation. The strength of this approach is the reusability of the general grammar for different domains, which also aids in applying the system to different natural languages. The price of this generality is the complexity of the transformations, and their customization when new domains are pursued.
Semantic Parsing
This approach is typified by the MedLEE system [23] . A grammar is used, but the elements of the grammar are largely semantic in nature rather than syntactic. Semantic structurebuilding routines are used to construct the sublanguage representation as the grammar parses a sentence. In this approach, the grammar is more closely related to the ultimate semantic representation. Exactly how much customization is needed to use the system in multiple medical domains is not yet known.
Semantic Combination
This approach is typified by the "proximity parsing" technique use by the RECIT system [9] . Domain sentences are segmented into linguistic "groups" of locally related words, which are then combined into a semantic representation using a knowledge base which employs both semantic and syntactic knowledge. The identification of what constitutes a word group may differ considerable across domains, but it is possible that many of the rules for combining groups could be reused in different domains.
In all of these approaches, the representation of the syntax differs considerably from the representation of the semantics. The challenge of medical language processing is always how to relate these two representations. However, when considering the empirical observations on sublanguages, it must be remembered that the semantic classes and patterns are determined on the basis of the syntactic structure of sentences. Thus, these representations should not, in principal, have two radically different structures, but be different views of single structure. This discrepancy of theory and practice is what Conceptual Graph Grammar (described below) is attempting to address.
Conceptual Graphs
Conceptual Graph theory (CG) [5] is a method of knowledge representation based on first-order logic, but which is designed to address many of the limitations of logic as a notation and inferencing system. The intuitive appeal of CG derives from the attempt to render some aspects of logic in a more visual manner, and to incorporate certain aspects of natural language to make the notation more expressive. These characteristics make CG a desirable representation for natural language processing [Sowa] .
In the medical informatics field, CG has been used in concept representation [6] [7] [8] , and in natural language processing [9, [24] [25] . The CG formalism provides a hierarchy of types and a set of canonical graphs that define the semantic relations that are appropriate for a given domain. These are sufficient to model the semantic types and formulae that have been observed in sublanguage texts. As a formalism for representing natural language, CG lacks the ability to describe the syntactic structure of the terms and propositions that express the concepts. Natural language processing systems have therefore combined CG with a separate grammatical mechanism such as Definite Clause Grammar (24, 26) or Proximity Parsing (9) .
Dependency Grammar
Sublanguage analysis of medical texts reveals a structure in which a given semantic unit (a single word or a phrase of several words) is related to another via a semantic relation. This type of analysis, in which words (or phrases) are related directly to one another is called dependency grammar [27] [28] [29] .
Consider Figures 1 and 2 , in which are shown two analyses of the pathology diagnosis "cystic disease, associated with microcalcifications, of right female mammary gland". Figure 1 shows a conventional phrase structure analysis, in which the noun phrase (NP) is analyzed into prepositional (PN) and verb phrase (VP) modifiers, with the words appearing as the leaves of the tree. In contrast, in Figure 2 , the words are the nodes of the tree. Note that in Figure 1 there are many intermediate nodes (NP, VP, PN, etc.) between the main word "disease" and the associated finding "microcalcifications". In contrast, these words are directly related in the second tree. In dependency analysis, there are no intermediate symbols; words that are semantically related tend to be immediately next to each other in the analysis. This makes dependency grammar an ideal representation for sublanguage, in which semantic constraints between subject and verb, noun and adjective determine the sentence structure directly. 
Methods
Based on the review of literature on sublanguage, and consideration of the design of successful processing systems, a number of common formal elements pertaining to sublanguage can be isolated. As noted above, many of these properties can be accommodated by Conceptual Graphs. To handle the syntactic aspects, the approach of dependency grammar is suggested as more appropriate to the analysis of sublanguage than traditional syntactic methods based on phrase structure. These two approaches are then combined in the formalism of Conceptual Graph Grammar.
Formal properties of Sublanguage
In broad terms, a sublanguage is defined as a set of sentences formed from a set of predicate words (e.g., verbs and prepositions), argument words (nouns and noun phrases), and various modifiers of these (e.g., adjectives and prepositional phrases). More specifically, a sublanguage of a given domain has the following elements:
• A collection of semantic types representing the objects and predicates of interest in the domain, and a collection of semantic relations that link these types together.
• A collection of syntactic types that account for words employed in the sublanguage that do not have significant semantic content (e.g., "the", "that", "to", "is", "which"), and a collection of syntactic relations that link these types to the semantic types.
• A lexicon which assigns each word and fixed phrase of the sublanguage vocabulary to one or more word types.
• A collection of sentence formation rules that define which semantic and syntactic relations may be used to link semantic and syntactic types.
• Cardinality restrictions on the sentence formation rules that define which relations are optional or required, and which may be repeated (e.g., when a word may take multiple modifiers).
• Word ordering restrictions on the sentence formation rules that define the relative positions of word types within a sentence.
Conceptual Graph Grammar
As noted above, the Conceptual Graph formalism can describe the semantic structure of a concept, but has no means to describe the syntactic structure of the natural language term that expresses it. The following section describes how syntactic constraints can be added to the CG formalism to define a grammar for sublanguage sentences. Each element of sublanguage formalism listed above will be introduced one by one.
In the following examples, phrases and sentences will be drawn from a very narrow domain: pathology diagnoses pertaining to the breast. Even within such a narrow domain, natural language still affords wide variation in describing patterns of cells and tissues, and their interpretations.
The pathology diagnosis "invasive ductal carcinoma" could be represented in CG as:
. This graph could be a specific instance of a more general graph describing pathologic findings:
. Here "organ_site" would include subtypes such as "intraductal" and "lobular". The type "tissue_pattern" might include subtypes for "focal", "multifocal", "infiltrating" and "in situ". In the domain of breast diagnoses, sublanguage analysis may determine that there can be at most one pattern and site specified, but that these are optional (allowing terms such as "ductal carcinoma" and "carcinoma"). These restrictions on cardinality are indicated in CG as follows:
This representation captures the semantic relations among the words in English terms corresponding to this graph, and restricts their number of occurrences, but does not indicate how the words are ordered. Syntactic information can be added to Conceptual Graphs by noting that each concept of a given graph corresponds to a word in the natural language term that expresses it. The linear structure of natural language terms can then be accounted for by describing how concepts of the graph are ordered with respect to each other. In CG notation, extra-logical information about a concept can be provided as an annotation -an expression inside the concept box that follows a semicolon. The above example can be expanded to include syntactic information as follows: This graph indicates the disease concept of the graph is the main word, or head, of the syntactic construct. This is specified by putting the key word "head" after a semicolon. The other annotations in this graph specify that the "pattern" and "site" arcs of the graph must be located to the left of the head word, and that if both "pattern" and "site" occur, "pattern" must be located to the left of "site". This simple graph can be viewed as an alternative form of grammar that describes permissible orderings for the concepts of a graph.
The above example imposes a total ordering on the concepts of the term. The notation allows the description of any partial ordering of a head word and its dependents. For example, the ordering restriction between "pattern" and "site" can be removed, allowing such terms "ductal invasive carcinoma" or "lobular multifocal carcinoma" to be accepted.
If no ordering restriction is to be imposed on an arc of the graph, the special symbol "<>" is used to indicate that a concept can occur on the left or the right of the head: This graph allows terms such as "carcinoma ductal invasive", or "ductal carcinoma invasive" to be accepted (in actual text these might appear with commas before the modifiers).
The graphs described so far make a one-to-one correspondence between a concept in a graph and a single word in a natural language term.
However, medical sublanguage has many multi-word phrases that cannot be further decomposed. These include fixed expressions such as "in situ" and compound noun phrases such as "mammary gland" which do not warrant further semantic decomposition. In Conceptual Graph Grammar, the primitive phrases of a sublanguage (consisting of a single word or multiple words) are each assigned a concept in the lexicon, the entries of which have the following form: Natural language expressions are not simple linear orderings of words, but complex structures in which expressions are nested inside one another to an arbitrary degree. For example, the expression "focal ductal hyperplasia of left female mammary gland" might be represented with the following graph:
Nested graphs such as this can be described with a set of simple (non-nested) canonical graphs. In a Conceptual Graph Grammar, these graphs also express ordering constraints. A possible canonical basis for the above graph might be: Most of the concepts in this canon are optional. If a body location is present for a given diagnosis, then the laterality must be expressed. In this example, the pattern and site of the finding are unordered, while the laterality and gender of a given organ are strictly ordered before the organ word.
Note that ordering restrictions as presented so far are local, in the sense that they constrain only a head word and its immediate dependent words. What prevents these graphs from accepting terms such as "ductal left hyperplasia of female mammary gland" (in which "left" occurs to the left of mammary gland but interrupts the main part of the term) or "hyperplasia of female mammary ductal gland" (in which "ductal" is not ordered with respect to "hyperplasia" but appears inside of the nested expression for the body location) ?
While these are artificial examples that will never occur in real pathology texts, a parsing algorithm that arbitrarily attaches words ignoring the proper nesting of expressions would be useless. Such problems can be avoided by imposing the simple global rule that given the linear order of words in a natural language expression, the corresponding arcs of a graph cannot cross. This rule insures that graphs will be properly nested. Conjoined expressions are frequent in sublanguage text because they provide a highly compact method of expressing the same information about multiple objects of interest. For example in the sentence "Only a few distorted free nuclei and blood present suggestive of either ductal hyperplasia or fibroadenoma" contains the conjunction "nuclei" and "blood" and the disjunction of "hyperplasia" and "fibroadenoma". The vast majority of these expressions in sublanguage conjoin two (or more) expressions that have a common semantic type (or a close ancestor in the type hierarchy). Thus, "nuclei" and "blood" are both phrases of type "cell" while "hyperplasia" and "fibroadenoma" are both phrases of type "disease".
In CGG, a conjunction word such as "and" or "or" is given the same semantic type as the type of the phrases being conjoined. In addition, an ordering restriction is imposed that requires one conjunct to appear to the left of the conjunction word, and the other to appear on the right. For example, a conjunction rule for phrases denoting diagnoses might be represented as:
head < right_conj]. The type hierarchy for this grammar would specify that both conjoined_diagnosis and simple_diagnosis are subtypes of diagnosis. Thus, any graph requiring a diagnosis phrase will match either a simple (non-conjoined) phrase containing a diagnosis, or a conjunction of two diagnoses. For example, the phrase "fibroadenoma" has type diagnosis, as does the phrase "hyperplasia or fibroadenoma". The cardinality constraints insure that both conjuncts appear, and the ordering constraints place them on the left and right of the conjunction word, respectively.
Appendix A shows a small Conceptual Graph Grammar for pathology diagnoses pertaining to the breast. The grammar consists of three parts:
• The hierarchy of semantic types
• Canonical graphs, providing both cardinality and ordering constraints • A lexicon, assigning concepts to primitive phrases.
Appendix B shows several examples of pathology diagnosis sentences taken from actual pathology reports, and shows the Conceptual Graph analysis of each.
Conceptual Graph Grammar Parser
The grammar formalism presented above and in Appendix A has been implemented in Quintus Prolog for the unix and PC platforms. A compiler (written in Prolog) translates the Conceptual Graph Grammar notation into the standard Prolog grammar formalism, Definite Clause Grammar [26] . The clauses of the DCG are named after the type hierarchy, with the body of each rule consisting of the semantic (or syntactic relations) that have to be searched for.
A sentence is parsed in a top-down fashion, starting with the semantic type that represents a sentence of the given domain. The parser looks for a word that can be descended from this type. The parser then looks for the semantic relations this word can have to other words in the sentence, using the cardinality restrictions to determine, e.g., which relations are required and which can link to multiple words. When a potential word is ound that has the appropriate semantic type for linking, the ordering constraints are checked to insure that this word is correctly ordered with respect to the current head word, and that no crossing of arcs has occurred in the graph of the sentence as a whole (see the previous section for the motivation for this constraint).
Compilation of a medium-sized grammar takes a few seconds. Once compiled, sentence parsing is quite rapid -comparable to DCG implementations of conventional phrase structure approaches. This efficiency is due to the fact that semantic constraints guide the process, avoiding ambiguities that arise when syntax is employed in isolation. Moreover, because the algorithm makes connections directly between individual words of the sentence, these semantic restrictions can be executed immediately; this avoids the necessity to build large syntactic constructions which turn out to be semantically ill-formed.
Discussion
Conceptual Graph Grammar is an attempt to build on previous work in medical informatics and natural language processing, and seeks to provide just what is necessary to analyze sentences in medical sublanguage. Its parsing algorithm tries to abstract the techniques used in systems such as MedLEE [23] and RECIT [9] and synthesize them into a grammar that describes both the syntactic and semantic properties of sublanguage. The strengths of this approach are the following:
• The notation is compact, attempting to represent the semantic patterns of sublanguage as directly as possible.
• The syntactic constraints are specified along with the semantic constraints, eliminating the need for a separate syntactic component.
• The notation is an extension of an emerging standard for knowledge representation (Conceptual Graphs).
• The grammar has a direct translation into a standard implementation (Definite Clause Grammar), which enables efficient parsing of natural language expressions.
There are also a number of weaknesses of Conceptual Graph Grammar that must be pointed out. Research in modeling medical vocabulary has revealed a number of challenges in establishing semantic types and relations for a given domain. CGG unfortunately adds to this burden, because additional types need to be added to the hierarchy to account for different positional properties of concept graphs.
Because CGG models the structure of sublanguage sentences so directly, the graphs that result from sentence analysis are sometimes not ideal for use by other applications. Thus, there is a need for post-processing, to normalize graphs to facilitate storage in a database, perform inferencing, and other tasks.
The organization of CGG as a type hierarchy with inheritance allows the grammar to be very compact. In a large grammar, it may be difficult for a human language engineer to see easily the consequences of a particular change to a grammar. Thus, tools for navigating a large type hierarchy and visualizing the inheritance of semantic relations may be necessary. Fortunately, these tools may be similar or identical to browsers and editors being developed for development of large controlled vocabularies.
The examples in this paper for the pathology domain attempted to use descriptive names for semantic types and relations. However, if CGG is to be used in multiple domains, there is a need to standardize semantic types and relations. There are some standardization efforts going on in the Conceptual Graph community, and these can be supplemented using the Semantic Net of the Unified Medical Language System [30] . In addition, CGG must also account for syntactic types and constraints. For medical applications, the best source for this information is the Specialist Lexicon [31, 32] . This paper gives only a cursory description of the problem of integrating syntax and semantics in sublanguage. In particular, there are significant challenges in how general syntactic knowledge of a language can be reused across multiple semantic domains. In a formalism such as Conceptual Graph Grammar in which there is a rich system of types, it may be possible to combine a general syntactic hierarchy with domain-specific semantic hierarchies, using techniques of multiple inheritance. This is an intriguing possibility, but much research remains to be done to test its workability in practical systems.
Conclusion
Sublanguage is an important linguistic phenomenon that arises in communities that purse a well-focused common goal, such as caring for patients or conducting medical research [33] . The properties of sublanguage can be exploited to construct computer applications which serve the goals of such communities. A ormalization of sublanguage can serve as a foundation for disciplines such as medical informatics, and inform such tasks as building controlled vocabularies and extracting information from medical narrative. Conceptual Graph Grammar is offered as one example of a formalism which can represent both syntactic and semantic information in a relatively simple manner.
