The interdiffusion at 1293 °C between two multicomponent Ni-base superalloys, René-N4 and René-N5, was assessed by measuring the composition vs. distance curves and by comparing the measured curves to predictions obtained using a diffusion mobility database recently published by Campbell et al. (Acta Mat.50 (2002) 775-792). Although the diffusion database was constructed primarily from binary diffusion data, the extrapolation to the multicomponent systems gave good results in the prediction of the measured composition vs. distance curves. In addition, the location of the Kirkendall porosity on the René-N4 side of the diffusion couple was successfully predicted. This initial success points to the suitability of the general approach to the development of diffusion databases and to the desirability for additional database refinements including possible efforts from the first principles community.
INTRODUCTION
Diffusion data is needed for quantitative predictions of many materials processing and phase transformation models. In the area of superalloys alone, examples are abundant. The calculation of solid diffusion during solidification is required to predict microsegregation and the amount and type of second phase particles. Diffusion data is also required to predict incipient melting temperatures during reheating for solution treatment and to determine g' size distributions during aging or cooling. The prediction of the phase sequence during transient liquid phase bonding and during the processing and exposure of thermal barrier coatings also requires multicomponent diffusion calculations.
Recently, there has been some effort to develop multicomponent diffusion mobility databases for the FCC phase of Ni based alloys [1] [2] [3] using the formalism put forth by Ågren 4, 5 and Andersson and Ågren 6 . These databases are developed to reproduce
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measured tracer, intrinsic and chemical diffusion data in binary and ternary systems and to permit extrapolation to higher order systems. The development and utilization of a mobility database relies on the pre-existence of a separate thermodynamic database for the phases of interest.
The thermodynamic database provides the necessary thermodynamic factors to convert from chemical potential gradients to concentration gradients.
A brief summary of the diffusion formalism of Ågren 4, 5 and Andersson and Ågren 6 as applied to a disordered substitutional solid solution is useful. Diffusion is assumed to occur by a vacancy exchange mechanism, in which the equilibrium vacancy concentration is maintained. The partial molar volumes of the substitutional species are assumed to be equal. For a given phase, the flux of species i in the z-direction in volumefixed frame of reference is given by
where c j is the concentration of species j, species n is the dependent (solvent) species, and n ij D is the interdiffusion coefficient. The interdiffusion coefficient, also known as the chemical diffusivity, can be expressed as the difference between the intrinsic diffusivities.
The intrinsic diffusivities, D ij , are defined in terms of the atomic mobility, M p , as
where the partial derivative of the chemical potential, m p , with respect to the mole fraction, x i , defines the thermodynamic factors, which can be calculated using an appropriate multicomponent thermodynamic database, such as those by Saunders 7 and Kattner 8 . It should be noted that the thermodynamic factors must be evaluated in the form m k (x 1 , x 2 , …x n ) where n is the dependent species.
The atomic mobility, M p , of species p in a given phase is both composition and temperature dependent.
where Q p represents the effects of the atomic jump distance (squared) and the jump frequency and has the units of m 2 /s. The variable D is the diffusion activation energy of specie p in a given phase with units of (J/mol). The variable R is the gas constant is and the temperature, T, is in Kelvin. As and Q 2 were obtained using the PARROT 16 optimization code to evaluate the composition and temperature dependence of p using the available experimental diffusion tracer, intrinsic, and chemical diffusivity data. The experimental data were weighted giving preference to the tracer diffusivity, , data, which are independent of concentration, as seen by equation (6) 
p p * The current approach requires defining metastable end-member diffusion mobilities, such as the self-diffusion in fcc-W. Determination of these end-member quantities follows approaches similar to those used to determine the lattice stabilities of the metastable thermodynamic quantities of the elements 14, 15 . This determination of diffusion activation energies for metastable end-member phases enables the extrapolation to higher order systems where diffusion data may be limited. Presently, the only available check on these assessed values is the application of a diffusion correlation, which states the following for pure FCC metals 17 
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where Q is the diffusion activation energy, T M is the melting temperature. For Ni-W the activation energy, Q, for fcc-W was optimized to be -311420 J/mol and the metastable fcc melting temperature is 2229 K. This gives an acceptable ratio equal to 16.8. First principles calculations of these metastable quantities would be useful.
To examine the validity of this diffusion mobility database, diffusion simulations are compared to results from an experimental multicomponent diffusion couple profile.
EXPERIMENTAL AND COMPUTATIONAL PROCEDURES
René-N4 and René-N5, first-generation and second-generation superalloys respectively, were chosen as the two sides of the diffusion couple. The sample geometry of each half of the diffusion couple consisted of a 2.25 cm square with a thickness of 6.35 mm. The diffusion couples were pre-bonded at 1277 °C under a load of 180 N for 2 h. After bonding, the diffusion couples were diffusion heat-treated at 1293 °C for 10 h and 100 h in a vacuum furnace and gas-cooled. The 1293 °C temperature was chosen to ensure that both superalloys would be in the single phase g region. The diffusion couples were characterized using scanning electron microscopy and microprobe analysis using standard ZAF correction and elemental standards. Gas cooling of the diffusion couples from 1293 °C produced coarse g' precipitates (see Figure 1. ) which resulted in significant scatter in the experimental composition profiles. This scatter is due to the chance of measuring the composition of either the g or g' phase, while performing the line scan. Therefore, the diffusion couples were re-heated for 1 hr at 1293 ºC and water quenched to reduce the experimental scatter. The compositions of initial René-N4 and René-N5 were determined by an average of ten microprobe measurements obtained near the ends of the diffusion couples. The values are given in Table 1 . The experimental diffusion couples were simulated using the 1-D finite-difference diffusion code, DICTRA *18 , in conjunction with the thermodynamic database, Ni-Data 7 , and the Ni diffusion mobility database of Campbell et al 2 . The simulation considered only single phase g with a planar interface between René-N4 and René-N5. A 200-point geometric grid, which consisted of a higher density of grid points at the center, was used to describe the 6.35 mm couple. The calculations were done with concentration dependent diffusion coefficient matrices as described in eqns. 
RESULTS
The experimental diffusion couples were compared to the diffusion simulations using both the composition profiles and the location of the porosity.
To compare the experimental composition profiles with the calculated profiles, the experimental Matano interface was determined by an averaging process. For three of the elements with large concentration differences (Cr, Re, and Ti), the Matano interface was independently located. With respect to the average position, the coordinates for Cr, Re, and Ti profiles for the 100 h treatment were -15 mm, -1 mm and +17 mm, respectively. These variations are small compared to the large diffusion distances. Figure 2 shows the agreement between the experimental and calculated diffusion profiles after 10 h and 100 h at 1293 °C. In general, the calculations are in good agreement with the experiments; however, there are some discrepancies especially in the Cr and Re profiles. In the René-N4, the Cr diffuses more slowly than predicted and the Re diffuses more rapidly than predicted. To further evaluate the results, individual profiles are plotted as a function of distance over the square root of time (z/√t), as seen in Figure 3 . (Note the composition differences in the Co, Mo, and Hf profiles are within the experimental error of the measurements and thus, the profiles are not evaluated.) For the given length scale and times of 10 h and 100 h for the Al, Cr, Ta, Ti, Re and W profiles the simulated profiles are independent of time. 5 The overall agreement is confirmed by a simple error analysis for the six profiles in Figure 3 at 100 h. This simple error analysis, shown in Table 4 , consists of calculating the difference between the simulated and experimental value at each grid point, summing the differences, and then averaging over the sum of the differences by the total number of grid points. The W profile for 100 h had the smallest average error (1.8 %) and the Re profile for 100 h had the largest average (5.8 %). These errors are within the experimental scatter. Both 10 h and 100 h experimental Ta profiles show non-monotonic behavior, which is also observed in the calculated profiles but not to the same magnitude. The location of porosity formed in the experimental couples can also be compared to diffusion simulations. In the lattice-fixed frame of reference, the sum of the net atom fluxes equals the vacancy flux. The negative gradient of the vacancy flux give the number of sinks (sources) necessary to maintain local equilibrium. The expected location of Kirkendal porosity is given by the position of the largest negative value of the gradient, as demonstrated by Höglund and Ågren 19 . Figure 4 (a) shows this calculation for the René-N4/René-N5 couple. The location of maximum porosity is predicted to be at 65 mm to the left of the Matano interface on the René-N4 side of the couple. Porosity is observed on the René-N4 side of the interface of the experimental couple as shown in Figure 4(b) . Thus, the diffusion simulation and experiment are in qualitative agreement. 
CONCLUSIONS
Experimental diffusion data obtained by isothermal anneals of diffusion couples made of René-N4 and René-N5 in the single phase g region were compared to calculations using a multicomponent diffusion mobility database. The results compare favorably. The calculations also correctly predict the location of Kirkendall porosity. This initial success points to the suitability of the general approach and the desirability of further database refinements.
