In this work, fundamental sensor feedback limitations, using a linear controller with local frequency measurement, are considered. It is shown that improved damping of inter-area oscillations must come at the cost of reduced transient stability margins, regardless of control design. The results are verified in the Kundur four-machine two-area test system.
and robust performance over a range of operating conditions. However, it is observed that damping based on local frequency measurements may deteriorate transient performance and cause first swing instability for some scenarios. In [8] , the authors study control limitations due to indirect measurement of the signal to be controlled. Trade-offs between local measurements and external wide-area measurement, with possible communication delays, are studied explicitly in a general control configuration. In this work, the constraints imposed by a sensor feedback controller using local frequency are analyzed to give insight into the fundamental limitations of this control problem. Performance issues may be caused by the choice of measurements, but may also be a consequence of the control design. With optimization based control design, improved performance can often be achieved [15] [16] [17] .
However, satisfactory tuning of optimization criteria can be an endless task as evaluating the achieved closed-loop performance is often far from trivial. Fundamental design limitations helps us to understand if unsatisfactory closedloop performance-be it with traditional or optimization based control design-are due to the engineer not specifying the correct design criteria, or due to inherent system limitations.
The contribution of this work is to analyze the fundamental limitations for improving the overall stability of the power system using local frequency measurements. The sensor feedback problem is partitioned into a control and filtering problem to distinguish between control limitations and filtering limitations imposed by indirect measurement. Using integral constraints, it is shown that any damping improvement based on local frequency measurements, must come at the cost of reduced transient stability margins.
The remainder of this paper is organized as follows. In Section II a linearized power system model is derived. Section III introduces linear control and filtering theory. In Section IV fundamental sensor feedback limitations are derived and in Section V the result are verified on a detailed nonlinear power system model. Section VI concludes the work. Fig. 1 . Two-machine power system model. and θ ∈ R n θ the voltage amplitudes and phase angles at load buses. Note that N = n δ + n θ . To facilitate the analysis, the voltage dynamics are neglected and assumed decoupled from the active power flow. Active power injections are then given by the linear equation P = Lϕ [5] , where L is the network interaction matrix. Its elements are given by [18] 
where X ik is the series reactance between the connected buses and {U * i ϕ * i : i = 1, . . . , N } are the voltage amplitudes and phase angles at the linearization point. Any impedance loads can be added to the diagonal elements L ii .
To differentiate between machine and load buses, let
where d and u are active power injections at machine and load buses, respectively. The submatrix L δδ ∈ R n δ ×n δ is diagonal,
The dynamic of the power system is dominated by the synchronous machine. Using the classical model [4] machine dynamics are given by the differential equationṡ
where the vector ω represent rotor speed deviations from nominal value, M g and D g are diagonal matrices containing machine inertia and damping constants on the diagonal, P m and P e are vectors representing mechanical power input from turbines and the active power transmitted to the adjacent bus which in turn is connected to the rest of the network. Using Kron reduction [18] , the voltage phase angles at load buses are given by
where L θ = L δθ L −1 θθ . Thus, P e in (3) can be reduced to a function of state variables δ and active power injections u:
where L δ = L δδ − L δθ L −1 θθ L θδ . Combining (1) to (5) the dynamics of the power system are given by the state-space realization
where 0 and I are appropriately sized zero and identity matrices. 
B. Transfer Function of a Two-Machine Power System
The dominant inter-area mode of a power system can be modeled as a two-machine network [12] as shown in Fig. 1 . Let the network parameters in (1) at the linearization point be 1/X *
, and let X * Σ = X * 1 + X * 2 . To simplify notation, we assume that the machines have identical inertia constants so that M g = M I. For convenience, also assume that damping can be neglected so that D g = 0.
The transfer functions mapping external inputs d = [d 1 , d 2 ] T and u to phase angles at machine and load buses δ = [δ 1 , δ 2 ] T and θ, respectively, are given by
where Ω = 2/M X * Σ is the undamped frequency of the interarea mode,
C. Mechanical Analogue of the Sensor Feedback Problem
The machines in Fig. 1 can be interpreted as masses on a swing plank with the electrical distance as distance. An external force applied to the system will initiate a relative swing between the two masses, if not applied directly at the center [11] . Now consider Fig. 2 . We want to design a sensor feedback controller using local frequency (or phase angle) measurements, y =θ, to attenuate the relative swing. At time t 0 , a force d 1 or d 2 is applied to one of the machines. To dampen the swing, the sign of z = ω 1 − ω 2 need to be estimated. As seen in Fig. 2 however, this information is not directly attained from the local frequency measurement. A damping controller may therefore cause transient stability issues as observed by [7] . In this paper, we study the fundamental limitations of this control problem.
III. THEORY
Fundamental sensor feedback limitations will be derived based on common results from linear systems theory. In this section, the theory needed to prove the claims in this work will be presented for scalar systems. A generalization to multipleinput multiple-output systems can be found in [19] .
Remark 1: For the sake of brevity, transfer functions G(s) are written as G, when not referring to any specific s ∈ C. Lemma 1 (Interpolation constraints [19] ): For internal stability, no cancellation of open right half plane (ORHP) poles or zeros are allowed between the plant and the controller. Let {p i : i = 1, . . . , n p } and {q i : i = 1, . . . , n q } be the ORHP poles and zeros of the plant G yu . Then for all p i and q i ,
Since S and T represent closed-loop amplification of load disturbances and measurement noise, respectively. The interpolation constraints limits the achievable performance.
Lemma 2 (Bode integral [19] ): Suppose that the loop-gain
pi.
Typically, both G yu and K are strictly proper and thus the limit on the right hand side of (9) goes to 0. The integral (9) then dictates that any frequency range with disturbance attenuation |S(jω)| < 1 need to be balanced with an equally large region with disturbance amplification |S(jω)| > 1, plus the contribution from any ORHP poles in G yu [15] .
In general the measured output y differs from the performance variable z that we want to control. For an open-loop plant in the general control configuration shown in Fig. 3 , the goal is to design a sensor feedback controller K that reduces the amplitude of the closed-loop system from d to z
In the general control configuration, ORHP in G yd , G zd , and G zu may put further restrictions on achievable performance [20] . The general control problem can be separated into a control and estimation problem as shown in Fig. 3 . This work focuses on the latter by studying limitations in the linear scalar filtering problem. Assume that the system is detectable from y, i.e, all unobservable states are stable, and thatẑ = F y is an unbiased, bounded error estimate of z. An observer is a bounded error estimator if for all finite initial states, the estimation error z = z −ẑ is bounded for all bounded inputs. A bounded error estimator is unbiased if u is decoupled fromz [19] .
Definition 2 (Filtering sensitivity functions [19] ): If G yd is detectable, F is a stable filter, and G −1 zd is right invertible 1 , the filtering sensitivity functions are given by
The filtering sensitivity function P represent the relative effect of disturbances d on the estimation errorz, while the complementary filter sensitivity M represent the relative effect of d on the estimateẑ.
Lemma 3 (Interpolation constraints on P and M [19] ): Let {ρ i : i = 1, . . . , n ρ } be the ORHP poles of G zd and let {ξ i : i = 1, . . . , n ξ } be the ORHP zeros of G yd that are not also zeros of G zd . Assume that F is a bounded error estimator.
Lemma 4 (Bode integral for P [19] ): Suppose that P is proper and that F is a bounded error estimate. Let the ORHP zeros of P be { i : i = 1, . . . , n } and let
ςi. (12) Similar to Lemmas 1 and 2, this tells us that the estimation error cannot be made arbitrarily small over all frequencies.
IV. SENSOR FEEDBACK LIMITATIONS
In this section, limitations for damping control based on local phase angle or frequency measurements are presented.
Inter-area oscillations are a electromechanical phenomena where groups of machines in one end of the system swing against machines in the other end of the system [3] . Consider the two-machine system shown in Figs. 1 and 2 . Here, the inter-area mode can be represented by the relative frequency
If available, y = z is an ideal feedback signal [14] . With inputoutput mappings given by the transfer function matrix in (6) the system to stabilize with feedback control becomes
Lemma 5: Suppose that y = z, G zu have no ORHP zeros, and that |G zd | roll off at higher frequencies. Then for every positive there exist a controller K such that
Proof: First we note that since z is available for feedback, we directly have u = −Ky = −Kz. Thus the closed-loop system (10) 
If there are no ORHP zero in G zu then, by Lemma 1, S is not constrained at any specific frequencies. If KG zu has relative degree ≤ 1, then S can theoretically be made arbitrarily small over all frequencies.
If KG zu has relative degree ≥ 2 then the frequency range where |S| < 1 has to be compensated with a range where |S| > 1. However, since there are no ORHP zeros limiting the closed-loop bandwidth, |S| > 1 can be chosen for higher frequencies where |G zd | is sufficiently small.
Lemma 5 implies that a controller can be designed so that excitation of the inter-area mode, by load disturbances, can be made arbitrarily small if enough input power is available.
Example 1: Suppose that we choose proportional control u = −kz then with G zu given by (14)
By Lemma 2 we then have, for sgn k = sgn (X * 1 − X * 2 ), 
B. Local Measurement y = θ-Filtering Limitations
Typically the industry is restrained from using external communication for crucial system functions such as POD. Thus, using relative frequency difference for feedback is normally not an option. The controller instead need to rely on local measurements.
Using an inverse based controller we can make the sensitivity arbitrarily small as in Lemma 5. The difference however, is that making S small is not necessarily the same as making the closed-loop system (10) small if y = z.
Consider the two machine system shown in Fig. 1 using local phase angle measurement, y = θ. With input-output mappings given by (6) 
Assume that 0 ≤ X * 1 < X * 2 ≤ X * Σ , i.e., machine 1 is closest to the measurement bus. Then the corresponding complex conjugated zero pairs q 1 and q 2 fulfill
Partition the general control problem (10) into a control and an estimation problem as shown in Fig. 3 . Lemma 5 implies that any limitations on the closed-loop system will be linked to limitations in the observer. Assume that the observer is an unbiased, bounded error estimator. Limitations in the nominal system are then given by the filtering sensitivity functions (11) .
Lemma 6: Suppose that y = θ and let P 1 and P 2 be the filtering sensitivity functions associated with d 1 and d 2 respectively. Then an estimatorẑ = F y, such that max (|P 1 (jω)|, |P 2 (jω)|) < 1 is only possible for the frequency interval ω ∈ |q 1 |, |q 2 | .
Proof: The complementary filter sensitivity M represent the relative effect of disturbances d on the estimateẑ, while the filtering sensitivity P represent the relative effect of disturbances d on the estimation errorz = z −ẑ. Thus, a minimum requirement for |P| < 1 is that the estimateẑ has the same sign as z, i.e., M > 0.
With (16) the complementary filtering sensitivity functions to consider becomes
Thus, it is clear that M 1 (jω), M 2 (jω) > 0 is only possible for ω ∈ 1/M X * 2 , 1/M X * 1 = |q 1 |, |q 2 | . Example 2 (Filtering limitations): Consider a two-machine power system as shown in Fig. 1 with linear dynamics (16) given by Section II. Let the line reactance X * Σ = 1 p.u. and scale the machine inertia M so that the inter-area modal frequency Ω = 2/M X * Σ = 1 rad/s. In addition, add a 0.05 p.u./(rad/s) damping constant at each machine so that the inter-area mode has small but positive damping. 2 Fig. 4 shows the Bode diagram of G yd1 G −1 zd1 and G yd2 G −1 zd2 . These represent the complementary filtering sensitivity functions (17) with the filter yet to be designed. To understand the implications of Lemma 6, consider two extreme cases.
First, consider the case shown in Fig. 4 where the control bus is located close to machine 1 with X * 1 = 0.1 p.u. and X * 2 = 0.9 p.u. Note that as X * 1 → 0, |q 1 | → Ω/ √ 2 and |q 2 | → ∞. To improve closed-loop performance in the presence of disturbances, a good estimate of z is required where |G zd1 | (= |G zd2 |) is large. As seen in Fig. 4 , |G zd1 (jω)| peaks at ω = Ω and then rolls off for lower and higher frequencies. To keep the estimation error small, accurate estimation is also required for frequencies where G yd1 G −1 zd1 and G yd2 G −1 zd2 are large. For closed-loop performance, this implies that the estimation error at lower frequencies is of greater interest.
Assume that F is designed so that M 1 (jω) ≈ 1 ∀ω. Following the numbers listed in Fig. 4 : 1 The complex conjugated zero, q 1 , is canceled by
In a bandwidth around the modal frequency Ω both transfer functions have the same phase. Thus M 1 , M 2 > 0 can be guaranteed no matter the origin of the disturbance. 4 At ω = |q 1 | the phase difference between G yd1 G −1 zd1 and G yd2 G −1 zd2 changes sign. Thus the estimate for disturbances from one end of the system will have an incorrect sign. With cancellation of q 1 at 1 this results in a large M 2 with incorrect sign and thus the disturbance response from d 2 will be amplified. Second, consider the case where the control bus is located in the electrical midpoint between the two machines. In this case |q 1 | = |q 2 | = Ω and the frequency window 3 where both d 1 and d 2 can be attenuated disappears. This is reasonable since the inter-area mode is unobservable from phase measurement at the electrical midpoint [12] .
C. Local Measurement y = θ-Feedback Limitations
The aim of a feedback controller is to reduce the amplitude of the closed-loop system (10) compared to the open-loop system, i.e., make |T zd | < |G zd |. Multiplying with G −1 zd this can be expressed using the disturbance response ratio [20] |R zd | = 1 − G zu K(1 + G yu K) −1 G yd G −1 zd < 1. Lemma 7: Suppose y = θ and let R zd1 and R zd2 be the disturbance response ratios associated with d 1 and d 2 respectively. Then a sensor feedback controller u = −Ky, such that
is only possible for the frequency interval ω ∈ |q 1 |, |q 2 | . Proof: Follows from Lemma 6. Theorem 1: Suppose that y = θ and that a sensor feedback controller u = −Ky achieves disturbance attenuation (18) in the interval ω ∈ |q 1 |, |q 2 | . Then disturbance amplification max (|R zd1 (jω)|, |R zd2 (jω)|) > 1, is unavoidable in frequency intervals ω < |q 1 | and |q 2 | < ω.
Proof: Since any practical filter is strictly proper, M 1 and M 2 in (17) have relative degrees ≥ 2. 
where i are any eventual ORHP zeros in P k . Thus, by Lemma 4, any region with |P k (jω)| < 1 need to be compensated with an (at least) equally large region with |P k (jω)| > 1. From Lemma 6 it then follows that
and thus, from Lemma 7, disturbance amplification
is unavoidable in the intervals ω < |q 1 | and |q 2 | < ω.
The proposed sensor feedback limitations does not require the computation of the controller. But for illustrative purposes this is of course needed. In practice, POD is typically implemented as a proportional controller with the required phase compensation to improve damping [3] . Since this design is fairly limited, dynamical controllers designed using H 2 optimization will also be considered in the following example.
Example 3 (Feedback limitations): Consider the twomachine power system introduced in Example 2. Limitations on the disturbance response ratio max (|R zd1 |, |R zd2 |) are shown in Fig. 5 using three controllers {K i : i = 1, 2, 3}.
Controllers K 2 and K 3 are tuned to minimize the H 2 norm of the close-loop plant in Fig. 3 , between load disturbances d and measurement noise n, and the weighted performance output z and input u. The performance weight [15] W z are used to trade-off between performance and input usage. K 1 ) Proportional controller with 90 • phase compensation
, k = 0.2 p.u./rad.
Moderate H 2 controller tuned with performance weight W z = 10. External inputs are modeled as white noise with amplitudes |d 1 |, |d 2 | = 1 p.u. and |n| = 0.05 rad. Fig. 6 . Four-machine two-area system [3] , [21] . Modifications: inertia reduced to 75%, inter-area power flow increased to 500 MW, and PSSs tuned down for a marginally damped inter-area mode. To avoid input usage at steady state, a wash-out filter [3] with a 5 s time constant is also implemented for all controllers.
In Fig. 5 , the maximum disturbance response ratio is shown. As stated in Lemma 7, max (|R zd1 (jω)|, |R zd2 (jω)|) < 1 is only achievable for ω ∈ |q 1 |, |q 2 | and in accordance with Theorem 1, disturbance amplification is unavoidable outside of ω ∈ |q 1 |, |q 2 | . As discussed in Example 2 the disturbance amplification is worse for angular frequencies around the low frequency zero |q 1 |.
V. SIMULATION STUDY
In this section, the influence of sensor feedback limitations are shown for a detailed nonlinear power system model. The considered system is the Kundur four-machine two-area test system [3] shown in Fig. 6 . For illustrative purposes, the system-from Simulink implementation in [21] -have been modified to reduce stability margins.
A. Filtering Limitations
To represent the inter-area mode, the performance variable z is chosen as the states projected on the corresponding left eigenvector pair. As the inter-area mode is dominated by electromechanical dynamics, this is roughly equivalent to (13) even though more dynamics have been introduced [13] .
The sensor feedback limitations using y = θ 9 are shown Fig. 7 . The bode diagram bares close resemblance to the simplified model in Fig. 4 . The main difference is that G yd2 G −1 zd2 shows a prominent zero also at higher frequencies. This can be expected as d 2 is at the control bus and should therefore, according to (6) , show both zero pairs. For the integrity of the system, low frequency amplifications are of greater concern.
Fig. 8. Rotor phase angles differences following sinusoidal load disturbances d 1 and d 2 at buses 7 and 9 respectively. The black (gray) lines are the resulting rotor phase angle difference with (without) feedback control, using y = θ 9 .
B. Closed-Loop Frequency Response
An H 2 optimal controller is implemented to improve damping of the inter-area mode using local phase angle measurement and active power injections at bus 9. The POD controller is tuned to improve damping from 2.7 % to 10 %. By Theorem 1 we would expect the controller to amplify load disturbances from one end of the system. The breaking point is the low frequency (complex conjugated) zero pair that are associated with disturbances closer to the measurement bus. In Fig. 7 we see that this corresponds to a (RHP) zero pair at roughly 2.6 rad/s. As can be seen, disturbances with an angular frequency of 4.3 rad/s are well damped both from bus 7 in Area 1 and from bus 9 in Area 2.
Remark 2: Large sinusoidal disturbances with a 100 MW amplitude are considered. This result in a large shift from the initial linearization point. Yet, nonlinear simulation shows the results expected from the linear analysis. For internal stability, Lemma 1 tells us that S = 1 at any ORHP zero of G yu . In this case G yu = G yd2 and therefore we have RHP zeros in 0.24±j2.6 rad/s. Thus we would expect that the closed-loop disturbance response is next to unchanged for d 2 at 2.6 rad/s. Looking at the top-right graph in Fig. 8 we see that this is indeed the case. However, by Theorem 1 we also have that at least one of the disturbances need to be amplified for angular frequencies < 2.6 rad/s. In the topleft graph in Fig. 8 we see that the implemented controller amplifies low-frequency disturbances from d 1 .
C. Closed-Loop Transient Stability
The amplification of disturbances shown in Fig. 8 may seem insignificant. However, for a system operated close to its stability limit this can have implications for transient stability. A large phase angle difference between the two areas may cause a separation in the system due to the nonlinear electrical dynamics. Therefore, it is crucial that |z| is kept small.
In Fig. 9 , the system response to a 1 s, 350 MW disturbance step is shown. Worst case disturbances are those that increase the rotor phase angle difference. Therefore we consider a load loss at bus 5 and a generation loss at bus 11 (simulated as active power loads). This could for example represent the commutation failure of an exporting or importing HVDC link. As seen in Fig. 9 , both the damping and transient response are improved for disturbances occurring close to the control bus. However for disturbances occurring in the other end of the system, the sensor feedback limitations causes the initial control response to be in the wrong direction. The increased rotor phase angle difference causes a system separation during the first swing.
In this implementation, the input signal has been saturated at ±160 MW. The transient stability could be improved by reducing this saturation limit or by reducing the feedback gain. However, such changes will affect the resulting damping performance. Another method could be to use alternative or complementary measurements. In Fig. 10 , rotor speed measurements ω 1 with a 200 ms communication delay have been added. We see that the new POD controller achieves the same damping ratio without causing transient instability.
VI. CONCLUSIONS
Sensor feedback limitations for POD and transient stability using feedback from local phase angle or frequency measurements has been analyzed. For a linearized two-machine power system modeled it was shown that, although arbitrarily good damping can be achieved, sensor feedback limitation dictates that damping improvement must come at the cost of decreased transient performance. Using a detailed power system model, it was shown that this decrease in transient performance may result in transient instability.
If traditional control methods yields unsatisfactory performance, an engineer may want to try optimization tools to get a better performing control design. An increased understanding of the control problem is valuable as it offers insight into what a good performing control design is and if a more complex control design will be worth the effort.
Local phase angle measurement has been studied since it is commonly used for POD design. In future work this analysis will be expanded to involve other common measurement signals such as voltage amplitude or ac power flow. The participation of phase angle or frequency deviations in the inter-area mode are relatively easy to understand as they directly reflect the states in the swing equation. Voltage and ac power measurements can be less intuitive and may also be more sensitive to unmodelled dynamics or changing system conditions. However, the sensor feedback limitations shown in this work may be circumvented as they do not apply to voltage or ac power measurements.
