Improving detection of protein-ligand binding sites with 3D segmentation by Stepniewska-Dziubinska, Marta M. et al.
Improving detection of protein-ligand binding sites with 3D
segmentation.
Marta M. Stepniewska-Dziubinska1 Piotr Zielenkiewicz1,2
Pawel Siedlecki1,2,*
1Institute of Biochemistry and Biophysics, Polish Academy of Sciences, Pawinskiego 5a, 02-106 Warsaw,
Poland
2Department of Systems Biology, Institute of Experimental Plant Biology and Biotechnology, University of
Warsaw, Miecznikowa 1, 02-096 Warsaw, Poland
*pawel@ibb.waw.pl
Abstract
In recent years machine learning (ML) took bio-
and cheminformatics fields by storm, providing
new solutions for a vast repertoire of problems
related to protein sequence, structure, and inter-
actions analysis. ML techniques, deep neural net-
works especially, were proven more effective than
classical models for tasks like predicting binding
affinity for molecular complex.
In this work we investigated the earlier stage
of drug discovery process – finding druggable
pockets on protein surface, that can be later
used to design active molecules. For this pur-
pose we developed a 3D fully convolutional neu-
ral network capable of binding site segmenta-
tion. Our solution has high prediction ac-
curacy and provides intuitive representations
of the results, which makes it easy to in-
corporate into drug discovery projects. The
model’s source code, together with scripts for
most common use-cases is freely available at
http://gitlab.com/cheminfIBB/kalasanty.
1 Introduction
The aim of rational drug design is to discover new
drugs faster and cheaper. Much of the effort is
put into improving docking and scoring method-
ologies. However, most techniques assume that
the exact location of binding sites – also referred
to as pockets or binding cavities – is known. Such
pockets can be located both on a surface of a sin-
gle protein (and be used to modulate its activity)
or at protein-protein interaction (PPI) interfaces
(and be used to disrupt the interaction). This
task is very challenging and we lack a method
that would predict binding sites with high ac-
curacy – most methods are able to detect only
30%-40% of pockets [1, 2].
Traditional approaches for binding cavity de-
tection are typically geometry-based [3–6], but
there are also examples of tools using binding en-
ergy to different chemical probes [7, 8], sequence
conservation (template or evolutionary meth-
ods) [9–11], or a combination of these [12, 13].
For example, ProBiS [11] – similarity-based tool,
uses local surface alignment with sub-residue pre-
cision, allowing to find sites with similar physic-
ochemical properties to the templates stored in
the database. Such methods simultaneously de-
tect binding sites and provide some insight into
their expected properties – they are most prob-
ably similar to the templates they were matched
to. Other approaches rely on a two-step algo-
rithm, in which potential pockets are first iden-
tified and then scored to select the most prob-
able binding sites. For example, Fpocket [5] is
a geometry-based method, which first finds cavi-
ties in a protein’s structure and then scores them.
1
ar
X
iv
:1
90
4.
06
51
7v
2 
 [q
-b
io.
BM
]  
28
 M
ar 
20
20
The reverse approach is used in P2RANK [14],
which uses a random forest (RF) model to predict
“ligandibility” score for each point on a protein’s
surface, to then cluster points with high scores.
The latter tool is an example of applying ma-
chine learning (ML) to detect pockets – super-
vised ML to score surface points and unsuper-
vised ML to post-process these predictions. Un-
supervised ML models are trained on unlabeled
observations and aim to find patterns in the
data in order to simplify their representation,
remove the noise, and get better understanding
of their nature. Supervised ML models, on the
other hand, require the observations to be paired
with their corresponding labels (expected output,
class, etc.). The main purpose of this class of
models is finding the relationship between the
data and the labels that are actually desired.
The data is relatively readily available (in case
of P2RANK – the structure of a protein) but the
desired information is typically much harder to
acquire (e.g. location of binding sites).
Another axis of classification of ML models is
based on their complexity, or depth. Deep learn-
ing (DL) is a branch of ML grouping more com-
plex models of different types, both supervised
and unsupervised. There is no clear border be-
tween “classical” ML and DL, but in general deep
models are complex, multilayer neural networks
capable of finding more sophisticated and con-
voluted relations between input and labels than
their shallow counterparts. DL models require
less manual work and feature engineering, and
use model’s internal layers to extract features
from the unprocessed data.
In the context of bio- and cheminformatics DL
allows to predict in silico properties that require
much effort to establish experimentally, like de-
tecting functional motives in sequences [15] or
assessing binding affinity for protein-ligand com-
plexes [16,17].
A recent example of a deep model used for
binding site detection is DeepSite [2]. Similarly
to P2RANK, DeepSite classifies each point in a
3D space based on its local environment as be-
longing (or not) to a binding pocket. Probabil-
ities for all points form a 3D density, that can
then be post-processed to get the most probable
locations and shapes of binding sites present in
the structure. Unlike P2RANK however, Deep-
Site uses a deep 3D convolutional neural network,
with an architecture typical for image classifica-
tion problems – set of convolutional layers paired
with max pooling layers, followed by fully con-
nected layers and a final neuron with the pre-
dicted class. Such an architecture allows for the
extraction of features – 3D structural patterns –
that are immediately used by the model to make
predictions.
DeepSite was proven superior to two other
state-of-the-art approaches at the time:
Fpocket [5] and Concavity [9]. The first
one is a geometry-based, whereas the second – a
sequence-conservation-based method. But al-
though DeepSite achieved better results, only
approximately 50% of the predicted pockets is at
most 4A˚ from the actual position of the binding
site. This is not an acceptable standard and
calls for an improvement.
In this work we present a different DL-based
approach for finding binding pockets, inspired by
semantic image segmentation instead of classifi-
cation. Image segmentation aims at locating an
object, or multiple objects, in an image. Out-
put of such a model is a set of scores assigned
to each pixel, where the score denotes the prob-
ability that a given pixel belongs to the desired
object.
In our case, the input is a 3D structure of a
protein represented with a grid that can be ana-
lyzed in the same manner as 3D images, whereas
the desired object is the binding pocket. Our
model called Kalasanty is based on U-Net [18] –
a state of the art model for image segmentation.
We adapted this model to the problem of binding
cavity detection, and added functionalities that
allow to easily generate predictions for protein
structures. The model takes protein structure as
input, automatically converts it to a 3D grid with
features, and outputs probability density – each
point in the 3D space has assigned probability of
being a part of a pocket. Predictions can then be
saved as .cmap or .cube files, that can be later
analyzed in molecular modeling software. Kalas-
anty can also output parts of the protein that
form pockets and save them as .mol2 files.
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2 Methods
2.1 Our approach
In order to solve any problem with DL, it first
needs to be specified in terms of how input and
output are represented. In this work we formu-
late the pocket detection task as a 3D image seg-
mentation problem. This allowed us to use well
established DL methods, originally developed for
2D images.
With this approach both input and output are
represented as 3D grids with the exact same di-
mensions – each grid point in the input has a
corresponding point in the output. The input is
a discretized protein structure with multiple fea-
ture channels describing atomic properties. The
returned output has a single channel with prob-
ability of belonging to the pocket (details in sec-
tion “Data”). Known pockets, which are used
for training and evaluation, are represented with
binary grids, where 1s denote grid points that
belong to the pocket and 0s otherwise.
The model is based on an architecture called U-
Net (see Figure 1), which is a fully-convolutional,
encoder-decoder model that pioneered skip con-
nections (see text below). This kind of architec-
ture prevents from loosing fine-grained informa-
tion about the input which greatly increases the
precision of the resulting segmentations.
Kalasanty was built using the same ideas and
architecture design as the original U-Net. Sim-
ilarly to the original network, it is composed of
blocks consisting of two convolutional layers and
a single max-pooling or up-sampling layer (de-
pending on the side of the “U”). However, Kalas-
anty works on 3D data instead of 2D images,
therefore 3D versions of convolutional, pooling
and up-sampling layers were used. Also, the
number of layers, number of convolutional filters,
and patch sizes were adjusted to match the size
of the input and difficulty of the task.
Kalasanty has 9 convolutional blocks – 4 in the
encoder, one in the bottleneck, and 4 in the de-
coder part of the network. Each block consists
of two convolutional layers with the same num-
ber of filters (32, 64, 128, 256, or 512), kernel
size of 3x3x3 pixels and ReLU activation func-
tion, combined either with a max-pooling layer
(encoder path, left side of the Figure 1) or with
an up-sampling layer (decoder path, right side of
the Figure 1). The two first max-pooling layers
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Figure 1: Kalasanty’s architecture.
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and the two last up-sampling layers have 2x2x2
patch sizes, while layers in the middle have 3x3x3
patch sizes. This way, for input of 36x36x36 pix-
els that was used in this work, feature maps in
the middle of the network (bottleneck, bottom of
the Figure 1) have spacial sizes of 1x1x1 and can
be used as feature vectors.
What is unique about U-Net-like models when
compared with other encoder-decoder networks
it that the information between the two paths is
not only passed through a bottleneck, but also
after each block using so-called skip connections.
The final feature map from each block in the en-
coder is copied and concatenated with the first
feature map in the corresponding decoder block
(orange dashed lines). This allows to better local-
ize features and therefore return more accurate
segmentations.
The model was defined with the Keras li-
brary [19]. Apart from methods needed
for ML-related tasks, we implemented cus-
tom methods for working with the molecular
data: making predictions for molecules; lo-
cating amino acids forming the pockets; sav-
ing the predicted probabilities as .cmap or
.cube files; and saving parts of proteins form-
ing pockets as .mol2 files. Source code and
network’s parameters are freely available at
http://gitlab.com/cheminfIBB/kalasanty.
Models were trained with L2 regularization on
each layer’s weights (λ = 10−5). Also, random
translations and rotations were used during train-
ing to augment the dataset. As the objective
function we used the negative Dice coefficient for
continuous variables:
C(y, t) =
−2∑i,j,k(yi,j,k · ti,j,k) + ∑
i,j,k(yi,j,k + ti,j,k) + 
where y and t are the predicted and target seg-
mentations, (i, j, k) are indices of a grid cell, and
 is a smoothing factor ( = 0.01 was used). Min-
imization was performed for 1.5·106 steps with 10
samples in each batch, and the Adam optimizer
with a learning rate of 10−6 and with default val-
ues for the remaining parameters [20].
2.2 Data
For training and validation of the model the sc-
PDB [21] dataset was used. The database con-
sists of known binding sites, accompanied with
prepared protein structures. Binding sites are
represented both with 3D shapes of cavities gen-
erated with VolSite [22] (which were used in this
study) and amino-acids that form them. VolSite
describes a binding cavity with a set of phar-
macophoric properties arranged on a 3D grid,
based on the properties of the neighboring pro-
tein atoms. Data is stored as mol2 file, with
atoms encoding each property. In this project,
we converted data in the grid to a binary infor-
mation – whether a point in space is part of a
pocket or not. Grid cell (see section “Our ap-
proach”) with such point inside was considered a
part of the pocket.
The database (v 2017) consists of 17594 bind-
ing sites, corresponding to 16612 PDB struc-
tures and 5540 UniProt IDs. The test set was
constructed from a different dataset, one used
for benchmarking by Chen et al. [1] (see be-
low). When assessing the quality of a ML model
it is important to evaluate it using a separate
dataset. Using a different dataset minimizes the
risk that there were some database-related ar-
tifacts, that might have been exploited by the
model. However, it is easy to make a mistake
and have the same protein (with slightly differ-
ent structures) in the training and the test set
as well. This is a common error called data leak-
age which leads to overly optimistic assessment
of a model. In order to avoid data leakage, all
structures of proteins from the benchmark were
removed from the sc-PDB database (481 struc-
tures). Also, 304 binding sites were discarded
because of errors when loading their correspond-
ing protein structures with Open Babel. Finally,
15860 structures, corresponding to 5473 UniProt
entries, were used for training.
Number of structures per protein varied from
1 to 280, with median equal to 1 and mean equal
to 3.26. The dataset contained protein structures
originating from 952 different organisms, from
which the most abundant were human (34.4%),
E. coli (5.6%), Human immunodeficiency virus
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(4.2%), rat (2.9%), and mouse (2.4%). Also, di-
verse protein architectures were well represented,
with 5171 structures of mainly alpha proteins,
2500 of mainly beta proteins, 11758 of alpha-
beta proteins and 53 structures of proteins with
few secondary structures [23]. The dataset was
also diverse from a sequence perspective and con-
tained proteins from 1983 different Pfam families
and 982 superfamilies, protein kinases being the
most frequent.
The data from sc-PDB were split into 10
folds (subgroups containing 1586 structures each)
based on UniProt ID, i.e. all structures of a single
protein must be in the same fold. This setup was
necessary to avoid data leakage during validation.
Putting different structures of the same protein
in different folds would result in having almost
identical training and validation examples, which
might result in unnoticed overfitting, and as a
consequence overoptimistic evaluation and possi-
bly selection of incorrect hyperparameters.
We also analysed binding site similarity across
obtained folds (using Shaper [22] results pro-
vided by sc-PDB) to assure that there is no data
leakage during validation. This setup was used
to train the models with 10-fold cross-validation
(CV). CV results were used to select model and
optimization parameters and assess models’ sta-
bility. The final model was trained on all 10
folds combined to achieve the best possible per-
formance.
As mentioned, for the test set we used struc-
tures from the Chen benchmark [1]. This bench-
mark set contains apo and holo structures for
104 proteins (208 in total). Structures were con-
verted to the format used in sc-PDB to evaluate
the models using the following steps. First, for
each structure ligand(s) and protein were split
into separate files using UCSF Chimera [24]. Sol-
vent and ions were assigned to the protein.
Then, we used VolSite [22] (available in IChem
toolkit) to describe a cavity for each ligand. In
case of apo structures, they were aligned to their
holo counterparts, and then the ligands were used
to select pockets.
For 59 structures (31 apo and 28 holo) out of
the 208 present in the benchmark, VolSite failed
to find a cavity because of its insufficient buried-
ness. Still, the remaining part of the dataset (149
structures with 269 binding sites) offers a valu-
able test set because it contains diverse proteins
not used for training.
We used the final 149 structures with 269 bind-
ing sites to assess the performance of our model
and the performance of the DeepSite model.
Note, that we have no control over the dataset
that was used by [2] and 12 proteins from the
test set have been used to train DeepSite. This
might result in a slightly more optimistic evalu-
ation for DeepSite, but we have decided to keep
those structures so that the test set was larger.
It is important to note, that the results pre-
sented in this work cannot be directly compared
to the ones presented by Chen et al. [1] because
only a subset of the original dataset was used.
Finally, all the resulting protein structures and
segmentations were represented with 3D grids
with 2A˚ resolution. The grids were centered on
a protein center and had 70A˚ in each direction.
Proteins were described with 18 atomic features
used in our previous project [17]. Pockets were
transformed to 3D binary masks with same size,
center, and resolutions as grids representing their
corresponding protein structures.
For 79 (0.5%) entries in the sc-PDB database
this procedure lead to empty pocket grids. Af-
ter manually inspecting several of such cases it
turned out that it affects large protein com-
plexes and less carefully prepared protein struc-
tures (e.g. 1zis, which contains two unbound pro-
tein chains, located far away from each other).
Although such structures may arise in high-
throughput experiments and analyses (like the
one presented in this study), they are highly un-
likely to occur in real-life studies aiming to dis-
cover binding cavities in a protein of interest.
Also, this issue affects a neglectable fraction of
the training data and none of the test examples.
We therefore decided not to modify the struc-
tures, nor the procedure for data preparation.
The data with empty pocket grids were used for
training as negative examples, and skipped in the
validation.
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2.3 Results evaluation
Results obtained with Kalasanty and DeepSite
were evaluated using two popular metrics: DCC
and DV O (discretized volume overlap). DCC is
the distance between the predicted and the ac-
tual center of the pocket. It is typically used to
describe a success rate for the method, i.e. the
fraction of sites below the given DCC threshold.
Similarly to other authors [1, 2, 4], we analyzed
success rates for thresholds up to 20A˚ and con-
sidered pockets with DCC below 4A˚ as correctly
located. DV O, on the other hand, is a more strict
metric comparing shapes of the predicted and ac-
tual pockets. It is the volume of the intersection
of the predicted and the actual segmentations, di-
vided by volume of their union. The two metrics
complement one another, highlighting different
aspects of prediction quality – correct location
(DCC) and shape (DV O) of predicted pockets.
When used together, they provide concise yet rich
description of the results, and allow to analyze
them faster and more objectively than with vi-
sual investigation.
In order to calculate both metrics, predicted
densities were converted to binary segmentations.
For Kalasanty, probability threshold of 0.5 was
used, which was selected based on models’ per-
formance on the validation set. However, we note
that using thresholds between 0.3 and 0.8 leads
to very similar results.
DeepSite predictions were obtained using the
playmolecule.org web-service. Predicted bind-
ing cavities were download as .cube files and
converted to binary masks using the probabil-
ity threshold of 0.4, which was recommended by
DeepSite’s authors.
Following the work of Chen et al. [1], for each
structure only n predicted pockets with the high-
est scores were considered, where n is the number
of pockets present in the structure. Then, each
predicted pocket was matched with the closest
real pocket and DCC and DV O values were cal-
culated. If no pocket was predicted, we used the
worst possible values for the metrics, which were
DV O = 0 (no overlap) and DCC = 70
√
3A˚=
121.24A˚ (the biggest possible distance for a 70A˚
cube).
Additionally we used F1 score – metric typi-
cally used to evaluate ML models for detection
tasks. F1 score combines precision (positive pre-
dictive value) and recall (also called sensitivity) –
its their harmonic mean. Conversely to other
popular metrics used in ML, like accuracy or
ROC AUC, F1 do not require notion of true neg-
ative, which is undefined for detection problems.
We used DCC of 4A˚ as a threshold for true pos-
itives when calculating these metrics.
3 Results
In this study we present two sets of results. In
the first part, we describe cross-validation (CV)
experiments, in which we tested Kalasanty’s sta-
bility and its general properties, using nearly 16k
structures from the sc-PDB database. In the sec-
ond part, we show results for the model trained
on the whole training set and evaluated on the
test set. We also compare it to another DL-based
approach – DeepSite.
For CV experiments, the training set was di-
vided into 10 parts. Then, 10 models were
trained with one fold left out for validation. This
way we were able to evaluate our approach on
the whole dataset, without making predictions
for structures that were used to train a particu-
lar model.
Also, the validation sets were used to moni-
tor the training and to select optimal parame-
ters defining the network architecture and opti-
mization procedure. For each model we observed
a plateau on the learning curve for the valida-
tion set. Results were stable across folds and
we observed similar distributions of DCC values
for each fold (see Figure 2). The variation for
DCC is so small, that 95% confidence interval
for mean estimation almost melts into the mean
curve (Figure 2A). The model did not return any
pockets for 4.7% of the structures (737 pockets,
ranging from 31 in fold 6 to 113 in fold 2). F1
score was equal to 0.69, with recall of 0.66 and
precision of 0.73.
We have also looked for global trends in pre-
diction accuracy and factors, that should be ir-
relevant for the model in order for it to gener-
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Figure 2: Models’ performances on the vali-
dation sets. A) Success rate plot for different
DCC thresholds, averaged over 10 folds. Blue
area around the curve depicts 95% confidence in-
terval. 4A˚ threshold is marked with gray dotted
line. B) DV O distribution for correctly located
pockets (DCC < 4A˚) in all folds combined.
alize well. We had an unbalanced dataset and
the model might have been biased in favor of the
most prevalent types of proteins. Although the
performance differs between different groups of
proteins (see the “Discussion”), we did not ob-
serve any systemic differences between results for
the most frequent types of proteins and average
results. This also suggests that the model did not
overfit to the training set, and that it generalizes
well to new, unseen structures.
Next, we used the best set of parameters and
trained the final model on the whole sc-PDB
dataset (15860 structures). Finally, we evaluated
the performance of this model and DeepSite’s on
the test set. This was a more challenging dataset,
containing proteins from a different source.
As expected, the performance was slightly
worse than the one observed in CV experiments
yet still promising (see Figure 3, panels A and
C). For only 3 structures (1.3%) no pockets were
detected and for 120 of the binding sites (44.6%)
center of the predicted pocket was at most 4A˚
from the center of the real binding site. How-
ever, 5% of correctly located pockets (compared
to 1.5% in the validation set) had incorrectly pre-
dicted shape, resulting in DV O below 0.25. The
F1 score was equal to 0.45 (precision=0.64, re-
call=0.35).
DeepSite performance on the test set was also
worse than CV results reported in [2] (see Fig-
ure 3, panels B and D). When threshold of 0.4
(recommended by the authors) was used, pock-
ets were detected in all structures, but only 64
(23.8%) of them had DCC below 4A˚. What is
more, only 2 pockets in the entire test set had
DV O above 0.5. It is worth noting that simi-
larly to DeepSite’s authors we did not observe
significant changes in the results when different
thresholds between 0.3 and 0.6 were used. The
overall F1 score was equal to 0.26 with precision
of 0.36 and recall of 0.20.
4 Discussion
In order to better understand the difference be-
tween Kalasanty and DeepSite, we analyzed if
the two models make similar mistakes (see Fig-
ure 4). Although the general trends are simi-
lar and same proteins were problematic for the
two models, Kalasanty correctly detected almost
twice as many pockets as DeepSite (44.6% vs
23.8%, respectively). Also, for 84.6% (115 out
of 136) of pockets detected by at least one of the
models, Kalasanty had lower DCC than Deep-
Site.
This difference in performance is probably
caused by the fact, that DeepSite tends to re-
turn more voluminous predictions (Figure 5). Al-
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Figure 3: Models’ performance on the test set. A) and B): Success rate plot for different DCC
thresholds for Kalasanty and DeepSite, respectively. 4A˚ threshold is marked with gray dotted line.
C) and D): DV O distribution for correctly located pockets (DCC < 4A˚) for Kalasanty and DeepSite,
respectively.
though there is no single definition of a bind-
ing site (should it be a group of amino-acids,
or a void between them?), the two models were
trained on the same dataset so this comparison
is justified. After converting densities into bi-
nary predictions, pockets returned by DeepSite
are on average twice as big as those predicted
by our model. It also explains the discrepancy
between DCC and DV O results for DeepSite –
even correctly located pockets are usually too big
and their shape is not modeled accurately.
Interestingly, for two proteins – L-histidinol
dehydrogenase (UniProt ID: P06988, PDB IDs:
1k75 and 1kae) and 7,8-dihydroneopterin aldolase
(UniProt ID: P56740, PDB IDs: 1dhn and
2nm2) – DeepSite correctly located all pockets
in both holo and apo structures, while Kalasanty
completely missed them (see Figure 4A).
We investigated what is the root of the ob-
served differences in those two specific cases. We
were interested whether poor results for the two
proteins are a part of a bigger trend and can
be explained by our model’s inability to pre-
dict pockets for a particular group of proteins.
Unfortunately such analysis is hampered by the
test set size which is too small to perform statis-
tical analysis. We therefore analyzed relation-
ships between protein properties (superfamily,
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Figure 4: Comparison between DCC values achieved by DeepSite and our model: A) on the whole
test set and B) zoomed-in on high-quality predictions. Each point corresponds to DCC values
obtained with the two models. Binding sites for which U-Net did not return predictions are depicted
with red crosses at the top of the image. Structures that were used to train DeepSite are colored
with orange. Gray area marks 5A˚ difference in both directions from the diagonal (same predictions
for the two models). Predictions for L-histidinol dehydrogenase and 7,8-dihydroneopterin aldolase
are marked with ellipses and annotated with proteins’ short names (HDH and DHNA, respectively).
Figure 5: Binding site probability density for cAMP-specific 3’,5’-cyclic phosphodiesterase 4D
(UniProt ID: Q08499, PDB ID: 1tb7) predicted with A) Kalasanty and B) DeepSite. VolSite repre-
sentation of the binding site (ground truth) is depicted with points, while prediction with a mesh.
fold, source organism, length and size of the bind-
ing site) and prediction quality using CV results.
From these experiments we indeed can observe
higher DCC values for both superfamilies when
compared to the rest of the dataset (Supplemen-
tary figure S1, panels A and B). We also observed
significant differences for both source organisms
(Supplementary figure S1, panels C and D). How-
9
ever, we cannot determine if those are causal re-
lationships, or is there some other underlying fac-
tor, correlated with these two properties.
To summarize, we hypothesize that poor re-
sults for the two proteins might be related to
some systematic errors in predictions made for
such types of proteins.
5 Conclusions
In this work we presented Kalasanty – a neural
network model for detecting binding cavities on
protein surfaces. Kalasanty was trained and vali-
dated with the sc-PDB database and additionally
evaluated on an independent test set. We com-
pared Kalasanty with DeepSite which was proven
better than Fpocket and Concavity – one of the
best conventional methods for binding site pre-
diction. Results show that our model achieves
high accuracy and is able to locate pockets more
precisely than DeepSite (44.6% and 23.8% cor-
rectly located pockets from the test set, respec-
tively). What is also important, Kalasanty is sta-
ble and cross-validation results are comparable to
those obtained for new data (not used for train-
ing nor validation).
However, it should be noted that the sc-PDB
dataset contains only deep cavities, which tend
to have better properties (druggability). Model
trained on such a dataset is not able to detect
binding sites that are located on flat surfaces.
To obtain such a model, different datasets should
be acquired which is out of the scope of this
study. ] Kalasanty is able to find multiple bind-
ing sites for a single protein. However, if they are
closely located the current post-processing pro-
cedure might merge them into one pocket. A
possible extension of this approach would be to
look for local probability maxima around which
candidate binding sites would be constructed.
Kalasanty was implemented in Python and
the architecture was defined using the Keras
library. Source code, together with trained
model and helper scripts are freely available at
http://gitlab.com/cheminfIBB/kalasanty. The
repository can be also used to launch online
demo, allowing to test Kalasanty through the
web browser on a molecule of interest, without
the necessity of installation nor registration. The
network was supplemented with additional meth-
ods that allow for making predictions directly for
molecules, and handle all necessary preprocessing
under the hood. Predictions can then be saved as
.cmap or .cube file and visualized in molecular
modelling software.
Although Kalasanty is a deep neural network,
using it does not require GPU. GPU is crucial
for training, but not for inference. It takes 5 sec-
onds to load the model and a second to make a
prediction on a Intel Core i7 CPU. This makes
Kalasanty accessible for all researchers.
Kalasanty is based on U-Net – a state-of-the-
art neural network architecture for semantic seg-
mentation, originally developed for 2D medical
images. We adapted the U-Net to process 3D
protein structures and provided the model with
input relevant for the task of identifying binding
cavities.
Deep learning methods gained popularity in
the recent years because of their flexibility and
potential for capturing complex relationships
hidden in the data. The field of deep learning
is ripe with noteworthy ideas that have already
been tested in disciplines such as computer vi-
sion and sequence modelling. Therefore, this
work can also be seen as an example of adapting
deep learning methods developed in other fields
to structural bioinformatics.
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Figure S1: Relationship between prediction accuracy and protein properties: superfamily (A), fold
(B), and source organism (C and D). “n” denotes number of binding sites in each group. p-values
were calculated with Mann-Whitney U-test.
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