Internal control evaluation is a critical component of the overall audit process, mandated by auditing standards worldwide. These standards divide internal control structures into a number of elements, summarised as the control environment, information systems, and control procedures. Significant research exists as to auditors' evaluations of internal controls. However, little work appears to consider the elements' inter-actions and relative significance.
The Relative Effects of Elements of Internal Control on Auditors'
Evaluations of Internal Control
INTRODUCTION
The publicity generated by recent corporate collapses [1] has highlighted the importance of appropriate corporate governance procedures for business entities. In the past 10 years the accountancy profession and regulatory bodies worldwide have devoted significant resources aimed at assisting economic entities achieve their goal of satisfactory corporate governance.
In the United States in 1992 a set of documents entitled Internal Control-Integrated
Framework was issued by the Council of Sponsoring Organisations (COSO) of the Treadway
Commission. This report included a proposed five element model that organisations should adopt to ensure an adequate internal control structure. A communality in all four reports is the conclusion that an adequate system of internal controls is critical to good corporate governance. When considering an appropriate internal control system it is important to understand: (i) what is meant by internal controls; (ii) the 5 Current auditing standards include general statements such as: "The division of the internal control structure into the three elements … facilitates discussion of its nature and how it might be considered during the audit" (AUS 402.16 [4] , emphasis added). Similarly, prior research (discussed below) has not studied the relative importance of the component elements or consequential effects of one element on the other. Paragraph 35 of AUS 402 suggests the consideration of consequential effects: "…….When the control environment is weak, the auditor will often assess control risk as high for all assertions except those where strong and independent control procedures mitigate the effect of the control environment" (emphasis added).
This study extends the current literature through its attempt to better understand the process of internal control evaluation and to identify auditors' attitudes towards the relative importance of the component elements of internal control structures. If there appears to be a significant difference in their relative importance, then a policy issue such as reviewing and possibly revising professional auditing pronouncements might be warranted.
Third, studying the relative importance of internal control elements may result in future research becoming more focussed on the critical aspects of internal control with less emphasis on more peripheral aspects. For example Felix Jr. (1998) considers most internal control research to have concentrated on control activities to the detriment of other internal control elements such as the control environment and monitoring activities. In his review of the more recent internal control evaluation literature, comments such as the following by Felix Jr. (1998) , suggest that most of the research into internal control evaluation has not, paradoxically, assisted internal control evaluation. Rather, it appears to have assessed auditors and their behaviour.
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Research that contributes to our understanding of the role of internal controls in either the management of the enterprise or external auditing has been sparse. Most research that has appeared in the last ten years with internal control content has been focused on auditor judgements rather than use of enterprise internal controls in management or auditing (p.8).
This study tests two propositions. First, it investigates how auditors assess internal controls generally. Second, it investigates the relative importance of the elements of the internal control structure. The results of the experimental study including 94 auditors suggest: (1) auditors evaluate the reliability of internal control as weak if an element of the internal control structure is weak, and (2) auditors attach more importance to the control environment element of the internal control structure, which has subsequent effects on the other elements of the internal control structure.
The remainder of this paper is therefore structured as follows. The next section deals with definitions of internal control structure, its constituent elements and their inter-relationship.
Prior research into internal control evaluation is then examined, and the proposed extension to this research, namely focussing on the relative importance of the component elements, is identified. Two research propositions are then discussed. One hypothesises auditors will assess weak internal control structures as less reliable and the other hypothesises auditors will be most affected by a poor control environment element. The next two sections describe the empirical studies undertaken and results obtained. The final section discusses the conclusions derived from the findings. 
BACKGROUND TO STUDY
Definitions of Internal Control Structures and Constituent Elements
Regulatory commissioned reports such as the United Kingdom's Cadbury Committee, (1994 p.1) note that a proper internal control structure is critical in order to provide reasonable assurance in three areas: effective and efficient operation, internal financial control, and compliance with laws and regulations. Similar pronouncements are contained in reports issued by the Treadway Commission (COSO 1992) , the Canadian Criteria of Control Committee (CICA 1994) and Professor Ramsey (2001) in Australia. Recent regulatory changes in the United States such as the Sarbannes-Oxley Act (United States Congress, 2002) and CLERP 9 (2002) proposed reforms in Australia also highlight the importance of good corporate governance procedures including adequate internal controls. These pronouncements suggest internal controls are important considerations in the external audit process. The audit profession views the internal control structure of an organisation as: "Management's philosophy and operating style, and all the policies and procedures adopted by management to assist in achieving the entity's objectives" (AUS 402.10).
This view further suggests the internal control structure comprises various elements, as managements' philosophy and operating style is quite distinct from specific control policies and procedures. However, managements' philosophy and operating style are likely to influence the design and implementation of specific control policies and procedures (Felo, 2001 ). As per Table 1 , the review of pertinent auditing standards in Australia, the U.S. and the U.K. demonstrates a consensus as to the principal elements of an internal control structure. Table 1 identifies the elements. There is significant comparability overall which not unexpectedly is consistent with the International Standard of Auditing (ISA 400 -Risk Assessment and Internal Control) issued by the International Federation of Accountants (IFAC). For the sake of brevity, references to the Australian standard (pre Dec. 2004 ) will be made in the remainder of this paper. The elements can therefore be summarised into three, the control environment, the information system and control procedures.
Related Empirical Research
Research into internal controls has been summarised by Felix and Niles (1988) , Dirsmith and Haskins (1991), and Trotman (1998) . Felix and Niles (1988) noted 19 studies on documentation and learning about internal controls, 16 studies concerning planning and evaluation and 24 studies concerning re-evaluation. They concluded that although research to date was reasonable, significant gaps existed in areas such as relating internal control evaluation to audit procedures and financial statement reliability. Dirsmith and Haskins (1991) categorise studies in auditing into two sectors, structured (mechanistic) or judgemental (organic). The `structuralists' argue that structure can be effectively substituted for judgement. To this end they have therefore supported research in areas such as the development of complex decision aids for use in the audit process, one component of which is, internal control evaluation [5] . Trotman (1998) identifies many studies of what he terms judgement and decision making (JDM) research in auditing. Trotman (1998) concludes this research has been beneficial but he identifies several areas for future research, such as how better training techniques can lead to better decision making in judgement areas such as internal control evaluation.
Many significant empirical studies exist in the area of internal control evaluation and most offer scope for further research. There follows a review of some of these studies with an emphasis on how the current study can hopefully expand the knowledge base in the area. Lea et al. (1992) developed a sophisticated conceptual model of the risk assessment process at the assertion level for account balances. In terms of the three elements mentioned previously, this equates to evaluating control procedures first, then information systems and finally the control environment. Smieliauskas (1992) , in discussing Lea et al. (1992) , comments that current audit practice usually assesses control risk in the opposite direction, not from the bottom up but from the top down, that is, the control environment is evaluated first, followed by the information systems and then the control procedures. We address this external validity threat in our study. Gadh et al. (1993) developed a prototype model for evaluating internal control systems. In reviewing this work, Houghton (1993) argues the Gadh et al. (1993) model does not deal adequately with the control environment element of the entity's internal control structure.
Similarly, Chang et al. (1993) developed what they termed an assumption-based truth maintenance system (ATM) to model auditor decision making on internal control environments. Again, this model mentioned but did not evaluate the control environment and the accounting information system elements and was deemed too narrow in focus [6] . We address the limitation in Gadh et al. (1993) and Chang et al. (1993) through a more comprehensive study of the elements of the internal control structure. Emby (1994) , in investigating the effect of internal control assessment on the extent of substantive testing, asked practicing auditors to assess an internal control system. His description of the internal controls over inventory focuses on the detailed methods and procedures adopted by the firm (elements (2) and (3) in Table 1 (Barr, 1994, p.116 ). 
PROPOSITIONS
Proposition 1
It is well established that auditors must assess the internal control structures of the entities they audit in order to effectively plan the audit and develop an effective audit approach (for example, AUS 402.02). Research (for example, Mock and Turner (1981) , Libby and Libby (1989) , Ashton (1974) , Hamilton and Wright (1982) , Nichols (1987) , and Srinidhi (1994)) Formatted: Indent: Left: 1.27 cm has observed that weaknesses in internal controls reduce auditors' reliance on them. This is because weak internal controls are unable to prevent errors in financial statements (Wallace and Kreutzfeldt (1995) . Consequently, auditors increase substantive testing to gain sufficient appropriate audit evidence upon which to form an opinion.
The first part of this study involves auditors evaluating internal control structures of two fictitious entities. One of the three elements of internal control (either control environment (CE), information system (IS) or control procedures (CP)) is set weaker in the second company than in the first. This will therefore weaken the whole internal control structure.
Based upon the above discussions, P1 proposes the following:
P1:
Auditors assessment of internal control will vary with the objective manipulation of the strength of the internal control.
Proposition 2
As discussed above, the internal control structure of an entity comprises three elements. Each element is made up of factors (listed at Table 2) which auditors assess to evaluate the reliability of that individual element and then they evaluate the overall internal control structure. Table 2 Here Considering their relative importance, commentators such as Barr (1994) , Houghton (1993) , Reimers et al. (1993) and Marden et al. (1997) conclude CE factors comprise the most important element of an internal control structure. Lemon et al.'s (2000) review of current trends in auditing demonstrates a shift in audit procedures away from voluminous tests of details (of transactions and balances) to increased testing of high level controls (such as management monitoring). This occurs as part of the "business risk" audit approach as opposed to the traditional "systems based" audit approach. Similarly, Bell et al.'s (1997) monograph describing the new audit approach adopted by KPMG notes increased emphasis in the audit process on assessing and monitoring management controls as opposed to performing detailed tests of controls and procedures. This demonstrates an increased emphasis on control environment factors and reduced emphasis on detailed tests of controls or substantive tests. Accordingly, in this study it is anticipated auditors will assess as less reliable a company with a weak control environment as opposed to a company with a weak information system or weak control procedures. The second proposition is therefore stated as follows:
P2: In performing overall internal control evaluations, auditors will consider weaknesses in the control environment (CE) element as more significant than weaknesses in the information systems (IS) element and weaknesses in the control procedures (CP) element.
DESCRIPTION OF STUDY
Subjects
94 practicing auditors from five audit organisations [7] participated in the study. Two "Big 5" (as then, now "Big 4") firms, two second tier firms and one State Auditor General's (AG) office provided the participants. They ranged from partner level to audit assistant -with at least one years' work experience -and their length of audit experience varied from 1-31 years with a mean of 7 years [8] . Two firms ran the experiment as part of a firm training seminar under supervision by one of the researchers. Three firms could not comply with this and so had the evaluations completed via internal mail. This was agreed to as it ensured the high quality and appropriate quantity of respondents was guaranteed. Each subject was sent a copy of the survey instrument (abridged description in Appendix 1) with instructions to return them to the researchers (aggregate response rate for the mail outs was 36%) [9] .
Experimental Task
Each participant was given a survey instrument which necessitated them performing three internal control structure evaluations. The internal control structure of one fictitious company, Chopin Ltd (Co C, the control company) -abridged description in Appendix 2 -was evaluated twice by all participants. They evaluated the internal controls using their current firm's procedures and using a prototype matrix model of evaluation (the order was balanced). This was considered a critical validity check to justify interpretation of the subsequent testing of propositions 1 and 2. It also assisted in testing for any possible learning effects (discussed below).
The matrix approach listed the three elements of internal control and the varying factors auditors assess in evaluating the elements. These are summarised at Table 2 above. The subsequent descriptions of the companies used in the experiments covered all 18 factorsand the individual items comprising each factor -of the three elements of internal control listed in the auditing standards. For example, referring to Co. C at Appendix 2, the first page and a half contains a description of Co. C, similar to the description of a client company any auditor would obtain from the Knowledge of Business (KOB) section of the audit file. This was done to make the case study as realistic as possible. Sufficient information was provided to cover the 32 individual items comprising the seven factors [10] of the control environment Deleted: mailouts element of internal control, identified at Table 2 . This information was used by the subjects to complete the CE matrix (matrix 1.1 in Appendix 1) of the survey instrument.
The next two and a half pages gave a description of the accounting information system and the control procedures operating in the purchase ordering and receiving section of the company. Here again sufficient information was given to cover the nine individual items comprising the five factors [11] of the information system element of internal control and the 13 individual items comprising the six factors [12] of the control procedures element of internal control. The information was presented as it would appear in the systems description section of the current audit file of a client. This information was used by the subjects to complete the IS and CP matrices (matrices 1.2 and 1.3 in Appendix 1) of the survey instrument. Subjects then completed their overall assessment of the internal control structure at matrix 1.4.
Participants also evaluated the internal control structure of Co. C using their current audit firm's procedures. They recorded this evaluation in matrix 2 of Appendix 1. How they arrived at the reliability rating they gave to an element using the firm method may have been completely different to how they arrived at a rating using the matrix method. They may have considered some or all of the elements listed in the matrices, or they may have considered additional elements and used checklist templates or other software tools. They may have considered the elements individually or in total before arriving at a final rating. Matrix 2 simply summarises the results of their deliberations using current firm procedures. Each firm has differing techniques. Confidentiality constraints precluded the researchers from obtaining descriptions of exactly how the firms evaluated internal controls. This validity test, comparing the two evaluations, provides a strong basis for evaluating the results of testing propositions 1 and 2.
Each participant then evaluated the internal control structure of a second fictitious company, one of three, randomly assigned. They were given a full description of that second company and the significant accounting area within, again purchase ordering/receiving. The strength of some of the individual items was varied in the second company, so one element of internal control was relatively weaker than its corresponding element in Co. C, the first company they had reviewed. Therefore, the four companies had different levels of internal control strength as per Table 3 . Having evaluated all the information, the subjects then completed four reliability matrices, 2.1 to 2.4, (similar to matrices 1.1 to 1.4 as per Appendix 1, but with a different company heading) for their second company. 
Variables
The independent variable studied was the strength (strong or weak) of the three internal control elements (comprised of 18 factors and various items comprising those factors) of internal control structure, as per Table 3 above. Every item was set at two levels, one which had strong control features and one with those control features removed or reduced (weak). Table 4 provides an example of the manipulation for three items comprising one control environment factor. The terms strong and weak only have meaning relative to each other. Co C has got predominantly strong control elements throughout, i.e. all three elements (and the factors and items comprising them) have been set at the higher level of reliability [13] . The other three companies were then manipulated appropriately as per Table 3 . Table 4 Here
The dependent variables were the reliability ratings the participants assigned to the 18 individual factors of the internal control structure, the three summary elements and one overall evaluation of that structure. It was decided that all factors should be evaluated using a numeric scale, with a nine-point spread from 1 (unreliable) to 9 (highly reliable) [14] to assist with subsequent data analysis. As different audit firms use differing terminology, it was considered the numeric scale would be less ambiguous than a linguistic spread (such as low, moderate, high). A nine point scale also enables greater variability in responses to be assessed and allows for greater precision in measurement than a crude three point scale.
Research Design and Analysis
The study data yielded a true experimental design, namely a within subjects design (to test proposition P1) and a between-subjects design with random allocation to one of three treatment conditions (to test proposition P2). Details of final numbers obtained, by each type of survey instrument, are listed in Table 5 . As mentioned above, the validity check -2 evaluations of Co. C -was performed with the order balanced. This, therefore, necessitated six variations of the survey instrument (a balanced order of firm or matrix evaluation of Co.
C first and then random allocation of Co. L, M or N as the second entity to evaluate). A full factorial design, with subsequent balancing of the order in which the companies were evaluated would have necessitated 12 variations of the survey instrument and double the number of required participants. This was deemed impractical and therefore not performed but is noted as an area for future research. 
Manipulation Checks
As mentioned above, the strength of the 18 factors of internal control structure could be set at two levels. For the purposes of testing the two propositions the various factors (7, 5 and 6 respectively) which comprise the 3 elements of internal control structure, were all set at the same level, within that element. However, to avoid the threat of the respondents falling into a "pattern" effect (response bias) occasionally one or two factors comprising an element were set at the weaker level. Appendix 3 demonstrates the five factors weakened in Co. C.
Similarly, factors were weakened in companies L M and N. The factors weakened were the same in each company i.e. every participant got the same version of whichever companies they reviewed in their version of the survey instrument. The reliability rating of these factors was subsequently compared to the ratings they gave all other factors in that element to see if they assessed them as weaker.
RESULTS
Initially the results of the validity check and the manipulation checks are considered. This then allows for review of the results of the propositions testing with impunity. Considering the validity check (two evaluations of Co. C with the order balanced), two groups exist for which we can compare the evaluations participants gave to Co C using their firm methodology and the matrix approach. Referring to Appendix 1, this is done by simply comparing the last line of matrices 1.1 to 1.4, to the ratings they assigned in matrix 2. Table Table 6 Here Pairs 1-4 represent those who performed the firm evaluation method first and then the matrix method and pairs 5-8 represent those who did it in reverse. Of the eight pair-wise comparisons six showed no significant difference. The two that were significantly different (pairs 7 and 8) both ranked the control procedures element and therefore the overall evaluation at a lower reliability level using the matrix method. This is possibly because the matrix approach entails a detailed item-by-item evaluation before a final result is reached whereas the firm approach may have taken a more overall review of the area before providing an evaluation. Individual weaknesses may therefore have caused a more conservative approach using the matrix method. Overall however the results appear quite consistent. This therefore adds strongly to the validity of the study. It also shows little evidence of any learning effects [15] . It is not clear in which direction, if any, learning effects would change the assessments from t1 to t2, i.e. more or less reliable. However, little change has occurred. Considering the subjects were experienced auditors who perform internal control evaluations on a regular basis it was not considered learning effects would be apparent in this study. The result of six out of eight evaluations being consistent, with only two related exceptions also deviating in the same direction, appears to attest to this expectation. It was therefore considered highly unlikely learning effects would affect the participants' subsequent evaluations used to assess P2.
As regards the manipulation checks, Appendix 3 lists the mean scores for all 18 individual factors of Co. C ranked by the participants. T-tests were performed, comparing the means of the manipulated factors (in bold) to the overall rating allocated to the particular element to which that factor belonged. Co. C had thirteen factors set at predominantly strong levels of internal control and five set at the weak level. All five factors were ranked lower than the overall mean of the element they belonged to, three significantly so. Similarly for Cos. L, M and N which had three, four and three (respectively) factors manipulated to a weak level, nine of the ten factors yielded a reliability score lower than the mean for the element they were derived from, four significantly so. In summary, 14 of 15 manipulation checks resulted in the manipulated factors being ranked lower than the mean score for the element of which they were a member, seven significantly so [16] . It is considered these manipulation checks contribute to the validity of the study.
The results of testing both propositions are summarised at Table 7 . Considering P1 in the first instance, it was anticipated auditors would assess as less reliable the internal control structure of an entity with weaknesses therein, as opposed to an entity with strong internal controls throughout. Similarly it was anticipated they would assess as less reliable an individual element of internal control which contained weaknesses, as opposed to a strong element of internal control. By performing matched pair t-tests on the overall reliability score, and on the score of the weakened element of internal control the auditors gave to the second company they evaluated, with that which they gave to Co. C, we can ascertain whether auditors adjust downwards their overall planned reliance on internal controls and their planned reliance upon the weakened element, when they identify weaknesses in an internal control structure (within subject). This occurred in all cases.
Considering the second proposition, if P2 were to be supported, there would be more noticeable effects on the evaluation of Co. N (in which the control environment element had been weakened) than Co. M (in which the information system element had been weakened) and Co. L (in which the control procedures element had been weakened). By comparing the overall scores for the three companies assessed in the second instance and their individual elements therein, by all participants, we can ascertain which internal control element (CE, IS or CP) has the most significant effect on overall internal control evaluation (between subject). A review of the results in Table 7 partly supports P2 [17] as the following discussion demonstrates. Table 7 Here In Co. L the CP element had been weakened as opposed to its strength in Co. C, the benchmark company. The effect, as documented in Table 7 was a significant reduction in participants' assessment of the reliability of the CP element of the internal control structure.
Subjects also considered this to have an effect on their assessment of the reliability of the IS element of the internal control structure as well, as this was also significantly reduced. The combined effect was a significant decrease in assessment of the reliability of the whole internal control structure as well. However, the weak CP element had no effect upon their evaluation of the CE element of the internal control structure. A discovery of a weakness in the CP element affected the evaluation of two of the three elements of the overall internal control structure in performing the final overall evaluation.
In Co. M the IS element had been weakened as opposed to its strength in Co. C, the benchmark company. The effect, as documented in Table 7 , was a significant reduction in assessment of the reliability of the IS element of the internal control structure. Also, assessment of the reliability of the overall internal control structure was reduced by a significant amount. However in this instance, the weakness in the IS element did not affect the respondents' evaluations of the other two elements of internal control. A discovery of a weakness in the IS element affected the evaluation of only one of the three elements of the overall internal control structure in performing the final overall evaluation.
In Co. N the CE element had been weakened as opposed to its strength in Co. C, the benchmark company. The effect, as documented in Table 7 was a significant reduction in the assessment of reliability of the CE element of the internal control structure. Subjects also considered this to have an effect on their assessments of reliability of both the IS and CP elements of the internal control structure as well, as these were also significantly reduced.
The combined effect was a significant decrease (p < 0.01) in assessment of reliability of the overall internal control structure. The results of the study at this point appear to support the concept of CE being the most significant element of internal control structure, as the discovery of a weakness in the CE element affected the evaluation of all three elements of the overall internal control structure in performing the final overall evaluation.
The extent to which any of the three elements has been weakened, in relation to the other two, cannot be accurately assessed. The variation of CE, IS and CP can only be measured on ordinal scales. None can be measured on an interval or ratio scale. Therefore, we cannot conclude (for example) that CP has more effect than IS or CE factors simply by looking at the raw scores on Table 7 and saying that 3.13 is the lowest mean score. What appears more significant is the effects as noted above, i.e. the effect a weakening in one element has on the assessment of the other two elements and then the overall assessment. Such effects are approximated through effect size analyses.
We estimate the degree to which the reliability ratings differ across the three treatment conditions. To estimate the effect of such differences, we compute the effect size (d) statistic (Cohen 1988) . The d statistic is reported in italics in Table 7 . The d statistic reveals the effect of the manipulation of CP (Co. C v Co. L) on IS is 0.765 and on the overall evaluation is 1.545 whereas the effect of the manipulation of CE (Co. C v Co. N) on IS is 0.658, on CP is 0.430 and on the overall evaluation is 1.206. The combined effect of CE on the other two elements is 1.088 compared to the combined effect of 0.765 of the former. Thus, it is inferred that weaknesses in the control environment have a more pervasive effect on other elements of the internal control structure and thus much greater impact on the evaluation of the overall internal control structure.
In summary therefore, proposition P1 can be said to have been supported. Referring to Table   7 , in all three cases, when an element of internal control was weakened, auditors reduced their assessment of the reliability of that element and their assessment of the reliability of the overall internal control structure as well. Proposition P2 can be said to have been partly supported. Again referring to Table 7 , the effect of weakening the control environment element can be seen to affect the evaluation of all three elements as well as the overall evaluation. Weakening the other two elements did not have as significant an effect. This would seem to confirm interaction effects.
SUMMARY AND CONCLUSIONS
This study attempts to assess the elements auditors consider have the most significant effect upon internal control evaluations. Practicing auditors evaluated internal control structures in four fictitious entities, the elements of which had been set at differing levels of reliability.
The purpose was to test two propositions, whether auditors would assess weak internal control structures as less reliable than strong structures and whether auditors' assessments would be most affected by control environment factors. A weakness in the control environment element appeared to have the most significant effect on overall evaluation as it impacted upon evaluation of all other elements as well.
The findings of this study have implications for the auditing profession. As mentioned earlier, the issuing of International Auditing Standards and International Auditing Practice Statements by the IFAC (IFAC, 2002) continues. It would appear critical that these standards, including any issued on internal control evaluation, reflect best practice. In a "business risk" audit environment, discussed earlier, emphasis on internal control evaluation focuses on control environment factors. Yet already some commentators have queried whether "business risk" auditing is a better methodology (refer for example to Porter et al. (2003, p.34-35) . How therefore should auditing standards on internal control evaluation address the relative importance and interactions of elements of internal control?
Similarly the three regional auditing standards on internal control reviewed in this study may benefit from review. the order in which they should be assessed. Evidence from practicing auditors in this study tends to suggest there may be an order of importance. It would appear that assessment of reliability of CE factors has an impact on assessment of the other two elements. So should it be evaluated first?
Second, consider UK and US pronouncements and particularly their references to lack of concern over policies/procedures not directly related to financial statement assertions (SAS 300) and lack of relevance of certain management decision-making controls, during the References to the elements of an internal control structure, their relative importance, the order in which they need to be assessed, and their interactions may all need to be addressed.
The findings of this study also carry ramifications for auditing academics, particularly as regards future research into internal control evaluation. It would appear more focus is needed in the area of factors that affect auditors' evaluation of internal control structures, their interactions and order of assessment. Current needs of auditing professionals may lie more in this area. Previous research in the area has tended to focus on auditor judgements. The control environment element of internal control structure is a specific area that appears in need of more research. Marden et al.'s (1997) study is one of the few to concentrate on control environment factors. It would appear that further research investigating how the CE interacts with the other internal control elements, during auditors' judgements, would be beneficial. Also, is there a similar order of importance in which the factors comprising the control environment element need to be addressed?
Like all experimental research in auditing, this study contains a number of limitations. First, as mentioned in the discussion on the importance of control procedures, only one significant accounting area has been tested. Whether or not the results would be the same on all other significant accounting areas, especially as they become more complex, requires further testing. Second, in order to obtain a suitable number of participants, there is a preponderance of large firms represented. Whether the results obtained would apply to audit firms operating in the small business audit environment would again require further testing. Third, practical internal control evaluation involves a two-step process whereby the initial assessment is reviewed by a superior and may be re-evaluated based upon the benefits of that review. The experiments in this study could not in practical terms take such a review process into account.
Fourth, one of the major aims of this paper was to ascertain which are the most important elements of internal control structure. The internal control evaluation matrices used in these case studies, listed the control environment factors first, the information system factors second and control procedures factors third. Much has been written in audit literature concerning "order effects" [18] . The results of this study may have been different had the element matrices been listed in different order. But to test this would have necessitated a very large number of participants (180 = 3x2x30). This difficulty was deemed insurmountable.
Similarly, the order in which the companies were evaluated could be reversed to see if this resulted in different outcomes. Future research could be used to test for any possible order effects in these areas. Finally, the internal control evaluation method used was a numeric scale. As noted above, many audit firms use linguistic scales to record such evaluations.
Subjects may therefore have been less certain in their assessments, being unused to the recording scale. Again this might be studied in future research. Lemon et al. (2000 p.10 ).
Endnotes
[3] Or "audit risk model" approach as defined by Lemon et al. (2000 p.9 Peters et al. (1989) and Wand and Weber (1989) [6] Peters (1990) had previously developed a computational model that would generate risk hypotheses for account balances, which was similarly self-critical.
[7] All "Big 5" (as then, now "Big 4") firms were invited to participate, plus a sample of second tier firms and the State Auditor-General's office (being the largest employer of auditors in the State). Many firms declined. The researchers selected the five largest firms who volunteered. Subsequent data analysis revealed no significant differences between the firms' results (F = .638, not significant when comparing overall evaluation of internal control structure across five firms). For brevity, all entities (including the AGs office) are referred to as firms.
[8] Subsequent data analysis revealed no significant differences between the results of the more experienced (> 2 years) and less experienced (< 2 years) auditors. (F = .147, not significant, when comparing overall evaluation).
[9] As per endnote [7] subsequent ANOVA revealed no significant difference between the 5 firms. Therefore the data collection method used did not cause any variation. The researchers have no reason to believe those who did it by mail out would have answered differently under supervision or that non-respondents would have differed from respondents, as there was nothing to gain by answering in any perceived correct manner.
[10] Assessing the seven individual factors actually encompass consideration of at least 32 items, as per AUS 402.19. For example when assessing factor (i) -management's philosophy and operating style -auditors assess the following, prior to decision making: methods used to select accounting policies; systems for monitoring and enforcing control procedures; and the conscientiousness with which accounting estimates are developed.
[11] For example, the evaluation of "database contents" necessitates identification of five items: major transactions; how they are initiated; relevant accounting records; applicable documents; and relevant accounts in the financial statements. (AUS 402.20) . [12] AUS 402.22 lists 13 examples of specific control procedures, splitting the authorisation procedures factor into two items (authorising changes to programs and authorising access to data files) for example.
[13] Except for five (of the 18) items, which were set at less than maximum reliability, to avoid subjects falling into a "pattern" effect. These "manipulation checks" were subsequently tested and are discussed below.
[14] Whittington and Margheim (1993 p.55 ) used a nine-point Likert scale, anchored with the words "not reliable" and "very reliable" in a study of external auditors' evaluations of internal audit departments. As both the subject matter and experimental design were similar to this study it was decided to use a 9-point Likert scale.
[15] For a detailed discussion on learning effects and how they are seen to reduce as more experiments are added refer to Iselin (1989) .
[16] In only one instance did a factor receive a mean score higher than its anticipated score (i.e. greater than the overall score for its element) and this score was not at a significant level.
[17] Before evaluating the results it is important to note an ANOVA comparing the three groups, showed no significant difference between the three in their overall evaluation of Co. C. (F = 1.68, not significant). Hence there is no reason to consider the group who were randomly assigned Co. L as their second company would be significantly different from those assigned Co. M or Co. N.
[18] Anderson (1981) describes order effects as the phenomenon whereby the same variables can result in a different judgement or decision, depending upon the order in which the variables are presented. For a review of relevant literature in this area refer to Trotman and Wright (2000) . 
Knowledge of Business
(Contains one page)
The company operates with a medium size board of directors, six (6). Four (4) are heavily involved in the day to day running of the company and there are 2 non-executive directors. The directors and managers ……………….
Your review of the company's accounting and information systems section of last year's file reveals the following.
Accounting and Information Systems (Contains one page)
The general ledger is maintained on a main frame computer. All software packages …..
(Note: Purchase ordering and receiving has been assessed as a material transaction cycle.) Your review of the transaction cycles systems notes in the purchasing and receiving area, reveals the following description.
Purchasing and Receiving
Purchasing
(Contains one page)
A computer-generated Re-Order List (ROL) is printed every fortnight. This shows ………..
Receiving
(Contains one page)
Goods and supplier delivery dockets are received from suppliers by Barry, the storeman. Barry checks ……. Pairs 1-4 performed Firm evaluation first, then Matrix. Pairs 5-8 did it in reverse order. (* = 2 figures in bold are significant at 95% level. 6 figures not in bold are not significant) 
