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Abstract 
This paper addresses the well-known classification task of data mining, where the objective is to predict the 
class which an example belongs to. Discovered knowledge is expressed in the form of high-level, easy-to-
interpret classification rules. In order to discover classification rules, we propose a hybrid meta-
heuristic/fuzzy system. In this paper we use an Ant Colony Optimization method as meta-heuristic 
algorithm which extracts optimized fuzzy if-then rules for classification patterns. Fuzzy rules are desirable 
because of their interpretability by human experts. Ant colony algorithm is employed as evolutionary 
algorithm to optimize the obtained set of fuzzy rules. Results on breast cancer data set from UCI machine 
learning repository show that the proposed approach would be capable of classifying cancer patterns with 
high accuracy rate in addition to adequate interpretability of extracted rules. 
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I.  Introduction 
 
In the digital age, the data can be captured and stored hugely, inexpensively and easily in 
database(Fayyad et al,1996)( Inmon,1996)( Mitra et sl,2002). Such data stored in database is 
growing at a phenomenal rate. Although data collection has become easier, the difficulties 
required to retrieve relevant knowledge from the database has become significantly increased. 
Obviously, such kind of raw data is rarely of direct benefit. So, the value of these data is 
predicated on the ability to extract information useful for decision support or exploration, and 
understanding the phenomenon governing the data source. Traditionally, data analysis to retrieve 
the knowledge by the analyst(s) was a manual process instead of the automatic process. 
However, those manual processes easily break down while the size of the data grows and the 
number of dimensions increases. For dealing with the scale of data manipulation, exploration 
going beyond human capacities, the computing technologies for automating the process is 
desired and need to be developed. Data mining usually means the methodologies and tools for 
the efficient new knowledge discovery from databases. It is also a form of knowledge discovery 
essential for solving problems in a specific domain. For instance, the data mining approaches are 
applied in the field of medical care recently(Abbass,2002)( Chou et al,2004)( Ohmann et al 
,1996)( Pendharkar,1999). 
Fuzzy Systems concerns a fundamental methodology to represent and process linguistic 
information, with mechanisms to deal with uncertainty and imprecision. Because of this, fuzzy 
systems have been widely applied to control, classification and modeling problems 
(Cord´on et al, 2001). 
To build a fuzzy system, the most important task is to find a suitable fuzzy rule set to the specific 
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one consists in extracting the necessary knowledge directly from experts in the field and 
translates their knowledge into fuzzy rules. However it is not easy, since expert does not know 
fuzzy theory and the knowledge engineer is not always familiar with the problem. 
Another technique is to acquire automatically the knowledge from numerical data, which 
represent samples or examples of the problem. Several methods have been used to automatically 
extract the knowledge from examples: neural networks(Nauck et al,1997), clustering algorithms 
(Liao et al,1997), gradient-based methods (Nomura et al ,1992) and genetic algorithms (GA)( 
Cord´on et al,2001). 
Breast cancer has become a common cancer in women. For instance, it affects one in every seven 
women in United State(Wingo et al,1995). The mammography is the traditional method for 
breast cancer diagnosis. However, the radiologists show considerable variability in how they 
interpret a mammogram (Pendharkar et al,1999). Moreover, (Elmore et al,1998) indicated that 
90% of radiologists recognized fewer than 3% of cancers and 10% recognized about 25% of the 
cases. The fine needle aspiration cytology is another approach adopted for diagnosis of breast 
cancer with more precise prediction accuracy. However, the average correct identification rate is 
around 90% (Fetiman,1998). Generally, the purpose of all the related researches is identically to 
distinguish between patients with breast cancer in the malignant group and patients without 
breast cancer in the benign group. So, the breast cancer diagnostic problems are in the scope of 
binary classification problems (Fetiman,1998). These problems (also termed two-group 
discriminate analysis problems) are ones in which data rare restricted to one of two groups. 
Earlier studies, the statistical related techniques were most commonly used data mining 
approaches to construct classification models. However, as the breast cancer classification 
problem is highly nonlinear in nature, it is hard to develop a comprehensive model taking into 
account all the independent variables using conventional statistical modeling techniques. 
Furthermore, traditional ad hoc mixtures of statistical techniques and data management tools are 
no longer adequate for analyzing the vast collection of data. For the needs of improving the 
prediction accuracy in breast cancer diagnosis, more and more researchers have tried to apply 
artificial intelligence related approaches for breast cancer prediction. Some literatures show the 
artificial intelligence approaches can be successfully applied in order to predict the breast 
cancer(Kovalerchuck,1997)( Pendharkar et al,1997). Especially, some experimental studies 
reported that success of artificial neural networks in breast cancer prediction (Abbass ,2002)( 
Chou et al,2004) but there is a major drawback in building and using a model in which the user 
cannot readily comprehend the final rules that neural networks models acquire. In other words, 
the results of training a neural network are internal weights distributed throughout the network. 
These weights provide no more insight into why the solution is valid than asking many human 
experts why a particular decision is the right decision. For example, the weights are not readily 
understandable although, increasingly, sophisticated techniques for probing into neural networks 
help provide some explanation(Berry et al,1997). 
In this paper we combine two methodologies—fuzzy systems and ACO algorithm as meta-
heuristic—so as to automatically produce systems for discovering fuzzy if-the rules. The major 
advantage of fuzzy systems is that they favor interpretability; however, finding good fuzzy 
systems can be quite an arduous task. This is where Ant-Colony algorithms step in, enabling the 
automatic production of fuzzy systems, based on a database of training cases. There are several 
recent examples of the application of fuzzy systems and evolutionary algorithms in the data 
minig domain which combine both methodologies in a hybrid way, but our fuzzy-ACO approach     International journal of Computer Science & Network Solutions                      August.2013-Volume 1.No1 
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produces systems exhibiting two prime characteristics: first, they attain high classification 
performance, with the possibility of attributing a confidence measure to the output diagnosis; 
second, the resulting systems involve a few simple rules, and are therefore (human-) 
interpretable. 
To the best of our knowledge the use of Ant Colony algorithms  as a method for discovering 
classification rules, in the context of data mining, is a research area still unexplored by other 
researchers(Cordon et al,2000) (Monmarche et al,1999) (Rafael et al,2002).  
We believe the development of Ant Colony algorithms for data mining is a promising research 
area, due to the following rationale. An Ant Colony system involves simple agents (ants) that 
cooperate with one another to achieve an emergent, unified behavior for the system as a whole, 
producing a robust system capable of finding high-quality solutions for problems with a large 
search space. In the context of rule discovery, an Ant Colony system has the ability to perform a 
flexible, robust search for a good combination of logical conditions involving values of the 
predictor attributes. 
This paper is organized as follows. The second section describes the fuzzy systems based 
classification. Section three describes our hybrid meta-heuristic/ fuzzy  approach to the 
discovering fuzzy if-then rules problem. In Section four we describe the breast cancer data set. 
The fifth section reports on computational results evaluating the performance of the proposed 
system and concludes the paper. 
 
II.  FUZZY IF-THEN RULES 
Fuzzy If-Then rules for pattern classification problem with c pattern and n feature are written in 
the following form:  
Rule Rj : If  x1  is  Aj1  and … xn  is  Ajn  Then  Class  Cj ,  j=1..N          (1) 
Where Rj is the label of the j-th fuzzy rule, x = ( x i , . . . ,xn) is an n-dimensional pattern vector, 
Aji is a fuzzy antecedent term, such as small, medium, large which  given for the i-th attribute, Cj 
is a consequent class, and N is number of fuzzy If-Then rules. When K fuzzy terms are given for 
each of the n attributes, we have K^ linguistic rules of the form (1). 
Fuzzy If-Then rules with certainty factor also can be used for pattern classification problem: 
Rule Rj : If  x1  is  Aj1  and … xn  is  Ajn  Then  Class  Cj  with CFj ,  j=1..N (2) 
Where CFj is a rule weight (i.e., certainty factor) of the j-th fuzzy rule Rj. The rule weight CFj, 
which is a real number in the unit interval [0,1], denotes the strength of the fuzzy rule Rj. fuzzy 
rules with the maximum rule weight 1.0 have the largest effect on the classification of new 
patterns. On the other hand, fuzzy rules with the minimum rule weight 0.0 have no effect on the 
classification of new patterns.( Einipour,2011) 
 
 
III.  PROPOSED APPROACH 
An artificial Ant Colony System (ACS) is an agent-based system which simulates the natural 
behavior of ants and develops mechanisms of cooperation and learning. ACS was proposed by 
Dorigo et al. (Cord´on et al,2001) as a new heuristic to solve combinatorial-optimization 
problems. This new heuristic, called Ant Colony Optimization (ACO), has been shown to be 
both robust and versatile – in the sense that it can be applied to a range of different combinatorial 
optimization problems. In addition, ACO is a population-based heuristic. This is advantageous 
because it allows the system to use a mechanism of positive feedback between agents as a search     International journal of Computer Science & Network Solutions                      August.2013-Volume 1.No1 
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mechanism. Recently there has been a growing interest in developing rule discovery algorithms 
based on other kinds of population-based heuristics – mainly evolutionary algorithms (Cordon et 
al,2000) (Monmarche et al,1999) (Rafael et al,2002). 
In the next subsection we provide a brief overview of Artificial Ant Colony, and then describe 
the proposed algorithm. 
A. Artificial Ant Colony 
 An Artificial Ant Colony for pattern classification problem as followed: 
•  Number of ants in Ant Colony: number of fuzzy rules for classification. 
•  Feature of Ants: features and attributes in breast cancer domain. 
•  The amount of pheromone associated with each Ant: The amount of evaluation function 
associated with each rule. 
•  Pheromone updating: optimize the current classifier fuzzy rule-base. 
•   Current Ant Colony:  current rule-base. 
•  Modify Current Ant Colony: modify current rule-base. 
•  New Ant Colony:  new current rule-base. 
•  Calculate the fitness of new Ant Colony: Calculate the evaluate function for new rule 
base. 
•  Admission of new Ant Colony with specific probability and improvement of  fitness: 
Admission of new rule-base with specific probability and improvement of  evaluation 
function. 
B. Proposed FUZZY-ACO Algorithm 
Outline of the proposed algorithm based ACO is as follows: 
Step1: Preprocessing 
§  Normalization 
§  Fuzzification  
Step2: Generate an initial set of fuzzy if–then rules. (Initialization) 
Step3: Evaluate cost of current rule-base using evaluation function. 
Step4: Modify current rule-base using modify one of rules randomly and generate new rule-
base. 
Step5: Evaluate cost of new rule-base using evaluation function. 
Step6: Admission of new rule-base with specific probability and improvement of evaluation 
function, then  
            replace a current rule-base with new rule-base, and save best evaluation function and 
rule-base. 
Step7: For specific iteration repeat Step4, Step5, Step6 
Step8: Return best rule-base 
In next subsections describes details of these steps. 
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Because of provide these data for next steps, we need preprocessing step. This step is named 
normalization which mapped values of features in the unit interval [0,1]. 
 After normalization of data, we choice a membership function to conversion data set in table 2 
to fuzzy data set. For implementation of this sub step (fuzzification), we use a membership 
function with only the five linguistic values in figure 1. 
 
Figure1. Membership functions. 
After complete step1, each fuzzy if-then rule is coded as a string. The following symbols are 
used for denoting the five linguistic values (Fig. 1): small ( 1 ), medium small ( 2 ), medium ( 3 ), 
medium large ( 4 ), large ( 5 ) and don’t care (6). 
Membership function of don’t care values as followed: 
￿
￿
￿
￿
￿ £ £
otherwise
x
care t don
, 0
1 0 , 1
' m   (3) 
B.2. Generate initial rule-base 
In step 2 we generate initial rule-base (S0). There are different method for generate initial rule-
base. One of the methods is that assigned one of the symbols in figure 1 randomly. One method 
is that increased probability of don’t care fuzzy term. One innovative method is that we generate 
fuzzy if-then rules directly using training set. First, compatible fuzzy if-then rule is created, then 
antecedent part of some rules is replaced with don’t care term.  
The proposed evolutionary fuzzy system (EFS) is considered for each of the classes of the 
classification problem separately. One of the important benefits of this separation is that the 
learning system can focus on each of the classes of the classification problem. According to this 
fact, the mentioned random pattern is extracted according to the patterns of the training dataset, 
which their consequent class is the same as the class that the algorithm works on. Next, for this 
random pattern, we determine the most compatible combination of antecedent fuzzy sets using 
only the five linguistic values (Figure. 1). The compatibility of antecedent fuzzy rules with the 
random pattern is calculated by equation (4). 
1 1 ()()...(),     1,2,...,
jjjn RpApApn xxxpm mmm =··=   ) 4 (   
Where  (.)
ji A m   is the membership function of Aji . 
After generating each fuzzy if-then rule, the consequent class of this rule is determined according 
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Where β Class h (R j ) is the sum of the compatibility grades of the training patterns in Class h 
with the fuzzy if–then rule Rj and  NClass h is the number of training patterns which their 
corresponding class is Class h . Each of the fuzzy rules in the final classification has a certainty 
grade, which denotes the strength of that fuzzy rule. This number is calculated according to (7). 
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B.3. Evaluate rule-base 
The generation of each fuzzy rule is accepted only if its consequent class is the same as its 
corresponding random pattern class. Otherwise, the generated fuzzy rule is rejected and the rule 
generation process is repeated. After generation of N pop  fuzzy if-then rules, the fitness value of 
each rule is evaluated by classifying all the given training patterns using the set of fuzzy if–then 
rules in the current population. The fitness value of the fuzzy if–then rule is evaluated by the 
following fitness function: 
()() jj fitnessRNCPR =   (9) 
Where, NCP(R j ) denotes the number of correctly classified training patterns by rule Rj . 
Evaluation function follows as: 
().().(||).(())     , (1 ). NNCPSLNNCPSL EFSWNNCPSWSWLengthSWWW =++++=   (10)   
Where, NNCP(S ) denotes the number of incorrectly classified training patterns by rule-base. 
Equation of NNCP(S) is written in the following form: 
()()
j
j
RS
NNCPSmNCPR
˛
=- ￿  
(11)   
Where, | S| is number of fuzzy rules in rule-base. Length(S) is total rule’s length in rule-base. 
NNCP W ,  S W ,  L W are positive weights for some criterion. If accuracy of classification is 
important, then  NNCP W is selected more than  S W  and  L W . If simplicity and interpretability are 
important, then 
NNCP W  is selected near the total of  
S W  and 
L W . In computer implementation 
NNCP W ,  S W  and  L W  is selected 0.99, 0.005 and 0.005 in sequence. 
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B.4. ACO-based rule set optimization 
As we have mentioned in the previous subsections, initial rule-base is generated randomly, so 
that accuracy of the initial rule-base is low. For optimize initial rule-base, we use an ACO 
algorithm. Input of this algorithm is a fuzzy rule and the output is an improved version of that 
fuzzy rule. The improvement is accomplished by some modifications (local search) to the current 
(input) fuzzy rule. The algorithm is capable of searching for the best modification according to 
the lifetime of the current fuzzy rule. in each step the algorithm performs one changes to the 
current (input) fuzzy rule. For each one value, a complete ACO process is done with a specific 
number of ants. The desirability of each ants for changing the i-th antecedent of current rule RC 
to Aj is given by (12). 
(12)  ( ) [ ][ ]
[ ][ ] ￿
=
= 5
1
) , , ( ) , , (
) , , ( ) , , (
, ,
u
u C u C
j C j C
j C a
A i R A i R
A i R A i R
A i R P
h t
h t  
In this equation τ is the pheromone and η is a heuristic probability, which determines according 
to equations (13) to (15). 
According to this heuristic, the most probable linguistic value for a specific antecedent part of 
the fuzzy rule is computed. Note that this computation is based on the train data of the current 
class, which the main evolutionary algorithm works on (the evolutionary algorithm performs for 
each of the classes of the classification problem separately). After performing any single change, 
an ant accomplishes a local pheromone updating according to equation (16). 
(16)  )) , , ( ) , , ( .( ) , , ( ) , , ( j C j C j C j C A i R A i R A i R A i R t t r t t D - - ‹  
Where 0 < ρ < 1 is the local pheromone decay parameter, and  ( ) 0 , , t t = D j C A i R  where 
0 t  is the 
initial pheromone level. When all of the ants perform their search, the global pheromone 
updating performs according to equation (17). 
(17)  ) , , ( . ) , , ( ). 1 ( ) , , ( j C j C j C A i R A i R A i R t a t a t D + - ‹  
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Where 0<α <1 is the global pheromone decay parameter, and RN stands for the new rule which is 
obtained after modifying i-th antecedent part of current rule RC   to Aj. The result of local search 
algorithm will be the best change to the current (input) fuzzy rule. Here the best means a fuzzy 
rule with maximum fitness according to equation (9). 
 
IV.   BREAST CANCER DATA SET 
A major class of problems in medical science involves the diagnosis of disease, based upon 
various tests performed upon the patient. When several tests are involved, the ultimate diagnosis 
may be difficult to obtain, even for a medical expert. This has given rise, over the past few 
decades, to computerized diagnostic tools, intended to aid the physician in making sense out of 
the welter of data. In this section we describe the breast cancer diagnosis problem. 
Breast cancer is the most common cancer among women, excluding skin cancer. The presence of 
a breast mass1 is an alert sign, but it does not always indicate a malignant cancer. Fine needle 
aspiration (FNA) of breast masses is a cost-effective, non-traumatic, and mostly non-invasive 
diagnostic test that obtains information needed to evaluate malignancy. 
This is Dataset with electrical impedance measurements in samples of freshly excised tissue 
from the breast. Impedance measurements were made at the frequencies: 15.625, 31.25, 62.5, 
125, 250, 500, 1000 KHz. These measurements plotted in the (real, -imaginary) plane constitute. 
The impedance spectrum from where the features below are computed. 
The measured features are as follows: 
I0  Impedivity (ohm) at zero frequency 
PA500  phase angle at 500 KHz 
HFS  high-frequency slope of phase angle 
DA  impedance distance between spectral ends 
AREA  area under spectrum 
A/DA  area normalized by DA 
MAX IP  maximum of the spectrum 
DR  distance between I0 and real part of the maximum 
frequency point 
P  length of the spectral curve 
The database itself consists of 106 instances, with each entry representing the 10 attributes: 9 
features+1class. Six classes of freshly excised tissue were studied using electrical impedance 
measurements (see table 1) 
TABLE I 
 BREAST TISSUE DATA SET 
    # of cases 
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FAD  Fibro-
adenoma  15 
Mas  Mastopathy  18 
Gla  Glandular  16 
Con  Connective  14 
Adi  Adipose  22 
    106 
 
V.   RESULTS AND CONCLUSION 
This approach is implemented by using C++ programming language. All value of input feature 
normalized to [0, 1]. We use 10-CV technique for evaluate proposed approach. In this technique, 
breast tissue data set divided to 10 parties, nine parties for train set and one party for test set. 
This process runs for ten times. Results of these run is indexed in table 2. 
 
TABLE II 
 RESULTS OF PROPOSED APPROACH 
10  9  8  7  6  5  4  3  2  1  Run 
88/90  88/90  89/90  87/90  88/90  89/90  86/90  88/90  88/90  87/90  Train   
15/16  14/16  15/16  15/16  15/16  16/16  14/16  15/16  15/16  14/16  Test. 
20  20  20  20  20  20  20  20  20  20  Rules 
1.01  1.5  0.85  1.06  1.2  1.4  1.1  1.0  1.2  1.1  Length  
Average of train set accuracy and test set accuracy is 97.44 and 92.50, in sequence. Average of 
rules length is 1.142 which denotes that this system has a high interpretability. 
Experimental results show that the proposed method has two main features of knowledge 
discovery techniques which are high reliability and adequate interpretability, and is comparable 
with several well-known algorithms. Results on breast cancer diagnosis data set from UCI 
machine learning repository show that the proposed FUZZY-ACO (Ant Colony based Fuzzy 
System) would be capable of classifying cancer instances with high accuracy rate in addition to 
adequate interpretability of extracted rules. 
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