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In this work we use electrostatic control of quantum Hall ferromagnetic transitions in CdMnTe
quantum wells to study electron transport through individual domain walls (DWs) induced at a
specific location. These DWs are formed due to hybridization of two counter-propagating edge
states with opposite spin polarization. Conduction through DWs is found to be symmetric under
magnetic field direction reversal, consistent with the helical nature of these DWs. We observe that
long domain walls are in the insulating regime with localization length 4 - 6 µm. In shorter DWs the
resistance saturates to a non-zero value at low temperatures. Mesoscopic resistance fluctuations in
a magnetic field are investigated. The theoretical model of transport through impurity states within
the gap induced by spin-orbit interactions agrees well with the experimental data. Helical DWs have
required symmetry for the formation of synthetic p-wave superconductors. Achieved electrostatic
control of a single helical domain wall is a milestone on the path to their reconfigurable network
and ultimately to a demonstration of braiding of non-Abelian excitations.
The prediction that one-dimensional (1D) wires with
lifted Kramers degeneracy but preserved time reversal
symmetry coupled to a conventional superconductor can
harbor non-Abelian excitations [1] motivated develop-
ment of various systems with conducting 1D helical chan-
nels. The required symmetry has been predicted [2, 3]
and demonstrated in nanowires with strong spin-orbit in-
teraction in the presence of a magnetic field [4–6], at the
edges of the quantum spin Hall effect devices [7], and in
atomic chains with helical magnetic structure [8]. None
of the aforementioned systems are easily reconfigurable,
which hinders demonstration of braiding of quasiparticles
and non-Abelian statistics.
Edge states in the quantum Hall effect (QHE) regime
have been used as a canonical system to study 1D Lut-
tinger liquids [9], which are chiral and not time reversal
invariant. However, there is one overlooked regime in the
QHE, quantum Hall ferromagnetic (QHFm) transition –
where helical channels can be formed. Spin polarization
of the topmost Landau level is determined by a compe-
tition between Zeeman, cyclotron, and exchange ener-
gies. Changing the balance between these energies (e.g.
by applying an in-plane magnetic field) can lead to a
QHFm transition where a uniform 2D gas spontaneously
phase-separates into regions with different spin polariza-
tions [10]. Domain walls at the boundaries of insulating
ferromagnetic domains form helical 1D channels (hDWs)
[11–15], and transport through a random network of con-
ducting DWs has been studied in a context of a 2D phase
transition [16–18]. In the past, the study of an individ-
ual hDW was not feasible. In this paper we use recently
developed gate control of the QHFm transition [19] in
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FIG. 1. (a) Calculated energy spectrum of Landau levels in
CdMnTe with 1.7% Mn doping and s-d overlap 0.9χ0 (solid
lines) and 1.1χ0 (dashed lines), where χ0 is the overlap for
zero gate voltages. B∗ marks QHFm transitions where the
ground state changes from |0 ↑〉 to |1 ↓〉. (b) Experimentally
measured shift of QHFm at ν = 2 as a function of front (Vfg)
and back (Vbg) gate voltages. (c) Longitudinal and Hall re-
sistance measured at an elevated temperature 300 mK. Sharp
peak at 7.3 T within the ν = 2 shaded region is a QHFm tran-
sition between fully polarized and unpolarized states, where
the top filled Landau level changes polarization.
CdMnTe quantum wells to demonstrate that hDWs can
be formed at a specific location using electrostatic gating
and we also present investigation of transport properties
of isolated hDWs.
The QHFm transition was first observed at a filling fac-
tor ν = 2/3 [20] in high mobility GaAs quantum wells. In
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2this paper we focus on the QHFm transition at ν = 2 in
CdMnTe dilute magnetic semiconductor quantum wells
[21], where QHFm transitions in both integer [17] and
fractional [22] QHE regimes have been observed. The
QHFm transition in CdMnTe originates from a competi-
tion between negative Zeeman energy (the Lande´ g-factor
of CdTe g = −1.6) and positive exchange energy between
s-electrons in the quantum well and d-shell electrons in
Mn. Presence of the s-d exchange modifies Landau levels,
see Fig. 1a, and can result in the crossing of levels with
different polarizations at high magnetic fields. The mag-
netic field B∗ corresponds to a cancellation of differences
in total Zeeman, cyclotron, and exchange energies of |0 ↑〉
and |1 ↓〉 states. At this field levels would cross, but spin-
orbit interaction introduces a small avoided crossing [19].
When driven through B∗, the 2D gas undergoes a polar-
ized (↓↓) to unpolarized (↓↑) phase transition at ν = 2
(only two Landau levels filled), which is marked on the
plot. We observe that in transport this QHFm transition
is seen as a sharp peak in the longitudinal resistance in
the middle of the ν = 2 plateau, Fig. 1c.
Electrostatic control of the QHFm transition in CdM-
nTe was developed in [19], where we introduced non-
uniform placement of Mn in the growth direction within
the quantum well. The electric field shifts the electron
wavefunction relative to the Mn position thereby control-
ling the s-d overlap χ(Vg). The corresponding change in
the strength of the s-d exchange results in the shift of B∗,
as shown for two values of χ in Fig.1a. Experimentally
we can control B∗ within ∼ 10% by both front and back
gates as shown in Fig. 1b.
Devices were fabricated from CdMnTe/Cd0.8Mg0.2Te
QW heterostructures grown by molecular beam epitaxy,
see Refs. [17, 22] for details. The QW is 30 nm wide
and is modulation doped with iodine. Mn is introduced
into the QW as 7 δ-doping layers spaced by 6 monolayers
of CdTe starting 13 nm from the bottom of the quantum
well in the growth direction. The effective Mn concentra-
tion is 1.5%−1.7% as determined from the position of the
QHFm transition B∗ at ν = 2. Low temperature density
and mobility in ungated samples are 3− 3.5 · 1011 cm−2
and 3− 4 · 104 cm2/V·s respectively. The transition field
B∗ at zero gate voltage can be adjusted by varying con-
ditions of the LED illumination during a cooldown [23].
We attribute this tunability to different dopant ioniza-
tion profiles and, consequently, different profile of the
electron wavefunction within the quantum well. A semi-
transparent front gate is formed by evaporating 10-15 nm
of Ti on the surface of the sample, and a copper foil
glued to the back of the sample serves as a back gate.
Ohmic contacts are produced by soldering freshly cut in-
dium pellets similar to previous studies [17, 22]. Electron
transport is measured in a dilution refrigerator in a tem-
perature range 30−650 mK with a standard ac technique
using excitation current Iac ≤ 1 nA.
Samples are patterned in a number of gated and un-
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FIG. 2. (a) Optical image of a sample, dark areas are etched
and yellow areas are covered by a top gate. Inset is an AFM
image of a constriction, where the vertical gate boundary is
clearly seen. (b) An artistic rendering of an AFM image at
ν = 2 with a schematic flow of |0 ↑〉, |0 ↓〉, and |1 ↓〉 edge
channels assuming that the QHFm transition is gate-tuned
across the constriction. |0 ↑〉 and |1 ↓〉 states hybridize form-
ing a helical domain wall. (c) Schematic of the measurement
setup.
gated Hall bar sections with sizes of 25 µm length and
15 µm width, see Fig. 2. The front gate boundary
is aligned with narrow constrictions of various litho-
graphical widths L = 1 − 15 µm. The constrictions
electrical width is reduced by 2lD = 200 − 400 nm,
where lD is depth of electrical depletion of a 2D elec-
tron gas near the mesa edges. It is further reduced by
≈ 1.8lD − 2.5
√
aB · lD = 120 − 280 nm (aB = 5.4 nm is
the Bohr radius in CdTe) due to the formation of edge
channels in the QHE regime [24]. The overall reduction is
0.5− 1 µm compared to the lithographic L. This sample
design allows simultaneous measurement of longitudinal
resistance Rxx = Vxx/Iac in gated (Rgated) and ungated
(Rungated) regions, as well as longitudinal resistance in
the presence of the domain wall RDW , Fig.2c.
The difference between QHFm transitions in gated and
ungated regions is ∆B∗ = B∗ungated−B∗gated and positions
of B∗ within ν = 2 plateaus can be adjusted by a com-
bination of cooldown conditions and gate voltages [23].
Note that the energy gap in the vicinity of the QHFm
transition is ∼ ~e|∆B∗|/2m = ~∆ωc/2 ≈ 0.57 meV/T
and increases with separation ∆B∗. The value ∆B∗ con-
trols the gradient of the s-d exchange and the width of
the hDWs, and can be adjusted between 0 and 0.3 T in
our experiments.
Magnetoresistance in the vicinity of the QHFm tran-
sition for ∆B∗ = 0.11 T, where both B∗gated = 7.14 T
and B∗ungated = 7.25 T are tuned into the middle of the
ν = 2 plateau, is plotted in Fig. 3. Here ν = 2 ex-
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FIG. 3. (a) The upper pane shows QHFm transitions for large
ungated and gated areas. RDW for L = 4 and 6 µm constric-
tions is plotted in the lower panes. Dashed lines mark B∗
in gated and ungated areas. At low temperatures the resis-
tance of the L = 6 µm constriction almost vanishes, while for
L = 4 µm saturates to a non-zero value. (b,c) RDW (T ) de-
pendence for constrictions with different L for ∆B∗ = 0.11 T
in device A and ∆B∗ = 0.25 T in device B are plotted in
Arrhenius plot. Solid lines are fits to R = R0 + A · e−Ea/kT ,
dashed lines are fits to thermally activated conduction with a
gap ≈ 1 K.
tends between 6.7 T and 8.2 T. Rxx = 0 below 7.0 T
corresponds to a fully polarized (↓↓) state with the |1 ↓〉
topmost energy level filled, while Rxx = 0 above 7.4 T is
an unpolarized (↓↑) state with the topmost energy level
|0 ↑〉. Resistance of the QHFm transition peak for wide
2D regions shows activation behavior with an energy gap
≈ 1 K, see dashed lines in Fig. 3(b,c) attributed to spin-
orbit coupling of |1 ↓〉 and |0 ↑〉 Landau levels [19]. The
value of ∆B∗ is large enough that resistance in the mid-
point B = 7.195 T vanishes at low T < 100 mK. Thus,
The QHFm transition at a gate boundary should occur
in the range 7.14 T< B < 7.25 T. Indeed, RDW peaks
within that field range as shown in the middle and bot-
tom panels in Fig. 3a. For narrow (short) constrictions,
L < 6 µm, resistance saturates at low temperatures to a
non-zero value, see Fig. 3(b,c). It is important to note
that for T < 100 mK the contribution of the wide 2D re-
gions to RDW is negligible, and RDW originates from the
conduction through the channel formed along the gate
boundary.
One of the hallmarks of time reversal invariant heli-
cal DWs is the symmetry with respect to magnetic field
reversal, because domain walls emerge from two counter-
propagating edges with the same filling factor. Indeed,
we observed that RDW (B) ≈ RDW (−B), see Fig 4a.
This magnetic field reversal symmetry is in a striking
contrast to properties of R = Rch measured when a chi-
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FIG. 4. (a) The resistance of the hDW is symmetric under
magnetic field reversal. (b) In the presence of chiral channels
formed at a boundary between two different QHE states, the
resistance is highly asymmetric under magnetic field reversal
(highlighted regions are for the boundaries between ν = 1 &
2 and 2 & 3 QHE states).
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FIG. 5. (a,b) Mesoscopic fluctuations measured in a device
with L = 2 µm constriction at T = 27 mK. In (a) magnetic
field was swept within the ν = 2 state 6.8−7.5 T. Fluctuations
have a similar pattern with a quasi-period of ∆B ∼ 40 mT.
In (b) B was changed in a wide range 5− 10 T and the fluc-
tuation pattern changes drastically. (c) Energy diagram of a
hDW formed at the gate boundary. Wiggling lines indicate
schematically a role of disorder and shaded areas are localized
states in the tails of Landau levels. At low temperatures, con-
duction occurs via localized states in the gap. (d) Schematic
of a conducting channel formed by coupled ν = 2 edge states.
Electron tunneling via magenta in-gap states provide several
interfering trajectories resulting in mesoscopic fluctuations of
resistance.
ral channel is formed at a boundary of ν and ν + 1 QHE
states, where R = Rch = 0 for one field direction and
R = Rch = [
1
ν − 1ν+1 ]−1 h/e2 for the other direction
[25]. Indeed, at positive B, we see Rch = h/2e
2 at the
boundary between ν = 1 and ν = 2, and Rch = h/6e
2 at
the boundary between ν = 2 and ν = 3. However, with
reversed B at the same boundaries Rch = 0, Fig 4b.
Helical domain walls are formed by two counterprop-
agating edge channels along the gate boundary with op-
posite spin orientations. The measured values of RDW <
41 kΩ. This demonstrates that counterpropagating edge
channels at the same ν cannot be in the regime of bal-
listic transport as this would result in RDW = h/2e
2 =
12.9 kΩ, inconsistent with experimental observations. In
order to quantify transport characteristics of hDW we
describe them as resistors r which connect ν = 2 edge
states on the opposite sides of a constriction, as shown
schematically in Fig. 2b. The resistance r is defined by
the voltage drop along the length of the domain wall as
current flows in the same direction. This direction is
perpendicular to the direction of change of spin polariza-
tion caused by the electrostatic gate (Fig. 2). Assuming
there is no equilibration between ν = 1 and ν = 2 edge
channels, within the Landauer-Bu¨ttiker formalism we ob-
tain RDW = 1/(4r + 6) [23]. For all r, in this model
RDW < 1/6 h/e
2 = 4.3 kΩ, consistent with measured
values of RDW .
Certain insight into the nature of the electronic trans-
port through hDWs can be obtained from mesoscopic
fluctuations observed at low temperatures. As shown
in Fig. 5a, in short hDWs quasi-periodic conductance
fluctuations are clearly seen. The quasi-period ∆B of
these oscillations is ∼ 40−55 mT. Similar quasi-periodic
resistance fluctuations were observed in mesoscopic de-
vices for transitions between neighboring quantum Hall
states [26, 27]. From exponential decay of the fluctua-
tion’s amplitude we estimate the phase coherence length
lφ ∝ T−1 ∼ 1 − 2 µm at base temperature [23], compa-
rable with the length of the hDWs. One possible inter-
pretation of mesoscopic fluctuations is the formation of
a multi-domain structure with a small network of hDWs
spanning across the constriction. This seems unlikely.
On the one hand, some static disorder, such as Mn dop-
ing fluctuations, potential fluctuations due to remote im-
purities, or surface roughness with characteristic size of
0.2 µm (see atomic force micrograph of the device surface
in Fig. 2a) which results in fluctuation of the perpendic-
ular component of the magnetic field, may act as pinning
centers for domain formation. On the other hand, exper-
imentally we found that the fluctuation pattern changes
drastically every time the magnetic field is ramped out-
side the ν = 2 state, Fig. 5b, which means that dy-
namic fluctuations rather than static impurities define
the conduction path within the channel. This conclusion
is further supported by the observation that the fluctu-
ation pattern slowly changes over several hours even if
the field is kept close to the QHFm transition [23]. We
also note that the width of the gate-defined potential
gradient, which coincides with the region of s-d exchange
gradient and defines the width of the conductive chan-
nel, is of the order of the 2D gas-to-gate distance (≈ 100
nm), similar to the expected width of hDWs defined by
the spin-orbit coupling and a gradient of exchange in-
teraction. Thus, formation of a multi-domain structure
is highly unlikely. Assuming the width of the hDW to
be ∼ 100 nm, the period of quasi-periodic oscillations is
close to the area of a single hDW formed in a L = 2 µm
constriction.
In long channels L > 6 µm we observed suppression
of conduction at low temperatures. Similarly to the bulk
Landau levels, edge states with spins |0 ↑〉 and |1 ↓〉 do
not cross and exhibit a spin-orbit gap ∆R ≈ 50 µeV.
Electron states in the gap in long channels become local-
ized, i.e., strongly decay on the scale of the length of con-
striction L > 6 µm. Thus transport thermally activated
over the gap is a dominant mechanism of conduction in
such channels. In short L < 4 µm hDWs, in-gap states
should provide a conduction path at low temperatures.
The in-gap states are due to charge defects binding elec-
trons in the tail of Landau levels. This is consistent with
the experimental observation that large changes in mag-
netic field (i.e., the shift of Landau levels relative to the
Fermi energy) alter the interference pattern. This model
is visualized in Fig. 5(c), where anticrossing of broad-
ened Landau levels with in-gap states at the Fermi level
is shown schematically to form a single hDW. Within this
picture transport through a single hDW can be modeled
numerically, see Supplemental Material [23] for details.
In the model we assume that the primary source of lo-
calized states in the spin-orbit gap are potential fluctua-
tions due to the remote doping, and we use the zero-field
mobility to calculate the strength and density of the fluc-
tuations. We also include surface roughness, which leads
to the deviation of magnetic field orientation and orien-
tation of Mn spins from the z−direction at high fields, ef-
fectively introducing a magnetic disorder. The calculated
conductance of a hDW is 1/r = 0.146±0.026 e2/h which
corresponds to RDW = 0.66−0.87 kΩ, in good agreement
with experiment. Modeling also confirms that transport
is indeed dominated by the conduction via in-gap states.
The calculated hDW resistance yields resistance RDW
symmetric under magnetic field reversal.
In conclusion, we demonstrated a conducting helical
domain wall electrostatically defined at a designed loca-
tion and studied its transport properties. We have found
that long L > 6 µm hDWs are insulating at low tem-
peratures, consistent with the activation behavior of the
QHFm transition in the bulk. Short L < 6 µm hDWs re-
main conducting even at low temperatures. We find that
conduction in short hDWs occurs via in-gap states, and
conduction is symmetric under magnetic field reversal, a
hallmark of helical channels. These hDWs, coupled to a
s-wave superconductor, should support non-Abelian ex-
citations. The investigated electrostatic control of hDW
formation and transport provide a mechanism to form a
reconfigurable network of helical channels and is an im-
portant milestone toward realization of braiding of non-
Abelian excitations.
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Supplementary Materials
Mesoscopic transport in
electrostatically-defined spin-full channels in
quantum Hall ferromagnets
AFM IMAGES OF SAMPLES
Images of constrictions with the gate boundaries are
shown in Fig. S1. Numbers indicate lithographical width
of constrictions along gate boundaries.
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FIG. S1. AFM micrographs of Devices A and B. A faint line
across the constriction is the Ti gate boundary.
2DEG PREPARATION
We found that conditions of LED illumination have a
great impact on the width and electrostatic control of
the QHFm transition. Illumination of a sample with a
red LED at ∼10 K results in a very wide (0.5 − 0.8 T)
QHFm transition which has a position that is sensitive
to the gate voltage (0.3 − 0.4 T per 100 V on a back
gate voltage). Similar results were obtained by illumi-
nating a sample with a green LED at low temperatures
∼ 200 mK. Illumination with a green LED at high tem-
peratures (∼10 K) results in a 2D gas with ∼ 30% higher
carrier density and narrow (0.1 − 0.3 T) QHFm transi-
tion with a position almost insensitive to the applied gate
voltage.
The optimal QHFm transition width and gate sensi-
tivity was achieved by illuminating samples with a green
LED at low temperatures and subsequent heating to 1 K,
where after 2-4 hours the 2D gas relaxed into an inter-
mediate state with a 0.2−0.4 T - wide QHFm transition
and 0.1−0.2 T/100 V transition control. Thus, prepared
2D gases vary slightly between cooldowns for the same
sample and between different samples.
The Ti front gate, evaporated directly on the CdTe
surface, is found to modify surface pinning potential and
reduce electron density under the gate by a factor of 2, see
Fig.S2. Modified surface pinning potential causes differ-
ent dopant ionization profiles and, consequently, different
profile of the electron wavefunction within the quantum
well. This difference allowed us to adjust the transition
field B∗ at zero gate voltage by varying conditions of
the LED illumination during a cooldown. Sharp peaks
near 3.5 T and 7 T are QHFm transitions due to Landau
level crossings. Adjusting front and back gate voltages
we can position the 7 T QHFm transition between |1 ↓〉
and |0 ↑〉 states within the ν = 2, as shown in the middle
and bottom panels in Fig. S2.
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FIG. S2. After cooldown densities under gate and outside the
gate differ by a factor of 2-3 due to surface Fermi level pinning
by the gate. In order to align densities one needs to apply a
high voltage on the front gate. After aligning densities and
placing ν = 2 in the vicinity of the QHFm transition one can
observe QHFm transitions on both ungated and gated sides.
CHARACTERIZATION OF LOCAL HEATING
BY EXCITATION CURRENT
Current dependence of RDW measured at base T <
30 mK is shown in Fig.S3. Saturation of RDW at low
currents indicates that for excitation currents Iac < 1 nA
Joule heating is negligible.
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FIG. S3. Dependence of RDW for different channel lengths
on excitation current at a base temperature T = 27 mK.
MODELING LONGITUDINAL RESISTANCE IN
THE PRESENCE OF A DOMAIN WALL
Multi-terminal transport in the quantum Hall effect
regime can be accurately modeled within a Landauer-
Bu¨ttiker formalism. First, let us calculate the longitudi-
nal resistance in a sample with variable electron density,
across a chiral edge state formed at the density bound-
ary, see Fig.S4(a). We have a sample with four con-
tacts and two areas of different filling factors (ν = n and
sup-2
ν′ = n+ 1). In this case if we would pass current i from
source contact 1 to drain contact 2 the measured voltage
drop between contacts 3 and 4 can be found from solving
a set of Kirchhoff’s equations:

(n+ 1) ∗ g0 ∗ V4 − (n+ 1) ∗ g0 ∗ V1 + i = 0
V2 = 0
n ∗ g0 ∗ V2 − n ∗ g0 ∗ V3 = 0
n ∗ g0 ∗ V3 + g0 ∗ V1 − (n+ 1) ∗ g0 ∗ V4 = 0
. (S1)
Here g0 is the quantum conductance
e2
h . The resistance
across the chiral edge state Rch is
Rch =
V4 − V3
i
=
1
n(n+ 1)
1
g0
=
1
n(n+ 1)
h
e2
. (S2)
This result was obtained for one magnetic field direc-
tion. Magnetic field reversal would flip the direction of
propagation of the edge states. By rewriting the system
of equations one can find potentials of contacts 3 and 4.
They are the same V3 = V4 =
i
g0n
. Thus, in reversed
magnetic field Rch = 0.
Now we turn to the modeling of resistance in the pres-
ence of a hDW at ν = 2. First, we consider the case
of two non-interacting counterpropagating edges with no
inter-scattering and no equilibration between ν = 2 and
ν = 1 edge states, Fig.S4(b). The solution is RDW =
V4−V3
i =
1
2
h
e2 =12.9 kΩ, independent of field direction.
Analyzing resistivity of the domain wall constriction,
we consider two possibilities. The first is the inter-edge
scattering between counterpropagating edge states along
the gate boundary. In this case, we parametrize the do-
main wall resistance by a finite conductivity g = 1/r
between edge channels, Fig.S4(c). The system of Kirch-
hoff’s equations for this case is:
2 ∗ g0 ∗ V4 − 2 ∗ g0 ∗ V1 + i = 0
g0 ∗ V1 − g0 ∗ Va + g ∗ (Vb − Va) = 0
g0 ∗ V3 − g0 ∗ Vb − g ∗ (Vb − Va) = 0
V2 = 0
2 ∗ g0 ∗ V2 − 2 ∗ g0 ∗ V3 = 0
g0 ∗ Va + g0 ∗ V3 − 2 ∗ g0 ∗ V4 = 0
, (S3)
and RDW =
r+1
2r+6
h
e2 , Fig.S4(e). While the value 1/6 <
RDW < 1/2 depends on r, it is inconsistent both with the
value of resistance and with dependence of resistance on
the length of the hDW channel observed experimentally.
Indeed, interedge scattering would mostly depend on the
width of the channel, and will not exhibit exponential
dependence on its length.
A hDW formed from fully hybridized counter-
propagating edges is modeled as a single channel with
conductivity g = 1/r connecting ν = 2 edge states on
the opposite sides of the sample, Fig.S4(d). In this case
Kirchhoff’s equations are:

2 ∗ g0 ∗ V4 − 2 ∗ g0 ∗ V1 + i = 0
g0 ∗ V1 − g0 ∗ Va + g ∗ (Vb − Va) = 0
V2 = 0
2 ∗ g0 ∗ V2 − 2 ∗ g0 ∗ V3 = 0
g0 ∗ V3 − g0 ∗ Vb − g ∗ (Vb − Va) = 0
g0 ∗ Vb + g0 ∗ V3 − 2 ∗ g0 ∗ V4 = 0
, (S4)
and in this case RDW =
1
4r+6
h
e2 , Fig.S4(f). Experimen-
tally observed resistance is consistent with this picture
and the theoretical model of conduction through in-gap
states is discussed in Section S9. By substituting r →∞,
this case corresponds to an insulating hDW and is re-
duced to the usual quantum Hall case with Rxx = 0.
This situation was observed for long hDW, longer than
6-8 µm.
We note that in the case of a highly conducting hDW,
r → 0, we get R = 16 he2 as in the previous case,
Fig.S4(c,e). For models Fig.S4(c,d) with r → 0 it is
easy to show that the corresponding systems of equations
are the same. Physically it means that points a and b
have the same potential and can be merged together on
Figs.S4(c,d). It’s easy to show that for all hDW models
RDW (B) = RDW (−B), reflecting the fact that hDWs
are symmetric under B-field inversion.
V
𝜈 =
𝑛 + 1
0 2 4 6 8 10
0.0
0.2
0.4
0.6
R
 [
h
/e
2
]
r [h/e
2
]
0.5
1/6
0 2 4 6 8 10
0.0
0.2
0.4
0.6
R
 [
h
/e
2
]
r [h/e
2
]
0.5
1/6
1 2
4 3
|  0 ↑  |1 ↓
1 2
4 3
V
𝜈 = 𝑛
|
 
0
↑
 
|1
↓
1 2
4 3
V
|  0 ↑  |1 ↓
1 2
4 3
V
a)
b)
c)
d)
e)
f)
a b
g
g
a
b
FIG. S4. (a) Edge states in a sample with different filling
factors. (b) Edge states at the domain boundary in the ab-
sence of inter-edge scattering. (c) The same with inter-edge
scattering g or (d) formation of a hDW with conduction g.
(e,f) Dependence of longitudinal resistance R on conduction
g = 1/r calculated for models (c,d).
DEPENDENCE OF CONDUCTANCE
FLUCTUATIONS ON ∆B∗
Separation of QHFm transitions in gated and ungated
regions ∆B∗ reflects the value of the s-d exchange gra-
sup-3
dient near the gate boundary and, as a result, posi-
tions of ferromagnetic domains. For ∆B∗ = 0 there
is no s-d exchange gradient and domains are randomly
formed within the 2D plane. Narrow field sweeps within
7.3 T < B < 7.5 T range across the QHFm transition
results in the formation of different domain configura-
tions, different conduction paths, and different patterns
of conduction fluctuations, Fig. S5(a). Often there is no
domain wall formed in the vicinity of the constriction,
in this case no conduction is observed as shown for the
up-sweep in (a). In contrast, for ∆B∗ = 0.2 T the gate-
induced s-d exchange gradient stabilizes the domain wall
position and conducting channels are always formed. The
conduction channel is well defined and the resistance fluc-
tuation pattern is reproducible over multiple field sweeps,
Fig. S5(b).
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FIG. S5. Mesoscopic resistance fluctuations for 2 µm channels
are shown for (a) ∆B∗ = 0 and (b) ∆B∗ = 0.2 T. For each
temperature point consecutive B-scans in both field directions
were recorded.
TIME EVOLUTION OF MESOSCOPIC
FLUCTUATIONS
Even for large QHFm transition separation ∆B∗ =
0.2 T and at the lowest T < 30 mK there is a slow
change in the pattern of resistance fluctuations with
time, Fig. S6. A characteristic time scale for the pat-
tern change is ∼ 7 hours, as determined from a half
width at the half height of the autocorrelation function
F (∆t) = 〈RDW (t)RDW (t+ ∆t)〉. Most likely the con-
duction path and the fluctuation pattern are affected by
gate voltage-induced slow motion of localized charges in
the vicinity of the conduction channel.
DEPENDENCE OF HELICAL CHANNEL
CONDUCTANCE ON THE POSITION OF B∗
WITHIN THE ν = 2 PLATEAU
The value of the maximum conductivity of the channel
(which corresponds to the maximum of RDW ) formed be-
tween states with opposite spin polarization depends not
only on the length of the channel and QHFm separation
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FIG. S6. Time evolution of resistance fluctuations in a 2 µm
channel is plotted in the color plot for ∆B∗ = 0.2 T and
T = 40 mK. Data was recorded for B = 6.9 T → 7.4 T
sweeps. (b) Resistance auto-correlation function as a function
of time offset ∆t.
∆B∗, but also on the position of the QHFm transition
within the ν = 2 plateau. In Fig. S7 we simultaneously
change density in gated and ungated regions and sweep
the QHFm in the channel 〈B∗〉 = (B∗gated + B∗ungated)/2
across the ν = 2 plateau while keeping ∆B∗ approx-
imately constant. Magnetoresistance in the gated and
ungated regions is plotted in the left plot, and across the
2 µm constriction in the right plot, Fig.S7. In the inset,
the resistance saturation value R0 and activation energy
Ea are extracted from the temperature dependence of
RDW . It is clear that extrema of R0 and Ea depend on
the position of 〈B∗〉 within the ν = 2 plateau, with the
minimum R0 and the maximum Ea occur at ν = 2. The
data discussed in the main text is taken for 〈B∗〉 placed
close to the center of the ν = 2 plateau in both gated
and ungated regions.
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FIG. S7. RDW in the vicinity of the ν = 2 QHE state is plot-
ted for gated and ungated regions (left) and across a 2 µm
constriction for different front gate Vfg and back gate Vbg volt-
ages at T = 500 mK. Here position of the QHFm transition
〈B∗〉 is shifting relative to the center of the ν = 2 plateau
in both gated and ungated regions. In the inset the value of
saturation resistance R0 and activation energy Ea are plotted
as a function of a filling factor of 〈B∗〉, where R0 and Ea are
extracted from the constant + activation function fits to the
temperature dependence of QHFm transition peaks.
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FIG. S8. (a) Resistance RDW across 2 µm constriction at
different temperatures. (b) Corresponding fluctuations δr of
resistance r along the gate boundary. Inset shows standard
deviation of resistance across a 2 µm constriction.
TEMPERATURE DEPENDENCE OF
RESISTANCE FLUCTUATIONS AND THE
PHASE COHERENCE LENGTH
Temperature dependence of resistance fluctuations
across a 2 µm constriction is shown in Fig. S8a, where
the magnetic field was swept in a narrow range near the
the QHFm transition (6.8-7.5 T) in order to preserve
the fluctuation pattern. The channel resistance r can
be calculated from the measured resistance RDW using
Landauer-Bu¨ttiker formalism discussed earlier:
r =
1− 6RDW
4RDW
, (S5)
where both r and RDW are expressed in units of h/e
2.
Fluctuations of the measured resistance δRDW are ob-
tained by subtracting a smooth background from the re-
sistance RDW , and fluctuations of the resistance of the
conducting channel δr are calculated as
δr =
dr
dRDW
δRDW = −1
4
δRDW
R2
. (S6)
Extracted fluctuations of channel resistance are plotted
in Fig. S8b for a wide temperature range. In the inset
rms amplitude of δr is plotted as a function of temper-
ature. From exponential decay of rms(δr) with temper-
ature rms ∝ e−T0/T = e−L/lφ(T ), T0 = 80 mK, we esti-
mate that phase coherence length lφ exceeds ≈ 800 nm
below 100 mK for L ≈ 1 µm. Thus the phase coherence
is preserved over the length of the channel.
MODELING OF DOMAIN WALL CONDUCTION
IN THE QHFM REGIME
In order to model our system, we consider N electrons
confined to a Lx×Ly rectangle, subjected to a magnetic
field B = −Beˆz. We take N = [νLxLy/2pi`2], where ` is
the magnetic length and ν = 2 is the filling factor.
Hs =
∑
i
[ 1
2m∗
(
pi +
eA
c
)2
+
βR
~
(
pi
eA
c
)
× σi
+ VG(r)σz,i + Vimp(r) + V
mag
fl (r)σz
]
+
e2
2r
∑
i,j
1
|ri − rj| (S7)
Here m∗ = 0.1m is the effective electron mass in
CdTe and β is the Rashba constant. The spin depen-
dent potential VG mimics variation of the Zeeman en-
ergy across the sample as a result of applied gate volt-
age. We consider a remote impurity potential Vimp(r) =∑Ni
i wi exp[−(r− ri)2/d2], where the number of impuri-
ties Ni = N and ri’s denote the position of the randomly
placed impurities in the doping layer and wi ∈ [−W,W ].
Surface roughness (see Fig. 6(e) of the main text) trans-
lates into a curvy profile of the quantum well, and as a
consequence, into the deviation of magnetic field orienta-
tion. This deviation causes fluctuations of Mn spin ori-
entation from the z-direction. In order to model this ef-
fect of surface roughness we introduce the spin dependent
random potential V magfl (r) =
∑
i ui exp[−(r− ri)2/b2]σz.
We choose W = 8 meV, d = 40 nm, and u = 15 µeV
and b = 150 nm. Parameters for remote dopants are
chosen to be consistent with the electron mobility that
has been measured experimentally (µ = 30, 000 cm/Vs at
B = 0). The electron-electron interaction is taken into
account using the Hartree-Fock approximation. The self-
consistent procedure is done in the basis set of five orbital
Landau states, each with two spin projections. In our nu-
merical procedure, the spin-dependent potential and ran-
dom impurities are chosen to be symmetric with respect
to the reflection about a line parallel to the y-axis that bi-
sects Lx; VG(x, y) = VG(Lx−x, y) and xN/2+i = L/2−xi,
yN/2+i = yi. Periodic boundary conditions are used in
both x and y directions. The Hartee-Fock procedure re-
duces the Hamiltonian to a non-diagonal and non-local
effective single particle form [1].
This model yields two counterpropagating edge chan-
nels experiencing avoided crossing due to the spin-orbit
FIG. S9. Schematic view of the simulated system and the
spin dependent potential due to gate voltage.
sup-5
gap. Impurities provide states in the gap mediating the
conduction in short channels. We compute the conduc-
tance of our finite system using a Green’s function ap-
proach [2]. Knowing the single particle Hartree-Fock and
impurity potential, we discretize the problem on a lattice
of Nx × Ny points. We place our leads in the channels
separated by Ly/2. The Hamiltonian describing the sys-
tem with leads is given by
Ht = Hs +H1 +H2 + V1s + V2s , (S8)
where Hi describes the lead, Vis is the coupling between
lead and the localized electron states in the domain wall
area (i = 1, 2 label the lead). The conductance is given
by
G =
e2
h
Tr
(
Γˆ1GˆRΓˆ2GˆA
)
, (S9)
where GR/A denotes the retarded (advanced) Green’s
function of the interacting electron gas, GˆA,R = [(E ±
iη)Iˆ − Hˆ]−1, E is the energy (we take E = EF ), Γˆi =
i(ΣˆRi − ΣˆAi ) are the coupling matrices, and the contact
retarded and advanced self-energies ΣˆRi and Σˆ
A
i are given
by
ΣˆRi = V
†
is
[
(E + iη) Iˆ − Hˆi
]−1
Vˆis (S10)
ΣˆAi = V
†
is
[
(E − iη) Iˆ − Hˆi
]−1
Vˆis . (S11)
We compute the conductance using (S9) and extract
the conductivity of the hDW σyy. When both mag-
netic and remote impurities are present, the averaged
conductivity for five realizations of disorder is found to
be 1/r = σyy = 0.146 ± 0.023 e2h . If magnetic fluctua-
tions are ignored, we obtain σyy = 0.105± 0.018 e2h . The
calculated value σyy = 0.146
e2
h corresponds to the chan-
nel resistance r = 1/σyy = 177 kΩ or RDW = 0.77 kΩ.
This value of RDW is in good agreement with the mea-
sured resistance RDW = 0.66− 0.87 kΩ, suggesting that
the model captures the essential physics of conduction in
the channels formed along domain walls. In-gap states
naturally provide conduction channels for electrons prop-
agating in both directions. Therefore, the system yields
resistivity RDW symmetric under magnetic field direc-
tion reversal, in agreement with experiment.
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