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Abstract
For a graph G, the mean subtree order of G is the average order of
a subtree of G. In this note, we provide counterexamples to a recent
conjecture of Chin, Gordon, MacPhee, and Vincent, that for every con-
nected graph G and every pair of distinct vertices u and v of G, the
addition of the edge between u and v increases the mean subtree order.
In fact, we show that the addition of a single edge between a pair of non-
adjacent vertices in a graph of order n can decrease the mean subtree
order by as much as n/3 asymptotically. We propose the weaker con-
jecture that for every connected graph G which is not complete, there
exists a pair of nonadjacent vertices u and v, such that the addition of
the edge between u and v increases the mean subtree order. We prove
this conjecture in the special case that G is a tree.
Keywords: subtree, mean subtree order
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1 Introduction
Throughout, we assume that graphs are finite, loopless, and contain no mul-
tiple edges, while multigraphs are finite, loopless, and may contain multiple
edges. In particular, every graph is a multigraph. A subtree of a multigraph
G is a (not necessarily induced) subgraph of G which is a tree. By convention,
the null graph is not considered a subtree of any multigraph. The study of
subtrees of trees goes back at least to Jamison [4, 5], whose work on the mean
order of the subtrees of a tree has received considerable attention in the last
decade [3, 6, 7, 9, 10].
Recently, Chin, Gordon, MacPhee, and Vincent [2] initiated the study of
subtrees of multigraphs in general. For a given multigraph G, two parameters
introduced by Chin et al. are the mean subtree order of G, denoted µ(G), and
the proportion of subtrees ofG that are spanning, denoted P (G). Among other
things, Chin et al. proved that P (Kn) tends to e
−1/e, and that P (Kn,n) tends
to e−2/e, as n tends to∞. They also suggested many interesting problems and
conjectures.
Several of these conjectures on the proportion of subtrees that are spanning
have very recently been resolved by Wagner [8]. Wagner has shown that if Gn
is a sequence of sparse random graphs (i.e., if Gn is the Erdo˝s-Renyi graph
G(n, pn), where pn → 0), then P (Gn) tends to 0. On the other hand, if Gn is a
sequence of dense random graphs (i.e., if Gn = G(n, pn), where pn → p∞ > 0),
then P (Gn) tends to the positive number e
−1/ep∞ .
In this note, we are concerned with the following conjecture of Chin et
al. [2], and some related problems.
Conjecture 1.1 (Conjecture 7.4 in [2]). Suppose that G is a connected multi-
graph, and that H is obtained from G by adding an edge between two distinct
vertices of G. Then µ(G) < µ(H).
We will be most interested in the case that G and H are graphs, i.e., that
G contains no multiple edges, and H is obtained from G by adding an edge
between two distinct, nonadjacent vertices. As pointed out by Chin et al., if
Conjecture 1.1 were true, it would follow immediately that the complete graph
has the largest mean subtree order among all connected graphs of a given order
– this problem is still open.
However, some small counterexamples to Conjecture 1.1 (where G and H
are both graphs) arise from a computer search. The graph G of order 7 shown
in Figure 1 is the unique connected graph up to isomorphism of order at
most 7 for which Conjecture 1.1 fails. The graph obtained from G by adding
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Figure 1: The smallest counterexample to Conjecture 1.1. Adding an edge
between a and b decreases the mean subtree order.
an edge between the vertices a and b has mean subtree order approximately
0.000588 smaller than the mean subtree order of G. Up to isomorphism, there
are 347 graphs of order 8 for which Conjecture 1.1 fails, though the largest
decrease in the mean subtree order among all of these counterexamples is
still small at approximately 0.0395. We can even exhibit an infinite family of
counterexamples to Conjecture 1.1 fairly easily. If n ≥ 8, and Hn is the graph
obtained from K2,n−2 by joining the vertices in the partite set of cardinality
2, then it can be shown that µ(Hn) < µ(K2,n−2). However, the difference
µ(K2,n−2)− µ(Hn) tends to 0 as n tends to ∞, i.e., the decrease in the mean
subtree order becomes arbitrarily small.
This raises the question: If H is obtained from a graph G by adding an
edge between a pair of distinct, nonadjacent vertices, then how large can the
difference µ(G)− µ(H) be? We show that this difference can grow linearly in
the order ofG. More precisely, we show that if G has order n, then µ(G)−µ(H)
can be as large as n/3 asymptotically.
Although Conjecture 1.1 is false, we propose the following weaker conjec-
ture, which we prove in the special case that G is a tree.
Conjecture 1.2. Suppose G is a connected graph which is not complete.
Then there is a graph H , obtained from G by joining two distinct, nonadjacent
vertices, such that µ(H) > µ(G).
The truth of Conjecture 1.2 would still imply that the complete graph has the
largest mean subtree order among all connected graphs of a given order.
The layout of the remainder of the note is as follows. In Section 2, we
provide the necessary background and notation. In Section 3, we demonstrate
that the addition of a single edge to a graph of order n can decrease the mean
subtree order by as much as n/3 asymptotically. In Section 4, we prove Conjec-
ture 1.2 in the special case that G is a tree. We also show that Conjecture 1.2
holds for every graph G if we drop the condition that the two vertices being
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joined are nonadjacent (i.e., we can increase the mean subtree order of G by
adding a new edge parallel to an existing edge in G).
2 Preliminaries
Let G be a graph of order n, and let TG be the set of subtrees of G. The
subtree polynomial of G, denoted SG(x), is given by
SG(x) =
∑
T∈TG
x|V (T )|.
The mean subtree order of G, denoted µ(G), is the average order of a subtree
of G. It is straightforward to show that
µ(G) =
S ′G(1)
SG(1)
.
The density of G, denoted Den(G), is the mean subtree order of G divided by
the order of G, that is,
Den(G) =
µ(G)
n
.
Remark 2.1. Chin et al. [2] focused on the size of the subtrees of a graph,
while we focus on their order, which is more in line with the work of Jamison [4].
It is straightforward to switch back and forth between these two points of view.
In particular, the mean subtree order of G (denoted µ(G) here) is equal to one
plus the mean subtree size of G (denoted µ(G) by Chin et al. [2]).
Let G be a graph of order n and let p be either a vertex or an edge of G.
Let TG,p be the set of subtrees of G containing p. The local subtree polynomial
of G at p, denoted SG,p(x), is given by
SG,p(x) =
∑
T∈TG,p
x|V (T )|.
The local mean subtree order of G at p, denoted µ(G, p), and the local density
of G at p, denoted Den(G, p), are defined analogously to the global versions
given above:
µ(G, p) =
S ′G,p(1)
SG,p(1)
, and Den(G, p) =
µ(G, p)
n
.
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The logarithmic derivative of a function f(x) is defined by f
′(x)
f(x)
for all
values of x for which f is differentiable and nonzero. For any function f(x)
whose logarithmic derivative exists at 1, we abuse notation slightly and let
µ(f(x)) denote the logarithmic derivative of f(x) evaluated at 1, i.e., µ(f(x)) =
f ′(1)/f(1). So, for example, we have µ(SG(x)) = µ(G). This notation is
particularly useful when we can write a (local) subtree polynomial as a product
of other polynomials, because of the following elementary lemma.
Lemma 2.2. Let f , g, and h be functions whose logarithmic derivatives exist
at 1. If f(x) = g(x)h(x), then
µ(f(x)) = µ(g(x)) + µ(h(x)).
We will require the following straightforward lemma.
Lemma 2.3. Let n ≥ 3 and let e be an edge of Cn. Then
SCn,e(x) = x
2
n−2∑
i=0
(i+ 1)xi.
In particular, we have
SCn,e(1) =
(
n
2
)
, S ′Cn,e(1) =
n(n− 1)(2n+ 2)
6
and µ(Cn, e) =
2n+ 2
3
.
Proof. First of all, the spanning subtrees of Cn that contain e correspond to
the n− 1 edges of Cn not equal to e. Now let u and v be the vertices incident
to e in Cn, and let Pn−2 be the path obtained by deleting u and v from Cn.
The non-spanning subtrees of Cn containing e correspond to the subtrees of
Pn−2. For 0 ≤ i ≤ n − 3, there are exactly i + 1 subtrees of Pn−2 of order
n− i− 2, and hence there are exactly i+ 1 subtrees of Cn of order i+ 2 that
contain e. Thus we have
SCn,e(x) = (n− 1)x
n +
n−3∑
i=0
(i+ 1)xi+2 =
n−2∑
i=0
(i+ 1)xi+2 = x2
n−2∑
i=0
(i+ 1)xi
Using well-known summation formulae, we find
SCn,e(1) =
n−2∑
i=0
(i+ 1) =
(
n
2
)
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and
S ′Cn,e(1) = 2
n−2∑
i=0
(i+ 1) +
n−2∑
i=0
i(i+ 1)
=
n−2∑
i=0
(i+ 1) +
n−2∑
i=0
(i+ 1)2
=
(
n
2
)
+
n(n− 1)(2n− 1)
6
=
n(n− 1)(2n+ 2)
6
.
3 Decreasing the mean subtree order
This section is devoted to the proof of the following theorem.
Theorem 3.1. Adding an edge between two distinct, nonadjacent vertices of
a connected graph can decrease the density by an amount arbitrarily close to
1/3.
Let {sn}n≥k be a sequence of nonnegative integers satisfying:
(a) 2sn ≤ n− 3 for all n ≥ k;
(b) sn = o(n), i.e., lim
n→∞
sn
n
= 0; and
(c) 2sn ≥ n2 for all n ≥ k.
Many such sequences exist. Take, for example, the sequence {⌈2 log2(n)⌉}n≥32.
For all n ≥ k, let Tn be the tree obtained from a path of order n− 2sn (which
is at least 3 by condition (a)) by joining sn leaves to both of the endvertices
u and v of the path (see Figure 2). Let Gn be the graph obtained from Tn by
adding a new edge e between the vertices u and v. We prove that
lim
n→∞
Den(Tn)− Den(Gn) =
1
3
,
from which Theorem 3.1 follows immediately.
First of all, we can write
SGn(x) = SGn,e(x) + STn(x), (1)
6
..
.
..
.u v
sn leaves sn leaves
path of order n− 2sn
Figure 2: The tree Tn.
since the subtrees of Gn can be partitioned into those that contain e and those
that do not. This means that µ(Gn) is a convex combination (or “weighted
average”) of the means µ(Gn, e) and µ(Tn) (see [4, Lemma 3.8]). To be precise,
we have
µ(Gn) =
SGn,e(1)
SGn(1)
µ(Gn, e) +
STn(1)
SGn(1)
µ(Tn). (2)
Dividing through by n, we obtain
Den(Gn) =
SGn,e(1)
SGn(1)
Den(Gn, e) +
STn(1)
SGn(1)
Den(Tn). (3)
We will show that
lim
n→∞
Den(Gn) = lim
n→∞
Den(Gn, e) =
2
3
.
On the other hand, from the proof of [6, Corollary 4.3], we have
µ(Tn) > n− sn − 1. (4)
(Although sn was set equal to ⌈2 log2(n)⌉ in [6], only the fact that 2
sn ≥ n2
is necessary for the proof.) Since sn = o(n), it follows immediately that
lim
n→∞
Den(Tn) = 1.
We first compute the local mean µ(Gn, e) and show that lim
n→∞
Den(Gn, e) =
2
3
. By a straightforward counting argument, we have
SGn,e(x) = (1 + x)
2snSCn−2sn ,e(x), (5)
where Cn−2sn is the cycle in Gn induced by the n−2sn vertices of the uv-path in
Tn. By Lemma 2.2, and then Lemma 2.3 and a straightforward computation,
we have
µ(Gn, e) = µ((1 + x)
2sn) + µ(Cn−2sn,e)
= sn +
2n− 4sn + 2
3
=
2n− sn + 2
3
.
7
It follows immediately that
lim
n→∞
Den(Gn, e) =
2
3
.
We now show that lim
n→∞
Den(Gn) = lim
n→∞
Den(Gn, e). We begin by demon-
strating that lim
n→∞
STn(1)
SGn(1)
= 0. Since
STn(1)
SGn(1)
is clearly positive, it suffices to
show that lim
n→∞
STn(1)
SGn(1)
≤ 0. From (1), we have SGn(1) = SGn,e(1) + STn(1).
By Lemma 2.3, evaluating (5) at x = 1 gives
SGn,e(1) =
(
n− 2sn
2
)
22sn.
We also use expression (9) from [6], namely
STn(1) = 2sn +
(
n− 2sn − 1
2
)
+ 2(n− 2sn − 1)2
sn + 22sn. (6)
Putting all of this together, we have
lim
n→∞
STn(1)
SGn(1)
= lim
n→∞
STn(1)
SGn,e(1) + STn(1)
≤ lim
n→∞
STn(1)
SGn,e(1)
= lim
n→∞
2sn +
(
n−2sn−1
2
)
+ 2(n− 2sn − 1)2
sn + 22sn(
n−2sn
2
)
22sn
.
Applying rough upper bounds in the numerator, and then using the facts that
limn→∞ sn/n = 0 and 2
sn ≥ n2, we find
lim
n→∞
STn(1)
SGn(1)
≤ lim
n→∞
n + n2 + 2n · 2sn + 22sn(
n−2sn
2
)
22sn
= 0. (7)
It follows immediately that
lim
n→∞
SGn,e(1)
SGn(1)
= lim
n→∞
SGn(1)− STn(1)
SGn(1)
= 1.
Thus, from (3), we obtain
lim
n→∞
Den(Gn) = lim
n→∞
SGn,e(1)
SGn(1)
· lim
n→∞
Den(Gn, e) + lim
n→∞
STn(1)
SGn(1)
· lim
n→∞
Den(Tn)
= lim
n→∞
Den(Gn, e)
= 2
3
.
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This completes the proof that
lim
n→∞
[Den(Tn)− Den(Gn)] =
1
3
,
and Theorem 3.1 follows immediately.
4 Increasing the mean subtree order
For an arbitrary connected graph G, we have shown that it is not necessarily
true that µ(H) > µ(G) for every graph H obtained from G by joining two
distinct, nonadjacent vertices. However, if G is not complete, then we suspect
that there exists some graph H , obtained from G by joining two distinct,
nonadjacent vertices, such that µ(H) > µ(G). Here, we prove this statement
in the special case that G is a tree.
Theorem 4.1. For every tree T of order n ≥ 3, there is a graph H, obtained
from T by joining two distinct, nonadjacent vertices, such that µ(H) > µ(T ).
Proof. Let u be a vertex of T such that at least two components of T − u, say
P and Q, have the property that T [V (P )∪ {u}] and T [V (Q)∪ {u}] are paths
(see Figure 3). Such a vertex u is guaranteed to exist. Suppose that P has
order p, and Q has order q. Let v be the vertex of P adjacent to u in T , and
let w be the vertex of Q adjacent to u in T . Let R = T − (V (P ) ∪ V (Q)).
u
v
w
R
P
Q
Figure 3: The tree T .
Let H be the graph obtained from T by joining vertices v and w; call this
new edge e. We claim that µ(H) > µ(T ). Since
SH(x) = SH,e(x) + ST (x),
9
we see that µ(H) is a weighted average of µ(H, e) and µ(T ), so it suffices to
show that µ(H, e) > µ(T ). By [4, Theorem 3.9], for all u ∈ V (T ), we have
µ(T, u) > µ(T ),
so it suffices to show that µ(H, e) ≥ µ(T, u). For any nonnegative number k,
let fk(x) =
∑k
i=0 x
i. By straightforward counting arguments, we have
SH,e(x) = x
2fp−1(x)fq−1(x)(1 + 2SR,u(x)) (8)
and
ST,u(x) = fp(x)fq(x)SR,u(x). (9)
Now for any k ≥ 0, by a straightforward computation, we have µ(fk(x)) = k/2.
Applying Lemma 2.2 to (8) and (9), we find
µ(H, e) = µ(x2) + µ(fp−1(x)) + µ(fq−1(x)) + µ(1 + 2SR,u(x))
= 2 + p−1
2
+ q−1
2
+
2S ′R,u(1)
1 + 2SR,u(1)
= p
2
+ q
2
+ 1 +
2SR,u(1)
1 + 2SR,u(1)
µ(R, u).
and
µ(T, u) = µ(fp(x)) + µ(fq(x)) + µ(R, u) =
p
2
+ q
2
+ µ(R, u),
respectively. So it suffices to show that
1 +
2SR,u(1)
1 + 2SR,u(1)
µ(R, u) > µ(R, u),
or equivalently,
1 + 2SR,u(1) > µ(R, u).
Since SR,u(1) is at least the order of R, while µ(R, u) is at most the order of
R, the result follows immediately.
Note that in the statement of Conjecture 1.2, we stipulate that the graphH
must be obtained from G by joining two nonadjacent vertices. If this condition
is dropped, then the statement becomes much easier to prove. We show that
for every multigraph G, there is a multigraph H , obtained from G by adding
an edge between a pair of distinct (but possibly adjacent) vertices of G, such
that µ(H) > µ(G).
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We first require a lemma that follows almost directly from Theorem 3.2 of
[1]. We introduce some notation used in the proof of this lemma. Let T∗G be
the set of all subtrees of G of order at least 2, and define S∗G(x) by
S∗G(x) =
∑
T∈T∗
G
x|V (T )|.
The mean subtree order of all trees of order at least 2 of G is then defined
analogously as
µ∗(G) =
S∗′G(1)
S∗G(1)
.
Clearly, we have µ∗(G) > µ(G) for every multigraph G.
Lemma 4.2. If G is a multigraph with E(G) 6= ∅, then there exists an edge
e ∈ E(G) such that µ(G, e) > µ(G) > µ(G− e).
Proof. Let G be a multigraph of order n with at least one edge. IfG contains no
subtree of order 3, then for every edge e ∈ E(G), we have µ(G, e) = 2 > µ(G).
So we may assume that G contains a subtree of order 3.
Let B be the set of all nonempty subsets of E(G) (multiple edges distin-
guished) that induce a subtree of G. Since G contains subtrees of orders 2
and 3, the cardinalities of the elements of B are not all the same. Therefore,
by [1, Theorem 3.2], it follows that there exists an edge e ∈ E(G) such that
µ∗(G) > µ∗(G− e). Since S∗G(x) = SG,e(x) +S
∗
G−e(x), we have that µ
∗(G) is a
weighted average of µ(G, e) and µ∗(G − e), so µ(G, e) > µ∗(G) > µ(G). The
fact that µ(G) > µ(G− e) now follows from the fact that µ(G) is a weighted
average of µ(G, e) and µ(G− e).
One might hope that Lemma 4.2 could be used to show that if G has min-
imum mean subtree order among all connected graphs of a given order, then
G is a tree. We remark, however, that this fact does not follow immediately
from Lemma 4.2. While Lemma 4.2 guarantees that every graph G contains
an edge e whose deletion decreases the mean subtree order, it does not guar-
antee that the edge e lies on a cycle of G. We can, however, use Lemma 4.2
to demonstrate the following result.
Proposition 4.3. Let G be a multigraph of order at least 2. Then there is a
multigraph H, obtained from G by adding a new edge between a pair of distinct
vertices of G, such that µ(H) > µ(G).
Proof. If G has no edges, then for every pair of distinct vertices u, v ∈ V (G),
the graph H obtained from G by joining u and v satisfies µ(H) > µ(G). So we
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may assume that E(G) 6= ∅. By Lemma 4.2, there is an edge e ∈ E(G) such
that µ(G, e) > µ(G). Let H be the graph obtained from G by adding a new
edge f between the endvertices of e. Note that no subtree of the multigraph
H contains both e and f , since they induce a cycle. Therefore, we have
SH,f(x) = SG,e(x). So we can write
SH(x) = SH,f(x) + SG(x) = SG,e(x) + SG(x).
It follows that µ(H) is a weighted average of µ(G, e) and µ(G). Since µ(G, e) >
µ(G), we must have µ(H) > µ(G).
5 Conclusion
While we have shown that adding an edge to a graph can drastically decrease
its mean subtree order, we do not know whether our examples are extremal.
Problem 1. Suppose that a graph H is obtained from a connected graph G
by adding an edge between two nonadjacent vertices of G. Determine sharp
bounds on Den(H)− Den(G).
We have shown that the difference Den(H)− Den(G) can be arbitrarily close
to −1/3. On the other hand, we remark that Den(Cn)−Den(Pn) approaches
1/6 asymptotically (see [2, Corollary 3.2]). We suspect that these are in fact
the extremal values for the difference.
Another open problem is to decide whether or not Conjecture 1.2 holds in
general. We have shown that it holds in the special case that G is a tree, and
that it holds in general if we drop the requirement that the two vertices being
joined are nonadjacent. If true, Conjecture 1.2 would imply that among all
connected graphs of order n, the complete graph Kn has the maximum mean
subtree order, while the path Pn has the minimum mean subtree order. (Jami-
son [4] demonstrated that Pn has the minimum mean subtree order among all
trees of order n.) This remains a significant open problem on its own.
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