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Die Wirkung dieser Maßnahmen entfaltet sich erst dann voll, wenn auch die Durchführung der
AbläufeausreichenddurchEDV-Systemeunterstütztwird.
Für diese Aufgabe wurden Workflow-Management-Systeme (WfMS) entwickelt. Sie integrieren
vorhandeneDatenbanken,BetriebssystemeundAnwendungssoftwareundschaffensoeinegemein-
sameBasisfürdieVerarbeitungbetrieblicherAbläufe.
Bereits erhältliche WfMS bieten eine relativ starre Prozeßunterstützung an. Abweichungen vom
vordefinierten Ablauf (englisch: Workflow) sind zur Laufzeit nicht oder nur mit erheblich






und [BD99b]).ProzeßorientierteWfMSemüssen dieAusführung von großenunternehmensweiten
oderunternehmensübergreifendenWorkflowsmiteinigenTausendBenutzernundeinernochgrößeren
ZahlangleichzeitigaktivenWF-Instanzenerlauben(ProductionWorkflows).KommerzielleSysteme
bieten hierfür keine oder nur eine sehr eingeschränkte Unterstützung. Es existieren zwar einige
Forschungsprototypen verteilter WfMSe ([AMG95], [BMR94], [CGP+96], [MWW+98], [SNS99]
u.a.).KeinerdieserAnsätzeunterstütztjedochdiedynamischeAdaptionvonWorkflowszurLaufzeit.
ZieldieserArbeitistesdaher,ineinemWfMSAdaptierbarkeitundSkalierbarkeitzuvereinen.Wie
wir später sehenwerden, konkurrieren beide Forderungen miteinander, etwa im Hinblick auf die
PerformanzdesSystemsoderdenSynchronisationsaufwandbeiverteilterWF-Steuerung.Hiergiltes,




tionssysteme der Universität Ulm entwickelten und an den Standard der Workflow Management
Coalition (WfMC) [WMC99] angelehnten prozeßorientierten adaptiven WF-Modell auf [RD98].
ADEPTbieteteinenstrukturiertenAnsatzzurModellierungvonWorkflowsundzeichnetsichdurch
vielfältigeMöglichkeitenzurdynamischenAdaptionvonWorkflowsaus.ImZentrumdesADEPTflex
Ansatzes steht eine vollständige und minimale Menge von Änderungsoperationen, mit der sich
laufendeInstanzenunterErhaltihrerKorrektheitundKonsistenzmodifizierenlassen.Einewichtige
ErweiterungbietetADEPTdistribution[BD97],einModellzurverteiltenSteuerungvonWorkflows.Ziel
des ADEPTdistribution-Ansatzes ist es, eine in Bezug auf die Gesamt-Kommunikationskosten des
Systemsmöglichstgünstige,verteilteAusführunggroßerWorkflowszuerreichen.
In dieser Arbeit sollen Konzepte und Realisierungsaspekte beider Modelle - ADEPTflex und
ADEPTdistribution - zu einem Ganzen verbunden werden.Wichtigstes Ziel istwieder die effiziente,
flexibleundrobusteAusführungkomplexerWorkflows.DabeiwirdzunächstdieverteilteAusführung
vonWorkflowsohneBerücksichtigungdynamischerWF-Änderungenbetrachtet.Späterwerdendann




Entwicklung von Lösungskonzepten bilden Optimierungen mit dem Ziel der Reduzierung des
Kommunikationsaufkommens.
Eine Auswahl der konzeptuell entwickelten Verfahren wird schließlich in den ADEPT-Prototyp




Ausführung von ADEPT-Workflows, in Verbindung mit dynamischen Änderungen neu dazu
kommendeProblemeunddieIntegrationderentwickeltenKonzepteindenADEPT-Prototyp.
Zunächstwird inKapitel2eineEinführunggegeben,inderGrundlagenzuWfMS,zumADEPT-
Ansatz und zur verteilten Ausführung von Workflows behandelt werden. Dabei werden auch




lediglich statische Serverzuordnungen zugelassen, inKapitel 4 wird die Betrachtung auf variable
Serverzuordnungen (vgl. [BD99a], [BD00]) ausgeweitet. In jedem Kapitel werden zunächst
grundsätzliche Anforderungen erläutert und anschließend Verfahren, einschließlich verschiedener
Optimierungen,entwickeltunddiskutiert.



















System muß Kenntnis von den Abläufen und den zu verarbeitenden Daten haben, um eine
vorgegebene Reihenfolge der Tätigkeiten und die Erfüllung aller Voraussetzungen zu deren
Durchführungzugewährleisten.Diesbedeutetinsbesondere,daßallebenötigtenDatenvorhandensein
müssen.EntsprechenddenGegebenheitenderAblauforganisationdürfenbestimmteAufgabennurvon
den dazu berechtigen Mitarbeitern in den passenden Abteilungen des Unternehmens bearbeitet
werden.MancheAufgabenkönnenauchautomatischvonindemSystemeingebundenenProgrammen
erledigtwerden.
Mit unterschiedlichen, nicht zusammenhängenden Programmen können zwar die Tätigkeiten zum
Erreichen des Unternehmenszieles durchgeführt werden. Hier ist jedoch keine Reihenfolge
vorgesehen, so daß sich jeder Beteiligte selbst darum kümmern muß, alle für ihn bestimmten
TätigkeitenrichtigdurchzuführenundmitdenanderenMitarbeiternzukommunizieren.ImFallevon
Fehlern oder Abweichungen von gewohnten Abläufen gibt es keine automatische Unterstützung.




Es soll jedoch kein großes monolithisches Anwendungsprogramm erstellt werden, daß alle
festgelegtenAnforderungen erfüllt.DasProgrammwäre sehr komplexunddamit nur schwerund
unterhohenKostenzuwarten.KleineÄnderungeninderAblaufstrukturbeispielsweisedurchimLauf
der Zeit identifizierte Verbesserungsmöglichkeiten machen jedesmal eine Neucompilierung des
gesamtenProgrammsnötig.Dies stellt nicht nur einen immensen Aufwand dar, sondern ist auch
extrem fehlerträchtig. Aufgrund der Umstellung wird der gewohnte Ablauf für einige Zeit
beeinträchtigt,wasnochhöhereKostenalsfürdieWartungdesProgrammszurFolgehabenkann.
Statt dessen bieten WfMSe einen Rahmen für die Ausführung von durch Vorlagen modellierten
Abläufen. Die Idee eines prozeßorientierten WfMS ist es, die Ablauflogik, d.h. Bearbeitungs-
reihenfolgen, Informationsflüsse und organisatorische Zuordnungen, vom Anwendungscode zu
trennen.DamitistdemSystemdieInformationüberzulässigeAbläufebekannt,sodaßdiesegesteuert
undüberwachtwerdenkönnen.PotentiellenBearbeiternvonSchrittenwerdendieseaktivpräsentiert.
Durch Einträge in den individuellen Arbeitslisten bekommt jeder Beteiligte seine Aufgaben
automatischzugeteilt.Nachdem eineAktivität zurBearbeitung ausgewähltwurde,wird diese von
allen Arbeitslisten entfernt, damit sie nicht mehrfach ausgeführt wird. Die zur Durchführung





bedingteAusführung von Schritten oder Schleifen modelliert. Ein gutes Modell bietet eine hohe
Modellierungsmächtigkeit bei gleichzeitiger Möglichkeit zum Verifizieren der Korrektheit. Dies
bedeutet insbesondere die Erreichbarkeit allerAktivitäten und die Verklemmungsfreiheit. Anhand
einerAblaufvorlagekönnenbeliebigvieleInstanzenerzeugtwerden,dievomStartknotenbishinzum
Endknotenausgeführtwerden.
Die zweite wichtige Voraussetzung ist die Modellierung des Informationsflusses. Hierbei muß
gewährleistet werden, daß alle Aktivitäten mit den benötigten Daten versorgt werden. Die
Modellierung kann mittels Ein- und Ausgabeparametern erfolgen, so daß potentielle Lese- und
2.GRUNDLAGEN10
SchreibzugriffeaufeinbestimmtesDatumschonbeiderModellierung erkennbarsind.Sokönnen
auch Zugriffskonflikte wie paralleles Schreiben erkannt werden. Alle in einem Geschäftsprozeß
anfallendenDatenkönnennach[WMC99]indreiKategorieneingeteiltwerden:Anwendungsdaten,
WF-relevanteAnwendungsdatenundWF-Kontrolldaten.
Anwendungsdatenwerden von indenWorkflow eingebundenen Anwendungsprogrammen erzeugt
undhabenkeinenEinflußaufdenAblaufdesWorkflow.SiemüssennichtzwingendfürdasWfMS
bekanntsein,allerdingskönnendannalleVorteile,diesichausderVerwaltungdurchdasWfMS
ergeben,nicht genutztwerden.Diesbetrifft dieMöglichkeit zurÜberprüfungderKorrektheit des
Datenflusses und der Berücksichtigung der Daten bei Migrationen, welche bei der verteilten











Rollen (z.B. „Arzt“) und Organisationseinheiten (z.B. „Chirurgie“) als Kriterium verwendet.
OrganisatorischeVeränderungenkönnenunabhängigvondenAbläufenvorgenommenwerden.Inden
meisten Fällen, beispielsweise bei Neueinstellungen, bleiben alle vorhandenen Abläufe weiterhin
ausführbar.FlexibleSystemebietenzusätzlichauchStellvertreterregelungen,fallseinBeschäftigter
zeitweisenichtverfügbarist.
Wünschenswert für ein WfMS ist daneben ein integriertes Ressourcenmanagement. So kann
sichergestelltwerden, daß nur solche Aktivitäten angeboten werden, über dessen Ressourcen der




jedochkönnendieseprotokolliertund eine zuständigeStelle benachrichtigtwerden.Grundsätzlich
besteht auch die Möglichkeit, bereits durchgeführte Schritte bis zu einer bestimmten Stelle im
Workflow zurückzusetzen und alle bis dahin nach außen sichtbar gemachten Änderungen
zurückzunehmen.Fallsdiesnichtmöglichseinsollte,mußeineAktivitätausgeführtwerden,diedas
ursprünglicheErgebnisderzurückzusetzendenAktivitätkompensiert.VorallembeirealenHandlun-






den Workflow einbezogen werden können, muß die Verteilung der Ausführung auf mehrere







Bei Produktions-WfMSen müssen alle Bearbeiter so rechtzeitig mit ausführbaren Aktivitäten
versorgt werden können, daß bei ihnen keine Leerlaufzeiten entstehen. Dies muß auch zu
ZeitpunktenmitSpitzenlastohnespürbareVerzögerungenmöglichsein.
• Fehlertoleranz:


















Die in dieser Arbeit verwendeten Begriffe entsprechen weitgehend den von der Workflow
ManagementCoalition (WfMC) vorgeschlagenen [WMC99]. In derWfMC haben sich vor allem
bedeutendeHerstellervonWfMSenzusammengeschlossen,umdieWF-Technologievoranzubringen.
Neben einereinheitlichenTerminologiewurde einReferenz-Workflow-Modell entwickelt, dasmit
standardisierten Schnittstellen bessere Zusammenarbeit unterschiedlicher WfMSe und leichtere
EinbindungvonAnwendungenermöglichensoll.
MitGeschäftsprozeßoderAblaufwerdendieArbeitsvorgängeineinemUnternehmenbezeichnet,die
zurErreichungdesGeschäftszieles dienen. Sie sind aus einer geordnetenMenge von Aktivitäten
zusammengesetztundimKontextderOrganisationsstrukturdesUnternehmenszubetrachten.
EinautomatisierterGeschäftsprozeß,derelektronischverarbeitetwird,heißtWorkflow.Erwirdmit







Das ADEPT-Modell wird seit 1995 in der Abteilung Datenbanken und Informationssysteme der
Universität Ulm entwickelt. In die Entwicklung sind praktische Erfahrungen aus Projekten
beispielsweise in Zusammenarbeit mit der Uniklinik Ulm eingeflossen. Ziel dabei war es, eine










verfahren angewendetwerden, die bereits zurModellierungszeit aufFehler oderUnstimmigkeiten
hinweisenundsoletztlichfüreinenreibungslosenAblaufderInstanzensorgen.
2.3.1 ADEPT-Konstrukte
Die Konstrukte bauen auf einer Blockstruktur auf und sorgen so für Übersichtlichkeit und eine





Abbildung treten nur Kontrollkanten vom Typ „CONTROL_E“ auf. Wenn im folgenden von
Kontrollkanten gesprochen wird, ist immer dieser Kantentyp gemeint. Eine andere Interpretation
ordnetdiesemBegriffalleKantentypenzu,dieaufdenKontrollflußdirektenEinflußhaben.
A B C D
Abbildung2-1:SequenzinADEPT.
UmgleichzeitigesBearbeitenmehrererAktivitätenoderEntscheidungen zwischenAlternativen zu
ermöglichen, wurden Verzweigungen eingeführt (vgl. Abbildung 2-2). Sie bestehen aus
Verzweigungs- bzw. Splitknoten, mindestens zwei Zweigen und einem Synchronisations- bzw.
Joinknoten.FüreinenVerzweigungsblockgibtesdreiverschiedeneMöglichkeiten:















UmmehrfacheWiederholungenadäquatdarstellenzukönnen, gibtes einSchleifenkonstrukt (vgl.
Abbildung2-3).EinSchleifenblockbesitztimmereinenSchleifenanfangs-und-endknoten,dieüber
einespezielleSchleifenkantevomTyp„LOOP_E“miteinanderverbundensind.DerSchleifenend-












betreffenden Aktivitäten explizit modelliert werden. Um eine korrekte Datenversorgung zu
gewährleisten, muß vor einem Lesezugriff auf ein Datenelement immer ein Schreibzugriff statt-
gefunden haben. Die Eingabedaten einer WF-Instanz werden als vom Startknoten geschriebene
ParameterderentsprechendenDatenelementemodelliert,AusgabewerteerscheinenindemModellals
LesezugriffedesEndknotens.
Grundsätzlich gilt, daß nur Datenelementeinträge für eine lesende Aktivität sichtbar sind, deren
SchreiberimKontrollflußvordemLeserliegen.HierbeisindauchVorgängerüberSchleifenkanten
erlaubt, so daß in einer vorherigen Schleifeniteration geschriebene Werte zugreifbar sind. Somit























Verzweigung gültigeWert zufällig von je nach Instanz unterschiedlichen Aktivitäten geschrieben
wordenseinkonnte.EineklareSemantik,die füralle Instanzen einerVorlage zugleichenLeser-
Schreiber-Beziehungenführt,wärenichtmehrvorhanden.
2.3.2 AblaufeinesWorkflow
Bis jetzt wurden lediglich WF-Vorlagen betrachtet. Wird aus einer Vorlage eine Prozeßinstanz
abgeleitet, kommt noch Information über den Ausführungszustand dazu. Dies sind Knoten- und
Kantenmarkierungen,WertefürdieDatenelementeundeinausführlichesProtokollüberdenAblauf,
die Ausführungshistorie. In Abbildung 2-5 wird beispielhaft eine Prozeßinstanz dargestellt. Im








































Immer wenn ein Knoten diese Markierung erhält, werden alle seine ausgehenden Kanten auf
TRUE_SIGNALED gesetzt, es sei denn es handelt sich um den Splitknoten einer bedingten
VerzweigungodereinenSchleifenendknoten.ImerstenFallwerdenalleKnotendernichtgewählten
Zweige auf SKIPPED und alle zugehörigen Kanten auf FALSE_SIGNALED gesetzt. Nach
Beendigung einer Schleife wird entweder die ausgehende Schleifen- oder die Kontrollkante mit
TRUE_SIGNALEDmarkiert.
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Eintrag geschrieben. Bei erfolgreicher Beendigung wird ein „END“-Eintrag in der Ausführungs-
historiegeschrieben,dieAktivitätgelangtindenZustandCOMPLETEDundsokönnenwiederdie
Ausgangskanten mit TRUE_SIGNALED markiertwerden. Die Ausführungsregeln finden sich im
Detailin[Hen97].
ImBeispiel istnoch ein interessanterFall fürdieDatenversorgungvonAktivitäten enthalten.Der
KnotenDmuß inseinerersten Iterationden vonA geschriebenenWert „Hallo“ lesen.Würde er
allerdings in einer weiteren Schleifeniteration später erneut ausgeführt (dann mit der Iterations-
nummer2),sokönnteerdasvonEgeschriebene„Welt“lesen,obwohlEjaeinNachfolgervonDüber
Kontrollkantenist.AllerdingsistEeinVorgängervonDüberdieSchleifenkanteundkanndaherzur
Datenversorgung vonAktivitäten in folgenden Schleifeniterationen dienen. Wichtig ist daher, die
BerechnungderVorgängerunterBerücksichtigungderAusführungshistoriekorrektdurchzuführen.
































































































































































































Der folgendeAlgorithmus entspricht dem schonbeschriebenenpred_h,mit demUnterschied, daß
nochzusätzlichdieIterationsnummerdesKnotensangegebenist.FallsnochkeinHistorieneintragzu
(n,i)vorhandenist,könnenwiebisheralleschonvorhandenenHistorieneinträgeüberprüftwerden.















































































Das Vorhandensein eines Organisationsmodells ist Voraussetzung für die Ausführung, wenn die
ArbeitsschrittenichtlediglichbestimmtenBenutzernfestverdrahtetzugeordnetseinsollen.
ZeitlicheAspekte inderAusführungvonWorkflowswerden in [Gri97]ausführlichbehandelt.Sie




einesWorkflowsnotwendigenKomponentenund kann daher alsWfMS betrachtetwerden. Seine
GrundlageisteinerelationaleDatenbank,dieSoftwarewurdeinderSpracheJavaerstellt.







ist das anfallendeKommunikationsaufkommenzwischen demWF-Server und dessenKlienten. In
einemzentralenSystemmitmehrerenhundertBenutzernkannesleichtzuEngpässenkommen.Auch

































findet immer entlang einer Migrationskante statt, in der Abbildung ist dies beispielsweise die
unterbrochengezeichneteKontrollkantezwischenEundH.DiezugehörigeMigrationvonS2nachS1
wird mit ME,H bezeichnet. Als Migrationspunkt wird im folgenden die Migrationsquellaktivität
verstanden.
Die gleichzeitig an der Ausführung der parallelen Zweige beteiligten Server S2 und S3 arbeiten
unabhängigvoneinander.BeideverfügennurübereinenTeilderGesamtinformation.S2kenntkeine
AusführungsinformationderAktivitätenFundG,S3besitztdementsprechendkeineInformationüber
den Status von C, D und E. Das Datenelement d1 ist auf beiden Servern in unterschiedlichen
Versionenvorhanden.DieaufS2geschriebeneVersionistzunächstnurdortbekannt.Beidenbeiden




und [BD00] Verfahren vorgeschlagen. Ziel dabei ist es, mögliche Überlastungen von System-
komponenten wie Server, Teilnetzen oder Gateways zu entdecken und zu verhindern. Ein
Kostenmodellerlaubtes,geeigneteAbschätzungenvorzunehmen.MitHilfediesesModellskönnen




• Basis fürADEPTdistribution,die verteilteVariante desADEPT-Systems, ist dasprozeßorientierte
WfMS ADEPT. Dies bedeutet insbesondere, es existiert ein Organisationsmodell, in dem
PersonensowohlmitOrganisationseinheiten(OE)alsauchRollenassoziiertwerdenkönnen.Die
AuswahlmöglicherBearbeitereinerAktivitäterfolgtzurLaufzeitübereinAuswahlprädikat.Der
tatsächlicheBearbeiterergibtsichsomitmeist „zufällig“ ausdenmöglichenBearbeitern einer
Aktivität.
• DasWfMS besteht ausmehreren Teilnetzen (Domains) mit je einem WF-Server. Diese sind
untereinanderaustauschbar,d.h.jederServerkanndieAusführungallerexistierendenWorkflows
übernehmen.
Unter dieser Bedingung kann keine Lastverteilung zwischen Servern innerhalb des gleichen
Teilnetzes betrachtet werden. Diese Fragestellung ist aber auch orthogonal zur angestrebten
MinimierungderKommunikationskosten.
• JederWF-ServerkannalleangemeldetenKlienten jedesTeilnetzesbedienen.EinBenutzer ist
jedochi.d.R.einemodermehrerenTeilnetzenfestzugeordnet.
• DiepotentiellenBearbeitereinerAktivitätbefindensichnichtunbedingtimselbenTeilnetz.
• Zwischen der Modellierung und der Ausführung des Workflow werden keine bedeutenden
ÄnderungenanderOrganisationsstrukturwieauchderNetzwerktopologievorgenommen.
FürdieBerechnung einer günstigenVerteilungmüssen zumindest folgendeKosten berücksichtigt
werden:
• KostenfürdenParametertransferbeimStartenundBeendenvonAktivitäten.







selektiert und damit für sich übernimmt oder eine Aktivität neu aktiviert wird, sind die
Arbeitslisten aller potentiellen Bearbeiter der Aktivität betroffen. Die Änderung soll sofort
mitgeteiltwerden.
Hierfür gibt es allerdings verschiedene Verfahren, die zu unterschiedlichen Kosten führen











Häufigkeit für eine Migration berücksichtigt werden, bevor aus den Kostenformeln eine Summe
gebildetwerdenkann.WennallegleichzeitigvorhandenenInstanzenallerWF-Typenberücksichtigt




Migrationen notwendig.Daher sollte für jedeMigrationüberprüftwerden, obdie zu erwartenden
Kostenohne dieMigrationniedrigerwären.DasgenaueVerfahrenwird in [BD98b]und [BD00]
beschrieben.
WenndieVerbindungsqualitätzwischendenServernunterschiedlichist,sokanndiesüberGewichte





BestimmeausderKommunikationskostenmatrixdenbezogen auf s günstigstenServer ausallen















durch welchem Server sie kontrolliert werden soll. Jede aus dieser Vorlage abgeleitete Instanz
übernimmtdieseZuordnungen.DerfüreinebestimmteAktivitätfestgelegteServerhatzumZeitpunkt
derAusführungdieserAktivitätdieKontrolleübereinenAusschnittdesWorkflows.ImFalleeiner
parallelen Verzweigung können auch mehrere Server gleichzeitig an der Ausführung der Instanz
beteiligtsein.
FürdieIdentifikationvonServernmußeinesystemweiteindeutigeKennzeichnung,wiez.B.seineIP-
Adresse, benutzt werden. Das folgende Beispiel zeigt einen sequentiellen Workflow mit statisch
zugeordnetenServern.
A B C EndStart
d1
M1








Adresse identifiziert, sondern durch symbolische Namen wie „S1“, „SSource“ oder „STarget“. Neu
gegenüberdemModell ohneMigrationen ist, daßdieServer, auf denen eineAktivitätausgeführt







beendete Aktivität. Sie sind numeriert und werden graphisch durch die Verwendung von
unterbrochenenKantensymbolenhervorgehoben.EinesolcheKontrollkanteverbindetinAbbildung
3-1dieKnotenAundB. ImdargestelltenBeispiel ist„M1“die einzigeMigration.Siewirdauch
entsprechendderQuell-undZielaktivitätenmitMA,Bbezeichnet.DieunterschiedlichenPartitionen-
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im Beispiel sind dies die beiden von S1 bzw. S2 kontrollierten WF-Abschnitte - werden durch
HinterlegenderenthaltenenAktivitätenmiteinergemeinsamengrauenFlächegekennzeichnet.
ManchederverwendetenBeispielemögenetwaskonstruiertwirken.Nichtsdestotrotzdienensieder
Illustration wichtiger Sachverhalte und sollen weniger Ausschnitte aus einem realen Workflow
widerspiegeln.Fallsz.B.ineinerAbbildungMigrationenscheinbarnurfüreineAktivitätdurchgeführt
werden, istzubedenken, daßdieseAktivität jaauch für einenganzenBlockvonAktivitätenmit
identischerServerzuordnungstehenkönnte.DerÜbersichtlichkeithalberwirddieDarstellungaufdas








wesentliches Ziel einer solchen verteilten Ausführung ist, das Kommunikationsaufkommen im
Gesamtsystemmöglichstgeringzuhalten(vgl.[BD00]).













In diesem Abschnitt behandeln wir Aspekte der Übertragung von Kontrolldaten (WF-Status,
Ausführungshistorie)beiderDurchführungeinerMigration.
3.3.1 GenerelleAlternativen
Zur Übertragung von WF-Kontrolldaten gibt es unterschiedliche Möglichkeiten, von denen im
folgendendiewichtigstendiskutiertwerden.WF-relevanteDatenundAnwendungsdatenwerdenan
dieserStellenochausgeklammert,siewerdenindenAbschnitten3.5und3.6ausführlichbehandelt.
1. Bei der Minimallösung werden dem Migrationszielserver nur die ID der Quell- und der
ZielaktivitätderMigrationundnotwendigeKontextinformationen (WF-Instanz-ID)übertragen.
AnhanddieserInformationweißderZielserverdann,anwelcherStelleimAblaufgraphensichdie
Ausführung gerade befindet. Besitzt die Zielaktivität lediglich eine Eingangskontrollkante, so
kannderZielservernachAbschlußdieserMigrationmitderAusführungfortfahren.DaesKnoten
mit mehr als einer Eingangskante gibt (OR- bzw. AND-Joinknoten, Knoten mit eingehenden













kannspäterbei derSicherstellungderDatenversorgung zuProblemen führen (sieheAbschnitt
3.6).AucheinfacheStatusanfragenwärennichtohneweiteresmöglich.
2. Besserwärees daher,dieStatusmarkierungenvonAktivitätenundKanten derWF-Instanz zu
übertragenunddieDatenbankdesZielserversdamitzuaktualisieren.Allerdingsmüssendannbei
Joinknotendie unterschiedlichen Informationen aus den Teilzweigen richtig zusammengeführt
werden. Dies läßt sich bewerkstelligen, indem alle erhaltenen Informationen zu Knoten im
Zustand„NOT_ACTIVATED“undKanten imZustand „NOT_SIGNALED“ ignoriertwerden.
Damit werden nur die für die weitere WF-Ausführung erforderlichen Information in die
Datenbankaufgenommen,und eswerden keinebereits erhaltenenWerte überschrieben.Wenn
allerdingsdieMöglichkeitdespartiellenZurücksetzenderWF-Kontrollemiteinbezogenwerden
soll,wird eine aufwendigereLösungnotwendig, dadann auch bereits abgeschlosseneKnoten
wiederindenZustand„NOT_ACTIVATED“versetztwerdenmüssen.
Wie bei dem in 1. beschriebenen Minimalverfahren fehlen auch hier wichtige Zusatz-
informationen.DieMarkierungdesGraphenundderStatusderAktivitätenlassensichnacheiner
Migration auf dem Zielserver vollständig rekonstruieren. Ohne die Ausführungshistorie kann
jedoch bei Schleifen mit enthaltenen bedingten Verzweigungen die Versorgung mancher














beendeten Aktivitäten (mit den entsprechenden Kantenmarkierungen) und zusätzlich die
Ausführungshistorieübertragen.DieDatenmengeistzwargrößeralsimFallvon2.,aberdafürist
die Vollständigkeit der Daten garantiert. An Joinknoten muß ebenfalls ein Verfahren zum
korrektenMischendererhaltenenInformation,auchfürdieAusführungshistorien,durchgeführt
werden. Eine Schwäche dieses Ansatzes ist allerdings noch, daß Kontrolldaten redundant
übertragenwerden.
5. WennmandieStrukturierungvonWF-ModelleninADEPTunddiedefiniertenAusführungs-und
Markierungsregeln konsequent ausnutzt, ergibt sich, daß nicht notwendigerweise immer die
komplette Instanzinformation übertragen werden muß. So ist es niemals notwendig, die
Markierungen des Graphen, d.h. dessen aktuellen Zustand, zu übertragen, da sich diese
InformationimmerausderAusführungshistorierekonstruierenläßt.Darüberhinausenthältdie
Ausführungshistorie schon alle im folgenden wichtigen Informationen wie z.B. Start- und







Ausführungshistorie an den Zielserver. Bei einem sequentiellen Workflow ergeben sich keine
Probleme.DerZielserverkannseinebisherigeAusführungshistorieverwerfen,unddieMarkierungen
seinesGraphengemäßderneuerhaltenenAusführungshistoriesetzen.
EinProblem tritt immerdann auf,wenn sichparalleleZweigeunterschiedlicher Server an einem
Punktsynchronisieren,dafürdiesenFallzweiunterschiedlicheVersionenderAusführungshistorie
aufeinander treffen. Das Zusammenführen der Information kann bei einem AND-Joinknoten
erforderlichwerden,aber auch schon innerhalb einerVerzweigungbeiKnotenmit einmündenden
Synchronisationskanten. Im folgenden Beispiel sind zwei dieser Stellen enthalten, und zwar die
MigrationMB,EüberdieSync-KantezwischenAktivitätBundEunddieMigrationenMC,Fbzw.ME,F




















arbeiten - zumindest zeitweise - am selben Dokument. Dabei entstehen dann mehrere gültige
Änderungshistorien.UmdarauswiedereingemeinsamesDokumentzumachen,isteinVerfahrenzum
Mischen notwendig, so daß wieder eine gültige Änderungshistorie entsteht. Es werden formale
BedingungenfüreinekorrekteÄnderungshistorie aufgestellt und schließlich einAlgorithmus zum
Import vonTeilhistorien beschrieben.DieAutoren betonen, daß es wichtig ist, die anwendungs-
bezogeneSemantikauszunutzen.










eigeneHistorie aufgenommen haben.DieAusführungsreihenfolge zwischenBundD spielt keine
Rolle,dabeideKnotenineinerparallelenVerzweigungliegenundüberdieGraphstrukturinkeiner













bei S3 an. Die längste übereinstimmende Sequenz ist somit {A,B}. Die Reihenfolge in der die
Historieneinträge von C und E angeordnet werden spielt keine Rolle, da die Aktivitäten im
dargestelltenGrapheninkeinerOrdnungsbeziehungstehen.GültigeHistorienfürdenServerS3wären
demnach{A,B,C,D,E},{A,B,D,E,C},{A,B,D,C,E},{A,D,B,E,C}oder{A,D,B,C,E}.Solltenmehr
als zwei Historien integriert werden, kann beim Mischen der Historien nacheinander paarweise
vorgegangen werden. Zu beachten ist nur, daß die in der Reihenfolge zu erhaltenden
übereinstimmendenSequenzenunterbrochenseinkönnen,wasjedochderKorrektheiteinerHistorie
nichtschadet.
Wir präsentieren nun einen einfachen Algorithmus für das Zusammenführen von Historien-
ausschnittenaneinemZielserverSTarget.Historieneinträge,dieaufdemZielserverbereitsvorhanden
























EinegeringereKomplexität durch eineOptimierung analogdem Verfahren zurBerechnung eines
Sort-Merge-Joinistnichtmöglich,danichtalleHistorieneinträgeinHoldundHnewzwingendinder























































Da Migrationen bezüglich der Erzeugung von Kommunikationsaufkommen ohnehin relativ teure
Operationensind,müssenLösungengefundenwerden, dieKommunikationsmenge zuminimieren.
Mit dem vorangehend beschriebenen, einfachen Verfahren „Übertragen der kompletten auf dem
Quellserver verfügbaren Ausführungshistorie“ werden die Migrationen mit Fortschreiten in der
Prozeßinstanzkontinuierlichteurer,dadieHistoriesukzessivelängerwird.
Ein intelligenteresVerfahrensollte folgendeEigenschafteinesverteiltenWfMSausnutzen: Inden
meistenFällenwirdeinServernichtnureinmalanderAusführungbeteiligt.Daherverfügterbeieiner
MigrationhäufigschonübereinenTeilderInstanzinformation,nämlichübergenaudenZustandaller
Vorgängeraktivitäten von Aktivitäten (einschließlich dieser Aktivitäten), bei denen er zuletzt die
Kontrolle über die Ausführung der Instanz hatte. Es ist also lediglich notwendig, ihn mit der
Differenzinformation,d.h.das,wasinderZwischenzeitpassiertist,zuversorgen.
Dabeimußgarantiertwerden,daßauchallezurAusführungbenötigtenInformationenweitergegeben
























Aktivitäten des anderen Teilzweiges übersprungen werden. Beim Markieren der entsprechenden

7Nochnichtrelevant sind InformationenausparallelenZweigen,welchenicht inderVorgängermengeder




























































dieser Instanz beteiligt war, kennt er einen Teil der Ausführungshistorie, nämlich genau die
HistorieneinträgezuA,B,CundF.S2möchtekeineunnötigeInformationverschicken,daherprüft
dieserServeranhandderihmbekanntenHistorienach,welcheInformationS1injedemFallvorliegt.











STarget zuletzt die Kontrolle der WF-Instanz hatte. Die Migrationspunkte aus M dürfen















































ImBeispiel übermitteltS2Historieninformation anS3 somit erst,wenndie Aktivitäten E undG
beendetsind.DamitwirddieAnzahlanKommunikationenreduziert,undeskannverhindertwerden,
daß Informationen doppelt verschicktwerden.Anderenfallswürde die zu übertragende Historien-
informationmehrfachundfürjedenZweiggetrenntberechnetwerden,wodurchÜberlappungennicht
ausgeschlossenwerdenkönnen.ImBeispielwürdendiezuAundBkorrespondierendenHistorien-
einträge zweimal zumServer S3 übertragen,was vermieden werden sollte. Für diese zusätzliche
Optimierung müßte der Algorithmus 3-2 so abgeändert werden, daß nicht nur ein Knoten des























Methode zurBerechnungderVorgängeraktivitätennötig, die auch die Vorgänger über Schleifen-
kantenberücksichtigtundsomitauchAktivitätenausvorangehendenIterationenderSchleifezurück
liefert.
Der oben beschriebene Algorithmus 3-2 hat noch ein Manko, das auch durch die genannte























MitdemAlgorithmusvonobenwürdedieHistoriebiszumKnotenB (einschließlich) bei beiden
Migrationen übertragen werden (vgl. Abbildung 3-8). Die Migration MC,D findet unabhängig der
MigrationMF,Gstatt,zuverschiedenenZeitpunktenundinunbekannterReihenfolge.Mankönntejetzt
Einwenden,daßsichS1janurzumerkenbrauche,welcheInformationschonanS2verschicktwurde,




























Um die durchschnittlichen Übertragungskosten bei einerMigrationweiter zu verringern,wird im









imallgemeinen jedoch nichtwissen, da sie unabhängigvoneinander arbeiten.Mit demSchicken-
ProtokollkannsomitkeineweitereReduktionderzuübertragendenDatenerreichtwerden.Umdies
zu ermöglichen, wird im folgenden ein Holen-Protokoll verwendet. Es wird in jedem Fall eine





































Bei der zweiten Migration ME,Z spielt das Verfahren jedoch sehr wohl eine Rolle. Nach der
herkömmlichenMethodeausAbschnitt3.4.1würdendiezuDundEkorrespondierendenEinträge







• SSource kündigt dem Zielserver STarget die Migration an und teilt ihm die Prozeßinstanz, die
ZielaktivitätundderenzukünftigeIterationsnummermit.ImBeispielistdies(Z,1).
• STarget berechnet dieMengeMder früherenMigrationspunkte. ImUnterschied zumSchicken-
VerfahrenmußderServerzueinemMigrationspunktausMnichtmehrunbedingtSTargetsein.Die
AktivitätenderMengeMundderenVorgängerentsprechendenAktivitäten,zuderenAusführung
STarget schon über Historieneinträge verfügt. Die Migrationspunkte M dürfen untereinander in









der Eintrag zu C und schließlich kein weiterer mehr gefunden. Aufgrund der Ordnung der
HistorieneinträgegemäßderGraphstrukturergebensichkeineredundantenWertefürM.
STargetteiltManSSourcemit:{(F,1),(C,1)}.
• SSource streicht aus einer Kopie der bei ihm vorhandenen Historie alle Einträge zu
Vorgängeraktivitäten von M (einschließlich M). Sollte M=∅ sein, wird trivialerweise nichts
gestrichenunddiekompletteHistoriebeibehalten.FindetzunächstdieMigrationME,Zstatt,sind
dierelevantenHistorieneinträgegegebendurch{START(D,1,S2),END(D,1,S2),START(E,1,
S2), END(E, 1, S2)}. Findet zuerst die Migration MG,Z statt, erhält man folgende relevante
Einträge:{START(D,1,S2),END(D,1,S2),START(G,1,S3),END(G,1,S3)}.
BevorSSourcedierelevantenHistorieninformationenanSTargetüberträgt,werdennochdieEinträge
entfernt, die nicht zu einer Vorgängeraktivität der Migrationsquellaktivität in der aktuellen































DerAlgorithmus terminiert in jedem Fall, da nach dem Streichen aller Historieneinträge zu den
gefundenenMigrationspunktenund derenVorgängernkeinEintragmehr inHvorhanden ist.Der





















Wenn das beschriebene Holen-Verfahren verwendet wird, kann eine optimierte Methode zum
ZusammenführenderHistorienbenutztwerden.
Migrationenwerden inderReihenfolge ihresEintreffensbeimZielserver bearbeitet undbei jeder
MigrationwirdzunächstdasMaximumanmöglicherzugesicherterInformationübertragen.Daherist
automatischgewährleistet,daßdieältestenHistorienabschnitte,diedendemStartknotenamnächsten
liegenden Aktivitäten entsprechen, zuerst übertragen werden. Entsprechende Aktivitäten von
Teilhistorien,diedanachübertragenwerden,liegen inderGraphstrukturnachoderparallelzuden
Aktivitäten, derenHistorie bereits übertragen wurde, niemals jedoch davor oder gar dazwischen.
DamitbleibtdieneueHistoriebeimZielservergültig,wennindiesemFalldiekompletteerhaltene





Anzahl an Iterationen als vorteilhaft erweisen.Sie könnenbeiBedarf in einem WfMS eingesetzt
werden.ZukünftigenServern,derenAktivitäten imKontrollfluß einemSchleifenendknotenfolgen,
könnenbeiderÜbertragungderAusführungshistorienurdieHistorieneinträgeüberdiejeweilsletzte
Iteration der in der Schleife enthaltenen Aktivitäten mitgeteilt werden (in Abbildung 3-11 fett


















































kann der gesamte mit dieser Schleife geklammerte Bereich ausgetauscht werden gegen die
zwischengespeichertenEinträgeincl.derbeidenSchleifenknotenamAnfangundamEnde.Die
verbleibendeHistorie(dieZeilen6,13und17-21)istimBeispielfetthervorgehoben.
Eine solche nochmaligeDatenreduktionwirkt sich vor allem auf dieKosten vonMigrationen an
späterenStellen imWorkflow aus,wenn zu einemServer migriertwird, der bisher nicht an der











beim Zielserver, ebenso wie WF-Kontrolldaten, bereitgestellt werden, um mit der WF-Kontrolle
fortfahrenzukönnen.
Für die Übertragung der WF-Daten gibt es mehrere Möglichkeiten. Diese unterscheiden sich
hinsichtlichAnalyse- und Implementierungsaufwand undweisen ein differenziertes Verhalten mit
mehroderwenigergutemOptimierungsertragauf.
3.5.1 ÜbertragungderkomplettenInformation
Die naheliegendste Lösung sieht vor, daß die komplette auf dem Quellserver verfügbare















jedemFall dieServer beteiligt, auf denen die jeweiligenDatenelemente ursprünglich geschrieben
wurden.DieOptimierungführtalsozukeinerUnverträglichkeitmitdieserErweiterung.
MigrationenwerdenbeidiesemAnsatzzwarzunehmendteurer,damitdemFortschreitendesWF
Einträge fürDatenelemente hinzukommen, die bisher leerwarenunddeshalbnicht berücksichtigt

































Benutzer müssen nicht warten, wenn sie eine Folgeaktivität ausführen wollen, die vom gleichen






Im folgenden Abschnitt 3.6 werden Varianten dieser Lösung samt zugehöriger Algorithmen und
Beispielenausführlichbeschrieben.
3.6 OptimierungenfürdieDatenelementübertragung
Im folgenden wird vorausgesetzt, daß jeweils nur die aktuelle Version eines Datenelementes
verschicktwird.Hiersind,wiezuvorerwähnt,wirkungsvolleOptimierungenmöglich.Zuerstsollaber
nurgezeigtwerden,inwelchemUmfangKommunikationskostengespartwerdenkönnen.
A B C ......
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Hierzu ein einfaches Rechenbeispiel (vgl. Abbildung 3-12): Die Gesamtgröße einer WF-Instanz






d.h. er verursacht Netzlast in Höhe von ca. 200kB. Der Workflow bestehe aus einer einfachen
SequenzvonAktivitätenmitbeispielsweise40Schritten,dieaufzweiverschiedenenServernS1und
S2 ausgeführtwerden können. Für die Verringerung der Last im Gesamtsystem würde sich eine
MigrationvonS1aufS2erstabeinerAnzahlvon10SchrittenaufS2lohnen,indiesemFallsinddie















Bevor in den Abschnitten 3.6.2 und 3.6.3 zwei optimierte Lösungen zur Übertragung von







in einem bestimmten Workflow zu deklariert und diese immer mit der Ausführungshistorie











übertragen werden und daß im Falle paralleler Verzweigungen kein mehrfaches Übertragen zum
selbenServerstattfindet.
Ein intelligentesVerfahrenüberträgt dieDaten zusammenmit derAusführungshistorie, und zwar
genaumitdenAbschnitten,diezuihrenSchreiberaktivitätenkorrespondieren.WenneinServerdie
WF-Kontrolldaten so mitgeteilt bekommt, erhält er damit auch automatisch die aktuellen Werte






Bei jederÜbermittlungvonAusführungshistorie muß derMigrationsquellserver, also der, der die
Historiebereitstellt,folgendestun:
1. Bestimme zu allen Variablen die aktuellsteVersion.Die gesuchte Version ist genau die, die









Somit fällt überhaupt keine zusätzliche Kommunikation für kleine Variablen an, da sie immer





Um zu bestimmen, welche großen Datenelemente auf den Zielserver übertragen werden müssen,
bedient man sich eines der im folgenden beschriebenen Verfahren. Ziel ist es, genau die Daten-
elemente zu übertragen, die von Folgeaktivitäten gelesen werden. Damit wird die geforderte
DatenversorgungderAktivitätengewährleistetundgleichzeitigdieKommunikationminimiert.
FüreinSchicken-VerfahrengibteszweiverschiedeneAnsätze.Zunächstmußmanfeststellen,welche




wurden. Dabei werden nur die Aktivitäten der aktuellen, zusammenhängenden Partition
berücksichtigt. Interessant ist nur die letzte Version desDatenelements, d.h. die Version, die die




bekommen.Dies istalsonichtnurderServerderdirektenNachfolgepartition.Dafür gibt es zwei
Möglichkeiten:
a) ManschicktdieDatenmitdemKontrollfluß,d.h.übereinenUmweg.EinTeilderDatenmußso



























S3 SSource STarget STarget
d2
Abbildung3-13:ÜbertragenvonDatenelementeinträgenbeimSchicken-Verfahren.
InAbbildung3-13werdenbei derMigrationM1 alle erforderlichenDatenelementeinträge an die
zugehörigen Empfänger mitgeteilt. Dies sind hier die Server STarget und S3, mit drei betroffenen
AktivitätenD,EundFundzweiDatenelemented2undd3.DieaktuellenWertevond2undvond3
müssen an STarget geschickt werden. Obwohl die Aktivität E noch in einer von der Struktur her
entferntenPartitionliegt,mußderaktuelleWertvond3jetztschonanS3geschicktwerden,daerja






























analyse durchgeführtwerden. Für jedes auf der Partition desMigrationsquellservers geschriebene




























Wenn bei Migrationen in parallele Verzweigungen hinein keine redundanten Übertragungen
stattfindensollen,mußzujedemDatenelementeintraggespeichertwerden,anwelcheServererschon











































Weil die Schreiberaktivitäten eines Datenelements in einer Reihenfolgebeziehung stehen müssen,
existiertfürjedenDatenelementeintrageineinstanzweiteindeutigeVersionsnummer.Somitkannder







die folgende Schleifeniteration korrekten Version verschickt werden, allerdings ohne Rücksicht
darauf, ob auch wirklich eine weitere Schleifeniteration stattfinden wird. Wie bei bedingten

















































































Server des letzten Schreibers zu beziehen. Darüber hinaus sind nur solche Schreiber zu
berücksichtigen,dievordemMigrationspunktliegen.AlleweiterenschonvorhandenenInformationen




dannderFall,wenn einServer zuvor eineAktivität∈{n1..nn}kontrolliert hat, die diesenEintrag
gelesenhat.MöglicherweisekannderWertalsobilligerbezogenwerdenalsvondemServer,aufdem
ergeschriebenwurde.SolltensichmehrereAlternativenalsgleichteuererweisen,somußnochein
weiteresAuswahlkriterium festgelegtwerden.Um vonvornherein eineungünstige,weil ungleich-
mäßige,Verteilungzuvermeiden,kannderServerperZufallbestimmtwerden.
IneinigenFällenkannesvorkommen,daßderWertaufdemZielserverbereitsvorhanden ist,die





































zum Startknoten, falls dieser auch über keinen Wert für das Datenelement verfügt, wird NULL
zurückgeliefert.
3.6.4 WeitergehendeOptimierungsmöglichkeitenzumHolen-Verfahren
An dieser Stelle erfolgt eine Auflistung weiterer Optimierungsmöglichkeiten, die im Laufe der


















Restkapazität dazu gepackt. Es muß ein sinnvoller Trade-Off zwischen Optimierungsaufwand,
Übertragungskosten und der Anzahl „ineffizient kleiner Nachrichten“ gefunden werden. Ein




Anzahl an Kommunikationen führen - können bei jeder Migration die Datenelemente für alle
Aktivitäten der Partition des Zielservers geholt werden. Die Möglichkeiten, die Daten von der
günstigstenQuellezubeziehen,bleibenbeidieserVarianteerhalten.AndenAlgorithmenwerden
allerdingsÄnderungennötig.
Das Protokoll hat folgenden Ablauf: Zunächst wird auf dem Zielserver die mit der Zielaktivität
zusammenhängende Partition P berechnet. Die in dieser Partition enthaltenen Aktivitäten p∈P
müssenderZielaktivitätüberKontroll-,Sync-oderSchleifenkantenfolgenundvomgleichenServer
kontrolliert werden. Aktivitäten des Zielservers, welche der Zielaktivität in der Graphstruktur





Eingabeparameter versorgt werden sollen. Die Bestimmung der optimalen Bezugsquelle für




bei der Anforderung möglichst wenige Kommunikationen anfallen. Nachdem auf diese Art die
Datenversorgungsichergestelltwurde,kanndiebetroffeneMigrationskanteauf„SIGNALED“gesetzt





























Um für bedingte Verzweigungen eine Optimierung vorzunehmen, müssen zusätzliche „künstliche
Migrationspunkte“nurfürDatenelementeeingebautwerden.ImeinfachstenFallgeschiehtdiesnach
jedem bedingten Verzweigungsknoten. Bei allen zuvor stattfindenden Migration dürfen nur die
Datenelemente übertragen werden, die nicht ausschließlich innerhalb der bedingten Verzweigung
benötigt werden. Die Daten für den gewählten Zweig dürfen erst an dem entsprechenden neuen
Migrationspunktübertragenwerden.SomitwirddienutzloseÜbertragungvonDatenfürZweige,die
gar nicht ausgewählt werden, verhindert. Auch diese Optimierung wird durch eine zusätzliche
Verzögerung vor der Ausführung eines Schrittes und eine höhere Anzahl an Kommunikationen
erkauft. Zusätzlich ist eine Abänderung der Algorithmen zur Migration von Datenelementen
notwendig.
DiefolgendeAbbildung3-19a)zeigteinenFall,indemeinesolcheOptimierungsinnvollist.ImTeil




Die Auswirkungen durch dieseKanten sollten sich daher auf die Migration von Datenelementen
beschränken, die Übertragung von Ausführungshistorie und die Durchführung weiterer bei


























genommen werden kann. Diese tritt auf, da auf das Eintreffen aller Zweige gewartet wird, um
möglichstvieleInformationenvomServermitdengeringstenKommunikationskostenzubeziehen.
FallsdieKommunikationskostenzuallenServernaufähnlichemNiveausind,könnenschonnachdem




verschwindend gering gegenüber der Laufzeit des Workflow. Viel problematischer als die
Verzögerung aufgrundvonMigrationen ist dieVerzögerung, die einBenutzer vomZeitpunkt der
SelektioneinesArbeitsschrittesbiszudessenBearbeitungerfährt.
IndirekteMigrationenamBeginneinerparallelenVerzweigung
In eine völlig andere Richtung geht die im folgenden beschriebene, ebenfalls nicht verwendete
Optimierung. Bei parallelen Verzweigungen (und nur bei diesen) kann die folgende Situation
auftreten:DerVerzweigungsknoten liege auf demServerSSource, die beidenZielserverSTarget1 und
STarget2 seien nur über eine sehr teuere Verbindung angebunden, können allerdings untereinander
günstigkommunizieren.Besserwäreeshier,wennanstellevonzweisehrteurenMigrationenzunächst
eineMigrationbeispielsweisenachSTarget1stattfindet,undSTarget2vonSTarget1mitDatenversorgtwird.
Dies stellt allerdings einen sehr aufwendigen Spezialfall dar, der die Algorithmen deutlich
verkomplizierenwürde.EinebessereLösungwärees,solcheProblemebereitsbeiderModellierung
desWorkflowszuberücksichtigen.WürdefürdenVerzweigungsknotenein leererKnotenbenutzt,
könnte dieser problemlos dem Server STarget1 zugeordnet werden. Es entstünde dadurch keine
zusätzliche Migration, die Informationsübertragung wird aber ohne Abänderung der Algorithmen

















































mangelhaft sehrgut sehrgut sehrgut
ReduzierungderAnzahlder
Kommunikationen
ja gering gering ja
Optimierungbeiobligatenund
optionalenParametern
keine ja ja ja
Optimierungbeibedingten
VerzweigungenundSchleifen
keine ja ja ja

















































Für dieRealisierung eines gutenGesamtsystems von entscheidender Bedeutung sind auch einige
bishernochnichtangesprocheneKonzeptezurVerringerungderKommunikationslast.
SokönntengenerellalleDatenzusätzlichnochvorderÜbertragungkomprimiertunddanachwieder






Unterschied zwischen zwei Versionen eines Datenelements ausmachen, bekannt wären, könnten
möglicherweise enorme Einsparungen bei der Übertragung großer Datenelemente erzielt werden.
Wennz.B.inmehrerenArbeitsschritten lediglichdieHelligkeit einesPhotosverändertwurdeund
dieses anschließend wieder zu seinem Ursprungsserver gelangt, bräuchte nicht das gesamte Bild
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übertragen zu werden. Theoretisch würde es genügen, alle Operationen, die auf diesem Objekt
ausgeführtwurden, erneut gesammelt auf dem Zielserver auszuführen. Dies stellt jedoch enorme
AnforderungenandasWfMSunderforderteineengeIntegrationmitallenAnwendungsprogrammen.
Außerdem muß hierbei der zusätzliche Berechnungsaufwand gegenüber der Einsparung an
Kommunikationabgewägtwerden.EsmachtkeinenSinn,einSystemohnevielKommunikationzu
betreiben, bei dem dieRechenkapazität zum kritischen Engpaß wird. Aus Praktikabilitätsgründen
scheidetdieseLösungdeshalbfürdieMehrzahlvonWF-Anwendungenwohlaus.
EinewichtigeGrundvoraussetzung istnatürlich einedieRealität gut abbildendeModellierungdes
WorkflowsowieeineeffizienteOrganisationdesAblaufs.DieArbeitslastsolltesichimMitteladäquat
aufdieeingesetztenRessourcenverteilenunddiesegutausnutzen.JedochergebensichimLaufeder










nochnicht alleServer bekannt. Einige Serverwerden erst zur Laufzeit berechnet, indem ein der
AktivitätzurModellierungszeitzugewiesenervariablerServerzuordnungsausdruckausgewertetwird.
Eswirduntersucht, inwieweit die entwickeltenVerfahrenangewendetwerdenkönnenundwelche
neuenProblemegelöstwerdenmüssen,umeineMigrationimbisherigenSinnkorrektdurchzuführen.
4.1 VariableServerzuordnungen







In WfMS wird dieser Tatsache Rechnung getragen, indem sogenannte abhängige Bearbeiter-
zuordnungenbeiderWF-Modellierungfestgelegtwerdenkönnen.EineBearbeiterzuordnungfüreine
AktivitätistdannnichtmehrnureinTermderForm„Rolle=Arzt∧Abteilung=Chirurgie“,sondern
kann aus Ausdrücken bestehen wie „Bearb(X)“ oder „Rolle=Arzt ∧ OE(Bearb(X))“ und somit
vorangegangeneAktivitätenreferenzieren(vgl.[BD00]).„Bearb(X)“bedeutet,daßdieAktivitätvom
gleichenBearbeiterausgeführtwerdenmußwieAktivitätX.WennfürdenBearbeitervonAktivitätK











imDomain des Servers S5 angesiedelt ist. Bei statischer Serverzuordnung fällt diese zusätzliche
Kommunikationauchfürallemit„Bearb(X)“abhängigenFolgeaktivitätenan.Eswäredaherbesser,
















lassen sie sich aber automatisch ableiten. Die Berechnung einer optimalen Verteilung ist sehr
aufwendig,dasehrvieleKombinationenberücksichtigtwerdenmüssen.Imweiterennehmenwirdie
ServerzuordnungeneinerWF-Vorlagealsgegebenan.






Modellierungszeit statisch festgelegt, auf welchem Server sie ausgeführt wird, jetzt ist zur
AusführungszeitzunächsteineAuswertungderAusdrückenotwendig.Folglich istder tatsächliche
ServerfüreineAktivitätnichtimmerimvorausbekanntundkannineinigenFällenerstunmittelbar



















entwickeltenVerfahren noch angewendetwerden können.Dabeiwirdwieder zwischen derÜber-
tragung von WF-Kontrolldaten und von WF-Daten unterschieden. Es wird versucht, so weit als










nicht mehr betrachtet werden. Sie könnten zwar auch für den variablen Fall verwendet werden,
erwiesensichallerdingsschonbeistatischenServerzuordnungendenVerfahrenalsunterlegen,die
Information zurAusführungshistorie zuübertragen.Dafür bieten sich auch für den variablen Fall
wieder ein Schicken- und ein Holen-Verfahren an. Es ist zu untersuchen, inwieweit die schon
beschriebenen Algorithmen benutzt werden können. Dazu formulieren wir zunächst die folgende
These:







Das Schicken-Protokoll führt allerdings zu Redundanz in der Übertragung. Bei parallelen
Verzweigungenistesmöglich,daßdiekompletteHistorieninformationzuAktivitäten,dievordem
AND-Verzweigungsknoten liegen,mehrfach zumMigrationszielserver geschicktwird.Daherwird
dieseLösunghiernichtweiterverwendet.
Beim Holen-Verfahren wird dagegen ein Abglich mit der auf dem Zielserver schon vorhanden
Information durchgeführt. Der Zielserver teilt daraufhin dem Migrationsquellserver mit, bis zu
welchenAktivitätenimGraphenerschonüberdiekorrespondierendeAusführungshistorie verfügt.
DerQuellserverkannanhanddessenseineHistorieneinträgefiltern,bevorersieüberträgt.Damitwird





































wurde ebenfalls von diesemServer kontrolliert. Bei derMigration zwischen F undG mußte die
HistorieninformationgemäßZeile1bis7anS5übertragenwerden,daS5(indessenDomainsichder
BearbeitervonDbefindet)bishernochnichtanderAusführungbeteiligtwar.
Genauso gut hätte aber auch einBearbeiter aus demTeilnetz von S1 (bzw. S3) die AktivitätD
bearbeitenkönnen,dannwäre lediglichdiedemServerS1nochfehlendeAusführungsinformation
übertragenworden(bzw.überhauptkeineMigrationnötiggeworden).




















































Idee, nur so viel Historieninformation zu übertragen, daß die zukünftigen Arbeitsschritte wissen,
wohersieihreDatenelementezubeziehenhaben.

































































Um Abhilfe zu schaffen, müssen für alle Aktivitäten, die irgendwann innerhalb der Schleife
durchgeführt wurden, die jeweils aktuellsten Einträge weitergegeben werden. Der Server des
Schleifenendknoten könnte jeweils beim Abschluß einer Schleifeniteration die dafür notwendigen
Berechnungendurchführen.
Leider wird die beschriebene Optimierung unter Umständen teuer erkauft. Durch fehlende WF-
Kontrolldaten früherer Schleifeniterationen wird in einigen Fällen die Möglichkeit zum
kostenoptimiertenBezugvonDatenelementenverschenkt.MannehmehierzudeneinfachenFall,daß
einsehrgroßesDatenelementd1voneinerAktivitätderVerzweigunginnerhalbderSchleifegelesen





Es bleibt also zweifelhaft, ob sich der Aufwand für diese Optimierung wirklich lohnt. Da nicht
bekannt ist, auf welchen Servern zukünftige Arbeitsschritte ausgeführt werden, macht ein noch
aufwendigeresReduktionsverfahren für dieHistorie aus Schleifen, bei dem auch noch potentielle
Kommunikationskostenberücksichtigtwerden,ebenfallskeinenSinn.SchließlichkönnteeinServer
für bestimmte andere Server sehr günstig zu erreichen sein, für den Rest der Server hingegen
unangemessenteuer.SomitkönnteninbeidenFällengenaudiefalschenHistorieneinträgeaufgrund
der„Optimierung“weggelassenwordensein15.










allem für eine adäquateUmsetzung der realen Abläufe in eine Prozeßvorlage zuständig ist. Eine














Serverzuordnungenvorgegangenwerden.FürdieVariante,bei dernurdie aktuellstenWerte aller
Datenelementeverschicktwerden,giltdiesebenfalls.BeideVerfahrenfunktionierenunabhängigvon
den tatsächlichenServernderFolgeaktivitäten.Auch die „OnDemand“-Lösung kann unverändert
übernommenwerden,dahierzwaroptimiertwird,jedochnurDatenfürdiegeradeaktivierteAktivität
geholtwerden.ZudiesemZeitpunktistderenServerimmerschonbekannt.
Die abweichende Behandlung für kleine Datenelemente kann ebenfalls unverändert übernommen
werden. Sie baut auf dem Verfahren zur Holen-Lösung für Historieneinträge auf. Daß dieses
Verfahren auch bei variablen Serverzuordnungen anwendbar ist, wurde in Abschnitt 4.3 gezeigt.
ZusätzlichwirdnochderAlgorithmuszurBestimmungderausderSichtdesMigrationszielknotens
aktuellstenVersion einesDatenelements benötigt.Auch er läßt sichmit den zudiesemZeitpunkt
bereitsvorhandenenInformationendurchführen.
Allerdings kann die Schicken-Lösung (siehe Abschnitt 3.6.2) nicht mehr verwendet werden. Bei
diesem Verfahren müssen die von der Migrationsquellaktivität und ihren Vorgängern auf dem
gleichen Server geschriebenen Daten unmittelbar an alle nachfolgenden Leser des jeweiligen



















Gemäß demSchicken-Verfahren müssen bei derMigrationMB,C alle der Quellaktivität B voran-
gehendenSchreiberdergleichenPartition(einschließlichB)betrachtetwerden.Allenachfolgenden
Leser,d.h.imBeispielCundGmüssenmitdenaktuellenWertenfürd1bzw.d2versorgtwerden.Da






Hierbei werden die benötigtenDaten für jede Aktivitätmigriert, bevor diese aktiviert wird. Alle
benötigteZustandsinformationundnatürlichauchderServerdieserAktivitätsinddamitbekannt.Im
BeispielausAbbildung4-5wirdbeidiesemVerfahren,imAnschlußandieMigrationM1undvorder




werden. Aufgrund der variablen Serverzuordnung muß bei der Bestimmung der den benötigten
Datenelementeintrag lesenden Aktivitäten jetzt auch immer deren Iterationsnummer berücksichtigt
werden.BeiderBestimmungdesausführendenServersmußdieseangegebenwerden,dadieAktivität
inverschiedenenIterationenmöglicherweiseaufunterschiedlichenServernausgeführtwurden.Dies
wirkt sich auf die Berechnung des günstigsten Servers aus. Falls ein Datenelement d von einer

































Im Rahmen der Holen-Lösung wird dabei versucht, für alle noch folgenden Aktivitäten des
Zielknotens,dieebenfallsaufdemMigrationszielserverausgeführtwerden,dieDatenbereitzustellen,
soweitsieschonexistieren.DieserAnspruchisthiernichtmehraufrechtzuerhalten,dabeivariablen






folgenden Aktivitäten der gleichen Partition Daten bereitgestellt. Sollte nach der Partition eine
Migrationstattfinden, kann diese regulär abgewickeltwerden.Ergibt sichdurchdenServerzuord-













andere im Kontrollfluß vor diesen Aktivitäten liegende Migration gesichert. Die Daten können
nämlichimmernurinRichtungdesKontrollflussesfließen.AuchwenndieAktivitätGeventuellvom






In [BD00] wird ein Verfahren vorgestellt, bei dem eine bezüglich der zu erwartenden
KommunikationskostenoptimaleVerteilungvonAktivitätenaufausführendeWF-Server berechnet





kosten ausgegangen, die aufgrundder hier vorgestelltenOptimierungen zu hoch sind.Wenn eine
optimierteLösungzumÜbertragenvonDatenelementeneingesetztwird,kannlediglicheinTeilder
Migrationskosten als konstant angenommen werden. Das Übertragen eines großen Datenelements
findet nur statt, falls dies notwendig ist, und verursacht somit nicht konstante Kosten. In der
BerechnungderKommunikationskostenistdieszuberücksichtigen.
Für dieBerechnung derMigrationskosten wird eineMatrix aus Werten benötigt, die angibt, mit
welcherWahrscheinlichkeitbeieinerMigrationMQ,ZeineMigrationdesDatenelementsevonServer
S1 nach Server S2 stattfindet: MigrProb
(e)
































einemzentralenWfMSverwendetwerden.Entscheidend ist dieGewinnung von Informationüber
Leser-undSchreiberaktivitäteneinesDatenelements.
ZurBestimmungvonMigrProb(e)Q,Z(S1,S2)mußjetztfüralleMigrationenvonAktivitätQzuZwieim


























Bei variablen Serverzuordnungen muß zuvor der Serverzuordnungsausdruck der Folgeaktivität
ausgewertetwerden.LäßtsichderAusdruckvomMigrationsquellserverauswerten,ergibtsichdaraus























im System mitzuteilen, sobald der Zuordnungsausdruck ausgewertet werden kann. Es ist offen-
sichtlich,daßdiessicherlichnichtdieoptimaleLösunginBezugaufdiezuübertragendeKommunika-
tionsmengeist.EinspeziellerServernurfürdieseAufgabewäremöglich,erstelltdannjedocheinen
„Single point of failure“ für alle Workflows im gesamten System dar. Die folgenden weiteren
Möglichkeitenbieten sich an:Übermittlungder Information an eine zentrale Stelle,wie z.B. den










Zunächst muß bestimmtwerden, ob es sich bei TargetAct um einen Knoten mit mehr als einer
eingehendenKontroll-oderSynchronisationskantehandelt.SeienPredsdiedirektenVorgängervon












Wichtig ist, den Iterationszähler für TargetAct immer mit zu übertragen und beim Koordinator
abzuspeichern.Nursoistgewährleistet,daßimFallevonSchleifenbeiAnfragenvonKnoten,dieden







































































Wird jedoch die Alternative b2 gewählt, so wird diese Information nie bereitgestellt, und damit
verbleibt MC,F im Wartezustand. Für die Beibehaltung der korrekten Ausführungssemantik des
Workflow ist dies nicht problematisch, da die Sync-KanteC→F im folgenden ohnehin als nicht
existentgilt.NachdenAusführungsregelnkannderKnotenGsofortaktiviertwerden17,dabeieinem
OR-Joinknoten dafür nur eine Kontrollkante im Zustand TRUE_SIGNALED notwendig ist. Die
MigrationMC,Fkannvernachlässigtwerden,besserwäreesabermanmeldetdemServervonA,daß
diese Migration den Server „NULL“ als Ziel hat. Damit können die Nachrichten wie bisher





































problemeausderTatsache,daßdieServervon inderZukunft liegendenAktivitätennicht immer
bekanntsind.
Zur Übertragung von WF-Kontrolldaten kann das Holen-Protokoll aus Kapitel 3 unverändert
übernommenwerden.AllerdingsergebensichbeiderBestimmungdesMigrationszielserversBeson-










Für den Transfer der eigentlichen WF-Daten scheidet das Schicken-Protokoll aus, da hierbei
vorausgesetzt wird, daß die Server aller Aktivitäten bekannt sind. Das Holen-Verfahren kann






















In diesem Abschnitt fassen wir informell die wichtigsten Eigenschaften des ADEPTflex-Modells














und dieDatenversorgung aller Eingabeparametermußweiterhin gewährleistet sein, so daß es zu
keinenVerklemmungenoderanderenLaufzeitfehlern(z.B.AufrufvonAktivitätenprogrammenmit
fehlendenEingabedaten)kommt.VorderpersistentenDurchführungeinerÄnderungmüssendiese
Kriterien überprüft und die Änderung gegebenenfalls zurückgewiesen werden, wenn sie mit dem
aktuellenZustandderProzeßinstanznichtvereinbarist.ImFallunversorgterEingabeparametergibtes















höheren Ebene festgelegt werden, wie z.B. das dynamische Einfügen einer Aktivität oder eines
AktivitätenblockszwischenzweiMengenvonAktivitäten.
ADEPTflex definiert für jede Änderungsoperation formale Voraussetzungen für ihre Anwendung,
sowohlbezogenaufdieaktuelleStrukturalsauchandenaktuellenZustanddesAusführungsgraphen,
die zugehörigen Graphersetzungsregeln zur Verwirklichung der Änderung, Mechanismen zur
ErkennungauftretenderProblemesowieStrategienzurBehandlungdieserProbleme.DieOperationen
selbstwerdenaufeineMengeelementarerÄnderungsprimitivewiedemEinfügenoderLöschenvon





WF-Instanz ein Eintrag vorgenommen, der auf einen korrespondierenden Eintrag der Instanz-











































































werden, da seine Eingangskante markiert ist, seine ausgehenden Kontrollkanten müssen auf




























einzusetzen, eine andere ist, den abhängigen Knoten C ebenfalls mit zu entfernen. Das Löschen
geschieht, indem der ursprüngliche Knoten durch einen leeren Knoten ersetzt wird und die
zugehörigenDatenkantenentferntwerden.DamitkanndieÄnderungspäterggf.wiederzurückgenom-
menwerden[RD98].




dynamische Änderung in zwei Phasen, einer Lese- und einer Schreibphase durchgeführt wird.
ZunächstwirdaufeinerKopiedesaktuellenGraphengearbeitet,umdasFortschreitender Instanz
nichtdurchSperrenzubehindern.NachdemauchallenotwendigenBegleitänderungendurchgeführt














aktuellgehaltenwerden.DieseErweiterungenwerden im folgenden außer acht gelassen, um eine













Zustand der Prozeßinstanz muß daher in vielen Fällen zunächst aus den Einzelzuständen der




sonst möglicherweise im Konflikt mit schon durchgeführten Änderungen steht und nachträglich
zurückgewiesenwerdenmuß.WenneineÄnderungerfolgreichdurchgeführtwerdenkonnte,mußsie






























Sehr wichtig ist in diesem Zusammenhang, daß die strukturelle Änderung entweder auf allen













aktuell an der Ausführung beteiligten Servern synchronisiert werden. Ein großer Vorteil aus der
Verteilung,dieMöglichkeitzurunabhängigenAusführungvonAktivitätenparallelerVerzweigungen





Des weiteren ergeben sich im Zusammenspiel von dynamischen Änderungen mit verteilter
AusführungfolgendeDetailprobleme(vgl.[RBD99]):
• WiestellteinWF-Server,dereineÄnderungdurchführenmöchteunddessenAusführungsich
gerade innerhalb einer parallelenVerzweigung befindet, überhaupt fest, welche anderen WF-
ServergeradeanderAusführungbeteiligtsind?
• InwieweitmüssennachderDurchführungvonStrukturänderungendieServerzuordnungenvon
Aktivitäten angepaßt bzw. neu festgelegt werden? Da die komplette Neuberechnung einer
günstigenVerteilungwohlunangemessenaufwendigist,mußzumindestfüreineneueingefügte
oderverschobeneAktivitäteinegünstigeZuordnunggefundenwerden.
• Wie wird mit Aktivitäten umgegangen, deren Serverzuordnungsausdrücke (z.B. „Server(A)“)
nichtmehrausgewertetwerdenkönnen,dadiereferenzierteAktivitätgelöschtwurde?
DieVerfahrenzumÜbertragenvonWF-KontrolldatenunddasHolen-VerfahrenzurBeschaffungder


















und Kommunikationsaufkommen im verteilten WfMS von entscheidender Bedeutung, welche
Variantegewähltwird.
DaseigentlichauchunterdenBegriff„Synchronisation“fallendeEinholenvonInformationenzum




Eine Synchronisationsvariante wäre es, eine Änderung allen WF-Servern des WfMS bekannt zu
machen.BeieinersolchstriktenSynchronisationkönnteaufallenServernimmerdieaktuelleStruktur
eines Instanzgraphen vorausgesetzt werden. Es würden sich somit für die Ausführung einer
ProzeßinstanzundfürdieMigrationenkeinerleiUnterschiedezumbisherigenVerfahrenergeben.
Eine solche Vorgehensweise ist jedoch sehr teuer, bei einem großen System mit häufigen WF-

































gleichzeitig verfügbar sein. Möglicherweise sind auch die für die Ausbreitung der Änderungen
anfallenden Kommunikationskosten noch zu hoch. Zumindest wenn der Server, von dem die
Änderungausgeht, schlechtangebunden ist,wäre es günstiger, dieÄnderungsinformationmit den
regulärenMigrationenzuübertragen.
5.3.3 SynchronisationalleraktuellanderAusführungbeteiligtenServer
Die Synchronisation mit den aktuell an der Ausführung beteiligten Servern läßt sich bei beiden
Varianten der Serverzuordnungen durchführen. Mit dem Verfahren ist gewährleistet, daß zum





erfolgen, entstehen an Knoten mit mehreren Eingangskanten, die von unterschiedlichen Servern
kontrollierteVorgängerknoten haben, keine Probleme. Während die Ausführungshistorien explizit
zusammengeführt werden müssen (vgl. Abschnitt 3.3.2), da jeder der Server unterschiedliche
Zustandsinformationenbesitzen kann,mußdiesmit derÄnderungshistorie nicht gemacht werden.
JederMigrationsquellserververfügtbereitsüberdiegleicheÄnderungshistorie.






Umdie unabhängige Bearbeitung paralleler Zweige besser zu berücksichtigen, ist es in manchen
Fällenwünschenswert,nureineTeilmengederaktuellenServerzusynchronisieren.Möglicherweise
ist aktuell auch gar keine Synchronisation erforderlich.Wird beispielsweise in einemZweig eine
Aktivitätgelöscht,ergebensichkeineAuswirkungenaufparalleleAktivitäten (vorausgesetzt diese
liegen nicht im Nachfolgebereich des gelöschten Knoten über Sync-Kanten). Man könnte also























Bleiben die Auswirkungen derModifikation auf die aktuelle Partition beschränkt, z.B. wenn der
Bearbeiter vonB eine AktivitätY zwischen B undC einfügt, muß in derRegel keine sofortige
Synchronisationstattfinden.AllerdingskannessogarindiesemFallzuProblemenkommen,wenn
beispielsweiseYeinDatenelementd2schreibtundimanderenTeilzweigeineAktivitätZeingefügt
wurde, die ebenfalls d2 schreibt. Das parallele Schreiben eines Datenelements ist nicht zulässig
[Rei00].










den kompletten Instanzgraphen zu übertragen. Um den Graphen nicht bei jeder Migration
transferierenzumüssen,kanndessenaktuelleVersionsnummerzuvormitderVersionsnummer
desMigrationszielserversverglichenwerden,sodaßnurbeieinemUnterschiedweitereKommu-







vorhandenen Ausführungshistorie neu zu setzen. Historieneinträge, zu denen keine Knoten
vorhandensind,weildiesez.B.entferntwurden,könnenignoriertwerden.


























struktion derÄnderung ausreichend ist der inDefinition 5-1 eingeführte verkürzte Historien-
eintrag, beiZulassung temporärerÄnderungen noch zzgl. derGültigkeitsdauer derÄnderung.











Wie bei derÜbertragung derAusführungshistorie bietet sich für den Transfer vonEinträgen der
Änderungshistorie eine Schicken- und eine Holen-Variante an. Anhand von Abbildung 5-7 wird




















MC,Dwurde der zugehörige Änderungshistorieneintrag „789,insertSyncEdge(G,E)“bereits an den
ServerS3übermittelt.DerHistorieneintragmußauchbeidenMigrationenMF,GundMD,Everschickt
werden, da dem Server S1 bei dieser Methode nicht bekannt ist, ob die Migration MD,E schon




Migrationspunkte23 die IDdes letztenEintrags aus seinerÄnderungshistorie mitteilt,wird für die
RückfragesogarkeinzusätzlicherKommunikationsschrittnötig.DieÜbertragungallerÄnderungs-
historieneinträge, die dem Eintrag mit der übermittelten ID nachfolgen, kann zusammen mit der
Ausführungshistoriedurchgeführtwerden.DerMigrationszielserverkanndieerhaltenenÄnderungs-
historieneinträgebeisichanhängen.
Die Aktualisierung der Graphstruktur geschieht folgendermaßen: Die eingegangene Ausführungs-
historie wird Eintrag für Eintrag durchgearbeitet und die Statusmarkierungen aktualisiert (vgl.
Abschnitt 3.3.2). Wenn ein Eintrag verarbeitet wird, der eine Änderungsoperation aus der
Änderungshistoriereferenziert(wiez.B.„DDM(1234)“),sodarfdieÄnderungnurdanneingearbeitet
werden,wenndieserEintragneuindieAusführungshistoriedesZielserversaufgenommenwurde.Da
die Anker zu den Änderungshistorieneinträgen in der Ausführungshistorie jedes Servers erzeugt
werden, der zumZeitpunkt derÄnderung anderAusführungbeteiligt ist,wird einDDM-Anker-





Für das Einarbeiten einer Änderung muß die mit dem verkürzten Änderungshistorieneintrag












inderÄnderungshistorie desZielserversgespeichertwerden.Bei einemUDM25-Eintragmuß eine
vorhandeneÄnderungwiederzurückgenommenwerden.
5.5 SynchronisationderanderWF-InstanzaktuellbeteiligtenServer





MF,G schon stattgefunden hat und damit S2 die Kontrolle übernommen hat. Von den beteiligten
Servern muß ggf. aber Zustandsinformation eingeholt werden, um zu prüfen, ob eine Änderung
zulässig ist. Schließlich muß die Änderung nach dem Alles-oder-Nichts-Prinzip allen beteiligten
Servernbekanntgemachtwerden.
Die korrekte Durchführung einer dynamischen Änderung ist im verteilten Fall nicht trivial. Die













Allerdings muß jederMigrationszielserver die bei ihm eingehenden Migrationen zur selben WF-
InstanzalsuntrennbareEinheitbetrachtenundnacheinanderabwickeln,dasonstdieGefahrbesteht,
daßDatenredundantübertragenwerden.ImFallvongleichzeitigbearbeitetenMigrationenwerden
vomZielserver an beideMigrationsquellservermöglicherweise die gleichenMigrationspunkte ge-
schickt.BeisequentiellerDurchführungwerdenzunächstnureinemQuellserverdieMigrationspunkte
geschicktunddievondorterhalteneAusführungshistorieaufdemZielservereingearbeitet.Danach
wird unter Berücksichtigung der inzwischen vorhandenen Informationen erneut die Menge der















Bezogen auf dieselbe Instanz können mehrere dynamische Änderungen gleichzeitig vorbereitet
werden.SiemüssenallerdingsnacheinanderinsSystemeingebrachtwerden,umeventuellauftretende






Problematischer istdieHandhabungvongleichzeitig stattfindendenMigrationenund dynamischen
Änderungen.EinMigrationsquellserver,dergeradediefürdenZielserverbenötigtenInstanz-Daten
überträgt und dabei eine Nachricht erhält mit der Aufforderung, den Ausführungsgraphen dieser







Änderungsaufträge und auch die zugehörigen Aufträge zum Aufheben von Sperren an den




immer vollständig protokolliertwerden oder der Sperrenerzeuger informiert werden. Anderenfalls
kannnichtmehrnachvollzogenwerden,woSperrengesetztsind,sodaßdieSperrenaufdenanderen
Servernnichtmehraufgehobenwerdenkönnten.
Um diesen nicht unerheblichen Zusatzaufwand zu vermeiden26, sollten Migrationen und die

























































ein weiteres Problem mit sich. Wie soll mit Servern umgegangen werden, die gerade eine
Migrationdurchführen?IneinemsolchenFallkönntederMigrationsquellserverantworten.Der
MigrationsquellservergibtabermöglicherweiseseineKontrolleanderAusführungdesWorkflow













einem veralteten Wert ausgeht. Um das Speichern der eingegangenen Anfragenachrichten zu
vermeiden, könnte nach jeder Migration ein Broadcast gesendet werden, der die Information
enthält,daßActiveServersungültiggemachtundbeiBedarfneuberechnetwerdenmuß.
Koordinator-Lösung
ImVergleichzumBroadcast isteineLösung,bei derdie InformationüberActiveServersaneiner
zentralen Stelle aktuell gehalten wird, in Bezug auf das Kommunikationsverhalten wesentlicher
günstiger.Um keinenFlaschenhals zu schaffen,wird kein speziell für diese Aufgabe festgelegter
Serververwendet.AlsKoordinatorbietetsichzumBeispielderStartserverderInstanzan.
Zunächst finden wir eine Lösung für das erste Problem, die Bestimmung von ActiveServers.
Voraussetzunghierfürist,daßdieMengeaktualisiertwird,wennsiesichändert.BeieinerMigration
schickt der Migrationsquellserver SSource dem Startserver - stark vereinfacht ausgedrückt - eine




Anzahl der Aktivitäten vermerkt wird, die vom jeweiligen Server kontrolliert werden (siehe
Definition5-2).FüreinenbestimmtenServeristeinEintragnurdannvorhanden,fallserander
Ausführung aktuell beteiligt ist. Wenn ein Server n Aktivitäten innerhalb einer parallelen
Verzweigungkontrolliert,istderWertnbeimStartservergespeichert.DieMengeActiveServers
ergibt sich aus den Servern der aktuellen Einträge. Ein Nachteil des Verfahrens ist, daß bei





Migrationen gewährleistet, die Datenübertragungen anläßlich der Migrationen dürfen parallel
stattfinden.








den Servern S1 und S3 beginnen, gehen beide Quellserver davon aus, daß sie die Kontrolle





ActiveServers={S2, S3}. Bei der Migration MF,G wird S3 fälschlicherweise aus der Menge
entfernt,sodaßActiveServers={S1,S2}anstattActiveServers={S1,S2,S3}resultiert.Esmuß




auf jede Entscheidung folgenden Aktualisierung von ActiveServers für beide Migrationen




[Par98]) beschriebenen Protokoll kann sie realisiert werden. Ergänzend sind im Protokoll noch
persistenteSperreneingezeichnet,undzwarunterhalbderServer,vondenensiegehaltenwerden.
Die Semantik der Aufrufe entspricht der von synchronen RPCs29. Jeder Aufruf beinhaltet ein
Acknowledge,d.h.eineBestätigungdarüber,daßderAuftragangekommenundineineQueuegestellt































ist bekannt.DieVoraussetzungen zumBeginn derMigration sind somit erfüllt.Die Prozedur
initiateMigrationswirdauchdannausgelöst,wennfüreinebislangwartendeMigration(Kanteim
Migrations-StatusCHECKMIGRATION30) eineNachricht über den Zielserver eintrifft und in
Folge dessen migriert werden muß. SSource setzt den Zustand der Migrationskante auf
MIGRATING.
b Um den gegenseitigen Ausschluß von Migrationen und der Schreibphase von dynamischen
Änderungenzuerreichen(vgl.Abschnitt5.5.1),mußbeimStartservereineLesesperreLangefor-
dert werden. Die zu L zugehörige Schreibsperre W wird im Rahmen des Protokolls zur








schon kennt, müssen Migrationspunkte berechnet werden. Sie werden, soweit vorhanden, im
RahmendesFolgeauftragscalcHistoryübertragen.
d Der Quellserver berechnet anhand der erhaltenen Information, ob und welche Daten er zum
Zielserver übertragenmußundüberträgt diese imRahmen desFolgeauftrags integrateHistory
(eigentlicheMigrationderDaten).
e Beim Zielserver wird anhand der dort vorhandenen Template-Information eine Prozeßinstanz
erstellt, sofern diese dort noch nicht existiert. Anschließend werden die erhaltenen Daten
eingespielt und der Instanzausführungsgraph entsprechend der neuen Änderungs- und






g DieMigration zumZielserverwurde erfolgreich durchgeführt.DamigrationConfirmation nur
ausgeführtwerdenkann,nachdemaufdemStartserverdieSperreMgewährtwurde,befindetsich
auchaufdemQuellserver ein (impliziter)kritischerAbschnitt.Er ist notwendig zur korrekten
BerechnungderEntscheidung,obSSourceausActiveServersentferntwerdensoll(„Log_off“oder















Um zusätzlichen Aufwand im Fall von Fehlern zu sparen, könnte man ein Two-Phase-Commit-
Protokoll [Dad96] einsetzen. Darüber hinaus muß das parallele Schreiben eines Objektes durch
unterschiedlicheTransaktionenmöglich sein, da sonst imRahmen der Transaktion keine Shared-
Sperren(hier:SperreL)realisiertwerdenkönnen.DieMigrationstransaktionwürdedanninSchritta















Quellserver angeforderte Sperre MIGR gewährt wurde. An allen anderen Stellen können die
betroffenen Prozeßinstanzen in der Ausführung fortgesetzt werden. Falls ein Quellserver SQ, der
bereitseineSperreMangeforderthat,abstürzt,kannbiszurFreigabederSperrenachdemwieder
HochfahrenvonSQkeineAktualisierungvonActiveServersdurchgeführtwerden.Diesstelltjedoch




























kann aber nur dann feststellen, daß er zur Zeit der einzige ist, wenn er entweder genauso viele
AktivitätenkontrolliertwieparalleleZweigeindengeöffnetenVerzweigungen33enthaltensindoderer
sicherweiß,daßdieletztenAktivitätenalleraufdieAnzahlnochfehlendenZweigebeendetwurden.










































33 Mit einer geöffneten parallelen Verzweigung ist eine Verzweigung gemeint, deren Splitknoten bereits
durchgeführt wurde und deren Joinknoten noch nicht aktiviert werden konnte. Diese Betrachtungsweise
berücksichtigtauchverschachtelteparalleleVerzweigungen.
5.VERTEILTEWF-AUSFÜHRUNGUNDDYNAMISCHEWF-ÄNDERUNGEN89




















Ausführungszustand der Instanz vorausgesetzt, daß sich die Aktivität D nur im Zustand
NOT_ACTIVATED oder ACTIVATED befinden darf. Zwei unterschiedliche Vorgehensweisen
bietensichhierzurFeststellungan.
a) Von allen aktuell beteiligten Servern wird die WF-Kontrollinformation geholt und damit der
eigene Zustand aktualisiert. Zur Vermeidung unnötiger Kommunikation kann nach einem
ähnlichenProtokollwiebeieinerMigrationvorgegangenwerden,mitderAusnahme,daßjetzt
keineQuell-undZielaktivitätenfeststehen.AußerdemmüssendieMigrationspunkteinfeineren
Einheiten angegeben werden, zusätzlich zuKnoten-ID und Iterationsnummer kommt jetzt die
letzte Zustandsänderung. Bisher wurden lediglich Migrationspunkte zu „COMPLETED“-
Historieneinträgenübertragen,sodaßdieseAngabe entfallenkonnte.DerÄnderungsserverS3
berechnet mit Algorithmus 3-3 die Migrationspunkte M und teilt diese zunächst dem am






Änderung zulässig ist, durchgeführt werden. Der Algorithmus aus dem zentralen Fall kann
unabhängigvondergewähltenÄnderungsoperationwiederverwendetwerden.WennderÄnder-
ungsserver später nicht mehr an der Ausführung beteiligt ist, wurden ihm auf diese Weise
Informationenübermittelt, die dort größtenteils nicht gebrauchtwerden.Mit einer anderen im
AnschlußvorgestelltenVorgehensweisekanndasvermiedenwerden.
b) Nur über dieAktivitäten, deren Zustände für die gewählten Änderungen zu überprüfen sind,











die „Lücken“ wieder geschlossen. In diesem Fall wurde kein Kommunikationsvolumen
eingespart.UmeinezukünftigeErweiterungderÄnderungsoperationenzuermöglichen,mußjede
































Falls Migrationen nicht schon mit einem anderen Mechanismus gesperrt wurden, d.h.










ausgeschlossen wird, daß die Änderung wegen des Fortschreitens in einem parallelen Zweig




Bei diesem Verfahren sind auch bei vorhandenen Sperren weiterhin Migrationen möglich.
MigrationenunddynamischeÄnderungeneinerWF-Instanzdürfengleichzeitigstattfinden.Daher
sind zwei Dinge zu berücksichtigen: Es muß sichergestellt sein, daß die Sperren überall
ankommen.ZunächstwirdanalleServerausActiveServerseineSperranforderunggeschickt.Falls









Für die Änderungsoperation aus Abbildung 5-10 genügt es, das Markieren der Kanten nach
Ausführung derAktivität C zu sperren, das Starten vonC ist erlaubt.Die Sperre wird allen
ServernausActiveServersmitgeteilt.Eswürdesogarausreichen,nurdieServerderbetroffenen
Zweige zu informieren, d.h. in diesem Fall S2. Da aber ohnehin zu allen aktuell beteiligten























Zustandsinformation aktualisiert und die Änderung vorbereitet.Dabei werden noch keine Sperren
gesetzt.
































































f EinBenutzergibtan,daßereineÄnderungendgültigdurchführenmöchte.Damit löst ereine
AktualisierungderZustandsinformationdurchinitiateStatusUpdateaus.













fährt noch einmal mit i fort. Anderenfalls ist die Aktualisierung abgeschlossen und die
Änderungsoperationkanndurchgeführtwerden.LäßtsichdieÄnderung durchführen, kann sie
dauerhaftindieDatenbankeingebrachtundaufdieanderenaktivenServerausgebreitetwerden.





o DieSperreWwirdfreigegeben.FallsdurchdieÄnderung einServer neu anderAusführung
beteiligtwird,mußerjetztindieMengeActiveServersaufgenommenwerden.
Im Protokoll nicht eingezeichnet ist die Möglichkeit, eine begonnene Dynamische Änderung zu
BeginnvongundimitcancelDynamicModificationabzubrechen.IndiesemFallwerdenallebisher
fürdieseOperationangefordertenSperrenwiederfreigeben.
Um zusätzlichen Aufwand im Fall von Fehlern zu sparen, könnte man ein Two-Phase-Commit-
Protokolleinsetzen.DieÄnderungstransaktionwürdedanninSchrittfvonSChangebegonnenundin




Hinderungsgrund abgestellt wurde. Beim Anfordern der persistenten Sperren des Startservers ist
darauf zu achten, daß eine At-Most-Once Semantik derNachrichtenübertragung gewährleistet ist.
Ansonstenwürdeendlosgewartet,wenneineexklusiveSperrezweimalangefordertwird.
5.5.6 Beispiel




eine Aktualisierung einleiten und sich dafür zunächst vom Koordinator die Menge ActiveServers
gebenlassen.AnschließendkannerseineMigrationspunkte(hier:„E,RUNNING“)anS2schicken,













































































































auf eine gelöschte Aktivität beziehen, können nicht mehr ausgewertet werden. Idealerweise wird
bereitsimRahmendesLöschensdafürgesorgt,daßdiesesProblembeiderAusführungnachfolgender
Aktivitäten nicht auftreten kann. Für die beiden genannten Änderungsoperationen werden im
folgendenmehrereLösungsansätzezudenmöglichenProblemenskizziert.
5.6.1 EinfügenvonAktivitäten























Knoten einen Server zuzuordnen, der in der weiteren Ausführung des Workflow nicht mehr
vorgesehenist.
4. Neben denMigrationskosten werden auch die bei derAusführung der Aktivität entstehenden
Kommunikationskosten berücksichtigt. Jetzt wird die Verteilung der Bearbeiter der neuen
Aktivität zur Berechnung benötigt. Wenn mehrere zusammenhängende Aktivitäten eingefügt
werden, kann es auch vorkommen, daß die gesamten Kommunikationskosten voraussichtlich
niedrigerseinwerden,wenneinezusätzlicheMigrationinKaufgenommenwird.Dergewählte






























vonderVariante2. lediglich inderArt undWeise,wie die Ausdrücke „Domain(Bearb(D))“
ersetztwerden.DieBearbeiterzuordnungen, gemäßdenen dieServerzuordnungen ursprünglich
berechnetwurden,werdenjetztberücksichtigt36.
Zunächst muß die Menge M aller Aktivitäten mit der Serverzuordnung „Domain(Bearb(D))“
bestimmt werden, in deren Vorgängermenge über Kontroll- und Sync-Kanten keine weitere
Aktivitätmit diesemServerzuordnungsausdruck enthalten ist.DieMengeM stellt somit eine
TeilmengeallerAktivitätenmitderServerzuordnung„Domain(Bearb(D))“dar,undzwargenau
dieAktivitäten,dieinderMengederNachfolgerüberKontroll-undSync-KantenvonD(nicht
aber einer anderen Aktivität mit dem Zuordnungsausdruck „Domain(Bearb(D))“) liegen. Die
ZuordnungsausdrückederAktivitätenausMwerdendurchdenServerzuordnungsausdruckvonD
ersetzt. Für jede Aktivität A dieser Menge werden die über Kontroll- und Sync-Kanten
nachfolgendenAktivitätenmitdemAusdruck„Domain(Bearb(D))“ermitteltundderenWerteauf
„Domain(Bearb(A))“ geändert. Falls die Menge M nur eine Aktivität enthält, bleibt die
ursprüngliche Serverklasse erhalten. Anderenfalls, wenn sich Aktivitäten unterschiedlicher
parallelerZweigeerstmalsaufdiegelöschteAktivitätbeziehen,zerfälltdieServerklasse.
WenndasZerfallenderServerklasseinKaufgenommenwerdenkann,istVariante3.diegünstigere
Alternative.Hier beziehen sich die Aktivitäten auf den Server im Domain des Bearbeiters eines











gilt insbesondere,wenn einandererparallelerZweigvon einemServer kontrolliertwird, derweit
entfernt und über langsame Leitungen angebunden ist, und die Änderungen keinen Einfluß auf




ausgeht,betreffen.Esgibt jedoch nochweitereFälle, in denen eineOptimierungmöglich ist. Im












alternativ eingesetzt werden können. Es müssen immer alle lokalen Änderungsoperationen nach
derselben Variante durchgeführt werden. Eine Kombination der Ansätze kombiniert positive
EigenschaftenbeiderVarianten,machtaberauchzusätzlicheEinschränkungenerforderlich.Siesoll
dahernichtnäherbetrachtetwerden.
























































Mit der nachfolgend beschriebenen Vorgehensweise können vom Initiator der Änderung alle
relevanten Server festgestellt und in ein Protokoll eingebunden werden: Zunächst sind die
AnfangsaktivitätenallergeöffnetenparallelenVerzweigungenzubestimmen,welcheVorgänger






Aufruf erhält, der nicht mehr an der Ausführung beteiligt ist oder von dem ausgehend eine
Migrationstattgefundenhat40,beantworteterdenAufrufmitdemNamendesServers(bzw.den
Namen der Server), an die er die Kontrolle übergeben hat. Die Aufrufe werden solange
nacheinanderandieServerausdemVorgängerbereichderdynamischenÄnderunggeschickt,bis
allebenötigtenaktivenServerfestgestelltwurden.DiesistderFall,wennesüberKontroll-und

















Server zuständig ist41,müssen auf den einzelnenServern jetzt zusätzlich zur Startsperre noch
Sperren „MIGR“ zum Verhindern von gleichzeitig eingehenden Migrationen (der betroffenen
Prozeßinstanz)undanderendynamischenÄnderungengesetztwerden.DieSperre„MIGR“muß
nur auf dem Server des Initiators der Änderung gesetzt werden, damit dieser seine
Zustandsinformationkorrekt aktualisieren kann.Die anderenSperrenmüssen auf allen an der















entsprechendenBedingungen für denKontrollfluß je nach der gewählten Variante 1 oder 2 (vgl.
Abschnitt 5.7.1). Zusätzlich müssen weitere Voraussetzungen bezüglich der Ein- und Ausgabe-
parameter der von der Änderungsoperation betroffenen Aktivitäten erfüllt sein. Wenn es nicht
ausdrücklich anders erwähnt wird, gelten die formulierten Bedingungen für beide alternative
Varianten.AnzweiStellenmüssenjedochbeiVerwendungderVariante1zusätzlicheEinschränkun-




wäre.Dafürsinddann lokaleÄnderungen insgesamthäufigeranwendbar,dasieweniger strengen
ZusatzanforderungenbezüglichdesDatenflußunterliegen.InderRegelwirdVariante2dasbessere
Ergebniserzielen.
Beispielhaft werden zwei wichtige Operationen betrachtet, das Einfügen und das Löschen von
Aktivitäten.StattdiesenkönntenauchdiedarunterliegendenBasisoperationenherangezogenwerden.

































von keiner anderen Aktivität der parallelen Verzweigung, welche nicht von dem Server
kontrolliert wird, auf dem die lokale Änderung stattfindet, geschrieben. Alternativ kann bei
Variante1 eine andere Einschränkung gewähltwerden, die dazu führt, daß nur die Operation
serialInsert unterstützt wird, diese allerdings weiteren Fällen. Hierzu muß das Datenelement
bereits von einer Vorgängeraktivität von N (über Kontrollkanten), die sich nach dem letzten










• Unter Anwendung der Optimierung nach 5.7.1 Variante 2 sind keine zusätzlichen Probleme







nichts darüber, daß eine solche neue Aktivität existiert, da die Einfügeoperation lokal
vorgenommenwurde.
Esmußdaherverhindertwerden,daßeineAktivitätinnerhalbeinerlokalenÄnderungsoperation












mit a) identisch, dahierbei auchobligateSchreiber berücksichtigtwerden, die nochnicht
ausgeführtwurden.
Im Fall von mehreren Ausgabeparametern müssen die Bedingungen a), b) oder c) für alle
beschriebenenDatenelementegelten.
5.7.3 Fallbeispiele
ImWF-Graph der Abbildung 5-14 wurde die Aktivität X nach Aktivität H und vor Aktivität F






















Verschachtelte parallele Verzweigungen sind möglich, hierbei kann sich eine Änderungsoperation
sogar auf Teilzweige einer inneren Verzweigung beschränken. Die Optimierung kann auch in
VerbindungmitSchleifenangewendetwerden.AufgrundderBlockstrukturderAusführungsgraphen








































































Die in denKapiteln 3 bis 5 erarbeiteten Konzepte wurden in den bestehenden ADEPT-Prototyp
integriert.DadurchwirddieimPrototypbislangnochnichtexistierendeVerteilungsschichtrealisiert.
6.1 StanddesPrototypsvorderDiplomarbeit


















erstellen. Alle bisher zulässigen Konstrukte und Änderungsoperationen sind auch bei verteilter
Ausführungdurchführbar.UnnötigesKommunikationsvolumenwirddennochweitgehendvermieden,






werden. Darüber hinaus notwendige Erweiterungen, die im Konzeptteil noch nicht beschrieben
wurden,werdeninAbschnitt6.3erläutert.AnwelchenStellennochOptimierungenvorgenommen

































Server“ der Startaktivität wird dann dieser Server zugewiesen, so daß hierauf eine Bezugnahme
möglich wird.Vor jederAktivierung einer neuen Aktivitätwird geprüft, ob diese noch auf dem
gleichenServerangesiedeltist.Nurdannkannsieanschließendauchaktiviertwerden,anderenfalls
wird fürdiebetreffendeKante inderDatenbank eineMigrationvermerktund,wennmöglich, im
Anschlußdurchgeführt.


















Startserver der Prozeßinstanz verwendet. Auf dem Ausgangsserver wird im letzen Ausführungs-











Dynamische Änderungen werden bei der Durchführung mit allen aktuell an der Ausführung
beteiligtenServernsynchronisiert.Siekönnenvon jedemServer aus, der dieProzeßinstanz schon




einerabstraktenEbenebeschreiben [Rei00].Sie lauten innatürlicherSprache z.B. „Einfügenvon
Aktivität X nach den Aktivitäten A und B und vor Aktivität G in der Prozeßinstanz 12345.“.








Graphen auch identisch bleiben. Sonst würden in der Ausführungshistorie Einträge zu Knoten
protokolliert,welche auf anderen Servern gar nicht identifizierbarwären. Im Änderungshistorien-



































parallel an der Ausführung beteiligte Server zum Zeitpunkt einer Änderungsdurchführung diese
Historie ingleicherWeiseaktualisierenundÄnderungen nurnacheinander endgültig durchgeführt
werdenkönnen.
ServerzuordnungenunddynamischeÄnderungen






die Ausführungssemantik nicht ändert, wird garantiert für jeden Knoten ein Bearbeiter in der


















Dies bedeutet, daß in jedemTeilauftrag die vollständigen, genau dieseMigration beschreibenden
Parameter enthalten sein müssen, damit der Auftrag wie gewünscht durchgeführt werden kann.
Insbesondere müssen Prozeßinstanz-ID und die ID von Quell- und Zielknoten sowie deren
Servernamenenthaltensein.ZusammenmitdemOP-CodedesTeilauftrageskanndasgewünschte
ErgebnisermitteltunddernächstenotwendigeSchrittangestossenwerden.





Auslösers eindeutig bezeichnet werden. Hier wird unter anderem der Fortschritt im Protokoll
festgehalten.NachAbschlußdesProtokollswerdendiese temporären, in der aktuellen Implemen-
tierungdesPrototypennichtpersistenten,Objektewiedergelöscht.







Zunächst gelangen die Teilaufträge jedes Protokolls in der Reihenfolge des Eintreffens in die
EingangsqueuedesangesprochenenServers.Siekönntendahervollständigasynchrondurchgeführt







Prinzipiellwird dabei immer folgendermaßen vorgegangen: Vor jedem kritischen Abschnitt wird
überprüft,obdieserbetretenwerdendarf.Wenndiesmöglichist,wirdvomLockManagerregistriert,
daßderkritischeAbschnittbetretenwurde.AnderenfallswirdderkompletteAuftragzurückgestellt
und erst dannwieder zurAusführung in die ursprünglicheQueue eingebracht, wenn ein anderer
AuftragdenkritischenAbschnittverläßtundfreigibt.
DieVorgehensweisekannAlgorithmus6-1 inPseudocode entnommenwerden.Hierbei handeltes
sichumeinenAusschnittausderImplementierungeinesProtokolls,daseineSperrezurVerhinderung
gleichzeitig eingehender Migrationen einer Prozeßinstanz benötigt. AuftragA entspricht dem






























Diese Sperre wird zum Zurückstellen von Client-Requests verwendet. Der Beginn einer
dynamischenÄnderung,dasEinholendervomClientbenötigten Information,wirdso inzwei
Phasen aufgeteilt. Inder erstenPhase aktualisiert derServer seine Zustandsinformation durch












gleichzeitig zu erlauben, jedoch Migrationen und die endgültige Durchführung dynamischer
Änderungen gegenseitig auszuschließen, wurde dieser Sperrentyp implementiert. Migrationen
werden dabei als „Leser“, dynamische Änderungen als „Schreiber“, welche den kritischen
Abschnittnurexklusivbetretenkönnen,betrachtet.DieLeserhabenPriorität.Erstwennderletzte
















Aufruf bzw. eineFehlermeldung erhält oder eineRMI-Exception auftritt.DieRMI-Exception















ist, daß ein Server, zu dem man einen Auftrag schicken möchte, gerade nicht erreichbar ist. Im
PrototypwirddieserFehlerdadurchabgefangen,daßjedesProtokollinderAnfangsphase,d.h.beim
erstmaligenKontaktieren einesServers,abgebrochenwird,wenn einer derServer nicht bereit ist,
einenAuftragentgegenzunehmen.
BeimAbbrecheneinesAuftrageswirddafürgesorgt,daßbisherfürdiesenAuftraggesetzteSperren
auf dem Initiator und anderen Servern wieder zurückgenommen werden. Ansonsten könnte die
AusführungderInstanznichtfortgeführtwerden,daSperrenimSystemverbleibenwürden,dienicht




Transaktion durchgeführt.Sowird vermieden, daß diemit dem Beenden des Arbeitsschrittes
verbundene Transaktion zurückgesetzt werden muß, nur weil gerade ein Zielserver nicht











information eingespielt wurde, entstehen keine Inkonsistenzen. Zur Wiederaufnahme der
Migration in einem solchenFallmuß einQuellserver nach dem wiederHochfahren in seiner
DatenbanknachKantenimMigrations-StatusMIGRATINGsuchenunddieseaufMIGRATION
zurücksetzen.EineReferenz zudenZustandsübergängen diesesKantenattributs findet sich im
AnhangA.DieSperreaufdemZielserverfüreingehendeMigrationenMIGRmußzunächstfrei-
gegeben werden, falls sie vom abgestürzten Quellserver beantragt wurde, wodurch auf dem
ZielservereventuellwartendeandereMigrationenangestossenwerden.VomStartservergehaltene
Sperren, die vom abgestürzten Quellserver beantragt wurden, müssen ebenfalls aufgehoben
werden.DanachkanndasMigrationsprotokollregulärvonvornebegonnenwerden.
Umzuverhindern,daßaufeinemServereinTeildereingehendenMigrationenblockiertist,weil
ein anderer abgestürzterQuellserver noch nicht wieder hochgefahren ist, können die Sperren
MIGR periodisch überprüft werden. Falls sie von einem Server beantragt wurden, der nicht
verfügbar ist, können sie zusammen mit den korrespondierenden Sperren des Startservers
aufgehobenwerden.AuchdynamischeÄnderungensinddannnichtmehrunnötigblockiert.
Bei einem Absturz des Zielservers kann der Quellserver zur Wiederaufnahme des Protokolls
genausoverfahren.Esmußjedochdaraufgeachtetwerden,daßintegrateHistory-Aufrufe,dieaus
einem calcHistory-Aufruf noch vor dem Absturz resultieren, ignoriert werden, damit keine
Historieneinträgemehrfachangehängtwerden46.HierfürkanneinZählerverwendetwerden,der
persistentfesthält,wieofteinServergestartetwurde.
Entsprechendes gilt für den Startserver, auch er darf nach einem Absturz und dem damit
verbundenenVerlustderSperrenkeine„alten“Teilaufträgemehrakzeptieren.Eineandere,meist
jedoch nicht akzeptable Möglichkeit ist die, nach dem Absturz eines Servers alle gerade in
irgendeinemProtokollbeteiligtenServerneuzustarten.






zur Durchführung benötigter Server nicht erreichbar ist. Hier ist somit keine automatische









gehen Sperren verloren, und die Prozeßinstanz kann nicht mehr korrekt ausgeführt werden. Um
dennoch eine Fortführung zu ermöglichen, wären persistente Sperren und ein Mechanismus
notwendig,derdienichtmehrbenötigtenSperrenbeseitigt.
Dasgleichegilt imPrototypfürwährendderAusführung einesAuftragesauftretende technischen
Fehler. Man könnte zwar in einem solchen Fall eine Meldung an den Initiator des Auftrages





















Außerdem ist es auch möglich, daß an manchen Sperren noch durchzuführende Client-Aufträge
warten,die nachFreigabederSperrewieder indieEingangsqueue gestelltwerdenmüssen.Diese
Aufträgewürdenverlorengehen.
ErstnachdemalleAufträgebearbeitetwurden,andeneneinbestimmterServerbeteiligtist,darfdieser
Server heruntergefahren werden. In der Implementierung wird das Herunterfahren automatisch
verhindert,fallsnochAufträgeaktivsind.
In dem Zustand, indem der Server sich auf das Herunterfahren vorbereitet, darf er keine neuen





Aufträge und Aufträge zum Aufheben von Sperren zugelassen werden. Auch diese Anforderung
wurdeberücksichtigt.
6.3.4 Sonstiges
Für jeden Knoten sind pro Iteration mehrere Ausführungshistorieneinträge möglich. Ein Eintrag
existiertfürjedenZustandswechseldesKnotens,z.B.vonNOT_ACTIVATEDzuACTIVATEDusw.
ImVerfahrenzurBerechnungderMigrationspunkte(vgl.Algorithmus3-3)wirddavonausgegangen,


















• Um beim Einspielen von mehrfachen Änderungen das Anpassen der Graphstruktur zu
beschleunigen,solltendieÄnderungshistorieneinträgenacheinanderaufeinemimHauptspeicher
gehaltenen Graphen durchgeführt werden. Bislang wird jede Änderungsoperation einzeln




Eine noch performantere Durchführung kann erreicht werden, wenn statt der komplexen
ÄnderungsoperationdiezugehörigenElementaroperationenübertragenundaufdennachzuführen-
den Graphen angewandt werden. Das Lesen des kompletten Graphen und Neuberechnen der
Änderungfälltdamitvölligweg.HierfürmüssenbeidynamischenÄnderungendieElementar-
operationen indieHistoriegespeichertwerden,wasderzeit zwarvorgesehen, aber nochnicht
realisiertist.
• Weitere in den Konzepten bereits vorgesehene Optimierungen können umgesetzt werden. So
könnengleichzeitigeMigrationenzumgleichenServerübermehrereKantenzueinerMigration
zusammengefasstwerden.DiesbetrifftMigrationennacheinemparallelenVerzweigungsknoten
sowie zu einem neu eingefügtem Knoten. Bislang werden die Migrationen für jede Kante
nacheinanderdurchgeführt.DasKommunikationsvolumenwirdbeidamitzwarnurgeringfügig
reduziert, da durch das Verfahren ja bereits redundante Übertragung ausgeschlossen wird.
Allerdings wird die Anzahl an Kommunikationen und in nicht unerheblichem Maße der
Berechnungsaufwandreduziert.
• ImLaufedesFortschreitenseinerProzeßinstanzkannalsKoordinatoreinanderer,näheranden
Servern der momentan ausgeführten Knoten liegender Server als der Startserver verwendet
werden. Es ist darauf zu achten, daß der gültige Koordinator von allen an der Ausführung
beteiligten Servern zu jedem Zeitpunkt eindeutig bestimmt werden kann und der bisherige
6.INTEGRATIONDERVERTEILUNGSSCHICHTINDENADEPT-PROTOTYP113
Koordinatorseine InformationenandenneuenKoordinatorweitergibt.Auch ist eine explizite
Anfrage nach der Menge ActiveServers, um die Zustandsinformation des Graphen zu
aktualisieren,ineinigenFällennichtnötig,wenngeradeohnehinnureinServeranderAusführung
















Erweiterte Serverzuordnungsausdrücke können ausgewertet werden, wenn der primitive Parser
diesbezüglich erweitert wird. Auch könnte im WF-Editor eine Konsistenzprüfung der Ausdrücke
durchgeführtwerden, sodaßgarantiert nurVorgängeraktivitäten referenziertwerden.Nochbesser
wäreeineautomatischeBerechnungderServerzuordnungenaufderGrundlagederWF-Graphen,des











durchführung.Außerdembringt dieseMethode gegenüber der nicht persistenten Speicherung von
Aufträgen Nachteile in der Performanz mit sich. Dafür, daß dieselben Aufträge nicht mehrfach







Verfügung stände. Hierbei kann beispielsweise eine gesamte Änderungsoperation, d.h. alle
Teilaufträge innerhalb des Protokolls, als eine Transaktion betrachtet werden. Alle im Laufe des






ZumAbschlußwerden noch einmal die wesentlichen Ergebnisse dieser Diplomarbeit zusammen-




dung mehrerer WF-Server zu ermöglichen. Zunächst wurden mit der Betrachtung der verteilten
Ausführung die Grundlagen dafür gesetzt. Naive, in Bezug auf die Kommunikationskosten teure
Lösungenlassensichfastimmervermeiden.BeieinerMigrationmußniediekompletteProzeßinstanz








Teilwerdensie vomMigrationszielserverauchgar nicht benötigt.Oft kann erst dann,wenn eine
Verzweigungsentscheidung getroffen wurde, bestimmt werden, welche Daten tatsächlich gelesen







Lösung entwickelt werden: die Migration zu einem Joinknoten, dessen Server nicht von allen
Vorgängernbestimmtwerdenkann.
ZurDurchführungvondynamischenÄnderungenwurdeeinProtokollerarbeitet,daseineSynchroni-
sation mit den aktuell an der Ausführung beteiligten Servern realisiert. Auch hier erfolgt die
erforderlicheDatenweitergabe inFormeinerHistorienübertragung.ZurAusbreitung einer dynami-
schenÄnderungwirdbeiderenDurchführungundbeiMigrationenzumjeweiligenServerderdort
benötigteTeilderÄnderungshistorieübertragen.EinemöglicheOptimierunghierbeiist,dieÄnderung
zum Durchführungszeitpunkt nur mit einer Teilmenge der aktuell an der Ausführung beteiligten
Serverzusynchronisieren.DieserfordertdeutlichenMehraufwandzurBestimmungderMengedieser
Server, kann aberVorteile bringen,wennbeispielsweise einTeilzweig desWorkflow gerade von
einemweitentferntenServerkontrolliertwirdundsichdie lokaleÄnderungnuraufdiesenZweig
auswirkt. Die Verfügbarkeit des WfMS wird erhöht, da die Server, die die anderen Teilzweige














In einigen der Systeme sind weitere Einschränkungen enthalten, die für ADEPT nicht gelten.
MOBILE[SNS99]erreichtdieVerteilung,indemeinWorkflowinSubworkflowsaufgeteiltwirdund












Beihäufigen entferntenZugriffenwährendderAusführung entstehtdamit ein hohesKommunika-
tionsvolumen. Die Berücksichtigung dynamisch adaptierbarer Workflows ist für zukünftige For-
schungsarbeitenvorgesehen.AuchBPAFrame[SM96]basiertaufCORBA.
DasWfMSMentor[MWW+98]basiertaufderverteiltenAusführungvonState-undActivity-Charts.
Ähnlich wie in der hier vorliegenden Arbeit werden auch dort unterschiedliche Verfahren zur
Ausführungdiskutiert,dieeinenunterschiedlichenOptimierungsgradinBezugaufdieAnzahlunddie













Serverausfällen. ADEPT stellt geringere Anforderungen an das System. Es kommt mit einem
zuverlässigenKommunikationssystemmitexactly-onceSemantikundpersistentenQueuesmitlokalen











ein Verfahren zur Durchführung muß aber noch entwickelt werden, bevor es in den Prototyp
aufgenommenwerdenkann.ZahlreicheweitereForschungsgebietewiez.B.Interworkflowabhängig-
keitenkönnendiebesonderenAspekteimZusammenhangmitVerteilungberücksichtigen.







Wenn einedetaillierteAuflistungderKosten erstelltwurde, können dieWerte zudenKommuni-
kationskostenbeiderBerechnungeinergünstigenVerteilungberücksichtigtwerden.Dabei können
auchSzenarien identifiziertwerden,beidenen dasKommunikationsaufkommen so gering ist, daß





















































































Der DistributionManager ist gewissermaßen die Schaltstelle der Verteilungsschicht. Hier werden
eingehendeRequests andie zuständigenDienstklassenMigrationManager undChangeCoordinator











von Migrationen benötigt werden. Jede Methode entspricht dabei einem Teilauftrag. Zu Beginn
werdendie übergebenenParameter ausgewertet, dann die eigentlichenAktionen durchgeführt und
schließlich,wenndasProtokollnochnichtbeendetist,mitdiesemfortgefahren,indemdieberechneten








MitevaluateExpressionwird einServerzuordnungsausdruck ausgewertet.Handelt es sichbei dem
Ausdruck um einen einfachen Servernamen, ist keine Auswertung notwendig. Es wird lediglich
überprüft,obessichumeinengültigenServernamenhandelt.BeieinemvariablenAusdruckwird
versucht, diesen auszuwerten. Dabei wird auch überprüft, ob nicht andere Vorgängerknoten des
ZielknotensdenAusdrucknichtauswertenkönne,sodaßderWertdesberechnetenServersbeieinem
Koordinatorhinterlegtwerdenmuß.InjedemFallwirdeinMigrationsdeskriptorzurückgeliefert.Er










IDs zu denKnoten verfügbar sind,wird dort mit eindeutigen temporären IDs gearbeitet, welche
innerhalb der bearbeiteten Prozeßvorlage gültig sind. Die dort eingegebenen Serverzuordnungs-
ausdrücke enthalten daher auch diese IDs. Bei der Instanziierung einer Prozeßinstanz aus einer
VorlagemüssendeshalbindenAttributenNODE_EXECUTIONSERVERderKnoteninstanzenmit

















der Anfragende sofort eine Antwort. Anderenfalls wird er registriert und bekommt die Antwort
zugestellt, sobald dem Koordinator das Ergebnis bekannt ist. Der mit dem Fortfahren in der















History-Objekt repräsentiert einenAusschnitt ausderAusführungshistorie einer Prozeßinstanz. Es
enthälteineReferenzaufeinenProzeßinstanzgraphenvomTypWFMS.Server.Kernel.SupportLayer.
processinst.ProcessInstance und dessen kompletten PI_ExecutionHistoryEntry Objekten. Im




latestHistoryEntry gibt den aktuellsten Historieneintrag zurück. Dieser wird beschrieben durch
Knoten-IDn,IterationiundderNummerdesHistorieneintrags,d.h.umdenwievieltenEintragzum
KnotenninIterationiessichhandelt.
Über die Methode pred_i lassen sich die Vorgänger eines Knotens unter Berücksichtigung der




readFromDB liest das ProcessInstance-Objekt und die zugehörigen PI_ExecutionHistoryEntry-
ObjekteausderDatenbank.InderumgekehrtenRichtunggibtgetPI_ExecHisEntriesdieTeilmenge
derExecutionHistoryEntrieszurück,fürdiedasHistory-Objektsteht.getWrittenSmallDataelements
liefert alle Datenelemente, die während des Historienabschnittes geschrieben wurden. Mit









DieKlasseChangeCoordinator enthält die Methoden, die im Rahmen des Protokolls zur Durch-
führung von dynamischen Änderungen benötigt werden. Jede Methode entspricht dabei einem
Teilauftrag. Zu Beginn werden die übergebenen Parameter ausgewertet, dann die eigentlichen
Aktionen durchgeführt und schließlich, wenn das Protokoll noch nicht beendet ist, mit diesem
fortgefahren, indem die berechneten Ergebnisse als neuer Teilauftrag an den betreffenden Server
geschickt werden. Das Protokoll zu dynamischen Änderungen ist in Abschnitt 5.5.5 vollständig
beschrieben.




Im bestehenden System mußten an einigen Stellen Aufrufe an die Verteilungsschicht eingefügt
werden. Daneben waren noch an manchen Stellen Ergänzungen notwendig, vor allem durch die




































• Beim Schreiben der Ausführungshistorie in changeNodeStatus werden, wenn eine Aktivität
beendetwurde, derenLoop- undDecisionparameter in dieHistorie geschrieben.DieseWerte
ANHANGC.WESENTLICHEVERÄNDERUNGENANBEREITSVORHANDENENKLASSEN123
werden später auf einemMigrationszielserver zum Einspielen der Historie unter Vermeidung
zusätzlicherZugriffeaufDatenelementebenötigt.





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Vorausgesetzt wird, daß auf dem ausgewählten Rechner Java 1.2 bereits installiert ist und alle
KlassendateienzuADEPTunddiezusätzlichbenötigtenKlassenvorhandensind.DieBatchdateien




















WennbeimStartendesADEPT-Servers keinKommandozeilenparameter angegebenwird, arbeitet
dieserperDefaultalsServerimEinzelbetrieb.MitdemParameter„-serverBezeichner“übernimmter
ineinemverteiltenSystemdieRolle desServers,dermit demBezeichner angegeben ist undder
natürlich in der Datei eingetragen sein muß. Es wird eine Konsistenzprüfung mit der Datei
ADEPT.INIdurchgeführt.SolltediederRolledesServersentsprechendeIP-Adresse,welcheinder
Dateiangegeben ist,nichtmitder tatsächlichenIP-AdressedesServersübereinstimmen,wird das























Wenn variable Serverzuordnungen benutzt werden, muß darauf geachtet werden, daß sich im
OrganisationsmodellDatenzudemMitarbeiterbefinden,dereinenArbeitsschrittausgeführthat.Esist
nämlich möglich, daß alsAusführungsserver einerAktivitätA der Server imDomain desjenigen
Mitarbeiters,derdenimServerzuordnungsausdruckdesKnotensangegebenenSchrittausgeführthat,
verwendetwird.DieInformation,welcherServerdiesist,wirdausderAusführungshistorie(User-ID
desBearbeiters der letzten Iteration vonA) inVerbindung mit der TabelleOM_MITARBEITER
bezogen. Welche Serverzuordnungsausdrücke verwendet werden können, ist Abschnitt E.2 zu
entnehmen.
EinSQL-StatementzumErzeugeneinesbeispielhaftenDatensatzes,wieerfürDemonstrationszwecke

































FürDemonstrationszwecke kann derServer,auf dem eine Aktivität ausgeführtwurde bzw.wird,
angezeigtwerden.DerZustanddesGraphen,derangezeigtwird,entsprichtdemaktuellbekannten
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