Global weak solutions for systems of balance laws  by Amadori, D. & Guerra, G.
PERGAMON Applied Mathematics Letters 12 (1999) 123-127 
Applied 
Mathematics 
Letters 
Global Weak Solutions for 
Systems of Balance Laws 
D. AMADORI 
Dipartimento di Matematie~, Universitk degli Studi di Milano 
via SMdini 50, 20133 Milano, Italy 
G .  GUERRA 
Dipartimento di Scienze dell'Ambiente e del Territorio 
Universit~ degli Studi di Milano 
Via L. Emanueli 15, 20126 Milano, Italy 
(Received and accepted February 1998) 
Abstract - -We are concerned with global, weak solutions to the Cauchy problem for a (strictly 
hyperbolic) system of balance laws, 
u, % [F(u)]= = g(u), 
u(0, x) = u0(x). 
Assume that  the initial data has small total variation. We give a sufficient condition for global 
existence of solutions in BV. Such a condition generalizes the one required by Dafermos and Hsiao 
in their paper [1]. © 1999 Elsevier Science Ltd. All rights reserved. 
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We consider the Cauchy problem for a system of balance laws, 
ut + [F(u)]x = g(u), 
u(O, x) = uo(x), 
(i) 
where x E R, u(t,x) E R n, F : f~ -, R n, fl open neighborhood of the origin. The system is 
assumed to be strictly hyperbolic, with each characteristic field either genuinely nonlinear or 
linearly degenerate. 
Local (in time) existence in BV for (1) was obtained in a paper by Dafermos and Hsiao [i], 
where a more general system was considered, with F, g also depending on x, t. Due to the presence 
of the source term, small oscillations in the solution could amplify in time, hence in general, one 
does not have stability in BV. To obtain global existence, in [1] a suitable dissipativity assumption 
was made on g. 
In the present note, we show that such a condition can be given in a more intrinsic form, 
independently on linear transformations of the dependent variables. 
To be more clear, let g : fl --, R n be C I, g(0) = 0, and denote with gu(0) the Jacobian matrix 
of g at u = 0. Let Al(u) < . . .  < An(u) be the eigenvalues of F~(u) = A(u) and fix a basis of 
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right eigenvectors i, i = 1,. . . ,  n, with norm 1, of A(u). Using the matrix notations, we write 
L(u) . R(u) = I, L(u) . A(u) . R(u) = diag (Al(u),..., An(U)), 
where R(u) is the matrix whose columns are the vectors ri. Denote with B, the matrix 
B = L(O). gu(O). R(O). (2) 
In [1], it is required that B is diagonally dominant, that is, for i = 1,. . . ,  n, 
n 
b. + Ib il < O. 
j= l  
(3) 
However, it is easy to see that (3) could not hold using a different normalization of the eigen- 
vectors, that corresponds to multiply R, from the right, by a positive definite, diagonal matrix. 
Indeed, in general, condition (3) is not invariant under similar transformations of B, and in 
particular, is not invariant w.r.t. (positive definite) diagonal transformations. 
Let us set B = (bq) as the matrix with entries 
bii = bid, bq = Ibql, for i j (4) 
Our main assumption concerns/3 and is the following: 
all the eigenvalues of B have negative real part. (2) 
We remark that (5) generalizes condition (3). Indeed, if B is diagonally dominant in the sense 
of (3), the same holds also for /~. By the Gerschgorin circle's theorem, it follows that the 
eigenvalues of B have strictly negative real part. On the other hand, (5) is clearly more general, 
including, for instance, matrices which are diagonally dominant by rows and triangular matrices. 
The following theorem holds. 
THEOREM 1. Assume that g is C 1 in an open set f~ containing the origin. Letg(O) = 0 and 
call B the matrix in (2). Assume that all the eigenvalues of the corresponding B, in (4), have 
negative reai part. 
Then there exists C, 6 > O, and a compact neighborhood K of the origin, such that the 
following holds. For every initial data Uo with Tot. Var. u0 _< 6, limz-._oo uo(x) E K,  the Cauchy 
problem (1) has a weak entropic solution u(t,x) defined for all t >_ O, and 
Tot. "Car. u(t, .) < C .  Tot. Var. u0. (6) 
Indeed we show that, in these assumptions, there exists a suitable linear change of the 
u-variables (which maintain weak solutions) such that the resulting system fulfills the diago- 
nally dominant condition (3) (see also [2]). 
PROPOSITION 1. Let A = (aq) be an n x n matrix satisfying aq > 0 for i ~ j ,  i , j  = 1 , . . . ,  n. If 
a//the eigenva/ues of A have negative real part, then there ex/sts a vector d = (d l , . . . ,  dn) with 
di > O, i = 1, . . . ,  n, such that there holds 
("r) 
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PROOF. Consider the Cauchy problem for the linear O.D.E. 
&(t) = Ax(t), (8) 
z(O) = zo, 
and let ,4 be the convex set defined by 
A= {x E R n : xi > O, i = l , . . . ,n} .  (9) 
We claim that ,4 is a positively invariant region for (8). In fact, for any z e OA, choose an outer 
normal n(z). By definition, n(z) satisfies 
IIn(z)ll = 1, (P - z) .  n(z) < o, VP  e `4. (10) 
By (10), one has that whenever zi = 0, hi(Z) has to be less or to equal zero, and whenever zi > 0, 
ni(z) has to be zero. Hence, we can compute 
n(z) . Az  = E ni(z)aozJ = E n'(z)a'iz' + E n'(z)aozJ 
i , j=l i= l  i,j=l 
i"#j 
n 
= ~ ni(z)auzj < o. 
i , j=l 
(11) 
By standard results on O.D.E. (see, for instance, [3]), ,4 is a positively invariant set. In other 
words, if x0 E A, the solution of the Cauchy problem (8) belongs to .4 for any t >_ 0. Now let us 
take a vector v satisfying vi < 0, for i = 1 , . . . ,  n, and consider the solution of (8) with x0 = -v .  
Since -v  E ,4, then one has x(t) E ,4 Vt >_ O. Moreover, since all the eigenvalues of A have 
negative real part, there exist constants K, a > 0 such that there holds (see, for instance, [4]), 
II (t)ll < Ke -'~t, Vt  >_ O. (12) 
Hence, we can take the limit as t tends to +c~ in the Volterra equation 
~0 tx(t) = -v  + Ax(s) ds 
and get 
v = A x(s) ds. 
(13) 
(14) 
But the positive invariance of ` 4 implies f+oo x~(s)ds > 0, for all i = 1 , . . . ,  n. The theorem is 
proved by taking v= ( -1  . . . .  , -1 )  and d = f:oo x(s) ds. | 
REMARK 1. Observe that, as a direct consequence of Proposition 1, the diagonal elements of A 
are strictly negative: a~i < 0. 
PROPOSITION 2. Let B = (bo) be an n x n matrix and set B = ~j ) ,  as in (4). The following 
conditions are equivalent. 
(i) A11 eigenvalues of B have negative real part. 
(ii) There exists a diagonal matrix D = diag ( dl , . . . , dn ) > 0 such that D. B. D-  1 is diagonally 
dominant. 
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PROOF. (i)--*(ii). Applying Proposition 1to the matrix ~t, there exists a vector d = (d l , . . . ,  da) 
such that d~ > 0, biidi + ~ j¢~ Ibjildj = -1, for all i = 1,. . .  ,n. If we set D = diag(dl , . . .  ,dn), 
one has 
j=l d-~ = d~ -d~ < 0, (15) 
hence, the matrix D • B • D -1 is diagonally dominant. By (15), the same conclusion holds for 
D.B .D -1. 
(ii)-*(i). The j i-element of D -B-D -1 is given by bji(dj/di). Hence, (ii) implies, for i = 1, . . . ,  n, 
n 
b.  + fbj, I < 0. (16) 
j= l  
This inequality implies that also D.  B • D -1 
PROOF OF THEOREM 1. Let B be as in (2), 
perform the linear change of variables 
is diagonally dominant, and thus (i). | 
and D be the matrix given by Proposition 2. Then 
u = R(0) 
and write system (1) as vt + [-~(v)]x = ~(v) . 
of right eigenvectors in u = 0, normalized to 
column of R, then 
• D -1 .  L(O)v,  (17) 
In the new coordinates, the corresponding matrix 
vector length 1, is the same R = R(0): if ri is a 
RDLr i  = diri, RD-1Lr i  = di - l r i ,  
F~, . ri = ( RDL  ) F,~ (RD-1L)  ri = d-~l)~i (RDL)  ri = )~iri. 
On the other hand, the corresponding of the matrix in (2) is 
(18) 
L .  "gu(O). R = L .  (RDL) .  g~,(O). (RD- tL )  R = D.  (Lgu(O)R). D -1, (19) 
which is diagonally dominant, hence the result in [1] applies. | 
REMARK 2. With a generic linear change of variable u = Fv, the matrix defined at (2) changes 
only due to the normalization of the eigenvectors. In other words, if D = diag (d l , . . . ,  dn) is such 
that the columns of F-1RD have vector norm equal to 1, the corresponding of (2) in the new 
variables is D -1.  (Lgu(O)R). D. 
Finally, we remark that the only assumption of g~ (0) to have all eigenvalues with negative real 
part is not sufficient o ensure even that the L~-norm of a weak solution remains bounded in 
time. For instance, consider the linear system 
(? 10) 0) ut + ux = b -1  u (20) 
that becomes, in diagonal variables, 
v t+ vx=~ -2+b v. (21) 
For b > 2, using standard Fourier theory, it is easy to show that there are initial conditions whose 
L°°-norm grows exponentially in time. This is due to the fact that the matrix 
(o ) iw 1 + -2 b -2  + b ' 
appearing in the explicit formula of the solution to (20), has eigenvalues with positive real part 
for w e R sufficiently large (see also [5]). 
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