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Using a multiple-image reconstruction method applied to a harmonically trapped Bose gas, we
determine the equation of state of uniform matter across the critical transition point, within the
local density approximation. Our experimental results provide the canonical description of pressure
as a function of the specific volume, emphasizing the dramatic deviations from the ideal Bose gas
behavior caused by interactions. They also provide clear evidence for the non-monotonic behavior
with temperature of the chemical potential, which is a consequence of superfluidity. The measured
thermodynamic quantities are compared to mean-field predictions available for the interacting Bose
gas. The limits of applicability of the local density approximation near the critical point are also
discussed, focusing on the behavior of the isothermal compressibility.
Introduction. Although 25 years have passed since the
first realization of a Bose–Einstein condensate (BEC) in
a dilute gas of alkali atoms, the experimental investiga-
tion of the equation of state (EoS) of a weakly interacting
Bose gas is still rather incomplete. The EoS of the ideal
Bose gas (IBG) predicts peculiar features at finite tem-
perature, e.g., saturation of the thermal component and
infinite compressibility in the BEC phase, so it is of major
importance to have a direct experimental access to the
crucial role of interactions which violate the IBG behav-
ior. Experiments at finite temperature have focused on
the role of interactions on the temperature dependence
of the BEC fraction [1, 2] and on the value of the critical
temperature in both harmonically trapped and uniform
configurations [3, 4]. Results on the EoS of both 3D [5, 6]
and 2D [7, 8] Bose gases have been obtained in the frame-
work of the grand canonical approach, where the pressure
of the uniform gas is expressed in terms of the chemi-
cal potential. At zero temperature the above approach
has proven successful in identifying the Lee–Huang–Yang
correction to the EoS originating from beyond-mean-field
quantum fluctuations [9].
Atomic samples trapped by non-uniform potentials can
be used to extract the thermodynamic behavior of uni-
form matter through the use of the local density approx-
imation (LDA) [10, 11]. In 3D, the pressure is extracted
from the measured column density of the trapped gas
using the Gibbs–Duhem relation, while the chemical po-
tential is usually obtained fitting the density distribution
of the sample, with the exception of the unitary Fermi
gas were the model-dependent measurement of the chem-
ical potential was successfully avoided by measuring the
compressibility of the gas [12].
In this Letter, we obtain the EoS of a uniform, 3D,
weakly interacting Bose gas at constant temperature T
using the LDA method. We measure the density profile of
a trapped atomic sample exploiting the axial symmetry
of the trapping potential through the inverse Abel trans-
form [13]. This provides direct access to the canonical
formulation of the EoS.
The canonical and grand canonical descriptions are in
principle equivalent in the thermodynamic limit: the den-
sity of the system, which is the key variable of the canon-
ical picture, can be derived starting from measurements
of grand canonical variables with the use of fundamen-
tal thermodynamic relations. Experimentally, however,
this procedure is technically demanding in 3D Bose gases
and has never been realized so far. Here we circumvent
this through a direct measurement of the density of the
trapped gas. This allows us to explore important features
of the system evident in the canonical formulation, like
the behavior of the pressure p(v, T ) at fixed temperature
T as a function of the specific volume v = 1/n, and the
non-monotonic behavior of the chemical potential µ as a
function of the reduced temperature T/Tc, which is a di-
rect consequence of superfluidity [14]. We note that the
thermodynamics of the 3D Bose gas is not universal, but
it depends on the specific strength of atomic interactions
fixed by the scattering length a. Here we investigate the
behavior of the EoS at constant a. Fixing a and T , we
explore the thermodynamics as a function of the density
n.
The density of a 3D condensed gas spans several or-
ders of magnitude from the visible thermal tails to the
dense condensate center, requiring an imaging method
with a much higher dynamic range than usual absorption
imaging. We tackle this using partial-transfer absorption
imaging (PTAI) [15, 16] and a reconstruction method
that produces highly accurate spatial profiles even for
very dense samples [17].
Experimental procedure. We produce partially con-
densed 23Na gases confined in a Ioffe–Pritchard trap with
axial (radial) trapping frequency ωx/2pi = 8.83(2) Hz
(ωρ/2pi = 100.8(7) Hz), where we let the BEC equilibrate
for 2 s after the end of the evaporation ramp. We then
extract a few percent of the atoms and image them in-
situ along the vertical direction z, obtaining an image of a
tunable fraction of the column density n1(x, y) =
∫
ndz.
We implement PTAI by radiating the sample with mi-
crowaves of Rabi frequency Ω/2pi = 60.7(2) kHz to out-
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FIG. 1. (a) Column density of the trapped sample, recon-
structed from different partial extractions. Each pixel in the
image results from the average of 5 to 80 images at different
extraction ratios. (b) Pressure along the x axis of the sample,
obtained integrating n1 along y. The errorbars on the pres-
sure are smaller than the marker size. (c) Axial density profile
of the sample n(x) obtained via the inverse Abel transform.
The insets in (b) and (c) show pressure and density of the gas
in log-scale, highlighting the high dynamic range needed to
capture the different regimes of the Bose gas thermodynam-
ics.
couple a fraction of the atoms from |F,mF 〉 = |1,−1〉,
where they are magnetically trapped, to |2,−2〉 in the
upper hyperfine manifold. The extracted atoms are sub-
sequently imaged with pi-polarized light resonant with
the F = 2→ F ′ = 3 cycling transition using a 5-µs-long
probe pulse with I/Isat = 4, where Isat is the saturation
intensity of 23Na [18]. This process takes only a few mi-
croseconds and so it does not suffer from any losses due to
spin flipping collisions, which are further suppressed by
conservation of angular momentum. We then release the
remaining atoms from the trap and image them along y
after a time of flight of 50 ms. Imaging at high intensity
allows us to calibrate the absorption cross section, ob-
taining an absolute measure of the atomic density [19].
Details on the imaging calibration are provided in the
SM.
The reconstruction method combines multiple partial-
transfer images to obtain a high-dynamic-range image of
the column density. In-situ measurements of n1 are done
for several microwave pulse times τ extracting a frac-
tion sin2(Ωτ/2) of the atomic sample each time. Long
pulses, between 1.5 to 2.5 µs (extracting 8 to 20 %), yield
a saturated image of the condensed part but allow to
image the thermal tails with high signal-to-noise ratio.
Short pulses, of 0.5 to 1.5 µs (1 to 8 %), lead to an ac-
curate image of the denser BEC core but the thermal
tails are no longer visible. In both cases the spectrum
of the microwave pulse is broad enough to neglect the
spatial detuning due to the trapping magnetic field and
to consider extractions as uniform. We crop each image
at a threshold set by the imaging conditions to retain
only the non-saturated region, rescale it by the extrac-
tion fraction, and finally average all of them. In the SM
we discuss in details the microwave extraction procedure
and the choice of the threshold for the reconstruction
method. From the reconstructed n1 (Fig. 1a) we ob-
tain the pressure and density along the long axis x of
the sample. We independently measure the temperature
from the time-of-flight image by fitting the wings of the
thermal distribution to a Bose function, taking into ac-
count effects due to the non-ballistic expansion from our
elongated trap [20].
The pressure of the gas along x is p = mω2ρ/2pi
∫
n1 dy,
where m is the atomic mass. It is obtained integrating
the Gibbs–Duhem relation dp = ndµ + sdT at constant
temperature, where s is the entropy density, and assum-
ing the LDA relation µ = µ0 − Vext, where Vext is the
trapping potential and µ0 is the value of the chemical
potential in the trap center [10, 11]. The in-situ density
can be calculated either from the Gibbs–Duhem relation
n = (∂p/∂µ)T = −(∂p/∂Vext)T or from the inverse Abel
transform. In Section IV of the SM we provide an ex-
plicit comparison between the two methods. Using the
Abel transform, we obtain a 2D slice n(x, y) of the den-
sity along the imaging plane, that we azimuthally average
to obtain a low-noise profile of the density along the x
axis. Figures 1b and 1c show the pressure and density
along x for a sample of 5.4(5)× 106 atoms with a temper-
ature T = 280(10) nK, corresponding to a BEC fraction
of about 50 % with a sizable thermal component. The
errorbars in this and in the following figures are due to
the uncorrelated combination of statistical and system-
atic errors on the reconstructed column density, of which
we give a detailed description in the SM.
Our configuration is well suited to explore the thermo-
dynamics of the uniform gas in a wide range of densities,
that we map to the reduced temperature T/Tc, where
Tc =
(
2pi~2/mkB
)
(n/ζ3/2)
2/3 is the local critical temper-
ature. Here ζν is the Riemann zeta function evaluated at
ν. At the trap center, where the density is maximum, we
have T/Tc ∼ 0.2, while in the thermal tails it rapidly be-
comes larger than 1. From the peak density we evaluate
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FIG. 2. (a) Measurement of the canonical EoS of a uniform
Bose gas, showing the pressure as a function of the specific
volume at constant T = 280 nK. Pressure and density are
derived within the LDA from the in-situ distribution of a
harmonically trapped sample. The HF prediction (solid) for
a uniform system at the same temperature shows good agree-
ment in the whole range without fitting parameters. Pre-
dictions from the IG (dotted) and IBG (dashed) models are
shown for comparison. (b) Experimental results for the re-
duced compressibility versus v/vc compared to HF theory,
which predicts a narrow peak at the critical point. The gray
solid line includes the effects of the finite imaging resolution
applied to a numerical simulation of the HF density profile in
our trap.
the gas parameter na3 = 2 × 10−6. Since na3  1, the
deviations from the predictions of mean field theory are
expected to be small, except close to the critical point, as
opposed to the ones from IBG which largely fails below
the critical point.
Canonical EoS p(v) and compressibility. Figure 2a
shows the measurement of the canonical EoS p(v) at
constant temperature in reduced variables, rescaled by
the relevant critical quantities at the verge of condensa-
tion, pc = ζ5/2kBT/λ
3
T and vc = 1/nc = λ
3
T /ζ3/2, where
λT = (2pi~2/mkBT )1/2 is the thermal wavelength. The
specific volume is related to the local critical temperature
by v/vc = (T/Tc)
3/2.
The experimental results in Fig. 2a are compared to the
Hartree–Fock (HF) EoS for uniform matter. The model
considers an interacting gas with the following densities
for the condensate and thermal fractions, respectively
n0 = µ/g − 2nT ,
nT =
1
λ3T
g3/2
(
e(µ−2gn)/kBT
)
,
(1)
where g = 4pi~2a/m, and gν is the polylogarithm func-
tion of index ν. The pressure
p = gn2 − 1
2
gn20 +
kBT
λ3T
g5/2
(
e(µ−2gn)/kBT
)
(2)
can be directly derived from Eqs. 1. The black line in
Fig. 2a shows the HF EoS evaluated at the experimen-
tal value T = 280 nK, without fitting parameters. We
find good agreement between experiment and HF pre-
diction, confirming the validity of the mean field ap-
proach for the description of a weakly interacting gas.
For v/vc > 1, the pressure corresponds to that of an
ideal (non-interacting) Bose gas (IBG). In the same fig-
ure we also show the prediction of the classical ideal gas
law p = kBT/v (IG), which correctly captures the be-
havior of p only for large v/vc, revealing the importance
of quantum effects in the vicinity of the critical point. In
the region v/vc < 1, the strong increase in the pressure,
that diverges as (ζ23/2/ζ5/2)(a/λT )(vc/v)
2, shows that the
thermodynamics is largely dominated by the effect of the
interactions. The explicit dependence on a/λT reveals
the non-universality of the EoS.
Next, we discuss the isothermal compressibility of the
gas defined as κ = (1/n) ∂n/∂p|T . Figure 2b shows
our measurement of κ, normalized by the T = 0 value
κ0 = 1/gn
2, as a function of the reduced specific vol-
ume. The experimental results quantitatively agree with
the HF prediction (black line) at small v/vc and show
a rapid transition across the critical point. They how-
ever strongly deviate from the mean-field prediction in
the critical region.
The disagreement can have different origins. i) The
mean field HF theory does not account for the large fluc-
tuation effects characterizing the critical region, which,
according to Ginzburg–Landau arguments, corresponds
to the range |µ−µc| ∼ m3g2k2BT 2c /~6, with µc the chem-
ical potential evaluated at the transition [21, 22], i.e., to
the temperature interval ∆T/T ∼ an1/3. At the tran-
sition n ∼ nc and we have an1/3c = (ζ3/2)1/3 a/λT ∼
5× 10−3. The dependence on a/λT signals again a vio-
lation of universality. ii) The HF curve is based on the
corresponding theory for uniform matter, and does not
account for the corrections to the LDA which take place
near the transition between the BEC and the normal
phase in a trapped system. These lead to a finite thick-
ness of the boundary of the condensate, scaling with the
Thomas–Fermi radius Rx as d = (a
4
x/2Rx)
1/3 [23]. This
is a finite-size effect, since Rx depends on the number of
atoms in the condensate. We also expect that this result
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FIG. 3. Grand canonical EoS for an interacting Bose gas at
constant temperature T = 280 nK. The chemical potential,
in units of the local interaction term gn, goes from 1 to 2
as the reduced temperature T/Tc goes from 0 to the critical
point, and decreases in the thermal region (T/Tc > 1). Black
solid and dot-dashed lines show the HF and 1 + (T/Tc)
3/2
predictions, respectively, while the gray solid line includes the
effects of the finite imaging resolution applied to a numerical
simulation of the HF density profile in our trap. The dashed
line is the IBG law.
is only weakly affected by the presence of a thermal com-
ponent. Along the weak axis of our trap Rx ∼ 100 µm
and we have d ∼ 2 µm. iii) Finally, the finite resolution of
the imaging system (∼ 2µm) smears the sharp features
in the density profile. The gray curve in Fig. 2b shows κ
resulting from a numerical simulation of the column den-
sity predicted by HF theory within LDA, and convoluted
with our experimental imaging resolution. The remain-
ing differences with respect to the experimental curve are
then likely due to the failure of HF theory near the transi-
tion and to the violation of the LDA. These are stringent
limitations for the measurement of the compressibility in
weakly interacting Bose gases as compared to the unitary
Fermi gas, where the width of the critical region is much
larger as the only energy scale at unitarity is fixed by the
Fermi energy, and experiments revealed the occurrence
of a peak in κ.
Chemical potential µ(T ). The temperature depen-
dence of µ in a uniform superfluid system shows a non-
monotonic behavior with temperature, which is a pecu-
liar consequence of superfluidity (SM). This feature, al-
ready observed in the unitary Fermi superfluid gas [12]
has not been so far measured in bosonic ultracold gases.
Within HF theory, µ/gn increases with temperature in
the condensed phase, reaching a peak value of 2 at the
transition where nT = n (see Eq. 1). The HF approach
provides an accurate estimate of the thermodynamics in
the temperature range gn/kB < T < Tc. For T < gn/kB ,
HF theory ignores the phononic contribution to the ther-
modynamics, while close to the critical point it neglects
the enhanced role of the fluctuations [24].
Within the LDA, the knowledge of Vext is sufficient
to measure the chemical potential up to the constant µ0.
We have determined the value µ0/kB = 66.7(2) nK fitting
the density to the HF profile calculated at T = 280 nK.
The result for µ/gn as a function of T/Tc is shown in
Fig. 3, clearly revealing its non-monotonic behavior with
a peak around T = Tc. In the LDA-based scheme, T/Tc is
scanned at fixed T by the spatial variation of Tc, which
depends on the density. The relevant range across the
transition point, 0.2 ≤ T/Tc ≤ 1.5, corresponds to the
spatial region 10µm ≤ x ≤ 150 µm.
The discrepancy in the vicinity of the transition is due
to the same reasons examined in the analysis of the com-
pressibility. We see that those limitations have a much
smaller effect on the determination of µ(T ) compared to
Fig. 2b, where the dependency on the strong density gra-
dient is more affected by the approximations discussed
above. The dot-dashed line in Fig. 3 shows the universal
curve µ/gn = 1 + (T/Tc)
3/2, corresponding to the low-
est order approximation for µ in terms of g, obtained by
using the IBG result for the thermal fraction nT . Higher-
order corrections to this law stem from the non univer-
sality of the Bose gas EoS and affect the exact shape of
the curve, but not its non-monotonicity. In Section VII
of the SM we present the measurement of the same EoS
on an atomic sample at a lower temperature, where the
determination of µ0 does not require the comparison with
the HF calculation of the density profile, and find compa-
rable results. More precise and systematic measurements
of the temperature dependence of the chemical potential
might provide quantitative estimates of the deviations of
µ/gn from the law 1+(T/Tc)
3/2, caused by the inclusion
of beyond mean field effects [24].
Grand canonical EoS p(µ). The above results can be
also discussed in the framework of the grand canonical
ensemble, where µ is the independent thermodynamic
variable. In [5] it was shown that the dependence of the
pressure on the inverse fugacity ζ = e−µ/kBT reveals a
typical cusp behavior at the transition point, with a crit-
ical value ζc ∼ 1, which however could not be measured
with sufficient precision to reveal the presence of inter-
action effects at the transition. Our analysis shows a
critical value of ζc < 1, corresponding to a positive shift
in the chemical potential in agreement with the results
of Fig. 3. The results for the reduced pressure p/pc as
a function of the inverse fugacity are reported and dis-
cussed in detail in the SM.
In conclusion, this work contributes to the study of
the thermodynamics of a 3D weakly interacting bosonic
gas. For the first time we obtain the EoS in the canonical
formulation p(v), and highlight the fundamental role of
interactions in the finite temperature behavior of a Bose
gas. We provide evidence for the non-monotonic tem-
perature dependence of the chemical potential across the
phase transition, a fundamental property which has not
been observed before in a weakly interacting superfluid.
Our measurements were possible thanks to the develop-
5ment of an accurate, high-dynamic-range novel imaging
method [17]. This approach can be readily applied to
other trapped degenerate quantum systems, including
the novel phases of interacting quantum mixtures. Our
results lay the groundwork for further investigation of the
EoS around the critical region.
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1Supplemental Materials
CALIBRATION OF ABSORPTION IMAGING
The probe intensity and pulse duration for absorption
imaging are chosen in order to optimize the signal-to-
noise ratio (SNR) of the optical density, and at the same
time to reduce spurious effects coming from atom-light
interactions [18]. Resonant scattering of probe light ac-
celerates the atoms during imaging, which causes a re-
duction of the optical signal due to Doppler shift of the
resonance and a blur of the density distribution due to
Brownian motion in the light field [25]. These effects are
mitigated by reducing the number of photons scattered
per atom during the imaging process, using short and
weak probe pulses. On the other hand a poor illumi-
nation of the camera results in low SNR images and in
a noisy optical density profile. Our choice of the probe
light intensity is then motivated by a trade off between
these two conditions. The imaging conditions set also
the maximum measurable optical density, at which the
illumination of the camera becomes comparable with the
noise. For the choice of parameters reported in the main
text, we set this threshold to ODth = 5.
Scanning the probe light intensity also allows to cal-
ibrate the imaging system. The column density n1 is
related to the optical density by
σ0n1 = α ln
s0
s1
+ s0 − s1, (S1)
where σ0 is the resonant cross section for the atom-
light interaction, s0 = I0/Isat is the intensity of the
incident probe light and s1 is the intensity transmit-
ted by the atoms, in units of the saturation intensity
Isat = 6.26 mW/cm
2. The coefficient α measures the ef-
fective cross section, relative to its value at resonance,
and depends on the magnetic field where the atoms are
imaged and on the polarization of the probe light.
We measure s0 directly from the camera, by comparing
the total pixel count of images of the probe beam with
the reading of a calibrated power meter. For the value
of α, we followed two different (although equivalent) ap-
proaches illustrated in Fig. S1. Integrating Eq. S1 over
the region containing the atomic sample and dividing by
σ0 we reduce it to
N = αNlog +Nlin, (S2)
where Nlog and Nlin are the two contributions to the
optical signal coming from the linear and nonlinear ab-
sorption regime, respectively. The two quantities depend
on s0, but their weighted sum N equals the total number
of atoms in the sample and hence must not depend on
the details of the probe light. We measure Nlog and Nlin
imaging a dilute atomic sample while scanning s0. On
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FIG. S1. Absorption imaging calibration data. We image in-
situ a dilute atomic cloud varying the probe intensity, and the
cross section coefficient α is determined so that the measured
number of atoms is independent of the illumination condi-
tions. (a) We followed the method described in [18] which
finds the value of α that sets the relative weight between the
linear and non-linear contributions in the absorption signal,
and found α[1] = 3.2(2). (b) The equivalent method in [19]
minimizes the variation of the measured atom number with
the probe intensity, leading to α[2] = 3.10(2). The two values
are compatible and average to α = 3.15(12)
one hand (Fig. S1a), we determine α from the slope of
a linear fit of Nlin versus Nlog [18]. On the other hand
(Fig. S1b), we compute N for several values of α and
find the value that minimizes the variation of N(s0) [19],
that we effectively extract with a linear fit. The two ap-
proaches give comparable values of α, that we average to
obtain α = 3.15(12).
CHARACTERIZATION OF THE PARTIAL
TRANSFER
The novel imaging method we developed combines
partial-transfer absorption imaging (PTAI) [15, 16] with
a high-dynamic-range reconstruction algorithm that al-
lows to image the absolute density of extremely dense
trapped atomic samples such as BECs [17].
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FIG. S2. (a) Long-time coherent dynamics of the atomic pop-
ulations under microwave coupling. The fraction of atoms
transferred to |2,−2〉 is measured in time-of-flight and fitted
with the non-uniform transfer model of Eq. S5. (b) Spatial
dependence of ∆P/P for a microwave pulse of t = 2.5µs. The
contour lines (black) show the relative deviation with respect
to the extraction at resonance. The gray ellipses show the
boundary of the BEC (inner) and of the thermal component
(outer).
Calibration
We compute the fraction of atoms imaged with PTAI
from the Rabi frequency of the microwave coupling
|1,−1〉 to |2,−2〉, which then directly enters in the deter-
mination of the absolute density. As the atomic sample is
trapped in a Ioffe–Pritchard magnetic trap, the coupling
resonance changes across the sample and in principle it
leads to a non-uniform extraction. We modeled this ef-
fect from the knowledge of our trap geometry, took it into
account in the measurement of the Rabi frequency, and
identified the parameter regime where we can neglect the
spatial variation of the transfer and avoid distortions in
the measured density profile.
Due to the combined effect of the trap magnetic
field and gravity, the atoms experience the spatially-
dependent detuning
~δ(x, y, z) =
3
2
m
(
ω2xx
2 + ω2ρ(y
2 + z2 − 2zzsag)
)
, (S3)
where m is the atomic mass, ωx,ρ is the axial (radial)
trapping frequency, zsag = g/ω
2
ρ is the gravitational sag,
and g is the acceleration of gravity. Scanning the mi-
crowave frequency we find the value that maximizes the
transfer at a given pulsetime, and consider it as the res-
onant frequency in the center of the atomic cloud, where
we set δ = 0. The local transferred fraction after a pulse
of duration t is given by the coherent two-level dynamics
P (t, δ) =
Ω2
Ω2 + δ2
sin2
(
t
2
√
Ω2 + δ2
)
(S4)
and it is not uniform as δ is position-dependent.
To measure the Rabi frequency Ω, we follow the long-
time coherent dynamics of the system driven by the mi-
crowave field. We apply the microwave for a time t, sep-
arate the two populations using magnetic field gradients,
and image the two atomic clouds. In this way we measure
P˜ = 1/N
∫
P (t, δ(r))n(r) d3r, with n(r) the atomic den-
sity and N the total atom number, which effectively is a
spatial integral of Eq. S4. Since in the region spanned by
the atoms the linear term in Eq. S3 is dominant, we have
~δ ∼ 3mgz. Approximating the density distribution to a
Gaussian, we can reduce P˜ to
P˜ (t) =
1√
2pi∆0
∫
P (t, δ) e−δ
2/2∆20 dδ, (S5)
where ∆0 is the effective range of detuning spanned by
the atomic sample. For a condensate of 5× 106 atoms
in our trap, this corresponds to ∆0/2pi ∼ 20 kHz. Figure
S2a shows a Rabi flop fitted with Eq. S5, from which
we extract a Rabi frequency Ω/2pi = 60.7(2) kHz. This
effective model correctly describes the effect of the spatial
decoherence induced by the magnetic field gradient, and
allows us to retrieve the value of the Rabi frequency from
long-time oscillations with reduced contrast.
For our imaging method we are instead interested in
the short-time dynamics, as we require short microwave
pulses to image the high density regions of the sample.
The condition of short pulses is defined by
√
Ω2 + δ2t
1, so that P (t, δ) ' (Ωt/2)2 which is effectively indepen-
dent of δ. To quantify the error introduced by this ap-
proximation we compute the relative spatial dependence
of the partial transfer ∆P/P = (P (t, δ)−P (t, 0))/P (t, 0)
using Eqs. S3 and S4. Figure S2b shows the profile of the
microwave extraction for a pulse time t = 2.5 µs, nom-
inally leading to an extraction of 20 % in the center of
the cloud, which is the highest we required for the HDR
reconstruction. The ellipses show the region occupied by
the atoms, marking the boundary of the BEC (inner)
and of the thermal component at 2.5σ (outer). The rela-
tive variation in the extraction profile is less than 1 % in
the region occupied by the condensate, and ≤ 4 % along
the x axis for the whole atomic distribution. Although
the deviation becomes significant in the lower side of the
cloud, the atomic density in that region is lower than the
one in the condensate by a factor of 10−2, hence its con-
tribution to the optical density is reduced by a similar
amount. A numerical simulation of the extraction, imag-
ing and reconstruction process shows that the systematic
error in the OD introduced by the non-uniform magnetic
field is < 1 % in the region of the x axis close to the edge
of the condensate.
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FIG. S3. Trace and envelope of microwave pulses of 0.8 (top)
and 2.5 µs (bottom). The dashed line shows the equivalent
(same area) rectangular pulse.
Density effects
Atomic interactions give rise to nonlinear effects in the
Rabi dynamics, introducing a systematic error in the cal-
culation of the transferred fraction. The chemical poten-
tial difference of the two coupled populations,
∆µ = n1(g11 − g12) + n2(g12 − g22), (S6)
acts as an effective detuning with respect to the bare
atomic resonance. Here gij = 4pi~2aij/m, where the in-
dices i, j = 1, 2 label the atoms in |1,−1〉 and |2,−2〉,
with densities n1 and n2, respectively.
To evaluate the magnitude of such nonlinear effects,
we set n2 = 0 since we are interested in small transfers.
The microwave field is set on resonance with the center
of the atomic cloud, so the low density regions are out-
of-resonance with respect to the center by the mean-field
shift evaluated at the peak density n1. From spectro-
scopic measurements of the |1,−1〉 → |2,−2〉 microwave
transition, we measured such shift to be ∆µ/h . 5 kHz,
from where we get
∆P
P
' 1
12
(
∆µ
~
)2
t2 . 5× 10−4 (S7)
by a Taylor expansion of Eq. S4 at small δ = ∆µ/~ and
for t = 2.5 µs, which is the pulsetime used to image the
low density part of the atomic sample where the effect is
stronger.
Pulse shape
Another source of systematic uncertainties in the
transferred fraction is the pulse shape of the microwave
field. The effect of a non-rectangular pulse on the pop-
ulation dynamics is to replace Ω with (1/t)
∫ t
0
Ω(t′) dt′
in Eq. S4. We directly measure the pulse shape of the
microwave using a pick-up antenna. Figure S3 shows
typical traces of pulses with nominal width of 0.8 and
2.5 µs. Fitting the pulse envelope we measure a rise/fall
time τ ∼ 20 ns, from which we quantify the deviation
from a perfect square pulse as τ/t < 3 % for the shortest
ones. Nonetheless, we identify the pulse width t as the
width of the rectangle with the same area as the actual
pulse envelope measured per shot, thus eliminating this
systematic source of error.
ERROR BUDGET
Table I summarizes the contributions to statistic and
systematic errors on the reconstructed OD.
The reconstructed image of the atomic cloud is built
combining data from many experimental repetitions.
The standard deviation across all the images entering the
reconstruction measures the total statistical error on the
final image, that we measure to be of 4 % in the region
close to the condensate edges. The number of atoms and
the temperature measured in TOF have a relative fluc-
tuation of 3 %, which quantifies the shot-to-shot stability
of our experiment. We measure the trapping frequen-
cies exciting the dipole mode with a magnetic gradient
kick. Their relative uncertainty of 0.5 % contributes to
the errorbars in the pressure profile. We see no higher fre-
quencies in the Fourier spectrum of the oscillation mode,
so we assume a purely harmonic potential in the whole
region occupied by the atoms.
source statistic systematic
Reconstruction STD 4 % -
Imaging calibration - 2.2 %
Rabi frequency - 0.5 %
Non-uniform magnetic field - 1 %
Density effects - ∼ 10−4
Total 4 % 2.5 %
TABLE I. Budget of the statistical and systematic errors on
the reconstructed image of the column density.
COMPARISON BETWEEN DIFFERENT
METHODS FOR THE DENSITY
We exploit the cylindrical symmetry of our trapping
potential and obtain the 3D density from the inverse
Abel transform of the reconstructed column density. We
compare this method to the one first proposed in the
literature [11], based on the Gibbs–Duhem relation and
LDA (GD method hereafter), which computes n from the
derivative
dp
dµ
=
dp
dx
(
dµ
dx
)−1
= − 1
mω2xx
dp
dx
. (S8)
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FIG. S4. (a) Density profile of a Bose gas calculated with
the Abel (dots) or the Gibbs–Duhem method (solid lines)
with different filter window lengths N . (b) Temperature de-
pendence of the chemical potential obtained from the corre-
sponding density profiles in (a). The black solid line is the
HF prediction.
Figure S4 shows a comparison of the performances of the
two different methods. Both are sensitive to the presence
of noise, as they involve the calculation of derivatives
which amplify the high-frequency components of the sig-
nal. In the GD method, this problem can be mitigated
by implementing a suitable smooth numerical differen-
tiator. Generalizations of the central difference scheme
are proven to be noise-robust, with stronger smoothing
properties depending on the window length N [26]. In
Fig. S4a we show density profiles calculated with differ-
ent N , together with the Abel density profile reported in
the main text, while in Fig. S4b we show the correspond-
ing EoS curves for the chemical potential. The smooth
derivative requires a large window size to suppress the
noise in the pressure profile, effectively averaging the den-
sity over distant locations along the x axis. This, as a
side effect, washes out the sharp localized features such
as the change in the density slope at the transition point,
and has a strong negative impact on the calculation of
the EoS.
The use of the Abel transform offers the strong advan-
tage of giving a two-dimensional information: the inverse
transform of the column density, which is a 2D projection
of the density along the z axis, is a 2D slice of the density
along the xy plane. This allows to azimuthally average
the density slice over iso-density lines, which in the LDA
correspond to the elliptical equipotential lines of the har-
monic trap. Since beyond-LDA effects modify the density
profile depending on the angle and are stronger further
away from the axis, we average the data contained in a
region within a small angle (±10◦) around the x axis.
In this way we retrieve a low-noise radial density pro-
file which still preserves its sharp features. We compute
the inverse Abel transform with the Hansen–Law method
[27, 28].
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FIG. S5. Simulation of the propagation through Abel inver-
sion of sinusoidal structures on top of a HF column density
profile. The shown patterns, from top to bottom, have a pe-
riod of 30, 10, and 5 µm respectively.
PROPAGATION OF PERIODIC PATTERNS
THROUGH THE ABEL TRANSFORM
The oscillations in the central part of the condensate,
that can be seen in Fig. 1 in the main text, are due
to residual fringes in the column density produced by
the imaging optical system whose effect is amplified in
the center of the cloud by the process of Abel inversion.
They have not been included in the budget of system-
atic errors of the reconstructed OD, since they could not
be separated from the atomic signal. To quantify their
contribution to the density, we test how such periodic
structures are propagated by the Abel inversion when
they are added on top of a column integrated Hartree–
Fock density profile. We identify the characteristic am-
plitude and wavelength of such structures from a Fourier
transform of the residuals of a HF fit to the experimen-
tal column density, and in Fig. S5 we show how some
of these structures are transformed by the Abel method.
We see that the resulting oscillations that appear on top
of the density profile have variable amplitude depending
on their periodicity, and are bigger close to the center
of the condensate as we consistently observed also in the
experimental profile. We also note that the azimuthal
average we perform after the Abel inversion contributes
to removing these fringes from the tail of the distribu-
tion, but is less effective in the center, where the number
of points that are effectively averaged is lower.
NON-MONOTONOUS T -DEPENDENT
BEHAVIOR OF THE CHEMICAL POTENTIAL
The non-monotonous behavior of the chemical poten-
tial as a function of temperature is a natural consequence
of superfluidity [14]. In fact, at high temperature in the
classical regime, the chemical potential of the gas behaves
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FIG. S6. Temperature dependence of the chemical potential,
in units of the local interaction term gn, for a cold sample at
T = 150 nK (dark blue squares) and for a T = 280 nK one
(light blue circles). The dot-dashed line is the universal law
1 + (T/Tc)
3/2.
as
µ(T )→ kBT ln (nλ3T ) (S9)
and becomes more and more negative as T →∞. At low
temperature its behavior, in a superfluid, is instead fixed
by the thermal excitation of phonons and is given by
µ(T )→ µ0 + pi
2
30
kBT
4
~3c4
dc
dn
(S10)
where µ0 is the value of the chemical potential at T = 0,
while c is the sound velocity at T = 0. Since at T = 0
the sound velocity increases with n, the chemical poten-
tial turns out to be an increasing function of T , thereby
revealing the non-monotonous behavior as a function of
T . This peculiar non-monotonous effect has been al-
ready pointed out experimentally in the case of a super-
fluid Fermi gas at unitarity [12] and is also confirmed by
the thermodynamic behavior of liquid 4He [14]. Actually
the Hartree–Fock theory developed in the main text for
a weakly interacting Bose gas does not account for the
phononic behavior of Eq. S10, which is expected to hold
in the low temperature regime kBT  µ0, but is never-
theless consistent with the temperature increase of µ(T )
in the Bose–Einstein condensed region.
LOW-TEMPERATURE MEASUREMENT
In low-temperature samples the local thermal fraction
in the center of the trap is strongly suppressed, therefore
we are allowed to neglect its contribution to the peak
chemical potential and assume the zero-temperature
limit µ0 = gn(0). A colder experimental sample then
allows us to explore a more restricted region of the EoS,
because of the lower density in the thermal component,
but without making explicit use of the HF model to re-
trieve the value of µ0.
Figure S6 shows our result for µ/gn versus the local
reduced temperature T/Tc for a gas at 150(5) nK and
with ∼ 5× 106 atoms (dark blue squares), that we com-
pare to the experimental profile obtained from the higher-
temperature sample reported in the main text (light blue
circles), and to the universal curve 1 + (T/Tc)
3/2 which
neglects beyond mean field effects in the superfluid phase.
A fit to a Thomas–Fermi (TF) profile in the central region
of the density (x < 60 µm, corresponding to T/Tc < 0.15)
leads to µ0 = 69.0(4) nK. A posteriori, using HF theory
we check that the local thermal fraction is ≤ 0.02 in the
whole fitting region, which bounds the systematic error
on µ0. Although the procedure to determine µ0 neglects
the presence of thermal atoms in the center of the con-
densate, as it assumes a TF model valid at T = 0, we ob-
serve that the overall behavior of µ/gn is monotonically
increasing. This is in agreement with the HF prediction
and with what observed in the sample at higher temper-
ature. It is a clear sign of exchange effects characterizing
the thermal contribution to the energy of the system [29],
that we capture even using a zero-temperature model for
µ0.
In this comparison we stress the fact that the two
curves, coming from samples at different temperatures,
correspond to different values of the parameter a/λT , re-
spectively 3× 10−3 and 4× 10−3 for T = 150 nK and
280 nK. This non-universal difference is small, given that
both parameters are small and close to each other, and it
is not discernible within our measurements. Nonetheless,
it does not affect the main point of our observation, the
monotonic increase in µ proper of the finite-temperature
behavior in the superfluid phase.
PRESSURE VS INVERSE FUGACITY
Figure S7 shows the behavior of the reduced pressure
p/pc in terms of the inverse fugacity ζ = e
−µ/kBT , along
with the HF prediction for a temperature of 280 nK.
In the non-degenerate region the pressure does not ex-
plicitly depend on T but only on the fugacity, and ap-
proaches the IBG prediction g5/2(ζ)/ζ5/2, defined only
for ζ ≥ 1. At the transition point, the slope of the
pressure profile suddenly increases, signaling the onset
of condensation. We observe that the transition happens
at ζc = 0.95(1) < 1, corresponding to a positive chem-
ical potential of µc = kB × 13(3) nK, which is compati-
ble with the mean-field shift 2gnc ' kB × 12 nK calcu-
lated from the critical density at the given temperature.
The effect of the interactions is evident in the deeply
degenerate regime ζ → 0, where the pressure diverges
as (λT /a) ln
2 ζ. The result of Fig. S7 confirms the grand
canonical behavior first explored experimentally in [5], to
which it adds a new observation solidifying the evidence
6of interaction effects at the transition point.
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FIG. S7. Grand canonical EoS showing the behavior of the
reduced pressure p/pc as a function of the inverse fugacity. At
the transition point, detailed in the inset, the slope changes
significantly at a value ζ = ζc < 1 highlighting the mean-field
shift of the chemical potential.
