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Using molecular dynamics simulations we compute the elastic constants of ice Ih for a set of 8 frequently used semi-
empirical potentials for water, namely the rigid-molecule SPC/E, TIP4P, TIP4P2005, TIP4P/Ice and TIP5P models,
the flexible-molecule qTIP4P/Fw and SPC/Fw models and the coarse-grained atomic mW potential. In quantitative
terms, the mW description gives values for the individual stiffness constants that are closest to experiment, whereas the
explicit-proton models display substantial discrepancies. On the other hand, in contrast to all explicit-proton potentials,
the mWmodel is unable to reproduce central qualitative trends such as the anisotropy in Young’s modulus and the shear
modulus. This suggests that the elastic behavior of ice Ih is closely related to its molecular nature, which has been
coarse-grained out in the mW model. These observations are consistent with other recent manifestations concerning
the limitations of the mW model in the description of mechanical properties of ice Ih.
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I. INTRODUCTION
Due to its singular importance to life on Earth, the develop-
ment of molecular-level descriptions for the condensed phases
of water has been a very active area of investigation over the
past 50 years. With the spectacular growth of available com-
putational resources during this period, it has been charac-
terized by a substantial increase of complexity in the search
for models capable of describing a wide variety of thermody-
namic and kinetic properties of both liquid and solid forms
of water. In addition to the development of better exchange-
correlation functionals for first-principles density-functional-
theory (DFT) calculations,1–3 substantial attention has also
been given to the construction of semi-empirical models for
water,4–7 which are computationally much less demanding
and allow the study of larger systems over longer time inter-
vals.
The development of such analytical potential-energy func-
tions (PEFs) for the description of water-water interactions
has been driven predominantly by the goal of improving the
corresponding structural, dielectric, thermodynamic and ki-
netic properties of the condensed phases of water.7–32 The me-
chanical response characteristics, on the other hand, have re-
mained mostly under the radar, with very few exceptions.33–36
This is somewhat surprising given that fundamental mechan-
ical response functions such as the elastic constants directly
mirror the underlying interactions between the constituent
atoms or molecules that provide the cohesion in condensed
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phases. Accordingly, a proper description of elastic constants
is a key element in the development of transferable PEFs and
this is indeed a common goal pursued in the construction of
semi-empirical models in general.37 For water PEFs, how-
ever, this has not been the case and their elastic constants are
essentially unknown. Not only is their knowledge essential
when choosing a model to study the mechanical behavior of
solid phases of water,36 they are also relevant, for instance, in
the context of the melting behavior of a given PEF, which is
known to correlate with elastic properties.38,39
The purpose of this paper is to compute the elastic constants
for the most important crystalline phase of water on Earth, the
proton-disordered hexagonal phase of water ice Ih,
40 for a set
of 8 frequently used water PEFs, namely the rigid-molecule
SPC/E,41 TIP4P,42 TIP4P2005,43 TIP4P/Ice9 and TIP5P mod-
els,44 the flexible-molecule qTIP4P/Fw45 and SPC/Fw46 PEFs
and the coarse-grained atomic mW potential.15 For this pur-
pose we carry out molecular dynamics (MD) simulations to
determine the stress response to cell deformations under spec-
ified conditions of temperature and pressure. Using this ap-
proach we compute the elastic stiffness constants under a va-
riety of thermodynamic conditions and compare the results to
available experimental data. The remainder of the paper has
been organized as follows. Sec. II describes the theoretical
background and the adopted computational methodology, fol-
lowed by a discussion of the results in Sec. III. Finally, we
conclude with a summary in Sec. IV.
II. COMPUTATIONAL APPROACH
The elastic stiffness of a substance is described by a rank-
four tensor with componentsCijkl that establishes the relation
2between the state of deformation, specified by the rank-two
strain tensor εij and the corresponding applied stress tensor
σij , where the suffixes i, j, k usually represent the Cartesian
directions x, y and z. In the linear regime this relation is de-
fined by47
σij = ∑
kl=
x,y,z
Cijklεkl. (1)
Similarly, the definition of the elastic compliance tensor with
components Sijkl is given by
εij = ∑
kl=
x,y,z
Sijklσkl. (2)
Due to the symmetries, these rank-4 tensors can be repre-
sented in terms of 6 × 6 matrices by using Voigt notation,47 in
which the first and second pairs of suffixes, i.e., ij and kl, are
represented by a single index running from 1 to 6 according to
the relations (11) → 1, (22) → 2, (33) → 3, (23), (32) → 4,
(13), (31) → 5 and (12), (21) → 6. In the same fashion the
rank-2 stress and strain tensors are represented by columnma-
trices with 6 lines. Accordingly, Eq. (1) can be represented as
the matrix-vector multiplication
σk =
6
∑
j=1
Ckj εj . (3)
An analogous matrix representation Skj exists for the elastic
compliance tensor defined in Eq.(2). Moreover, its elements
can be determined by inverting the matrix formed by the stiff-
ness constants Ckj .
There are several ways in which elastic stiffness constants
can be computed from atomistic simulations.48 Here, we
adopt the direct approach48,49 in which the cell is subjected
to a deformation in which only one of the six independent
strain components, say εl, is nonzero. In this manner, there
is only one term in the summation of Eq. (3) for each stress
component, i.e.,
σk = Cklεl, k = 1,⋯,6. (4)
In practice, we explore this linear relationship by monitor-
ing the internal stress during a dynamic deformation protocol
in which the chosen strain component varies between −εmax
and +εmax during a simulation. As long as the value of εmax
remains sufficiently small for linear elasticity to be valid, the
elastic constants can be determined by fitting the correspond-
ing stress-strain response to a straight line, with the slope,
Ckl = −
dσintk
dεl
, (5)
where σintij is the internal stress and the minus sign reflects the
fact that the relation between the internal and applied stress
in a state of mechanical equilibrium is σintij = −σij . A typ-
ical example is shown in Fig. 1, which displays the internal
σintxx ≡ σ1 stress response associated with the tensile deforma-
tion εxx ≡ ε1 for ice Ih as described by the TIP4P/Ice model.
The appreciable fluctuations are due to the elevated tempera-
ture of T = 235.5K. Thex direction corresponds to the [01¯10]
crystallographic axis. The slope of the linear fit to the data,
shown as the red line, gives the value of C11. Similarly, fitting
the other 5 stress components during the deformation simula-
tion gives estimates for the remaining Ck1 with k = 2,⋯,6.
Carrying out dynamic deformation simulations for all 6 in-
dependent strain components then gives estimates for the 36
elements of the stiffness matrix Ckj in Eq. (3).
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FIG. 1. Typical stress-strain relation for deformation simulations of
ice Ih. Blue line displays the internal σ1 = σxx stress response as-
sociated with the tensile εxx = ε1 deformation as described by the
TIP4P/Ice model at a temperature of T = 235.5 K and zero pressure.
The x direction corresponds to the [01¯10] crystallographic axis. Red
line is linear fit to stress-strain data and its slope corresponds to elas-
tic stiffness constant C11. The statistical uncertainty in the slope
gives the error bar in the elastic-constant estimate.
The nature of the elastic stiffness constants and their cor-
responding compliances depends on the thermodynamic con-
straints during the deformation process. Two common cases
are those in which the deformations are carried out isother-
mally and adiabatically, described by isothermal (CTkl) and
adiabatic (CSkl) stiffness constants, respectively.
50,51 While the
isothermal elastic stiffnesses describe the stress-response to
constant-temperature deformations, their adiabatic counter-
parts quantify the induced stress during isentropic deforma-
tions in which the system is decoupled from a heat bath. Given
that for ice Ih experimental results are mostly based on Bril-
louin spectroscopy52–55 or sound-velocity measurements56,
both of which probe the adiabatic stiffness constants CSkl, our
calculations focus on the latter.
To compute the adiabatic stiffnesses at specified conditions
of temperature T and pressure P we employ the following 3-
step procedure. First, the undeformed system is equilibrated
at the desired temperature and pressure within the NPT en-
semble, computing the corresponding equilibrium dimensions
of the computational cell. Second, the cell is strained by an
amount −εmax according to one of the 6 deformation modes
and it is equilibrated at temperature T at fixed cell geome-
try. Third, the cell is decoupled from the heat reservoir, af-
ter which the deformation of the cell is ramped from the ini-
tial value −εmax to +εmax at a constant strain rate γ˙. In this
3fashion, the magnitude of deformation along the simulation
evolves according to
ε(t) = −εmax + γ˙ t, (6)
where t is the physical time during the simulation. Accord-
ingly, the duration of the deformation process is given by
ttot = 2 εmax/γ˙.
All calculations have been carried out using the Large-
scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS)57 MD package. The employed computational
cells contain 1600 water molecules in a proton-disordered
ice Ih structure with zero total dipole moment.
36 For all
explicit water models the long-range electrostatics is han-
dled employing the particle-particle particle-mesh (PPPM)
scheme.58 The bond lengths and angles for the rigid-molecule
PFEs are constrained using the SHAKE algorithm.59 For the
coarse-grained mW model, due to the absence of protons,
neither SHAKE nor PPPM are required.
Equilibration is achieved by running 1 ns-long simulations
within an anisotropic zero-pressure isobaric-isothermal NPT
ensemble in which all three sides of the orthogonal cell are al-
lowed to vary independently. The corresponding equations of
motion are based on a Parrinello-Rahman-type barostat60–62
and a Langevin thermostat.63 They are integrated using time
steps of ∆t = 5.0 fs, 2.0 fs and 0.5 fs, respectively, for the
mW model, the rigid-molecule PFEs and the flexible-water
descriptions. The damping time scales for the thermostat and
barostat are chosen as τT = 100∆t and τP = 1000∆t, respec-
tively. During the deformation runs the Langevin thermostat
is turned off. Furthermore, we use a maximum strain magni-
tude of εmax = 0.001 at a strain rate of γ˙ = 1 × 106 s−1, which
amounts to a total simulation time ttot = 2 ns for each defor-
mation process. This deformation rate is sufficiently slow for
the results to be independent of its value.
For finite-temperature simulations such as those shown in
Fig. 1, in which thermal fluctuations in the internal stress are
appreciable, the stiffness constants are obtained by averaging
the results over 20 independent straining simulations for each
deformation mode.
III. RESULTS AND DISCUSSION
As a first step we estimate the fundamental elastic stiffness
constants in the limit of zero temperature and pressure. To
approach this limit, we equilibrate the systems at 0.01 K and
zero pressure before carrying out the adiabatic deformation
protocol. The results are shown in Table I, which displays the
5 independent elastic stiffness constants, Young’s moduli, the
shear moduli and the bulk moduli for the 8 considered water
models and compares them to extrapolated zero-temperature
experimental estimates.56
A first conclusion is that all explicit-proton water models,
both rigid and flexible, in strongly overestimate the stiffness
constants related to tensile and compressive deformations.
The overestimates are most pronounced for C12, C13 and the
bulk modulus, for which these models give values that are up
to twice as large as the experimental data. It is also note-
worthy to observe that, even though the functional forms of
the SPC and TIP4P-based rigid and flexible models are quite
different, the variation in the elastic constants between them
is of the order of only ∼10 %. The TIP5P PEF is an excep-
tion, giving values for C11 and C33 that are ∼50 % larger than
those of the other explicit-proton models. In contrast to the
tensile/compressive elastic-constant overestimates, the shear
moduli are systematically lower than the experimental values,
as can be seen in the columns with C44 and G12. Again, the
TIP5P represents an exception, also strongly overestimating
the shear moduli. Compared to the explicit-protonmodels, the
coarse-grained mW model provides an overall better descrip-
tion of the individual stiffness constants, showing discrepan-
cies with experiment that are at most ∼ 30%.
The variation in the experimental values of Young’s moduli
Ei and the shear moduli Gij for the different directions in
Table I shows that ice Ih is elastically anisotropic. Given that
crystals with hexagonal symmetry are isotropic in the basal
plane, this anisotropy can be described entirely by a single
angular variable θ that measures the orientation with respect
to the c-axis. In particular, the anisotropy in Young’s and the
shear moduli in ice Ih are given by
64
E(θ) = [S11 sin4 θ + S33 cos4 θ + (S44 + 2S13) sin2 θ cos2 θ]
−1
,
(7)
and
G(θ) = [S44 + (S11 − S12 − S44/2) sin2 θ+
+ 2(S11 + S33 − 2S13 − S44) sin2 θ cos2 θ]
−1
, (8)
where the Sij are the elastic compliance constants.
Figures 2 and 3 show resulting profiles for a number
of ice models at zero temperature and pressure and com-
pares them to the corresponding experimental values obtained
from Ref.56. The experimental data for Young’s modulus in
Fig. 2 show that its anisotropy, measured as the difference
between maximum and minimum values relative to the mini-
mum value, is of the order of ∼ 20%. As shown in Fig. 2a) the
coarse-grained mW model substantially underestimates this
anisotropy. Even though the absolute values of the Young’s
moduli are in quite good agreement, it does not reproduce the
anisotropy profile and gives an anisotropy less than ∼ 10 %.
All explicit-proton models, on the other hand, both rigid and
flexible in nature, give anisotropies that closely resemble the
experimental profile, as shown in Fig. ?? b), c) and d). Indeed,
as displayed in Fig. 2b), even the TIP5P PEF, which quantita-
tively overestimates the absolute values of Young’s modulus
by a factor two, displays an anisotropy that is qualitatively
very similar to experiment.
The anisotropy results for the shear modulus, as portrayed
in Fig. 3, show a comparable picture. The mW model gives
shear moduli that are quantitatively the closest to experiment,
but underrates the anisotropy. The explicit-proton models, on
the other hand, describe an anisotropy that closely resembles
the qualitative profile displayed by the experimental data, but
predict quantitative shear-modulus values that deviate signifi-
cantly from experiment.
4TABLE I. Zero-pressure and zero-temperature estimates of the five independent elastic stiffness components Cij , Young’s moduli Ei, the shear
moduli Gij and bulk moduli B (in GPa) for ice Ih for the 8 considered water models. The subscripts 1 and 2 refer to any pair of perpendicular
directions in the basal plane, while subscript 3 is associated with the c-axis. First line contains extrapolated experimental estimates from
Ref. 56. Numbers in parentheses denote uncertainty in final digit.
C11 C12 C13 C33 C44 E1,E2 E3 G13,G23 G12 B
Expt. (Ref. 56) 17.10(1) 8.5(1) 7.13(4) 18.21(1) 3.62(1) 12.03(1) 14.24(1) 3.62(1) 4.30(5) 10.88(3)
mW 14.482(2) 5.740(3) 5.067(2) 15.156(3) 3.972(3) 11.507(2) 12.616(3) 3.971(1) 4.371(3) 8.430(2)
SPC-E 22.170(6) 15.173(6) 13.475(4) 23.42(1) 3.030(3) 10.597(6) 13.69(1) 3.030(3) 3.498(4) 16.89(3)
SPC-Fw 22.90(2) 16.23(2) 14.41(1) 24.30(3) 2.861(8) 10.24(2) 13.69(3) 2.861(8) 3.34(1) 17.8(1)
TIP4P 20.688(5) 14.607(5) 13.619(4) 21.486(8) 2.763(3) 9.095(6) 10.977(8) 2.763(3) 3.041(4) 16.28(4)
TIP4P-2005 22.271(5) 15.802(5) 14.659(4) 22.690(9) 2.858(3) 9.669(5) 11.402(9) 2.858(3) 3.235(4) 17.49(4)
TIP4P-Ice 23.871(2) 17.013(2) 15.779(2) 24.105(3) 3.025(1) 10.244(2) 11.925(3) 3.025(1) 3.430(1) 18.77(2)
qTIP4P-F 22.03(2) 15.98(2) 14.94(1) 22.78(2) 2.695(7) 9.11(2) 11.03(2) 2.695(7) 3.03(1) 17.6(1)
TIP5P 32.218(5) 13.951(5) 10.873(4) 35.455(9) 8.040(3) 24.981(5) 30.333(9) 8.040(3) 9.134(4) 19.03(7)
a) b)
c) d)
FIG. 2. Polar plots comparing anisotropy in Young’s modulus at
zero pressure and temperature between experimental estimates from
Ref.56 and semi-empirical models as obtained from results in Table I.
Radial units are in GPa. Vertical direction corresponds to c-axis.
Red lines represent experimental data. (a) mW model (blue line)
(b) TIP5P model (blue line), c) TIP4P/Ice (blue line) and qTIP4P-F
(green line), d) SPC/E (blue line) and SPC/Fw (green line).
Next, we assess the temperature and pressure dependence
of the adiabatic elastic stiffness constants for two of the
most popular models in the description of ice Ih, namely the
TIP4P/Ice and the mW models. To compare the results to
available experimental data55 we determine the temperature
dependence at a hydrostatic pressure of 500 bar, as well as
the pressure dependence of ice at 35.5 K below the melting
temperature.
Fig. 4 shows the temperature dependence of the adiabatic
stiffness constants at 500 bar. The experimental data show a
softening as the temperature increases. This thermal soften-
ing, which is a consequence of anharmonic effects,65 is rather
modest, however, being less than ∼ 5 % over the interval be-
a) b)
c) d)
FIG. 3. Polar plots comparing anisotropy in shear modulus at
zero pressure and temperature between experimental estimates from
Ref. 56 and semi-empirical models as obtained from results in Ta-
ble I. Radial units are in GPa. Vertical direction corresponds
to c-axis. Red lines represent experimental data. (a) mW model
(blue line) (b) TIP5P model (blue line), c) TIP4P/Ice (blue line) and
qTIP4P-F (green line), d) SPC/E (blue line) and SPC/Fw (green line).
tween 30 and 5 K below the melting temperature Tm. Aside
from quantitative differences in the stiffness-constant values
both models generally reproduce the correct magnitude of the
softening, with the exception of C12 and C13 for the mW
model. These particular constants display a small but signifi-
cant increase of ∼ 1.5 − 3 % over the considered temperature
interval. While uncommon, such thermal stiffening has been
observed in a number of salts65 and is possible only if the
inter-particle interactions are of many-body (i.e., non-central)
character of the inter-particle forces.65 In this light the stiffen-
ing of C12 and C13 with increasing temperature is related to
the three-body term in the mW model, but the disagreement
with the experimentally established softening is a direct in-
dication that it does not provide a correct description for the
5a) b) c)
FIG. 4. Temperature dependence of the adiabatic elastic stiffness
constants at a hydrostatic pressure of 500 bar. For the mW and
TIP4P/Ice models, the temperature values are chosen relative to the
melting temperatures Tm = 276 K and 271 K of the respective mod-
els. Lines in (a) represent the quadratic fits reported in Ref. 55. Data
shown in (b) and (c) corresponds to the simulation results obtained
for the mR and TIP4P/Ice models, respectively.
angular forces in ice Ih.
Fig. 5 depicts the change of the adiabatic elastic constants
as a function of hydrostatic pressure at a temperature of 35.5
K below Tm. The dependence is plotted as the ratio of the
finite-pressure value to that of the stiffness at zero pressure.
The experimental data from Ref. 55 show that the stiffness
constants, with the exception of C44, increase with pressure
due to volume contraction. Indeed, C12 and C13 increase by
as much 20 % at a pressure of 2.5 kbar. The softening of shear
modulus C44, on the other hand, signals a reduction of the
stability of the ice Ih phase. This is consistent with the close
proximity of the ice Ih-ice II and ice Ih-ice III coexistence
lines under these conditions.66 The mW model closely repro-
duces the experimental trends, giving the constants C12 and
C13 as those that increase by the most, of the order of ∼ 15%,
followed by C11 and C33 which stiffen by ∼ 6 %. There is,
however, virtually no softening of C44, which is possibly re-
lated to the absence of phase transitions in its phase diagram67
in the considered range of pressure values. For the TIP4P/Ice
model, on the other hand, C44 softens by almost 10 % upon
increasing the pressure to 2.5 kbar. As for the experimental
case, this is concordant with the vicinity of the Ih-ice II and
ice Ih-ice III coexistence lines in TIP4P/Ice’s phase diagram.
9
The model also qualitatively matches the trends for the elastic
constants C11 and C33 although the magnitude of the stiffen-
ing is roughly a factor 2 lower compared to experiment.
The results above show that, overall, the agreement be-
tween experimental values of the stiffness constants and
model predictions is poor, as becomes clear from Table I and
Figs. 4 and 5. The coarse-grained mWmodel most closely re-
produces experimental values from a quantitative standpoint,
both in the zero-temperature limit as well as for the consid-
a) b) c)
FIG. 5. Pressure variation of the adiabatic elastic stiffness constants
at 35.5 K below the Tm. Data is displayed relative to zero-pressure
values. Panel (a) depicts the quadratic fits to experimental data re-
ported in Ref. 55, whereas (b) and (c) depict simulation results for
the mW and TIP4P/Ice models, respectively. For both PEFs, the
melting-temperature reference was chosen to be the corresponding
values Tm = 276 K and 271 K for the mW and TIP4P/Ice models,
respectively. )
ered finite-temperature and pressure behaviors, whereas the
explicit-proton models display much larger deviations. Of
course, these quantitative discrepancies are in part due to the
fact that the elastic properties of ice Ih were not taken into ac-
count in the development of any of the considered water PEFs.
On the other hand, the qualitative discrepancies between
the coarse-grained mW model and the explicit-proton PEFs
provide direct insight into the molecular-level interactions in
ice Ih. As exemplified in Figs. 2 and 3, a striking differ-
ence between them concerns the description of the elastic
anisotropy. Without exception, all models in which the pro-
tons are explicitly taken into account substantially better cap-
ture the anisotropy of Young’s and the shear moduli compared
to mW, even for the TIP5P model which overestimates the
stiffnesses in absolute terms by factors ∼ 2. In their molecular
description the cohesion is provided by asymmetric hydrogen
bonds in which one molecule serves as a proton donor and the
other as the acceptor. Furthermore, deformations can involve
both translational and rotational displacements. In the mW
model such rotational degrees of freedom as well as the asym-
metric nature of the cohesive bond are absent, since it portrays
the system as an atomic crystal. In this light, the fact that all
molecular PEFs better capture the elastic anisotropy, irrespec-
tive of whether they are based on rigid or flexible molecules,
suggests that it is closely related to the molecular nature of
ice Ih, which is precisely the element that has been coarse-
grained out in the mW model. The anomalous increase of
the constants C12 and C13 with increasing temperature for
the mW model is another reflection of this shortcoming, indi-
cating that the explicit three-body term in its functional form
does not adequately represent the non-central forces in ice Ih.
These observations are consistent with other recent discus-
6sions concerning the limitations of the mW model in the de-
scription of mechanical properties of ice Ih. A recent study
into the pressure-induced densification of ice Ih indicates that
the strong tetrahedral bias of the mW model precludes the lat-
tice from collapsing under triaxial loading,68 whereas the ab-
sence of explicit protons is thought to give rise to the excessive
ductility of ice Ih as described by the mW model.
36 These ob-
servations all highlight the molecular nature of the ice Ih crys-
tal and indicate that caution must be taken when interpreting
results obtained using the coarse-grained mW model.
IV. SUMMARY
In summary, using atomistic simulation techniques, we
compute the elastic constants for ice Ih as described by a set
of 8 different PEFs for water models, including 7 explicit-
proton PEFs and the coarse-grained mW potential. In the
zero-temperature limit at zero pressure the the stiffness coeffi-
cients obtained using the explicit-proton models deviate sub-
stantially compared to the available experimental data. The
coarse-grained mW model, on the other hand, gives results
that are quantitatively closest to experiment. Calculations at
finite temperature and pressure for the mW and TIP4P/Ice
models display comparable behavior, with the mWmodel pro-
viding an overall better comparison with experiment in quan-
titative terms.
With respect to the qualitative behavior, however, a differ-
ent picture is seen, with the discrepancies between the mW
model and the explicit-proton PEFs providing insight into the
molecular-level interactions in ice Ih. One striking differ-
ence between them involves the elastic anisotropy. While
the explicit-proton models closely reproduce the qualitative
trend of the experimental data, the mW model predicts a sub-
stantially more isotropic behavior. The fact that all molecu-
lar PEFs better capture the elastic anisotropy, irrespective of
whether they are based on rigid or flexible molecules, sug-
gests that it is closely related to the molecular nature of ice Ih,
which has been coarse-grained out in the mWmodel. Another
qualitative anomaly concerns the stiffening of the constants
C12 and C13 with increasing temperature for the mW, which
suggests that the explicit three-body term in its functional
form does not adequately describe angular forces in ice Ih.
These observations highlight the molecular nature of the ice
Ih crystal and indicate that caution must be taken when inter-
preting results obtained using the coarse-grained mW model.
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