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Abstract
In this paper we establish a log log-type estimate which shows that in dimension n ≥ 3 the mag-
netic field and the electric potential of the magnetic Schro¨dinger equation depends stably on the
Dirichlet to Neumann (DN) map even when the boundary measurement is taken only on a subset
that is slightly larger than half of the boundary ∂Ω. Furthermore, we prove that in the case when
the measurement is taken on all of ∂Ω one can establish a better estimate that is of log-type. The
proofs involve the use of the complex geometric optics (CGO) solutions of the magnetic Schro¨dinger
equation constructed in [8] then follow a similar line of argument as in [1]. In the partial data es-
timate we follow the general strategy of [5] by using the Carleman estimate established in [4] and
a continuous dependence result for analytic continuation developed in [14].
1 Introduction
Throughout this article we assume that the dimension n ≥ 3. Let Ω ⊂ Rn be an open bounded
set with C∞ boundary, we are interested in the magnetic Schro¨dinger operator
HW,q := D
2 +W ·D +D ·W +W 2 + q
with real vector valued magnetic potential W ∈ W 2,∞(Ω,Rn) and the bounded electric potential
q ∈ L∞(Ω). As usual, D := −i∇. For simplicity, we assume throughout that for all (W, q) under
consideration 0 is not an eigenvalue of the operator HW,q : H
2(Ω) ∩H10 (Ω)→ L2(Ω).
Let ν be the unit outer normal. Under the present assumptions, the Dirichlet problem
HW,qu = 0 u |∂Ω= f
has a unique solution in H1(Ω), and we can introduce the Dirichlet to Neumann (DN) map ΛW,q :
H1/2(∂Ω)→ H−1/2(Ω) associated with the magnetic Schro¨dinger operator HW,q by
ΛW,q : f 7→ (∂ν + iW · ν)u |∂Ω
∗This research was supported by the Doctoral Post-Graduate Scholarship from the Natural Science and Engineering
Research Council of Canada.
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The inverse problem under consideration is to recover information about the magnetic and electric
potential from the DN map measured on a subset of the boundary.
In the absence of the magnetic potential, the identifiability problem was solved by [7] for when
the measurement is taken on the whole boundary. Recently, Kenig-Sjo¨strand-Uhlmann in [6] showed
that the same result holds even if the measurement is taken on possibly a very small subset of the
boundary. The issue of stability without the magnetic potential was first addressed by Alessandrini
in [1] for the full data problem and later by Heck-Wang [5] when the data is measured on a subset
that is slightly larger than half of the boundary.
In the presence of a magnetic potential, it was noted in [11] that the DN map is gauge invariant.
Namely, given any P ∈ C2(Ω¯) with P |∂Ω= 0, one has ΛW+∇P,q = ΛW,q. Therefore, the magnetic
potential is not uniquely determined by ΛW,q. However, as was shown in [4], the magnetic field
dW and electric potential q are uniquely determined even if the measurement is taken only on a
small part of the boundary. Furthermore, recently in [9] a method was given for reconstructing the
magnetic field and electric potential under some regularity assumptions on the magnetic potential.
Following the above identifiability and reconstruction results, it is natural to ask whether small
perturbations in the DN map would lead to small changes in the dW and q determined by ΛW,q. This
paper establishes a log log-type stability estimate for dW and q in the case when the measurement
is taken only on a chosen subset of ∂Ω. In the process we will also show that if one has full data
measurements, the result can be improved to a log-type estimate. As mentioned before, when
the magnetic potential is absent, the full and partial data estimates are established in [1] and [5]
respectively by using complex geometric optics (CGO) solutions to the Schro¨dinger equation that
approximate plane waves. We follow a similar strategy except that in the presence of the magnetic
field we need to use a richer set of CGO solutions studied in [8] and [9].
This article is organized into three parts. In part I we need to prove some fine properties of the
CGO solutions that were not considered in previous studies. This is because the existing theory
in [8] and [9] are sufficient for identifiability and reconstruction results but a slightly more refined
understand is necessary for establishing stability. The difficult issue is the following. Given an
M > 0, R > 0 p > n we consider the family of compactly supported vector fields
W(M,R) := {W ∈W 1,p(Rn;Rn) | ‖W‖W 1,p ≤M, ‖divW‖L∞ ≤M and supp(W ) ⊂ BR}
and the family of compactly supported electric potentials
Q(M,R) := {q ∈ L∞ | ‖q‖L∞ ≤M,supp(q) ⊂ BR}
In order to prove stability, we need to show that the CGO solutions to the equation HW,qu = 0 has
remainder decaying uniformly for all W ∈ W(M,R), q ∈ Q(M,R). More precisely,
Proposition 1.1 Let σ0, θ be positive numbers satisfying σ0+θ <
1
4n+6 . For all M > 0 and R > 0
there exists constants C > 0, h0 > 0, and ǫ > 0 depending on dimension, p, σ0, θ, M and R only
such that for all (W, q) ∈ W(M,R) × Q(M,R), ζ ∈ Cn with ζ · ζ = 0 and |ζ| ≥ 1h0 , there exists
solutions to HW,qu = 0 in R
n of the form
u(x, ζ) = eiζ·x(eiχ|ζ|ϕ
♯
+ r(x, ζ)), ‖r(·, ζ)‖Htδ ≤ C|ζ|
t−ǫ, t ∈ [0, 2]
where ϕ♯ is defined by
ϕ♯(x) =
−√2ζ
2π|ζ| ·
∫
R2
W ♯(x− y1
√
2Re(ζ)
|ζ| − y2
√
2Im(ζ)
|ζ| )
y1 + iy2
2
Here χ|ζ| = χ(x/|ζ|θ) with χ(x) being a smooth function supported in the unit ball and is 1 near
zero, and W ♯ is the convolution of W with the mollifier defined by
W ♯(x) =
∫
|ζ|nσ0χ(y|ζ|σ0)W (x− y)dy
In part II, we use the CGO solutions constructed above to prove stability for the full data
problem. The computation for the magnetic field stability is analogous to the one given for the
electric potential in [1] combined with some ideas in [9].
Theorem 1.1 Let Ω be a bounded open subset of Rn with smooth boundary. For all M > 0, there
exists a C > 0, ǫ > 0 such that the estimate
‖IΩd(W1 −W2)‖H−1(Rn) ≤ C{‖ΛW1,q1 − ΛW2,q2‖1/21
2
,−1
2
+ |log‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
|−ǫ}
holds for all W1,W2 ∈ W 1,∞(Ω) and q1, q2 ∈ L∞(Ω) satisfying ‖Wl‖W 1,∞(Ω) ≤M , ‖ql‖L∞(Ω) ≤M
(l = 1, 2) and W1 =W2 on ∂Ω. Here IΩ(x) is the indicator function of Ω.
The estimate for the electric potentials, however, is slightly more involved. Unlike the identifiability
results in [8] and [4], the above theorem does not make the first order terms in the magnetic
Schro¨dinger equation vanish. Therefore, complications would arise when one tries to establish the
estimate for the (lower order) electric potentials in the presence of the (higher order) magnetic fields.
To remedy this difficulty, we first show by using the Hodge decomposition that the d operator on
differential forms is in some sense ”bounded invertible” when restricted to the right subspaces.
Then we will combine this fact with the estimate we have for d(W1 −W2) to obtain the estimate
for the electric potentials.
Theorem 1.2 Let Ω be a bounded open subset of Rn with smooth boundary. For all M > 0, there
exists a C > 0, ǫ > 0 such that the estimate
‖q1 − q2‖H−1(Rn) ≤ C{‖ΛW1,q1 − ΛW2,q2‖1/21
2
,−1
2
+ |log‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
|−ǫ}
holds for all W1,W2 ∈ W 2,∞(Ω) and q1, q2 ∈ L∞(Ω) satisfying ‖Wl‖W 2,∞(Ω) ≤M , ‖ql‖L∞(Ω) ≤M
(l = 1, 2) and W1 |D=W2 |D on ∂Ω.
In part III we assume knowledge of the DN map on a subset of ∂Ω that is only slightly larger than
half of the boundary and prove a stability result that is weaker than the ones above. To give a
precise statement of the theorems would require more defintions and therefore they will be stated
in the introduction section of part III. The proof follows the idea employed in [5] where one uses
a Carleman estimate that is established in [4] to help suppress the missing piece of information
and obtain an estimate for the difference of the Fourier transform on a wedge in phase space. To
extend the estimate from the wedge to a ball we will use a continuous dependence result for analytic
continuation developed in [14]. After this is established, the stability result for the magnetic field
and electric potential would follow by similar calculations done in part II.
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PART I - Fine Properties of CGO Solution
2 Properties of Transport Equations
To establish stability we will need to construct complex geometric optics (CGO) solutions to
HWl,qlul = 0 that are of the form
ul = e
iζl·x(eiχ|ζ|ϕ
♯
l + rl(x, |ζ|))
where ζl · ζl = 0 and ϕ♯l satisfies the transport equation
−µ · ∇ϕ♯l = µl ·W ♯l
here µl ∈ Cn is defined by ζl = |ζl|√2µl and W
♯
l is the convolution of Wl with a mollifier. In this
section we will collect some properties regarding how ϕ♯ depends on Wl and the unit vector µl.
Throughout this article we will denote by N−1µ to be the inverse of the operator µ · ∇. More
precisely,
N−1µ (f) :=
1
2π
∫
R2
f(x−Re(µ)y1 − Im(µ)y2)
y1 + iy2
dy1dy2
for all f ∈ L∞c (Rn). The general properties of this operator is summarized in the following two
lemmas which we will state without proof. Interested reader can see [9].
Lemma 2.1 Let f ∈ W k,∞0 (Ω˜) with f = 0 for |x| > R. Then u = N−1µ f ∈ W k,∞(Rn) solves the
equation µ · ∇u = f in Rn and satisfies for all multi-index |α| ≤ k
|∂αu(x)| ≤ C(Ω˜)‖∂αf‖L∞(Ω˜)(1 + |xT |2)−1/2IBR(x⊥)
where xT is the projection of x to the plane T = span{Re(µ), Im(µ)}, x⊥ = x− xT and IBR is the
indicator function of the ball of radius R around 0.
Sometimes we need a version of lemma 2.1 where f and µ depend on a parameter. Let V ⊂ Rn be
an open set and let γj(ξ) (j = 1, 2) be a C
∞ function of ξ ∈ V which satisfy
1− ǫ ≤ |γj(ξ)| ≤ 1 + ǫ, |γ1(ξ) · γ2(ξ)| ≤ ǫ
and also |∂αγj(ξ)| ≤M1 for |α| ≥ 1.
Lemma 2.2 Let ǫ > 0 be small enough and let f(x, ξ) ∈ C∞(Rn × V ) satisfy f(x, ξ) = 0 for
|x| > R. Then the function
u(x, ξ) =
1
2π
∫
Rn
1
y1 + iy2
f(x− y1γ1(ξ)− y2γ2(ξ), ξ)dy1dy2
is in C∞(Rn × V ) solves (γ1(ξ) + γ2(ξ)) · ∇xu = f in Rn and satisfies
|∂αx ∂βξ u(x, ξ)| ≤ Cα,β,R,M1(
∑
|γ+δ|≤|α+β|
‖∂γx∂δξf‖L∞(Rn×V )) < xT >|β|−1 χBM (x⊥)
where xT is the projection of x to the plane T = span{γ1(ξ), γ2(ξ)} and x⊥ = x− xT
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In proving stability we will be interested in the dependence of the N−1µ (−µ ·W ) on the parameter
µ. The next lemma states that the dependence is continuous provided that W behaves reasonably
well.
Lemma 2.3 Let W ∈ C0,tc (Ω˜) with ‖W‖C0,tc (Ω˜) ≤ M . For any µ1, µ2 ∈ Sn−1 + iSn−1 such that
Re(µl) ⊥ Im(µl) for l = 1, 2 we have the following estimate
‖N−1µ1 (−µ1 ·W )−N−1µ2 (−µ2 ·W )‖L∞(Ω˜) ≤ C|µ1 − µ2|t
and the constant depends only on the size of Ω˜ and is uniform for all ‖W‖C0,tc (Ω˜) ≤M .
Proof
Since W is supported in the bounded set Ω˜ and Im(µl) ⊥ Re(µl), we have that there exists an
R > 0 such that W (x − Re(µl)y1 − Im(µl)y2) = 0 for all x ∈ Ω˜ and |y1e1 + y2e2| ≥ R. Therefore
we have for all x ∈ Ω˜
|N−1µ1 (−µ1 ·W )(x)−N−1µ2 (−µ2 ·W (x))|
=
1
2π
|
∫
BR
µ2 ·W (x−Re(µ2)y1 − Im(µ2)y2)− µ1 ·W (x−Re(µ1)y1 − Im(µ1)y2)
y1 + iy2
dy1dy2|
≤ C
∫
BR
|µ2 − µ2|‖W‖L∞ + ‖W‖C0,t(Ω˜)(|Re(µ1 − µ2)y1|+ |Im(µ1 − µ2)y2|)t
y1 + iy2
dy1dy2
≤ CR|µ1 − µ2|‖W‖L∞ + CR2‖W‖C0,t(Ω˜)|µ2 − µ2|t
So we have ‖N−1µ1 (−µ1 ·W )−N−1µ2 (−µ2 ·W )‖L∞(Ω˜) ≤ C|µ1 − µ2|t as desired. 
Combining lemma 2.3 and lemma 2.1 we have the following corollary which will be useful later
on.
Corollary 2.4 Under the same hypothesis as lemma 2.3 we have the following estimate on the
exponential
‖eiN−1µ1 (−µ1·W ) − eiN−1µ2 (−µ2·W )‖L∞(Ω˜) ≤ C(M, Ω˜)|µ1 − µ2|t
where C > 0 depends only on the size of Ω˜ and M .
Proof
By lemma 2.1 there exists an M ′ such that ‖N−1µ (−µ ·W )‖L∞(Ω˜) ≤M ′ whenever ‖W‖L∞(Ω˜) ≤M .
Since the map z 7→ eiz is Lipchitz in the closure of the ball BM ′ ⊂ C, we have that
|eiN−1µ1 (−µ1·W )(x) − eiN−1µ2 (−µ2·W )(x)| ≤ C(M ′)|N−1µ1 (−µ1 ·W )(x)−N−1µ2 (−µ2 ·W )(x)|
for all x ∈ Ω˜. Now apply lemma 2.3 we have the desired estimate for the exponential.
Let ηǫ be the standard mollifier and denote by W
♯ = ηǫ ∗W . The next lemma tells us how well
eiN
−1
µ (−µ·W ♯) approximates eiN
−1
µ (−µ·W ).
Lemma 2.5 Let W ∈ C0,tc (Ω˜;Rn) with ‖W‖C0,tc (Ω˜;Rn) ≤M . We have the following estimate
‖eiN−1µ (−µ·W ♯) − eiN−1µ (−µ·W )‖L∞(Ω˜) ≤ Ce2CMMǫt
for all µ ∈ Sn−1 + iSn−1 with orthonormal unit real and imaginary part.
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Proof
Pick R > 0 large enough such that for all x ∈ Ω˜ W (x − y1Re(µ) − y2Im(µ)) = 0 whenever
|y1e1 + y2e2| > R. Then we have for all x ∈ Ω˜,
|eiN−1µ (−µ·W ♯)(x) − eiN−1µ (−µ·W )(x)| ≤ e2M |N−1µ (−µ ·W ♯)−N−1µ (−µ ·W )|
≤ e2M
∫
BR
|(W ♯ −W )(x− y1Re(µ)− y2Im(µ))|
|y1 + iy2|
≤ ǫte2MM
∫
BR
1
|y1 + iy2|
so the lemma is complete. 
The following result on nonlinear Fourier transform was used by Salo [9] in reconstruction methods.
We will repeat it here for convenience of the reader. Similar ideas appear in Sun [11] and Eskin-
Ralston [2]
Lemma 2.6 Assume that γ ⊥ γ˜ ⊥ ξ with γ, γ˜ ∈ Sn−1 and define µ = γ + iγ˜. Define Φ(x) :=
N−1µ (−µ ·W ) with vector field W ∈ L∞c . Then we have the following identity for the nonlinear
Fourier transform: ∫
Rn
µ ·Weiξ·xeiΦ(x)dx =
∫
Rn
µ ·Weiξ·xdx
Proof
Without loss of generality, we can assume that µ = e1+ ie2 since the general case can be reduced to
this case via an orthonormal linear transform. With this choice of µ, ξ = (0, 0, ξ′) with ξ′ ∈ Rn−2.∫
Rn
W (x) · µeiξ·xeiΦ(x)dx =
∫
Rn
(−(∂1 + i∂2)Φ(x))eiΦeiξ′·x′dx =
∫
Rn−2
eiξ
′·x′h(x′)dx′
where
h(x′) = i
∫
R2
(∂1 + i∂2)e
iΦ(x1,x2,x′)dx1dx2 = lim
R→∞
i
∫
|x1e1+x2e2|≤R
(∂1 + i∂2)e
iΦ(x1,x2,x′)dx1dx2
= i lim
R→∞
∫
|x1e1+x2e2|=R
eiΦ(x1,x2,x
′)(ν1 + iν2)dS(x1, x2)
When |x1e1 + x2e2| gets large, eiΦ(x1,x2,x′) = 1 + iΦ + O(|Φ|2) = 1 + iΦ + O(|x1e1 + x2e2|−2) by
lemma 2.1 so
i lim
R→∞
∫
|x1e1+x2e2|=R
eiΦ(x1,x2,x
′)(ν1 + iν2)dS = − lim
R→∞
∫
|x1e1+x2e2|=R
Φ(x1, x2, x
′)(ν1 + iν2)dS
= −
∫
|x1e1+x2e2|≤R
(∂1 + i∂2)Φ(x1, x2, x
′)dx1dx2
=
∫
|x1e1+x2e2|≤R
µ ·W (x1, x2, x′)dx1dx2
and the proof is complete.
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3 Semiclassical pseudodifferential calculus
The results which appear in [9], [11], and [8] rely on solutions to HW,qu = 0 that are of the form
u(x, ζ) = eζ·x(eiχ|ζ|ϕ
♯
+ r(x, ζ))
where ϕ is the solution of some transport equation and r(x, ζ) satisfies
‖r(·, ζ)‖Htδ ≤ C(W, q)|ζ|
t−ǫ, t ∈ [0, 2]
The situation in establishing stability is more delicate, however, since one considers a family of mag-
netic and electric potentials satisfying certain a-priori estimates. Therefore, more care is needed if
we wish to establish a stability estimate that is uniform for all magnetic potentials under consid-
eration. In particular, we need to ensure that the constant C which appears in the above estimate
for the remainder term r(x, ζ) is uniformly bounded for all W satisfying our a-priori assumption. It
is with this in mind that we develop some explicit estimates for semi-classical ΨDO in terms of its
symbols. Most of the results in this section are well know but we will nevertheless include proofs
or exact references for completeness. All integration of symbols against complex exponentials are
understood to be oscillatory integrals (see [12]). We begin with a fundamental result which gives a
sharp estimate on the operator norm of the ΨDO by its symbol:
Proposition 3.1 (Calderon-Vaillancourt) There exists a k(n) ∈ N depending on dimension of Rn
only such that for all semiclassical symbols a(x, ξ;h) ∈ S0σ with 0 ≤ σ ≤ 1/2, the following estimate
on ‖Oph(a)‖L2(Rn)→L2(Rn) holds for all 0 < h ≤ 1
‖Oph(a)‖L2(Rn)→L2(Rn) ≤ (2π)−n‖B‖TR
∑
|α|,|β|≤k(n)
pσα,β(a)
where pσα,β is a semi-norm on S
0
σ defined by p
σ
α,β(a) := sup
x,ξ∈Rn,0<h≤1
{hσ(|α|+|β|)|∂α∂βa(x, ξ;h)|} and
B is the ΨDO of trace class defined by the symbol B(x)B(ξ) with Bˆ(ξ) =< ξ >−2k(n) .
Proof
The proposition can be reduced to proving estimates for classical ΨDO of symbol order zero. In
particular, the classical result by Calderon (see for example p.10 Vol. II of [13]) states that for any
classical symbol a(x, ξ) of order zero we have the following estimate for the corresponding operator
A:
‖Au‖L2(Rn)→L2(Rn) ≤ (2π)−n‖B‖TR‖a(x, ξ)‖Ck(Rnx ,Rnξ ) (1)
Now for all a(x, ξ;h) ∈ S0σ define for each fixed h > 0 the (classical) symbol ah(x, ξ) := a(
√
hx,
√
hξ;h)
of order zero. Observe that we have the following relationship between the semi-classical quantiza-
tion Oph(a) and the classical quantization of ah(x, ξ):
(Oph(a)u)(x) =
√
h
−n
Ahuh(x)
where uh(x) is defined by its Fourier transform uˆh(ξ) := uˆ(
ξ√
h
) and Ah is the operator associated
to the (classical) symbol ah(x, ξ). The proposition then follows after some simple calculation by
applying (1) to Ah and use the fact that σ ≤ 1/2. 
We will hence forth denote by k(n) to be the smallest integer for which proposition 3.1 holds. Now
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we will derive a result regarding the composition of semi-classical ΨDO. It is well known fact that
if a, b ∈ S0σ then Oph(b)Oph(b) = Op(ab) + h1−2σOphS0σ. However, we need an explicit estimate of
the semi-norms of the remainder by the semi-norms of a, b. The next lemma establishes this but is
only interesting for 0 < σ < 14n+6 .
Lemma 3.1 Let a(x, ξ;h), b(x, ξ;h) ∈ S0σ be semiclassical symbols. We have the identity
Oph(a)Oph(b) = Oph(c)
where c ∈ S0σ satisfies
c(x, ξ;h) = a(x, ξ;h)b(x, ξ;h) + h1−σ(4n+6)m(x, ξ;h)
with m(x, ξ;h) ∈ S0σ. Furthermore, the semi-norms of m(x, ξ;h) satisfies
pσα,β(m) ≤ Cα,β(
∑
|α′|,|β′|≤|α|+|β|+2n+3
pσα′,β′(a) +
∑
|α′|,|β′|≤|α|+|β|+2n+3
pσα′,β′(b))
The constant Cα,β > 0 depends only on α, β and the dimension.
Proof
Simple calculation yields that
Oph(a)Oph(b)u(x) =
1
(2π)n
∫
Rn
c(x, hξ;h)eix·ξ uˆ(ξ)dξ
where
c(x, ξ;h) :=
1
(2πh)n
∫
Rn
∫
Rn
e−i
<x−y,ξ−η>
h ah(x, η)bh(y, ξ)dηdy
For the sake of clarity, in this calculation we denote by ah(x, ξ) := a(x, ξ;h). Make change of
variable y′ = y − x
c(x, ξ;h) :=
1
(2πh)n
∫
Rn
∫
Rn
ei
<y′,ξ−η>
h ah(x, η)bh(y
′ + x, ξ)dηdy
Taylor formula gives bh(y
′ + x, ξ) = bh(x, ξ) +
∑
|α|=1
y′α
∫ 1
0 (∂
α
x bh)(x + θy
′, ξ)dθ. Substitute this into
the above equation we get
c(x, ξ;h) :=
1
(2πh)n
∫
Rn
∫
Rn
ei
<y′,ξ−η>
h ah(x, η)(bh(x, ξ) +
∑
|α|=1
y′α
∫ 1
0
(∂αx bh)(x+ θy
′, ξ)dθ)dηdy
The first term in this can be computed explicitly by using Fourier and inverse Fourier formula.
1
(2πh)n
∫
Rn
∫
Rn
ei
<y′,ξ−η>
h ah(x, η)(bh(x, ξ)dηdy = b(x, ξ;h)a(x, ξ;h) (2)
The next term will be the remainder which we will compute as explicitly as possible
1
(2πh)n
∫
Rn
∫
Rn
ei
<y′,ξ−η>
h ah(x, η)
∑
|α|=1
y′α
∫ 1
0
(∂αx bh)(x+ θy
′, ξ)dθdηdy′ = h1−(4n+6)σm(x, ξ;h)
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where m(x, ξ;h) is given by the formula
m(x, ξ;h) :=
−ih(4n+6)σ
(2π)n
×
∑
|α|=1
∫
R2n
ei<y,η>((I −∆η)n+1∂αη ah)(x, η + ξ)(I −∆y)n+1
∫ 1
0 (∂
α
x bh)(x+ θhy, ξ)dθ
(1 + |η|2)n+1(1 + |y|2)n+1 dηdy
So c(x, ξ;h) can be written as a(x, ξ;h)b(x, ξ;h) + h1−(2n+4)σm(x, ξ;h). It remains to check that
m(x, ξ;h) ∈ S0σ and satisfies the seminorm estimates stated in the lemma. Observe that for all
multi-indices β, γ,
sup
η,x,ξ,h>0
|h(|β|+|γ|+2n+3)σ(I −∆η)n+1∂γξ ∂βx∂αη ah(x, η + ξ;h)| ≤
∑
α′,β′≤|β|+|γ|+2n+3
pσα′,β′(a) (3)
and the same holds for b(x, ξ;h). The term involving the Laplacian in y is
(I −∆y)n+1
{∫ 1
0 (∂
α
x bh)(x+ θhy, ξ)dθ
(1 + |y|2)n+1
}
Taking derivatives of 1
(1+|y|2)n+1 results only in more decay, therefore
h(|β|+|γ|+2n+3)σ(I −∆y)n+1∂γξ ∂βx
{∫ 1
0 (∂
α
x bh)(x+ θhy, ξ)dθ
(1 + |y|2)n+1
} ≤ Cn
∑
α′,β′≤|β|+|γ|+2n+3
pα′,β′(b)
(1 + |y|2)n+1
where Cn depends only on the dimension n. Combining the above inequality and (3) in addition
to the fact that 1
(1+|y|2)n+1 is integrable in R
n, we obtain directly from the definition of m(x, ξ;h)
that for all multi-indices β, γ,
hσ(|γ|+|β|)∂γξ ∂
β
xm(x, ξ;h) ≤ Cn,α,β(
∫
Rn
1
(1 + |y|2)n+1dy)
2 ×
(
∑
α′,β′≤|β|+|γ|+2n+3
pσα′,β′(a) +
∑
α′,β′≤|β|+|γ|+2n+3
pσα′,β′(b))
holds for all x, ξ ∈ Rn and 0 < h ≤ 1 and the constant Cn,γ,β depends only on dimension and
multi-indices γ, β. 
Given a ∈ S0σ one can define a formal adjoint to Oph(a) in the usual way. It turns out that Oph(a)∗
is also a semi-classical ΨDO with symbol denoted by a∗ ∈ S0σ. Finer properties of this symbol is
developed in the next lemma
Lemma 3.2 Let a ∈ S0σ for σ ≤ 1/2. Then Oph(a)∗ = Oph(a∗) with a∗ ∈ S0σ. Furthermore, semi-
norms of a∗(x, ξ, h) can be bounded by semi-norms of a(x, ξ, h) in the sense that for all multi-indices
α, β
pσα,β(a
∗) ≤ Cα,β
∑
|α′|,|β′|≤|α|+|β|+2n+2
pα′,β′(a)
with Cα,β depending only on the multi-indices and dimension.
Proof
For each fixed h > 0, set ah(x, ξ) := a(x, hξ;h) and define the (classical) pseudodifferential operator
Ahu :=
∫
ei<x,ξ>ah(x, ξ)uˆ(ξ)dξ = Oph(a)u
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With this notation we have for the formal adjoint Oph(a)
∗ = A∗h. By the result in classical
pseudodifferential operator, A∗h can be written as
A∗hu =
∫
ei<x,ξ>a∗(x, hξ;h)uˆ(ξ)dξ
provided we set
a∗(x, η;h) =
1
(2πh)n
∫ ∫
ei
<z,ξ>
h a(x+ z, ξ − η;h)dξdz
It now remains to show that a∗(x, η;h) ∈ S0σ and that its semi-norms satisfy the desired estimates.
Taking (I − h∆)n+1 of the exponential and integrate by parts as in the previous lemma we obtain
a∗(x, η;h) =
1
(2πh)n
∫ ∫
ei
<z,ξ>
h
(1 + 1h |ξ|2)n+1
(I − h∆z)n+1 (I − h∆ξ)
n+1a(x+ z, ξ − η;h)
(1 + 1h |z|2)n+1
dξdz
Make the change of variable z′ = z√
h
, ξ′ = ξ√
h
and observing that (I − h∆z) = (I −∆z′) we get
a∗(x, η;h) =
1
(2π)n
∫ ∫
ei<z,ξ>
(1 + |ξ|2)n+1 (I −∆z′)
n+1 (I −∆ξ′)n+1a(x+
√
hz′,
√
hξ′ − η;h)
(1 + |z|2)n+1 dξ
′dz′
The semi-norm estimates now follows by similar arguments used in the previous lemma. 
Sometimes it is useful to conjugate Oph(a) with < hD >
s to produce another semi-classical ΨDO
of class Oph(S
0
σ).
Lemma 3.3 Let a ∈ S0σ. For |s| ≤ 3 we have < hD >−s Oph(a) < hD >s= Oph(b) with b ∈ S0σ
and semi-norms of b are bounded by semi-norms of a in the usual sense:
pσα,β(b) ≤ Cα,β
∑
|α′|,|β′|≤n+3+|α|+|β|
pσα′,β′(a)
Proof Simple computation shows that we can write
< hD >−s Oph(a) < hD >s f(x) =
∫
ei<ξ,x>b(x, hξ;h)fˆ (ξ)dξ
provided we take
b(x, ξ;h) =
1
(2πh)n
∫ ∫
e
i
h
<x−y,ξ−η> < η >−s a(y, ξ) < ξ >s dydη
We now need to check that b(x, ξ;h) does indeed satisfy the desired estimates. Make a change of
variables and integrate by parts we get that
b(x, ξ;h) =
1
(2π)n
∫ ∫
ei<y,η>(I −∆η)n+1< ξ − η >
−s< ξ >s
(1 + |η|2)n+3
(I −∆y)n+3a(x− hy, ξ;h)
(1 + |y|2)n+1 dydη
By Peetre inequality, < ξ − η >−s< ξ >s≤< η >s. Since |s| ≤ 2 this means that <ξ−η>−s<ξ>s
(1+|η|2)n+3 ≤
1
(1+|η|2)n+1 and is therefore integrable. It is easily seen by straight forward computation (or taking
the logarithm then differentiate) that for all multi-indices β
∂βξ (I −∆η)n+1
< ξ − η >−s< ξ >s
(1 + |η|2)n+3 ≤ Cn,β
< ξ − η >−s< ξ >s
(1 + |η|2)n+3
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Using this fact and Peetre inequality one sees that b(x, ξ;h) satisfies for all multi-indices α, β,
pσα,β(b) ≤ Cα,β
∑
|α′|,|β′|≤n+3+|α|+|β|
pσα′,β′(a)

We now derive some weighted space estimates for operators of class OphS
0
σ
Lemma 3.4 Let a ∈ S0σ with 0 ≤ σ ≤ 1/2. Then Oph(a) is bounded L2δ → L2δ for all |δ| ≤ 2.
Furthermore, there exists a constant C depending on dimension only such that
‖Oph(a)‖L2δ→L2δ ≤ C
∑
α,β≤k(n)+2n+4
pσα,β(a)
for all |δ| ≤ 2, 0 < h ≤ 1.
Proof
If δ = −2, define Tf(x) =< x >−2 A(< x >2 f). For f ∈ S one has
Tf(x) = (2π)−n
∫
eix·ξa(x, hξ) < x >−2 (I −∆ξ)fˆ(ξ)dξ
= (2π)−n
∫
(I −∆ξ)(eix·ξa(x, hξ) < x >−2)fˆ(ξ)dξ
It is easily seen that T is a semi-classical ΨDO with symbol a′(x, ξ;h) ∈ S0σ and semi-norms of
a′(x, ξ;h) are bounded by
pσα,β(a
′) ≤ Cα,β
∑
|α′|,|β′|≤|α|+|β|+2
pσα′,β′(a)
Use the above semi-norm estimate and apply proposition 3.1 to a′ we get the desired estimate for
δ = −2. To get the estimate for Oph(a) acting on L22, we consider its adjoint Oph(a)∗ acting on
L2−2. Lemma 3.2 shows that Oph(a)
∗ = Oph(a∗) with a∗ ∈ S0σ satisfying
pσα,β(a
∗) ≤ Cα,β
∑
|α′|,|β′|≤|α|+|β|+2n+2
pα′,β′(a)
Apply the result we already have for δ = −2 to Oph(a∗) = Oph(a)∗ acting on L2−2 in conjunction
with the above estimate we get
‖Oph(a)∗‖L2−2→L2−2 ≤ C
∑
α,β≤k(n)+2n+4
pσα,β(a)
Now an argument using the duality between L22 and L
2
−2 gives the estimate for δ = 2. Using
interpolation we get the estimate for all δ ∈ [−2, 2] 
Using this lemma along with lemma 3.3 one can even obtain estimates for operators acting on
weighted semi-classical sobolev spaces (see for example [9]).
Lemma 3.5 Let a ∈ S0σ with 0 ≤ σ ≤ 1/2. Then Oph(a) is bounded Hsδ,h → Hsδ,h for all |δ| ≤ 2.
Furthermore, there exists a constant C such that
‖Oph(a)‖L2δ→L2δ ≤ C
∑
α,β≤k(n)+2n+4
pσα,β(a)
for all |δ| ≤ 2, |s| ≤ 2 0 < h ≤ 1.
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Proof
By lemma 3.3, the semi-norms for the symbol of < hD >s A < hD >−s can be bounded by
semi-norms of a. So apply lemma 3.4 to the Oph(S
0
σ) operator < hD >
s A < hD >−s we get
‖ < x >δ< hD >s Af‖L2 ≤ C‖ < x >δ< hD >s f‖L2
∑
|α|,|β|≤k(n)+3n+7
pσα,β(a) (4)
As shown in [9], there exists a constant depending on dimension only such that the following
inequality holds for all f ∈ S and |δ| ≤ 2
‖ < hD >2< x >δ f‖L2 ≤ C‖ < x >δ< hD >2 f‖L2
Apply this inequality to Af combined with (4) we get as in [9]
‖ < hD >2< x >δ f‖L2 ≤ C(
∑
|α|,|β|≤k(n)+3n+7
pσα,β(a))(‖ < x >δ< hD >2 f‖L2)
≤ C(
∑
|α|,|β|≤k(n)+3n+7
pσα,β(a))(
∑
|α|≤2
‖ < x >δ (hD)αf‖L2)
≤ C(
∑
|α|,|β|≤k(n)+3n+7
pσα,β(a))(
∑
|α|≤2
‖(hD)α(< x >δ f)‖L2)
≤ C(
∑
|α|,|β|≤k(n)+3n+7
pσα,β(a))(‖ < hD >2< x >δ f‖L2)
So we have proven the inequality for the case s = 0, 2. Moving to the Fourier side we see that this
is equivalent to having for all f ∈ S satisfy
‖ < hξ >2< Dξ >δ Aˆ < Dξ >−δ f‖L2 ≤ C{
∑
|α|,|β|≤k(n)+3n+7
pσα,β(a)}‖ < hξ >2 f‖L2
‖ < Dξ >δ Aˆ < Dξ >−δ f‖L2 ≤ C{
∑
|α|,|β|≤k(n)+3n+7
pσα,β(a)}‖f‖L2
where Aˆg := Âgˇ. Interpolate the norm of the operator < Dξ >
δ Aˆ < Dξ >
−δ between the weighted
spaces < hξ >2 and < hξ >0 gives the desired result for all s ∈ [0, 2]. The case of s ∈ [−2, 0] can
be done by similar duality argument used in the previous lemma. 
Suppose that a ∈ S0σ satisfies 1/a ∈ S0σ. It is well known that operators Oph(a) associated to such
symbols are invertible provided h > 0 is taken to be smaller than some h0 > 0 with h0 depending on
the chosen symbol. The next lemma addresses the question of when the h0 can be taken uniformly
for a given family of such symbols. More precisely
Lemma 3.6 For all M > 0 and σ < 12n+4 there exists an h0 > 0 such that for all symbols a ∈ S0σ
satisfying ∑
|α|,|β|≤4n+8+k(n)
pσα,β(a) ≤M
∑
|α|,|β|≤4n+8+k(n)
pσα,β(
1
a
) ≤M
Oph(a) is invertible on L
2
δ for all |δ| ≤ 2 and 0 < h ≤ h0. Furthermore the norm of the inverse is
uniformly bounded
‖Oph(a)−1‖L2δ→L2δ ≤ C(M)
here C(M) depends only on M and the dimension.
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Proof
By lemma 3.1 Oph(a)Oph(1/a) = I + h
1−(2n+4)σOph(m) with m(x, ξ;h) ∈ S0σ satisfying the semi-
norm estimates
pσα,β(m) ≤ Cα,σ(
∑
|α′|,|β′|≤|α|+|β|+2n+4
pσα′,β′(a) +
∑
|α′|,|β′|≤|α|+|β|+2n+4
pσα′,β′(a
−1))
Combining this and the weighted space estimates of lemma 3.4 we get
‖Oph(m)‖L2δ→L2δ ≤ C
∑
α,β≤4n+8+k(n)
(pσα,β(a) + p
σ
α,β(b)) ≤ CM
for all |δ| ≤ 2. Since σ < 12n+4 , we can pick h0 > 0 such that h
1−(2n+4)σ
0 CM ≤ 1/2. With this
choice one sees that for all 0 < h ≤ h0, (I + h1−(2n+4)σOph(m)) is invertible with
‖(I + h1−(2n+4)σOph(m))−1‖L2δ→L2δ ≤ 2
for all |δ| ≤ 2. So Oph(a) has a right inverse for h ≤ h0 that has norm bounded by C(M). The
exact same argument applied to Oph(1/a)Oph(a) implies the existence of a left inverse of Oph(a)
with norm bounded by C(M). So there exists an C > 0, h0 > 0 depending on dimension and M
only such that Oph(a) is bounded invertible from L
2
δ → L2δ with norm ‖Oph(a)−1‖L2δ→L2δ ≤ CM
for all |δ| ≤ 2 and h ≤ h0. 
4 Properties of Complex Geometric Optic Solutions for Magnetic
Schro¨dinger Equation
Given an M > 0, R > 0 p > n consider the family compactly supported vector fields
W(M,R) := {W ∈W 1,p(Rn;Rn) | ‖W‖W 1,p ≤M, ‖divW‖L∞ ≤M and supp(W ) ⊂ BR}
and the family of compactly supported electric potentials
Q(M,R) := {q ∈ L∞ | ‖q‖L∞ ≤M,supp(q) ⊂ BR}
In this section we show that the CGO solutions to the equation HW,qu = 0 has remainder decaying
uniformly for all W ∈ W(M,R), q ∈ Q(M,R). More precisely,
Proposition 4.1 Let σ0, θ be positive numbers satisfying σ0+θ <
1
4n+6 . For all M > 0 and R > 0
there exists constants C > 0, h0 > 0, and ǫ > 0 depending on dimension, p, σ0, θ, M and R only
such that for all (W, q) ∈ W(M,R) × Q(M,R), ζ ∈ Cn with ζ · ζ = 0 and |ζ| ≥ 1h0 , there exists
solutions to HW,qu = 0 in R
n of the form
u(x, ζ) = eiζ·x(eiχ|ζ|ϕ
♯
+ r(x, |ζ|)), ‖r(·, |ζ|)‖Htδ ≤ C|ζ|
t−ǫ, t ∈ [0, 2]
where ϕ♯ is defined by
ϕ♯(x) =
−√2ζ
2π|ζ| ·
∫
R2
W ♯(x− y1
√
2Re(ζ)
|ζ| − y2
√
2Im(ζ)
|ζ| )
y1 + iy2
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Here χ|ζ| = χ(x/|ζ|θ) with χ(x) being a smooth function supported in the unit ball and is 1 near
zero, W ♯ is the convolution of W with the mollifier defined by
W ♯(x) =
∫
|ζ|nσ0χ(y|ζ|σ0)W (x− y)dy
The next subsection proves some facts about the particular semi-classical symbols that we will be
working with.
4.1 Semi-Classical Symbols Arising from Magnetic Field
In this section we define some symbols and prove some estimates for their semi-norms. For the
motivation of these definitions see [9]. If ζ ∈ Cn satisfies ζ · ζ = 0, then we have ζ = µ/h with
h =
√
2/|ζ| and µ = γ1 + iγ2 where γ1, γ2 ∈ Rn are unit vectors satisfying γ1 ⊥ γ2. Let σ0 and σ
be positive number satisfying 0 < σ0 < σ <
1
4n+6 and define θ = σ − σ0. For a given compactly
supported magnetic potential W ∈ W(M,R) we decompose W =W ♯ +W ♭ where
W ♯(x) =
∫
1
hnσ0
χ(
y
hσ0
)W (x− y)dy
With these notations we define the nonsmooth symbol r(x, ξ) = W (x) · (ξ + µ) and its smooth
approximation r♯ =W ♯(x) · (ξ + µ). Notice now that with this definition,
|∂αx r♯(x, ξ)| ≤ Cα‖W‖L∞h−|α|σ0(|ξ|+ 1) ≤ CαMh−|α|σ0(|ξ|+ 1)
Finally we define the elliptic symbol q(ξ) = (ξ + γ1)
2 − 1 + 2iγ2 · ξ.
For ǫ > 0 we will consider the neighbourhood
U(ǫ) = {ξ ∈ Rn | 1− ǫ < |ξ + γ1| < 1 + ǫ, |ξ · γ2| < ǫ}
and introduce a smooth cutoff ψ with ψ = 1 in U(ǫ/4) and ψ = 0 outside of U(ǫ/2). Define the
function
w(x, ξ) :=
−1
2π
∫
Rn
1
y1 + iy2
ψ(ξ)r♯(x− y1(ξ + γ1)− y2γ2, ξ)dy1dy2 (5)
Then by lemma 2.2 it is a C∞ function that solves
(ξ + µ) · ∇xw = −ψ(ξ)r♯(x, ξ)
and satisfies the estimates
|∂αx ∂βξ w(x, ξ;h)| ≤ Cα,β,RMh−σ0|α+β| < x >|β|−1 (6)
We see here that w(x, ξ;h) is not quite a symbol of class S0σ0 since it has growth in x if we take
more than 1 derivatives in ξ. To remedy this problem we will introduce another cutoff this time in
the x variable. Let χ be a compactly supported smooth function that is identically 1 in BR and
define
ϕ(x, ξ) = χ(hθx)w(x, ξ)
where θ = σ − σ0. With θ chosen this way (6) shows that ϕ satisfies
|∂αx ∂βξ ϕ(x, ξ)| ≤ Cα,β,RM < x >−1 h−σ|α+β| (7)
14
Therefore ϕ and < x > ϕ are in S0σ with semi-norms p
σ
α,β(ϕ) and p
σ
α,β(< x > ϕ), bounded above
by Cα,β,RM . Furthermore if we define symbols a, b by
a = eiϕ b = a+ 2h
1 − ψ(ξ)
q(ξ)
eiϕr♯ (8)
then a and b are in S0σ with semi-norm estimate
pσα,β(b) + p
σ
α,β(a) ≤ Cα,β,RMeM (9)
Note that although the notation does not explicitly state the dependence of a and b on the given
magnetic fieldW , we must keep in mind that there is indeed a nontrivial dependence. The following
lemma states a ”uniform invertibility” result for Oph(a) and Oph(b).
Lemma 4.1 There exists an h0 > 0 such that for all W ∈ W(M,R), the symbol a(x, ξ;h) arising
from W as in (8) has invertible semiclassical quantization Oph(a) for all h ≤ h0. More precisely,
for all h ≤ h0, Oph(a) is invertible from L2δ → L2δ with norm
‖Oph(a)−1‖L2δ→L2δ ≤ CRMe
M
for all |δ| ≤ 2. The same holds for b(x, ξ;h) = a(x, ξ;h) + 2h1−ψ(ξ)q(ξ) eiϕr♯.
Proof
Observe that 1/a = e−iϕ so it satisfies the same semi-norm estimates as a. So by (9) there exists
an M ′ such that all symbols a arising from some W ∈ W(M,R) satisfies
∑
|α|,|β|≤4n+8+k(n)
pσα,β(a) ≤M ′
∑
|α|,|β|≤4n+8+k(n)
pσα,β(
1
a
) ≤M ′
Lemma 3.6 then gives an h0 > 0 such that all quantizations Oph(a) : L
2
δ → L2δ are invertible as
long as h ≤ h0. Furthermore the norm of the inverse is bounded by
‖Oph(a)−1‖L2δ→L2δ ≤ 2M
′
for all |δ| ≤ 2. Moving on to b, observe that
Oph(b) = Oph(a) + 2hOph(
1− ψ(ξ)
q(ξ)
eiϕr♯)
Obviously, 1−ψ(ξ)q(ξ) e
iϕr♯ ∈ S0σ with
pσα,β(
1− ψ(ξ)
q(ξ)
eiϕr♯) ≤ Cα,β,RMeM
for all W ∈ W(M,R). Therefore, by lemma 3.4 there exists a constant (WLOG) M ′ such that
‖Oph(1− ψ(ξ)
q(ξ)
eiϕr♯‖L2δ→L2δ ≤M
′
for all h > 0, |δ| ≤ 2 and W ∈ W(M,R). Choose h0 > 0 such that 2h0M ′2 ≤ 12 and a simple
argument involving Neumann series shows that Oph(b) is invertible from L
2
δ → L2δ with norm
‖Oph(b)−1‖L2δ→L2δ ≤ 4M
′
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for all h ≤ h0 and |δ| ≤ 2. 
We conclude this subsection by introducing two other operators which will be key in the construction
of CGO. Consider the symbol
h1+θ{2eiϕ[(ξ + µ) · w∇χ(hθx)]}+ h2−2σ{h2σ [∆xa+ 2W ♯ ·Dxa]}
Due to estimate (7) and the fact that the w(x, ξ) = 0 for |ξ| ≥ 1, if we take ǫ = min{θ, 1− 2σ} this
symbol can be written as h1+ǫr0 with r0 ∈ S0σ and < x > r0 ∈ S0σ. It can easily be checked from
the definition that pσα,β(< x > r0) ≤ Cα,β,RMeM for all W ∈ W(R,M). Therefore, by lemma 3.4
this implies that
‖Oph(r0)‖L2δ→L2δ+1 ≤ CMe
M for all |δ| ≤ 2 (10)
Now consider the operator T and its inverse
T = B∆ζA
−1∆−1ζ , T
−1 = ∆ζA∆−1ζ B
−1
By [9] they can be written as
T = I + 2W ♯ ·Dζ∆−1ζ − h−1+ǫOph(r0)A−1∆−1ζ
T−1 = I − 2W ♯ ·DζA∆−1ζ B−1 + h−1+ǫOph(r0)∆−1ζ B−1
It is now easy to see by analyzing the operators term by term that they are both bounded operators
from L2δ+1 → L2δ+1 with norm depending only on M . For example, lets take
2W ♯ ·DζA∆−1ζ B−1 : L2δ+1 → L2δ+1
By lemma 4.1 the operator B−1 : L2δ+1 → L2δ+1 with norm CMeM . Classical results for the ∆−1ζ
operator shows that ∆−1ζ : L
2
δ+1 → H1δ,|ζ|−1 with norm less than C|ζ|−1 with C depending only on
δ and the dimension. Lemma 3.5 combined with inequality (9) shows that A : H1δ,|ζ|−1 → H1δ,|ζ|−1
with norm CMeM . Since W ♯ is compactly supported with support independent of ζ, W ♯ · Dζ :
H1δ,|ζ|−1 → L2δ+1 with norm less than M |ζ|. So we see that 2W ♯ ·DζA∆−1ζ B−1 : L2δ+1 → L2δ+1 with
norm at most CMeM with C depending on dimension and δ only. The rest of the terms can be
handled in a similar way to give that
‖T‖L2δ+1→L2δ+1 ≤ CMe
M ‖T−1‖L2δ+1→L2δ+1 ≤ CMe
M (11)
for −1 < δ < 0.
4.2 Invertibility of the (∆ζ + 2W ·Dζ + q) Operator
In this section we prove the following theorem which plays a critical role in the construction of
CGO solutions
Proposition 4.2 Fix δ ∈ (−1, 0). For all M > 0, R > 0 there exists an C > 0 and h0 > 0 such
that for all W ∈ W(M,R), q ∈ Q(M,R), and f ∈ L2δ+1 the equation
(∆ζ + 2W ·Dζ + q)u = f
has a unique solution u ∈ H1δ for all ζ ∈ Cn satisfying ζ · ζ = 0 and |ζ| ≥ 1h0 . Furthermore the
following estimates holds for u with constants depending only on M and R but not on the choice of
(W, q) ∈ W(M,R) ×Q(M,R):
‖u‖Htδ ≤ C‖f‖L2δ+1 |ζ|
t−1 t ∈ [0, 2]
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Proof
As in [9] we seek solutions in the form of u = ∆−1ζ v. Following [9] we see that v satisfies
(I + h−1+ǫOph(r0)A−1∆−1ζ T
−1 + 2W ♭ ·Dζ∆−1ζ T−1 + q∆−1ζ T−1)Tv = f
First we will show the invertibility of the operator
(I + h−1+ǫOph(r0)A−1∆−1ζ T
−1 + 2W ♭ ·Dζ∆−1ζ T−1 + q∆−1ζ T−1)
from L2δ+1 → L2δ+1. By (10), (11), and lemma 4.1, there exists an h0 > 0 such that for all h ≤ h0,
‖h−1+ǫOph(r0)A−1∆−1ζ T−1‖L2δ+1→L2δ+1 ≤ Ch
ǫ
with C depending only on M . To obtain the same result for W ♭ · Dζ∆−1ζ T−1, we observe that
W ∈ W 1,pc (BR;Rn) →֒ C0,1−n/pc (BR;Rn) with norm ‖W‖C0,1−n/p(BR;Rn) ≤ C‖W‖W 1,p(BR;Rn) so
that ‖W ♭‖L∞ ≤ CMh1−n/p. Therefore
‖W ♭ ·Dζ∆−1ζ T−1‖L2δ+1→L2δ+1 ≤ Ch
1−n/p
The next term can be handled easily by using the same analysis and the fact that supp(q) ⊂ BR.
So by a Neumann series argument we see that there exists an h1 > 0 such that for all h ≤ h1 the
operator
(I + h−1+ǫOph(r0)A−1∆−1ζ T
−1 + 2W ♭ ·Dζ∆−1ζ T−1 + q∆−1ζ T−1)
is invertible from L2δ+1 → L2δ+1 with norm of inverse less than 2. Due to (11), T is invertible with
norm of the inverse bounded by a constant depending only on M . Therefore we can write
v = T−1(I + h−1+ǫOph(r0)A−1∆−1ζ T
−1 + 2W ♭ ·Dζ∆−1ζ T−1 + q∆−1ζ T−1)−1f
with the estimate ‖v‖L2δ+1 ≤ C‖f‖L2δ+1 . The result now follows by writing u = ∆
−1
ζ v and use the
estimate we have for the operator ∆−1ζ .
4.3 Proof of Proposition 4.1
We prove theorem 4.1 in this subsection. The proof is identical to that which appeared in [9]
and [8] except that we have to check that the decay of the remainder term is uniform for all
(W, q) ∈ W(M,R) ×Q(M,R). Plug u = eiζ·x(eiϕ♯ + r) into HW,qu we see that r(x, |ζ|) satisfies
(∆ζ + 2W ·Dζ +G)r = −f (12)
where G =W 2 +D ·W + q ∈ L∞ and
f = (∆ζ + 2W ·Dζ +G)eiχ|ζ|ϕ♯ = eiχ|ζ|ϕ♯
[
iχ|ζ|∆ϕ♯ + 2iDχ|ζ| ·Dϕ♯ + iϕ♯∆χ|ζ|
(χ|ζ|∇ϕ♯ + ϕ♯∇χ|ζ|)2 + 2ζ · (∇χ|ζ|)ϕ♯ + 2ζ · (∇ϕ♯)χ|ζ|
+2W · (∇χ|ζ|)ϕ♯ + 2W · (∇ϕ♯)χ|ζ| + 2W ♯ · ζ + 2W ♭ · ζ +G
]
By the choice of ϕ♯ it solves the transport equation
2ζ · ∇ϕ♯ + 2W ♯ · ζ = 0
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Since for ζ large W ♯ = χζW
♯ the above relation removes the two terms that is of order |ζ| from f .
So in terms of L2δ+1 norms this is
‖f‖ ≤ C[||iχ|ζ|∆ϕ♯||+ ||∇χ|ζ| · ∇ϕ♯||+ ||ϕ♯∆χ|ζ|||+ |||χ|ζ|∇ϕ♯|2||+ |||ϕ♯∇χ|ζ||2|| (13)
+ |ζ|1−θ||ϕ♯∇χ(x|ζ|−θ)||+ ||W · (∇χ|ζ|)ϕ♯||+ ||W · (∇ϕ♯)χ|ζ|||
+ |ζ|||W ♭||+ ||G||]
Every term except for |ζ|||W ♭|| in the above expression are of order C|ζ|1−ǫ for some ǫ > 0 by
our choice of δ, σ, θ and lemma 2.1 (see [9] for details). Assuming without loss of generality that
ǫ ≤ 1 − n/p, Sobolev embedding gives W ∈ C0,ǫc (BR) with ‖W‖C0,ǫ(BR) ≤ M . So by property of
the mollifier we have that ‖W ♭‖L2δ+1 ≤ C|ζ|
−ǫθ with C depending only on M and R. Therefore we
conclude that
‖f‖L2δ+1 ≤ C|ζ|
1−ǫ
for some ǫ > 0. Apply lemma 4.2 to the operator (∆ζ + 2W · Dζ +G) gives a C > 0 and h0 > 0
such that for all |ζ| ≥ 1/h0 and ζ · ζ = 0 equation (12) has a unique solution satisfying
‖r‖Htδ ≤ C|ζ|
t−ǫ, t ∈ [0, 2]
and the proof is complete.
PART II - Full Data Estimate
5 Estimate for the Magnetic Field
We wish to derive log-type estimates for the curl of the difference of the magnetic potentialW1−W2.
The main result of this section is
Theorem 5.1 Let Ω be a bounded open subset of Rn with smooth boundary. For all M > 0, there
exists a C > 0, ǫ > 0 such that the estimate
‖IΩd(W1 −W2)‖H−1(Rn) ≤ C{‖ΛW1,q1 − ΛW2,q2‖1/21
2
,−1
2
+ |log‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
|−ǫ}
holds for all W1,W2 ∈ W 1,∞(Ω) and q1, q2 ∈ L∞(Ω) satisfying ‖Wl‖W 1,∞(Ω) ≤M , ‖ql‖L∞(Ω) ≤M
(l = 1, 2) and W1 =W2 on ∂Ω. Here IΩ(x) is the indicator function of Ω.
Before we proceed with the proof of theorem 5.1, we will see that the W1 |∂Ω= W2 |∂Ω condition
can be slightly relaxed provided we assume more regularity about the magnetic potentials. The
only reason we need to make the additional assumption is to ensure that the gauge transformation
one needs to do to reduce to the case of theorem 5.1 has sufficient regularity. Sharper results with
less a-priori assumptions are possible but the technical details would obscure the main points of
this exposition.
Corollary 5.2 Let Ω be a bounded open subset of Rn with smooth boundary. For all M > 0, there
exists a C > 0, ǫ > 0 such that the estimate
‖IΩd(W1 −W2)‖H−1(Rn) ≤ C{‖ΛW1,q1 − ΛW2,q2‖1/21
2
,−1
2
+ |log‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
|−ǫ}
holds for all W1,W2 ∈ W 2,∞(Ω) and q1, q2 ∈ L∞(Ω) satisfying ‖Wl‖W 2,∞(Ω) ≤M , ‖ql‖L∞(Ω) ≤M
(l = 1, 2) and W1 |D=W2 |D on ∂Ω. Here IΩ(x) is the indicator function of Ω.
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Proof
Suppose the statement is proven in the case whenW1 =W2 on ∂Ω. Then for arbitraryW1,W2 such
thatW1 |D=W2 |D and ‖Wl‖W 2,∞(Ω) ≤M , one can construct potentials p1, p2 ∈W 2,∞(Ω)∩H10 (Ω)
satisfying
‖pl‖W 2,∞(Ω) ≤ CM,
∂pl
∂ν
= −Wl |N
where C depends on Ω only. Then ‖Wl +∇pl‖W 1,∞(Ω) ≤ CM with
W1 +∇p1 =W2 +∇p2 on ∂Ω
Apply theorem 5.1 and use the gauge invariance property of both the DN map and the d operator
we get
‖IΩd(W1 −W2)‖H−1(Rn) = ‖IΩd((W1 −∇p1)− (W2 −∇p2))‖H−1(Rn)
≤ C{‖ΛW1−∇p1,q1 − ΛW2−∇p2,q2‖1/21
2
,−1
2
+ |log‖ΛW1−∇p1,q1 − ΛW2−∇p2,q2‖ 1
2
,−1
2
|−ǫ}
≤ C{‖ΛW1,q1 − ΛW2,q2‖1/21
2
,−1
2
+ |log‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
|−ǫ}

5.1 Extending Vector Fields to a Larger Domain
First we need to prove a technical lemma about extending a W 1,∞(Ω) vector field to a slightly
larger domain
Lemma 5.3 Let Ω ⊂⊂ Ω˜. Suppose u ∈ W 1,p(Ω), u′ ∈ W 1,p(Ω˜\Ω) and u = u′ on ∂Ω. Then the
function defined by
U(x) :=
{
u(x) x ∈ Ω
u′(x) x ∈ Ω˜\Ω
}
is in W 1,p(Ω˜) and
∂jU(x) =
{
∂ju(x) x ∈ Ω
∂ju′(x) x ∈ Ω˜\Ω
}
Furthermore, ‖U‖W 1,p(Ω˜) = ‖u‖W 1,p(Ω) + ‖u′‖W 1,p(Ω˜\Ω)
Proof Integrate by parts and check that the definition of weak derivative holds.
Lemma 5.4 Let Ω be a bounded domain in Rn that is compactly contained in Ω˜. Suppose W1,W2 ∈
W 1,∞(Ω) such that for l = 1, 2 ‖Wl‖W 1,∞(Ω) ≤ M and W1 = W2 on ∂Ω. Then there exists
extentions W˜1, W˜2 ∈W 1,∞c (Ω˜) such that
‖W˜l‖W 1,∞(Ω˜) ≤ C(Ω˜,Ω)M
and W1 =W2 on Ω˜\Ω. Here the constant depends only on Ω and Ω˜ but not on M .
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Proof
By standard extention theorem, there exists a W˜1 ∈W 1,∞c (Ω˜) such that ‖W1‖W 1,∞c (Ω˜) ≤ C‖W1‖W 1,∞(Ω).
For W˜2 we define
W˜2 :=
{
W2 x ∈ Ω
W˜1 x ∈ Ω˜\Ω
}
Since W1 =W2 on ∂Ω, by lemma 5.3 we have W˜2 ∈W 1,∞c (Ω˜) with ‖W˜2‖W 1,∞(Ω˜) ≤ CM and
∂jW˜2 =
{
∂jW2 x ∈ Ω
∂jW˜1 x ∈ Ω˜\Ω
}
Therefore we have that W˜2 ∈W 1,∞c (Ω˜) and ‖W2‖W 1,∞(Ω˜) ≤ CM
5.2 Proof of Theorem 5.1
Fix j, k ∈ {1...n}. For all ξ such that ξj 6= 0 or ξk 6= 0, define γ˜ := ejξk−ekξj|ejξk−ekξj | .
Choose γ ⊥ γ˜, γ˜ ⊥ ξ, |γ| = 1 and define µ = γ + iγ˜. For each s ≥ |ξ| let
ζ1(s) = ζ1 = −isγ˜ + g(ξ, s)γ + ξ
ζ2(s) = ζ2 = isγ˜ + g(ξ, s)γ − ξ
where g(ξ, s) =
√
s2 − |ξ|2. Note that ζl(s) can be written as ζl(s) = (−1)lisγ˜ + sγ′l (l = 1, 2)
provided we take
γ′1 =
g(ξ, s)γ + ξ
s
, γ′2 =
g(ξ, s)γ − ξ
s
Let σ0 > 0 and θ > 0 be chosen so that 0 < σ0 < σ0 + θ <
1
4n+6 . Given any W1,W2 ∈ W 1,∞(Ω)
such that W1 = W2 on ∂Ω and ‖Wl‖W 1,∞(Ω) ≤ M , extend them to compactly supported vector
fields W˜1, W˜2 ∈ W 1,pc (Ω˜;Rn) as described in lemma 5.4 of the previous section. Therefore, there
exists an M ′ > 0 and R > 0 such that W˜l ∈ W(M ′, R) whenever ‖Wl‖W 1,∞(Ω) ≤ M . Proposition
4.1 then gives a C > 0, h0 > 0, and 0 < ǫ < σ0(1 − np ) such that for all |ζl| ≥ 1h0 there exists
solutions ul(x, ζl) to HW˜l,qlul = 0 in R
n that are of the form:
ul(x, ζl) = e
iζl·x(eiχ|ζl|ϕ
♯
l + rl(x, ζl)) ‖rl(·, ζl)‖Htδ ≤ C|ζl|
t−ǫ t ∈ [0, 2] − 1 < δ < 0
ϕ♯l (x) = −
γ′l + (−1)liγ˜
2π
·
∫
R2
W˜ ♯l (x− γ′ly1 − (−1)lγ˜y2)
y1 + iy2
where χ|ζl| = χ(x/|ζl|θ) and W˜ ♯l =
∫ |ζl|nσ0χ(y|ζl|σ0)W˜l(x− y)dy
Note here that C, h0, and ǫ depend on dimension, Ω, θ, σ0 and M only but not on the choice of
(Wl, ql) as long as ‖Wl‖W 1,∞(Ω) ≤M and ‖ql‖L∞ ≤M . All constants in this section will have only
the aforementioned dependence. In fact, the only reason we need the a-priori bound to be on the
W 1,∞(Ω) norm is so that the extention W˜l would have L∞(Rn) divergence which is required for the
construction of CGO by proposition 4.1. After the solutions have been constructed we only need
the a-priori estimate to be in the W 1,p(Ω) norm for p > n. To demonstrate this fact we will only
work with this norm in the proof below.
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Lemma 5.5 Let ul be the solutions constructed above. For all s ≥ 1/h0 such that χs(x) = 1 for
all x ∈ Ω˜ we have∫
Ω
(W1−W2) · (u1∇u¯2− u¯2∇u1)dx = −i
∫
Ω
ei(ϕ
♯
1−ϕ¯♯2)e2iξ·x(W1−W2) · (ζ¯2+ζ1)+f1(x, s)+f2(x, s)dx
with ‖f1(x, s)‖L1(Ω) + ‖f2(x, s)‖L1(Ω) ≤ Cs1−ǫ
Proof
For all x ∈ Ω˜ direct calculation gives
u¯2∇u1 = ζ1e2iξ·xei(ϕ
♯
1−ϕ¯♯2) + ζ1e2iξ·x{r1(x, s)eiϕ¯
♯
2 + r¯2(x, s)e
iϕ¯♯1 + r1r¯2}
+ e2iξ·x{ei(ϕ♯1−ϕ¯♯2)∇ϕ♯1 + ieiϕ
♯
1 r¯2∇ϕ♯1 + e−iϕ¯
♯
2∇r1 + r¯2∇r1} (14)
= ζ1e
2iξ·xei(ϕ
♯
1−ϕ¯♯2) + T1 + T2
where
T1 := ζ1e
2iξ·x{r1(x, s)eiϕ¯
♯
2 + r¯2(x, s)e
iϕ¯♯1 + r1r¯2}
T2 := e
2iξ·x{ei(ϕ♯1−ϕ¯♯2)∇ϕ♯1 + ieiϕ
♯
1 r¯2∇ϕ♯1 + e−iϕ¯
♯
2∇r1 + r¯2∇r1}
Use lemma 2.1 and the fact that W˜ ♯l (l = 1, 2) is compactly supported in Ω˜
‖ϕ♯l‖L∞(Ω) ≤ C‖W˜ ♯l ‖L∞(Ω˜) ≤ CM
Use the fact that ‖rl‖L2δ ≤ Cs
−ǫ, one easily shows that ‖T1‖L1(Ω) ≤ Cs1−ǫ. The next term T2 can
be handled in a similar fashion. The only problematic part of T2 are the terms involving ∇ϕ♯1. But
by lemma 2.1 we have
‖ϕ♯1‖W 1,∞(Ω) ≤ C‖W˜ ♯1‖W 1,∞(Ω˜) ≤ Csσ0‖W˜ ♯1‖L∞(Ω˜) ≤ Csσ0‖W˜ ♯1‖W 1,p(Ω˜) ≤ CM ′sσ0 ≤ CM ′s1−ǫ
the last inequality comes from the fact that σ0 <
1
4n+6 and ǫ < σ0(1− np ). So arguing term by term
in T2 we get that ‖T2‖L1(Ω) ≤ Cs1−ǫ. Combining these observations into (14) we get that∫
Ω
(W1 −W2) · u¯2∇u1 =
∫
Ω
(W1 −W2) · ζ1e2iξ·xei(ϕ
♯
1−ϕ¯♯2) +
∫
Ω
T1 +
∫
Ω
T2
with the L1(Ω) norm of T1, T2 controlled by Cs
1−ǫ. Of course, similar calculation holds for the
u1∇u¯2 and the proof is complete. 
Lemma 5.6∫
Ω
(W1 −W2) · (ζ¯2 + ζ1)ei(ϕ
♯
1−ϕ¯♯2)e2iξ·xdx = −
∫
Ω
(W1 −W2) · 2sµ¯e2iξ·xdx+G(ξ, s)
with |G(ξ, s)| ≤ C|s− g(ξ, s)| + s1−ǫ + s|γ˜ − g(ξ,s)γ˜+ξs |1−
n
p
21
Proof
By the definition of ζ1, ζ2 we can write∫
Ω
(W1 −W2) · (ζ¯2 + ζ1)ei(ϕ
♯
1−ϕ¯♯2)e2iξ·xdx = −
∫
Ω
(W1 −W2) · 2sµ¯ei(ψ1−ψ¯2)e2iξ·xdx
+
∫
Ω
(W1 −W2) · 2sµ¯(ei(ψ1−ψ¯2) − ei(ψ
♯
1−ψ¯♯2))e2iξ·xdx
+
∫
Ω
(W1 −W2) · 2sµ¯(ei(ψ
♯
1−ψ¯♯2) − ei(ϕ♯1−ϕ¯♯2))e2iξ·xdx
+
∫
Ω
(W1 −W2) · γ2(s − g(ξ, s))ei(ϕ
♯
1−ϕ¯♯2)e2iξ·x
:= T1 + T2 + T3 + T4 (15)
where ψ1 := N
−1
µ¯ (−µ¯ · W˜1), ψ2 := N−1µ (−µ · W˜2) and ψ♯1, ψ♯2 are defined the same way with W˜ ♯l
replacing W˜l. A simple calculation shows that ψ1(x)− ψ¯2(x) = N−1µ¯ (−µ¯ · (W˜1 − W˜2)). Recall that
W˜1 = W˜2 on R
n\Ω, so by lemma 2.6
T1 = −
∫
Rn
(W˜1−W˜2)·2sµ¯ei(ψ1−ψ¯2)e2iξ·xdx = −
∫
Rn
(W˜1−W˜2)·2sµ¯e2iξ·x = −
∫
Ω
(W1−W2)·2sµ¯e2iξ·x
Now it remains to estimate the three other terms. Applying lemma 2.5, 2.4, and 2.1 to T2, T3 and
T4 respectively, and use the fact that W
1,p
c (Ω˜) →֒ C0,1−
n
p (Ω˜) for p > n we get that
|T2| ≤ Cs(‖W˜1‖
C
0,1−np (Ω˜)
+ ‖W˜2‖
C
0,1− np (Ω˜)
)s−σ0(1−
n
p
) ≤ Cs1−ǫ
|T3| ≤ Cs(‖W˜1‖
C
0,1−np (Ω˜)
+ ‖W˜2‖
C
0,1−np (Ω˜)
)|γ˜ − g(ξ, s)γ˜ + ξ
s
|1−np ≤ Cs|γ˜ − g(ξ, s)γ˜ + ξ
s
|1−np
|T4| ≤ Cs(‖W˜1‖C0,1−np (Ω˜) + ‖W˜2‖C0,1−np (Ω˜))|1−
g(ξ, s)
s
| ≤ Cs|1− g(ξ, s)
s
|
Substitute the identity for T1 into equation(15) and set G(ξ, s) := T2 + T3 + T4 we get the desired
result.
Proof of Theorem 5.1
By [11], any solution ul of HWl,qlul = 0 satisfies the following identity
i
∫
Ω
(W1 −W2) · (u1∇u¯2 − u¯2∇u1) + (W 21 −W 22 )u1u¯2 + (q1 − q2)u1u¯2 (16)
=
∫
∂Ω
u¯2(ΛW2,q2 − ΛW1,q1)u1
Combining the result of lemmas 5.6 and 5.5 into this equation we get that
2s
∫
Ω
µ¯ · (W1 −W2)e2iξ·x =
∫
∂Ω
u¯2(ΛW1,q1 − ΛW2,q2)u1 (17)
+
∫
Ω
(W 21 −W 22 + q2 − q1)u¯2u1 + f1(x, s) + f2(x, s)dx+G(ξ, s)
where f1, f2, and G(ξ, s) are as in lemma 5.6 and 5.5. Observe that if we set
D := sup{|x| | x ∈ Ω}
22
then ‖ul‖H1(Ω) ≤ CeDs for s large. Furthermore, the L1(Ω) norm of |u¯2u1| is uniformly bounded
independent of s and ξ. Apply lemma 5.5 and lemma 5.6 we conclude the following estimate for
all ξ ∈ Rn, s > 1h0 such that |ξk|+ |ξj| > 0 and |ξ| ≤ s:
|
∫
Ω
µ¯ · (W1 −W2)e2iξ·x| ≤ C(eDs‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+ |1− g(ξ, s)
s
|+ s−ǫ
+|γ˜ − g(ξ, s)γ˜ + ξ
s
|1−np )
≤ C(eDs‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+ (
|ξ|
s
)1−n/p + s−ǫ
Here we used the inequality
√
1− t ≥ 1 − t for t ∈ [0, 1]. By the exact same method as above we
can obtain the estimate for −µ in place of µ¯ to get
|
∫
Ω
−µ · (W1 −W2)e2iξ·x| ≤ C(eDs‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+ (
|ξ|
s
)1−n/p + s−ǫ
Recall that µ = γ + iγ˜ with γ˜ =
ξjek−ξkej
|ξjek−ξkej | . Multiplying both estimates by |ξjek − ξkej | then add
them together we get that:
|
∫
Ω
e2iξ·x{ξj(W1 −W2)k − ξk(W1 −W2)j}| ≤ C|ξ|(eDs‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+ (
|ξ|
s
)1−n/p + s−ǫ)(18)
Recall that since (W1 −W2) = 0 on ∂Ω, we can extend (W1 −W2) to a H1(Rn) vector field by
defining it to be zero outside of Ω and we will refer to the extention as IΩ(W1 −W2). With this
extention we have that d(IΩ(W1 −W2)) is an L2(Rn) function supported only in Ω and
d(IΩ(W1 −W2)) = IΩd(W1 −W2)
as L2(Rn) functions. Therefore, (18) implies that for all ξ ∈ Rn satisfying |ξj |+ |ξk| > 0 and s ≥ 1h0
such that |ξ| ≤ s, the following inequality holds for the Fourier transform of each component of
IΩd(W1 −W2)
|F(IΩ(∂j(W1 −W2)k − ∂k(W1 −W2)j))(2ξ)| ≤ C|ξ|(eDs‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+ (
|ξ|
s
)1−n/p + s−ǫ)
By the fact that both the right and left side are continuous, the estimate holds for all ξ such that
|ξ| ≤ s. Since this is true for all components of the 2-form IΩd(W1 −W2) we have that for any
0 < R ≤ s, s ≥ 1h0
‖IΩd(W1 −W2)‖2H−1 =
∫
|ξ|≤R
|F(IΩd(W1 −W2))|2
1 + |ξ|2 dξ +
∫
|ξ|≥R
|F(IΩd(W1 −W2))|2
1 + |ξ|2 dξ
≤ CRn(e2Ds‖ΛW1,q1 − ΛW2,q2‖21
2
,−1
2
+ (
R2
s2
)1−n/p + s−2ǫ) +
C
R2
Here ‖ · ‖H−1 denotes the norm on H−1(Rn), the dual space of H1(Rn) and the last inequality
comes from our a-priori assumption on the W 1,p(Ω) norm of Wl. Recall however that the above
statement is only valid for s large enough to guarantee CGO solutions. Namely, the inequality
holds only when s ≥ 1h0 where h0 > 0 depends only on Ω and M . But since the estimate is trivial
in the case when
‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
≥ min{1, e−2D/h0}
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(just take the constant large enough and use the a-priori assumptions on Wl), we may assume
without loss of generality that ‖ΛW1,q1−ΛW2,q2‖ 1
2
,−1
2
< min{1, e−2D/h0}. With this assumption we
may choose Rn = smin{ǫ,1−n/p} and s = −log‖ΛW1,q1−ΛW2,q2‖2D and we obtain that
‖IΩd(W1 −W2)‖2H−1 ≤
C
|log‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
|ǫ + C‖ΛW1,q1 − ΛW2,q2‖ 12 ,−12
for some ǫ > 0, C > 0 depending on M and Ω.
Note here that we have obtained an estimate for the H−1(Rn) norm of IΩd(W1 −W2) and not
just the H−1(Ω) norm of d(W1 −W2). For clarity, we will refer to the dual space of H10 (Ω) as
H−1(Ω) and the dual space to H1(Ω) as H1(Ω)∗. In general, the H1(Ω)∗ norm is larger than the
H−1(Ω) norm. It is easily seen from the estimate which we derived in theorem 5.1 and corollary
5.2 that in both cases we have
‖d(W1 −W2)‖2H1(Ω)∗ ≤
C
|log‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
|ǫ + C‖ΛW1,q1 − ΛW2,q2‖ 12 ,−12 (19)
This will be a key ingredient in proving the result of the next section.
6 Estimates for the Electric Potential
The goal of this section is to prove the following proposition:
Theorem 6.1 Let Ω be a bounded open subset of Rn with smooth boundary. For all M > 0, there
exists a C > 0, ǫ > 0 such that the estimate
‖q1 − q2‖H−1(Rn) ≤ C{‖ΛW1,q1 − ΛW2,q2‖1/21
2
,−1
2
+ |log‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
|−ǫ}
holds for all W1,W2 ∈ W 2,∞(Ω) and q1, q2 ∈ L∞(Ω) satisfying ‖Wl‖W 2,∞(Ω) ≤M , ‖ql‖L∞(Ω) ≤M
(l = 1, 2) and W1 |D=W2 |D on ∂Ω.
The proof of theorem 6.1 involves using the stability result we already obtained for the magnetic
field. In order to do this we first need to prove a lemma about the bounded invertibility of the
operator d on the set of 1-forms. This of course, is not true in general since the operator always has
a non-trivial null space. But we will see that it is indeed injective provided that we quotient out
the exact forms. We will employ the following notations. We consider (Ω, ∂Ω) to be a Riemanian
manifold with boundary and denote by F k(Ω) to be the the set of k-forms on Ω and W p,mF k(Ω)
to be its Wm,p closure. Set
Ek(Ω) := {dα | α ∈ H1DF k−1(Ω)}, Ck(Ω) := {dα | α ∈ H1NF k−1(Ω)}
where H1DF
k(Ω) and H1NF
k(Ω) are the set of H1 k-forms with homogenous Dirichlet and Neumann
boundary trace, respectively. Furthermore we denote by Hk(Ω) to be the L2 closure of the space
of harmonic k-forms. The corresponding subspaces in W p,mF k(Ω) are denoted by
Wm,pEk(Ω) := Ek(Ω) ∩Wm,pF k(Ω), Wm,pCk(Ω) := Ck(Ω) ∩Wm,pF k(Ω)
and Wm,pHk(Ω) := Hk(Ω) ∩Wm,pF k(Ω)
We will identify the space of 1-forms Wm,pF 1(Ω) with the space of vector fields Wm,p(Ω;Rn) and
the space of 0-forms Wm,pF 0(Ω) with the space of functions Wm,p(Ω;R).
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Lemma 6.2 Suppose Ω ⊂ Rn is a bounded open set that is simply connected with connected bound-
ary. For p ≥ 2 and m ∈ N\{0}, define the set of Dirichlet 1- forms (or vector fields)
Wm,pD (Ω;R
n) = {W ∈Wm,p(Ω;Rn) | W (x) · tˆ = 0 ∀tˆ ∈ Tx∂Ω, x ∈ ∂Ω}
and
X0 = (W
m,pC1(Ω)⊕Wm,pH1(Ω)) ∩Wm,pD (Ω;Rn)
Then the differential d : X0 →Wm−1,pE2(Ω) has a bounded inverse.
Proof
Since d : Wm,pF k(Ω) → Wm−1,pF k+1(Ω) is a continuous linear operator we will use uniform
boundedness principle to assert the existence of a bounded inverse. Since by [10], Wm,pC1(Ω),
Wm,pH1(Ω), and Wm,pD (Ω;Rn) are all closed subspaces of Wm,pF 1(Ω), it is clear that X0 is a
closed subspace of Wm,pF 1(Ω). Furthermore, Wm−1,pE2(Ω) is a closed subspace of Wm−1,pF 2(Ω)
so it suffices to check the bijectivity of d : X0 → Wm−1,pE2(Ω) for the uniform boundedness
principle to apply.
To see injectivity, suppose dW = 0 for someW ∈ X0. By the fact that cohomology of Ω is assumed
to be trivial, this means that W = dα for some α ∈ Wm+1,p(Ω;R). Since W has no tangential
component and ∂Ω is connected this means that α is a constant function along the boundary and
we may take α ∈Wm+1,pD (Ω). By definition this means that
W ∈Wm,pE1(Ω) := E1(Ω) ∩Wm,pF 1(Ω)
However, W ∈ X0 ⊂Wm,pC1(Ω)⊕Wm,pH1(Ω) which is L2 perpendicular to Wm,pE1(Ω) and thus
W = 0. So this establishes injectivity.
To show surjectivity, let ω ∈Wm−1,pE2(Ω). Then by definition, ω = dW for someW ∈W 1,2D (Ω;Rn).
By the Hodge decomposition, we can decompose ω = dWω + δβω + κω with Wω ∈ Wm,pD (Ω;Rn).
Subtract the two expressions we have for ω and use L2 orthogonality again we see that
dWω = dW = ω
We now have that ω is in the range of the d operator acting on Wm,pD (Ω;R
n) but it is not clear
that Wω ∈ X0. This can be remedied by applying the Hodge decomposition to Wω to produce
Wω − dα = δη + κ with α ∈Wm+1,pD (Ω;R), δη ∈Wm,pC1(Ω), κ ∈Wm,pH1(Ω) (20)
Since α ∈Wm+1,pD (Ω;R), dα has no tangential component along the boundary. This with
Wω ∈Wm,pD (Ω;Rn) shows that the LHS of (20) is in Wm,pD (Ω;Rn). The RHS of (20) is clearly in
Wm,pC1(Ω)⊕Wm,pH1(Ω) so we conclude that Wω − dα ∈ X0. We now have
ω = dWω = d(WΩ − dα) with WΩ − dα ∈ X0
So surjectivity is established and uniform boundedness principle applies to give a bounded inverse.
We would like to apply this lemma directly to the vector field (W1−W2) which may not be in X0.
So first we do the following manipulation. Pick p > p0 > n and apply the Hodge decomposition
to W1 − W2 in the space W 2,p0(Ω;Rn) to get W1 − W2 = δβ + dα + κ. By lemma 2.4.11 of
[10], α ∈ W 3,p0(Ω) ∩ H10 (Ω) with norm ‖α‖W 3,p0 (Ω) ≤ C‖W1 − W2‖W 2,p0 (Ω;Rn) ≤ 2CM where
the constant C depends on Ω and p0 only. Define W
′
1 := W1 − dα2 and W ′2 := W2 + dα2 so
that W ′1 −W ′2 ∈W 2,p0C1(Ω)⊕W 2,p0H1(Ω). Since we have already assumed that W1 −W2 has no
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tangential component at the boundary and α ∈ H10 (Ω), we conclude thatW ′1−W ′2 has no tangential
component. This means that
W ′1 −W ′2 ∈ (W 1,p0C1(Ω)⊕W 1,p0H1(Ω)) ∩H1D(Ω;Rn)
so by lemma 6.2
‖W ′1 −W ′2‖W 1,p0(Ω) ≤ C‖d(W ′1 −W ′2)‖Lp0 (Ω) = C‖d(W1 −W2)‖Lp0 (Ω) (21)
Recall that due to gauge invariance, we have ΛWl,ql = ΛW ′l ,ql.
Choose a bounded open set Ω˜ such that Ω ⊂⊂ Ω˜. Let E be the extension operator mapping
W 1,p0(Ω) → W 1,p0c (Ω˜) and W 2,p0(Ω) → W 2,p0c (Ω˜) such that it is bounded in both norms (see [3]).
Denote by W˜ ′l := EW
′
l for (l = 1, 2). Note that the extention described here is different from the
one we used in the previous section. For one thing we no longer have W˜ ′1 = W˜
′
2 in Ω˜\Ω. However,
we still have that for each M > 0 there exists an M ′ > 0 and R > 0 such that if ‖W‖W 2,p0 (Ω) ≤M
then W˜ ′ ∈W 2,p0c (Ω˜) with ‖W˜ ′‖W 2,p0 (Ω˜) ≤M ′.
In this setting proposition 4.1 applied to W˜ ′l gives a C > 0, (1− np0 )σ0 > ǫ > 0, and h0 > 0 such that
if ζl ∈ Cn satisfies ζl · ζl = 0, |ζl| ≥ 1/h0 then for all Wl, ql (l = 1, 2) satisfying ‖Wl‖W 2,p0 (Ω;Rn) ≤M
and ‖ql‖L∞ ≤M there exists solutions to HW˜ ′l ,qlul = 0 of the form
ul(x, ζl) = e
iζl·x(eiχ|ζl|ϕ
♯
l + rl(x, ζl)) ‖rl(·, ζ)‖Htδ ≤ C|ζl|
t−ǫ t ∈ [0, 2] − 1 < δ < 0
We emphasize again that the constants C > 0, ǫ > 0 and h0 > 0 depends as usual on the parameters
and the a-priori bound M but not on the choice of (Wl, ql) that satisfies the a-priori assumption.
Proof of Theorem 6.1
We start again with identity (16) except this time we will isolate the electric potential term on the
LHS. Similar calculation to those done in lemma 5.5 shows that
‖u1u¯2‖L1(Ω) ≤ C, ‖u1∇u¯2‖L1(Ω) + ‖u¯2∇u1‖L1(Ω) ≤ Cs
Use these estimates and the fact that ‖rl(x, s)‖L2(Ω) ≤ Cs−ǫ identity (16), becomes
|
∫
Ω
(q1 − q2)eiξ·xeiϕ
♯
1−iϕ♯2 | ≤ C(e2Ds‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+ ‖W ′1 −W ′2‖L∞(Ω)s+ s−ǫ)
Here again we use the fact that when s is large the CGO solutions satisfy ‖ul(x, ζ)‖H1(Ω) ≤ CesD
where D := sup{|x| | x ∈ Ω}. Apply Morrey’s inequality to ‖W ′1 −W ′2‖L∞(Ω) then use (21) we get
that
|
∫
Ω
(q1 − q2)eiξ·xeiϕ
♯
1−iϕ♯2 | ≤ C(e2Ds‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+ ‖d(W1 −W2)‖Lp(Ω)s+ s−ǫ)
We want a Fourier transform to appear on the LHS. Therefore we replace
∫
Ω(q1 − q2)eiξ·xeiϕ
♯
1−iϕ♯2
by
∫
Ω(q1 − q2)eiξ·x to obtain
|F(q1 − q2)(2ξ)| ≤ C(e2Ds‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+ ‖d(W1 −W2)‖Lp0 (Ω)s+ s−ǫ
+‖ϕ♯1 − ϕ♯2‖L∞(Ω))(22)
with all constants depending only on M .
Now we would like to estimate the last term by ‖W ′1 −W ′2‖W 1,p . This can be done by writing
‖ϕ♯1 − ϕ♯2‖L∞(Ω) ≤ ‖ϕ♯1 − ψ♯1‖L∞(Ω) + ‖ϕ♯2 − ψ♯2‖L∞(Ω) + ‖ψ♯1 − ψ♯2‖L∞(Ω) (23)
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By our extention, W˜ ′l ∈ W 2,p0c (Ω˜) →֒ C1c (Ω˜). Therefore lemma 2.3 shows that the first two terms
are bounded by C
√
(1−
√
1− |ξ|2/s2) with C depending only on the a-priori bound M . Due to
lemma 2.1 the last term is bounded by
‖ψ♯1 − ψ♯2‖L∞(Ω) ≤ C‖W˜ ′♯1 − W˜ ′♯2 ‖L∞(Ω˜) ≤ C‖W˜ ′1 − W˜ ′2‖L∞(Ω˜) + ‖W˜ ′♭2 ‖L∞(Ω˜) + ‖W˜ ′♭1 ‖L∞(Ω˜)
Substitute this into (23) and use Morrey inequality we get that
‖ϕ♯1 − ϕ♯2‖L∞(Ω) ≤ C
√
1−
√
1− |ξ|2/s2 + C‖W˜ ′1 − W˜ ′2‖W 1,p0 (Ω˜) + ‖W˜ ′♭2 ‖L∞(Ω˜) + ‖W˜ ′♭1 ‖L∞(Ω˜)
≤ C
√
1−
√
1− |ξ|2/s2 + C‖W ′1 −W ′2‖W 1,p0 (Ω) ++‖W˜ ′♭2 ‖L∞(Ω˜) + ‖W˜ ′♭1 ‖L∞(Ω˜)
≤ C
√
1−
√
1− |ξ|2/s2 + C‖d(W1 −W2)‖Lp0 (Ω) ++‖W˜ ′♭2 ‖L∞(Ω˜) + ‖W˜ ′♭1 ‖L∞(Ω˜)
Use the fact that W˜ ′l ∈W 2,p0c (Ω˜) →֒ C1c (Ω˜) again we see that ‖W˜ ′♭l ‖L∞(Ω˜) vanishes like Cs−σ0 with
C depending only on the a-priori bound M . Substitute this into the inequality (22) we get
|F(q1 − q2)(2ξ)| ≤ C(e2Ds‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+ ‖d(W1 −W2)‖Lp0 (Ω)s+ s−ǫ)
Recall that p0 and p satisfy the condition n < p0 < p so we can interpolate
‖d(W1 −W2)‖Lp0 (Ω) ≤ ‖d(W1 −W2)‖1−λLp(Ω)‖d(W1 −W2)‖λL2(Ω), λ =
p−10 − p−1
2−1 − p−1
and use our a-priori assumption about the W 2,p(Ω) norm of Wl we get that
|F(q1 − q2)(2ξ)| ≤ C(e2Ds‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+ ‖d(W1 −W2)‖λL2(Ω)s+ s−ǫ) (24)
For any f ∈ H1(Ω), ‖f‖2L2(Ω) ≤ ‖f‖H1(Ω)‖f‖H1(Ω)∗ . Apply this to each component of the 2-form
d(W1 −W2) and use our a-priori bound on ‖Wl‖W 2,p(Ω), (24) becomes
|F(q1 − q2)(2ξ)| ≤ C(e2Ds‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+ ‖d(W1 −W2)‖λ/2H1(Ω)∗s+ s−ǫ)
So by estimate (19) we have
|F(q1 − q2)(2ξ)| ≤ C(e2Ds‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+
{|log‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
|−ǫ + ‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
}λ/4s+ s−ǫ)(25)
and this is valid for all s ≥ 1h0 and s ≥ |ξ|. Computing directly the H−1(Rn) norm of q1 − q2 by
using Fourier transform, (25) implies that for R > 0, s ≥ max{R, 1h0 }
‖q1 − q2‖2H−1 ≤ RnC ( e2Ds‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
+
{|log‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
|−ǫ + ‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
}λ/4s+ s−ǫ) + C
R2
Clearly, we can take ǫ < 1 without loss of generality. Furthermore, as in the previous section
we may assume that ‖ΛW1,q1 − ΛW2,q2‖ 1
2
,−1
2
≤ min{e−(
4D
h0
)8/(λǫ)
, 1} since the quantity e−(
4D
h0
)8/(λǫ)
depends only on the a-priori bound M but not the chosen electric and magnetic potentials. Under
these assumptions we may take Rn = sǫ/2 and s = 14D |log‖ΛW1,q1−ΛW2,q2‖ 12 ,−12 |
ǫ/8 ≥ 1h0 and simple
arithmetics establishes the lemma.
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PART III- Partial Data Estimate
7 Introduction
We now move on to the third part of the paper which addresses the stability problem when DN
map is known only on part of the boundary. The estimates will be of log log-type and will be
weaker than the one established in the full data case. For each γ˜ ∈ Sn−1 and ǫ0 > 0 we define the
front and back of the boundary ∂Ω with respect to γ˜ by
∂Ω+,ǫ0(γ˜) = {x ∈ ∂Ω | γ˜ · ν(x) > ǫ0} ∂Ω−,ǫ0(γ˜) = ∂Ω\∂Ω+,ǫ0(γ˜)
Using this notation with fixed ǫ0 > 0, we define for any magnetic potential W and electric potential
q the partial DN map Λ′W,q : H
3/2(∂Ω)→ H1/2(∂Ω−,2ǫ0(en)) by
Λ′W,qf = (ΛW,qf) |∂Ω−,2ǫ0 (en) ∀f ∈ H
3/2(∂Ω)
with the associated operator norm
‖Λ′W,q‖′ := sup{‖Λ′W,qf‖H1/2(∂Ω−,2ǫ0 (en)) | ‖f‖H3/2(∂Ω) = 1}
Given two sets of electric and magnetic potentials (W1, q1) and (W2, q2) we wish to estimate their
difference in terms of ‖Λ′W1,q1 − Λ′W2,q2‖′. More precisely,
Theorem 7.1 Let Ω be a bounded open subset of Rn with smooth boundary. For all M > 0, there
exists a C > 0, λ > 0 such that the estimate
‖IΩd(W1 −W2)‖2H−1(Rn) ≤ C{‖Λ′W1,q1 − Λ′W2,q2‖′λ + |log|log‖Λ′W1,q1 − Λ′W2,q2‖′||−2}
holds for all W1,W2 ∈ W 1,∞(Ω) and q1, q2 ∈ L∞(Ω) satisfying ‖Wl‖W 1,∞(Ω) ≤M , ‖ql‖L∞(Ω) ≤M
(l = 1, 2) and W1 =W2 on ∂Ω. Here IΩ(x) is the indicator function of Ω.
Theorem 7.2 Let Ω be a bounded open subset of Rn with smooth boundary. For all M > 0, there
exists a C > 0, λ > 0 such that the estimate
‖IΩ(q1 − q2)‖2H−1(Rn) ≤ C{‖Λ′W1,q1 − Λ′W2,q2‖′λ + |log|log‖Λ′W1,q1 − Λ′W2,q2‖′||−λ}
holds for all W1,W2 ∈ W 1,∞(Ω) and q1, q2 ∈ L∞(Ω) satisfying ‖Wl‖W 1,∞(Ω) ≤M , ‖ql‖L∞(Ω) ≤M
(l = 1, 2) and W1 =W2 on ∂Ω. Here IΩ(x) is the indicator function of Ω.
We conclude the introduction with a geometric observation which will be useful later. If we denote
by N(δ) = {γ˜ ∈ Sn−1 | dSn−1(γ˜, en) ≤ δ} to be a δ-neighbourhood around en on Sn−1 then for each
ǫ0 > 0 there exists a δ > 0 such that
∂Ω−,ǫ0(γ˜) ⊂ ∂Ω−,2ǫ0(en), ∀γ˜ ∈ N(δ)
A simple geometric argument shows that for each δ > 0 there exists a r1 > 0 such that if a ∈ R, b > 0
are real numbers satisfying |a| ≤ r1b then ben−aej|ben−aej | ∈ N(δ) ∩ span{en, ej}. With this fact as
motivation we define for each j ∈ {1, .., n − 1} the j-wedge by
Ej := {ξ ∈ Rn | |ξn| ≤ r1ξj}
Our proof of stability will be in two steps. First we will prove stability of the Fourier transform
only in the j-wedge. We will then use a stable analytic continuation result to obtain stability of
the Fourier transform in a ball of arbitrary radius. With this strategy in mind we will proceed with
the next section on some necessary estimates.
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8 Preliminary Estimates
In this section we state without proof two estimates which will be useful in deriving the partial
data stability estimate. The proofs are given in the references. The first is a Caleman estimate
which will allow us to bound the information we don’t have on ∂Ω+,ǫ0 by the information we do
have on ∂Ω−,ǫ0 . We begin by first defining the notion of a limiting Carleman weight.
Definition 8.1 A real smooth function ϕ on Ω˜ is said to be a limiting Carleman weight if it has
non-vanishing gradient on Ω˜ and satisfies
< ϕ′′∇ϕ,∇ϕ > + < ϕ′′ξ, ξ >= 0 when ξ2 = (∇ϕ)2 and ∇ϕ · ξ = 0
We now state the estimate we will use.
Proposition 8.1 [4] Let Ω˜, Ω be bounded open subsets in Rn such that Ω ⊂⊂ Ω˜ and ϕ be a C∞
limiting Carleman weight on Ω˜. For every M > 0, there exists a C > 0, h0 > 0 such that for all
C1 vector fields A on Ω¯ and q ∈ L∞(Ω) satisfying max(‖A‖C1(Ω), ‖q‖L∞(Ω)) ≤ M , the following
estimate holds
− h(∂νϕe
ϕ
h ∂νu | e
ϕ
h ∂νu)∂Ω− + ‖e
ϕ
h h∇u‖2 ≤ Ch2‖eϕhHA,qu‖2 + h(∂νϕe
ϕ
h ∂νu | e
ϕ
h ∂νu)∂Ω+ (26)
for all 0 < h < h0 and u ∈ H2(Ω) ∩H10 (Ω).
We will apply this proposition in the case when the limiting Carleman weight is x · γ˜ with γ˜ ∈ N(δ).
The result will be the type of estimates on the difference of the Fourier transform that we have
been seeing in part II. However, this time the estimate is only valid on a small wedge in phase space
instead of an entire ball. To remedy this problem we follow the idea of Heck-Wang in [5] and use
a stable dependence result for analytic continuation established by Vessella to extend the estimate
on the wedge to an estimate on the ball.
Proposition 8.2 [14] Let B2 denote the open ball of radius 2 centred around the origin and let E
be an open subset set of B1. If f is an analytic function with
‖∂αf‖L∞(B2) ≤
Mα!
ρ|α|
, ∀α ∈ Nn
for some M,a > 0 then
‖f‖L∞(B1) ≤ (2M)1−θ(|E|/|D|)(‖f‖L∞(E))θ(|E|/|D|)
where θ ∈ (0, 1) depends on ρ and n.
We will see later that the neccesity of this estimate is what contributes to the log log rate of
convergence for the partial data as oppose to the log-type stability we have for the full data
problem. I would be interesting to see whether one can refine such an estimate and consequently
derive a log-type estimate for the partial data problem.
9 Partial Data Estimate for the Magnetic Field
We prove theorem 7.1 in this section. We begin again with a discussion of (CGO) solutions. Note
that this time we are only allowed to consider phase variables ξ in the wedge Ej . This is due to
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the fact that we need γ˜ ∈ N(δ) for the estimate in proposition 8.1 to apply.
For all ξ ∈ Ej (j = 1, ..n − 1) such that ξj 6= 0, define γ˜ := ξjen−ξnej|ξjen−ξnej | ∈ N(δ). Here Ej and δ are
chosen as in the introduction of Part II.
Choose γ ⊥ γ˜, γ ⊥ ξ, |γ| = 1 and define µ = γ + iγ˜. For each s ≥ |ξ| let
ζ1(s) = ζ1 = −isγ˜ + g(ξ, s)γ + ξ
ζ2(s) = ζ2 = isγ˜ + g(ξ, s)γ − ξ
where g(ξ, s) =
√
s2 − |ξ|2. Note that ζl(s) can be written as ζl(s) = (−1)lisγ˜ + sγ′l (l = 1, 2)
provided we take
γ′1 =
g(ξ, s)γ + ξ
s
, γ′2 =
g(ξ, s)γ − ξ
s
Let σ0 > 0 and θ > 0 be chosen so that 0 < σ0 < σ0+θ <
1
4n+6 . Given anyW1,W2 ∈W 1,∞(Ω) such
that W1 = W2 on ∂Ω and ‖Wl‖W 1,∞(Ω) ≤ M , extend them to compactly supported vector fields
W˜1, W˜2 ∈ W 1,pc (Ω˜;Rn) as described in lemma 5.4. Therefore, there exists an M ′ > 0 and R > 0
such that W˜l ∈ W(M ′, R) whenever ‖Wl‖W 1,∞(Ω) ≤M . Proposition 4.1 then gives a C > 0, h0 > 0,
and 0 < ǫ < σ0(1 − np ) such that for all |ζl| ≥ 1h0 there exists solutions ul(x, ζl) to HW˜l,qlul = 0 in
R
n that are of the form:
ul(x, ζl) = e
iζl·x(eiχ|ζl|ϕ
♯
l + rl(x, ζl)) ‖rl(·, ζl)‖Htδ ≤ C|ζl|
t−ǫ t ∈ [0, 2] − 1 < δ < 0
ϕ♯l (x) = −
γ′l + (−1)liγ˜
2π
·
∫
R2
W˜ ♯l (x− γ′ly1 − (−1)lγ˜y2)
y1 + iy2
where χ|ζl| = χ(x/|ζl|θ) and W˜ ♯l =
∫ |ζl|nσ0χ(y|ζl|σ0)W˜l(x− y)dy
Note here that C, h0, and ǫ depend on dimension, Ω, θ, σ0 and M only but not on the choice of
(Wl, ql) as long as ‖Wl‖W 1,∞(Ω) ≤M and ‖ql‖L∞ ≤M . All constants in this section will have only
the aforementioned dependence.
9.1 Stability of Fourier Transform in a Cone
In this section we derive an estimate for the Fourier transform F(∂j(W˜1−W˜2)n−∂n(W˜1−W˜2)j)(ξ)
in the wedge ξ ∈ Ej . The main proposition is
Lemma 9.1 The following estimate holds for all ξ ∈ Ej such that |ξ| ≤ s
|
∫
Ω
e2iξ·x{ξj(W1 −W2)n − ξn(W1 −W2)j}dx|
≤ C|ξ|(eDs‖Λ′W1,q1 − Λ′W2,q2‖′ + (
√
1−
√
1− |ξ|2/s2)1−np + s−3ǫ/4)
Proof
For each ξ ∈ Ej let γ˜ := ξjen−ξnej|ξjen−ξnej | ∈ N(δ) and u1, u2 be the CGO solutions considered at the
beginning of the section. We start with equation (17)
2s
∫
Ω
µ¯ · (W1 −W2)e2iξ·x =
∫
∂Ω
u¯2(ΛW1,q1 − ΛW2,q2)u1 (27)
+
∫
Ω
(W 21 −W 22 + q2 − q1)u¯2u1 + f1(x, s) + f2(x, s)dx+G(ξ, s)
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where f1, f2, and G(ξ, s) are as in lemma 5.6 and 5.5. From the estimates in these two lemmas we
deduce that
|
∫
Ω
(W 21 −W 22 + q2 − q1)u¯2u1 + f1(x, s) + f2(x, s)dx+G(ξ, s)|
≤ s(s−ǫ + (
√
1−
√
1− |ξ|2/s2)1−np ) (28)
Denote by vl to be the solution of HWl,qlvl = 0 in Ω and vl = u1 on ∂Ω. Then the first term of (17)
can be written as
|
∫
∂Ω
u¯2(ΛW1,q1 − ΛW2,q2)u1| = |
∫
∂Ω−,ǫ0(γ˜)
u¯2(Λ
′
W1,q1 − Λ′W2,q2)u1 +
∫
∂Ω+,ǫ0 (γ˜)
u¯2∂νv|
≤ e2D‖Λ′W1,q1 − Λ′W2,q2‖′ + |
∫
∂Ω+,ǫ0(γ˜)
u¯2∂νv| (29)
where D := sup{|x| | x ∈ Ω} and v := v1 − v2. The particular form of u2 now gives
|
∫
∂Ω+,ǫ0 (γ˜)
u¯2∂νv| = |
∫
∂Ω+,ǫ0 (γ˜)
e−iζ¯2·x(e−iϕ¯
♯
2 + r¯2)∂νv|
≤ ‖e−iϕ¯♯2 + r¯2‖L2(∂Ω)‖e−sγ˜∂νv‖L2(∂Ω+,ǫ0 (γ˜)) (30)
Due to lemma 2.1 and the standard theory of the restriction operator, the ‖e−iϕ¯♯2 + r¯2‖L2(∂Ω) term
in (30) satisfies the estimate
‖e−iϕ¯♯2 + r¯2‖L2(∂Ω) ≤ C + ‖r¯2‖Hǫ/4(∂Ω) ≤ C(1 + ‖χΩr¯2‖H1/2+ǫ/4(Rn))
where χΩ is a compactly supported smooth function that is identically one on Ω. Since χΩ is
compactly supported, we have for all −1 < δ < 0,
‖χΩr¯2‖H1/2+ǫ/4(Rn) ≤ C‖χΩr¯2‖H1/2+ǫ/4δ (Rn) ≤ C‖r¯2‖H1/2+ǫ/4δ (Rn)
where the constant depends only on Ω and δ. These facts combined with proposition 4.1 then gives
the estimate
‖e−iϕ¯♯2 + r¯2‖L2(∂Ω) ≤ C(1 + s1/2−3ǫ/4) (31)
Moving on to the ‖e−sγ˜∂νv‖L2(∂Ω+,ǫ0 (γ˜)) term in (30) we observe that proposition 8.1 with Carleman
weight (−γ˜ · x) and operator HW2,q2 applied to v gives
ǫ0‖e−sγ˜∂νv‖2L2(∂Ω+,ǫ0 (γ˜)) ≤ (s
−1‖e−sγ˜·xHW2,q2v‖2L2(Ω) +
∫
∂Ω−,ǫ0 (γ˜)
|e−sγ˜·x∂νv|2)
≤ s−1‖e−sγ˜·x(W1 −W2) · ∇u1‖2L2(Ω) + ‖Λ′W1,q2 − Λ′W2,q2‖′2e2sD
+s−1‖e−sγ˜·x(∇ · (W1 −W2) + q1 − q2 +W 21 −W 22 )u1‖2L2(Ω)
≤ C(s+ s−1 + ‖Λ′W1,q2 − Λ′W2,q2‖′2e2sD)
for s >> D. Combining the above with (31) and substitute the result into inequality (30) we get
|
∫
∂Ω+,ǫ0(γ˜)
u¯2∂νv| ≤ C(1 + s−1 + s1−3ǫ/4 + ‖Λ′W1,q2 − Λ′W2,q2‖′esD)
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using the above inequality combined with (28) and (29) we can derive the following estimate from
identity (27)
|
∫
Ω
µ¯ · (W1 −W2)e2iξ·x| ≤ C(‖Λ′W1,q2 − Λ′W2,q2‖′esD + s−3ǫ/4 + (
√
1−
√
1− |ξ|2/s2)1−np )
Observe that since Im(−µ) = Im(µ¯) = (−γ˜), the same Carleman weight applies to give the same
estimate for −µ in place of µ¯
|
∫
Ω
−µ · (W1 −W2)e2iξ·x| ≤ C(‖Λ′W1,q2 − Λ′W2,q2‖′esD + s−3ǫ/4 + (
√
1−
√
1− |ξ|2/s2)1−np )
Add the two estimates together and multiply by |ξjen − ξnej | we have the desired estimate.
We have established stability on the wedge Ej for the Fourier transform of the component
∂j(W1 −W2)n − ∂n(W1 −W2)j of the curl. However we still have not established this estimate for
the (j, k) component when neither one of them is equal to n. But we will see in the next corollary
that this follows immediately from lemma 9.1 - provided we take smaller sets than the ones we
originally considered. We define the subset E˜j of Ej by
E˜j := {ξ ∈ Ej | ξn ≥ r1/2ξj}
Corollary 9.2 The following estimate holds for all ξ ∈ E˜j ∩ E˜k such that |ξ| ≤ s
|
∫
Ω
e2iξ·x{ξj(W1 −W2)k − ξk(W1 −W2)j}dx|
≤ C|ξ|(eDs‖Λ′W1,q1 − Λ′W1,q2‖′ + (
√
1−
√
1− |ξ|2/s2)1−np + s−3ǫ/4)
Proof
By lemma 9.1 we have for all ξ in E˜j ∩ E˜k
|
∫
Ω
e2iξ·x{ξj(W1 −W2)n − ξn(W1 −W2)j}dx|
≤ C|ξ|(eDs‖Λ′W1,q1 − Λ′W1,q2‖′ + (
√
1−
√
1− |ξ|2/s2)1−np + s−3ǫ/4)
multiply this inequality by | ξkξn | and use the definition of E˜k we have
|
∫
Ω
e2iξ·x{ξjξk
ξn
(W1 −W2)n − ξk(W1 −W2)j}dx|
≤ C
r1
|ξ|(eDs‖Λ′W1,q1 − Λ′W1,q2‖′ + (
√
1−
√
1− |ξ|2/s2)1−np + s−3ǫ/4)
Switching the role of j and k we have the following estimate:
|
∫
Ω
e2iξ·x{−ξjξk
ξn
(W1 −W2)n + ξj(W1 −W2)k}dx|
≤ C
r1
|ξ|(eDs‖Λ′W1,q1 − Λ′W1,q2‖′ + (
√
1−
√
1− |ξ|2/s2)1−np + s−3ǫ/4)
Add the two inequalities and we get the desired estimate.
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9.2 Proof of Theorem 7.1
We first apply the result of Vessella to extend the estimate we have in a small wedge to an estimate
on the entire ball of radius R ≤ s. Define fR(ξ) := F(∂j(W˜1 − W˜2)k − ∂k(W˜1 − W˜2)j)(Rξ). Note
that fR is analytic in B2 and satisfies the estimate
|∂αξ fR(ξ)| ≤
4MenR
(D−1)|α|
α! ∀ξ ∈ B2
where D := sup{|x| | x ∈ Ω} and M is the a-priori upper bound we have for the W 2,p(Ω) norm of
W1 and W2. Proposition 8.2 applies with E = E˜j ∩ E˜k ∩B1 to give the estimate
|fR(ξ)| ≤ (8enRM)1−λ(‖fR‖L∞(E))λ ∀ξ ∈ B1
Here λ ∈ (0, 1) depends only on r1, Ω and the dimension. By the fact that E˜j ∩ E˜k is a cone, we
may apply corollary 9.2 to obtain
‖fR‖L∞(E) = ‖F(∂j(W˜1 − W˜2)k − ∂k(W˜1 − W˜2)j)‖L∞(BR∩E˜j∩E˜k)
≤ CR(eDs‖Λ′W1,q1 − Λ′W2,q2‖′ + (
√
1−
√
1−R2/s2)1−np + s−3ǫ/4)
as long as s ≥ R. Combining the two inequalities and use the definition of fR we have
‖F(∂j(W˜1 − W˜2)k − ∂k(W˜1 − W˜2)j)‖L∞(BR) ≤ CRλenR(1−λ) × (32)
(eDs‖Λ′W1,q1 − Λ′W2,q2‖′ +
√
R2
s2
1−n
p
+ s−3ǫ/4)λ
for all R > 0 and s ≥ max{R, 1/h0}. Here we used the fact that R ≤ s and for t ∈ [0, 1] we have the
inequality
√
1− t ≥ 1 − t. With this estimate established for each component of F(d(W˜1 − W˜2)),
we now compute the H−1(Rn) norm of d(W˜1 − W˜2)
‖d(W˜1 − W˜2)‖2H−1(Rn) =
∫
BR
|F(d(W˜1 − W˜2))(ξ)|2
1 + |ξ|2 dξ +
∫
Rn\BR
|F(d(W˜1 − W˜2))(ξ)|2
1 + |ξ|2 dξ
≤ C(R2λ+ne2(1−λ)nR(e2Ds‖Λ′W1,q1 − Λ′W2,q2‖′2 + (R2/s2)ǫ + s−3ǫ/2)λ +R−2) (33)
here we have assumed without loss of generality that ǫ ≤ 1−n/p. We now choose s = R2R 2λ+nλǫ e2 1−λǫλ nR
so that
R2λ+ne2(1−λ)nR(e2Ds‖Λ′W1,q1−Λ′W2,q2‖′2+(R2/s2)ǫ+s−3ǫ/2)λ ≤ (ee
KR‖Λ′W1,q1−Λ′W2,q2‖′2+e−(1−λ)R)λ
for some K > 0 depending only on Ω, ǫ, and λ. Substitute the above inequality into (33) we get
‖d(W˜1 − W˜2)‖2H−1(Rn) ≤ C((ee
KR‖Λ′W1,q1 − Λ′W2,q2‖′2 + e−(1−λ)R)λ +R−2)
and we are free to choose R > 0. Assume without loss of generality that ‖Λ′W1,q1 − Λ′W2,q2‖′ ≤ e−e
and set R = 1K log(log
1
‖Λ′W1,q1−Λ
′
W2,q2
‖′ ) the proof is complete. 
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10 Stability for Electric Potential
In this section we give a sketch of the proof of theorem 7.2. We will omit the details since the proof
is simply a combination of techniques employed in the proof of theorem 7.1 and theorem 6.1. First
we replace the magnetic potential Wl by W
′
l as in the proof of the full data stability and observe
that Λ′W ′l ,ql = Λ
′
Wl,ql
. Define u1, u2 and v as in proof of lemma 9.1. Following the same steps as in
proof of theorem 6.1, we have that for all ξ ∈ ⋃n−1j=1 Ej such that |ξ| ≤ R
|F(q1 − q2)(2ξ)| ≤ C(e2Ds‖Λ′W1,q1 − Λ′W2,q2‖′ + ‖d(W1 −W2)‖
λ/2
H1(Ω)∗
s+ s−ǫ
+
∫
∂Ω+,ǫ0(γ˜)(γ˜)
|u¯2∂νv|) (34)
As in the proof of lemma 9.1∫
∂Ω+,ǫ0(γ˜)
|u¯2∂νv| ≤ C(1 + s1−3ǫ/4)‖e−sγ˜∂νv‖L2(∂Ω+,ǫ0 (γ˜)) (35)
Apply Carleman estimate to the second term on the RHS of (35) we have
ǫ0‖e−sγ˜∂νv‖2L2(∂Ω+,ǫ0 (γ˜)) ≤ s
−1(‖e−sγ˜·x(W ′1 −W ′2) · ∇u1‖2L2(Ω) +C) + ‖Λ′W1,q2 − Λ′W2,q2‖′2e2sD
≤ s−1(‖W ′1 −W ′2‖L∞(Ω)s2 + C) + ‖Λ′W1,q2 − Λ′W2,q2‖′2e2sD
≤ s−1(‖W ′1 −W ′2‖L∞(Ω)s2 + C) + ‖Λ′W1,q2 − Λ′W2,q2‖′2e2sD
≤ s−1C(‖d(W1 −W2)‖H1(Ω)∗s2 + 1) + ‖Λ′W1,q2 − Λ′W2,q2‖′2e2sD (36)
where the last inequality comes from applying lemma 6.2 to W ′1 − W ′2 then use interpolation
inequalities. Combining (36), (35), and (34) we have the following estimate for the Fourier transform
of (q1 − q2) in the wedge ξ ∈
⋃n−1
j=1 Ej
|F(q1 − q2)(2ξ)| ≤ C(e2Ds‖Λ′W1,q1 − Λ′W2,q2‖′ + s−3ǫ/4 + ‖d(W1 −W2)‖
λ/2
H1(Ω)∗
s2)
Theorem 7.1 applies to give
|F(q1 − q2)(2ξ)| ≤ C(e2Ds‖Λ′W1,q1 − Λ′W2,q2‖′ + s−3ǫ/4
+(‖Λ′W1,q1 − Λ′W2,q2‖′λ +
1
|log(|log‖Λ′W1 ,q1 − Λ′W2,q2‖′|)|
)λ/2s2)
for all ξ ∈ ⋃n−1j=1 Ej. The theorem now follows from proposition 8.2 and standard computation.
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