Abstract: Using data from 2005 to 2016, this paper examines if players in the National Hockey League (NHL) are being paid a positive differential for their services due to the competition from the Kontinental Hockey League (KHL) and the Swedish Hockey League (SHL). In order to control for performance, we use two different large datasets, (N = 4046) and (N = 1717). In keeping with the existing literature, we use lagged performance statistics and dummy variables to control for the type of NHL contract. The first dataset contains lagged career performance statistics, while the performance statistics are based on the statistics generated during the years under the player's previous contract. Fixed effects least squares (FELS) and quantile regression results suggest that player production statistics, contract status, and country of origin are significant determinants of NHL player salaries.
Introduction
The Kontinental Hockey League (KHL) was founded in 2008. It comprises of 27 teams based in Belarus, China, Finland, Kazakhstan, Latvia, Russia, and Slovakia. The Swedish Hockey League (SHL) was founded in 1975. It comprises of 14 teams that play their games in Sweden. The existence of these two leagues may provide an alternative to the National Hockey League (NHL) for players who want to play professional hockey. We examine if players that may play in these leagues because of their country of origin now command a higher salary in the NHL. Figure 1 plots the annual average value (AAV) for players by their country of origin. AAV is the total salary over the term of a contract divided by the length of the contract in years plus annualized performance bonuses. The data are taken from https://www.capfriendly.com. In the 2015-2016 season, the NHL consisted of players from all over the globe, with players of Canadian descent dominating the league at 49%. Second on the list were players from the United States at 24.6%. Players of Swedish descent came third, making up 8.6% of the league, followed by Russians at 4.1%. Players from Czech Republic and Finland each represented 3.9% of the league. Looking at Figure 1 , it is clear that median Russian, Swedish, Finnish, and Czech salaries exceed those of American and Canadians for every given year. Is this because Russian and European players are more talented than their American and Canadian counterparts? Or is it because Russian and European players have more leverage in NHL salary negotiations because of the demand from the KHL and the SHL for their services? We use salary and NHL statistics from the 2005-2016 seasons to explore these questions. 
Literature Review
Salary discrimination and entry discrimination have both been studied extensively in North American professional sports (Kahn 1992; Holmes 2011; Yang and Lin 2012) . Earlier studies focus on the discrimination against Francophones on Anglophone Canadian NHL teams (Lavoie et al. 1987; Jones and Walsh 1988) . Previous studies on the NHL found salary discrimination against European players in the NHL (Bruggink and Williams 2009) . Recently, Christie and Lavoie found discrimination against young Russian players in the NHL draft (Christie and Lavoie 2015) .
There is also an established literature on salary and player performance in the NHL. There are many statistics that can determine what a player may be worth. The most common statistics used are points (for offensive production), penalty minutes (for defensive intensity), and a plus/minus statistic for a combination of both offensive and defensive skills (Idson and Kahane 2001) . The impact of a player's statistics on their salary can be challenging due to the fact that players are paid based on statistics of their play in previous years (Kahane 2001 ). Kahane uses lagged career statistics to account for this fact. Brander and Egan use on-ice statistics from the year immediately prior to the contract that determines the player's salary in their dataset (Brander and Egan 2018) . They also control for the type of player contract using dummy variables. We too use lagged on-ice statistics for the same reasons and dummy variables to control for the type of player contracts. Holmes studies the impact of performance on salary in Major League Baseball (Holmes 2011) . He points out that ordinary least squares (OLS) models that employ a single dummy for ethnicity may fail to detect discrimination at various levels of the salary distribution. His approach is to use a quantile regression model, which detects the subtleties of discrimination at different quantiles. Vincent and Eastman also employ quantile regression to examine the impact of performance on salary at different quantiles of the NHL wage distribution (Vincent and Eastman 2009) . They claim that the standard conditional expectations model employed by OLS misses some important subtleties of the earnings determination in the NHL, as opposing effects at different quantiles may cancel each other out in a single mean conditional $500,000 $1,000,000 $1,500,000 $2,000,000 $2,500,000 $3,000,000 $3,500,000 $4,000,000 
There is also an established literature on salary and player performance in the NHL. There are many statistics that can determine what a player may be worth. The most common statistics used are points (for offensive production), penalty minutes (for defensive intensity), and a plus/minus statistic for a combination of both offensive and defensive skills (Idson and Kahane 2001) . The impact of a player's statistics on their salary can be challenging due to the fact that players are paid based on statistics of their play in previous years (Kahane 2001 ). Kahane uses lagged career statistics to account for this fact. Brander and Egan use on-ice statistics from the year immediately prior to the contract that determines the player's salary in their dataset (Brander and Egan 2018) . They also control for the type of player contract using dummy variables. We too use lagged on-ice statistics for the same reasons and dummy variables to control for the type of player contracts. Holmes studies the impact of performance on salary in Major League Baseball (Holmes 2011) . He points out that ordinary least squares (OLS) models that employ a single dummy for ethnicity may fail to detect discrimination at various levels of the salary distribution. His approach is to use a quantile regression model, which detects the subtleties of discrimination at different quantiles. Vincent and Eastman also employ quantile regression to examine the impact of performance on salary at different quantiles of the NHL wage distribution (Vincent and Eastman 2009) . They claim that the standard conditional expectations model employed by OLS misses some important subtleties of the earnings determination in the NHL, as opposing effects at different quantiles may cancel each other out in a single mean conditional expectations OLS model. We also present results from quantile regressions in addition to fixed effects ordinary least squares results (FELS).
Data
Two panel datasets, (N = 4046) and (N = 1717), are used in this study. The first dataset, called career lagged statistics data, uses player-years as the unit of observation. The second dataset, called previous contract statistics data, uses player contracts as the unit of observation. Both datasets include players that played in the NHL during the 2005-2006 to 2015-2016 seasons. Players must have played over 25 games in at least one season over the course of their career or their previous contract to be considered a full time player for the purposes of this study. Goalies are excluded because their statistics are quite different from other players. We also exclude any players that were traded during a season to another team. The original NHL statistical player data come from http://www.hockeyabstract.com and Rob Vollman, while the annual average value (AAV) data come from https://www.capfriendly.com.
The first panel dataset has player-years as the unit of observation. The nominal version of the dependent variable in this dataset is called the AAV. The AAV is the total salary over the term of a contract divided by the length of the contract in years plus annualized performance bonuses. We use AAV in part because it also factors in performance bonuses. This figure is used instead of total salary due to the variance in pay per season and the unavailability of total salary for some players. We obtain real AAV in year t by deflating nominal AAV in year t by the NHL salary cap in year t. AAV is expressed as a percentage of the NHL salary cap in a given year. Salary cap is used as the deflator instead of the consumer price index (CPI) because the salary cap rises faster than the CPI. We thank an anonymous referee for this helpful suggestion. As with Kahane, our first dataset uses lagged career statistics. In other words, player i's AAV in year t is a function of his career statistics accumulated until year t − 1. The first dataset includes players on all types of contracts, including players on entry level contracts. We include a table of sample statistics by country of origin for this dataset in Table 1 . We thank an anonymous referee for suggesting this table. The second panel dataset has contract-years as the unit of observation. The dependent variable in the second dataset (previous contract statistics) is the real AAV of a player in the first year of a new contract. Once again, we obtain real AAV in year t by deflating nominal AAV in year t by the NHL salary cap in year t. AAV is expressed as a percentage of the NHL salary cap in a given year for the reasons stated above. The player statistics in the second (contract lagged statistics) are the player's statistics averaged over the years of their last contract. After excluding observations for missing data, this reduces the number of data points from 4046 to 1717. Both datasets contain dummy variables to control for the type of player contract. We thank an anonymous referee for this excellent suggestion. The previous contract dataset does not have players on entry level contracts; therefore, in keeping with Brander and Egan, restricted free agents (RFA) are the default comparison group. Both datasets also contain dummy variables for the player's country of origin, team, and annual fixed effects. The second dataset does not have players on entry level contracts, as they have no previous NHL contract on-ice statistics. For the most part, academic researchers in the literature use lagged career statistics, while NHL executives tend to look at more recent measures of player performance, such as their statistics from their last few years. A notable exception is Brander and Egan, who use statistics from the year prior to the current contract. It is interesting to compare and contrast the results from the career lagged statistics dataset and the previous contract statistics dataset.
Empirical Model
The first empirical model, given by Equation (1), is applied to all players in both datasets. The second model, given by Equation (2), is estimated separately for defensemen and forwards in both datasets. We thank an anonymous referee for this suggestion. We employ dummy variables to capture the effects of nationality on salary. In addition, we also employ team specific and annual dummy variables to control for team and annual effects.
Real AAV =β 1 + β 2 Games played + β 3 Goals per game + β 4 Assists per game + β 5 Plus-minus + β 6 Penalty minutes per game + β 7 Shots per game + β 8 Time on ice per game + β 9 Defenseman Dummy + β 10 Defenseman Dummy X Time on ice per game + β 11 Left Handed Player Dummy + β 12 RFA Dummy + β 12 UFA Dummy + β 13 TFP35 Dummy + β 14 UFA Years Lost Dummy (1) Real AAV =β 1 + β 2 Games played + β 3 Goals per game + β 4 Assists per game + β 5 Plus-minus + β 6 Penalty minutes per game + β 7 Shots per game + β 8 Time on ice per game + β 9 Left Handed Player Dummy + β 10 RFA Dummy + β 11 UFA Dummy + β 12 TFP35 Dummy + β 13 UFA Years Lost Dummy
Real AAV is nominal AAV expressed as a percentage of the NHL salary cap in a given year. UFA stands for unrestricted free agents.
The on-ice variables are taken from (Kahane 2001) . Games played is the total amount of games a player has played in during his career in t − 1 years or during his last contract, depending on the dataset. Each of the on-ice performance statistics is averaged over the entire course of the player's previous years in the NHL for the lagged career statistics dataset and over the course of the years of his last contract for the previous contract statistics dataset. Goals per game is the amount of goals a player scored per game. Assists per game represents the amount of assists per game a player made divided by the number of games that he has played. Points are left out of the study because they are made up of goals and assists, both of which are already counted for. Plus-minus represents a player's career plus/minus figure, a measurement describing the amount of times a player is on the ice for a goal or a goal against. If a player is out for a goal, then he gets a +1 rating, and if he is out for a goal against, he gets a −1 rating. Penalty minutes per game is the amount of penalty minutes taken per game during the time period in question. According to a referee, this is a good indicator of toughness for a player, and teams are willing to pay more for that player characteristic.
The literature finds that salary is influenced positively with goals and assists per game, plus-minus, and penalty minutes (Bruggink and Williams 2009) . Shots per game is given by the total number of shots taken divided by the total number of games played. It is used as an indicator of offensive play other than goals and assists. Time on ice per game represents average time on ice per game for a player during his career. This indicates how much a player was on the ice for his team and usually shows if the player was used in special team situations.
In keeping with Coates (2017), we control for left handed players using the left handed player dummy that takes on a value of one if the player is left handed and zero otherwise. Coates finds that left handed players are paid a premium.
Defensemen play more minutes than forwards, thus we estimate the model separately for each group using Equation (2). The defenseman dummy takes on a value of one if the player is a defenseman and takes on a value of zero otherwise. At the suggestion of a referee, we account for the extra time played by defensemen by interacting the defensemen dummy with the time on ice variable when estimating (1) over both groups of players. This allows the slope of the time on ice variable to differ between defensemen and forwards. Our maintained hypothesis is that defensemen are usually paid less than other players but that they are paid more for their time on ice than forwards. We also include dummy variables to control for the player's country of origin. We classify players into seven groups: Canadian, American, Russian, Swedish, Finnish, Czech, and Other. We include dummy variables for all groups except Canadians. Thus, all country dummies are in reference to the AAVs earned by Canadian players in the NHL.
Following Brander and Egan, we also include contract type dummies in both equations to control for the types of contracts and their impact on AAV. We thank an anonymous referee for this excellent suggestion. The reader is referred to Brander and Egan (page 86) for an excellent discussion of the different types of contracts and their impact on a player's AAV. Most players start their careers on an entry level contract. This is the type of contract that we omit from the regression. Therefore, all contract dummy coefficients are to be interpreted relative to the impact of an entry level contract on player earnings. The RFA dummy takes on a value of one if the player is on a restricted free agent contract and zero otherwise. The UFA dummy takes on a value of one if the player is on an unrestricted free agent contract and zero otherwise. The TFP35 dummy takes on a value of one if the player is on a 35 plus TFP contract and zero otherwise. The UFA Years Lost variable is the number of years above the age of 27 that a player continues to play on as an RFA. According to Brander and Egan, UFAs have much more bargaining power than RFAs. TFP35s can also sell their services to the highest bidder but have some salary cap implications that reduce their bargaining power compared to UFAs. Brander and Egan find that players who play on beyond the age of 27 as RFAs receive a slight premium relative to other RFA players in order to do so. They capture this effect using the UFA years lost dummy variable.
Empirical Results
We employ fixed effects OLS estimators and quantile regression estimators for Equations (1) and (2) in both datasets. Table 2 contains the FELS results for Equations (1) and (2) for all players. At the suggestion of an anonymous referee, we also estimate Equations (1) and (2) separately for forwards and for defensemen. Columns (1) to (3) are estimates of Equations (1) and (2) from the career lagged statistics dataset. Column (1) is the estimate of Equation (1), while columns (2) and (3) are the estimates of Equation (2) applied to defensemen and forwards, respectively, for the career statistics lagged dataset. Similarly, columns (4) to (6) contain the FELS estimates of Equations (1) and (2) estimated from the contract lagged dataset. We also employ Newey-West robust standard errors for the FELS models, because White and Breusch-Godfrey tests indicate the presence of both Heteroskedasticity and Serial Correlation, respectively. In keeping with Brander and Egan, we use a linear functional form instead of the semi-logarithmic functional form proposed by Mincer (1958) . The FELS results, columns (1) through (6), in Table 2 support all of the maintained hypotheses about player statistics and salary. All of the performance measure-games played, goals per game, assists per game, etc.-are statistically significant across both datasets, and the coefficients of the various performance statistics have the expected positive signs for all three groups of players (all players, defensemen, and forwards). A unit increase in a given continuous independent variable is interpreted as a percentage change of real AAV equal to the coefficient of the given variable. In column (1), an increase in one game played results in a 0.01 percent increase in a player's salary, where salary is expressed as a percentage of the NHL salary cap, and so on. Penalty minutes per game are positive and significant in both datasets. The dummy variable for defenseman is negative and statistically significant in both datasets, indicating that defensemen get paid less than forwards. However, defensemen do play more minutes, and the positive and significant sign on the defensemen and time on ice interaction variable has a positive and significant sign. The dummy variable for left handed players is insignificant in both datasets. Both Russian and Swedish players command a higher salary over their Canadian counterparts (the omitted player category). The adjusted R-squares from both datasets are pretty close in magnitude. The difference in the magnitude of corresponding on-ice coefficients between both datasets is also quite small. Therefore, as a practical matter, the FELS results suggest that using one year lagged career statistics or statistics from the player's last contract does not make much of a difference in the findings. The dummy variable for left handed players (Left Handed player) is insignificant across all three groups of players in both the career lagged and the contract lagged statistics datasets.
Country of origin effects are captured by the dummy variables named for the players' countries of origin (USA, Russia, Sweden, Finland, Czechoslovakia, and Other). The comparison group is Canadian players. Players of Russian origin have positive and significant coefficients across all models in both datasets. This indicates that Russians are paid more than their Canadian counterparts. The dummy variable coefficient for Swedish defensemen is positive and significant in both the lagged career and the previous contract datasets (columns (2) and (4)), indicating that some Swedish players also command a premium. Czech defensemen command a higher AAV but only based on the previous contract dataset. Finally, USA forwards get paid less than their Canadian counterparts based on the career lagged dataset alone. The reader may refer back to Table 1 to compare and contrast sample statistics by player's country of origin.
We include contract status dummy variables in all of our models, because a player's contract status impacts their bargaining power and consequently their AAV. We are thankful to an anonymous referee for suggesting this improvement. Compared to entry level players, players who are restricted and unrestricted free agents command a premium. The contract status dummy variables, RFA, UFA, and TFP35, have the expected signs and are significant in most of the models. The comparison group in the career lagged statistics dataset is players on entry level contracts, while the comparison group in the previous contract dataset is restricted free agents. Both the RFA and the UFA dummies are positive and significant in the majority of the regression estimates. TFP35 players command a slightly lower premium than other UFAs because of certain salary cap rules. This is consistent with the negative sign on the TFP35 dummy. Finally, the UFA years lost dummy is positive and significant only for forwards in the career lagged dataset. Brander and Egan suggest that this is because RFAs that give up some years of unrestricted free agency are expected to receive slightly larger RFA contracts to compensate them for the delay to becoming unrestricted free agents.
We turn next to the quantile regressions estimates of Equation (1) from both the career lagged statistics dataset and the previous contract statistics dataset. We use Huber-White robust standard errors. As Vincent and Eastman point out, different variables have varying impacts at different quantiles of the wage distribution. Quantile regression estimates allow us to estimate these impacts at different quantiles of the wage distribution. The quantile regression results for the career lagged dataset are displayed in Table 3, while Table 4 gives the quantile regression results based on the player's previous contract statistics. The career lagged dataset contains players on all types of contracts. The comparison group is players on entry level contracts. The previous contract dataset only contains players that are RFAs, UFAs, and TFP35s, thus the default comparison group in Table 4 is RFAs. We employ robust Huber-Sandwich standard errors and covariances for the quantile regressions. Once again, we do not report the annual and the team specific dummy variables for the sake of brevity.
The coefficient on games played is positive and significant across the 10th, the 25th, and the 50th quantiles in both datasets. Goals and assists per game are significant and positive across all quantiles in both datasets. The plus-minus variable is significant and positive up to the 75th quantile in the lagged career statistics dataset (Table 3) and across all quantiles in the previous contract dataset (Table 4) . Penalty minutes per game is significant across all quantiles in the lagged career statistics dataset and is significant and positive up to the 75th quantile in the lagged contract statistics dataset (Table 4) . Shots per game and time on ice per game are significant across all quantiles in both datasets.
Defensemen are paid less than forwards at the 50th, the 75th, and the 90th quantiles across both datasets. However, this effect is lessened when the defensemen time on ice interaction dummy has a positive and significant coefficient at the same quantiles in both datasets. The net effect of the defensemen dummy coefficient plus the defensemen time on ice interaction dummy coefficient is still negative at the 50th, the 75th, and the 90th quantiles. Once again, the dummy variable for left handed players is insignificant across all quantiles in both datasets. The country of origin dummies show that Russian players are paid more than Canadian players at all quantiles except the 90th quantile in both datasets. Swedes and Finns are paid more at the 10th and the 25th quantiles according to the estimates from the lagged career statistics dataset. However, according to the regressions based on the contract lagged statistics dataset, they are paid more only at the median quantile. American players are underpaid relative to the Canadian group of players at the 50th quantile based on the lagged career dataset in Table 3 . The RFA contract status dummy is positive and significant in Table 3 up to the median quartile. Table 4 does not contain the RFA dummy because RFAs make up the comparison group in the contract lagged dataset. The UFA dummy is insignificant at all quantiles in the career lagged statistics dataset in Table 3 . However, it is significant and positive at the 50th, the 75th, and the 90th quantiles in the contract lagged statistics dataset. This is in keeping with the logic that unrestricted free agents have more bargaining power and are likely to secure higher AAVs. The TFP35 dummy is negative and significant across all quantiles in the career lagged statistics dataset, while it is negatively significant at the 50th, the 75th, and the 90th quantiles in the contract lagged statistics dataset. This is in keeping with the reasoning that more restrictive salary cap rules make teams less likely to award high TFP35 contracts. The contract status dummies tend to perform better in the contract statistics lagged dataset than the career lagged statistics performance dataset. General managers are more likely to base their decisions on a player's recent productivity from their last few years rather than on their career statistics. For older players, such as those in the TFP35 category, there could be a significant difference in those statistics.
Conclusions
The purpose of this paper is to examine if the country of origin influences a player's average annual contract value in the NHL after controlling for on ice performance, contract status, and position. We use two different sets of on-ice statistics to control for on-ice performance. The first dataset contains players' average annual values of their current contract in each year and a lagged career average of their various on ice statistics. This is the type of data used in most academic studies. The second dataset looks at player's real average annual value in the first year of a new contract as a function of their average on-ice statistics during their last contract. This is the type of data that most NHL teams are likely to use when making contract offers.
The FELS results for on-ice production statistics are quite similar across both datasets. We find that players annual average values increase with their on-ice performance measured by games played, goals per game, assists per game, their plus-minus statistic, penalty minutes per game, shots per game, and their time on ice per game. However, the FELS results suggest that defensemen get paid less than forwards. The FELS results from both datasets do not support the idea that left handed players are paid more for being left handed. After controlling for on-ice productivity, contract status, and position, we find that Russian players are paid more than others in the NHL across the board in all FELS regressions based on both datasets. We also find that Swedish and Czech defensemen get paid more than their Canadian counterparts.
The quantile regression results are a little more nuanced and insightful. These results for both datasets show that on-ice productivity, for the most part, is related positively to NHL salaries. In general, goals per game, assists per game, plus-minus, penalty minutes, and shots per game are related positively and significantly to player salary. However, according to the estimates from the contract lagged statistics, games played is not significant in determining salary at the 75th and the 90th quantiles. This suggests that NHL general managers view the relationship between games played and higher end salaries differently than the results from academic studies, which find games played and salary to be related at all quantiles.
We find that defensemen are paid less than forwards at the 50th, the 75th, and the 90th quantiles in both datasets. However, when accounting for the time on ice played by defensemen, we find that defensemen are paid a little more than forwards for their time on ice. This allows us to understand why past FELS results in the literature found that defensemen get paid less than forwards. However, this slight increase is not enough to offset the negative differential in pay between forwards and defensemen, and defensemen still get paid less than forwards at the middle to upper quantiles of the distribution. These results are consistent with previous findings by Kahane (2001) . However, unlike Coates (2017), we do not find any significant salary differential for left handed players.
The results from the contract lagged statistics dataset show that Russians get paid more at every quantile up to the 75th quantile. Players from other countries do not see additional compensation above the median quantile. There is also a country of origin effect on compensation for Swedish and Czech players from the lower to the middle quantiles, depending on the dataset used. Given that the KHL and the SHL cannot outbid NHL teams for the very top talent, it makes sense that country of origin dummies are insignificant beyond the median quantile (for the previous contract dataset). The only exception is Russia, which is significant at the 75th quantile. These country of origin effects are observed after controlling for on-ice performance, contract status, team effects, annual effects, and player position. Given that NHL teams are trying to win subject to a hard salary cap, the only plausible explanation is that some of these Russian, Swedish, and Czech players have leverage in negotiations due to the availability of options to play in other leagues such as the SHL and the KHL.
According to the dataset based on lagged career statistics, Russians get paid more in the NHL at every quantile. However, NHL teams are more likely to award contracts based on recent performance as measured by the previous contract dataset.
In closing, this study suggests that, while the statistical significance of most on ice performance variables on AAV are very similar between career lagged statistics and previous contract lagged statistics datasets, there may be differences in the magnitude of the coefficients. Academics may be missing nuances of salary studies by just focusing on lagged career statistics instead of statistics generated during the player's most recent contract. In addition, the use of quantile regression produces interesting results at different points of the wage distribution that are masked by the use of a simple ordinary least squares estimator.
