Abstract. We present new results related to various equivalents of the mixed-type reverse order law for the Moore-Penrose inverse for operators on Hilbert spaces. Recent finite-dimensional results of Tian are extended to Hilbert space operators. 
is the standard Moore-Penrose inverse A † of A. We assume that the reader is familiar with the generalized invertibility and the Moore-Penrose inverse (see, for example, [BIG] , [C] , [H] ).
We continue with several auxiliary results. The proof is straightforward.
Lemma 1.2 ( [DjD] ). Let A ∈ L(X, Y ) have a closed range. Let X 1 and X 2 be closed and mutually orthogonal subspaces of X such that X = X 1 ⊕ X 2 . Let Y 1 and Y 2 be closed and mutually orthogonal subspaces of Y such that Y = Y 1 ⊕ Y 2 . Then the operator A has the following matrix representations with respect to the orthogonal decompositions X = X 1 ⊕X 2 = R(A * 
where
Here A i denote different operators in different cases.
The reader should notice the difference between the following notations. If A, B ∈ L(X), then [A, B] = AB−BA denotes the commutator of A and B.
X Y → Z denotes the matrix form of the corresponding operator. In the following lemma, a lot of well-known and important facts and properties concerning the Moore-Penrose inverse are collected, especially those which we use in the proof of the main theorem. Lemma 1.3 ( [BIG] , [DjR] ). Let A ∈ L(X, Y ) be a closed range operator, and let M ∈ L(Y ) and N ∈ L(X) be positive definite and invertible operators. Then: We shall also use the following result from [DW] , which can be easily extended from complex matrices to bounded linear Hilbert space operators. Lemma 1.6. Let H i (i = 1, 4) be Hilbert spaces, and let C ∈ L(H 1 , H 2 ), X ∈ L(H 2 , H 3 ) and B ∈ L(H 3 , H 4 ) be closed range operators. Then
Let A be a unital C * -algebra with unit 1. Denote the set of all projections by P(A) = {p ∈ A : p 2 = p = p * }. In [L, Theorem 10 .a] the following results are proved.
Lemma 1.7 ( [L] ). Let p, q ∈ P(A). Then the following statements are equivalent:
We shall use these results in the case of A = L(X).
2. Main results. Many necessary and sufficient conditions for (AB) † = B † A † to hold were given in the literature. In the paper of Tian [T3] , one can find the following important relation:
The next theorem is our main result, and it represents a generalization of results from [T4] to the infinite-dimensional setting.
Theorem 2.1. Let X, Y , Z be Hilbert spaces, and let A ∈ L(Y, Z) and B ∈ L(X, Y ) be operators such that A, B and AB have closed ranges. The following statements are equivalent:
Proof. The existence of various terms appearing in the statements of the theorem follows mainly from Lemma 1.4, and from properties of kernels and ranges of operators (see Lemma 1.3). The existence of the Moore-Penrose inverse of the products like (I − BB † )(I − A † A) follows from Lemma 1.7.
Using Lemma 1.1, we conclude that the operator B has the matrix form
where B 1 is invertible. Then
From Lemma 1.2 it also follows that the operator A has the matrix form
invertible and positive in L(R(A)). Then
First we find an equivalent form for (a1). We have
and consequently
It follows that
By checking the Penrose equations, the last formula holds if and only if
Hence, (a1) is equivalent to (2.1). Let us now find some more statements equivalent to (a1). Using Lemma 1.5, we deduce that (2.1) is equivalent to 
is equivalent to
and to
Now, we find a statement equivalent to (g3). The condition R(AA * AB) = R(AB) and R(B * B(AB)
which is equivalent to (2.1). Hence, (g3) is equivalent to (a1). Analogously, the equivalencies (b1)⇔(g3), (c1)⇔(g3) and (d1)⇔(g3) can be proved.
Let us now prove, for example, (c2)⇔(g3). Using the above notation, and
it is easy to see that
shows that the last equality is equivalent to
so we have just proved that (c2) is equivalent to (g3). Analogously, we prove the equivalencies (a2)⇔(g3), (b2)⇔(g3) and (d2)⇔(g3).
In proving equivalencies including e-statements, there are no other techniques besides those we have already used in the previous part of the proof.
The table of appropriate equivalent statements is given below as some kind of overview, and also for the sake of completeness: 
Suppose that (f2) holds; if we postmultiply each equation of (2.5) by A * i , and add them, we obtain
which holds, by Lemma 1.6, if and only if N (A 1 B 1 B * 1 B 1 ) = N (A 1 B 1 ). As in the previous part of the proof, (2.6) is equivalent to R(DA 1 ) = R(A 1 ). So, (f2)⇒(a1). The reverse implication is easy.
Let us now find statements equivalent to (g1) and (g2). First, (g1): 
On the other hand, for (g2) we obtain (g2.1) ⇔ R((AB) †
