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Uvod
Logisticˇka regresija je statisticˇka metoda za analizu skupa podataka u kojem postoji jedna
ili visˇe nezavisnih varijabli, odnosno prediktora, koje odreduju ishod, odnosno zavisnu
varijablu. Pogodna je za situacije kada relacija izmedu zavisne i nezavisne varijable nije
linearna.
Ishod mozˇe biti dihotomna varijabla, odnosno imati dva moguc´a ishoda. Ukoliko
imamo samo jednu nezavisnu varijablu kazˇemo da je rijecˇ o jednostavnoj logisticˇkoj regre-
siji, te o tome pisˇemo u prvom poglavlju. Ukoliko imamo dvije ili visˇe nezavisnih varijabli,
kazˇemo da je rijecˇ o slozˇenoj logisticˇkoj regresiji, i to je sadrzˇaj drugog poglavlja.
Ukoliko ishod nije dihotomna varijabla nego ima tri ili visˇe kategorija, odnosno kada
je ishod multinomna varijabla, takvu logisticˇku regresiju zovemo polinomna logisticˇka
regresija, te o njoj pisˇemo u trec´em poglavlju.
Glavna zadac´a logisticˇke regresije je odrediti omjer izgleda promjene kategorije za-
visne varijable (prelazak iz jedne kategorije u drugu) ukoliko se promjeni neka nezavisna
varijabla. Upravo to c´emo probati odrediti u primjeru iz biomedicine koja se bazira na
pacijentima s kronicˇnom upalom crijeva, a to je u ovom primjeru Crohnova bolest.
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Poglavlje 1
Jednostavan logisticˇki regresijski model
Jednostavan logisticˇki regresijski model primijenjujemo kada zavisnu varijablu (varijablu
odziva), koja ima dva moguc´a ishoda, odnosno koja je binomna ili dihotomna, zˇelimo
opisati pomoc´u jedne nezavisne varijable, tj. jednog prediktora.
1.1 Omjer izgleda
Vazˇni pojmovi u logisticˇkoj regresiji su upravo izgledi (engl. odds) te omjeri izgleda (engl.
odds ratio). Pokusˇat c´emo ih objasniti pomoc´u sljedec´e frekvencijske tablice.
Bolestan Zdrav Ukupno
Faktor
Pusˇacˇ a b a+b
Nepusˇacˇ c d c+d
Ukupno a+c b+d a+b+c+d
Tablica 1.1: Ocjena rizika
Neka je p vjerojatnost nekog dogadaja, odnosno u nasˇem slucˇaju vjerojatnost bolesti.
Izgled (odds) da razvijemo neku bolest je omjer izmedu vjerojatnosti da ju imamo i vjero-
jatnosti da ju nemamo:
ω =
p
1 − p . (1.1)
Na primjer, ako je vjerojatnost da imamo neku bolest p = 0.6, onda je izgled za razvoj
te bolesti 1.5, tj. ω =
0.6
0.4
= 1.5.
3
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Izgledi nam sluzˇe radi laksˇeg razmijevanja. Dakle, ukoliko je vjerojatnost da netko
(osoba A) ima neku bolest 0.3, dok je vjerojatnost osobe B 0.6 da ima tu istu bolest, ra-
zumno je zakljucˇiti da osoba B ima duplo vec´u vjerojatnost oboljenja. No, kada bi se
vjerojatnost osobe A povec´ala na 0.6, tada bismo dobili da je vjerojatnost da osoba B ima
bolest jednaka 1.2, sˇto je nemoguc´e jer je najvec´a vjerojatnost 1. Stoga je za usporedivanje
razumnije koristiti izglede. Ako je p = 0.3, ω =
0.3
0.7
= 0.43, dok je za p = 0.6, ω = 1.5.
Dakle, izgled da osoba A razvije bolest je 0.43, dok je izgled da osoba B razvije istu bolest
1.5.
Omjer izgleda c´e biti upravo omjer izmedu izgleda izlozˇenih i izgleda neizlozˇenih
odredenom faktoru, u nasˇem slucˇaju pusˇenju. Dakle, to je
OR =
ppusˇacˇi
1−ppusˇacˇi
pnepusˇacˇi
1−pnepusˇacˇi
.
U prethodnom primjeru bi vrijedilo ppusˇacˇi = aa+b , 1− ppusˇacˇi = ba+b , pnepusˇacˇ = cc+d , 1−
pnepusˇacˇ = dc+d , time dobivamo
OR =
a
b
c
d
=
ad
bc
.
Bolestan Zdrav Ukupno
Faktor
Pusˇacˇ 36 25 61
Nepusˇacˇ 30 38 68
Ukupno 66 63 129
Tablica 1.2: Primjer racˇunanja ocjena rizika
Izracˇunajmo izglede da je pusˇacˇ bolestan, da je nepusˇacˇ bolestan, te omjer izgleda
oboljenja izmedu pusˇacˇa i nepusˇacˇa.
ω(pusˇacˇ) = 3625 = 1.44. Odnosno, pusˇacˇi imaju 1.44 puta vec´u vjerojatnost da dobiju
bolest nego da ju ne dobiju.
ω(nepusˇacˇ) = 3038 = 0.79. Odnosno, nepusˇacˇi imaju 0.79 puta vec´u vjerojatnost da
dobiju bolest nego da ju ne dobiju.
OR = 36·3830·25 = 1.82. Dakle, pusˇacˇi imaju 1.82 puta vec´i izgled oboljenja u odnosu na
nepusˇacˇe.
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1.2 Model jednostavne logisticˇke regresije
Definirajmo funkciju p : R→ 〈0, 1〉 s
p(x) =
1
1 + e−x
.
Tu funkciju zovemo logisticˇka funkcija.
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Slika 1.1: Logisticˇka funkcija
Logisticˇka funkcija ima svoju inverznu funkciju koju zovemo logit funkcija i oznacˇava
se s logit (slika 1.2). Dakle, vrijedi
logit : 〈0, 1〉 → R, logit(y) = log y
1 − y = log(y) − log(1 − y).
Transformacijom vjerojatnosti p(x) u izgled
[
p(x)
1 − p(x)
]
, odnosno korisˇtenjem definicije
logisticˇke funkcije, micˇemo gornju granicu na transformiranu velicˇinu, a logaritmiranjem
donju granicu, te tada dobivamo linearnu transformaciju (slika 1.3).
Opc´enito, to mozˇemo zapisati kao:
P(x) = logitp(x) = β0 + β1x⇔ p(x)1 − p(x) = exp(β0 + β1x)⇔ p(x) =
exp(β0 + β1x)
1 + exp(β0 + β1x)
(1.2)
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Slika 1.2: Logit funkcija
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Slika 1.3: Transforamcija logit funkcije
Pretpostavimo da imamo zadanih I razlicˇitih vrijednosti kovarijate x1, x2, . . . , xI . Za
svaku od tih vrijednosti xi opazˇamo uzorak od ni nezavisnih Bernoullijevih slucˇajnih va-
rijabli Y ′1,Y
′
2, ...,Y
′
ni . Dakle, Yi = Y
′
1 + Y
′
2 + · · · + Y ′ni ∼ B(p(xi), ni). Prisjetimo se da je
E(Yi) = mi = ni p(xi) i da su izgledi
p(xi)
1−p(xi) . Logisticˇka regresija odreduje linearnu strukturu
za logaritmirane izglede s
P(xi) := logit (p(xi)) ≡ log
(
p(xi)
1 − p(xi)
)
= β0 + β1xi, i = 1, 2, . . . , I. (1.3)
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Uocˇite da promjenom x = xi, izraz na desnoj strani jednadzˇbe (1.3) mozˇe poprimiti bilo
koju realnu vrijednost. Iako su vjerojatnosti p(xi) ogranicˇene izmedu 0 i 1, logaritmirani
izgledi mogu poprimiti bilo koju realnu vrijednost.
Procjena parametara modela
Za procjenu parametara koristimo metodu maksimalne vjerodostojnosti. Jednadzˇba (1.3)
se mozˇe transformirati u
pi := p(xi) =
exp (β0 + β1xi)
1 + exp (β0 + β1xi)
1 − pi = 11 + exp (β0 + β1xi) .
Neka je yi opazˇena vrijednost od Yi. Uz notaciju pi1 ≡ pi, pi2 ≡ (1 − pi), ni1 ≡ yi, ni2 ≡
ni − yi, odnosno ni = ni1 + ni2, dobivamo funkciju vjerodostojnosti parametara β0 i β1:
L (β0, β1) =
I∏
i=1
 ni!∏2
j=1 ni j!
{
exp (β0 + β1xi)
1 + exp (β0 + β1xi)
}ni1 { 1
1 + exp (β0 + β1xi)
}ni2
=
I∏
i=1
 ni!∏2
j=1 ni j!
{pi1}ni1 {pi2}ni2
 .
(1.4)
Funkciju L zovemo vjerodostojnost. Nadalje, jednadzˇbu (1.4) mozˇemo logaritmirati te
dobivamo log-vjerodostojnost:
LL (β0, β1) =
I∑
i=1
[
ni1 log (pi1) + ni2 log (pi2)
]
+
I∑
i=1
log
ni!∏2
j=1 ni j!
. (1.5)
Sada c´emo (1.5) maksimizirati tako da parcijalno deriviramo pi1, odnosno, pi2 po β0 i
β1, te to izjednacˇimo s 0.
Za pocˇetak izracˇunajmo:
∂pi1
∂β0
=
exp(β0 + β1xi)
(1 + exp(β0 + β1xi))2
= pi1 pi2,
∂pi2
∂β0
=
− exp(β0 + β1xi)
(1 + exp(β0 + β1xi))2
= −pi1 pi2,
∂pi1
∂β1
=
xi exp(β0 + β1xi)
(1 + exp(β0 + β1xi))2
= xi pi1 pi2,
∂pi2
∂β1
=
−xi exp(β0 + β1xi)
(1 + exp(β0 + β1xi))2
= −xi pi1 pi2.
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Sada vrijedi:
∂LL
∂β0
=
I∑
i=1
[
ni1
1
pi1
pi1 pi2 − ni2 1pi2 pi1 pi2
]
=
I∑
i=1
[
ni1 pi2 − ni2 pi1] = I∑
i=1
[
ni1 − ni pi1]
∂LL
∂β1
=
I∑
i=1
[
ni1
1
pi1
xi pi1 pi2 − ni2 1x i pi2 pi1 pi2
]
=
I∑
i=1
xi
[
ni1 pi2 − ni2 pi1] = I∑
i=1
xi
[
ni1 − ni pi1]
Dakle, dobivamo:
I∑
i=1
[
ni1 − ni pi1] = 0 I∑
i=1
xi
[
ni1 − ni pi1] = 0. (1.6)
Rjesˇavanjem nelinearnog sustava (1.6) po β0, β1 dobivamo MLE1 procjenu parametara βˆ0 i
βˆ1, iz cˇega slijedi procjena vjerojatnosti
pˆi =
exp
(
βˆ0 + βˆ1xi
)
1 + exp
(
βˆ0 + βˆ1xi
) , i = 1, . . . , I.
Nije tesˇko pokazati da je funkcija (β0, β1) → LL (β0, β1) konkavna. Buduc´i da je
(
βˆ0, βˆ1
)
stacionarna tocˇka od LL, ona je ujedno i tocˇka maksimuma.
Dakle, ova formula nam daje pˆi koje predvidamo pomoc´u xi. Takoder, pomoc´u toga
dobivamo i procjenu ocˇekivanja, odnosno, mˆi j = ni pˆi j.
Adekvatnost modela (engl. Goodness of fit) mozˇemo testirati u usporedbi sa saturiranim
modelom. Saturirani model je model koji sadrzˇi onoliko parametara koliko ima podataka.
Naime, u saturiranom modelu pi j procjenjujemo pomoc´u relativnih frekvencija: p˜i j =
ni j
ni
.
Koristimo statistiku G2:
G2 = 2
I∑
i=1
2∑
j=1
ni j log
(
ni j
mˆi j
)
= 2
I∑
i=1
[
ni1 log
(
ni1
mˆi1
)
+ ni2 log
(
ni2
mˆi2
)]
= 2
I∑
i=1
[
ni1 log
p˜i
pˆi
+ (ni − yi) log (1 − p˜i)(1 − pˆi)
]
(1.7)
Ukoliko je yi = 0 uzima se da je yi log(yi) = 0.
Primijetimo da vrijedi
G2 = 2 log
[
L(model)
L(saturirani model)
]
,
1engl. Maximum Likelihood Estimator
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gdje je
L(saturirani model) =
I∏
i=1
 ni!∏2
j=1 ni j!
{
yi
ni
}ni1 {ni − yi
ni
}ni2 .
Takoder, mozˇemo testirati razliku modela s (β1 , 0) i bez varijabli prediktora (β1 = 0), te
tada koristimo statistiku D2:
D2 = G2
[
model bez prediktora
] −G2 [model s prediktorom]
= 2 log
[
L( model bez prediktora)
L(saturirani model)
]
−
{
2 log
[
L(model s prediktorom)
L(saturirani model)
]}
= 2 log
[
L( model bez prediktora)
L(model s prediktorom)
] (1.8)
Alternativno, test istih hipoteza mozˇemo sprovesti i pomoc´u Pearsonove statistike:
X2 =
I∑
i=1
2∑
j=1
(
ni j − ni pˆi j
)2
ni pˆi j
=
I∑
i=1
 (yi − ni pˆi)2ni pˆi +
[
(ni − yi) − ni (1 − pˆi)]2
ni (1 − pˆi)

=
I∑
i=1
[
(yi − ni pˆi)2
ni pˆi
+
(yi − ni pˆi)2
ni (1 − pˆi)
]
=
I∑
i=1
(yi − ni pˆi)2
ni pˆi (1 − pˆi) .
(1.9)
Sve tri statistike, G2, D2, X2 su prikladne testne statistike, ali, nazˇalost, za njihove
asimptotske nul-distribucije (χ2), potrebno je da ni bude sˇto je moguc´e vec´i. Opc´enito, χ2
testovi hipoteza o modelu su prikladni samo kada su velicˇine ni velike za sve I populacije.
Testiranje hipoteza o parametarima modela
Bitan test u logisticˇkoj regresiji je test znacˇajnosti modela.
Opc´enito, hipoteze za testiranje znacˇajnost nekog modela su:
H0 : ATβ = c
H1 : ATβ , c
gdje matrica A ∈ Mk+1,r punog ranga r(A) = r ≤ k + 1 i vektor c ∈ Rr. Tada je Waldova
statistika:
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W = AT (βˆ − c)T (AT I−1(βˆ)A)−1(AT (βˆ − c)) (1.10)
gdje je I(β) = XT VX ocˇekivana informacijska matrica, X je matrica dizajna, a V je dijago-
nalna matrica kojoj je na i − tom mjestu vrijednost ni pi(1 − pi), i = 1, 2, . . . , I.
Vrijedi da je W ∼ Aχ2(r) ako vrijedi nul-hipoteza H0. [1]
Za testiranje znacˇajnosti jednostavnog logisticˇkog modela, odnosno hipoteze:
H0 : β1 = 0 (reducirani model)
H1 : β1 , 0 (puni model)
Waldova statistika c´e biti:
W =
βˆ2√
ˆvar(β)
∼ Aχ2(1).
Interpretacija parametara β0 i β1
Iz (1.3) slijedi:
logit (p (x)) =g (x) = β0 + β1x
g (x + 1) = β0 + β1 (x + 1)
⇒g (x + 1) − g (x) = β1
⇒logit (p (x + 1)) − logit (p (x)) = β1
⇒ log (ω (p (x + 1))) − log (ω (p (x))) = β1
⇒ log
(
ω (p (x + 1))
ω (p (x))
)
= β1
Ukoliko su i zavisna i nezavisna varijabla dihotomne (s vrijednostima 0 i 1), tada
imamo:
x = 1 ω1 =
p(1)
1 − p(1)
x = 0 ω0 =
p(0)
1 − p(0)
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Pa dobivamo:
g(0) = β0
g(1) − g(0) = log
(
ω1
ω0
)
= log
 p(1)1−p(1)p(0)
1−p(0)

= log(OR) = β1 ⇒ OR = exp (β1)
Ovo nam govori da prelaskom iz bazne kategorije (odnosno iz kategorije 0), u alternativnu
kategoriju (odnosno 1), omjer izgleda iznosi exp(β1). Ukoliko se sjetimo primjera iz tablice
1.2, te nam x = 0 predstavlja nepusˇacˇa, dok je x = 1 pusˇacˇ, tada omjer izgleda iznosi 1.82.
Kazˇemo: ukoliko nepusˇacˇ postane pusˇacˇ, omjer izgleda da c´e oboljeti od te bolesti povec´a
se 1.82 puta.
Situacija je ponesˇto drugacˇija ukoliko je nezavisna varijabla kontinuirana. Interpreta-
cija u tom slucˇaju varira ovisno o tome sˇto nezavisna varijabla predstavlja. Na primjer,
ako nezavisna varijabla predstavlja sistolicˇki tlak izrazˇen u mmHg, pomak za 1mmHg nije
dovoljno velik da bi nam biolosˇki nesˇto znacˇio, no pomak za 10mmHg mozˇe znacˇajno
utjecati. U tom slucˇaju omjer izgleda mozˇemo zapisati kao:
g(x + c) − g(x) = cβ1 ⇒ OR = exp (cβ1)
Tada mozˇemo rec´i: ukoliko x promijeni vrijednost za c jedinica, omjer izgleda se mije-
nja exp(cβ1) puta.

Poglavlje 2
Slozˇeni logisticˇki regresijski model
Slozˇenu logisticˇku regresiju koristimo kada zavisnu varijablu (varijablu odziva), koja ima
dva moguc´a ishoda, odnosno koja je binomna ili dihotomna, zˇelimo opisati pomoc´u visˇe
nezavisnih varijabli, tj. visˇe prediktora.
2.1 Omjer izgleda
Kao i u slucˇaju jednostavne logisticˇke regresije, izglede i omjere izgleda pokusˇat c´emo
objasniti pomoc´u frekvencijske tablice. Radi jednostavnijeg prikaza koristit c´emo samo
dva kategorijska prediktora.
Faktor 1 Faktor 2 Normalan Povisˇen Ukupno
A
Normalan n111 n211 n·11
Povisˇen n112 n212 n·12
B
Normalan n121 n221 n·21
Povisˇen n122 n222 n·22
Ukupno n1·· n2·· n···
Tablica 2.1: Ocjena rizika
U tablici 2.1 promatramo ponasˇanje krvnog tlaka (normalan ili povisˇen), obzirom na
tip osobe (Faktor 1), te razinu kolesterola (Faktor 2). U ovom slucˇaju mozˇemo promatrati
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za svaki faktor izglede povisˇenog krvnog tlaka ovisno o faktoru. Dakle imamo:
ω(tip A) =
n211 + n212
n111 + n112
ω(tip B) =
n221 + n222
n121 + n122
ω(normalan kolesterol) =
n211 + n221
n111 + n121
ω(povisˇen kolesterol) =
n212 + n222
n112 + n122
.
No, ono sˇto je zanimljivije promatrati je izgled povisˇenog krvnog tlaka u kombinaciji
oba faktora, odnosno:
ω(tip A i normalan kolesterol) =
n211
n111
ω(tip A i povisˇen kolesterol) =
n212
n112
ω(tip B i normalan kolesterol) =
n221
n121
ω(tip B i povisˇen kolesterol) =
n222
n122
.
Na isti nacˇin mozˇemo promatrati i omjere izgleda. Dakle, mozˇemo promatrati omjere
izgleda povisˇenog tlaka po tipu osobe, po razini kolesterola, te u kombinaciji oba faktora.
Tada imamo:
OR(tip osobe) =
ω(tip A)
ω(tip B)
=
n211+n212
n111+n112
n221+n222
n121+n122
=
(n211 + n212)(n121 + n122)
(n111 + n112)(n221 + n222)
OR(razina kolesterola) =
ω(normalan kolesterol)
ω(povisˇen kolesterol)
=
n211+n221
n111+n121
n212+n222
n112+n122
=
(n211 + n221)(n112 + n122)
(n111 + n121)(n212 + n222)
OR(tip A i razina kolesterola) =
ω(tip A i normalan kolesterol)
ω(tip A i povisˇen kolesterol)
=
n211
n111
n212
n112
=
n211n112
n111n212
OR(tip B i razina kolesterola) =
ω(tip B i normalan kolesterol)
ω(tip B i povisˇen kolesterol)
=
n221
n121
n222
n122
=
n221n122
n121n222
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OR(normalan kolesterol i tip) =
ω(normalan kolesterol i tip A)
ω(normalan kolesterol i tip B)
=
n211
n111
n221
n121
=
n211n121
n111n221
OR(povisˇen kolesterol i tip) =
ω(povisˇen kolesterol i tip A)
ω(povisˇen kolesterol i tip B)
=
n212
n112
n222
n122
=
n212n122
n112n222
.
Pokazˇimo primjer racˇunanja izgleda te omjera izgleda u sljedec´oj tablici.
Faktor 1 Faktor 2 Normalan Povisˇen Ukupno
A
Normalan 716 79 795
Povisˇen 207 25 232
B
Normalan 819 67 886
Povisˇen 186 22 208
Ukupno 1928 193 2121
Tablica 2.2: Primjer racˇunanja ocjena rizika
Izracˇunajmo najprije izglede da tip A ima povisˇen tlak, da tip B ima povisˇen tlak, da
osobe s normalnim kolesterolom imaju povisˇen tlak, te da osobe s povisˇenim kolesterolom
imaju povisˇen tlak, te omjere tih izgleda.
Dakle, osobe tipa A imaju ω(tip A) = 79+25716+207 =
104
923 = 0.11 puta vec´u vjerojatnost da imaju
povisˇen krvni tlak nego da nemaju. Dok, osobe tipa B imaju ω(tip B) = 67+22819+186 =
89
1005 =
0.09 puta vec´u vjerojatnost da imaju povisˇen krvni tlak nego da nemaju. Osobe s normal-
nim kolesterolom imaju ω(normalan kolesterol) = 79+67716+819 =
146
1535 = 0.10 puta vec´u vjero-
jatnost da imaju povisˇen krvni tlak nego da nemaju. Dok osobe s povisˇenim kolesterolom
imajuω(povisˇen kolesterol) = 25+22207+186 =
47
393 = 0.12 puta vec´u vjerojatnost da imaju povisˇen
krvni tlak nego da nemaju. Dakle, osobe tipa A imaju OR(tip osobe) = 104·1005923·89 = 1.27 puta
vec´i izgled od povisˇenog krvnog tlaka od osobe tipa B. Dok osobe s normalnim kolestero-
lom imaju OR(razina kolesterola) = 146·3931535·47 = 0.80 puta vec´i izgled od povisˇenog krvnog
tlaka od osoba s povisˇenim kolesterolom.
Zatim izracˇunajmo izglede povisˇenog krvnog tlaka u kombinaciji faktora, te omjere
izgleda.
Dakle, osobe tipa A s normalnim kolesterolom imaju ω(tip A i normalan kolesterol) =
79
716 = 0.11 puta vec´u vjerojatnost da imaju povisˇen tlak nego da nemaju. Dok osobe
tipa A s povisˇenim kolesterolom imaju ω(tip A i povisˇen kolesterol) = 25207 = 0.12 puta
vec´u vjerojatnost da imaju povisˇen tlak nego da nemaju. Osobe tipa B s normalnim ko-
lesterolom imaju ω(tip B i normalan kolesterol) = 67819 = 0.08 puta vec´u vjerojatnost da
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imaju povisˇen tlak nego da nemaju. Dok osobe tipa B s povisˇenim kolesterolom imaju
ω(tip B i povisˇen kolesterol) = 22186 = 0.12 puta vec´u vjerojatnost da imaju povisˇen tlak
nego da nemaju.
Dakle, osoba tipa A s normalnim kolesterolom ima OR(tip A i razina kolesterola) = 79·207716·25 =
0.91 puta vec´i izgled od povisˇenog krvnog tlaka od osobe s povisˇenim kolesterolom. Dok
osoba tipa B s normalnim kolesterolom ima OR(tip B i razina kolesterola) = 67·186819·22 = 0.69
puta vec´i izgled od povisˇenog krvnog tlaka od osobe s povisˇenim kolesterolom. Takoder,
osoba s normalnim kolesterolom koja je tip A ima OR(normalan kolesterol i tip) = 79·819716·67 =
1.35 puta vec´i izgled od povisˇenog krvnog tlaka od osobe s normalnim kolesterolom koja je
tip B. Dok osoba s povisˇenim kolesterolom koja je tip A ima OR(povisˇen kolesterol i tip) =
25·186
207·22 = 1.02 puta vec´i izgled od povisˇenog krvnog tlaka od osobe s povisˇenim kolestero-
lom koja je tip B.
2.2 Model slozˇene logisticˇke regresije
Pretpostavimo da imamo k kovarijata X1, X2, . . . , Xk, k ∈ N, te da svaka kovarijata ima
zadanih I razlicˇitih vrijednosti x1 j, x2 j, . . . , xI j, j = 1, . . . , k. Za svaku od tih vrijednosti
xi· := (xi1, xi2, . . . , xik), i = 1, . . . , I imamo uzorak od ni nezavisnih Bernoullijevih slucˇajnih
varijabli Y ′1,Y
′
2, . . . ,Y
′
ni . Dakle, Yi = Y
′
1 + Y
′
2 + · · · + Y ′ni ∼ B(p(xi·), ni). Prisjetimo se da
je E(Yi) = mi = ni p(xi·) i da su izgledi
p(xi·)
1−p(xi·) . Sada logisticˇka regresija odreduje linearnu
strukturu za logaritmirane izglede s
P(xi·) := logit(p(xi·)) ≡ log( p(xi·)1 − p(xi·) ) = β0 +β1xi1 + · · ·+βkxik, i = 1, 2, . . . , I. (2.1)
Procjena parametara modela
U odnosu na jednostavnu logisticˇku regresiju, gdje smo imali parametre β0 i β1, kod slozˇene
logisticˇke regresije imamo parametre β = (β0, β1, . . . , βk). Sada jednadzˇbu (2.1) mozˇemo
transformirati u
pi1 := p(xi·) =
exp(β0 + β1xi1 + · · · + βkxik)
1 + exp(β0 + β1xi1 + · · · + βkxik)
pi2 := p(xi·) =
1
1 + exp(β0 + β1xi1 + · · · + βkxik) .
Primijetimo da je pi1 + pi2 = 1.
Neka je yi opazˇena vrijednost od Yi. Uz notaciju pi1 ≡ pi, pi2 ≡ (1 − pi), ni1 ≡ yi, ni2 ≡
ni − yi, odnosno ni = ni1 + ni2, dobivamo funkciju vjerodostojnosti parametara β:
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L (β) =
I∏
i=1
 ni!∏2
j=1 ni j!
{
exp (β0 + β1xi1 + · · · + βkxik)
1 + exp (β0 + β1xi1 + · · · + βkxik)
}ni1
·
{
1
1 + exp (β0 + β1xi1 + · · · + βkxik)
}ni2]
=
I∏
i=1
 ni!∏2
j=1 ni j!
{pi1}ni1 {pi2}ni2
 .
(2.2)
Logaritmiranjem funkcije vjerodostojnosti dobivamo:
LL (β0, β1) =
I∑
i=1
[
ni1 log (pi1) + ni2 log (pi2)
]
+
I∑
i=1
log
ni!∏2
j=1 ni j!
. (2.3)
Sada c´emo (2.2) maksimizirati tako da parcijalno deriviramo pi1, odnosno, pi2 po
β0, β1, . . . , βk, te to izjednacˇimo s 0.
Za pocˇetak izracˇunajmo:
∂pi1
∂β0
=
exp (β0 + β1xi1 + · · · + βkxik)(
1 + exp (β0 + β1xi1 + · · · + βkxik))2 = pi1 pi2
∂pi1
∂β1
=
xi1 exp (β0 + β1xi1 + · · · + βkxik)(
1 + exp (β0 + β1xi1 + · · · + βkxik))2 = xi1 pi1 pi2
...
∂pi1
∂βk
=
xik exp (β0 + β1xi1 + · · · + βkxik)(
1 + exp (β0 + β1xi1 + · · · + βkxik))2 = xik pi1 pi2
∂pi2
∂β0
=
− exp (β0 + β1xi1 + · · · + βkxik)(
1 + exp (β0 + β1xi1 + · · · + βkxik))2 = −pi1 pi2
∂pi2
∂β1
=
−xi1 exp (β0 + β1xi1 + · · · + βkxik)(
1 + exp (β0 + β1xi1 + · · · + βkxik))2 = −xi1 pi1 pi2
...
∂pi2
∂βk
=
−xik exp (β0 + β1xi1 + · · · + βkxik)(
1 + exp (β0 + β1xi1 + · · · + βkxik))2 = −xik pi1 pi2
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Sada vrijedi:
∂LL
∂β0
=
I∑
i=1
[
ni1
1
pi1
pi1 pi2 − ni2 1pi2 pi1 pi2
]
=
I∑
i=1
[
ni1 pi2 − ni2 pi1] = I∑
i=1
[
ni1 − ni pi1]
∂LL
∂β1
=
I∑
i=1
[
ni1
1
pi1
xi pi1 pi2 − ni2 1x i pi2 pi1 pi2
]
=
I∑
i=1
xi
[
ni1 pi2 − ni2 pi1] = I∑
i=1
xi1
[
ni1 − ni pi1]
...
∂LL
∂βk
=
I∑
i=1
[
ni1
1
pi1
xi pi1 pi2 − ni2 1x i pi2 pi1 pi2
]
=
I∑
i=1
xi
[
ni1 pi2 − ni2 pi1] = I∑
i=1
xik
[
ni1 − ni pi1]
Dakle, dobivamo:
I∑
i=1
[
ni1 − ni pi1] = 0
I∑
i=1
xi1
[
ni1 − ni pi1] = 0
...
I∑
i=1
xik
[
ni1 − ni pi1] = 0.
(2.4)
Rjesˇavanjem nelinearnog sustava (2.4) po β0, β1, . . . , βk dobivamo MLE procjenu parame-
tara βˆ0, βˆ1, . . . , βˆk, iz cˇega slijedi procjena vjerojatnosti
pˆi =
exp
(
βˆ0 + βˆ1xi1 + . . . βˆkxik
)
1 + exp
(
βˆ0 + βˆ1xi1 + . . . βˆkxik
) .
I u ovom slucˇaju mozˇe se pokazati da je funkcija (β0, β1, . . . βk) → LL (β0, β1, . . . βk) kon-
kavna. Buduc´i da je
(
βˆ0, βˆ1, . . . βˆk
)
stacionarna tocˇka od LL, ona je ujedno i tocˇka maksi-
muma.
Takoder, pomoc´u procjene vjerojatnosti dobivamo i procjenu ocˇekivanja, odnosno mˆi j =
ni pˆi j, za i = 1, 2, . . . , I, j = 1, 2.
Analogno jednostavnom modelu logisticˇke regresije, i u slucˇaju polinomne logisticˇke
regresije mozˇemo testirati adekvatnost modela u usporedbi sa saturiranim modelom pomoc´u
statistike G2:
G2 = 2
I∑
i=1
2∑
j=1
ni j log
(
ni j
mˆi j
)
= 2
I∑
i=1
[
ni1 log
p˜i
pˆi
+ (ni − yi) log (1 − p˜i)(1 − pˆi)
]
, (2.5)
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gdje je p˜i j =
ni j
ni
.
Takoder, mozˇemo testirati razliku punog modela s (βi , 0, i = 1, 2, . . . , k) i bez varijabli
prediktora (βi = 0, za sve i = 1, 2, . . . , k), te tada koristimo statistiku D2:
D2 = G2
[
model bez prediktora
] −G2 [model s k prediktora]
= 2 log
[
L( model bez prediktora)
L(saturirani model)
]
−
{
2 log
[
L(model s k prediktora)
L(saturirani model)
]}
= 2 log
[
L( model bez prediktora)
L(model s k prediktora)
] (2.6)
Alternativno, test istih hipoteza mozˇemo sprovesti i pomoc´u Pearsonove statistike:
X2 =
I∑
i=1
2∑
j=1
(
ni j − ni pˆi j
)2
ni pˆi j
=
I∑
i=1
(yi − ni pˆi)2
ni pˆi (1 − pˆi) . (2.7)
Testiranje hipoteza o parametarima modela
Kao i u slucˇaju jednostavnog modela logisticˇke regresije, i sada mozˇemo pomoc´u Waldo-
vog testa testirati znacˇajnost modela. Analogno 1.10 za testiranje znacˇajnosti kovarijate i,
i = 1, 2, . . . , k, tj. ako su hipoteze:
H0 : βi = 0
H1 : βi , 0
testna je statistika:
Wi =
βˆi√
ˆvar(βi)
.
Takoder, mozˇemo testirati set linearnih kombinacija visˇe kovarijata. Tada je testna
statistika:
KT βˆ − KTβ0 H0∼ AN(0,KT I−1((βˆ))K),
gdje I ocˇekivana informacijska matrica, dok je K matrica koja daje linearnu kombinaciju
visˇe kovarijata (naprimjer, ukoliko testiramo linearnu kombinaciju β2 + β3 + β5 = 0, tada
c´e stupac matrice K biti oblika [0, 1, 1, 0, 1, 0, . . . , 0]T ).
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2.3 Metode odabira modela
Postoje tri metode za odabir modela: unaprijed (engl. forward), unatrag (engl. backward)
i koracˇna (engl. stepwise).
Zajednicˇko ovim metodama je to sˇto u svakom koraku koriste kriterij za ukljucˇivanje ili
iskljucˇivanje prediktora u model. Vjerojatno najpopularniji kriterij za logisticˇke regresijske
modele je p-vrijednost testa znacˇajnosti za odredeni prediktor. U bilo kojoj fazi razvoja
modela, prediktori koji imaju p-vrijednost koja prelazi odredenu razinu iskljucˇeni su iz
modela. Isto tako, prediktori koji imaju p-vrijednost manju od neke razine mogu se zadrzˇati
u modelu.
Metoda odabira unaprijed
Metoda odabira unaprijed pocˇinje modelom koji sadrzˇi samo konstantu, a zatim dodaje
prvi prediktor, odnosno najznacˇajniju varijablu. U svakom sljedec´em koraku, svaki pre-
diktor koji nije u modelu procjenjuje se, odnosno testira, zajedno s prethodno prihvac´enim
prediktorom je li za ukljucˇivanje u model. Najznacˇajniji od preostalih prediktora dodaje se
u model, sve dok je p-vrijednost ispod odredene razine. Uobicˇajeno je postaviti vrijednost
te razine na 0.05, 0.10 ili 0.15.
Najvec´i nedostatak metode unaprijed je sˇto dodavanjem novog prediktora mozˇemo
jednu ili visˇe vec´ ukljucˇenih prediktora ucˇiniti neznacˇajnim, no ne mozˇemo ga izbaciti
iz modela. [6]
Metoda odabira unatrag
Alternativni pristup forward metodi je metoda odabira unatrag. Metoda odabira unatrag
pocˇinje s modelom koji sadrzˇi sve prediktore od interesa, odnosno sve prediktore cˇija je
p−vri jednost < 0.25. Svi prediktori cˇija je p−vri jednost > 0.25 iskljucˇeni su inicijalno iz
modela. Sada testiramo prediktore koji su u modelu, te iz modela iskljucˇujuemo onaj koji
je najmanje znacˇajan. Taj postupak ponavljamo sve dok ne dobijemo p-vrijednost modela
ispod odredene razine. Uobicˇajeno je, kao i u metodi unaprijed, postaviti tu razinu na 0.05,
0.10 ili 0.15.
Takoder, i metoda unatrag ima nedostatke. Najvec´i nedostatak je sˇto jednom izbacˇen
prediktor ne mozˇemo visˇe vratiti u model. [5]
Koracˇna metoda odabira
Koracˇna metoda odabira je kombinacija metoda unaprijed i unatrag. U svakom koraku
omoguc´uje ukljucˇivanje novih prediktora ili iskljucˇivanje vec´ ukljucˇenih prediktora. Od-
nosno, koracˇna metoda naizmjenicˇno iskljucˇuje najmanje znacˇajan prediktor te ukljucˇuje
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najznacˇaniji prediktor koji u tom koraku nije u modelu. U svakom koraku racˇunaju se p-
vrijednosti koje moraju biti ispod odredene razine. Kao i kod metode unatrag, odnosno,
unaprijed, i u ovoj metodi najcˇesˇc´e vrijednosti razine su 0.05, 0.10 ili 0.15.
Prediktori su obicˇno povezani, dok mi unaprijed ne znamo kako c´e ukljucˇivanje ili
iskljucˇivanje jednog od njih utjecati na znacˇajnost drugog prediktora. No, upravo ova me-
toda eliminira moguc´nost da smo mogli nekim iskljucˇenim prediktorom znacˇajno pridoni-
jeti modelu ukoliko iskljucˇimo neki drugi prediktor, te je to razlog zasˇto se ona najcˇesˇc´e
koristi. [7]
Kriteriji za odredivanje modela
U prethodnim metodama p-vrijednost mozˇe se odrediti obzirom na z, t ili Waldovu statis-
tiku ili izracˇunavanjem omjera vjerodostojnosti. P-vrijednosti bazirane na tim statistikama,
tj. metodama, su obicˇno slicˇne, ali prednost ima statisticˇki test omjera vjerodostojnosti.
Iako takvo testiranje zahtjeva visˇe vremena, rezultati su vrijedni toga. Medutim, ako netko
ima 100 varijabli, test omjera vjerodostojnosti mozˇe potrajati dulje nego sˇto je prihvat-
ljivo. U takvim situacijama korisˇtenje z, t ili Waldove statistike kao osnovu za izracˇun
p-vrijednosti mozˇe biti efikasnija taktika.
Osim korisˇtenja p-vrijednosti kao kriterija za odredivanje modela, postoje josˇ dva kri-
terija: Akaikeov (AIC) i Bayesov (BIC) kriterij.
Formula za odredivanje AIC indeksa je:
AIC = −2LL + 2(k + 1),
gdje je LL log-vjerodostojnost modela koji testiramo, a k broj prediktora u modelu.
Ukoliko imamo mali broj opservacija n ( nk < 40), tada koristimo formulu:
AIC = −2LL + 2(k + 1) + (2k(k − 1)/(n − k)),
gdje je LL log-vjerodostojnost modela koji testiramo, k broj prediktora u modelu, a n je
broj opservacija.
Dakle, kada usporedujemo dva modela pomoc´u Akaikeovog kriterija, rec´i c´emo da je
bolji onaj model cˇiji je AIC indeks manji.
Formula za odredivanje BIC indeksa je:
BIC = −2LL + k log(n),
gdje je LL log-vjerodostojnost modela koji testiramo, k broj prediktora u modelu i n je broj
opservacija.
Dakle, kada usporedujemo dva modela pomoc´u Bayesovog kriterija, rec´i c´emo da je
bolji onaj model cˇiji je BIC indeks manji.
Opc´enito, usporedimo li AIC i BIC indeks za isti model BIC indeks c´e biti vec´i.

Poglavlje 3
Polinomni logisticˇki regresijski model
Polinomna logisticˇka regresija razlikuje se od slozˇene logisticˇke regresije u tome sˇto za-
visna varijabla (varijabla odziva), mozˇe imati visˇe od dva moguc´a ishoda. I u slucˇaju
polinomne logisticˇke regresije, varijablu odziva zˇelimo opisati pomoc´u visˇe nezavisnih va-
rijabli, tj. visˇe prediktora.
3.1 Omjer izgleda
Kao i u slucˇaju slozˇene logisticˇke regresije, izglede i omjere izgleda pokusˇat c´emo objasniti
pomoc´u frekvencijske tablice. Radi jednostavnijeg prikaza koristit c´emo jedan kategorijski
prediktor, te tri moguc´a ishoda varijable odziva.
Faktor Nizak Normalan Povisˇen Ukupno
Zˇena n11 n21 n31 n·1
Musˇkarac n12 n22 n32 n·2
Ukupno n1· n2· n3· n··
Tablica 3.1: Ocjena rizika
U tablici 3.1 promatramo ponasˇanje krvnog tlaka (nizak, normalan ili povisˇen), obzi-
rom na spol.
Izglede mozˇemo promatrati na tri nacˇina.
Prvi nacˇin je slicˇan izgledima u prethodnim modelima. Odnosno, izgled za razvoj
bolesti racˇunamo kao omjer vjerojatnosti za razvoj bolesti i vjerojatnosti da ju ne razvijemo
(ω = p1−p ). Na ovaj nacˇin odabiremo kategoriju varijable odziva za koju zˇelimo izracˇunati
izgled. Na primjer, zˇelimo li racˇunati izgled povisˇenog krvnog tlaka po spolu to racˇunamo
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na nacˇin:
ω(zˇena) =
n31
n·1 − n31
ω(musˇkarac) =
n32
n·2 − n32 .
Analogno dobivamo izgled za normalan, odnosno nizak tlak:
ωnorm(zˇena) =
n21
n·1 − n21
ωnorm(musˇkarac) =
n22
n·2 − n22
ωlow(zˇena) =
n11
n·1 − n11
ωlow(musˇkarac) =
n12
n·2 − n12 .
Drugi nacˇin bi bio promatrati tzv. izglede u odnosu na susjedne kategorije. Dakle,
mozˇemo promatrati omjer da c´e zˇena, odnosno musˇkarac, imati nizak krvni tlak u odnosu
da ima normalan krvni tlak:
ωS (zˇena) =
n11
n21
ωS (musˇkarac) =
n12
n22
.
Ili mozˇemo promatrati omjer da zˇena, odnosno musˇkarac, ima povisˇen krvni tlak u odnosu
da ima normalan krvni tlak:
ωS (zˇena) =
n21
n31
ωS (musˇkarac) =
n22
n32
.
Takve omjere zvat c´emo izgledima u odnosu na susjedne kategorije.
Za trec´i nacˇin potrebno je odabrati baznu kategoriju. Ako je p0 vjerojatnost bazne
kategorije, odgovarajuc´i omjer za svaku od ostalih i kategorija racˇunamo s ωBi =
pi
p0
. Na
primjer, neka je bazna kategorija normalan krvni tlak. Na ovaj nacˇin promatramo omjer da
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c´e zˇena, odnosno musˇkarac, imati nizak krvni tlak u odnosu da ima normalan krvni tlak, te
da zˇena, odnosno musˇkarac, ima povisˇen krvni tlak u odnosu da ima normalan krvni tlak.
To racˇunamo na nacˇin:
ωBlow(zˇena) =
n11
n21
ωBhigh(zˇena) =
n31
n21
ωBlow(musˇkarac) =
n12
n22
ωBhigh(musˇkarac) =
n32
n22
.
Takve omjere zvat c´emo izgledima u odnosu na baznu kategoriju.
Analogno tome, mozˇemo na tri nacˇina promatrati i omjere izgleda.
Prvi nacˇin bi bio promatrati omjere izgleda izmedu zˇena i musˇkaraca po tipu krvnog
tlaka (nizak, normalan, odnosno povisˇen). To cˇinimo na nacˇin:
OR(nizak) =
n31
n·1−n31
n32
n·2−n32
=
n31(n·2 − n32)
n32(n·1 − n31)
OR(normalan) =
n21
n·1−n21
n22
n·2−n22
=
n21(n·2 − n22)
n22(n·1 − n21)
OR(povisˇen) =
n11
n·1−n11
n12
n·2−n12
=
n11(n·2 − n12)
n12(n·1 − n11) .
Drugi nacˇin bi bio promatrati omjere izgleda izmedu zˇena i musˇkaraca po susjednim
tipovima tlaka, odnosno:
ORS (nizak i normalan) =
n11
n21
n12
n22
=
n11n22
n21n12
ORS (normalan i povisˇen) =
n21
n31
n22
n32
=
n21n32
n31n22
.
Na trec´i nacˇin mozˇemo promatrati omjere izgleda izmedu zˇena i musˇkaraca za nizak,
odnosno povisˇen, krvni tlak ovisno o baznom (normalnom) krvnom tlaku. To racˇunamo:
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ORB(nizak i normalan) =
n11
n21
n12
n22
=
n11n22
n21n12
ORB(povisˇen i normalan) =
n31
n21
n32
n22
=
n31n22
n21n32
.
Promotrimo to na primjeru.
Faktor Nizak Normalan Povisˇen Ukupno
Zˇena 28 51 16 95
Musˇkarac 19 44 42 105
Ukupno 47 95 58 200
Tablica 3.2: Primjer racˇunanja ocjene rizika
Prvi nacˇin nam daje izglede da zˇene, odnosno musˇkarci, imaju nizak, normalan, od-
nosno povisˇen krvni tlak. Takoder, dobivamo omjere izgleda niskog, normalnog, te povisˇe-
nog krvnog tlaka izmedu zˇena i musˇkaraca.
U ovom slucˇaju mozˇemo rec´i da zˇene imaju ω(zˇena) = 2895−28 =
28
67 = 0.4 puta vec´u vje-
rojatnost da imaju nizak krvni tlak, nego da imaju normalan ili povisˇen. Dok musˇkarci
imaju ω(musˇkarac) = 19105−19 =
19
86 = 0.22 puta vec´u vjerojatnost da imaju nizak krvni tlak,
nego da imaju normalan ili povisˇen. Dakle, zˇene imaju OR = 0.420.22 = 1.91 puta vec´i izgled
da imaju nizak krvni tlak u odnosu na musˇkarce. Analogno racˇunamo izglede, te omjere
izgleda, za normalan i povisˇen krvni tlak.
Drugi nacˇin nam daje izgled da zˇena ima nizak krvni tlak u odnosu da zˇena ima nor-
malan krvni tlak, te izgled da zˇena ima normalani krvni tlak u odnosu da zˇena ima povisˇen
krvni tlak. Analogno racˇunamo i za musˇkarce. Takoder, mozˇemo izracˇunati omjere izgleda
izmedu zˇena i musˇkaraca.
Dakle, zˇene imaju ωS (zˇena) = 5116 = 3.19 puta vec´u vjerojatnost da imaju normalan krvni
tlak, nego da imaju povisˇen krvni tlak. Dok musˇkarci imaju ωS (musˇkarac) = 4442 = 1.05
puta vec´u vjerojatnost da imaju normalan krvni tlak, nego da imaju povisˇen krvni tlak.
Dakle, zˇene imaju ORS = 3.191.05 = 3.04 puta vec´i izgled da imaju normalan krvni tlak, nego
da imaju povisˇen krvni tlak, u odnosu na musˇkarce. Analogno racˇunamo izglede, te omjere
izgleda, za nizak krvni tlak u odnosu na normalan krvni tlak.
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Trec´i nacˇin nam daje izgled da zˇena ima nizak krvni tlak u odnosu da zˇena ima nor-
malan krvni tlak, te izgled da zˇena ima povisˇen krvni tlak u odnosu da zˇena ima normalan
krvni tlak. Analogno racˇunamo i za musˇkarce. Takoder, mozˇemo izracˇunati omjere izgleda
izmedu zˇena i musˇkaraca.
Dakle, zˇene imaju ωB(zˇena) = 1651 = 0.31 puta vec´u vjerojatnost da imaju povisˇen krvni
tlak, nego da imaju normalan krvni tlak. Dok musˇkarci imaju ωB(musˇkarac) = 4244 = 0.95
puta vec´u vjerojatnost da imaju povisˇen krvni tlak, nego da imaju normalan krvni tlak.
Dakle, zˇene imaju ORB = 0.310.95 = 0.33 puta vec´i izgled da imaju povisˇen krvni tlak, nego da
imaju normalan krvni tlak, u odnosu na musˇkarce. Analogno racˇunamo izglede, te omjere
izgleda, za nizak krvni tlak u odnosu na normalan krvni tlak.
3.2 Model polinomne logisticˇke regresije
Pretpostavimo da imamo k kovarijata X1, X2, . . . , Xk, k ∈ N, te da svaka kovarijata ima
zadanih I razlicˇitih vrijednosti x1 j, x2 j, . . . , xI j, j = 1, . . . , k. Za svaku od tih vrijednosti
xi· := (xi1, xi2, . . . , xik), i = 1, . . . , I imamo uzorak od ni nezavisnih slucˇajnih kategorijalnih
varijabli Y ′1,Y
′
2, . . . ,Y
′
ni gdje su
Y ′r ∼
(
1 2 3 . . . m
p1 p2 p3 . . . pm
)
,
takvi da vrijedi p1 + p2 + p3 + · · · + pm = 1, te je m ∈ N.
Neka je Yil =
∑ni
r=1 1(Y′r=l) = broj opservacija (medu njih ni) koje su bile u kategoriji l,
l = 1, . . . , m. Iz toga dobivamo slucˇajan vektor s polinomijalnom distribucijom Yi =
(Yi1,Yi2, . . . ,Yim) ∼ M(ni, p1, p2, . . . , pm), i = 1, 2, . . . , I, za koji je P(Yi1 = k1,Yi2 =
k2, . . . ,Yim = km) = ni!k1!k2!...km! p
k1
1 p
k2
2 . . . p
km
m .
Prisjetimo se da izglede mozˇemo racˇunati na tri nacˇina:
ωl =
pl(xi·)
1 − pl(xi·) , i = 1, 2, . . . ,m,
ωS l =
pl(xi·)
pl+1(xi·)
, l = 1, 2, . . . ,m − 1,
ωBl =
pl(xi·)
pB(xi·)
, l = 1, 2, . . . ,m, l , B
Za svaku od metoda racˇunanja izgleda logisticˇka regresija odreduje linearnu strukturu
za logaritmirane izglede s
Pl(xi·) = log(ωl) = βl0 + βl1xi1 + · · · + βlkxik, i = 1, 2, . . . , I, l = 1, 2, . . . ,m. (3.1)
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U nastavku, za racˇunanje izgleda koristimo model bazne kategorije, odnosno,
ωBl =
pl(xi·)
pB(xi·)
, l = 1, 2, . . . ,m, l , B, i = 1, 2, . . . , I.
Procjena parametara modela
Pretpostavimo da je m = 3, odnosno Y ′ ∼
(
1 2 3
p1 p2 p3
)
, tako da vrijedi p1 + p2 + p3 = 1.
Neka je 2 bazna kategorija. Tada su logaritmirani izgledi:
log
p1(xi·)
p2(xi·)
= β10 + β11xi1 + · · · + β1k(xik)
log
p3(xi·)
p2(xi·)
= β30 + β31xi1 + · · · + β3k(xik).
Oznacˇimo s β1 := (β10, β11, . . . , β1k) i β3 := (β30, β31, . . . , β3k), te s β = (β1, β3).
Iz toga slijedi:
p1(xi·) = p2(xi·) exp(βT1 xi·)
p3(xi·) = p2(xi·) exp(βT3 xi·)
(3.2)
Pa dobivamo:
pi1 := p1(xi·) =
exp(βT1 xi·)
exp(βT1 xi·) + exp(β
T
3 xi·) + 1
pi2 := p2(xi·) =
1
exp(βT1 xi·) + exp(β
T
3 xi·) + 1
pi3 := p3(xi·) =
exp(βT3 xi·)
exp(βT1 xi·) + exp(β
T
3 xi·) + 1
(3.3)
Primijetimo da je pi1 + pi2 + pi3 = 1.
Neka je yi opazˇena vrijednost od Yi. Oznacˇimo pi3 ≡ 1 − pi1 − pi2, ni1 ≡ yi1, ni2 ≡ yi2,
ni3 ≡ ni − yi1 − yi2, odnosno ni = ni1 + ni2 + ni3. Tada funkciju vjerodostojnosti parametara
β mozˇemo zapisati na sljedec´i nacˇin:
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L (β) =
I∏
i=1
 ni!∏3
j=1 ni j!
{
exp(βT1 xi·)
exp(βT1 xi·) + exp(β
T
3 xi·) + 1
}ni1
·
{
1
exp(βT1 xi·) + exp(β
T
3 xi·) + 1
}ni2
·
{
exp(βT3 xi·)
exp(βT1 xi·) + exp(β
T
3 xi·) + 1
}ni3
=
I∏
i=1
 ni!∏3
j=1 ni j!
{pi1}ni1 {pi2}ni2 {pi3}ni3
 .
(3.4)
Logaritmiranjem funkcije vjerodostojnosti dobivamo:
LL (β) =
I∑
i=1
[
ni1 log (pi1) + ni2 log (pi2) + ni3 log (pi3)
]
+
I∑
i=1
log
ni!∏3
j=1 ni j!
. (3.5)
Sada c´emo (3.5) maksimizirati tako da parcijalno deriviramo pi1, pi2, te pi3 po β10,
β11, . . . , β1k, te po β30, β31, . . . β3k, te to izjednacˇimo s 0.
Jednostavno je dobiti parcijalne derivacije, a iz njih c´e slijediti:
∂LL(β)
∂β10
=
I∑
i=1
[
ni1
1
pi1
pi1 (pi2 + pi3) + ni2
1
pi2
(−pi1 pi2) + ni3 1pi3 (−pi1 pi3)
]
=
I∑
i=1
[
ni1 − ni pi1]
∂LL(β)
∂β11
=
I∑
i=1
[
ni1
1
pi1
xi1 pi1 (pi2 + pi3) + ni2
1
pi2
xi1 (−pi1 pi2) + ni3xi1 1pi3 (−pi1 pi3)
]
=
I∑
i=1
xi1
[
ni1 − ni pi1]
...
∂LL(β)
∂β1k
=
I∑
i=1
[
ni1
1
pi1
pi1xik (pi2 + pi3) + ni2
1
pi2
xik (−pi1 pi2) + ni3 1pi3 xik (−pi1 pi3)
]
=
I∑
i=1
xik
[
ni1 − ni pi1]
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∂LL(β)
∂β30
=
I∑
i=1
[
ni1
1
pi1
(−pi1 pi3) + ni2 1pi2 (−pi2 pi3) + ni3
1
pi3
pi3 (pi1 + pi2)
]
=
I∑
i=1
[
ni3 − ni pi3]
∂LL(β)
∂β31
=
I∑
i=1
[
ni1
1
pi
xi1(−pi1 pi3) + ni2 1pi2 xi1(−pi2 pi3) + ni3
1
pi3
xi1 pi3 (pi1 + pi2)
]
=
I∑
i=1
xi1
[
ni3 − ni pi3]
...
∂LL(β)
∂β3k
=
I∑
i=1
[
ni1
1
pi
xik(−pi1 pi3) + ni2 1pi2 xik(−pi2 pi3) + ni3
1
pi3
xik pi3 (pi1 + pi2)
]
=
I∑
i=1
xik
[
ni3 − ni pi3]
Dakle, dobivamo:
I∑
i=1
[
ni1 − ni pi1] = 0 I∑
i=1
[
ni3 − ni pi3] = 0
I∑
i=1
xi1
[
ni1 − ni pi1] = 0 I∑
i=1
xi1
[
ni3 − ni pi3] = 0
...
...
I∑
i=1
xik
[
ni1 − ni pi1] = 0 I∑
i=1
xik
[
ni3 − ni pi3] = 0.
(3.6)
Rjesˇavanjem nelinearnog sustava (3.6) po β10, β11, . . . , β1k, te po β30, β31, . . . β3k dobi-
vamo MLE procjenu parametara βˆ10, βˆ11, . . . , βˆ1k, βˆ30, βˆ31, . . . βˆ3k, odnosno procjenu para-
metara βˆ1 = (βˆ10, βˆ11, . . . , βˆ1k) i βˆ3 = (βˆ30, βˆ31, . . . βˆ3k) iz cˇega slijedi procjena vjerojatnosti:
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pˆi1 =
exp(βˆT1 xi·)
exp(βˆT1 xi·) + exp(βˆ
T
3 xi·) + 1
pˆi2 =
1
exp(βˆT1 xi·) + exp(βˆ
T
3 xi·) + 1
pˆi3 =
exp(βˆT3 xi·)
exp(βˆT1 xi·) + exp(βˆ
T
3 xi·) + 1
Mozˇe se pokazati da je funkcija (β1, β3) → LL (β1, β3) konkavna. Buduc´i da je
(
βˆ1, βˆ3
)
stacionarna tocˇka od LL, ona je ujedno i tocˇka maksimuma.
U slucˇaju kada je m ≥ 4 postupak za dobivanje procjenjenih vjerojatnosti pˆi1, pˆi2, . . . ,
pˆi,m−1 je analogan.
Neka je mi j = EYi j = ni pi j. Pomoc´u procjene vjerojatnosti dobivamo i procjenu
ocˇekivanja, odnosno mˆi j = ni pˆi j, za i = 1, 2, . . . , I, j = 1, 2, . . . ,m.
Analogno jednostavnom modelu logisticˇke regresije, i u slucˇaju polinomne logisticˇke
regresije mozˇemo testirati adekvatnost modela u usporedbi sa saturiranim modelom pomoc´u
statistike G2:
G2 = 2
I∑
i=1
m∑
j=1
ni j log
(
ni j
mˆi j
)
= 2
I∑
i=1
[
ni1 log
p˜i1
pˆi1
+ ni2 log
p˜i2
pˆi2
+ · · · + nim log p˜impˆim
]
,
(3.7)
gdje je p˜i j =
ni j
ni
.
Takoder, mozˇemo testirati znacˇajnost modela s prediktorima u odnosu na model bez
prediktora, te tada koristimo statistiku D2:
D2 = G2
[
model bez prediktora
] −G2 [model s prediktorima]
= 2 log
[
L( model bez prediktora)
L(saturirani model)
]
−
{
2 log
[
L(model s prediktorima)
L(saturirani model)
]}
= 2 log
[
L( model bez prediktora)
L(model s prediktorima)
] (3.8)
Alternativno, test istih hipoteza mozˇemo sprovesti i pomoc´u Pearsonove statistike:
X2 =
I∑
i=1
m∑
j=1
(
ni j − ni pˆi j
)2
ni pˆi j
. (3.9)
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Testiranje hipoteza o parametarima modela
Kao i u slucˇaju jednostavnog modela logisticˇke regresije, i sada mozˇemo pomoc´u Wal-
dovog testa testirati znacˇajnost modela. Ukoliko zˇelimo testirati znacˇajnost kovarijate j,
j = 1, 2, . . . , k, tj. hipoteze su:
H0 : ∀i = 1, . . . ,m − 1 βi j = 0,
H1 : ∃i, i ∈ {1, . . . ,m − 1} βi j , 0,
tada c´e testna statistika 1.10 biti oblika:
W = (AT (βˆ))T (AT I−1(βˆ)A)−1(AT (βˆ)) (3.10)
gdje je (za m = 3) ocˇekivana informacijska matrica dana s I(β) = XT VX, X =
[
X 0
0 X
]
,
V =
[
V11 V12
V12 V22
]
, V11 = diag(ni pi1(1 − pi1)), V12 = diag(−ni pi1 pi3), V22 = diag(ni pi3(1 −
pi3)), AT =
[
eTj 0
0 eTj
]
, gdje je eTj element kanonske baze za R
k+1.
3.3 Metode odabira modela
Metode odabira modela jednake su metodama odabira u slucˇaju slozˇenog logisticˇkog re-
gresijskog modela.
Poglavlje 4
Primjena polinomne logisticˇke regresije
4.1 Uvod
Primjena polinomne logisticˇke regresije bazirat c´e se na pacijentima s Crohnovom bolesˇc´u.
Crohnova bolest je upalna bolest probavnog sustava koja pogada odrasle i djecu. Nacˇin na
koji se dijanosticira je kolonoskopski pregled te razlicˇiti testovi krvi ili stolice. Obzirom
da kolonoskopija dodatno iscrpljuje pacijente, kako bi se pacijentima olaksˇalo lijecˇenje
koriste se testovi u prac´enju aktivnosti bolesti.
Najcˇesˇc´i parametri koji se promatraju u lijecˇenju su razine sedimentacije krvi, C-reakt-
ivnog proteina (CRP), te kalprotektina. CRP se dobiva iz uzorka krvi, dok se kalprotektin
dobiva iz uzorka stolice.
Kako bi se pacijentima olaksˇalo lijecˇenje i kako bi se smanjila potreba za kolonoskop-
skim pregledima potrebno je ustanoviti koje kovarijate c´e najbolje opisivati aktivnost bo-
lesti, odnosno stupanj bolesti. Dosadasˇnja istrazˇivanja su pokazala kako su CRP i kalpro-
tektin dobri prediktori aktivnosti bolesti [4], stoga ocˇekujemo da c´e neki od tih prediktora
biti znacˇajan i u nasˇoj analizi.
Analizu radimo u programu R.
4.2 Podaci
Podaci su o 61 pacijenatu koji su trenutno ukljucˇeni u klinicˇko istrazˇivanje o kronicˇnim
upalama crijeva (dobiveni uz dozvolu lijecˇnika dr. Marka Brinara). Svakom pacijentu iz-
mjerena je razina kalprotektina, CRP-a, sedimentacije, indeks tjelesne mase (engl. body
mass index - BMI) te znamo kojeg je spola i koliko ima godina. Takoder, postoje tri ra-
zine aktivnosti bolesti: 1 (remisija, tj. trenutna neaktivnost bolesti), 2 (blaga upala), 3
(jaka upala). Aktivnost bolesti odredena je prema klinicˇkim indeksima, odnosno na os-
novi klinicˇke slike koja ukljucˇuje biopsiju crijeva, kolonoskopsku pretragu, krvnu sliku,
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ucˇestalost stolice, bolova, itd. U ovom poglavlju pokusˇat c´emo opisati aktivnost bolesti
pomoc´u prethodno navedenih varijabli.
Opisna statistika
Koeficijenti korelacije
Na pocˇetku provjerimo postoji li korelacija medu prediktorima. U R-u c´emo to provjeriti
koristec´i funkciju cor().
Koeficijenti korelacije medu prediktorima su:
Dob Spol Sedimentacija CRP Kalprotektin BMI
Dob 1 0.180 -0.117 -0.208 -0.209 0.236
Spol 0.180 1 -0.219 -0.161 -0.101 -0.398
Sedimentacija -0.117 -0.219 1 0.580 0.554 -0.239
CRP -0.208 -0.161 0.580 1 0.644 -0.097
Kalprotektin -0.209 -0.101 0.553 0.644 1 -0.199
BMI 0.236 -0.398 -0.239 -0.097 -0.199 1
Tablica 4.1: Koeficijenti korelacije
S obzirom na to da niti jedan koeficijent nije znacˇajno velik/malen, odnosno > 0.98/<
−0.98, ne mozˇemo zakljucˇiti da postoje korelirani prediktori. No, mozˇda postoji predik-
tor koji bismo mogli opisati linearnom kombinacijom preostalih prediktora. Sada c´emo
provjeriti postoji li korelacija izmedu jednog prediktora te linearne kombinacije preostalih
prediktora. Sada je koeficijent korelacije [3]:
Rˆi =
√
vT2iViiv2i
vii
, i = 1, . . . , 6,
gdje je v2i kovarijacijski vektor i-tog i preostalih prediktora, Vii kovarijacijska matrica pre-
ostalih prediktora, te vii varijanca i-tog prediktora.
Kod u R-u:
X<−matrix ( 0 , 6 , 6 )
f o r ( i i n 1 : 6 ) {
X[ i , i ]= var ( pod2 [ , i ] )
f o r ( j i n i : 6 ) {
X[ i , j ]= cov ( pod2 [ , i ] , pod2 [ , j ] )
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X[ j , i ]= cov ( pod2 [ , i ] , pod2 [ , j ] ) } }
R<−numeric ( 6 )
f o r ( k i n 1 : 6 ) {
v<−X[ k , k ]
vv<−numeric ( 5 )
b r=1
j=1
whi le ( br <6 & j <7) {
i f ( j==k ) { j= j +1}
e l s e {
vv [ b r ]<−X[ k , j ]
j= j+1
br=br +1 } }
Vpom<−X[ , −k ]
V<−Vpom[−k , ]
Vinv<− s o l v e (V)
R[ k ]<−s q r t ( t ( vv )%∗%Vinv%∗%vv / v ) }
U sljedec´oj tablici prikazane su vrijednosti koeficijenata korelacije izmedu pojedinog
prediktora te linearne kombinacije preostalih.
Dob Spol Sedimentacija CRP Kalprotektin BMI
0.352 0.567 0.686 0.765 0.696 0.459
Tablica 4.2: Koeficijenti korelacije navedenog s linearnom kombinacijom ostalih predik-
tora
S obzirom na to da ni sada niti jedan koeficijent nije znacˇajno velik/malen, odnosno
> 0.98/< −0.98 ne mozˇemo rec´i kako neki prediktor mozˇe biti opisan linearnom kombina-
cijom preostali. Dakle, sve c´emo prediktore uzeti u obzir u daljnjoj analizi.
Graficˇki prikaz
Prikazˇimo graficˇki vrijednosti kontinuiranih prediktora po razinama aktivnosti bolesti. Kon-
tinuirani prediktori su razina sedimentacije, kalprotektina, CRP-a, BMI, te dob. Ovime
zˇelimo vidjeti postoji li pravilno ponasˇanje, primjerice povec´anje vrijednosti, povec´anjem
kategorije aktivnosti bolesti.
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Slika 4.1: Boxplot prikaz kontinuiranih prediktora
Uocˇimo kako raspon vrijednosti sedimentacije, CRP-a, te kalprotektina raste s obzirom
na stupanj aktivnosti bolesti. Takoder, uocˇimo kako se i prosjecˇna vrijednost CRP-a, te
kalprotektina povec´ava s obzirom na stupanj aktivnosti bolesti.
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4.3 Izgledi i omjeri izgleda
Za pocˇetak c´emo prikazati podatke o aktivnosti bolesti po spolu.
Spol Remisija Blaga upala Jaka upala Ukupno
Musˇkarac 11 12 2 25
Zˇena 12 19 5 36
Ukupno 23 31 7 61
Tablica 4.3: Ocjena rizika
Promotrimo sada izglede u odnosu na baznu kategoriju. Za baznu kategoriju odaberimo
kategoriju blage upale, odnosno kategoriju stupnja 2, te dobivamo:
• Izgledi da je bolest u fazi remisije u odnosu na blagu upalu:
ωB(musˇkarac) = 1112 = 0.92
ωB(zˇena) = 1219 = 0.63
• Izgledi da je bolest u fazi jake upale u odnosu na blagu upalu:
ωB(musˇkarac) = 212 = 0.17
ωB(zˇena) = 519 = 0.26
Iz toga slijedi da su omjeri izgleda izmedu musˇkaraca i zˇena da iz blage upale prede u
remisiju, odnosno iz blage upale u fazu jaku upale:
ORB =
0.92
0.63
= 1.46
ORB =
0.17
0.26
= 0.65
Iz prikazanog mozˇemo zakljucˇiti kako musˇkarci imaju vec´e izglede prelaska iz blage
upale u remisiju, dok zˇene imaju vec´e izglede prelaska iz blage upale u jaku upalu.
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4.4 Procjena parametara punog modela
Prisjetimo se, koristec´i izglede u odnosu na baznu kategoriju, tj. kategoriju blage upale,
dobivamo jednadzˇbe:
log
p1(xi·)
p2(xi·)
= β10 + β11xi1 + · · · + β16(xi6)
log
p3(xi·)
p2(xi·)
= β30 + β31xi1 + · · · + β36(xi6),
gdje su x·1, x·2, x·3, x·4, x·5, x·6 redom dob, spol, sedimentacija, CRP, kalprotektin, te BMI.
Kako bi dobili procijenjene parametre β10, β11,· · · , β16, β30, β31, · · · , β36, u R-u koris-
timo funkciju multinom(), tj. za procjenu parametara punog modela koristimo:
modelp<−mult inom ( A k t i v n o s t ˜ . , data=p o d a c i )
Vrijednosti procjenjenih parametara β = (β1, β3) su:
Slobodan cˇlan Dob Spol Sedimentacija CRP Kalprotektin BMI
β10 β11 β12 β13 β14 β15 β16
-1.06 0.01 -0.89 -0.01 -0.09 -0.001 0.07
β30 β31 β32 β33 β34 β35 β36
-3.78 0.05 -0.48 -0.04 0.21 0.0003 0.01
Tablica 4.4: Procjena parametara β
Pomoc´u procijenjenih koeficijenata βˆ1 i βˆ3 mozˇemo dobiti procijenjene vjerojatnosti
pˆi1, pˆi2, te pˆi3, ∀i, i = 1, 2, . . . , 61.
Testovi znacˇajnosti procjenjenih parametara β
Sada kada smo dobili procijenjene koeficijente β1 i β3 testirajmo njihove znacˇajnosti, od-
nosno hipoteze:
H0 : βi j = 0
H1 : βi j , 0
Za svaki i j, i ∈ 1, 3, j ∈ 1, 2, . . . , 6, hipoteze testiramo pomoc´u Waldove statistike. Rezul-
tati su prikazani u sljedec´oj tablici.
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Slobodan cˇlan Dob Spol Sedim. CRP Kalpr. BMI
β10 β11 β12 β13 β14 β15 β16
Wald -0.560 0.282 -1.160 -0.355 -0.569 -1.111 1.003
pv 0.575 0.778 0.246 0.723 0.569 0.267 0.316
β30 β31 β32 β33 β34 β35 β36
Wald -1.232 1.027 -0.384 -0.863 1.184 0.249 0.057
pv 0.218 0.305 0.701 0.388 0.236 0.803 0.954
Tablica 4.5: Waldove statistike i p-vrijednosti
Iz ovih vrijednosti Waldove statistike s d f = 1 stupnjom slobode te pripadnih p-
vrijednosti, na bilo kojoj razumnoj razini znacˇajnosti, primjerice 5%, niti za jedan i j,
i ∈ 1, 3, j ∈ 1, 2, . . . , 6, ne bismo mogli odbaciti nultu hipotezu u korist alternativne hi-
poteze.
S obzirom na to da test znacˇajnost pojedinog koeficijenta nije pokazao kako postoji
znacˇajan koeficijent, no, mozˇda postoji znacˇajna kovarijata, odnosno prediktor. Dakle, sada
c´emo provjeriti postoji li kovarijata koja ima znacˇajan utjecaj u nasˇem modelu, odnosno,
testiramo hipoteze:
H0 : β1 j = 0 & β3 j = 0
H1 : ∃ βi j , 0, i ∈ {1, 3}
za j = 1, 2, . . . , 6. Za testiranje ovih hipoteza koristimo Waldovu statistiku (za kod u R-u
vidi chapter 4.4) te su rezultati prikazani u sljedec´oj tablici:
Dob Spol Sedimentacija CRP Kalprotektin BMI
Wald 0.961 1.142 0.725 1.642 0.873 0.916
pv 0.619 0.565 0.696 0.440 0.646 0.633
Tablica 4.6: Waldove statistike i p-vrijednosti
Na osnovi dobivenih vrijednosti Waldove statistike s d f = 2 stupnja slobode te pri-
padne p-vrijednosti, niti za jednu kovarijatu, na razumnoj razini znacˇajnosti, primjerice
5%, ne mozˇemo odbaciti nultu hipotezu u korist alternativne hipoteze. Dakle, ne mozˇemo
rec´i kako neka kovarijata ima znacˇajan utjecaj u nasˇem modelu.
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Test adekvatnosti punog modela
Kako prethodni testovi nisu pokazali da postoji znacˇajna kovarijata, sada c´emo testirati
adekvatnost punog modela u usporedbi s modelom bez kovarijata. Dakle, pomoc´u G2
statistike testirat c´emo hipoteze:
H0 : ∀i ∈ {1, 3}, j ∈ {1, 2, . . . , 6} βi j = 0
H1 : ∃i ∈ {1, 3}, j ∈ {1, 2, . . . , 6} βi j , 0
Za pocˇetak procijenimo koeficijente β modela bez kovarijata.
β10 β30
-0.298 -1.488
Tablica 4.7: Procjena parametara β modela bez kovarijata
Usporedimo adekvatnost modela bez kovarijata i punog modela. Dakle, hipoteze su:
H0 : model bez kovarijata je dovoljan
H1 : puni model je dovoljan
U R-u test ovih hipoteza provodimo pomoc´u funkcije lrtest:
l r t e s t ( modelpr , modelp )
Dobivamo G2 = 16.071 s d f = 12 stupnjeva slobode za koju je p − vri jednost = 0.188.
No, ni u ovom slucˇaju ne mozˇemo odbaciti nultu hipotezu u korist alternativne na razumnoj
razini znacˇajnosti, primjerice 5%.
Usporediti model sa svim kovarijatama i model bez kovarijata mozˇemo i koristec´i Aka-
ikeov kriterij. Vrijednosti Akaikeovog kriterija za pripadne modele prikazani su u sljedec´oj
tablici.
Model bez kovarijata Model sa svim kovarijatama
121.144 129.073
Tablica 4.8: Vrijednosti AIC kriterija
Koristec´i i Akaikeov kriterij, rec´i c´emo kako je model bez kovarijata dovoljan, odnosno
nemamo kovarijatu za koju bismo mogli rec´i kako znacˇajno opisuje zavisnu varijablu, tj.
aktivnost bolesti.
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Iako smo na ovim podacima kao rezultat polinomne regresijske analize dobili da niti je-
dan prediktor znacˇajno ne opisuje stupanj aktivnosti bolesti, zˇelimo naglasiti kako opc´enito
ne mozˇemo isto zakljucˇiti. Dakle, istu analizu trebalo bi ponoviti na vec´em skupu poda-
taka.

Prilog 1: Kod u R-u za racˇunanje
Waldove statistike
x<−read . csv ( f i l e =” Crohn z a d n j i . c sv ” , h e a d e r=T , sep=” , ” )
x<−data . matrix ( x , rownames . f o r c e = NA)
f o r ( i i n 1 : 6 1 ) {
x [ i , 1 ]<−1 }
N<−matrix ( 0 , 6 1 , 7 )
X1<−rbind ( x ,N)
X2<−rbind (N, x )
X<−cbind ( X1 , X2 )
beta <− as . v e c t o r ( t ( c o e f ( modelp ) ) )
b e t a 1<−beta [ 1 : 7 ]
b e t a 2<−beta [ 8 : 1 4 ]
p i 1<−numeric ( 6 1 )
p i 2<−numeric ( 6 1 )
p i 3<−numeric ( 6 1 )
f o r ( i i n 1 : 6 1 ) {
y<−c ( 1 , 0 , 0 , 0 , 0 , 0 , 0 )
y [2 ]= p o d a c i $Dob [ i ]
y [3 ]= p o d a c i $ Spol [ i ]
y [4 ]= p o d a c i $SE [ i ]
y [5 ]= p o d a c i $CRP[ i ]
y [6 ]= p o d a c i $KALPRO[ i ]
y [7 ]= p o d a c i $BMI[ i ]
p i 1 [ i ]= exp ( y%∗%b e t a 1 ) / ( exp ( y%∗%b e t a 1 )+ exp ( y%∗%b e t a 2 )+1)
p i 2 [ i ]=1 / ( exp ( y%∗%b e t a 1 )+ exp ( y%∗%b e t a 2 )+1)
p i 3 [ i ]= exp ( y%∗%b e t a 2 ) / ( exp ( y%∗%b e t a 1 )+ exp ( y%∗%b e t a 2 )+1)
}
V 11<−diag ( p i 1 ∗ (1−p i 1 ) )
V 12<−diag (−p i 1 ∗p i 3 )
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V 22<−diag ( p i 3 ∗ (1−p i 3 ) )
V1<−cbind (V 11 ,V 12)
V2<−cbind (V 12 ,V 22)
V<−rbind ( V1 , V2 )
I<− t (X)%∗%V%∗%X
I s<− s o l v e ( I )
#dob
A<−rbind ( c ( 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ) ,
c ( 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 ) )
wald<− t (A %∗% beta ) %∗% s o l v e (A %∗% I s %∗% t (A) )%∗%(A %∗% beta )
wald
pchisq ( wald , 2 , lower=FALSE)
# s p o l
A<−rbind ( c ( 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ) ,
c ( 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 ) )
wald<− t (A %∗% beta ) %∗% s o l v e (A %∗% I s %∗% t (A) )%∗%(A %∗% beta )
wald
pchisq ( wald , 2 , lower=FALSE)
#SE
A<−rbind ( c ( 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ) ,
c ( 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 ) )
wald<− t (A %∗% beta ) %∗% s o l v e (A %∗% I s %∗% t (A) )%∗%(A %∗% beta )
wald
pchisq ( wald , 2 , lower=FALSE)
#CRP
A<−rbind ( c ( 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ) ,
c ( 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 ) )
wald<− t (A %∗% beta ) %∗% s o l v e (A %∗% I s %∗% t (A) )%∗%(A %∗% beta )
wald
pchisq ( wald , 2 , lower=FALSE)
# Kalp
A<−rbind ( c ( 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ) ,
c ( 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 ) )
wald<− t (A %∗% beta ) %∗% s o l v e (A %∗% I s %∗% t (A) )%∗%(A %∗% beta )
wald
pchisq ( wald , 2 , lower=FALSE)
#BMI
A<−rbind ( c ( 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ) ,
c ( 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 ) )
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wald<− t (A %∗% beta ) %∗% s o l v e (A %∗% I s %∗% t (A) )%∗%(A %∗% beta )
wald
pchisq ( wald , 2 , lower=FALSE)
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Sazˇetak
Logisticˇka regresija korisna je metoda u istrazˇivacˇkim problemima u kojima zˇelimo opisati
zavisnu varijablu s dvije ili visˇe kategorija pomoc´u nezavisnih varijabli. Podrucˇja u kojima
mozˇemo koristiti logisticˇku regresiju su raznolika (biomedicina, osiguranje, itd.), te upravo
to logisticˇku regresiju cˇini prakticˇnom.
U ovom radu logisticˇku regresiju objasˇnjavamo od najjednostavnijeg modela, odnosno
kada pomoc´u jedne nezavisne varijable opisujemo dihotomnu zavisnu varijablu. Zatim
preko slozˇenog logisticˇkog modela u kojem imamo k nezavisnih varijabli pomoc´u kojih
zˇelimo opisati dihotomnu zavisnu varijblu dolazimo do polinomnog logisticˇkog modela u
kojem imamo k nezavisnih varijabli pomoc´u kojih zˇelimo opisati kategorijsku (m katego-
rija) zavisnu varijablu.
Glavna zadac´a logisticˇke regresije, slozˇene i polinomne, je pronac´i koje nezavisne va-
rijable najbolje opisuju zavisnu. Naravno, moramo imati na umu da c´e uvijek puni model
logisticˇke regresije bolje opisivati zavisnu varijablu, no od interesa je pronac´i sˇto je moguc´e
manje varijabli koji c´e biti dobri prediktori zavisne varijable.
Polinomnu logisticˇku regresiju provodimo na podacima o 61-om bolesniku s Crohno-
vom bolesti. Iako je analiza u ovom radu pokazala kako niti jedan od prediktora (dob, spol,
sedimentacija, CRP, kalprotektin, te BMI) znacˇajno ne opisuju stupanj aktivnosti Crohnove
bolesti (remisija, blaga upala, te jaka upala) preporucˇit c´emo ponovnu analizu na vec´em
uzorku.

Summary
Logistic regression is useful method in researches which analyze categorical (two or more
categories) dependent variable using independent variables. The areas where we can use
logistic regression are diverse (biomedicine, insurance, etc.), and this makes logistic regre-
ssion practical.
This thesis explain the logistic regression from the simplest model, ie when using an
independent variable we describe a dichotomous dependent variable. Then, through a mul-
tiple logistic model in which we have k independent variables by which we want to describe
a dichotomous dependent variable, we come to a polynomial logistic model in which we
have k independent variables by which we want to describe the categorical (m category)
dependent variables.
The main task of logistic regression, multiple and polynomial, is to find which inde-
pendent variables best describe the dependent variable. Of course, we must keep in mind
that a full logistic regression model will always better describe the dependent variable, but
it is of interest to find as less as possible variables which will be good predictors.
Polynomial logistic regression is performed on data of 61 patients with Crohn’s disease.
Although the analysis in this thesis did not get any predictor (age, gender, sedimentation,
CRP, calprotectin, and BMI) which significantly describe the degree of Crohn’s disease
activity (remission, mild and severe disease), we would recommend re-analysis on a larger
sample.
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