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Abstract
The formation and dynamics of free-surface structures, such as steps or terraces
and their interplay with the phase separation in the bulk are key features of di-
block copolymer films. We present a phase-field model with an obstacle potential
which follows naturally from derivations of the Ohta-Kawasaki energy functional
via self-consistent field theory. The free surface of the film is incorporated into the
phase-field model by including a third phase for the void. The resulting model and
its sharp interface limit are shown to capture the energetics of films with steps in
two dimensions. For this model, we then develop a numerical approach that is ca-
pable of resolving the long-time complex free-surface structures that arise in diblock
copolymer films.
1 Introduction
Block copolymers are important designer materials with a range of important industrial
and scientific applications. The monomers making up the molecules of these materials
are organised into subchains or linear blocks of like monomers. In the simplest case, the
diblock copolymer (DBC), each molecule consists of a linear block of type A monomers
connected by a covalent bond to a linear block of type B monomers. More generally,
repeated blocks, combinations with more than two monomers, and topologies other than
linear chains are also possible. Block copolymer molecules usually prefer arrangements
in which blocks of the same monomer species are close to each other. As such, they
self-assemble into highly regular patterns of like monomers including, lamellae, cylinders
or so-called gyroids [3], by a process called phase separation. The size of the resulting
segregated regions is limited by the fact that the blocks are chemically bonded, and by
the tendency of the chains to coil up. Phase separation thus occurs on a micro- but not
a macro-scale, making them extremely useful as functional nanomaterials [20].
These polymer molecules can be precisely synthesized on a large scale to create di-
verse materials with properties that are determined by the structure of the molecules.
Applications are, for example, in gel electrophoresis, where the lamellae are chemically
tuned to have a preference for certain species in the material to be analysed [22]. In
other cases, the bulk properties that arise from the microstructures are exploited in com-
modity products such as box tape adhesives or as toughening additives for tarmacs [3].
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For applications, it is important to understand, predict and ultimately control the mi-
crophase separation structures that arise in melts of specific block copolymer molecules.
The self-consistent field theory (SCFT), which considers the average effect of the sur-
rounding monomers for each molecule (see [14, 17, 15]), is an important theoretical tool
for predicting structures and patterns in block copolymers. However, the mathematical
analysis of these models is limited. Moreover, numerical methods based on the SCFT are
computationally expensive and require the assumption of symmetries (see [9, 30], and
[16] for a review). In contrast, phase field or density functional theory (DFT) models
[27, 21] of the Ohta–Kawasaki (or non-local Cahn–Hilliard) type are amenable to the an-
alytical methods developed for Cahn–Hilliard type models. They also admit numerical
approaches that do not require any solution symmetry assumptions. While it has been
shown that they can be derived as approximations of the SCFT [10, 11], the validity of
Ohta–Kawasaki models has been challenged, in particular in the intermediate and strong
segregation regime, which is intensively studied in experiments. However, computations
based on the DFT have reproduced all of the phases predicted by the SCFT, including
gyroids [9].
The effect of confining a polymer to a thin film, which arises frequently in appli-
cations, has attracted further attention, since the confinement introduces an additional
length scale that is not typically compatible with the natural length scale selected by a
layered pattern in free space. If, for example, a layer of a DBC is confined between two
substrates with a gap that is highly incommensurate with the natural lamella period in
the bulk, the system may switch to a state where the lamellae are perpendicular to the
substrate, or a mixed state with both parallel and perpendicular interfaces [24, 8]. If
one of the surfaces is free, the system can also change thickness locally, thus creating
steps and, in three dimensions, terraces. In three dimensions, microstructures other than
lamellae can appear, such as cylinders of various orientations, or spheres, adding further
complexity to the possible interactions between the structure in the polymer bulk and
the shape of the free surface [22, 31, 32].
Carrying out computations based on the SCFT is costly; tracking terraces on large
three-dimensional domains for long times (via dynamical variants of the SCFT) to ob-
serve the behaviour of surface structures, even more so. As such, the results in the
literature are limited to a small number of carefully chosen domains [22]. This limita-
tion has renewed the interest in computations using DFT models [28]. Our focus here is
to explore the suitability of such an approach to capture step formation in two dimen-
sions, and compare our results to those obtained using the SCFT in [29]. We use an
Ohta–Kawasaki type model [27, 30] with an obstacle (rather than a polynomial) poten-
tial for the homogeneous free energy. This type of potential arises naturally in the SCFT
formulation and in fact carries over to the DFT when the latter is derived systematically
as an approximation to the SCFT [10, 11]. The resulting model is attractive mathemat-
ically because, similar to the Cahn–Hilliard equation with double obstacle potentials [4],
the exact the 1D lamellar equilibrium solutions can be stated explicitly (although the
long-range interaction makes the derivations more challenging; see section 3.2). More-
over, away from the diffuse interface, the obstacle potential forces the phases to be pure.
Efficient numerical methods are also available in the literature [5, 6]. We include a third,
void or filler species to allow for a free surface of the DBC layer, following the example
of similar SCFT simulations. A similar approach for films and droplets with a DBC
and a solvent species was pursued in [12], using the Brazovskii form for the free energy.
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This form uses a different representation of the long-range interaction arising from the
covalent bond between copolymer blocks, and also a different homogeneous free energy.
The paper is structured as follows: in section 2, we formulate the phase-field equation
for a symmetric DBC with a void phase to model the free surface. In section 3, we explore
the layered states with minimal energy when the film is flat, and use this to approximate
steady states where the film has a step. In section 4, we present numerical solutions of
the time-dependent Ohta–Kawasaki model to explore the dynamics of films with steps
at the polymer–void interface. Section 5 gives a summary of our results.
2 Formulation
We consider a domain Ω ⊂ Rd (d = 1, 2, 3) with boundary ∂Ω filled with a DBC
comprising blocks of monomer species A and B, and a third species V for the void,
which we model as a homopolymer. We restrict our attention to symmetric DBCs,
where the A and B blocks are of equal length. The local proportions of the three species
is represented by φA = φA (x) (species A), φB = φB (x) (species B) and φV = φV (x)
(the void), x ∈ Ω. The void V acts as a filler to allow the copolymer to have a free
surface. Each of these variables is bounded by 0 and 1. Together, they satisfy the
incompressibility condition
φA + φB + φV = 1, (1)
since the two copolymer species and the void fill the space. Hence, φi (x) = 0 implies
no phase i material whatsover at x, and φi (x) = 1 implies pure phase i material (and
nothing else) at x. We denote the average of any scalar function f over Ω as
f :=
1
|Ω|
∫
Ω
f dΩ,
where |Ω| denotes the Lebesque measure of Ω. Incompressibility (1) and symmetry of
the copolymer molecules imply that
φA + φB + φV = 1, where φA = φB, (2)
since each molecule consists of equal numbers of A and B monomers, which in turn
means that the total numbers of A and B monomers are equal.
Our goal is to investigate the behaviour of a DBC which has a free boundary with
the surrounding void, subject to surface tension. We do so by minimising a free energy
of the form (cf. (3.22) of [11])
E (φ) =
∫
Ω
I (∇φ) dΩ +
∫
Ω
N (φ) dΩ +
∫
Ω
B (φ) dΩ, (3)
comprising the sum of interfacial, non-local and homogeneous free energy contributions.
Here, we have introduced φ := (φA, φB, φV ) = (φ1, φ2, φ3), and will switch between the
two types of subscripting as convenient. According to [11, 10], the first two terms of (3)
comprise the entropic part of the free energy, while the last term is the enthalpy.
The interfacial energy is
I (∇φ) = 1
2
3∑
i=1
Kˆiεˆ
2 |∇φi|2, (4)
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where εˆ  1. Working from the matrix K in (3.24) of [10], we set Kˆ1 = Kˆ2 for a
symmetric DBC.
The second, long-range term in the free energy (3) models the fact that the A and
B blocks are chemically bonded and resist separating, even though the individual A and
B monomers repel each other. We use
N (φ) = 1
2
2∑
i,j=1
εˆγˆij
(
(−∆n)−1
(
φi − φi
)) (
φj − φj
)
, (5)
where the shorthand ‘(−∆n)−1 f ’ denotes the solution, Φ, of Poisson’s equation with
zero Neumann boundary conditions,
−∆ Φ = f, ∂nΦ|∂Ω = 0, f = Φ = 0. (6)
The ‘n’-subscript signifies the zero Neumann boundary condition. A Green’s function
formulation allows us to solve for each (−∆n)−1
(
φi − φi
)
as
(−∆n)−1
(
φi − φi
)
(x) =
∫
Ω
G (x, y)
(
φi (y)− φi
)
dy
as in [4]. Note that (6) and our operator (−∆n)−1 are well-defined, since f = Φ = 0.
For the γˆij coefficients in (5), we use the matrix J in (3.25) of [11], and our assumption
of molecular symmetry to write
γˆij = (−1)i+j γˆ, (7)
with γˆ a constant parameter. In restricting the sum (5) to i = 1, 2, we have explicitly
assumed that there is no long-range interaction between the two copolymer species and
the void.
The third term, B, is the homogeneous contribution to the free energy, and accounts
for the short-range interaction between the three species. We use an obstacle potential
that naturally appears in the derivation of Ohta–Kawasaki type DFT models from SCFT
models. As in [11, 10], we use
B (φ) =

1
2Θ
 ∑
k,m∈{A,B,V }
Bˆkmφkφm −
∑
k∈{A,B,V }
Bˆkkφk
 ∑φk = 1;φk ≥ 0
∞ otherwise,
(8)
where Θ denotes the absolute temperature. We immediately conclude that B (φ) ≥ 0
for all φ and B (φ) = 0 ⇔ φ = (1, 0, 0) or (0, 1, 0) or (0, 0, 1) i.e. for pure phases. The
coefficients Bkm are related to the three Flory–Huggins parameters [11] via
χˆAB =
1
Θ
(
BˆAB − 1
2
(
BˆAA + BˆBB
))
> 0, (9a)
χˆAV =
1
Θ
(
BˆAV − 1
2
(
BˆAA + BˆV V
))
> 0, (9b)
χˆBV =
1
Θ
(
BˆBV − 1
2
(
BˆBB + BˆV V
))
> 0. (9c)
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Notice that in each case, the repulsion between each pair of unlike material phases
exceeds the average repulsion of the corresponding pairs of like phases.
As in [26], [19] and Appendix A of [11], we use the incompressibility condition to
reduce the number of unknowns by one. We define a micro-phase separation parameter
ϕ, and a macro-phase parameter ψ, in which
ϕ = φA − φB, ψ = φA + φB, (10)
in which ϕ = 1 (−1) denotes pure phase A (B). Combining these with incompressibility
in (3), leads to the free energy
E (ϕ,ψ) =
∫
Ω
ε2
2
(
K |∇ψ|2 + |∇ϕ|2
)
+
εγ
2
(ϕ− ϕ)
(
(−∆n)−1 (ϕ− ϕ)
)
+ B (ϕ,ψ) dΩ,
(11a)
for a symmetric DBC, in which
B (ϕ,ψ) = 1
2
[(
1
2
− 2χAV − χ∆
)
ψ2 − 1
2
ϕ2 + χ∆ϕ(ψ − 1) + (2χAV + χ∆)ψ] , (11b)
for |ϕ| ≤ ψ and 0 ≤ ψ ≤ 1, and ∞ otherwise. Notice that we have rescaled E with
1/χˆAB, and so the parameters are ε2 = Kˆ1εˆ
2/2χˆAB, K = 1 + 2K̂3/K̂1 = 1 + 2K̂3/K̂2,
and εγ = εˆγˆ/χˆAB, χAV = χˆAV /χˆAB, χ∆ = (χˆBV − χˆAV )/χˆAB.
Terminology
We adopt the following terminology in what follows, and refer to Fig. 1 below and Fig. 1
of [29] for details. A BA molecular layer or monolayer corresponds to a single molecule,
comprising a section of (nearly) pure phase B material (ϕ ≈ −1), a BA internal interface
layer from ϕ = −1 to ϕ = 1, and a section of (nearly) pure phase A material (ϕ ≈ 1),
and similarly for an AB monolayer. We study configurations in which the molecules are
aligned perpendicular to a substrate, forming layers of A and B-rich polymer material
that are parallel to the substrate. We represent these layered solutions with sequences
such as ABBAA . . . BBAV , perpendicular to the substrate. The transition from the
polymer to the void is either an AV or BV polymer–void interface layer. Given a function
ϕ representing such a configuration, the A and B-microdomains refer to those parts of
the domain where ϕ = ±1. Notice in the sequence above that the first (at the substrate)
and last (just before the void) pure polymer phase segments (and the corresponding
microdomains), are half as wide as the others. A thin film of N monolayers stacked
parallel to a substrate thus comprises N + 1 A or B-microdomains.
Gradient flow dynamics
We wish to explore the dynamics numerically. For this purpose we introduce the Moreau–
Yosida regularisation of the free energy
Eµ =
∫
Ω
ε2
2
(
K |∇ψ|2 + |∇ϕ|2
)
+
εγ
2
ϕ
(
(−∆n)−1 (ϕ− ϕ)
)
+ Bµ (ϕ,ψ) dΩ, (12a)
where
Bµ (ϕ,ψ) := B (ϕ,ψ) + 1
2µ
[
(ψ − 1)2+ + (ϕ− ψ)2+ + (ϕ+ ψ)2−
]
, (12b)
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for 0 < µ  1. This generalises a choice made in [6, 18] for the Cahn–Hilliard scalar
phase field model. The notation (·)+ and (·)− indicates the positive and negative part
of the expressions in the brackets. The homogeneous free energy Bµ is defined for all
values of ϕ and ψ and tends to B as µ ↓ 0, that is, to the obstacle free energy.
We obtain the evolution of the system from the energy functional (12a) by initially
using the H−1-gradient flow (see Appendix B of [9]) to specify that
∂tψ = ∇ ·
(
Mψ∇δEµ
δψ
)
, and ∂tϕ = ∇ ·
(
Mϕ∇δEµ
δϕ
)
, (13a)
for t ∈ (0, T ]. We choose mobilities Mϕ = 2 and Mψ = 23 , which is equivalent to using
unit mobilities in the gradient flow formulation for φA, φB, and φV . The first variation
of Eµ is given by
δEµ
δψ
= Kε2 (−∆)ψ + ∂ψBµ (ϕ,ψ) , (13b)
δEµ
δϕ
= ε2 (−∆)ϕ+ ∂ϕBµ (ϕ,ψ) + εγ (−∆n)−1 (ϕ− ϕ) . (13c)
To reduce notational burden, we do not supply ψ and ϕ above with an index µ to indicate
that they solve the regularised problem, and will only do so where necessary. We use
the natural (zero Neumann) boundary conditions on ϕ and ψ from the first variation,
and ensure global mass conservation by additionally imposing zero flux at the boundary
for each of,
∂nϕ|∂Ω = 0, ∂n∆ϕ|∂Ω = 0, (13d)
∂nψ|∂Ω = 0, ∂n∆ψ|∂Ω = 0. (13e)
Finally, we impose the initial conditions
ψ (x, 0) = ψ0 (x) , ψ0 =M, and ϕ (x, 0) = ϕ0 (x) , ϕ0 = 0, (13f)
where M denotes the prescribed copolymer volume fraction, 0 < M < 1 and we set
ϕ0 = 0 to reflect the symmetry of the DBC molecules. Under these dynamics, the energy,
Eµ = Eµ (t), is a non-increasing function of time, which we demonstrate informally as
follows: we use our scalar mobilities to re-arrange (13a) as
δEµ
δψ
=
−1
Mψ
(−∆n)−1 ∂tψ and δEµ
δϕ
=
−1
Mϕ
(−∆n)−1 ∂tϕ.
Then
dEµ
dt
=
∫
Ω
δEµ
δϕ
∂tϕ+
δEµ
δψ
∂tψ dΩ = −
(
‖∂tψ‖2−1
Mψ
+
‖∂tϕ‖2−1
Mϕ
)
≤ 0,
where the ‖·‖−1 norm comes from (2.4) of [4]. The system is also mass conserving, in
the sense that ψ (t) = ψ0 =M and ϕ (t) = ϕ0 = 0 for every t. We therefore replace the
non-local ϕ in (13c) with zero, and compute with the pair
ψt = Mψ∆ωψ where ωψ = Kε2 (−∆)ψ + ∂ψB (ϕ,ψ) ; (14a)
ϕt = Mϕ (∆ωϕ − εγϕ) where ωϕ = ε2 (−∆)ϕ+ ∂ϕB (ϕ,ψ) . (14b)
These dynamics conserve ψ (t), but control ϕ (t), in the sense that ϕ (t) → 0 exponen-
tially fast if ϕ0 6= 0 and γ > 0. This property is useful for numerical simulations.
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3 Analysis of layered solutions
3.1 Sharp interface limit
We investigate 2D thin films of DBCs where the copolymer is organised in layers oriented
parallel to the substrate (except for steps in the free surface), where the monolayer width
is close to optimal. We first consider 1D configurations that are vertical sections through
2D solutions that are constant parallel to the substrate, in the limit as ε → 0. As in
Section 4 of [11], we consider a film lying on a substrate at y = 0, occupying 0 < y <ML,
comprised of an alternating sequence of A and B microdomains. The rest of the domain,
ML < y < L, is void. We then consider the situation where the number of monolayers
varies laterally in 2D, yielding a step-like change in the film thickness.
The optimal layered pattern on a fixed 1D domain 0 < y < L, minimises the energy
E under the boundary conditions (13d) and (13e), that is ϕ′|0,L = ϕ′′′|0,L = 0 and
ψ′|0,L = ψ′′′|0,L = 0. To identify the scaling for the optimal number of copolymer
monolayers N , and hence their optimal width wm = ML/N , we need to balance the
energy contribution from the AB/BA interface layers, which grows with N , against
that from the long-range interactions due to the chemical bonds, which decays with
N . More specifically, the energy from a single AB or BA interface layer scales like
the gradient term in (11a). Since the width of the diffusive layer O (ε) scales like ε,
the gradient scales like 1/ε, and the gradient term integrand in (11a) is O (1) inside
the interface layer; outside of this, it does not contribute to the energy. Likewise, the
homogeneous energy is O (ε) inside each interface layer. Hence the total (local) energy
contribution from N interface layers is ∼ Nε. The contribution from the long-range
(non-local) interaction comes from the second term in (11a). For a single monolayer of
width w =ML/N , the integrand scales like εγw2 and contributes to the energy over a
region of width w (i.e. the entire width of the monolayer, not just the interface layer).
Hence the total long-range contribution is ∼ Nεγw3. Balancing these gives the optimal
width wm ∼ γ−1/3. To keep the width and number of monolayers on [0,ML] constant
for an optimal configuration, we therefore consider the sharp interface limit in which we
keep γ fixed as ε→ 0.
In the sharp interface limit ε → 0, γ,K fixed, the rescaled 1D free energy Iε = E/ε
(with ψ = 1) tends to the functional [2, 11]
I0 = σABN + σAVNAV + σBVNBV + γ
2
∫ ML
0
(∫ y
0
ϕ(z) dz
)2
dy, (15)
defined on the set{
(ϕ,ψ) : [0, L]→ {(±1, 1) , (0, 0)} ; ϕ,ψ ∈ BV ([0, L]) , ϕ = 0, ψ =M} ,
and the minimisers of Iε tend to the minimisers of I0. Here, BV ([0, L]) denotes the set
of functions with bounded variation, and N , NAV , NBV the number of AB, AV , and
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BV interface layers. The surface tension of each of these interface layers is given by
σAB = inf
η
{
% [η] ; η ∈ C1, η (0) = (−1, 1) , η (1) = (1, 1)} = pi
2
√
2
, (16a)
σAV = inf
η
{
% [η] ; η ∈ C1, η (0) = (1, 1) , η (1) = (0, 0)} = pi√(1 +K)χAV
4
√
2
, (16b)
σBV = inf
η
{
% [η] ; η ∈ C1, η (0) = (−1, 1) , η (1) = (0, 0)} = pi√(1 +K) (χAV + χ∆)
4
√
2
,
(16c)
where we have used the abbreviation (cf. (4.35) of [11])
% [η] :=
√
2
∫ 1
0
√
B (η (t))
(
(η′1)
2 +K (η′2)2
)
dt. (16d)
In [11], the authors show that the microdomains of solutions with an alternating . . . AB . . .
pattern, which are critical points of I0, have the same width w = ML/N , except for
those adjacent to the substrate and the free surface, which are only half as wide. Con-
sequently, the contribution from the last term in (15) to I0 is N times the contribution
from a single monolayer which extends symmetrically to both sides of an AB or BA
interface layer. The first layer, in particular, starts at the substrate, y = 0, and ends at
y = ML/N and has an internal interface layer centered at y = ML/2N . Hence, the
contribution of the last integral term in (15) to I0 is
N
γ
2
∫ w
0
(∫ x
0
ϕ (ξ) dξ
)2
dx = N
γ
2
∫ w
0
(∣∣∣x− w
2
∣∣∣− w
2
)2
dx = N
γw3
24
.
Evaluating I0 for such a 1D pattern thus gives
I0 (N,M) := pi
2
√
2
N +
γ
24
M3L3
N2
+
pi
4
√
2
√
1 +K
[√
χAVNAV +
√
(χAV + χ∆)NBV
]
, (17)
where we have emphasised the dependence of I0 on N and the copolymer volume fraction,
M. We assume there is one polymer–void interface layer (AV or BV ), so either NAV = 1
and NBV = 0, or vice versa. To determine the microdomain width giving the smallest
I0, we replace N by ML/w and minimise with respect to w, to obtain
wm =
(
3
√
2pi
)1/3
γ1/3
=
2.37
γ1/3
, (18)
which is independent ofM and L (here and elsewhere, we round irrational numbers to the
number of digits given). On the other hand,ML/wm is not generally an integer, and so
the actual (integer) value for the layer count N , is whichever of {bML/wmc, dML/wme}
yields the smaller I0 (both, if the value is the same).
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(a) An L
||
1 –L
||
3 configuration. The step is at
x = ξLx.
(b) The corresponding flat L
||
2 configuration,
BAABV .
Figure 1: 2D Step schematic. The A-microdomains are red; the B-microdomains blue.
The microdomains closest to the substrate (y = 0) and void are half as wide as the
others. Both configurations have the same copolymer volume fraction, M.
2D stationary solutions with steps
We consider a 2D domain [0, Lx]× [0, L], where 0 < x < Lx is the coordinate along the
substrate, and 0 < y < L is normal to it. We suppose that the domain is occupied by
a (pure) copolymer of area Vp = ML × Lx and a void with area (1−M)L × Lx. A
schematic of the setup is depicted in Fig. 1.
A flat (uniform) copolymer film could thus occupy the area 0 < y < ML, and
compriseN layers parallel to the substrate, withN as specified immediately after (18). If,
however, wm is not commensurate with an integer number of monolayers, the copolymer
film could attain a non-uniform profile as an alternative to being flat (with monolayers
of sub-optimal width w 6= wm). The film surface could adjust to accomodate different
numbers of layers on different parts of the substrate, all of optimal width wm. The
simplest possibility is a single step change in the film thickness at x = ξLx, 0 < ξ < 1,
at which the number of AB/BA-interface layers changes from N1 (each of width w1) to
N2 (each of width w2). If we ignore the energy due to the step itself, the total energy is
I2D = ξLxI0 (N1, N1w1) + (1− ξ)LxI0 (N2, N2w2) , (19)
with I0 as in (17). We assume that the entirety of the top of the film surface (on both
sides of the step) is made up of the same A or B species i.e. one of NAV or NBV is
non-zero for both contributions to I2D. For a given copolymer fractionM, we must also
satisfy the mass constraint
ξN1w1 + (1− ξ)N2w2 =ML.
I2D is minimised when w1 = w2 = wm, i.e. the monolayers have the same width as for
the 1D minimum. Under these conditions, the constraint implies that
ξ =
N2 −ML/wm
N2 −N1 . (20)
We focus on the case where N1 = N , N2 = N + 2, ML = (N + 1)wm. Then ξ = 1/2
and if the microdomain adjacent to the void is of type A, say, then the lateral energy
density (in x) of the L
||
N–L
||
N+2 configuration is
I2D
Lx
=
3pi
4
√
2
(N + 1) +
pi
4
√
2
√
(1 +K)χAV . (21)
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In this case, an alternate flat L
||
N+1 configuration with N + 1 microdomains of optimal
width wm is possible, with a B-type microdomain at the polymer–void interface layer,
and lateral energy density
I0 (N + 1,M) = 3pi
4
√
2
(N + 1) +
pi
4
√
2
√
(1 +K) (χAV + χ∆). (22)
In this simple, sharp interface approximation, it is clear that if χ∆ > 0, then the config-
uration with the step has lower energy (21) than the flat, (N + 1)-layer alternative (22).
Since this approximation neglects the energy due to the step itself, we expect that χ∆
should be above some threshold for the stepped configuration to be energetically advan-
tageous (for a fixed Lx). On the other hand, the third term in I0 in (17), which measures
the energy in the polymer–void interface layer, does not depend on N (or w), and thus
has no impact on wm in (18). This simplification thus entirely discounts the effect of the
polymer species at the void interface layer, on the layer count. Specifically, for very high
χ∆, we might expect a nett energetic advantage from a higher/lower monolayer count
(i.e. monolayers of width other than wm) if this puts the lower energy polymer species
at the polymer–void interface layer. In the example above, we thus anticipate at least
three possibilities: i) a flat film with N + 1 layers of width wm, but a very high energy
polymer–void interface layer, ii) a flat film with N or N + 2 layers and a low energy
polymer–void interface layer, but layer width not close to wm, and iii) a configuration
with N and N + 2 layers to the left/right of a step, with the lower energy polymer–void
interface layer covering at least the majority of the film, and all of the molecular layers
having width at or near wm. Clearly, the relative advantage of this last configuration
grows with increasing Lx. This suggests that stepped configurations should inevitably
become energetically favoured for sufficiently large Lx, compared to the flat alternatives
discussed above. We explore these issues in our numerical experiments in section 4.
3.2 Finite ε
In the numerical section 4, we will choose our parameters to study a specific geometric
scenario, and aim to ensure that the optimal monolayer spacing fits with these con-
straints. In view of the sharp interface results in section 3.1, this amounts to choosing
γ; there is usually more flexibility in the choice of ε. Small ε will make the interface
layers thinner and improve the accuracy of the sharp interface estimates, but increase
the computational cost by requiring finer spatial grids. It is therefore useful to explore
the effect of ε on layered solutions in more detail. The use of the obstacle potential
allows us to express the interface layers exactly with trigonometric functions. This is
attractive from an analytic point of view, as was demonstrated in [4, 7] for the example
of the Cahn–Hilliard equation (equivalent to the current model with γ = 0).
To gain the qualitative insight we need for the three-phase situation, it is useful to
consider a single two-phase B → A interface layer, modelled in the absence of the void.
For simplicity, we work on a symmetric interval y ∈ [−L2 , L2 ], and seek a continuous
profile ϕ of the form
ϕ(y) =

−1 −L2 ≤ y ≤ yl
ϕi(y) yl < y < yr
1 yr ≤ y ≤ L2 ,
(23)
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with |ϕi (y)| < 1 for yl < y < yr. We define ` := yr − yl > 0. In the parlance of our
three-phase model, we regard this as a single molecular layer of width w = L, having
an internal interface layer of width `, inside the polymer where ψ = 1. (Note: setting
ψ ≡ 1 i.e. M = 1 in (14) causes the three-phase model to break down.) The function ϕ
is to be a critical point of the two-phase energy functional (cf. (11a) and (5.1) of [10]),
EBA =
∫ yr
yl
ε2
2
∣∣ϕ′∣∣2 + 1
4
(
1− ϕ2) dy + εγ
2
∫ L/2
−L/2
(∫ y
−L/2
ϕ (η) dη
)2
dy, (24)
under the constraint ϕ = 0, for a symmetric DBC. The mass constraint implies that∫ yr
yl
ϕi (η) dη = yl + yr. (25)
Calculating the first variation of EBA under the given constraint leads to
ε2ϕ′′i +
1
2
ϕi + εγ
∫ y
−L/2
(∫ ζ
−L/2
ϕ (η) dη
)
dζ = λ, (26a)
for yl < y < yr, with
λ =
1
`
[
yl + yr
2
+ εγ
∫ yr
yl
∫ y
−L/2
(∫ ζ
−L/2
ϕ (η) dη
)
dζ dy
]
, (26b)
and
ϕi (yl) = −1, ϕi (yr) = 1, ϕ′i (yl) = 0, ϕ′i (yr) = 0. (27)
The first two of these follow from the continuity of ϕ, which we required a priori. This
problem is equivalent to
ε2ϕ′′′′i +
1
2
ϕ′′i + εγϕi = 0 (28)
together with (27), and the two additional boundary conditions
εϕ′′′i (yl) = γ
(
yl +
L
2
)
, (29a)
ε2ϕ′′i (yl) =
1
2
+
yr + yl
2`
− εγ
2`
(
yl +
L
2
)
+
εγ
`
∫ yr
yl
∫ y
yl
∫ ζ
yl
ϕ(η) dη dζ dy. (29b)
The ODE (28) has the general solution
ϕi(y) = c1 sin (
√
qhy) + c2 sin (
√
qly) + c3 cos (
√
qhy) + c4 cos (
√
qly) , (30a)
qh =
1
4ε2
(
1 +
√
1− 16γε3
)
, ql =
1
4ε2
(
1−
√
1− 16γε3
)
, (30b)
provided that γε3 < 116 . This bound is not coincidental: a linear stability analysis of
the homogeneous state ϕ ≡ 0 shows that γε3 = 116 is a critical value above which the
homogeneous, well-mixed state is stable against small perturbations at all wave numbers.
The constants c1, c2, c3 and c4 along with yl and yr are found by substituting (30) into
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Figure 2: The function g (`) in (33) is plotted in blue, for γ = 32 and ε = 0.05. The red
line is L = `. Lmin = 0.224 as in (34), Lopt = 0.747 as in (38), and Lmax = 2.525 as in
(35). The smallest non-zero pole of g occurs at ` = `A = 0.644.
(27) and (29). As shown in appendix A, if cB defined there in (49) is non-zero, then
yr = −yl = `2 , and c3 = 0 = c4, and we are left with
c1 sin
(√
qh
`
2
)
+ c2 sin
(√
ql
`
2
)
= 1, (31a)
c1
√
qh cos
(√
qh
`
2
)
+ c2
√
ql cos
(√
ql
`
2
)
= 0, (31b)
c1√
qh
cos
(√
qh
`
2
)
+
c2√
ql
cos
(√
ql
`
2
)
=
L− `
2
, (31c)
for the three unknowns c1, c2 and `. This is the generic case, so we do not pursue the
alternative cB = 0 any further. If, on the other hand,
cA (`, γ) :=
√
qh cos
(√
qh
`
2
)
sin
(√
ql
`
2
)
−√ql cos
(√
ql
`
2
)
sin
(√
qh
`
2
)
= 0, (32)
then the system (31) does not have a solution. Otherwise, we can solve (31a) and (31b)
for c1 and c2 and insert them into (31c) to give (cf. Fig. 2)
g (`; γ) :=
2 (qh − ql)
cA
√
qhql
cos
(√
qh
`
2
)
cos
(√
ql
`
2
)
+ ` = L. (33)
We wish to consider the solutions ` > 0 of (33) as we vary γ, ε and L. Notice that we
can reduce the number of paramters to two by rescaling yˆ = y/ε, Lˆ = L/ε, and letting
ρ = 16γε3. Instead of explicitly carrying out this rescaling however, we fix γ and vary
ε, but refer to ρ where this is useful. For the purpose of presenting plots, we set γ = 32,
to be consistent with our choices in section 4.
We first consider ε → 0 which, for fixed γ, is equivalent to ρ  1. The function g
shown in Fig. 2 has ε = 0.05 and γ = 32 viz. ρ = 0.064. For ` > 0, g (`; γ) has poles
where cA (`, γ) = 0. Between these poles, g increases monotonically with `, and thus (33)
has one solution ` between each pair of consecutive poles, for a given L > 0. We focus
on solutions corresponding to the thinnest interface layers, for which 0 < ` < `A (γ),
where `A (γ) is the first non-zero pole of g (for a given γ).
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Since the ansatz (23) implicitly assumes that L ≥ `, we are only interested in solu-
tions of (33) where g > `. This holds if and only if L > Lmin (or equivalently, ` > Lmin),
where
Lmin :=
pi√
qh
∼
√
2piε. (34)
On the other hand, we find that |ϕ| > 1 near y = yl and y = yr if L or ` are too large.
To avoid such profiles it was sufficient to have ` < `A/2, but this effectively imposes the
upper bound L < Lmax := g (`A/2), too. In the sharp interface limit, it turns out that
Lmax ∼ 0.202
γε2
. (35)
The optimal molecular layer width L = Lopt is defined as that L for which the
energy density EBA/L is minimal. To find this value in the sharp interface limit, we first
determine an asymptotic approximation for the solution of (31), as ε→ 0, with γ and L
fixed. We obtain the expansion for ` from (33), and then use it to expand the solutions
for c1 and c2 of (31a) and (31b); we find that
` ∼
√
2piε+ 4γLε3, c1 ∼ 1, and c2 ∼
√
2
2
γ1/2Lε1/2. (36)
Using this and (30) in the energy (24) gives, after expanding,
EBA ∼
(
γL3
24
+
pi
2
√
2
)
ε. (37)
The energy density EBA/L is thus minimized when
L = Lopt ∼
(
3
√
2pi
)1/3
γ1/3
= wm, (38)
in agreement with (18). This value satisfies Lmin < Lopt < Lmax as ε → 0, as required
for a useful model.
On the other hand, our numerical parameter study revealed that Lopt tends to Lmin
as ρ → 1. This is in agreement with our earlier observation that ρ = 1 is the threshold
for the linear stability of a homogeneous mixture of the A and B species (i.e. ϕ ≡ 0),
and implies that we need to observe the upper bound
ε <
1
2 (2γ)1/3
. (39)
Since we also wish to represent monolayers which are thinner (for example in a 1D
setting, where an integer number of monolayers has to fit into the domain), ε needs to
be somewhat smaller than this. A simple approach is to choose an upper bound for ε
that is half of the bound in (39). This has a manageable impact on grid resolution, but
guarantees the bound ρ ≤ 18 , i.e. ρ 1, so that (36)–(37) are valid, and the difficulties
with having Lopt too close to Lmin are avoided.
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(a) ϕ end-state profiles (b) ψ end-state profiles
Figure 3: One-dimensional steady-state solutions obtained by solving the time-dependent
model (14) with initial condition (41), the parameters (40), (42) with µ = 10−3 (dashed
blue lines) and µ = 10−8 (solid red lines).
4 Numerical simulations
We now present our numerical solutions of the time-dependent, regularised problem
(13), (14). We used a P1 finite element numerical discretisation of space (implemented
in FEniCS [1]), and a one-step Euler discretisation of time. We used the semi-smooth
Newton (SSN) method (generalising the method from [6]) to resolve the non-linearity
at each time-step. For simplicity, we used a fixed spatial grid and and variable time-
stepping. We coded the time integration to recursively retry any time-step τ for which
SSN did not converge in ten iterations, at τ/2. We denote our simulation time horizon
(0, T ], and increased T in each experiment until the decay in the energy was essentially
zero, and the profiles could be considered stationary. We worked spatially in 1D and
2D on the domains (0, L) and (0, Lx) × (0, L); values for L and Lx can be read off the
figures.
We worked with two rectangular geometries, similar to those used in the first numer-
ical SCFT experiments in [29]. In the first, we considered a stationary thin film having
a step from one to three monolayers (the L
||
1–L
||
3 configuration of [29]) on a 2D domain
with Lx = 16 and L = 3. Our second 2D geometry was a rectangle with Lx = 8 and
L = 4.5, on which we explored variants of the L
||
2–L
||
4 configuration of [29]. Unless oth-
erwise stated, we set the polymer volume fraction to M = 0.5. In both geometries, this
fixed the optimal (vertical) width of the monolayers in equilibrium at wm = Lopt = 0.75,
from which we could infer γ via (38) (or (18)) and then choose an ε that was lower than
half of the bound in (39). We selected
γ = 32, ε = 0.05, K = 1, (40)
where the latter results in similar thicknesses for the AB and the polymer–void interface
layers, if χAV is close to 1.
1D results
We conducted a series of 1D experiments on (0, L), L = 4.5, representing a vertical
section through our second 2D geometry of interest (see Fig. 3). We wished to understand
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the effect of µ so as to make a good choice for this parameter. We used as an initial
condition the interpolant of
ϕ (x) = 0.5 +
4∑
i=1
(−1)iHδ
(
x,
3(i− 0.5)
4
, 0.07
)
− 0.5Hδ (x, 3, 0.04) (41a)
ψ (x) = 0.5 (1−Hδ (x, 3, 0.04)) , (41b)
where
Hδ (x,X, δ) =

−1 x−X
δ
<
−pi
2
sin
(
x−X
δ
) ∣∣∣∣x−Xδ
∣∣∣∣ ≤ pi2
+1
x−X
δ
>
pi
2
,
comprising four zero-mass internal interface layers, evenly-spaced between x = 0 and
x = 3, viz. the midpoint of the single polymer–void interface layer. We used (40), along
with
χAV = 1.5, χ∆ = 18.5, M = 2
3
, (42)
and a range of µ-values. The results for two different values of µ are shown in Fig. 3.
Clearly, (ϕ,ψ) is close to (1, 1) (pure A), (−1, 1) (pure B), (0, 0) (pure V ), except in the
interface layers.
On closer inspection of Fig. 3, it is evident that for µ = 10−3, ϕ and ψ visi-
bly exceed the range of values permitted by the obstacle potential. In fact, for µ ∈{
10−3, 10−4, . . . , 10−8
}
, we found that
max
{
max (ψ − 1)+ ,max (ϕ− ψ)+ ,−min (ϕ+ ψ)−
}
decreases asymptotically linearly as µ→ 0. At µ = 10−8 this discrepancy was 2× 10−7.
Besides altering the plateau values between the interface layers, Fig. 3 also suggests that
the regularisation shifts the layers horizontally by a similar amount.
For the energy of the stationary state, the convergence is also linear in µ. At µ =
10−8, we get Eµ = 0.37745, and only the last digit changes if µ is increased by a factor
of 10; hence we take E = 0.3775 as the converged value. In contrast, Eµ = 0.016 and
0.342 if µ = 10−3 and µ = 10−4. This is consistent with a linear convergence in µ,
but also suggests that for Eµ to be within 10% of E , we must have µ ≤ 10−4. The
sharp interface energy estimate from (17), with N = 4, NAV = 1, NBV = 0, L = 4.5,
is I0 = 0.383, which is close to E . That said, Fig. 3 suggests that the profile shape
is qualitatively correct, even with the relatively large µ = 10−3. On the other hand,
informal experimentation in 2D suggested that average SSN iteration counts grow as
− logµ. To balance the desire for accuracy against our time and compute budget, we
thus selected µ = 10−6 as the default for our 2D experiments.
2D results
We first explain the colour map used in Fig. 4(a), and all subsequent 2D figures. Light
green represents ϕ = 0, dark red ϕ = 1, and dark blue ϕ = −1. ψ has a simple topology
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(a) Shared initial condition: t =
0
(b) The open configuration:
χ∆ = 1.5; (44). Eµ = 3.441
(c) The closed configuration:
χ∆ = 18.5; (45). Eµ = 3.461
Figure 4: Plots of ϕ for the first and second 2D simulations; the colour map and the
dashed white line are explained in the text. The parameters in (40) were used in both
experiments.
so we do not introduce a separate colour scheme. Instead, we include the dashed white
line marking the contour line ψ = 12 , to indicate the middle of the polymer–void interface
layer. The light green area above the dashed white line represents the region with the
(nearly) pure V (void) species, ψ ≈ 0, while the region below is occupied by the polymer,
ψ ≈ 1. Red and blue regions indicate the (nearly pure) A (ϕ ≈ 1) and B (ϕ ≈ −1)
microdomains, with other colours indicating the layers between them.
Where relevant, we compared our 2D end-state energies with the corresponding min-
imum flat film energy, defined as the product of Lx and the minimum energy of a vertical
1D section configuration (obtained by simulation) with M = 0.5. We then compared
these with the sharp interface estimates from (17) and (19) (with ξ = 12) using, for the
flat alternative and the L
||
N1
–L
||
N2
stepped configuration,
Eflat (N) = I0 (N)× εLx Estep (N1, N2) = I0 (N1,M1) + I0 (N2,M2)
2
× εLx, (43)
where we have suppressed M = 12 on the left, and 12 (M1 +M2) =M = 12 .
For our first pair of 2D experiments, we used the initial configuration in Fig. 4(a), in
which the domain was split into left and right halves. On the left, 0 < x < Lx/2, we used
a configuration with a B-microdomain at the substrate (y = 0) of width wm/2, below an
A-microdomain of the same width (i.e. a one layer configuration). For Lx/2 < x < Lx,
we had four microdomains BAABBA (three monolayers), of width wm/2, wm, wm and
wm/2. Because of our spatial discretisation, ϕ0 was not exactly zero (this was true for
all of our 2D experiments). Thanks to the mass control property of (14) however, this
was not a serious issue. The space above the polymer material was occupied by the void
V , withM = 0.5. Since wm is the optimal monolayer width in the sharp interface limit,
we expected the initial configuration to be close to the final equilibrium. Indeed, the
expression (20) predicts that for N1 = 1, N2 = 3, and ML = (N1 +N2)wm/2, the step
should remain very close to x = ξLx = Lx/2. In the numerical simulation, in which we
set
χAV = 1.5, χ∆ = 1.5, (44)
there was initially a fairly rapid evolution as the side of the step relaxed and the polymer–
void interface layer adjusted. At T = 202, the solution shown in Fig. 4(b) was essentially
stationary. The step was still centered around x = Lx/2. The topology at the surface was
largely unchanged, with the A phase occupying most of the interface layer with the void,
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(a) t = 0 (b) The C0 closed configuration. χ
∆ = 18.5 as
in (45). Eµ = 2.408
(c) t = 0 (d) The C1 closed configuration. χ
∆ = 18.5 as
in (45). Eµ = 2.411
Figure 5: Initial conditions and end-states. These are L
||
2–L
||
4 configurations in [29].
except for a small portion in the step transition near x = 8. We also observed two triple
points where all three phases met. The flat configuration with lowest energy was the two-
layer BAABV with Eµ = 3.619 (which exceeds that noted below Fig. 4(b)). The sharp
interface energy estimates (43) were Eflat (1) = 5.258, Eflat (2) = 3.765, Eflat (3) = 3.835
and Estep (1, 3) = 3.447 (smallest), in good agreement with our numerical results.
If the surface tension of one of the interface layers, say BV , exceeds the sum of the
other two, σBV > σAB + σAV , then it is energetically favourable to remove the triple-
phase contact line by eliminating the interface layer between B and V completely. This
is the situation in the bottom row of Fig. 4, in which we increased χ∆, setting
χAV = 1.5, χ∆ = 18.5. (45)
The other parameters and initial conditions were unchanged. From (16), the surface
tensions are σAB = 1.11, σAV = 0.96, and σBV = 3.51. Observe that the triple points
have moved towards each other, leading to the closed configuration in Fig. 4(c), recorded
at T = 102, in which B and V do not share an interface layer (cf. the open configuration
of Fig. 4(b)).
For this much higher value of χ∆, the simulated flat configuration with the lowest
energy was the three-layer BAABBAV (notice the AV interface layer) with Eµ = 3.792
(exceeding that noted below Fig. 4(c)). The sharp interface energy estimates (43) were
the same as those above, except for Eflat (2) = 5.487 (because of the BV interface layer).
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(a) t ≈ 30 (b) t ≈ 90
(c) t ≈ 280 (d) T ≈ 1530
Figure 6: Results at the times indicated for parameters (40) and (46), for which a BV
polymer–void interface layer is energetically preferred to an AV interface layer.
The value of wm in (18) corresponded to the flat two-layer configuration which had much
higher energy; see the discussion immediately preceding section 3.2.
In our second pair of 2D experiments, summarised in Fig. 5, we used the same
parameters (40) and (45) as in Fig. 4(a) and (c), but used initial conditions having two
and four monolayers to the left and right of the step, and an A-microdomain at the
substrate. In the first experiment, the top B-microdomain to the right of the step (the
second blue layer in Fig. 5(a)) was a semi-layer; in the second (Fig. 5(c)), the second
A-microdomain was a truncated layer. Using notation from [29], we call these the C0
and C1 topologies. To keep the polymer volume fraction constant at M = 0.5 (for the
same optimal layer width as our previous experiments), the vertical extent of the domain
was increased to L = 4.5. The lateral extent was decreased to limit computational cost.
These very different topologies were preserved as the systems evolved, giving the results
in Fig’s 5(b) (recorded at T = 133) and (d) (recorded at T = 193). At the time for which
the results are shown, the energy decay had essentially stopped, suggesting that both
configurations were very close to stable steady states, that is, local energetic minima.
The total energies of these states are very similar to those noted in [29]. However, while
those authors recorded a lower energy for the C1 than for the C0 topology, our energy
values were too close for a reliable comparison, given our spatial grid resolution (about
40 nodes per unit length in each direction).
The corresponding flat configuration with the lowest energy, for both of these sce-
narios, was the four-layer ABBAABBAV configuration with Eµ = 2.509, which exceeds
both of the values recorded in Fig’s 5(b), (d). The sharp interface estimates (43) were
Eflat (2) = 2.792, Eflat (3) = 3.413, Eflat (4) = 2.542 and Estep (2, 4) = 2.393 (smallest).
Our sharp interface and numerical results were thus in qualitative agreement.
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Our final 2D experiment on (0, 16) × (0, 3) is summarised in Fig. 6. We started
with the configuration depicted in Fig. 4(a) and the parameters (40), but inverted the
preferences between the void and the polymer species by setting
χAV = 10, χ∆ = −8.5. (46)
The BV interface layer was thus preferred to the AV layer. As a result, the blue
semilayer spread over the AV interface layer to the left and right. At the same time,
the top red semilayer retracted as the A-species diffused across the blue B-microdomain
into the other A-microdomain, until all that remained was a small semi-circle at x = Lx.
At this stage, the evolution effectively stopped, suggesting that a solution close to a
(stable) stationary state had been reached. The persistence of the residual semi-circle
was counter-intuitive. For this much longer running simulation, we used µ = 10−3;
as noted previously, we nevertheless expect the configurations depicted in Fig. 6 to be
qualitatively correct.
5 Conclusions and outlook
We have used an Ohta–Kawasaki DFT model with an obstacle potential for the homo-
geneous free energy to investigate the formation of steps in thin 2D films of a symmetric
DBC. The free surface was captured by treating the void as a third phase. These films
typically form layers that are aligned with the substrate, with the species at the substrate
and the free surface determined by energetic preferences. In this paper, we studied such
solutions exclusively, and did not consider other orientations or 3D geometries [13, 25].
An energetically stable, flat film requires the film thickness to be a multiple of wm, the
thickness of the monolayer with the smallest energy density. If Vp/Lx is not an integer
multiple of wm, where Vp is the total area occupied by the copolymer, it is possible for
stepped films to have lower energies than flat films with a non-optimal monolayer width.
In the sharp interface limit, ε→ 0 with γ fixed, the optimal step location is determined by
wm and mass conservation, according to the closed analytic expression (20). Numerical
simulations of the ternary Ohta–Kawasaki model confirmed these estimates, and revealed
further details of the step between the two film thicknesses. They revealed that the
distinction between open and closed configurations depends on the wettability properties
of the two species at the free surface. We also explored model properties for a larger
number of monolayers, which allow for a larger variety of configurations, by simulating
the C0 and C1 closed configurations. These are long-time, persistent solutions, in which
the C1 configuration is energetically favourable. Hence, the model and its sharp interface
limit captured the essential features of step formation observed experimentally, and in
SCFT calculations [29].
The use of a time-dependent model allowed us to study film dynamics under the
assumption that bulk diffusion is the dominant migration mechanism for the polymer
species. We studied an example in which the top layer in the initial step configuration
was the less preferred layer, and observed the step retract as the preferred species wet
the free surface. This eventually led to a nearly flat film that was only perturbed near
the boundary of the domain. Such a configuration may be amenable to experimental
investigation using the technique in [23], whereby the film is covered by an additional
top layer of a specifically chosen homopolymer.
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The use of an obstacle potential has the advantage that the phase-field variables are
uniform, and assume the value for a pure species outside the boundary layer. This allows
for exact, explicit representations, and facilitates the analysis of layered patterns, similar
to the scalar Cahn–Hilliard equation with obstacle potential [4]. Suitable interface layer
solutions exist if ε is below a certain bound proportional to γ−1/3, which is satisfied
for well-segregated copolymer films where the SCFT becomes numerically challenging
[29]. Phase-field approaches such as the obstacle Ohta–Kawasaki model used here are
thus attractive to SCFT approaches for these situations, and provide and interesting
perspective for 3D simulations of copolymer free films, where a rich bulk geometry
interacts with the free surface to form terraces. These have been investigated using
dynamic variants of the SCFT, but resolving the structures of interest on sufficiently
large domains is computationally demanding, and may rekindle interest in phase-field
approaches for such large-scale computations [22].
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A Symmetry of the solution in the interface layer
In this appendix we show that it sufficient to consider only solutions (30) with c3 = 0 = c4
and yl = −yr. We start from a modified version of (30a),
ϕi(y) = c1 sin (
√
qh (y − y)) + c2 sin (√ql (y − y)) + c3 cos (√qh (y − y))
+c4 cos (
√
ql (y − y)) (47)
with y = (yl + yr) /2. Plugging this into (27) and (29) with ` = yr − yl, yields the
problem Ac = m with
c = (c1, c2, c3, c4)
> , m = (1,−1, 0, 0)> , (48a)
and
A =

sin
(√
qh
`
2
)
sin
(√
ql
`
2
)
cos
(√
qh
`
2
)
cos
(√
ql
`
2
)
− sin (√qh `2) − sin (√ql `2) cos (√qh `2) cos (√ql `2)√
qh cos
(√
qh
`
2
) √
ql cos
(√
ql
`
2
) −√qh sin (√qh `2) −√ql sin (√ql `2)√
qh cos
(√
qh
`
2
) √
ql cos
(√
ql
`
2
) √
qh sin
(√
qh
`
2
) √
ql sin
(√
ql
`
2
)
 .
(48b)
Adding the first two and subtracting the second two of these gives
c3 cos
(√
qh
`
2
)
+ c4 cos
(√
ql
`
2
)
= 0, c3
√
qh sin
(√
qh
`
2
)
+ c4
√
ql sin
(√
ql
`
2
)
= 0.
From this we can conclude that c3 = 0 = c4 provided that
cB (`, γ) ≡ cos
(√
qh
`
2
)√
ql sin
(√
ql
`
2
)
− cos
(√
ql
`
2
)√
qh sin
(√
qh
`
2
)
6= 0. (49)
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To conclude the argument, we first note that (25) can be recovered from (26) and (27)
and hence also from (28), (27) and (29). Using (47) in (25) gives
c3√
qh
sin
(√
qh
`
2
)
+
c4√
ql
sin
(√
ql
`
2
)
= y, (50)
from which y = 0 follows immediately.
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