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ABSTRACT
For large population speaker identiﬁcation (SID) systems,
likelihood computations between an unknown speaker’s test
feature set and speaker models can be very time-consuming
and detrimental to applications where fast SID is required.
In this paper, we propose a method whereby speaker mod-
els are clustered during the training stage. Then during the
testing stage, only those clusters which are likely to contain
high-likelihood speaker models are searched. The proposed
method reduces the speaker model space which directly re-
sults in faster SID. Although there maybe a slight loss in
identiﬁcation accuracy depending on the number of clusters
searched, this loss can be controlled by trading off speed and
accuracy.
1. INTRODUCTION
The objective of speaker identiﬁcation (SID) is to determine
which voice sample from a set of known voice samples best
matches the characteristics of an unknown input voice sam-
ple [1]. SID is a two-stage procedure consisting of training
and testing. In the training stage shown in Fig. 1(a), speaker-
dependent feature vectors, Ym are extracted from a train-
ing speech signal and a speaker model,  s is built for each
speaker’s feature set. In the testing stage shown in Fig. 1(b),
feature vectors Ytest
m are extracted from a test signal (speaker
unknown). Thetestfeaturesetiscomparedandscoredagainst
all S speaker models and the most likely speaker identity, ˆ s
is decided. Of the various speaker modelling techniques, the
Gaussian Mixture Model (GMM) based approach has shown
to be very successful in accurately identifying speakers from
a large population [1]. GMMs provide a probabilistic model
of the distribution of feature vectors. A standard approach in
estimating the parameters of the GMM (weights, mean vec-
tors, and covariance matrices) is to use the Expectation Max-
imization (EM) algorithm [1]. In assessing an SID system we
measure the identiﬁcation accuracy, computed as the number
of correct identiﬁcation tests divided by the total number of
tests.
In speaker veriﬁcation (SV), MAP-adapted speaker mod-
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Fig. 1. (a) Training and (b) testing stages in SID
els from an universal background model (UBM) with like-
lihood normalization are normally used, however UBMs are
not used in SID [2]. There are also more advanced match-
ing techniques like SVM-GLDS [3] and SVM-supervectors
[4] which are also used in SV but use in SID has not yet been
investigated.
In this paper, we consider the problem of fast identiﬁca-
tion for large population SID systems. In such systems, like-
lihood computations between an unknown speaker’s test fea-
ture set and all speaker models can be very time-consuming
and detrimental to applications where fast SID is required.
This can be very useful in speaker classiﬁcation and speaker
clustering applications where the exact identity of the speaker
is not necessary but rather identifying the speaker class is suf-
ﬁcient [5].
The slow SID problem has been recognized and in-
vestigated as has a similar problem in speaker veriﬁcation
(SV); in this paper our focus is strictly on SID. Two previ-
ously proposed methods to speed-up SV and SID are pre-
quantization (PQ) and pruning. In PQ, the test feature set
is ﬁrst compressed or reduced through downsampling (or an-
other method) before likelihood computations [6]; a smaller
feature set directly translates into faster veriﬁcation. It has
beenfoundthatreducingthetestfeaturesetbyafactorashigh
as 20, does not affect SV performance. Application of PQ inorder to speed-up SID has been investigated in [5] and results
in a speed-up factor of as high as 5  with no loss in identi-
ﬁcation accuracy using the TIMIT corpus (clean speech, low
noise and minimal channel distortions). In pruning, a small
portion of the test feature set is compared against all speaker
models [7]. Those speaker models with the worst scores are
pruned out of the search space. In subsequent iterations, other
portions of the test feature set are used and speaker models
are scored and pruned until only a single speaker model re-
mains resulting in an identiﬁcation. Using the TIMIT corpus,
a speed-up factor of 2  has been reported with pruning [5].
Variants of PQ and pruning as well as combinations of the
methods have been recently evaluated in [5].
In this paper, we propose a method whereby speaker mod-
els are clustered according to their statistical similarity dur-
ing the training stage. Then during the testing stage, only
those clusters which are likely to contain high-likelihood
speaker models are searched. The proposed method reduces
the speaker model space which directly results in faster SID.
Although there maybe a slight loss in identiﬁcation accuracy
depending on the number of clusters searched, this loss can
be controlled by trading off speed and accuracy. Finally, our
method can easily be combined with PQ and pruning for ad-
ditional speed increases, however, in this paper we evaluate
our method on a stand-alone basis.
A similar idea for reducing a search space using clusters
or classes has long been used in the area of content-based im-
age retrieval (CBIR) [8], [9], [10]. In this application, only
those images within a few pre-determined classes that are
similar to the query image are searched rather than search-
ing the entire image database. The use of speaker clusters
has been used for fast speaker adaptation in speech recogni-
tion applications [11]. Here, the speaker adaptation method-
ology ﬁrst determines speaker clusters in the training data,
then estimates corresponding model parameters and applies a
matching strategy to choose the optimal cluster for each test
utterance. The use of clusters or classes for speaker recogni-
tion has also been used in the open-set speaker identiﬁcation
(OSI) problem. In this problem, the objective is to classify
an unknown speaker into a predeﬁned class of speakers or to
recognize that the speaker does not belong to any class [12].
As far as applying speaker model clustering to the problem of
slow SID, there does not appear to be any reported work in
open literature.
This paper is organized as follows. In Section 2, we de-
scribe the GMM-based SID system. In Section 3, we describe
our method of speaker model clustering and how speaker
identiﬁcation proceeds once a test signal is acquired. In Sec-
tion 4, we describe the experimental evaluation and provide
results using both the TIMIT and NTIMIT (telephone-quality
speech) corpora; these corpora are two of the most common,
large population speech databases used in SID research. In
Section 5, we brieﬂy describe possible future work. Finally,
in Section 6 we conclude the article.
2. GMM-BASED SPEAKER IDENTIFICATION
2.1. Feature Extraction
Fig. 2 illustrates the steps involved in the feature extraction
blocks of Fig. 1. First, silence is removed from the utterance
and then the short-time Fourier transform (STFT), X(m,k)
is computed. In this work, the STFTs (1024-point) are com-
puted using 20 ms Hamming-windowed segments with 50%
overlap. Magnitude-squared data is computed from the STFT
and weighted according to a mel-scale ﬁlterbank. The L-
channel ﬁlterbank is designed with triangular responses over
each frequency band and the ﬁlters, Fl are normalized accord-
ing to their bandwidth. The log-energy at block time m for
the lth channel, yl(m) is calculated and the DCT of the vec-
tor, ym =[ y0(m),···,y L 1(m)]T is computed for further
decorrelation. Each resulting L   1 feature vector contains
the mel-frequency cepstral coefﬁcients (MFCCs), Ym com-
puted every 10 ms.
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Fig. 2. Mel-scale cepstral feature analysis
2.2. Training the Speaker Identiﬁcation System
The next step in building the SID system, is to statistically
model each speaker’s feature set, {Ym}. For this, we assume
the probability density function (pdf) for the feature vector Y
givenspeakermodel s canbemodeledasaweightedmixture
of Gaussian pdfs
p(Y| s)=
W  
i=1
wipi(Y) (1)
where W is the number of mixture components, wi is the
weight of the ith mixture component, and pi(Y) is the ith
component density. In the GMM, the weights are constrained
to sum to one. The component density in (1) is an L-
dimension Gaussian pdf of the form
pi(Y)=
1
(2 )L/2| i|1/2  
exp
 
 
1
2
(Y   µi)
T  
 1
i (Y   µi)
 
(2)
where µi is the mean vector and  i is the covariance ma-
trix (assumed to be diagonal) corresponding to the ith mix-
ture component. The weights, mean vectors, and covariance
matrices collectively form the speaker model,  s [1].ML estimation of  s is a difﬁcult nonlinear optimization
problem therefore iterative techniques, such as the EM algo-
rithm, have been employed that guarantee convergence to lo-
cal minima [1]. The EM algorithm begins with an initial es-
timate of  s, and improves this estimate until some conver-
gence threshold is reached.
The EM update equations for a given speaker model,  
for the ith weight, mean vector, and covariance vector  i =
diag( i) for 1   i   W are given by
wi =
1
M
M  
m=1
p(i|Ym, ), (3)
µi =
M  
m=1
p(i|Ym, )Ym
M  
m=1
p(i|Ym, )
, (4)
 i =
M  
m=1
p(i|Ym, )Y2
m
M  
m=1
p(i|Ym, )   µ2
i
(5)
where M is the number of training feature vectors, the a pos-
teriori probability for the ith acoustic class is given by
p(i|Ym, )=
wipi(Ym)
W  
i=1
wipi(Ym)
, (6)
and Y2
m and µ2
i denote element-by-element squaring of the
vector. The EM algorithm terminates when improvement of
{wi,µi, i} at the current and previous iterations saturates.
2.3. Testing the Speaker Identiﬁcation System
Once all S speaker models are obtained, SID proceeds
throughamaximumlikelihood(log-likelihood)detection. We
assume that all enrolled speakers are equally likely and that
the test feature vectors are independent. In this case, it is well-
known that maximum a posteriori (MAP) detection becomes
the maximum likelihood (ML) detection for identiﬁcation of
the unknown speaker
ˆ s = arg max
1 s S
M
 
 
m=1
p(Ytest
m | s) (7)
or equivalently
ˆ s = arg max
1 s S
M
 
 
m=1
logp(Ytest
m | s) (8)
where M  is the number of test feature vectors. Note that for
test signals which are a few seconds long, (8) can require a
great deal of computation if S is large.
3. SPEAKER MODEL CLUSTERING
In a SID system for a large and acoustically-diverse popu-
lation, only a few speaker models actually give large log-
likelihood values for (8). In fact, the basis for speaker prun-
ing, is to quickly eliminate speaker models for which it is
clear the log-likelihood score is going to be low thus reduc-
ing unnecessary computation in (8). We propose that after
the training stage, the resulting speaker models should be
clustered according to the pdf they represent and during the
test stage, only those clusters likely to contain a high-scoring
speaker model should be considered when computing (8).
The following subsections describe how to accomplish this.
3.1. k-means Algorithm
The k-means algorithm is one of the simplest unsupervised
clustering algorithms available [13]. The algorithm steps are
as follows.
Algorithm 1 k-means Algorithm
1: Initially choose k cluster centroids zi(1),z 2(1),...,zk(1).
These are arbitrary and are usually selected as the ﬁrst k
data points x of the set.
2: At the Ith iteration, distribute the data points x among
the k cluster domains, using the relation,
x   Sj(I) if  x   zj(I)  <  x   zi(I)  (9)
for all i =1 ,2,...,k, i  = j, where Sj(I) denotes the
set of data points whose cluster centroid is zi(I).
3: Compute the new cluster centroids zj(I + 1),
j =1 ,2,...,k, such that the sum of squared dis-
tances from all points in Si(I) to zi(I +1) is minimized.
4: If ||zj(I+1) zj(I)||     for j =1 ,2,...k and small  ,
the algorithm has converged and procedure is terminated.
Otherwise, go to Step 2.
3.2. Data Vectors for Clustering
We use the k-means algorithm to cluster speaker models ac-
cording to their weighted mean vector (WMV)
¯ µ =
W  
i=1
wiµi (10)or according to their covariance-normalized, weighted mean
vector (NWMV)
¯ µN =
W  
i=1
wi 
 1
i µi. (11)
The WMV can be thought of as the mean of the overall pdf
represented by the GMM or “center” of the speaker model. A
clustered speaker model space is illustrated in Fig. 3.
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Fig. 3. Space of speaker models, clusters, and representatives.
3.3. Cluster Selection during the Testing Stage
For the test stage, we consider two ways in which to select
a pre-determined percentage of clusters for evaluation of (8).
In Method #1 shown in Fig. 4(a), a GMM is computed on the
test feature set and those clusters (as represented by their cen-
troids) nearest to the test (N)WMV are searched. In Method
#2, prior to testing, we identify the speaker model in each
cluster which is nearest to the centroid and call it the “clus-
ter representative” (see Fig. 3). When the test signal is ac-
quired, (8) is computed against all cluster representatives’
speaker models as shown in Fig. 4(b) and clusters with the
highest-scoring representatives are then searched. Method #1
clearly directs the search toward the clusters with candidate
speaker models but requires computation of a test GMM; on
the other hand, Method #2 does not require computation of a
test GMM but is dependent on how well the representatives
actually represent the speaker models in the cluster. For short
test signals, there is the possibility with Method #1, that the
EM alogrithm may not properly converge leading to an inac-
curate test GMM and therefore may not direct our search to
the proper cluster(s). Note that the cluster centroid itself is of
no use in computing (8) since it does not have the necessary
GMM parameters.
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Fig. 4. Determining which speaker model clusters to search.
(a) Method #1 uses a GMM from the test feature set and clus-
ter centroids and (b) Method #2 compares the test feature set
to cluster representatives’ speaker models.
4. RESULTS
For the TIMIT corpus, we use a mel-scale ﬁlterbank which
has the ﬁrst nine center frequencies uniformly spaced from
100-1000 Hz and the next twenty center frequencies loga-
rithmically spaced from 1000-8000 Hz resulting in a 29   1
feature vector. For the NTIMIT corpus (telephone-quality
speech), the mel-scale ﬁlterbank which has the ﬁrst seven
center frequencies uniformly spaced from 300-1000 Hz and
thenextthirteencenterfrequenciesarelogarithmicallyspaced
from 1000-3400 Hz resulting in a 20   1 feature vector [1].
In addition, we use W = 15 mixtures for the GMM as in [1].
With approximately 24 s training, 6 s test signals, and com-
plete calculation of (8), i.e. full search, our SID system has
baseline identiﬁcation accuracies of 99.84%, 68.73% for the
630-speaker on TIMIT, NTIMIT corpus respectively. These
baseline accuracies agree closely with those published in the
current literature for TIMIT [5], and for NTIMIT [14].
In order to determine the SID accuracy when utilizing
speaker model clusters, we evaluated WMV- and NWMV-
based clustering and Method #1 and #2 for cluster selection.
We measure SID accuracy as a function of the percentage of
clusters searched. This percentage is an approximation to the
search space reduction in (8), since the number of speaker
models in each cluster are not exactly the same but are more
or less equally-distributed.Fig. 5 provides a comparison between the WMV and
NWMV clustering methods using a total of 10 clusters and
testing, with Method #1, over a selected subset of these.
When using WMV and searching 50% of the clusters, iden-
tiﬁcation accuracy decreases by 8.9%, 4.4% for the TIMIT,
NTIMIT corpus respectively; when using NWMV these de-
creases are 4.2%, 15.2% (as compared to the baseline results).
As a higher percentage of clusters are searched, accuracy in-
creases up to the baseline results and thus any losses in accu-
racy can be controlled by trading off the number of clusters
searched (search time) and accuracy. We ﬁnd that NWMV
produces better results for TIMIT (probably due to additional
“spreading” of the speaker models) while the WMV produces
better results for NTIMIT. For the remaining experiments,
all TIMIT speaker models are clustered according to their
NWMV in (11) while those for NTIMIT are clustered accord-
ing to their WMV in (10).
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Fig. 5. Identiﬁcation accuracies for the WMV and NWMV
methods of clustering using ten clusters
Fig. 6 provides comparisons between Method #1 and #2
for cluster selection as well as for speaker model spaces par-
titioned into 10 and 100 clusters. For both corpora, there is a
clear advantage to having more clusters available for testing.
For TIMIT, we ﬁnd the best performance with Method #1 and
100 clusters. In this case, we are able to search as few as 30%,
50% of the clusters with only a 3.7%, 1.0% loss, respectively
in SID accuracy; searching 30%, 50% of the clusters reduces
the speaker model space by about 1/3, 1/2 respectively. For
NTIMIT, we again ﬁnd the best performance with Method #1
and 100 clusters. In this case, we are able to search as few as
30%, 50% of the clusters with only a 6.2%, 1.7% loss, respec-
tively in SID accuracy. These search space reductions directly
translate into speed-up gains as good as pruning methods and
PQ. In our research, we ﬁnd that Method #1 results in a good
balance between search space reduction and accuracy when
the number of clusters is large (more than 70). On the other
hand, Method #2 is good when number of clusters is smaller
(less than 50).
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Fig. 6. Identiﬁcation accuracies versus the percentage of clus-
ters searched for (a) TIMIT and (b) NTIMIT corpora.
An interesting side-effect was observed using cluster-
based searching on the TIMIT corpus. When searching 70%-
90% of the search space (100 clusters) using both Method #1
and #2, identiﬁcation accuracy increased above the baseline
(full search) accuracy—even to 100% in a couple of cases.
The reason it is possible to increase accuracy with speaker
model cluster clustering is that a speaker model which leads
to an incorrect identiﬁcation during a full search may not be
present in the clusters which are being searched and thus not
produce the incorrect identiﬁcation. A similar effect could in
theory occur with pruning (speaker model which could lead
to an incorrect identiﬁcation is pruned out early).5. FUTURE RESEARCH
There are some possibilities for further improvements in re-
ducing the search space in SID for fast identiﬁcation. Since
the proposed speaker model clustering is performed during
the training stage, it can be combined with existing test-stage
methods such as PQ and pruning (as mentioned in Section 1).
The combination of speaker clustering with PQ and pruning
could increase the SID times dramatically although it is not
clear if accuracy would be signiﬁcantly degraded. Another
possibility includes utilization of a log-likelihood measure in
the clustering procedure rather than a distance measure based
on (N)WMV. This could potentially increase accuracy since
the actual identiﬁcation is based on a log-likelihood score.
However, a direct method of determining clusters, taking into
account all speaker models and training feature sets leads to a
difﬁcult nonlinear optimization problem [15]. Finally this re-
search can be extended with other speech corpora like NIST
which require channel compensation techniques like feature
warping, factor analysis etc.
6. CONCLUSIONS
In SID, the testing stage requires log-likelihood calculations
(scores) of the unknown speaker’s test signal against all
speaker models in the system. We have proposed the use of
speaker model clusters for reducing the number of speaker
models that have to be scored against, thus enabling faster
SID. Using TIMIT, NTIMIT corpora and searching only 50%
of speaker model clusters (search space) results in a 1.0%,
1.7%, respectively loss in SID accuracy. Greater reduc-
tions can made at the expense of SID accuracy which can
be controlled and may be acceptable in applications where
speaker-class identity and not the exact speaker identity is
required. In some cases, the use of speaker model clusters
resulted in slightly higher identiﬁcation accuracy rates. Fi-
nally, our method can be combined with methods such as pre-
quantization and pruning.
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