In this paper, we construct a fully homomorphic encryption (FHE) scheme over integers with the message space Z Q for any prime Q. Even for the binary case Q = 2, our decryption circuit has a smaller degree than that of the previous scheme; the multiplicative degree is reduced from O(λ(log λ)
Introduction
Fully homomorphic encryption (FHE ) enables computation of any function on the encrypted data. Many FHE schemes appeared recently after the first construction of Gentry [9] . In [9] , the following general framework for constructing FHE schemes was also presented. (1) Construct a somewhat homomorphic encryption (SHE) scheme which can evaluate a limited class of functions homomorphically. (2) Transform (or squash) the SHE scheme into a bootstrappable scheme whose decryption circuit has a low enough multiplicative degree. (3) Apply Gentry's transformation to get an FHE scheme from the bootstrappable scheme.
At Eurocrypt 2010, van Dijk et al. [8] constructed an "FHE scheme over the integers". At Eurocrypt 2013, Cheon et al. [3] extended it to a batch FHE scheme, where the message space is extended from Z 2 to (Z 2 ) k . In [3] , they also presented a batch SHE scheme for the message space Z Q 1 × · · · × Z Q k . However, FHE has not been achieved for the case of primes Q i > 2, even for the non-batch case k = 1.
What Is the Problem?
Let λ be the security parameter, and let M denote the message space. In the scheme of van Dijk et al. [8] , M = Z 2 and the ciphertext c of a plaintext m ∈ M is c = pq+2r+m, where p is a secret prime and r is a small noise. In their SHE scheme, the decryption is given by m = (c mod p) mod 2 = c − p · ⌊c/p⌉ mod 2 = c − ⌊c/p⌉ mod 2. In the bootstrappable scheme, the (squashed) decryption algorithm works as
Here (s 1 , . . . , s Θ ) ∈ {0, 1} Θ is the secret key with Hamming weight λ and each z i = (z i,0 .z i,1 . . . z i,L ) 2 is a real number with L = ⌈log 2 λ⌉+3 bits of precision after the binary point, satisfying ∑ Θ i=1 s i z i ≈ c/p. 1 They constructed a low multiplicative degree circuit computing (⌊ ∑ Θ i=1 s i z i ⌉ mod 2) in (1) by two steps [8] :
1. The first circuit computes
2. By applying the three-for-two trick repeatedly, the second circuit computes a and b satisfying W 0 + 2
Now to compute W j , we have at least to homomorphically compute a half adder; it needs a pair of polynomials, one for the sum and the other for the carry. However, such a polynomial computing the carry is not known for non-binary cases. 2 This is the main reason why it is hard to extend the circuit above to non-binary message spaces.
On the other hand, the multiplicative degree of the first circuit is λ since W j ≤ λ, and it is O((log λ) 2 ) for the second circuit. Hence, the total degree of the decryption circuit is O(λ(log λ) 2 ).
Our Contributions
In this paper, we solve the problem above; for M = Z Q where Q is any (constant) prime, we construct an FHE scheme over integers based on a new design principle. We also extend it to a batch FHE scheme with
. . , Q k may be different. Our main advantages are as follows:
1. The FHE scheme for Q > 2 was not achieved in [3, 8] .
2. Our decryption circuit has multiplicative degree O(λ) for any Q; even for Q = 2, it is significantly improved from O(λ(log λ) 2 ) of [3, 8] .
For M = Z Q , the encryption is given by c = pq + Qr + m. The decryption of the SHE scheme is given by m = (c mod p) mod Q = c − p · ⌊c/p⌉ mod Q. Then our squashed decryption algorithm works as
. Now we first determine a polynomial f (x, y) computing the carry of a half adder for any prime Q. Namely, when x, y ∈ Z Q and x + y = β · Q + α ∈ Z, our polynomial f computes β = f (x, y) mod Q. It has degree Q which is proven to be the lowest. See Sec. 3. Then we compute
we compute the sum of the last digits as shown in Fig. 1 (where each box is a half adder) so that we obtain w L and the Θ − 1 carries β 1 , . . . , β Θ−1 with
• Secondly, we compute (
that we obtain w L−1 and the 2(Θ − 1) carries.
• Iterating this process, we obtain (
The circuit computing each step has multiplicative degree Q (= deg f ). Hence, the multiplicative degree D of our decryption circuit is Q L+1 = O(λ), which is significantly lower than O(λ(log λ) 2 ) of [3, 8] .
Finally, in the same way as [3, 8] , we make our scheme bootstrappable by letting the bit length of p be ρ · Θ(D), where ρ is the size of noise r in a fresh ciphertext c. Since the degree D of the decryption circuit has been decreased in comparison to [3, 8] , the size of p is also reduced, therefore the size of our ciphertexts is much smaller than that of [3, 8] even for the previously known case Q = 2. See Table 1 .
Moreover, we emphasize that we also give a concrete, not just asymptotic, condition for the parameters of our scheme to make the scheme bootstrappable; see (13) . 3 In Sec. 6.1, the information of p is involved in an element X and is reflected by public key components u ℓ , therefore the decryption does not need p itself. 4 For the sake of our analysis in Sec. 7, our algorithm in Sec. 4 is described in a different, but essentially equivalent manner. 5 We choose the parameters to guarantee that w1 ∈ {0, Q − 1}; consequently 
Organization of the Paper
In Sec. 2, we summarize some definitions and notations used in this paper. In Sec. 3, we study the polynomial expression of the carry function in the addition of two Q-ary digits for any prime Q. Based on the result, in Sec. 4, we construct an algorithm for addition of Q-ary integers which is composed of polynomial evaluations modulo Q. Then, in Sec. 5, we recall the previous SHE; and in Sec. 6, we describe our proposed bootstrapping algorithm based on the result in Sec. 4. Finally, in Sec. 7, we analyze our proposed method to verify that the bootstrapping is indeed achieved.
Preliminaries
In this paper, we naturally identify the integer residue ring Z n := Z/nZ modulo an integer n > 0 with the set {0, 1, . . . , n − 1}. For real numbers x, y, we write
On the other hand, we consider the following two kinds of remainder operations; we define x mod n to be the unique y ∈ Z n with y ≡ x (mod n), and x Mod n to be the unique integer
For a prime Q, an integer a and an integer b ∈ Z Q , we define ( a b
which is a polynomial in a of degree b ≤ Q − 1, where Inv Q (x) (for x ∈ Z coprime to Q) denotes the unique integer y ∈ Z Q with xy ≡ 1 (mod Q). Then we have
(the right-hand side is the usual binomial coefficient).
Q-ary Half Adder
Let Q be a prime. For x, y ∈ Z Q , let
It is clear that s = x + y mod Q. In this section, we construct the lowest degree polynomial f carry,Q (x, y) yielding the carry c, as follows:
having total degree deg f carry,Q = Q (see (2) for the notations). Then for any x, y ∈ Z Q , we have c = f carry,Q (x, y) mod Q .
Theorem 2.
The total degree of f carry,Q is lowest among all polynomials g(x, y) over
From now, we prove these two theorems.
If 0 ≤ x + y < Q, then we have c = 0, while we have ( x+y Q ) = 0 by the definition of the binomial coefficient. For the other case Q ≤ x + y < 2Q, we have c = 1, while we have
2 for the definition of Inv Q ). Therefore (4) holds.
Next, from the meaning of
, it is easy to see that
) . Now we have 0 ≤ x < Q and 0 ≤ y < Q since x ∈ Z Q and y ∈ Z Q , therefore
Hence, by (3), Theorem 1 holds.
We use the following property in the proof of Theorem 2:
with f carry,Q as polynomials.
Proof. Assume that f ′ ̸ = f carry,Q as polynomials. Set g := f carry,Q − f ′ , which is now a non-zero polynomial. Write g(x, y) = ∑ Q−1 i=0 g i (y)x i , where each g i (y) is a polynomial of degree at most Q − 1. Then g i is a non-zero polynomial for at least one index i. By the polynomial remainder theorem, we have
this is a contradiction. Hence Lemma 1 holds.
If such a polynomial g(x, y) has degree at least Q with respect to x (respectively, y), then deg g(x, y) can be decreased without changing the values g(x, y) mod Q by using the relation x Q ≡ x (mod Q) (respectively, y Q ≡ y (mod Q)) derived from Fermat's Little Theorem. Iterating the process, we obtain a polynomial g * (x, y) of degree at most Q − 1 with respect to each of x and y, satisfying that deg
Low-Degree Circuit for Sum of Integers
In this section, we give a circuit of low (multiplicative) degree which computes
We call the m × n matrix A = (a i,j ) i,j the matrix representation of (a 1 , . . . , a m ). First we define an algorithm
We next define an algorithm MatrixAdd Q (A), where A = (a i,j ) i,j is an m × n matrix as above.
MatrixAdd Q (A)
Return B = (b i,j ) and α n , where B is an m × (n − 1) matrix Visually, it can be expressed as
Then from (6), we can see that
We finally define an algorithm FinalAdd Q (A), where A = (a i,j ) is an m × n matrix.
Suppose that A is the matrix representation of (a 1 , . . . , a m ). Let
Then it is easy to see that the followings hold (since deg f carry,Q = Q):
Batch SHE Scheme over Integers
In this section, we describe an SHE scheme over integers with message space
This scheme is essentially the one proposed in [3] which is semantically secure under the (ρ, η, γ)-decisional approximate GCD assumption (see [3] for details), with slight notational modifications. 6 7 To simplify the notations, set
The choices of other parameters ρ, γ, η, τ are discussed later.
• Key generation KeyGen(1 λ ): Choose η-bit primes p i,j for (i, j) ∈ I uniformly at random in a way that all p i,j and Q i ′ are different. Choose
In fact, our proposed bootstrapping method is directly extendable to the variant of their scheme in [3] based on the error-free approximate GCD assumption. 7 We note that the components of the message space is changed from (−Q/2, Q/2] ∩ Z as in [3] to {0, 1, . . . , Q − 1}, but it does not affect the security of the scheme. Indeed, by the map c → c
′ i,j we can convert any ciphertext with the former message space to that with the latter message space, and vice versa.
in a way that q 0 is coprime to all p i,j and all Q i ′ , where ROUGH(2 λ 2 ) denotes the set of integers having no prime factors less than 2 λ 2 . Set
Choose e ξ;0 and e ξ;i,j for ξ ∈ {1, . . . , τ } and (i, j) ∈ I by
Then let x ξ be the unique integer in (−N/2, N/2] satisfying
and let x ′ i,j be the unique integer in (−N/2, N/2] satisfying
where δ * , * are Kronecker delta. Then output a public key pk consisting of all N , x ξ and x ′ i,j , and a secret key sk consisting of all p i,j .
• Encryption Enc(pk, ⃗ m): Given a plaintext ⃗ m = (m i,j ) (i,j)∈I ∈ M, output a ciphertext c defined by
where T is a uniformly random subset of {1, 2, . . . , τ }.
• Decryption Dec(sk, c):
• Evaluation Eval(pk, f, c 1 , . . . , c n ): Given a polynomial f with integer coefficients and ciphertexts c 1 , . . . , c n , output c * given by
Following the arguments in [3] , we let the parameters ρ, γ, η and τ satisfy the following conditions (see Sec. 6.3 for further details):
• ρ = ω(λ), to resist the attack by Chen and Nguyen [4] for the approximate GCD assumption.
• γ > η 2 /ρ, to resist Howgrave-Graham's attack [11] for the approximate GCD assumption.
• η = Ω(λ 2 ) and γ = (
, to resist Lenstra's elliptic curve method [13] for factoring the integer N (the latter is to make the (approximate) bit length
• γ = η 2 ω(log λ), to resist the attack by Cohn and Heninger [5] and the attack using Lagarias algorithm [12] on the approximate GCD assumption. (This implies the condition γ = Ω(λ 3 ) arisen from the general number field sieve [2] for factoring N .)
• τ = γ + ω(log λ), in order to use the Leftover Hash Lemma in the security proof (see [3] for the details).
Our FHE Scheme: Bootstrapping for Large Plaintexts
We now describe our bootstraping algorithm for the SHE scheme in Sec. 5 with nonbinary plaintexts, based on our results in Sec. 4.
Squashed Scheme
In this subsection, we squash the decryption algorithm of the SHE scheme in Sec. 5, i.e., we modify the scheme in such a way that the multiplicative degree of the resulting decryption circuit is low enough to make the bootstrapping possible. It is a natural generalization of the squashing method in [8] to the large message space. The choices of additional parameters κ i , θ i , Θ i and L i for i ∈ {1, . . . , k} will be discussed in Sec. 6.3. Set
From now, we describe the squashed scheme.
• Key Generation KeyGen * (1 λ ): First, generate (pk, sk) ← KeyGen(1 λ ) as in Sec. 5. Then choose a subset Π of the product of symmetric groups S h 1 × · · · × S h k satisfying that Π contains the identity permutation id and Π generates the group
with Hamming weight θ i , and set
in such a way that • Encryption Enc * (pk * , ⃗ m) and evaluation Eval * (pk * , f, c 1 , . . . , c n ): These are the same as the scheme in Sec. 5 (with public key pk).
• Decryption Dec * (sk * , c):
We note that, the possible difference of the security of this scheme from the one in Sec. 5 comes from the components u i,ℓ involved in the new public key, which are dependent on the secret values s i,j;ℓ . The situation is the same as the previous FHE schemes [3, 8] . In [8] , it was observed that revealing the secret by using the "hints" u i,ℓ is related to the sparse subset sum problem and the low-weight knapsack problem. They proposed the following choices of parameters θ i and Θ i to avoid the known attacks:
• Θ i is ω(log λ) times the bit lengths (κ i + 1) log 2 Q i of u i,ℓ .
• θ i is large enough to resist brute-force attacks; e.g., θ i := λ as in [8] .
Our Bootstrapping Procedure
In this subsection, we describe our proposed bootstrapping algorithm based on the results in Sec. 4. More precisely, in the same manner as the previous FHE scheme with modulo-two plaintexts [3] , we construct "permuted bootstrapping" algorithm Bootstrap(pk * , c, σ) for a ciphertext c for plaintext (m i,j ) (i,j)∈I and a permutation σ ∈ Π, which generates a ciphertext for permuted plaintext (m i,σ i (j) ) (i,j)∈I with reduced noise (the case σ = id yields the usual bootstrapping).
Let StreamAdd ′ Q be a variant of the algorithm StreamAdd Q defined in Sec. 4, obtained in such a way that the inputs are ciphertexts rather than elements of Z Q , and the additions and evaluations of the polynomial f carry,Q in StreamAdd Q modulo Q are replaced with the corresponding homomorphic evaluations for ciphertexts, i.e., additions and evaluations of f carry,Q "Modulo N ". Let MatrixAdd 
Then compute (
where crt i denotes the unique integer in (−(
From Theorem 4, the multiplicative degree of the FinalAdd ′ circuit is
(see Sec. 6.3 below for the choice of L i ) which is O(λ) for a constant Q i .
Choice of Parameters
We give an instance of the choice of parameters for our scheme, where we regard all of k, Q i and h i as constants. First, we set ρ = Θ(λ log log log λ), η = Θ(λ 2 log log λ), γ = Θ(λ 4 (log λ)
Then all the conditions mentioned in Sec. 5 are indeed satisfied. Secondly, for the additional parameters in the squashed scheme, we set
Then the conditions mentioned in Sec. 6.1 are also satisfied. Moreover, the analysis given in Sec. 7 below shows that our scheme is indeed bootstrappable by using these parameters. We emphasize that the order of the bit length η of p i,j is only slightly higher than ρ · λ, which is significantly lower than ρ · λ(log λ) 2 required in the previous FHE schemes [3, 8] (see also (13) in Sec. 7 for a concrete lower bound for η). This reduces the key sizes for the scheme, even in the previously achieved cases Q i = 2.
Analysis of Our Proposed Scheme
In this section, we analyze our proposed scheme, especially our bootstrapping algorithm, to see the correctness of the scheme and estimate appropriate parameters. For the purpose, we introduce the following definition, which intuitively means the amount of noise in a ciphertext: Definition 1. Let c be a ciphertext for plaintext ⃗ m = (m i,j ) (i,j)∈I . We define the weight wt i,j (c) of c at position (i, j) ∈ I to be the minimum integer satisfying the following for some α i,j (c),
We evaluate the weights of fresh ciphertexts:
, where we define
, the absolute value of the righthand side is bounded by   ∑
Hence we have wt i,j (c) ≤ Q i Γ, therefore Proposition 1 holds.
The next property is implied directly by the definition of wt i,j (c): (f (m 1;i,j , . . . , m ℓ;i,j ) mod Q i ) i,j ∈ M, and we have
From now, we show the correctness of the squashed scheme:
Then for any (i, j) ∈ I, we have
for the integer α i,j (c) in Definition 1, some integer β i,j and some value ε i,j with |ε i,j | ≤ ε i,j (c), where
for some A ′ i,j ∈ Z and ∆ ′ i,j := (s i,j;1 , . . . , s i,j;Θ i ) has Hamming weight θ i ). Now, by the definitions of X i,j and u i,ℓ , there are an integer B i,j and a value ∆ ′′ i,j ∈ [−1/2, 1/2] satisfying that the right-hand side of (10) is equal to
Moreover, by the expression of c as in Definition 1, the right-hand side above is equal to the right-hand side of (9), where
Now, by the definition of wt i,j , we have |β i,j (c) · Q i + m i,j | ≤ wt i,j (c) and
Hence, Lemma 2 holds. 
Hence, Proposition 3 holds.
From now, in order to analyze our bootstrapping algorithm, we consider the following condition for ciphertexts which is in general stronger than the condition mentioned in Proposition 3 for correct decryption: 
We analyze FinalAdd
(see Lemma 2 for the last relation). By Lemma 2, we have |ε i,σ i (j) | < 1/Q i since c is bootstrappable. Therefore, one of the followings holds:
In any case, we have
On the other hand, Definition 1 applied to ciphertexts
,
.
From now, we evaluate the weights wt i,j (w i ′ ;0 ) and wt i,j (w i ′ ;1 ): 
Now the sum in the right-hand side is
(where we used the relation β > 1), and similarly, the sum in the right-hand side above is
(where we used the relation α/β > 1). Hence, Lemma 3 holds.
Lemma 4. Let
Proof. For the intermediate objects s ξ and c ξ in the subroutine StreamAdd ′ Q whose inputs are Θ components of A, we have wt i,j (s ξ ) ≤ Θµ for any ξ by the choice of µ, while Lemma 3 with α := Θµ and β := µ implies that wt i,j (c ξ ) is bounded by the right-hand side of (11) . Hence, Lemma 4 holds (note that the right-hand side of (11) is larger than Θµ).
Proof. We show that
, where
Once this is shown, we have wt i,j (w i ′ ;L i ′ +1−ξ ) ≤ µ ξ−1 by Lemma 4, while we have (7) and Proposition 1. Hence, the claim holds for the case.
For ξ > 0, we use the induction on ξ. First, we have
Then by Lemma 4 and the induction hypothesis, we have
Hence the claim holds for the case, therefore Lemma 5 holds.
By Lemma 5, we have
where we used the relation
≥ 2). Summarizing, we have the following result:
Theorem 5. Suppose that the parameters satisfy
for any (i, j) ∈ I (see Lemma Finally, we investigate the choice of parameters to satisfy the condition (12) . First, for the parameters L i and κ i in (8), we have
since N ≤ 2 γ , while we have
On the other hand, we have p i,j ≥ 2 η−1 since p i,j is an η-bit prime. Therefore, to satisfy (12) , it suffices to satisfy the following (where we used θ i ′ = λ as in Sec. 6.3):
or, more strongly,
From now, we study the asymptotic behavior of the parameters. By using the relation t/(t − 1) ≤ e (t−1) −1 for t > 1, we have
log 2 e ) + log 2 Θ i ′ + log 2 Q i ′ + log 2 Q i + log 2 Γ .
Moreover, we have
Now, for the choice of parameters in Sec. 6.3, the term ρ in log 2 Γ is dominant among the terms in the upper bound for log 2 Ξ i,i ′ above, therefore it suffices to set η = ω(ρ · λ) to satisfy (13) asymptotically. Hence, the choice of parameters in Sec. 6.3 is suitable to enable the bootstrapping.
