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Introduction {#sec001}
============

Many livelihoods depend on the extraction of natural resources, like fish, timber or clean water, provided by local ecosystems. The tension between individual and collective interests that is often present among a community of natural resource users can impede cooperation, which is necessary for the long-term provision of the resources the community depends upon \[[@pone.0157796.ref001],[@pone.0157796.ref002]\]. This tension arises because once a resource unit is extracted, it is no longer available to another user; and it is difficult to exclude others from the use of the same resource. These properties characterize common-pool resource (CPR) management settings (commons dilemmas), which have been the subject of study by many scholars from various fields and disciplines using an array of methodological approaches \[[@pone.0157796.ref003]--[@pone.0157796.ref009]\]. This has led to substantial advancements in our understanding about the conditions facilitating cooperation around the use of CPRs, such as trust and communication \[[@pone.0157796.ref010]\].

But does cooperation necessarily lead to sustainable CPR use? The short answer to this question is no. It does not 'only' take cooperation, but also extraction levels that correspond with the dynamics of the ecosystem providing the resource. Cooperation in a self-governed commons dilemma implies that resource users restrain their exploitation to a mutually agreed level. Given ecological complexity and associated uncertainties, identifying sustainable extraction levels is difficult and has been the focus of much research in various fields, such as fisheries science (e.g., \[[@pone.0157796.ref011]\]). Within the field of natural resource management, researchers have highlighted the importance of local ecological knowledge in dealing with ecosystem complexity \[[@pone.0157796.ref003],[@pone.0157796.ref012]\]. However, knowledge of ecosystem dynamics and how it interacts with other individual-level factors, has received relatively little attention in the behavioral CPR literature. Recent observations from behavioral experiments confirm that cooperation itself is not enough to achieve sustainable resource use. In a series of laboratory CPR experiments the first and last author of this paper \[[@pone.0157796.ref013],[@pone.0157796.ref014]\], investigated collective behavior and exploitation strategies in the presence of ecological complexity. Overall, and not surprisingly, cooperation had a positive effect on sustainable resource use. However, some cooperative groups over- or underexploited the CPR during the experiment. This suggests that cooperation may be a necessary, but not a sufficient condition for sustainable resource use. We believe that this observation deserves further attention.

The aim of this paper is to identify conditions under which cooperation amongst resource users can lead to sustainable resource use in a self-governed CPR setting. More specifically, we develop a possible explanation for cooperative sustainable resource use based on insights from behavioral experiments and relevant literature and test it against behavioral experimental patterns using an agent-based model (ABM). Once we establish confidence in our model, we perform simulation experiments in which we manipulate the *distribution* of initial values of key individual-level attributes (see below) in cooperative groups to systematically explore the implications of those manipulations for group level outcomes (i.e., exploitation patterns).

We regard a commons dilemma as a social-ecological system (SES) \[[@pone.0157796.ref012]\]: Resource users interact with and affect, not only each other, but also the ecosystem, on which they depend. It is these social and social-ecological interactions that determine not only the capacity of resource user groups to cooperate but also the prospects for sustainable resource use. Much work in the CPR literature focuses on social interactions and is devoted to the question of what makes cooperation emerge and persist. For example, trust and communication have received a lot of attention in the CPR literature and have been highlighted as crucial cooperation facilitators \[[@pone.0157796.ref010],[@pone.0157796.ref015]--[@pone.0157796.ref018]\]. Group discussions can give a sense of group identity and build trust \[[@pone.0157796.ref019]\] and can reveal individuals' intentions to cooperate (or not) \[[@pone.0157796.ref020]\]. These mechanisms facilitate cooperation by reducing *social uncertainty*, i.e., uncertainty regarding whether others are going to act in the interest of the group. Resource users, however, also face *environmental uncertainty* resulting from a lack of knowledge about ecological processes and the state of the ecosystem at a given point in time.

Less attention in the CPR literature has been directed towards the interactions between the user group and the ecosystem (social-ecological interactions) and the effects of environmental uncertainty. User groups must have the relevant ecological knowledge in order to manage the shared resources sustainably, including an understanding or awareness of ecological complexities and uncertainties. "Ecosystems are moving targets", characterized by non-linearity, unpredictable fluctuations and uncertain futures \[[@pone.0157796.ref021]\]. Moreover, user groups also need to collectively act on their ecological knowledge. Sustainable ecosystem management, thus, depends on both types of interactions: social-social and social-ecological; and is influenced by social *and* environmental uncertainties.

The behavioral CPR experiments \[[@pone.0157796.ref013],[@pone.0157796.ref014]\], this work is built on, highlight the importance of the individuals' understanding of the ecological system (in particular the resource dynamics and the sustainable extraction level), and whether this understanding is shared among and acted upon by the individuals in the group. Moreover, the experiments also highlight that individuals differ in their confidence of this understanding, which can be interpreted as environmental uncertainty. For the purpose of this study, we build on these insights both from the aforementioned behavioral experiments and relevant literature and identify *individual ecological knowledge* of the users in the group, their *confidence in that knowledge* and their respective *social skills* (the propensity of sharing knowledge) to be key influencing individual-level attributes for a cooperative group to manage the resource sustainably. We assume that the individuals composing a user group are heterogeneous in respect to these three attributes and argue that an *explanation* for the exploitation patterns found in the experiments lies in the *distribution* of these three key attributes within the cooperative group. In other words, group composition with respect to these attributes matters.

Developing and testing this explanation and exploring its consequences requires investigating individual attributes and individuals' personal perceptions and across different group settings--something that is difficult with the behavioral experimental method. Agent-based modeling allows us to address the *how* of the behavioral patterns we want to explore, i.e., develop a mechanism-based explanation \[[@pone.0157796.ref022]\]. The ABM is a formalization of our hypothesis about micro-level mechanisms that generate the phenomenon observed in the behavioral experiments in a simulation model. The model, called 'AgentEx' (***agent***-based modeling meets behavioral ***ex***periments), can then be used to simulate the behavior of the system and to systematically explore the consequences of different assumptions about key factors and interactions \[[@pone.0157796.ref022],[@pone.0157796.ref023]\]. In simulation experiments we can control, measure and manipulate processes and perceptions internal to an individual, i.e., agent, and observe their effects on overall outcomes. The model allows us to relate micro-level processes to group level patterns of interest and vice versa, to investigate how group level patterns affect the behavior of the individuals \[[@pone.0157796.ref024]\]. This is particularly interesting in our case, where successful management is most likely determined by individual attributes (e.g., knowledge, confidence in knowledge, social skills) and group level (e.g., group composition) factors. By comparing model outcomes with empirical patterns, we test the validity of our explanation and identify those settings that lead to cooperative, sustainable resource use. In sum, these simulation experiments allow us to manipulate group composition with respect to the three individual-level attributes and thereby address conditions under which cooperation leads to sustainable resource use.

The use of ABMs to study the emergence of cooperation and sustainable resource use is not new. It has been shown to be valuable in numerous studies (see, e.g., \[[@pone.0157796.ref020]\] for an overview of ABMs of collective action or \[[@pone.0157796.ref025]\] for an overview of ABM applied to environmental management). However, most studies focus on the evolution of norms and rules, as well as the effect of different human behavior models on cooperative outcomes, rather than social-ecological interactions (notable exceptions are \[[@pone.0157796.ref026]--[@pone.0157796.ref028]\]). ABMs and behavioral CPR experiments have been combined before \[[@pone.0157796.ref029]--[@pone.0157796.ref031]\]. These ABMs are, like ours, empirically grounded or informed by experimental data. However, none of these studies consider factors and processes concerned with communication and/or knowledge sharing between the agents. The authors of \[[@pone.0157796.ref031]\], for example, considered for their modeling exercise only the first round of the CPR experiments, in which communication was not allowed and individuals came together for the first time to manage a CPR. They "did this to avoid the complications of model learning and communication" (see paragraph 3.2 in \[[@pone.0157796.ref031]\]) Communication was allowed in the behavioral experiments our ABM is built on, and played a crucial role for cooperation. Therefore, we include processes of communication such as knowledge sharing. Furthermore, we also consider that agents may update their knowledge over time. Hence, we present here, to the best of our knowledge, the first ABM informed by empirical data of a CPR experiment that includes processes of communication, knowledge sharing and updating.

In the remainder of the paper, we will first introduce the empirical background to this study. Next, we will define and provide justifications for the following three individual-level attributes that build the core of our explanation: individual ecological knowledge; confidence in knowledge and social skills as well as the process of group knowledge formation. We then describe our model and explain the design of the simulation experiment for i) building confidence in the model and ii) exploring the consequences of our explanation for group-level outcomes (i.e., exploitation patterns) by varying group composition with respect to the three explanatory variables. After presenting the results, we will conclude the paper with a discussion and conclusions.

Empirical Background: Behavioral CPR Experiments {#sec002}
================================================

The empirical patterns we aim to explain are derived from behavioral dynamic laboratory CPR experiments, henceforth called 'behavioral experiments'. These behavioral experiments were designed to study collective behavior in the face of different ecological dynamics \[[@pone.0157796.ref013],[@pone.0157796.ref014]\]. Groups of four individuals collectively managed a renewable resource stock. The experiments consisted of 14 rounds, which was unknown to the participants, and face-to-face communication was allowed at any stage. In each round, each participant decided anonymously and individually on the amount of resource units she would like to harvest. Where the group made use of the opportunity to communicate, the participants typically exchanged their knowledge about the resource stock size they perceived to be optimal and they jointly formulated, based on that shared knowledge, a group agreement on how many resource units each individual should take out. After each round, the experimenter calculated the new resource stock size and provided it to the group.

The experimental observations we used for this study were the 19 groups that were confronted with the resource dynamics shown in [Fig 1](#pone.0157796.g001){ref-type="fig"}. The resource dynamics represents a discrete version of a logistic growth function and has a maximum resource stock size of 50 units and a minimum resource stock size of 5 units to allow for regeneration. The regeneration rate changes in steps of five units, and the maximum sustainable yield (MSY) is 9 units. Each group started with a resource stock size of 50 units. The optimal exploitation strategy was to harvest 25 units together in the first round and thereafter 9 units per round (corresponding to the MSY) for as long as each group member expected the game to continue for at least one more round. If the group extraction lead to a stock size below 25 units, the optimal strategy for eventually obtaining large harvests again was to allow the resource to recover until it reached 34 units and then to extract 9 units in subsequent rounds. The experimenters made sure that everyone understood the resource dynamics (i.e., the resource regenerates depending on the stock size, which is in turn determined by the group's total extraction in the previous round). The post-experimental questionnaires indicated that all participants did understand the resource dynamics, but that not all were able to figure out the optimal extraction level.

![Graphical Illustration of the Resource Dynamics Used in the Behavioral Experiments.\
This graph (adapted from \[[@pone.0157796.ref014]\]) was presented to the experiment participants. It represents a discrete version of the logistic growth function. The minimum resource stock size that allows for regeneration is 5 units and the maximum resource stock size is 50 units. The maximum sustainable yield is nine units and the regeneration rate (in resource stock units) changes in steps of five units.](pone.0157796.g001){#pone.0157796.g001}

For the purpose of this paper, optimal exploitation is assumed to lead to sustainable resource use. We are aware that in reality, there is considerable uncertainty about actual stock size and population dynamics that makes the identification of an optimal extraction level difficult. Instead, a more cautious approach to ecosystem management is necessary \[[@pone.0157796.ref032]\]. In the experimental design and, hence, in our model there is however, no uncertainty about the stock size, its regeneration rate and carrying capacity as the participants (and agents in the model) are provided with this information.

About 50% of the 19 groups managed the resource cooperatively. Those groups used the opportunity to communicate to make agreements with respect to the exploitation level of the group and all group members followed those agreements during the entire experiment. These agreements were characterized by an equal sharing of the resource. [Fig 2](#pone.0157796.g002){ref-type="fig"} shows the time series of these 19 groups, illustrating the empirical patterns we aim to qualitatively reproduce with AgentEx: there are cooperative (right graph) and non-cooperative (left graph) groups and among both types of groups one can find optimal, over- and underexploitation.

![Time Series of Over- and Underexploitation (in Resource Stock Units) for Each Non-Cooperative and Cooperative Group of the Behavioral Experiments.\
Each line represents one group. Non-cooperative groups (left): N = 10; cooperative groups (right): N = 9. Data points above (below) zero indicate over- (under-) exploitation. The region between the two red lines indicates the MSY. Cooperation is defined as equal sharing of the harvested resource units.](pone.0157796.g002){#pone.0157796.g002}

There is a difference between the left and the right graph of [Fig 2](#pone.0157796.g002){ref-type="fig"}. Whereas cooperative groups get closer to following the optimal exploitation path by the end of the game, we do not see the same trend in the non-cooperative groups to the left. Nevertheless, for some cooperative groups, it takes almost the whole game to arrive at the MSY even though they have complete knowledge about the resource dynamics; and there is no single group that manages the resource optimally during the whole course of the game. Cooperative groups under- and overexploited the resource in some rounds and a few groups did this throughout the entire game. Thus, cooperation does not lead instantly and automatically to optimal resource use.

We also have data from post-experimental questionnaires on variables such as social skills, trust, fairness and participants' understanding of the resource dynamics and the optimal stock size. In addition, the experimenters observed the participants and kept detailed notes of these observations, which we also made use of for this study. For example, whether or not there were individuals that had a leading role in the development of a group agreement. Each participant gave written consent and could remain anonymous, being identified only through a code; no sensitive data was collected (see [S3 Appendix](#pone.0157796.s003){ref-type="supplementary-material"} for details on this data).

Towards an Explanation for Cooperative Sustainable Resource Use {#sec003}
===============================================================

The Role of Individual Ecological Knowledge, Confidence in Knowledge and Social Skills {#sec004}
--------------------------------------------------------------------------------------

For the purpose of this study, we break down the collective exploitation of a CPR into two major processes: (1) the joint *development of a group agreement on the optimal (sustainable) exploitation level* and (2) the *compliance with the group agreement* (assuming that the group has one). We focus on the first process, as we are interested in what makes cooperative groups manage the CPR sustainably. We argue here that the individual-level attributes: individual knowledge; confidence in knowledge and social skills are the main factors determining the outcome of this process.

The development of a sustainable group agreement requires a) communication and b) knowledge about the ecological dynamics. This knowledge may vary among community and group members and may change over time when users interact with each other (share knowledge) and make experiences with exploiting the CPR, i.e., they learn. A group agreement can only be developed when at least one individual makes use of the opportunity to communicate and shares her ecological knowledge (*individual knowledge*) on what she perceives to be the optimal extraction level.

The behavioral experiments and post-experimental questionnaires revealed that participants varied with respect to their willingness to speak up and share their individual knowledge (see [S3 Appendix](#pone.0157796.s003){ref-type="supplementary-material"}). We relate and refer to this inter-personal difference in the willingness to communicate and share knowledge as *social skills*. Social skills are often used to describe social behavior of individuals during interpersonal communication in different social contexts and there are many definitions \[[@pone.0157796.ref033]\]. We define social skills as the ease of an individual to express and discuss her knowledge. This implies that individuals with low social skills are less likely to take part in the formulation of the group agreement. Following, we assume that:

### Assumption 1 {#sec005}

Speaking up and sharing knowledge is more likely when an individual has high social skills.

The experiment participants that shared their knowledge varied in their influence on the formulation of the group agreement. The experimenters took notes on whether there were participants taking on a leading role in this process. They observed not only that such individuals exist, but also that in case there were two such "leaders" in a group; the one that appeared to be more confident in her knowledge had more influence. To reflect this variety in influence on the formulation of the group agreement, we introduce *confidence in knowledge* in our explanation and use the following assumption:

### Assumption 2a {#sec006}

The higher the confidence in knowledge of an individual, the more influence the individual has on the formulation of the group agreement.

The experimenters observed that participants changed their knowledge over time, often influenced by the understanding of other group members. Based on these observations, we hypothesize that confidence in knowledge also plays an important role when an individual updates her knowledge. Previous research has shown that low confidence in one's own knowledge may motivate search for additional information \[[@pone.0157796.ref034]\] and that high confidence is associated with a lower tendency to acquire new knowledge \[[@pone.0157796.ref035]\]. Thus we assume:

### Assumption 2b {#sec007}

The lower the confidence in knowledge of an individual, the more likely she is influenced by the opinion of others and, hence, updates her knowledge.

Changes in individual perceptions of the optimal stock size can lead to changes in the group knowledge. Such a learning trend on the group level was observed in the exploitation behavior of the experimental participants of some cooperative groups, see [Fig 2](#pone.0157796.g002){ref-type="fig"} (exploitation time series of some cooperative groups move towards the optimal as the experiment progresses). Learning occurs when a resource user reflects on her experiences, for instance whether the outcomes of her actions correspond to her expectations or past experiences \[[@pone.0157796.ref036]\], or when knowledge is shared amongst resource users through communication or shared activities. If the change of understanding goes beyond the individual and becomes situated within a group social learning takes place \[[@pone.0157796.ref037]\]. Social learning can lead to improved decision-making, improved problem solving capacities and collective action \[[@pone.0157796.ref038]\]. In the behavioral experiments and the model, social learning occurs when a group agreement is formed through communication amongst the participants/agents.

Confidence in knowledge can also be interpreted as perceived environmental uncertainty (from the individuals' perspective), i.e., the degree the individual is certain about her own knowledge and feels that she can oversee the consequences of her actions (in our case extraction). In the case of 'maximum' confidence, the individual is completely certain about her knowledge (in her mind there is no environmental uncertainty). Confidence in knowledge itself can, thus, also be subject to change. It was observed that experiment participants became more (or less) confident during the course of the game. We assume that this is connected to the degree to which the information they received about the state of the resource at the end of each round matched their expectation:

### Assumption 3 {#sec008}

Confidence in knowledge decreases (increases) when there is a discrepancy (match) between the actual and the expected stock size; the larger the deviation between actual and expected stock size, the stronger the decrease in confidence.

In case of a discrepancy between the actual and the expected stock size, the individual cannot be sure whether this is due to a lack of understanding or because someone took more or less than agreed by the group (for more details see section on 'Description of processes').

From Individual-Level Attributes to Group Outcomes {#sec009}
--------------------------------------------------

The experimenters observed that there were instances in which it was sufficient that one group member who was knowledgeable about the optimal extraction level (henceforth called perfect knowledge) spoke up confidently for the group to achieve optimal resource use. Similarly, one individual without perfect knowledge speaking up confidently could lead the group along a non-optimal exploitation path. Based on these observations and the assumptions above, we argue that it is the *distribution* of the individual-level attributes of individual knowledge, confidence in knowledge and social skills within the cooperative group which is crucial for sustainable outcomes. Based on the experimental observations and our explanation, we designed our model analysis to answer the following two questions reflecting different group compositions: i) what difference can (one) informed confident individual(s) make? ii) What effect do opposing individuals, with respect to their knowledge, have?

In a sense, these questions explore the emergence and potential of leaders, or lack thereof, in certain group compositions. However, we are not interested in making a full exploration of all group constellations that could lead to the emergence of leaders and analyze all kinds of leader types. Rather, we want to understand how a certain characteristic of leaders, more precisely their ecological knowledge, may play out in different group settings (i.e., with different distributions of knowledge).

Model Description {#sec010}
=================

The purpose of AgentEx is to qualitatively reproduce and provide an explanation for the patterns observed in the behavioral experiments (see [Empirical Background](#sec002){ref-type="sec"}). We are particularly interested in exploring the conditions under which cooperative groups can over- or underexploit the shared resource. The model, hence, follows the experimental setup closely. [Fig 3](#pone.0157796.g003){ref-type="fig"} illustrates the similarity of the setup of the behavioral experiments and AgentEx.

![Photograph of a Session of the Behavioral Experiments (Left) and Screenshot of the AgentEx Netlogo Model (Right).\
Pictures show the similar setup of the behavioral experiments and the AgentEx model. Four individuals/agents share a fictive renewable resource. They have the possibility to communicate, i.e., share knowledge.](pone.0157796.g003){#pone.0157796.g003}

ABMs follow an agent-interaction-environment structure \[[@pone.0157796.ref039],[@pone.0157796.ref040]\]. In AgentEx, the agents represent the participants of the behavioral experiments. The environment is represented by the same (abstract) renewable resource as used in the behavioral experiments ([Fig 2](#pone.0157796.g002){ref-type="fig"}). The interactions between agents and an agent and the resource are characterized here as: communication/knowledge sharing; the development of a group agreement (social-social interactions) and resource extraction (social-ecological interaction). One time step in the model resembles one round in the behavioral experiment. The simulation runs 14 time steps, resembling the 14 rounds in the experiment.

Our choices on the representation of the agents, their environment and interactions (see assumptions 1--6) are based on the behavioral data as well as on the questionnaire and observational data from the experimental study and in some cases also informed by literature (e.g., empirical, experimental and theoretical CPR studies, social psychology and communications research). The model was implemented in NetLogo 5.2.0 \[[@pone.0157796.ref041]\] and is publicly available on openABM ([www.openabm.org](http://www.openabm.org)). A screenshot of the model is provided in Figure F in [S2 Appendix](#pone.0157796.s002){ref-type="supplementary-material"} and a detailed model description following the ODD+D protocol \[[@pone.0157796.ref042]--[@pone.0157796.ref044]\] in [S1 Appendix](#pone.0157796.s001){ref-type="supplementary-material"}.

Agent Attributes {#sec011}
----------------

Apart from the three attributes social skills, individual knowledge and confidence in knowledge described above, the agents in AgentEx are characterized by the presence or absence of *social preferences* and their level of *trust* towards the other group members. Trust and social preferences are especially important for the process of compliance with the group agreement (the second process of collective exploitation of a CPR). [Table 1](#pone.0157796.t001){ref-type="table"} provides definitions and value ranges of the main variables and parameters that characterize the agents, the group and the resource.

10.1371/journal.pone.0157796.t001

###### Overview of Main Variables and Parameters Used in AgentEx.

![](pone.0157796.t001){#pone.0157796.t001g}

                    Name                                                           Definition                                                                                                                                               Value range
  ----------------- -------------------------------------------------------------- -------------------------------------------------------------------------------------------------------------------------------------------------------- -------------
  **Agent**         **Individual knowledge**                                       The agent's perception of the optimal resource stock size based on its individual understanding of the resource system.                                  5--50
                    **Confidence in knowledge**                                    The agent's confidence in its knowledge of the resource system.                                                                                          0.0--1.0
                    **Trust**                                                      The agent's belief that the other agents (group members) act as agreed.                                                                                  0.0--1.0
                    **Social skills**[^a^](#t001fn002){ref-type="table-fn"}        The probability that the agent speaks up, i.e., shares its knowledge with other group members (independent of the group members' actions).               0.0--1.0
                    **Social preferences**[^a^](#t001fn002){ref-type="table-fn"}   The agent has a preference for equal sharing of the resource (or not).                                                                                   True/False
  **Group**         **Group knowledge**                                            The group's perception of the optimal resource stock size based on the common understanding of the resource system (reflected in the group agreement).   5--50
  **Environment**   **Resource stock size**                                        Stock size in resource stock units.                                                                                                                      0--50

Complete set of variables and parameters is provided in [S1 Appendix](#pone.0157796.s001){ref-type="supplementary-material"}.

^a^These agent attributes do not change over the course of a run.

Numerous experimental studies show that trust and social preferences are important factors for initiating and sustaining cooperation (e.g., \[[@pone.0157796.ref010],[@pone.0157796.ref045],[@pone.0157796.ref046]\]). There are many ways to interpret and define trust and social preferences; in AgentEx an agent is more likely to choose and stick to a group agreement, i.e., cooperate, if it is concerned about a fair distribution of payoffs (social preferences) and if it trusts that the others in the group will do so as well, i.e., social uncertainty is low. Put differently, agents with social preferences can be classified as conditional co-operators \[[@pone.0157796.ref047],[@pone.0157796.ref048]\]; they are only willing to cooperate if they think the other group members will do so as well.

### Assumption 4 {#sec012}

The higher the trust (the lower the social uncertainty), the higher the probability that an agent cooperates.

Some experiment participants took more than agreed upon every once in a while, even within groups characterized by high trust. We explain this non-cooperative behavior in circumstances of high trust as being due to lack of social preferences. In AgentEx, an agent without social preferences is mostly concerned with its own welfare, i.e., to maximize its individual payoff, whereas an agent with social preferences prefers an equal distribution of payoffs. The latter is based on the observation of a strong equal sharing pattern among the cooperative groups in the behavioral experiments \[[@pone.0157796.ref013],[@pone.0157796.ref014]\]; and data from the post-experimental questionnaires indicating that fairness played a role in the decision-making for the majority of the participants (see [S3 Appendix](#pone.0157796.s003){ref-type="supplementary-material"}). These findings are also in line with experimental findings from previous studies (e.g., \[[@pone.0157796.ref049]--[@pone.0157796.ref053]\]). We thus assume that:

### Assumption 5 {#sec013}

An agent without social preferences will choose its individual extraction level except when the group extraction level is higher.

In sum, the decision to cooperate (or not) is not linked to a certain 'behavior type' but determined by the interaction of several factors, including social preferences, the level of trust and the expected payoff. For example, social preferences do not automatically lead to cooperation and an agent without social preferences is not automatically a defector.

Whereas social preferences are a constant trait in our model, trust can change over time. Anecdotal observations from the behavioral experiments clearly demonstrated changes in trust. For instance, a drastic decrease in trust occurred when the new stock size did not coincide with what the participants expected. Where the deviation was big, trust eroded to such an extent that in the following round the group depleted the resource. However, when trust in the group was at a high level, cheating did not necessarily lead to depletion.

### Assumption 6 {#sec014}

The bigger the deviation between expected and actual stock size, the bigger the decrease in trust.

Description of Processes {#sec015}
------------------------

[Fig 4A](#pone.0157796.g004){ref-type="fig"} illustrates our interpretation of the main decision-making processes and actions (in five steps) of participants during one round in the behavioral experiment. We include the explanatory variables (social skills, individual knowledge and confidence) as well as the cooperation facilitators (trust and social preferences) in [Fig 4A](#pone.0157796.g004){ref-type="fig"} (in italics and green). These variables represent an influence (outgoing arrows) or are influenced (ingoing arrows) by a given decision-making step. The explanatory variables are critical for step (1), the step we focus on, and trust and social preferences are critical for step (3). [Fig 4B](#pone.0157796.g004){ref-type="fig"} illustrates the corresponding implementation of the processes taking place in each time step in the ABM, as briefly outlined below. See Table B in [S1 Appendix](#pone.0157796.s001){ref-type="supplementary-material"} for a detailed description and formalization of each process.

![Moving from the Conceptual Model (A) to the Process Diagram (B) of the Model.\
(A) represents the decision-making processes and actions (in five steps) of an individual during one round of the behavioral CPR experiment. The variables influencing (outgoing arrows) and the variables that are influenced (ingoing arrows) by a given decision-making step are marked in italics and green. (B) represents the process diagram of the model. The numbering in (B) indicates to which step in the decision-making model (A) the processes belong.](pone.0157796.g004){#pone.0157796.g004}

Given that the agent **communicates**, (A) it shares its knowledge and takes part in **forming the group knowledge** by suggesting a stock size corresponding to its perception of the optimal stock size (individual knowledge). The more confidently the agent shares its knowledge, the more influence it will have on the group knowledge. The group knowledge is determined based on the average of all communicated individual knowledge weighted by the confidence level of each communicating agent. Next (B), the agent might **update** its **individual knowledge** towards the group knowledge depending on its confidence in knowledge and an updating probability. Subsequently (C), the agent **calculates** its **individual extraction level** as the amount of resource units to extract in order to reach the perceived optimal stock size. If the resource stock size is below the perceived optimal size, the agent's extraction level will be zero. If the agent has social preferences, individual extraction will be an equal share of the total amount to be extracted; if it does not have social preferences, the individual extraction level will be higher than the equal share. Likewise, the **group extraction level** (group agreement) is determined as the surplus amount above the optimal stock size reflected in the group knowledge. It is equally shared among all group members.

Once the group and the individual extraction levels are determined, (E) the agent **chooses** its **extraction level** (group or individual) and, hence, to cooperate or not. If the extraction level of the group is higher than the level corresponding to the agent's own individual knowledge, it will choose the group exploitation level. In cases where the group extraction level is lower than the individual level, an agent with social preferences will cooperate if its trust in the group is high. An agent without social preferences will select its individual extraction level.

After (F) **extraction** and (G) **resource regeneration**, (H) the agent receives information about the new resource state. This may lead to an **update of confidence and trust** depending on whether and how the received information matches the agent's expectations. Where the actual stock size is larger than expected (positive deviation), the agent's confidence decreases, as it attributes this deviation to lack of ecological knowledge. Trust does not change as the agent has no reason to believe that others took more than agreed. Where the new stock size is smaller than expected (negative deviation), both trust and confidence decrease; the agent cannot be sure whether the deviation is because someone took more or because of lack of knowledge. Where there is no deviation, both trust and confidence increase; all agents extracted as per their agreement and the agent was reassured that it understood the resource dynamics correctly.

Simulation Experiments {#sec016}
======================

Building Confidence in the Model {#sec017}
--------------------------------

Before using our model to explore the consequences of different group compositions, we verified and validated it \[[@pone.0157796.ref054],[@pone.0157796.ref055]\]. We verified the implementation of AgentEx by making sure that it performed according to the logic of our conceptual model ([Fig 4A](#pone.0157796.g004){ref-type="fig"}). This included performing a wide exploration of the parameter space through a systematic set of simulations with diverse initial settings and values of the agent attributes (trust, social preferences, social skills, individual knowledge, confidence in knowledge). We tested homogenous as well as heterogeneous group compositions, leading to a total of 6480 unique configurations. See Figure G in [S2 Appendix](#pone.0157796.s002){ref-type="supplementary-material"} for details (see also Table C in [S1 Appendix](#pone.0157796.s001){ref-type="supplementary-material"} for the motivation for the initial settings and values chosen and Table D in [S2 Appendix](#pone.0157796.s002){ref-type="supplementary-material"} for specific definitions of classifications). We repeated each configuration 5000 times to account for the stochasticity in the model (see Calibration and Sensitivity Analysis in [S1 Appendix](#pone.0157796.s001){ref-type="supplementary-material"}).

We validated the model with this same set of simulations, we also tested our explanation by checking whether the following patterns of the behavioral experiments could be qualitatively reproduced: a) cooperative and non-cooperative outcomes; b) under-, over- and optimal exploitation; c) under-, over- and optimal exploitation outcomes in cooperative groups. This follows the idea of pattern-oriented modelling, where the credibility of a model is assessed based on its ability to reproduce several empirical patterns, which can be considered as "defining characteristics of a system and often, therefore, indicators of essential underlying processes and structures". The aim of this approach is to reduce uncertainty in the model with respect to its structure and parameters \[[@pone.0157796.ref056],[@pone.0157796.ref057]\].

Experimental Design to Explore the Impact of Group Composition {#sec018}
--------------------------------------------------------------

To explore the impact of group composition, we focused on configurations that are classified as cooperative (see Figure G in [S2 Appendix](#pone.0157796.s002){ref-type="supplementary-material"}) and developed seven different scenarios (group compositions), divided into two sets, see [Fig 5](#pone.0157796.g005){ref-type="fig"}. The sets were guided by the two questions presented above: ii) What difference can (one) informed, confident agent(s) make? (Scenario set I) and ii) What effect do agents with opposing knowledges have? (Scenario set II).

![Visual Description of Developed Scenarios in Two Sets to Explore the Impact of Group Composition.\
(Not) sharing knowledge implies that social skills are set to a value of 1 (0). Informed agents are initialized with an individual knowledge value between 25 and 29 and uninformed agents between 5 and 24 respectively. High (low) confidence implies an initial value of 0.8 (0.2). Non-speakers always have low confidence and are uninformed to ensure tractability. Agents that do not speak up and share will not influence the group knowledge. In all scenarios, all agents have social preferences and are initialized with high trust values (0.66 to 0.94). See [Table 1](#pone.0157796.t001){ref-type="table"} and Table C in [S1 Appendix](#pone.0157796.s001){ref-type="supplementary-material"} for details.](pone.0157796.g005){#pone.0157796.g005}

We varied the group compositions by manipulating the three explanatory variables (individual knowledge, confidence in knowledge and social skills) in the following way: The agents in a group were divided into "informed" and "uninformed" agents. Informed agents are initialized with perfect knowledge. They thus perceive the optimal stock size to be between 25 and 29, the range of the MSY. The knowledge of the uninformed agents is initialized to reflect overexploitation, i.e., resource stock size between 10 and 24 (see [Fig 1](#pone.0157796.g001){ref-type="fig"}). Moreover, agents either speak and share their knowledge with the others (social skills = 1), or not (social skills = 0) and their confidence in knowledge is either high (0.8) or low (0.2).

Since we are interested in what it takes to optimally manage the CPR for cooperative groups, we set the initial settings as follows: a minimum of one agent shares its knowledge (to allow group knowledge); all agents in all scenarios had social preferences and were initialized with high trust values (between 0.66 and 0.94), i.e., the basic conditions for cooperation we identified in the simulation experiment to build confidence in our model. See [Fig 5](#pone.0157796.g005){ref-type="fig"} for details of the manipulations.

### Scenario set I {#sec019}

To explore the effect of (one) confident informed agent(s) on a group of uninformed agents (scenario 1--3), all agents share their knowledge and only individual knowledge and confidence in knowledge vary. There are only uninformed agents with low confidence in scenario 1; in scenario 2 we change one uninformed low-confidence agent to an informed one with high confidence and in scenario 3, another informed high-confidence agent is added. By varying the number of agents with high and low confidence, we also vary the overall level of perceived environmental uncertainty in the group. For example, in scenario 1 all agents have low confidence, representing a case with a high level of perceived environmental uncertainty. This scenario can then be contrasted with scenario 2 and 3, where the level of perceived environmental uncertainty is lower.

### Scenario set II {#sec020}

In set II (scenario 4--7), individual knowledge is constant: three agents are uninformed and one agent is informed. We varied the level of confidence as well as the number of agents sharing their knowledge (one in scenario 4 and two in the other three scenarios). The informed agent always shares its knowledge and is confident in scenarios 4--6 and not confident in scenario 7. The confidence of the uninformed speaking agent in scenarios 5, 6 and 7 also differs. It is low in scenario 5 and high in scenario 6 and 7. In this way, we could explore the effect of an uninformed speaking agent (with low or high confidence) opposing the optimal extraction level of the informed speaking agent (with low or high confidence). Moreover, since the scenarios in set II all have the same overall level of individual knowledge but differ with respect to number and distribution of speakers and the overall level and distribution of perceived environmental uncertainty, we can assess how these attributes influence the outcome. For example, scenario 6 and 7 differ only in the level of perceived environmental uncertainty in the group.

We are also interested to see how confidence in knowledge, i.e., the perceived environmental uncertainty, may or may not interact with social uncertainty and if this potential interplay affects the likelihood for the group to manage the resource optimally. Therefore, in the final step, we also explore the robustness of cooperative optimal exploitation to increased social uncertainty. For that purpose, we introduced an upper limit for the initial trust range for all seven scenarios. Instead of allowing for the whole range between 0.66 to 0.94, we limited the upper bound to 0.8, see Table C [S1 Appendix](#pone.0157796.s001){ref-type="supplementary-material"} for details on initial value settings.

Results {#sec021}
=======

Model Evaluation {#sec022}
----------------

The results of the simulation experiment to build confidence in the model verify, not surprisingly, that trust and social preferences are crucial for cooperative outcomes. In all configurations that are classified as cooperative, all agents start with high initial trust values and all have social preferences. See Figure G in [S2 Appendix](#pone.0157796.s002){ref-type="supplementary-material"} for how the various initial setting combinations relate to the outcome patterns. The macro-level outcomes such as cooperation, under-, over- and optimal exploitation, resulting from the broad screening of initial conditions and parameter settings corresponds well with the macro-level outcomes of the behavioral experiments. There are configurations that lead to cooperative and non-cooperative outcomes and all three exploitation patterns (optimal, over- and under-exploitation; see Table D in [S2 Appendix](#pone.0157796.s002){ref-type="supplementary-material"} for definition of classifications) are represented.

[Fig 6](#pone.0157796.g006){ref-type="fig"} compares the exploitation patterns between cooperative groups from the behavioral experiments (left graph) with unique model runs randomly drawn from configurations that lead to cooperation and in which all agents chose the group exploitation level in each time step (right graph). The two graphs indeed show similar qualitative patterns. For example, as in the behavioral experiments, there are cooperative runs in which the agents over- and underexploit the resource during some ticks or the whole course of the run. But there are also runs in which the agents achieve the MSY throughout the run. Moreover, in both graphs some time series are characterized by a learning trend, the exploitation path of some groups/runs move closer to optimal towards the end of the experiment/run. We can thus confirm that the explanation based on the interactions of individual ecological knowledge, confidence in knowledge and social skills is a plausible explanation of the outcomes of the behavioral experiments.

![Comparison of Cooperative Exploitation Patterns in the Behavioral Experiments (Left) and AgentEx (Right).\
Each line represents one group/run. Cooperative groups/runs: N = 9/10. Data points above (below) zero indicate over- (under-) exploitation. The region between the two red lines indicates the MSY. Cooperation is here defined as equal sharing of the harvested resource units.](pone.0157796.g006){#pone.0157796.g006}

Group Composition Matters {#sec023}
-------------------------

### Scenario set I: The difference (one) informed confident agent(s) can make {#sec024}

The difference that one informed confident agent can make for a cooperative group to manage the CPR optimally becomes apparent when comparing the resource stock size graphs of scenario 1 and 2 ([Fig 7](#pone.0157796.g007){ref-type="fig"}). It shows that such an agent will stimulate its uninformed group members to pursue a path that is considerably closer to optimal exploitation even if this results in lower payoffs for each agent. Note that the overall level of lack of knowledge is not much lower in scenario 2 compared to scenario 1. This highlights the importance of the distribution (in addition to absolute levels) of knowledge and confidence in knowledge for the development of the group extraction level. The more informed agents with high confidence, the stronger the increase towards optimal exploitation (compare scenario 3 with 2 and 1, [Fig 7](#pone.0157796.g007){ref-type="fig"}). If no one is confident and the average knowledge is low, this group will inevitably overexploit (scenario 1, [Fig 7](#pone.0157796.g007){ref-type="fig"}).

![The Influence of (One) Informed Confident Agent(s) on the Group Exploitation Pattern (Scenario Set I).\
The graphs illustrate the average resource stock size per scenario. The range between the red lines indicates optimal exploitation (in the sense that the MSY is achieved). The agent icons illustrate the scenario settings: sharing knowledge (speaking bubble), being informed (green body), being confident (confident position); see [Fig 5](#pone.0157796.g005){ref-type="fig"}. Note that all scenarios lead to cooperative outcomes. The downward trend of the resource stock size curve in scenario 1 and 2 is due to the increasing influence of the uninformed agents on group knowledge over time, as they become more confident.](pone.0157796.g007){#pone.0157796.g007}

The difference in the outcomes can be explained by the willingness of the other group members to *change* their knowledge. This willingness is determined by the level of confidence. If those agents whose ecological knowledge is incorrect are willing to change their knowledge, the group can approach the sustainable group extraction level. If the uninformed agents were more confident, this effect would immediately diminish, as the agents would be less susceptible to change.

The specific mechanism behind this outcome is the following: as all group members communicate, they all influence the group knowledge. However, the knowledge of the confident agent will weigh in more. The resulting group knowledge will be slightly below the optimal stock size. The uninformed agents will repeatedly update their individual knowledge towards the group knowledge because of their low confidence. Their confidence will also increase over time (because the feedback they receive from the resource confirms their expectations). However, the influence of the informed confident agent is stronger throughout the entire run. This makes the group knowledge level less susceptible to change (see Figure F in [S2 Appendix](#pone.0157796.s002){ref-type="supplementary-material"} for details on this mechanism illustrated with a screenshot of scenario 2).

### Scenario set II: The impact opposing agents can have {#sec025}

Sharing knowledge and being informed and confident has a positive effect on the exploitation path in a group of uninformed, low-confidence agents (compare scenario 2 in [Fig 7](#pone.0157796.g007){ref-type="fig"} with scenario 4 in [Fig 8](#pone.0157796.g008){ref-type="fig"}). However, by adding one other confident, but uninformed, speaking agent, this positive effect weakens (compare scenario 5 with 6). The gradual effect of this 'weakening', which leads to deviation from the optimal group exploitation is visible in [Fig 8](#pone.0157796.g008){ref-type="fig"}, starting from scenario 4. Two speakers one of whom is confident and informed and the other uninformed, but not confident, already weakens the effect a little (scenario 5, [Fig 8](#pone.0157796.g008){ref-type="fig"}). A confident opposing speaker (scenario 6) cancels out the change towards optimal behavior. Scenario 7 takes it to the most non-optimal extreme, making the one that is informed not confident, opposed to a confident uninformed agent.

![The Influence of Agent(s) with Opposing Knowledges on the Group Exploitation Pattern (Scenario Set II).\
The graphs illustrate the average resource stock size per scenario. The range between the red lines indicates optimal exploitation (in the sense that the MSY is achieved). The agent icons illustrate the scenario settings: sharing knowledge (speaking bubble), being informed (green body), being confident (confident position); see [Fig 5](#pone.0157796.g005){ref-type="fig"}. Note, all scenarios lead to cooperative outcomes. The downward trend of the resource stock size curve in scenario 5 is due to the increasing influence of the uninformed agent on group knowledge over time, as it becomes more confident.](pone.0157796.g008){#pone.0157796.g008}

Robustness of Cooperative Optimal Exploitation to Increased Social Uncertainty {#sec026}
------------------------------------------------------------------------------

Having explored conditions for cooperative optimal exploitation, where agents have different perceptions of environmental uncertainty, one last question remains: how robust is this cooperative optimal state to social uncertainty? Until this point, we focused on cooperative groups and therefore, kept social uncertainty low and constant. Social uncertainty relates to trust, i.e., the perception of the agents about whether or not the other ones are sticking to the group agreement. We now explore the role of these conditions under increased social uncertainty.

The results shows that increased social uncertainty does not have an effect on the *exploitation patterns* of the seven scenarios. There are, in fact, only minimal differences in the exploitation patterns. However, higher social uncertainty makes some scenarios result in non-cooperative outcomes. While there is no effect for the scenarios of scenario set I, two scenarios (scenario 4 and 5) of scenario set II do not classify as cooperative any longer. The scenarios that continue to show cooperative outcomes under increased social uncertainty are characterized by one of the following three properties: i) speaking, uninformed agents have equal or higher confidence than speaking informed agents. This results in a lower discrepancy between group knowledge and individual knowledge (scenario 6 and 7), which in turn reduces the probability that the uninformed agents choose their individual extraction level and, hence, do not cooperate. ii) Two informed, speaking agents with high confidence (scenario 3). This reduces the number of uninformed agents that could opt for the individual extraction level; or iii) all agents speak and there is a minimum of three uninformed agents in the group (scenario 1 and 2). In this case, there is no or very low discrepancy between group and individual knowledge making it very unlikely for the uninformed agents to choose their individual extraction level. Considering our interest in conditions for sustainable collective management, case ii) is particularly interesting because this scenario leads to cooperative and close to optimal exploitation even under increased social uncertainty.

Overall, this robustness test shows that cooperation, in comparison to optimal exploitation, is more sensitive to increased social uncertainty. While optimal exploitation is robust towards increased social uncertainty, the loss of cooperation results in an unequal distribution of earnings. The initial settings of social uncertainty/trust have such a strong influence on cooperation because they determine whether or not an agent chooses its own individual extraction level over the group extraction level when the individual extraction level yields higher payoffs. Hence, the lower the initial trust values, the harder it will be for cooperation to emerge when the group contains uninformed agents. The erosion of trust might be less strong when the non-speaking agents also have perfect knowledge.

Discussion and Conclusions {#sec027}
==========================

Recent observations in behavioral CPR experiments show that cooperation does not necessarily imply sustainable (optimal) resource use \[[@pone.0157796.ref013],[@pone.0157796.ref014]\]. In this paper, we proposed a social-ecological explanation for these observations. It specifies how individual-level and group attributes interplay within a dynamic social-ecological environment to produce outcomes where cooperation goes hand-in-hand with sustainable CPR use. In the development of the explanation, we followed a mechanism-based approach, i.e., an approach that details the "cogs and wheels of the causal process through which the outcome to be explained was brought about" (see page 50 in \[[@pone.0157796.ref023]\]). To this end, we first developed a hypothesis about relevant micro-level mechanisms that may explain the outcomes of the behavioral experiments based on the insights of the behavioral study as well as insights from previous research. We then formalized our hypothesis in an ABM and simulated the resulting macro-level outcomes. The macro-level model outcomes correspond well with the observed exploitation patterns, such as over-, under- and optimal resource exploitation. We can thus confirm the validity of our explanation as one possible mechanism-based explanation for the non-sustainable cooperative resource use in self-governed CPR settings. Note that there are other possible explanations given that we are dealing with a complex social-ecological system. However, we believe that our explanation highlights critical factors and interactions for sustainable resource use, namely ecological knowledge, confidence in knowledge and social skills. Subsequent work will focus on testing competing mechanisms.

Our explanation is characterized by three individual-level variables: individual ecological knowledge, confidence in knowledge and social skills that interact to determine individual and group knowledge as the outcomes of communication/knowledge sharing and knowledge updating (learning). The processes of individual and social learning have proved to be key mechanisms for sustainable cooperative resource use under social and ecological uncertainty \[[@pone.0157796.ref038]\]. The development of the individual as well as the shared understanding of the optimal extraction level does, however, depend on the distribution of the three variables within and across agents. It is, for instance, not sufficient for cooperative sustainable resource use that the group has a 'good' average ecological knowledge (optimal stock size). The distribution of this ecological knowledge within the group, in combination with the individual's confidence in knowledge and the willingness of each individual to share her knowledge with the other group members (i.e., social skills) are also critical determinants for sustainable outcomes.

We show that there are multiple group constellations that can lead to (close to) optimal exploitation. At the group level, good group knowledge is needed. 'Good' group knowledge can be achieved, for example, by a group of agents most of which are uninformed (and silent) with low confidence, but at least one of them is informed and confident. These findings highlight the importance of considering not only the heterogeneity of attributes between people (intra-personal), but also the combination of these attributes within a person (inter-personal).

Confidence in knowledge represents perceived environmental uncertainty (from the individual's perspective). The effect of environmental uncertainty in CPR games has been studied before. For example, some experimental studies in social psychology have investigated how resource users in commons dilemmas react to uncertainty regarding resource stock size and/or regeneration rate \[[@pone.0157796.ref058]\]. These studies show that experiment participants are more prone to overexploit the CPR in the face of environmental uncertainty \[[@pone.0157796.ref059]--[@pone.0157796.ref062]\]. However, these studies rest on the assumption of an equal distribution of perceived environmental uncertainty in the group. We show that it is crucial to explore the *heterogeneity* of *perceived* environmental uncertainty and other individual attributes. Our research demonstrates that (perceived) environmental uncertainty is not necessarily bad, opposing their findings; it can serve as an incentive to learn and find a good exploitation path. The results described above let us conclude that the higher uninformed agents' perception of environmental uncertainty (aka the lower their confidence), the more likely the group is to achieve optimal exploitation provided that there is at least one informed agent who shares its knowledge.

AgentEx was developed to identify micro-foundations underlying the exploitation patterns observed in the behavioral experiments of \[[@pone.0157796.ref013],[@pone.0157796.ref014]\]. Using an agent-based modeling approach grounded in the insights of this behavioral work allowed us to manipulate, control and measure factors internal to a person and analyze interactions between these factors, on the individual and group level as well as between the individuals and the resource (social-ecological feedbacks). The exercise of building the ABM helped us clarify and specify elements of our explanation, particular critical social and social-ecological interactions considered critical for cooperative sustainable resource use beyond the social and institutional realm (e.g., ecological knowledge and confidence in knowledge). In the future, we can use AgentEx to test specific alternative hypotheses about individual and collective decision-making in commons dilemmas with explicit social-ecological feedbacks.

The behavioral experiments and the model are both simplifications of real-world decision-making processes and contexts. They cannot be used directly to develop real-world policies or management recommendations. However, the mechanism-based understanding gained from this exercise offers valuable insights for policy-making in the context of community-based management of CPR. These include that a) not every member of a resource user community needs to have perfect ecological knowledge in order for the community to secure the long-term provision of the CPR given that there exist processes where sharing of knowledge and experiences is possible; b) knowledge sharing is crucial and c) perceived environmental uncertainty is not necessarily a bad thing, as it can open up sensitivity for change and possibilities for learning. The interpretation of ecological feedback that leads to changes in individual understanding, and the sharing of this knowledge through communication and deliberation within a group of resource users, where this understanding becomes situated and leads to a group agreement, are both important elements of social learning \[[@pone.0157796.ref037]\]. We assume that individual learning is stronger in individuals that perceive their ecological environment as uncertain. This individual learning contributes to the social learning in the group, given that the individual participates in the deliberation process. The outcomes of the social learning process that takes place during the development of the group exploitation agreement depend on the distribution and interaction of knowledge, confidence in that knowledge and social skills. Learning can thus lead to improved resource use if there is a leader with the adequate ecological knowledge.

Many empirical CPR studies emphasize the importance of leadership for successful management \[[@pone.0157796.ref063],[@pone.0157796.ref064]\]. In the experimental literature on social dilemmas, there is one strand trying to understand when leaders are more likely to emerge. Some argue, for example, that leadership is more likely to emerge when coordination is necessary (see, e.g., \[[@pone.0157796.ref065]\]). Others have found that groups are more willing to appoint a leader when they feel they cannot manage the resource (have experienced past failures) or when they feel that past distributions of benefits have been unequal (see, e.g., series of experiments by \[[@pone.0157796.ref066],[@pone.0157796.ref067]\]). In our model, leadership is not the consequence of a deliberate process, such as appointing somebody, but emerges from the distribution of individual attributes. There will only be a leader in the group if there is at least someone who has the social skills to speak up and share her knowledge and if that person's confidence in her knowledge is high enough *relative* to the confidence of the other group members. Our model, thus, also allows and can explain leadership associated with poor resource management.

Our model can, of course, be enriched and modified further and thereby allow for a variety of additional explorations. For example, group knowledge formation, i.e., the process for how individuals share their individual knowledge and develop a shared understanding, features prominently in our explanation. There are many ways this process of social learning can take place \[[@pone.0157796.ref068]\] and, hence, a natural next step would be to test other ways of forming group knowledge. Another process to pay attention to is the connection between trust and communication. In our model, trust is only influenced by whether or not agents act as agreed. However, communication is often said to promote trust in groups (see, e.g., \[[@pone.0157796.ref019]\]). One could think, hence, of linking trust to communication by introducing a positive feedback between both. This way, agents could start with a lower trust value and still decide to cooperate at a later stage. Moreover, we have assumed that social preferences are context independent, i.e., that an agent without social preferences always chooses its individual extraction level, unless the group extraction level pays off more (no matter the trust in the group). There is, however, evidence that social preferences can also be determined (at least partially) by the (social) context. Knowledge from, for example, environmental psychology could be a source for refining this aspect of AgentEx, e.g., \[[@pone.0157796.ref009]\].

For this paper's purpose, we kept a fairly simple description of the ecological system but for another purpose it may be fruitful to incorporate more realistic ecosystem dynamics. For example, in our model there is no 'external' uncertainty imposed and the dynamics are fairly 'smooth'. It would be interesting to allow for more abrupt changes, so-called regime shifts \[[@pone.0157796.ref069],[@pone.0157796.ref070]\], and account for their inherent uncertainties (e.g., probability of there being a regime shift, location of regime shifts). In the face of such ecological changes and uncertainties, confident individuals (leaders), knowledgeable about the ecological dynamics might be yet more crucial.

The study provides insights about critical social-ecological mechanisms underpinning human behavior, collective action and sustainable resource management, which can inform case-study research, as these mechanisms are crucial to understanding the micro-foundations and dynamics of local social-ecological systems. One of the next steps for AgentEx is to connect back to behavioral experiments in the lab and in the field as well as case study research for guidance about future model extensions and interpretations. This would also allow us to test whether the here-developed explanation is valid beyond the experimental lab.
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