This paper presents a new method of filtering graphs to check exact graph isomorphism and extracting their mapping. Each graph is modeled by a resistive electrical circuit using the Conductance Electrical Model (CEM). By using this model, a necessary condition to check the isomorphism of two graphs is that their equivalent resistances have the same values, but this is not enough, and we have to look for their mapping to find the sufficient condition. We can compute the isomorphism between two graphs in O(N 3 ), where N is the order of the graph, if their star resistance values are different, otherwise the computational time is exponential, but only with respect to the number of repeated star resistance values, which usually is very small. We can use this technique to filter graphs that are not isomorphic and in case that they are, we can obtain their node mapping. A distinguishing feature over other methods is that, even if there exits repeated star resistance values, we can extract a partial node mapping (of all the nodes except the repeated ones and their neighbors) in O(N 3 ). The paper presents the method and its application to detect isomorphic graphs in two well know graph databases, where some graphs have more than 600 nodes.
Introduction
It is known that the a graph is a powerful and flexible structure which allow modeling many types of objects and systems, due to this, graphs are used in many fields such as chemistry, biochemistry, transport, telephony, computer networks, voice recognition, computer vision, etc. [1] ; in many cases the graphs 5 have a high number of nodes and/or edges [2] .
In the field of Pattern Recognition, the process of evaluating the similarity of two graphs is referred as graph matching. In this area we can differentiate between two type of the methods: exact and inexact graph matching. The stringent way of defining the exact graph matching is the graph isomorphism, 10 meanwhile the inexact graph matching looks for the best mapping between the graphs through minimizing a matching cost. There are numerous works that deal with the state of the art on the graph matching, such as [3] , [4] , [5] , [6] and [7] . Other papers ( [8] and [9] among others) perform comparisons between different methods.
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Two graphs are isomorphic when any node renumbering preserves adjacencies (unweighted graphs) or weights (weighted graphs). The graph as a data structure, has the great drawback that the comparison between them requires computationally prohibitive calculation time [10] , i.e. exponential time complexity with respect to the number of nodes. That is why there is a vast and 20 extensive literature 1 to find reasonably quick ways to decide when two graphs are identical, i.e. isomorphic, and also if applicable, to extract the mapping between their nodes. Moreover, it is known that the graph isomorphism problem belongs to NP, but not known to belong to either one of the following subsets:
P and NP-complete [12] (see also [13] ).
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As we have already commented the graph isomorphism (exact matching) is an open problem, in contrast to other related graphs problems whose computa-tional complexity has been shown to be NP-complete such as graph homomorphism, subgraph isomorphism and maxim common subgraph 2 of graphs whose proof can be found in [14] , [10] and [15] respectively, so that all efforts are being 30 dumped in search in polynomial time suboptimal solutions for these problems.
The foregoing is for graphs in general, but there are subsets of graphs for which there has been shown subexponential solutions to the problem of isomorphism, such as planar graphs [16, 17, 18, 19] , rooted trees [20] , graphs of bounded degree [21] , interval graphs [22] , circular graphs chords [23, 24] and 35 arcs [24] , graphs of bounded genus [25, 26, 27] , graphs of bounded eigenvalue [28] and graphs of bounded treewidth [29] .
There are other approaches to the problem of graph isomorphism for general case. Many of them use a tree search of solutions, these algorithms use brute force but with pruning to nonviable solutions and backtracking techniques.
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These differ essentially in the criteria for pruning, thus they have the algorithms of Ullmann [30] , SD [31] and VF [32, 33] .
Other methods use the Theory of Groups seeking a canonical labeling of graphs allowing to discern whether they are isomorphic through their respective canonical equality [34] . These techniques also make use of a search tree and 45 automorphisms of graphs. However, as is affirmed in [35] , in terms of computational complexity, the theoretical state of canonical labeling is still unsolved.
All these algorithms have been computationally implemented giving rise to (in chronological order) "nauty" [36] , "saucy" [37] , "Bliss" [38, 39] , "Traces" [11] and "conauto" [40] .
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Other inexact methods can also be applied to match graphs, not to solve the isomorphism problem, which find a cost to map one graph to another one.
There is an extensive literature on this topic which have already been mentioned ( [3] , [4] , [5] , [6] and [7] ). We are not going mention these methods, because is out of the scope of this article.
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2 The maximum common subgraph problem is reducible to the problem of clique and this is NP-complete.
In this paper we present a completely new method for filtering graph isomorphism and at the same time, extract their node mapping that neither derives nor inspired by any of the aforementioned methods. This method can be applied to attributed graphs with only one numeric attribute (weight) in each edge, and for connected and undirected graphs. It also serves to unweighted graph if 60 these are taken to each edge a unit weight. It can not be applied to graphs with symbolic labels.
Our method, denominated the Star Method (hereinafter SM) is based on the Conductance Electrical Model (hereinafter CEM) [41] . It models weighted graphs where its weighted edges are transformed in conductances values (S) (we use conductances instead of resistance values (Ω)). The method can be also applied to unweighed graphs, where the value of the edge weight is equal to 1 in this case. By assuming serial connection of an ideal diode with a resistor, the method can be extended to directed graphs. Unfortunately this extension brings nonlinearities making the analysis much more complex (in terms of the 70 circuit).
Using an electric model, we can apply the theories, methods and procedures that are well known in Electrical Circuit Theory (see among others [42] ). In the literature, we have only find a work, [43] , that uses also electrical circuit representation, but oriented to define a resistance distance to match graph models.
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Although the method that we propose is oriented to solve exact graph isomorphism in an efficient way, from the point of view of computational time complexity, reducing from exponential to cubic time complexity in most of the cases, we present the work as a filtering technique to eliminate the graphs that are not isomorphic, and detecting and extracting the node mapping of the graphs 80 that are isomorphic. The reason is that in this way, the method can be applied to solve problems where checking isomorphism is the key issue. The proposed method uses the Conductance Electrical Model (CEM) and has two filtering processes. The first filtering process eliminates the graphs when the equivalent resistances do not match. The second filtering process, either detect that there 85 exist an isomorphism and in this case extract the correct node mapping, or detect the graphs that are not isomorphic. The important difference is that the first process is cubic, O(N 3 ), and the second process can be quadratic or exponential, but in this case only with respect to the star resistance values that are identical. That implies that in most cases, the graph isomorphism can be 90 done in cubic time complexity, making this filtering process very efficient.
In order to compare our method with other well known methods, Table 1 shows a comparison using the following features: best time complexity case; worst time complexity case; if the method uses tree search; if it is an iterative method; if it can be obtained a partial matching; and if the method has a closed 95 form.
We have selected these features to show that our method has some strengths.
First, the best time complexity case is the same than the other methods. Second, the worst time complexity case is better than the other methods 
yes yes no no SD [31] O
yes yes no no Nauty [36] O(N 2 log N ) exponential yes yes no no to verify the performance of them.
Filtering graphs to check isomorphism by using SM
The Figure 1 shows a block diagram of the SM using CEM, that will be used for the description of the method. The graphs modeled as CEM are characterized by having one numerical attribute in each edge (we will call them weights 110 and they can be any non-negative value) and no attributes in their nodes. We can treat also unweighted graphs by assigning value 1 to the attribute of all edges. Hereinafter the two graphs modeled by the CEM will be denoted by g and h, and we will assume that both have the same order N .
First filter phase: Obtaining CEM and equivalent resistances
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Consider two undirected and connected graphs (weighted or unweighted 3 )
g and h both of order N and size M . These graphs come characterized by their adjacency matrices A g and A h respectively (input and 1 st line of block A of Figure 1 ). The CEM consists of modeling each graph by an electric circuit composed exclusively for M resistors 4 with the same topology as the graph
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(edges are replaced by resistors). The value of each resistor in the circuit is defined by a step function (φ).
Definition 1. The step function is:
where ω ij is the weight of the edge connecting the nodes i and j of the graph, and c ij is the conductance 5 (in siemens) that connects nodes i and j in the CEM.
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It is important to make clear that the CEM weights are transformed into conductances (S) instead of resistances (Ω). In this way, when two nodes are 3 In this case we consider that they have unit weights in all edges, i.e., for a undirected graph we always consider in this paper that if nodes i and j are connected, then ω ij = 1. 4 In what follows we will always explicitly distinguish between resistor (device) and resistance (opposition to the passage of electric current measured in Ω)
. 5 In what follows we will use the letter c for conductances instead of the usual g, since the latter will be used to represent graphs.
Couple of graphs g and h of order N (Inputs: not connected in the graph, the corresponding value in the adjacency matrix will be zero.
The decision to choose the step function, depends strongly on the physical 130 meaning of the weights of the graph and, consequently, depends on the context of the problem, in other words, the step function is a design parameter. Moreover the step function has to accomplish with:
1. The step function must be injective. This restriction is absolutely necessary if we want to recover the graph model, i.e., φ −1 should exist.
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2. The step function φ(0) = 0 S. As explained above, if two nodes are not connected, the corresponding value in the adjacency matrix is zero consequently the conductance must be zero.
The characterization of the circuit of graph g is given by the adjacency matrix of conductances. 
and similarly for the graph h (2 nd line of block A of Figure 1 ).
However in the Circuit Theory field, they do not use this matrix, instead they use the Indefinite Admittance Matrix (IAM) and for this work we will use the IAMs matrices of graphs g and h. For graph g the IAM is:
and similarly for the graph h (3 rd line of block A of Figure 1 ).
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Note that c ij = c ji , since we are using a pure resistive circuit for modeling the graphs, and therefore c ij or c ji is used when needed.
We use the IAM, as the CEM of each graph (g and h), and we will apply For a given circuit is trivial that the value of an equivalent resistance does not depend on the numbering of the nodes. Indeed, suppose that the node i is numbered with u, and node j with v then r ′ equv = V uv /I s . Although the numbering have changed, the electrical circuit is the same, then the voltages (since they are potential differences) have to be identical, V ij = V uv . Therefore their equivalent resistances fulfill
In summary, if two nodes of a circuit are renumbered (without changing the 150 circuit), then the value of the equivalent resistances are the same.
At this point we have N (N − 1)/2 equivalent resistances extracted from the graph model as shown in the Appendix A and especially Table 5 . Let us show three different formats to represent the all equivalent resistances of a graph that will be used in the text.
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1. By a square matrix R g eq of order N ,
2. By a column vector R 7 The compact form of R g eq is
7 Note that z does not correspond to any node numbering.
where L (1 ≤ L ≤ N (N −1)/2) is the ordered pairs number, the frequencies must satisfy
Note that the first and second representation contains the same information. In contrast, the third loses node information, because we can not recover the node to which belongs the equivalent resistance.
160
Also note that the equivalent resistance between nodes i and j does not depend of the chosen reference node m, due that equation (47) does not take into account the chosen reference node m.
Using the previous results (specially (4) ) and based on the well known method on equivalent resistances of the electrical circuit theory field, where is proved that two identical electrical circuits have the same values of the equivalent resistances (see [42] ), we can assert that a necessary condition for detecting isomorphism between two graphs, is that if g and h are isomorphic graphs of order N then the sets R g eq and R h eq are the same, that is
where the sign ∼ = denotes isomorphic graphs. Equation (9) is only a necessary condition that must accomplish two isomorphic graphs, however there are graphs 165 that are not isomorphic and have the same equivalent resistances set ( R eq ),
we will call them co-resistance graphs (see subsection of co-resistance graphs).
Let us shown where we can find these co-resistance graphs. Because we have obtained the equivalent resistances, R account that many of these potential co-resistance graphs will not ever being a graph because they will not accomplish the constraint imposed by an adyacency matrix (weights must be non-negative).
As summary, the expression (9) is a necessary condition, and we have to look for the sufficient condition to assure that two graphs are isomorphic. However, expression (9) allows us to filter (question B of Figure 1 ) many graphs that will not be isomorphic because they will not accomplish with condition (9) .
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In the second filter, we will explain the sufficient condition and how to obtain the node mapping of the graphs. 
Obtaining the star resistances
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In order to obtain the r k values which will form the vector R (2 nd line of block C of Figure 1 ), we should minimize the Mean Square Error (henceforth MSE)
between the equivalent resistances of the star circuit (r ′ eqij ) and the equivalent resistances of the original circuit (r eqij ). For this purpose and thereafter we consider the root node in star is hidden.
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It is easy to see that in the star the equivalent resistance between nodes i and j is r replace r ′ eqij by r eqij , therefore we can write the following matricial expression for all the equivalent resistances. 
and in a more compact way, it can be rewritten as
where K is the coefficient matrix, R eq is the independent vector and R is the 205 vector of the unknowns of the expression (10). This is a system of N (N − 1)/2 linear equations with N unknowns, and thus, due that always N (N − 1)/2 > N for N > 3, the system will be overdetermined. 8 This system generally has no solution unless there are enough linearly dependent equations.
In any basic treaty of Numerical Analysis, we can find that the approximate solution that minimizes the MSE is given by expression
The matrix (K t K) −1 K t with N rows and N (N − 1)/2 columns is known as the pseudoinverse of Moore-Penrouse (hereinafter simply called by the pseudoinverse) and is designated by K + . This matrix is
Then we can rewrite (12) as
It has to be noted that the pseudoinverse is the same for all graphs with the same 210 order, regardless of any other considerations (the pseudoinverse only changes if N is changed).
The above result shows the general way of getting R, but formula (14) requires to compute the inverse of a matrix product and is computationally expensive. The coefficients of R can be computed using a straightforward formula and the time complexity can be reduced from O(N 3 ) to O(N 2 ) in this step.
Using the results shown in [44] and the derivation shown in Appendix B of this paper, the values r k of R with k = 1, . . . , N can be computed as follows:
where
and what follows the letter s is reserved to denote a star graph (or star circuit), and we will use the notation s(g) to denote the star graph (or star circuit) that comes when we apply SM to the graph g.
Obtaining the mapping of the isomorphic graphs
Now we can test the sufficient condition of graph isomorphism, filtering out 220 the graphs that are not isomorphic and obtaining the node mapping of the graphs that are isomorphic. In order to do the mapping between both graphs, we use the r k of both graphs as it is explained below.
Let us present three different types of representations of the N values of r k that we need for the mapping procedure. These representations are for a circuit 225 s of order N + 1 and star topology (root is N + 1), and they are:
1. By a column vector R s with N elements. The element label is assigned according to the numbering of the nodes of the star as follows:
2. By the set R s consisting of all L ordered pairs of the form (r s z , f z ) where r s z is a resistant value and f z is the absolute frequency of repetition of that value (if the value r s z is not repeated then f z = 1). 9 Then
and the frequencies must satisfy (1 ≤ L ≤ N )
3. By the sequence R s of N ordered pairs of the form (r k , k) which are ordered from the lowest to the highest value of r k (k = 1, . . . , N ), where k is a non-root node of the star and r k is the resistive value whose non-root node is k.
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Note that in R s the node information that corresponds to the star resistance value is lost, so it will be impossible to obtain R s or R s from R s . The following definition uses the third representation.
Definition 2. The Γ w ( R s ) function obtains the value of the second component (node of the star) of the pair that occupies the w-th position in the sequence R s .
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Now we can describe how we proceed with the mapping between two graphs.
Star case: We have already explained that the necessary condition for graph isomorphism is that both graph have to have the identical set of equivalent resistances with repetitions, but in general this condition is not enough.
However, for the case of a star this condition is also the sufficient condition.
Two undirected graphs s 1 and s 2 of order N + 1 with star topology, they will be isomorphic if, and only if, the set of weights with repetitions of the two graphs coincide, that is
General case: One way to do the mapping of both graphs is to look for the 9 See note 7.
canonical graphs of both graphs and do the mapping between them. However, in general does not exist this canonical graph, but in our case we have transformed a graph in a star, and we have their r k values. Then we 240 are able to get a canonical graph of each one of them, by ordering the star resistances using these values in increasing order. In this way we can look for the isomorphism, matching one to one the values of both canonicals (see the "Isomorphism mapping compatibility").
With this in mind, and taken into account the previous definitions, that 10 and the previous two cases, then the mapping (3 rd and 4 th lines of block E of Figure 1 ) between the nodes of g on h is done as follows
and h on g is
for w = 1, . . . , N in both cases. it is obvious that ϕ h←g = ϕ The output of the two phases in the filtering process has three outputs: iso-255 morphic graph, not isomorphic, or possibly isomorphic graphs with almost complete (but partial) mapping nodes, due to possible repetitions of the branches 10 In case that R g eq = R h eq but R s(g) = R s(h) (question D of Figure 1 ), then the graphs are not isomorphic (they are co-resistance), and filtering ends here (see example 3 below).
Algorithm 1 Validation algorithm of mapping obtained by the SM.
Require: two matrices and a function, these are 1) Adjacency matrices of g and h, A g and A h respectively. The element of row i and column j is denotated by A g (i, j) and A h (i, j) respectively (weight between nodes i and j if they are adjacent or zero if they are not). N is the orden of any of these matrices (graphs order).
2) The function map(h, g, k). This function gives the node in the graph h corresponding to node k of the graph g according to the mapping obtained by SM. This is ϕ h←g (k)
F alseP os ← true 11:
end if 12: end while 13: return F alseP os of the stars.
Let us going to present several examples to shown the filtering phases.
Example 1
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Let us illustrate the matching between graph g (Figure 3a ) with graphs h (Figure 3b ) and q (Figure 3c ). The first pair (g and h) are isomorphic and the second pair (g and q) are not isomorphic. The graph g is isomorphic to the graph h, however it is not isomorphic to the graph q.
The adjacency matrices corresponding to g, h and q are respectively Then we apply the corresponding CEM IAMs, the results are
where identity has been used for step function (1).
In all three cases, we have arbitrarily taken the last node (m = 4), as reference node. Eliminating the 4 th row and 4 th column, then we obtain the MDAs matrices. These matrices are respectively For each matrix, Table 5 is applied and the respective equivalent resistances are obtained, these are shown below. As it can be seen, R g eq = R q eq so the pair of graphs g and q are not isomorphic and the filtering process finish here for these pair of graphs. For the pairs g and h, the process continue. Because R g eq = R h eq , we have to compute the r k of each graph, extract the mapping and do the validation process. We compute the pseudoinverse using equation (67). The pesudoinversa for N = 4 is
For both graphs we obtain the same pseudoinverse. 
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The same result can be reached in a straightforward way using equation (15), and the Ψ The results (31) and (32), coincides with those previously obtained in (27) and (28) respectivaly, but in an efficient way.
We can see that R s(g) = R s(h) (recall that R Note that the first components of the ordered pairs of both sequences coincide and that the second component (node numbering of each graph) is used for extracting the mapping. Applying equation (22) for w equal 1, 2, 3 and 4, we
275
The resulting mapping can be checked by inspecting graphs g and h in subfigures 3a and 3b respectively. In order to finish, the validation process should be applied, for this example, the validation process (see algorithm 1) is as follows: Where it can be shown that due to the automorphism, there exist more than one valid isomorphism mapping. Nodes 1 and 3 of g correspond to the nodes 2 and 4 of h respectively. In turn, node 2 and 4 of g correspond to nodes 3 and 1 of h. These results can be verified by comparing the subfigures 4a and 4b. This 325 result is "natural" and does not indicate any abnormality.
Characteristics of the SM
We will analyze in the following subsections the isomorphism mapping compatibility, time complexity and co-resistances of the SM using CEM.
Isomorphism mapping compatibility
We are going to show in this subsection, that there exists an isomorphism mapping compatibility between the equivalent resistances of the original graphs and the star resistances, in such a way that we can use this compatibility to do the matching between two graphs with the star resistances. This isomorphism mapping compatibility is used for doing the node assignment with the star 335 resistances to look for the isomorphism between two graphs.
Let us consider that the graphs g and h are connected, undirected and has order N , with numbering going from 1 to N . We have already seen that these graphs can be modeled as pure resistive circuits. Let be ϕ(·) any permutation of the nodes of g that can map one to one, the nodes of the isomorphic graph h.
The equivalent resistances extracted from both graphs accomplish the following equation: In addition, S g t = S h t , because the graphs g and h are isomorphic, and they will be denoted by S t . Then, the expressions (38) and (39) can be rewritten as
Using (37) we can rewrite the equation (41) as a function of the equivalent resistance of the graph g, i.e.
By making the change of variable l = ϕ(k) in equation 42 we obtain, N ) . However, the order in which the N equations of the above expression (43) are obtained is irrelevant, and this expression can be rewritten as
Then we can realize that the rights sides of the equations (40) and (44) are identical, so we obtain that
This is an important conclusion, because it shows that when two graphs are isomorphic, we can do the mapping of the stars of both graphs in the same way that we do the mapping of the graphs (remember that we can go backwards from the stars mapping to the mapping of original graph). We use this result 345 for doing the mapping between star resistances in the second filtering phase.
Time complexity of the complete method
We are going analyze the time complexity of the two phases:
• First filter phase: Obtaining CEM and the equivalent resistances We have seen that this phase requires to do the following steps for both graphs g 350 and h:
-Apply the step function to the graph edges and obtain (A ′ ) g and
-Obtain X Table 5 and obtain R g eq and R h eq .
-Obtain R g eq and R h eq .
-Check if R g eq and R h eq are equal.
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-If is true then continue with the next phase, otherwise STOP (the graphs are not isomorphic).
Each one of these operations require at most O(N 2 ), except the inverse of
, then the time complexity will be O(N 3 ).
• Second filter phase: Approximation of the equivalent resistances by the 365 star circuit and validation process The operations are the following:
-Compute the star resistances using (15) . This operation is O(N 2 ).
-Obtain the sets R s(g) and R s(h) and check if they are equal.
-If this is true then continue, otherwise STOP (the graphs are not isomorphic).
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-Compute the sequences R s(g) and R s(g) and look for the mapping using equation (22) 
Co-resistances graphs
As it has been shown before, two isomorphic graphs should have the same set of equivalent resistances, but the reverse is not true, there can be two graphs with the same equivalent resistances that are not isomorphic, and those will be the "co-resistance" graphs. We will use the following definition.
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Definition 3. Two non-isomorphic graphs g and h are co-resistance when
We explained in subsection "First filter" that for a graph g of order N , there could be at most [N (N − 1)/2]! − N ! co-resistance graphs, although most of them will not meet the conditions for been a graph (for example, they have 400 negative weights).
Example 3
Let us going to show an example where a pair of graphs are co-resistances. Let be graphs g and h: Taking a visual inspection of these matrices, we can see that they are not isomorphic (not even match the sets of weights). However, the equivalent resis- t that means that R s(g) and R s(h) sets do not match and at this point it would be detected that both graphs are not isomorphic and and filtering ends here.
Experiments
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Although we have proved that the method works from the theoretical point of view, we have included this section to show the behavior of the method in different well known databases. First we wanted to know the constant of the cubic time complexity, and we found that it is a low constant, 10 −6 , independent of the computer power (the time has been normalized). Second we wanted to 410 find co-resistances, false positives and repetitions in the star, that are predicted by the theory. However, we did not find these issues in the two databases although they have a big number of graphs and some of the graphs has large number of nodes.
Corroboration of the time complexity
In order to confirm that the time complexity of the SM is (O(N 3 )), 11 corroborating the previously predicted time complexity.
"Letter" database
In the "Letter" database [45] , the nodes have two numeric labels corresponding to the cartesian location of the node on a plane. Because our method works for graphs with weighted edges, we eliminate the coordinates of the nodes and 425 put as the edge weight, the euclidean distance between the two nodes. During this process, those graphs with more than one connected component were dis-carded. A total of 1708 graphs were considered. All the graphs are different (no two are alike even isomorphic).
In order to have isomorphic graphs, we generate some isomorphic graphs,
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"Isomorphic generated",and the total of them per order of the graph is shown
in We apply the SM method for all the graphs with the same order (see Table 2 ) and the total pairwise comparisons was 82 404 106. The Table 3 shows number of nodes per graph, the total number of isomorphic and non-isomorphic graphs taken into account (the ground-truth) and the number of isomorphic and nonisomorphic graphs detected by the method. Moreover we include in the table, the efficiency of the method (η) defined as η = 1 − pairs of graphs with partial mapping all pairs of graphs
In all cases the method worked, and non co-resistance graphs were detected.
Nor even, there were found repeated values in the branches of the star resistances.
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Ground-truth graphs are identical, neither isomorphic. The graphs were modified, in order that all nodes were connected and they were transformed in undirect graphs.
During the process, those graphs with a single representative for a given order were discarded. At the end of this process, 2239 graphs were obtained with a minimum order of 57 and maximum of 635. For a given order, the number 445 of representatives was 2, 3, . . . or 25 graphs. For each graph, three isomorphic graphs were generated (four isomorphic graphs if the original graph is taken into account) and the total number of graphs, isomorphic or not, was 8956.
For a given order, the number of total graph pairs was 189 626, where 176 192
were ground-truth pairs of non-isomorphic graphs and 13 434 were ground-truth 450 isomorphic graphs. All these pairs of graphs were checked using the SM method, and the output of the filter process can be seen in Table 4 .
In all cases, the SM method did not detect any co-resistance graphs. Neither there were found repetitions in the branches of the star resistances.
In both experiments, the SM method detected all the isomorphic graphs and 455 rejected all the non isomorphic graphs.
Conclusions
We have presented a new method (SM) for filtering non-isomorphic graphs based on the CEM, detecting isomorphic graphs and in this case, obtaining the complete or partial node mapping between both graphs. The time complexity The method has been validated using two well know databases, the "Letter"
and "Web" databases.
The method has some issues that should be highlighted:
2. The filter performs an early detection of non-isomorphic graphs.
3. If there are repeated values in the star resistances, but there is a graph isomorphism, at least partial extraction of the node mapping can be done
4. The filtering process is not probabilistic, not iterative neither recursive, so the computation complexity is deterministic and only depends on N .
5. We do no need to calculate the pseudoinverse, we can compute the star resistance values by a sum of finite number of terms. First of all the formal definition of equivalent resistance is as follow.
Definition 4. The equivalent resistance between nodes i and j (r eqij ) is the quotient (Ohm's law) between the voltage of the node i referred to node j and the current absorbed by the circuit when an independent current source I s is connected from node j to node i. Applying the Ohm's law, the equivalent resistance is:
In order to compute (46) we will use the node analysis method. 13 This 13 There are two methods (one is the dual of the other) for the systematic analysis of circuits:
method requires to fix an arbitrary reference node m, 14 eliminate it from the matrix (3) and renumbering the rest of the nodes (the numbering of the nodes will change). Hence the equation (46) can be rewritten as,
In order to preserve the order of the renumbering nodes and being able to recover the original node numbering once we apply the method backwards (to recover the original graph), we will do the following node renumbering assignment. In the forward node renumbering assignment (once we fix the reference node), the new node p will be renumber as
When we go backwards, that means we want to recover the node renumbering of the original graph, then we will do the following node renumbering:
for reference node p;
It is clear that once this transformation is done, the number of the reference node, m, is saved. A simple example of the above can be seen in Figure 6 . Now, we can again rewrite the equation (47) as follows:
mesh method and node method. In principle, it can be used any of them interchangeably, but the method of meshes suffers from a strong constraint: it can only be used on planar circuits. For this reason we will use the node method. 14 Theoretically, the results do not depend on the choice of reference node, but in practice (when digital computers are used) the appropriate selection of the reference node can minimize the rounding errors, usually it is selected the reference node that has more connections. where p and q are the new number of the nodes i and j respectively. In order to calculate (50), we have to calculate V p and V q using I = X m V , then the V is is an outgoing electrical current). I is the data vector. It is known that due X m is a DAM, it will always be invertible (5 th line of block A of Figure 1 ). In what follows we will represent the matrix X −1 m as:
The matrix X −1 m is symmetric (α ji = α ij ), due that represents a circuit with only resistors.
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Let us now compute the equivalent resistances (6 th line of block A of Figure 1) between nodes i and j, once we have fixed node m. In order to abbreviate the expressions we will use Z = N − 1.
(i) For the case i < j < m (this implies that p = i and q = j by (49)) we have from equation (51) and expression (52) that
from where we obtain
Incorporating the above results in the formula (50) we obtain
and due that α qp = α pq then r eqij can be rewritten as
and using (48) we finally obtain
(ii) For the case i < j = m (this implies that p = i by (49) and j is the reference node) we have from equation (51) and expression (52) that As V q is zero for being the reference node then
and using (48) we finally obtain r eqij = α ii (61) (iii) For the case i < m < j (this implies that p = i and q = j − 1 using (49)) and applying the same expressions as before, we obtain r eqij = α ii − 2α i,j−1 + α j−1,j−1 (62) (iv) For the case i = m < j (this implies that q = j − 1 using (49) and i is de reference node) we have from the equation (51) As V p is zero for being the reference node, then
and using (48), we finally obtain r eqij = α j−1,j−1 (65) (v) And finally for the case m < i < j (this implies that p = i − 1 and q = j − 1 using (49)), we can apply the same expressions from (53) to (57), but using (48), we obtain r eqij = α i−1,i−1 − 2α i−1,j−1 + α j−1,j−1
All the above results (formulas (58), (61), (62), (65) and (66)) are summarized in the Table 5 in compact format.
500
Item Case Calculation of r eqi,j (i) i < j < m α ii − 2α ij + α jj (ii) i < j = m α ii (iii) i < m < j α ii − 2α i,j−1 + α j−1,j−1 (iv) i = m < j α j−1,j−1 (v) m < i < j α i−1,i−1 − 2α i−1,j−1 + α j−1,j−1 Table 5 : Summary of the resulting equations of the equivalent resistances using the node numbering of the original graph (before renumbering the nodes due to the selection of the reference node).
B. Efficient computation of the equivalent resistances
As already it is seen computing the r k values of the star ( R) can be obtained by formula (12) ; or alternatively, by successively applying the formulas (13) and (14) . This result shows the general way of getting R, but formula (12) requires computing a matrix inverse, three products of matrices and a transpose matrix, consequently it is computationally expensive. Instead of doing these operations we can compute r k using a straightforward formula and the time complexity can be reduced from O(N 3 ) to O(N 2 ) in this step. We will obtain the straightforward formula using the results presented in [44] and the following derivation. We shown in [44] that K + can be computed as follows: 
for i = 1, . . . , N and j = 1, . . . , N (N − 1)/2. We can simplify even more the equation (68) by analyzing the MSE minimization procedure. It should be noted that for obtaining any value r k of R, we have to multiply the vector R eq by the k row of matrix K + ; then, except for the constant ((N − 1)(N − 2)) −1 , which will be denoted as Q 1 in what follows, the equivalents resistances of R eq will be N −1 values multiplied by minus unity (first case) and the rest ((N −1)(N −2)/2 values) multiplied by N −2 (second case), allowing to extract the common factor of these constants. We can rewrite equation (12) using the equation (68), and taken into account that the equivalent resistances (r eqij ) for the first case are those that meet i = k or j = k and for the second case are those that meet i = k and j = k. Then we can write for k = 1, 2, . . . , N and where we have to take into account that r eqij = r eqji . In the first summation of the expression (69), the variable j is different from k to avoid the sum of the term r eq kk , but this restriction may be obviated as this term is always zero, then we can rewrite the equation as The improvement is substantial since for the calculation of the star resistances is not necessary to obtain the pseudoinverse and multiplying matrices, since the calculation is straightforward using the expression (15) and it is not 505 necessary to use no (12) , no (67) and no (68).
