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1 INTRODUCTION
User ratings are one of the key ingredient to collaborative filtering algorithms to automatically
assess how likely items might match users’ tastes.
Although, recently, implicit signals on users’ actual behavior have turned out to possess even
more predictive power for practical systems [14], ratings still play a dominant role in constructing
the value and quality perception of an item in the eyes of online consumers [12].
Collaborative explanations [13] provide justifications for recommendations by displaying infor-
mation about the rating behavior of a users’ or items’ neighborhood, as has been already identified
by Herlocker et al. [16]. Also, with the products in their catalogs, e-commerce sites usually provide
at least rating summary statistics along with an information about the origin the ratings.
In this paper we therefore present a choice-based conjoint study that investigates two aspects of
these collaborative explanations. The first aspect regards the users’ perception of three different
origins for collaborative rating summarizations, i.e.:
• summaries derived from ratings of users with similar online behavior to the current user in
terms of ratings, purchases or clicks (user-style explanations),
• summarizations based on the ratings from the social-network friends of the current user
(social explanations), and
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Fig. 1. Collaborative user-style explanation from [16].
• ratings of the current user given to similar items, e.g., this is how you rated similar movies to
this one (item-style explanations).
The second aspect of our study relates to the two dominant characteristics of a rating summarization,
namely number of ratings and mean value, and how they impact the choice behavior of users. When
investigating preferences for the origin of ratings, our results show that users clearly prefer rating
summarizations justified by similar users (user-style explanations) or similar items (item-style
explanations), over ratings from social network friends. While results on the characteristics of
the ratings summarizations show that - all things being equal - users are clearly biased towards
selecting items with higher means as opposed to larger numbers of ratings. Thus, this study provides
clear indications about the degree of persuasiveness [28] of these different aspects of collaborative
explanations.
After outlining related work in Section 2, we will give details on the choice-based conjoint
methodology used for performing the user study in Section 3. In Section 4 we outline obtained
results and finally, in Section 5, discuss implications for recommender systems research.
2 RELATEDWORK
Explanations for recommendations have received considerable research attention over the past
years, as summarized by [27] and [22]. There are different ways of explaining recommendations
based on collaborative filtering mechanisms as presented in Herlocker et al. [16]. They explored 21
different interfaces and demonstrated that specifically the “user" style (see Figure 1) improves the
acceptance of recommendations. The “user" style of explanation provides information about the
neighborhood, which is determined based on a generic notion of similarity between users when
analyzing their observed behavior or expressed opinions (i.e., buys, clicks, ratings etc.). Please
notice that social links (e.g. Facebook friends, see Figure 3) can be considered as a special case of
the user style of justifications [23]. As far as the user style of explanation is concerned, several
collaborative filtering recommender systems, such as Amazon, adopted the following style of
justification: “Customers who bought item X also bought items Y ,Z , . . .".
In the so-called item style of explanation, the justifications are of the following form: “Item Y
is recommended because you highly rated/bought item X ,Z , . . .". Thus, the system depicts those
items i.e., X ,Z , . . ., that influenced the recommendation of item Y the most. Bilgic et al. [2] claimed
that the item style is better than the user style, because it allows users to accurately formulate their
true opinion of an item.
Several works researched the effectiveness of this explanation strategy [2, 8, 23]. Rating summary
statistics have become common patterns to explain recommendations in many domains[9].
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Fig. 2. Items style explanation example from the Netflix system.
Fig. 3. Example of justification using Facebook friends.
In this line of research, Cosley et al. [8] noticed, for instance, that presenting fine grained rating
information in a recommendation is highly desirable. However it might bias the users’ opinion,i.e.
promote items as opposed to increasing the effectiveness.
In contrast to the aforementioned works, however, we are interested in shedding light on users’
trade-off between rating numbers and their mean values when they have to make a choice.
Conjoint analysis is a market research technique suitable for revealing user preferences and
trade-offs in the decision making process[24]. Conjoint analysis has successfully been employed in
a wide range of areas, such as education, health, tourism, and human computer interaction.
Cho et al.[6] conducted a conjoint experiment to investigate elders’ preference over smart-phone
application icons. The authors explored the dynamics of two attributes (degree of realism and level
abstraction) one with four levels and one with two levels, and ran their user study with a total of
30 respondents.
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Table 1. The stimuli presented in the origin of ratings experiment.
Origin of Ratings
1 This is how users with similar ratings like you rated this item
2 This is how your friend on Facebook rated this item
3 This is how you rated similar movies on our platform
In the field of recommender systems and online decision support, Zanker and Schoberegger [29]
employed a ranking-based conjoint experiment to understand the persuasive power of different
explanation styles over the users’ preferences. More recently, Carbonell et al. [4] observed that
users select physicians based on considerations of user generated content such as ratings and
comments rather than the official descriptions of the physicians’ qualifications. The authors used
a choice-based conjoint design to understand, which features influenced the users choice, and
suggested that including these results in recommender systems would improve the decision making
process.
However, to the best of our knowledge, the persuasive effect of the characteristics in rating
summarizations has not yet been studied. The conjoint methodology as employed inmarket research
for decades represents a best practice in order to quantify the perceived utility of the characteristics
of different rating summarizations.
3 METHODOLOGY AND DESIGN
Choice-based Conjoint (CBC) analysis is a frequently used approach to determine users’ preferences
over a wide range of attributes characterizing products or services [7, 20]. The Choice-Based
Conjoint (CBC) methodology is also denoted as Discrete Choice Experiment by several authors
[21]. In this Section, we explain the used approach in investigating the user’s perception of the
rating summarizations and explain how we developed and deployed the CBC questionnaire.
The study is divided into two tasks, one designed to investigate how users perceive different
origins of ratings, and the other to investigate the trade-off mechanisms between different char-
acteristics of rating summarizations. We had two separate designs of the experiment in order to
consider and test attribute levels that are representative for both, the item-style and the user-style
of explanations in the movie domain.
3.1 Acceptance of the origin of ratings
We measured users’ preference for three different origins of ratings summarizations, two variations
of the user-style of explanations (i.e. similar users and friends on social networks), and the item-style
of explanations (i.e. user’s ratings on similar items). We designed three profiles, each introduced
with one of the sentences presented in Table 1, and followed by the identical rating summarization,
thus only the origin of the ratings summarized below differed.
Users had three binary choices between two out of the three different categories of origins of
the ratings, like depicted in Figure 4.
For this task respondents were confronted with the following choice scenario:
“Assume that you find yourself in the situation that you want to make a choice between two different
movies to watch. Furthermore, assume that you only care about the origin of the ratings that are
presented for each movie, i.e. ratings from other users that had similar preferences like you in the past,
ratings of your friends on Facebook or your own ratings for movies that are similar to the one you
look at. We therefore would like to ask you about your preference if solely based on this origin of the
ratings.”
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Fig. 4. Example of choice between two different origins of ratings. The movie poster was adopted from:
https://peach.blender.org/.
This task round was completed with a manipulation check to validate respondents’ correct
perception of our stimuli. In the manipulation check, we asked participants about the strategy
they had employed in the making of their choices. Based on their answers, we only included those
participants who reportedly had noticed that the origin of the summarized ratings differed between
choices like ratings from similar users or on similar items. Thus, we removed those respondents
who reportedly solely relied on their gut feeling for making their decision.
3.2 Choice-Based Conjoint (CBC) methodology
By collecting answers from different choice sets, researchers can quantify the impact of an attribute
level on the preference of respondents [15]. In conjoint designs, products (a.k.a., profiles) are modeled
by sets of categorical or quantitative attributes, which can have different levels. In CBC experiments,
participants have to repeatedly select one profile from different sets of choices, which nicely matches
real-world settings when users are confronted with recommendation lists.
3.2.1 Selection of attributes. The first step in building a conjoint design is determining the
attributes and their corresponding levels. The most striking characteristics of rating summarizations
(see, for instance, Figure 5) are the number of ratings and themean rating value selected as attributes
in our conjoint choice design.
The total number of ratings is often seen as a proxy tomeasure an item’s popularity, andmanywell
known algorithms are implemented to recommend items that are frequently rated [17]. Following
the argument of [11] a big number of ratings with a slightly lower rating mean should be preferred
over higher means based on a much lower total number of ratings. This leads us to the second
attribute of this study, the mean rating value. Formally, a rating summary statistic is a frequency
distribution on the class of discrete rating values. Thus, besides the total number of ratings and
the mean, also the factors variance and skewness are needed for an approximate description of a
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Fig. 5. Example plot of a ratings summarization from Amazon.com. Their model is not just a raw data average
of the reviews but also considers factors such as the age of the review.
Table 2. Netflix datasets.
Number of ratings 100,480,507
Rating’s domain [1;5]
Mean rating value 3.6
# of items 17,770
Average # of ratings per item 5654.5
# of users 480,189
Average # of ratings per user 209.3
unimodal rating distribution 1. In our design, we controlled for variance and skewness of rating
distributions by keeping them fixed. In order to ensure a representative choice of attribute levels
for the movie domain, we relied on the Netflix dataset (see Table 2) to identify real-world levels
for characterizing rating frequency distributions. Note, that the Netflix dataset itself is not needed
to reproduce our study, but only the attribute levels derived from the dataset as described in this
paper. The Netflix dataset consists of 17,770 items, 480,189 users and contains 100,480,507 ratings
on a discrete scale ranging from 1 to 5. It has been heavily used in recommender systems research
and provides evidence for the relatively high number of ratings on movie items.
User-style rating summarization depends on ratings given by other users on the same item, while
item-style summarizes the ratings for similar items of the current user. We therefore opted for
two different level combinations for number of ratings and mean attributes that we tested on two
different samples of participants.
In order to determine the attribute levels for the item-style, we analyzed the distribution of
ratings per user in the Netflix movie dataset. Figure 6a shows the rank distribution of the users
based on the total number of ratings. The 25th, 50th and 75th percentiles (i.e., lower quartile, median
and upper quartile) of the number of ratings are 39, 96, and 259, which we, henceforth, denote
as the Small, Medium and Large condition for the number of ratings. Next, Figure 6b analogously
depicts the rank distribution of the mean rating values. The 25th, 50th and 75th percentiles have
1Empirically, one can also observe bimodal rating distributions as depicted, for instance, in Figure 5
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(a) (b)
Fig. 6. Rank distribution of users based on the (a) number of ratings and (b) mean value, in the Netflix dataset.
(a) (b)
Fig. 7. Rank distribution of users based on the (a) number of ratings and (b) mean value, in the Netflix dataset.
Table 3. Attributes and attribute levels in the Ratings values experiment.
Attribute LevelsItem based User based
A1: Number of Ratings
L1: 39 (small) L1: 290 (small)
L2: 96 (medium) L2: 560 (medium)
L3: 259 (big) L3: 2970 (big)
A2: Mean Rating
L1: 3.4 (low) L1: 2.9 (low)
L2: 3.7 (average) L2: 3.3 (average)
L3: 4 (high) L3: 3.6 (high)
rounded mean rating values of 3.4, 3.7, and 4, respectively, which are our Low, Average and High
conditions for the mean rating values.
While, for the run on the user-style we determined the levels by analyzing the rating distributions
per item. Figure 7b shows the rank distribution of the users based on the total number of ratings.
Again, the 25th, 50th and 75th percentiles of the number of ratings are 290, 560, and 2970 (denoted
as the Small, Medium and Large conditions for the number of ratings). Note, that these levels are
several times bigger than for the item-style, since obviously items attract high numbers of ratings
in the movie domain. Next, Figure 6b analogously depicts the rank distribution of the mean rating
values. As before, the 25th, 50th and 75th percentiles have rounded mean rating values of 2.9,
3.3, and 3.6 (Low, Average and High conditions for the mean rating values), smaller than analog
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Fig. 8. An example snapshot of a choice set, with three different rating summary profiles based on different
attribute levels. The movie poster was adopted from: https://peach.blender.org/.
conditions in the items based, explainable by the higher density of interactions per item rather
than per user.
Table 3 summarizes the selected attributes and the selected values for each level. In addition,
we controlled for variance and skewness of the rating frequency distributions by fixing them with
the median values from the respective Netflix rank distributions for both runs of the user study
(variance: 1 and skewness: -.5).
3.2.2 Study design. Conjoint choice experiments require a set of profiles, and a design how
profiles are distributed into a number of choice sets.
The identified attribute levels allow us to build a Full-Factorial design [30], that consists of all
possible combinations of attributes and levels, thus 2 attributes × 3 levels each result in 9 different
profiles. All profiles represent statistically feasible level combinations, while, for instance, a mean
rating of 5 with a variance different from 0 would obviously be unfeasible.
In order to build the choice sets, and draw the most information on the interaction and main
effects, three principles needed to be respected: level balance, orthogonality andminimal overlap [30].
Level balance requires attribute levels to appear with equal frequency in the different choice sets.
Orthogonality ensures that main and interaction effects are uncorrelated; this is achieved by
having all attribute levels vary independently of each other. Overlap among levels for an attribute
(i.e., identical attribute values for two or more profiles within the same choice set) reduces the
collected information. We used the D-efficiency metric to measure the statistical effectiveness of
our design [18]:
D − efficiency = 100 × 1
N × |(X ′
C
XC )−1 |1/p
(1)
Where N is the number of observations in the design, as before, p is the number of parameters,
and XC is the standardized orthogonal contrast coding of the matrix X [19]. In matrix X columns
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X =

0 1 0 0 1 0
1 0 0 0 0 1
0 0 1 1 0 0
...
...
...
...
...
...
...
...
...
...
...
...

X1
L1 L2 L3 L1 L2 L3︸      ︷︷      ︸
A1
︸      ︷︷      ︸
A2
Fig. 9. Design matrix X , represented in Nonorthogonal Less-Than-Full-Rank Binary or Indicator Coding.
correspond to the levels of each attribute. Eachm rows of the matrix X , Figure 9, where a single
row is a binary representation of a profile in a choice set (Xn ).
Coding is the process or replacing our design levels by the set of indicator or coded variables.
For determining the efficiency of the design we used the standard orthogonal contrast coding as
recommended by [30]. Please notice that the sum of squares of the column in a standard orthogonal
coding matrix is equal to the number of levels (e.g. if X has two levels, the sum of squares of the
columns of XC is 2). Thus, if X is orthogonal and balanced X ′CXC = N I where I is a p × p identity
matrix. In this case, the denominator terms in Formula 1 cancel each other, thus the efficiency is
100%.
We identified a CBC design consisting of N = 6 choice sets with m = 3 alternatives to be
optimal due to attaining 100% D-efficiency with minimal overlap, balanced frequency of levels, and
orthogonality of effects.
3.2.3 Study procedure.
Choice Based Conjoint survey. All participants were presented with the following hypothetical
situation:
“Assume that you find yourself in the situation that you need to make a choice between three movies
to watch on a movie platform. These three movies are equally preferable to you with respect to all
other movie information you have access to (title, plot, actors etc.). Other users’ ratings are aggregated
and summarized by their number of ratings, the mean rating value and their distribution. Therefore,
we would like to know your choice, by solely considering these rating summary statistics.”
After assessment of demographics and choices on the origin of ratings, participants had to
complete six choice tasks according to our design. Figure 8 depicts an exemplary choice set from
the item-style run. The order of the choice tasks and the three answer options (i.e. profiles) were
randomized for each respondent.
Manipulation Check. This task of the survey was again completed with a manipulation check
to validate respondents’ correct perception of our stimuli. In that manipulation check, we asked
participants about the strategy they had employed in the making of their choices. Based on their
answers, we only included those participants who reportedly had noticed the mean rating values,
number of ratings or other aspects of the rating distribution. Those participants who claimed to
have solely relied on their gut feelings, were removed from further analyses.
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3.2.4 Statistical analysis. One of the basic assumptions underlying the assessment of users’
choices is an additive utility model assuming that the different attributes and characteristics of an
item/profile contribute, independently of each other, to the overall utility. When confronted with a
set of choices, respondents are supposed to select the alternative with the, in their eyes, maximal
utility u [30]. The perceived utility of an item/profile is determined as:
u = xiβ + ϵ (2)
where xi is a vector characterizing a profile i , β is the vector with the unknown preferences for
each attribute level, and ϵ is the residual error.
The most common approach in analyzing CBC is themultinomial logit [15, 24, 30], where - given
N choice sets - each consisting ofm profiles, the probability of choosing profile i in the choice set
n is defined by Equation 3:
P(choicen = i) = e
xi β∑m
j=1 e
xjβ
(3)
The multinomial logit is based on the assumption that the error ϵ is independent and identically
distributed in a choice set. We use the multinomial logit to estimate the coefficients of vector β
that maximize the likelihood of a profile to be chosen based on respondents’ data. The maximum
likelihood estimator is consistent and asymptotically normal with the covariance matrix:
Σ = (Z ′PZ )−1 = [ N∑
n=1
A∑
j=1
z ′jnPjnzjn
]−1 (4)
where zjn = x jn −
A∑
i=1
xinPin (5)
Where the β are the unknown parameters to be estimated.
4 RESULTS
Between January and February 2018 a group of 77 people participated in our choice experiments.
In a smaller pre-study we validated the clarity and understandability of the questions and tasks.
A total of 27 female and 50 male participants, whose age varied from 21 to 36, enrolled in a
bachelor, or master or PhD in Computer Science, and all were familiar with online shopping and
recommendation scenarios, participated in the main study. 23 respondents run the item-style design,
while, the remaining 54 were exposed to the user-style design. We removed 5 participants from
further analyses, who failed the manipulation check. Thus, results are based on 72 × 3 = 216
choices with different origins of ratings (task 1) and 72 × 6 = 432 choices with different levels of
number of ratings and mean values (task 2). The second task was alternated between participants
(i.e. 50 × 6 = 300 were working on the user-style attribute levels and 22 × 6 = 132 on the item-style
levels).
4.1 Results on the origin of ratings
In this Section, we present the obtained results from the controlled experiment on the origin of
ratings. Given the entire set of observations from the 3 choice sets we measured the frequencies with
which each alternative was chosen. We present results in Table 4. The preferred source of ratings are
the similar users (selected 95 times), own ratings on similar items is slightly less preferred (selected
89 times). Whereas, clearly fewer respondents preferred items supported by connections on social
network (selected 32 times). Furthermore, we analyzed the responses from the manipulation check,
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which was presented as a multiple select question. We noticed that the similar user justification and
own ratings on similar items was checked 54 times and 46 times respectively, while the connections
on social networks (like Facebook) were only considered 10 times as one of the primary decision
heuristics for this set of questions.
This can be related to the fact that a social network link does not necessarily mean friendship in
the everyday sense, and there can be several reasons, beyond friendship, for people to connect [3].
While respondents tend to trust analog behaviors to similar users and past choices.
Table 4. Frequency count for the origin of ratings in the compared choice sets and the manipulation check
for the item style.
Origin Freq. in Choice Sets Freq. in Manipulation check
Similar users 95 54
Similar items 89 46
Facebook Friends 32 10
4.2 Multinomial Logit results
Table 5. Final results of the multinomial logit model for the user style.
Style Attribute Lvl. Lvl. value Coefficient Standard Error P Value
Item style
Number of Ratings
Large 259 1.25 0.25 < 0.0001
Medium 96 0.74 0.27 0.0063
Small 39 Constrained to be 0
Mean Rating
High 4 2.07 0.31 < 0.0001
Average 3.7 0.73 0.35 0.04
Low 3.4 Constrained to be 0
User style
Number of Ratings
Large 2970 0.53 0.14 0.0002
Medium 560 0.13 0.16 0.39
Small 290 Constrained to be 0
Mean Rating
High 3.6 2.77 0.27 < 0.0001
Average 3.3 1.09 0.29 0.0002
Low 2.9 Constrained to be 0
In this subsection, we present the obtained results from the two runs of the CBC. For the entire
sample of observations, we estimated the multinomial logit model underlying the CBC design.
Detailed results for estimating the preference weights for the item-style and the user-style are
presented in Table 5. The fourth column of Table 5 shows the coefficients (or preference weights)
for each level of the two attributes and two styles, where the base levels (i.e. small number of
ratings and low mean ratings) have been constrained to be zero. The fifth and the sixth column of
Table 5 report the standard errors and the P-values for the respective levels of each attribute.
Figure 10 and 11 visually depict the preference weights of the multinomial logit model for each
level of the two selected attributes (i.e. total number and mean of ratings) for the item-style and
the user-style attribute levels correspondingly. As expected, there was a general higher is better
tendency for the two attributes - i.e., users prefer bigger numbers of ratings and higher mean values.
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Fig. 10. Preference weights of the multinomial logit model on the item style run.
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Fig. 11. Preference weights of the multinomial logit model on the user style run.
However, for the user-style attribute levels, there is a clear and statistically significant preference
relation over the three levels for mean rating values. However, in terms of the total number of
ratings, users do not seem to care that much. The large number of ratings is statistically significant,
and clearly preferred over the other two levels, but between the medium and small level, the P-value
is above the threshold of .05 (cmp. Table 5) and thus no statistically noticeable difference in the
users’ perception exists.
While, for the item-style, it is obvious that users also prefer the high mean rating, but the
preference weights on the higher numbers of ratings are clearly higher than for the user-style
attribute levels. This can be explained by the lower levels for the number of ratings attribute in
the items-style setup, since average ratings per user and thus the ratings of similar items from the
current user are obviously lower than the average number of ratings for items. According to our
findings users are more sensitive to changes of the number of ratings on a smaller scale (i.e. two
digit and low three digit numbers) rather than changes on a larger scale (i.e. up to 4 digit number
of ratings).
From the different levels of preference weights (partial utilities) for the two signals (i.e. levels
of the profile attributes) we can also derive the perceived overall utility (see Table 6 and Table 7).
Following formula 3 the probability of selecting any of the 9 profiles was computed and ordered by
decreasing values in Table 6 for the item-style, and Table 7 for the user-style attribute levels.
For the item-style attribute levels, the two highest levels of the mean value were well perceived,
instead the small number or ratings with high mean signified almost similar utility to users like
the large number of interactions with a slightly lower (average) mean value, cmp.Table VI utility
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Table 6. Probability of choice over profiles from the item style run, in decreasing order.
# of Ratings Mean Rating Pr. of choice Utility
1 Large High 38.18 % 3.32
2 Medium High 22.93 % 2.81
3 Small High 10.94 % 2.07
4 Large Average 9.99 % 1.98
5 Medium Average 6.01 % 1.47
6 Small Average 4.82 % 1.25
7 Large Low 2.89 % 0.74
8 Medium Low 2.86 % 0.73
9 Small Low 1.38 % 0.00
Table 7. Probability of choice over profiles from the user style run, in decreasing order.
# of Ratings Mean Rating Pr. of choice Utility
1 Large High 35.47 % 3.31
2 Medium High 23.73 % 2.90
3 Small High 20.80 % 2.77
4 Large Average 6.65 % 1.63
5 Medium Average 4.45 % 1.23
6 Small Average 3.90 % 1.10
7 Large Low 2.22 % 0.53
8 Medium Low 1.48 % 0.13
9 Small Low 1.30 % 0.00
2.07 vs. 1.98. Whereas in the user-style run, changes in the mean value were strongly perceived,
while changes in the relatively high numbers of ratings had far less impact on users’ choice - i.e.,
an increase in the mean rating value by one level increased the probability of choice by a factor of
three to four, when everything else was kept constant.
5 DISCUSSION
Rating summarizations provide important clues to users in online choice situations. Marketing
research has shown that consumers are strongly guided by online reviews, and that the mean
rating value is interpreted as an indicator for the quality of a product [12]. Also in our study, par-
ticipants seem to have been following this quality hypothesis. However, research comparing online
reviews with scientific product testing, identified that the average star rating has a surprisingly
low correspondence to established quality metrics [10].
The total number of ratings, on the other hand, is typically regarded as an indicator for the
popularity of a product or an item in general. Given that with larger sample sizes, all things being
equal, the mean rating value becomes more informative, it is also very reasonable that, in case of a
large number of ratings, users would be more likely to follow this choice.
This work is in line with prior research on the effects of potential decision biases such as position,
decoy or framing effects, on the choice behavior of users [5, 26]. Implications of these findings
about the inherent dynamics of online choice behavior can be either purposefully exploited to
develop more persuasive systems [28] or explicitly neutralized, as proposed by [25].
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In the line of exploitation of such effects, one can see the work of Adollahi and Nasraoui [1], who
extended Matrix Factorization with a soft constraint that brings explainable items closer to users in
the latent space. Their concept of explainability builds on user-style explanations [16], where rating
summary statistics from a users’ nearest neighbors are presented. Abdollahi and Nasraoui consider
an item only to be explainable, if the mean rating value within this neighborhood is beyond a
threshold. Thus, items with higher mean rating values within a user’s neighborhood are pushed
towards higher ranks in recommendation lists, which - according to our empirical results - should
also increase their probability of being selected. In future research using this experimental paradigm
we intend to explore the impact of additional parameters describing rating summary statistics, like
the variance and skewness that we controlled in this study with fixed values, corresponding to
the respective medians of the Netflix dataset. Furthermore, we will comprehensively exploit these
parameters in algorithm development.
6 CONCLUSIONS
In this paper we conducted a user study to explore two aspects of explanations: how users react to
different origins of rating, and how they perceive rating summary statistics in choice setting. As
far as the origin of ratings is concerned, we noticed that users are reluctant to recommendations
justified with links on social networks, while recommendations justified with user-style and item-
style collaborative explanations were significantly more preferred. Furthermore, we explored how
the total number and the mean of ratings influenced users’ choices. Results clearly demonstrate
that choice behavior was heavily influenced by the mean rating value, while a big number of
ratings only modestly influences the choices users make. However, when comparing smaller levels
of rating numbers users are stronger influenced by an increase from a two digit to a three digit
number of ratings. This study used representative attribute levels for ratings in the movie domain
and shed additional light on the influence of rating summary statistics on users’ choice behavior.
Future work will focus on extending the research to additional attribute levels and on developing
algorithms that foster items with higher choice probability according to these findings.
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