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INTEGRAL QUANTIZATIONS WITH TWO BASIC EXAMPLES
HERVE´ BERGERON AND JEAN PIERRE GAZEAU
Abstract. The paper concerns integral quantization, a procedure based on operator-
valued measure and resolution of the identity. We insist on covariance properties
in the important case where group representation theory is involved. We also insist
on the inherent probabilistic aspects of this classical-quantum map. The approach
includes and generalizes coherent state quantization. Two applications based on
group representation are carried out. The first one concerns the Weyl-Heisenberg
group and the euclidean plane viewed as the corresponding phase space. We show
that a world of quantizations exist, which yield the canonical commutation rule and
the usual quantum spectrum of the harmonic oscillator. The second one concerns
the affine group of the real line and gives rise to an interesting regularization of
the dilation origin in the half-plane viewed as the corresponding phase space.
Contents
1. Introduction 2
2. What is quantization? 3
3. Integral quantization 4
3.1. General setting 4
3.2. Covariant integral quantization 6
4. Exemple: Weyl-Heisenberg covariant integral quantization(s) 8
4.1. The group background 8
4.2. Weyl-Heisenberg standard and non-standard CS 9
4.3. Weyl-Heisenberg integral quantization 10
4.4. Quantum harmonic oscillator according to ̟ 15
Variations on the Wigner function 15
5. Weyl-Heisenberg integral quantizations of functions and distributions 16
5.1. Acceptable probes ρ 16
5.2. Quantizable functions 17
5.3. Quantizable distributions 20
5.4. About inversion formulae 23
6. Affine or wavelet quantization 26
7. Conclusion 28
Date: November 25, 2013.
1
2 HERVE´ BERGERON AND JEAN PIERRE GAZEAU
Appendix A. Weyl-Heisenberg algebra, group, and displacement operator: a
glossary 29
Weyl-Heisenberg algebra and its Fock or number representation 29
Unitary Weyl-Heisenberg group representation 29
Parity and time reversal 30
Rotation in the plane 31
Integral formulae for D(z) 31
Harmonic analysis on C and symbol calculus 32
Appendix B. Klauder’s affine quantization 32
References 33
1. Introduction
We present in this paper an approach to quantization based on operator-valued
measures, comprehended under the generic name of integral quantization. We par-
ticularly insist on the probabilistic aspects appearing at each stage of our procedure.
The so-called Berezin or Klauder or yet Toeplitz quantization, and more generally
coherent state quantization are particular (and mostly manageable) cases of this
approach.
The integral quantizations include of course the ones based on the Weyl-Heisenberg
group (WH), like Weyl-Wigner and (standard) coherent states quantizations. It is
well established that the WH group underlies the canonical commutation rule, a par-
adigm of quantum physics. Actually, we show that there is a world of quantizations
that follow this rule. In addition, we enlarge the set of objects to be quantized in
order to include singular functions or distributions.
Our approach also includes a less familiar quantization based on the affine group
of the real line. This example is illuminating and quite promising in view of appli-
cations in various domains of physics where it is necessary to take into account an
impenetrable barrier.
In Section 2 we give a short overview of what we mean by quantization after
recalling the basic method in use in Physics. The definition of integral quantization
is proposed in Section 3. Key examples issued from group representation theory give
rise to what we name covariant integral quantizations. We then apply the scheme to
the Weyl-Heisenberg group in Section 4. As stressed on in the above, the freedom
allowed by our approach gives rise to a wide range of quantum descriptions of the
euclidean plane viewed as a phase space, all equivalent in the sense that they yield the
canonical commutation rule. Moreover, as explained in Section 5, our approach offers
the possibility of dealing with singular functions and distributions and providing in
a simple way their respective quantum counterparts. Besides the euclidean plane,
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the half plane can be also viewed as a phase space, and Section 6 is devoted to the
construction(s) of its quantum version through its unitary irreducible representation
intensively used in wavelet analysis. In Section 7 we conclude our presentation with
an agenda of future developments envisioned within the framework presented in
this paper. In Appendix A is given a list of useful formulae concerning the Weyl-
Heisenberg machinery. In Appendix B we give a compendium of previous works
by Klauder where the affine group and related coherent states are also used for
quantization of the half-plane, although with a different approach.
2. What is quantization?
In digital signal processing, one generally understands by quantization the process
of mapping a large set of input values to a smaller set – such as rounding values to
some unit of precision. A device or algorithmic function that performs quantization
is called a quantizer. In physics or mathematics, the term has a different, and
perplexing, meaning. For instance, one can find in Wikipedia:
Quantization is the process of explaining a classical understanding
of physical phenomena in terms of a newer understanding known as
“quantum mechanics”. It is also a procedure for constructing a quan-
tum field theory starting from a classical field theory.
or in [1],
Quantization can be any procedure that associates a quantum mechan-
ical observable to a given classical dynamical variable.
The standard (canonical) construction is well known. It is based on the replace-
ment, in the expression of classical observables f(q, p), of the conjugate variables
(q, p) (i.e., obeying {q, p} = 1) by their respective self-adjoint operator counterparts
(Q,P ). The latter obey the canonical commutation rule [Q,P ] = i~I. The sub-
stitution has to be followed by a symmetrization. This last step is avoided by the
integral version of this method, namely the Weyl-Wigner or “phase-space” quanti-
zation [2, 3, 4, 5, 6] (see also [7] and references therein). The canonical procedure
is universally accepted in view of its numerous experimental validations, one of the
most famous and simplest one going back to the early period of Quantum Mechan-
ics with the quantitative prediction of the isotopic effect in vibrational spectra of
diatomic molecules [8]. These data validated the canonical quantization, contrary
to the Bohr-Sommerfeld Ansatz (which predicts no isotopic effect). Nevertheless
this does not prove that another method of quantization fails to yield the same pre-
diction (see for instance [9]). Moreover, canonical or Weyl quantization is difficult,
if not impossible, to implement as soon as barriers or other impassable boundaries
are present in the model. Similar complications arise when one deals with singular
functions f(q, p), even though they are as elementary and familiar as the angle or
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phase function arctan p/q, an enigmatic question which has been giving rise to a long
debate since the advent of Quantum Mechanics [10, 11].
To be more mathematically precise and still remaining at an elementary or minimal
level, quantization is a linear map
(1) Q : C(X) 7→ A(H)
from a vector space C(X) of complex-valued functions f(x) on a set X to a vector
space A(H) of linear operators Q(f) ≡ Af in some complex Hilbert space H, such
that
(i) to the function f = 1 there corresponds the identity operator I on H,
(ii) to a real function f ∈ C(X) there corresponds a(n) (essentially) self-adjoint
operator Af in H.
Physics puts into the game further requirements, depending on various mathemati-
cal structures allocated to X and C(X), such as a measure, a topology, a manifold,
a closure under algebraic operations, considerations about dynamic evolution..., to-
gether with an interpretation in terms of measurements of the elements of C(X)
(resp. A(H)). These objects are given the status of classical (resp. quantum) phys-
ical quantities or observables. In particular, the spectral properties of elements of
A(H) are at the heart of the quantum measurement protocols. Moreover, one usu-
ally requires a non ambiguous classical limit of the quantum physical quantities, the
limit operation being associated to a change of scale. It is precisely at this point that
both the definitions of quantization, namely Signal Analysis and in Physics, might
be related.
A warning is in order at this point. According to the standard (von Neumann’s)
interpretation, every self-adjoint operator represents an observable, but this is unten-
able. On the mathematical side, observables are most often represented by unbounded
operators and there will be in general no dense domain common to all of them. On
the physical side, a self-adjoint operator may be interpreted as an observable for one
system, but not for another one. Therefore one can characterize a quantum sys-
tem, with Hilbert space H, by a family of labeled observables in the sense of Roberts
[12], with are given both a physical interpretation (how does one measure it?) and
a mathematical definition (as a self-adjoint operator in H). In addition, these are
required to have a common dense invariant domain. As a matter of fact, this is at
the basis of the Rigged Hilbert Space formulation of quantum mechanics, developed
in [13, 14, 15].
3. Integral quantization
3.1. General setting. The above conditions (i) and (ii) may be easily fulfilled if
one uses the resources offered by the pair (measure, integration). Let H be a complex
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Hilbert space and X ∋ x 7→ M(x) ∈ L(H) an X-labelled family of bounded operators
on H resolving the identity operator I on H:
(2)
∫
X
M(x) dν(x) = I ,
provided that the equality be valid in a weak sense, which implies ν-integrability for
the family M(x). (Actually, with the painless requirement on X that it be locally
compact, linearity and continuity, w.r.t. some topology, of the map (1), the latter
must be integral quantization whereM(x) dν(x) is to be replaced by the more general
operator-valued measure dM˜(x)). If the operators M(x) are positive and with unit
trace, they are preferably denoted by M(x) = ρ(x) in order to comply with the
usual notation for a density matrix in quantum mechanics. In this case, and given a
positive unit trace operator ρ0, the equality (2) allows one to equip the set X with
the probability distribution x 7→ tr(ρ0 ρ(x)) ≡ w(x).
The corresponding quantization of complex-valued functions f(x) on X is then
defined by the linear map:
(3) f 7→ Af =
∫
X
M(x) f(x) dν(x) .
Therefore if M(x) = ρ(x) and given a positive unit trace operator ρ0, we obtain the
exact classical like formula
(4) tr(ρ0Af) =
∫
X
f(x)w(x) dν(x) .
which is to be viewed as an averaging of the original f .
The operator-valued integral (3) is understood as the sesquilinear form,
(5) H ∋ ψ1, ψ2 7→ Bf (ψ1, ψ2) =
∫
X
〈ψ1|M(x)|ψ2〉 f(x) dν(x) .
The form Bf is assumed to be defined on a dense subspace of H. If f is real and at
least semi-bounded, and if M is positive, the Friedrich’s extension [16, Thm. X.23]
of Bf univocally defines a self-adjoint operator. However, if f is not semi-bounded,
there is no natural choice of a self-adjoint operator associated with Bf . In this case,
we can consider directly the symmetric operator Af enabling us to obtain a self-
adjoint extension (unique for particular operators). It becomes necessary to be more
explicit about the Hilbert space H and operator domain(s). The question of what is
the class of operators that may be so represented is a subtle one, and its study is far
beyond the scope of this paper.
IfM(x) = ρ(x) and if we dispose of another X-labelled family of positive unit trace
operators X ∋ x 7→ ρ˜(x) ∈ L+(H) (it could happen to be the same, or a constant ρ0
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like in (4)) , we can in return build the classical element in C(X)
(6) Af 7→ fˇ(x) :=
∫
X
tr(ρ˜(x)ρ(x′)) f(x′) dν(x′) ,
provided that the integral be defined. The map f 7→ fˇ is a generalization of the Segal-
Bargmann transform ([17]). Furthermore, the function or lower symbol1 fˇ may be
viewed as a semi-classical representation of the operator Af . It is at this point that
the mentioned classical limit gets a concrete meaning, given a scale parameter ǫ and
a distance d(f, fˇ):
(7) d(f, fˇ)→ 0 as ǫ→ 0 .
One of the interesting aspects of the integral quantization scheme is precisely to
analyze the quantization issues, particularly the spectral properties of operators Af ,
from functional properties of its lower symbol fˇ .
Another appealing aspect of the above approach lies in its capability to quantize
constraints. Suppose that the measure set (X, ν) is also a smooth manifold of dimen-
sion n, on which is defined the space D′(X) of distributions as the topological dual
of the (LF)-space Ωnc (X) of compactly supported n-forms on X [18]. Some of these
distributions, e.g. δ(u(x)), express geometrical constraints. Extending the map (3)
yields the quantum version Aδ(u(x)) of these constraints.
A different starting point for quantizing constraints, more in Dirac’s spirit [19]
and intensively employed in (Loop) Quantum Gravity and Quantum Cosmology (see
[20, 21, 23, 24, 25] and references therein) would consist in quantizing the function
u 7→ Au and determining the kernel of the operator Au. Both methods are obviously
not equivalent, except for a few cases. This question of equivalence/difference gives
rise to controversial opinions in fields like quantum gravity or quantum cosmology.
Elementary examples illustrating this difference are worked out in [26].
3.2. Covariant integral quantization. Lie group representation theory offers a
wide range of possibilities for the building of explicit integral quantizations. Let
G be a Lie group with left Haar measure dµ(g), and let g 7→ U(g) be a unitary
irreducible representation of G in a Hilbert space H. Let M a bounded operator on
H. Suppose that the operator
(8) R :=
∫
G
M(g) dµ(g) , M(g) := U(g)MU∗(g) ,
is defined in a weak sense. From the left invariance of dµ(g) we have U(g0)RU
∗(g0) =∫
G
dµ(g)M(g0g) = R and so R commutes with all operators U(g), g ∈ G. Thus
1A name introduced by Lieb, by opposition to upper symbol for designating the original f .
Berezin used the names covariant symbol and contravariant symbol respectively
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Schur’s Lemma [27, Chap.5, §3] guarantees that R is a multiple of the identity,
R = cMI. The constant cM can be given by
(9) cM =
∫
G
tr (ρ0M(g)) dµ(g) ,
where the unit trace positive operator ρ0 is suitably chosen in order to make the inte-
gral convergent. Integrating this constant into the measure, we obtain the resolution
of the identity obeyed by the family of operators U(g)MU †(g):
(10)
∫
G
M(g) dν(g) = I , dν(g) := dµ(g)/cM .
For instance, in the case of a square-integrable UIR U , let us pick a unit vector |η〉
for which cM ≡ c(η) =
∫
G
dµ(g) |〈η|U(g)η〉|2|η〉 <∞, i.e is an admissible unit vector
for U [28]. With M := |η〉〈η| we recover the resolution of the identity provided by
the family of states:
(11) |ηg〉 = U(g)|η〉 ,
(12)
1
c(η)
∫
G
|ηg〉〈ηg| dµ(g) = I .
Vectors |ηg〉 are named (generalized) coherent or wavelet for the group G, depending
on the context.
The construction leading to (10) provides an integral quantization of complex-
valued functions on the group
(13) f 7→ Af =
∫
G
M(g) f(g) dν(g) .
Moreover, this quantization is covariant in the sense that
(14) U(g)AfU
†(g) = AU(g)f ,
where (U(g)f)(g′) := f(g−1g′) is the regular representation if f ∈ L2(G, dµ(g)).
If M = ρ, with the most immediate choice ρ˜ = ρ, we obtain the generalization of
the Berezin or heat kernel transform on G:
(15) f 7→ fˇ(g) :=
∫
G
tr(ρ(g) ρ(g′)) f(g′) dν(g′) .
Within the same group theoretical framework, and in the absence of square-
integrability of the unitary representation U over the whole group, there exists a
definition of square-integrability of U and related coherent states with respect to a
left coset manifold X = G/H , with H a closed subgroup of G, equipped with a quasi-
invariant measure ν. This opens another world of possible covariant quantizations
(see [28] for notations, details, and references therein).
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For a global Borel section σ : X → G of the group, let νσ be the unique quasi-
invariant measure defined by
(16) dνσ(x) = λ(σ(x), x) dν(x) ,
where λ is defined by
(17) dν(g−1x) = λ(g, x) dν(x), (∀g ∈ G) .
Let U be a UIR which is square integrable mod(H) and n vectors ηi which are
admissible mod(H). With F =
∑n
i=1 |ηi〉〈ηi|, Fσ(x) = U(σ(x))FU(σ(x))†, we have
the resolution of the identity
(18)
1
cF
∫
X
Fσ(x) dνσ(x) = I,
the integral converging weakly. If trF = 1, the constant cF is given by the integral
cF =
∫
X
tr (F Fσ(x)) dνσ(x).
Consider now the sections σg : X → G, g ∈ G, which are covariant translates of
σ under g:
(19) σg(x) = gσ(g
−1x) = σ(x)h(g, g−1x) .
Here h is the cocycle defined by
(20) gσ(x) = σ(gx)h(g, x) with h(g, x) ∈ H .
Let νσg be the measure dνσg(x) := λ(σg(x), x) dν, again constructed using (16), and
Fσg(x) = U(σg(x))FU(σg(x))
†. If U is square integrable mod(H, σ), there is a general
covariance property enjoyed, when they are properly defined, by the operators
(21) Af = cF
−1
∫
X
Fσ(x) f(x) dνσ(x)
which are the quantized versions of functions f(x) on X .
(22) U(g)AfU(g)
∗ = AσgUl(g)f , A
σg
f :=
1
cF
∫
X
Fσg(x)f(x) dνσg(x) .
Of course, it is possible to establish similar results by replacing the operator F by a
more general bounded operator M provided integrability and weak convergence hold
in the above expressions.
4. Exemple: Weyl-Heisenberg covariant integral quantization(s)
4.1. The group background. The formalism and quantization procedure intro-
duced above allow one to considerably encompass the Berezin-Klauder-Toeplitz quan-
tization based on standard (i.e. Glauber) coherent states (see for instance [29, 30]
and references therein). The group G is the Weyl-Heisenberg group GWH which is
a central extension of the group of translations of the two-dimensional Euclidean
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plane. In classical mechanics the latter is viewed as the phase space for the motion
of a particle on the real line. The UIR in question is the unitary representation
of GWH which integrates the canonical commutation rule of Quantum Mechanics,
[Q,P ] = i~I. Forgetting about physical dimensions (~ = 1), an arbitrary element g
of GWH is of the form
(23) g = (θ, q, p) ≡ (θ, z), θ ∈ R , (q, p) ∈ R2 and z := q + ip√
2
∈ C .
with multiplication law,
(24)
g1g2 = (θ1 + θ2 + ξ((q1, p1); (q2, p2)), q1 + q2, p1 + p2)
= (θ1 + θ2 +
1
2
Im z1z¯2, z1 + z2) ,
where ξ is the multiplier function ξ((q1, p1); (q2, p2)) =
1
2
(p1q2 − p2q1). Any infinite-
dimensional UIR, Uλ, of GWH is characterized by a real number λ 6= 0 (in addition,
there are also degenerate, one-dimensional, UIRs corresponding to λ = 0, but they
are irrelevant here [31]) and may be realized on the same Hilbert space H, as the one
carrying an irreducible representation of the CCR:
(25) Uλ(θ, q, p) = eiλθUλ(q, p) := eiλ(θ−pq/2)eiλpQe−iλqP .
If H = L2(R, dx), these operators are defined by the action
(26) (Uλ(θ, q, p)φ)(x) = eiλθeiλp(x−q/2)φ(x− q), φ ∈ L2(R, dx).
Thus, the three operators, I, Q, P , appear now as the infinitesimal generators of this
representation and are realized as:
(27) (Qφ)(x) = xφ(x), (Pφ)(x) = − i
λ
∂φ
∂x
(x), [Q,P ] =
i
λ
I.
For our purposes, we take for λ the specific value, λ = 1/~ = 1, and simply write U
for the corresponding representation.
4.2. Weyl-Heisenberg standard and non-standard CS. Picking H as the phase
subgroup Θ (the subgroup of elements g = (θ, 0, 0), θ ∈ R) the measure space to
be considered here is the left coset space X ≡ GWH/Θ . It is identified with the
euclidean plane R2 and a general element in it is parametrized by (q, p), consistently
to (23). In terms of this parametrization, GWH/Θ carries the invariant measure
(28) dν(q, p) =
dq dp
2π
=
d2z
π
.
The function
(29) σ : GWH/Θ→ GWH, σ(q, p) = (0, q, p),
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then defines a section in the group GWH, now viewed as a fibre bundle, over the base
space GWH/Θ, having fibres isomorphic to Θ. Picking a vector η ∈ H, a family of
Weyl-Heisenberg CS (they are called Gabor states in time-frequency signal analysis)
is the set,
(30) Sσ = {ηsσ(q,p) = U(σ(q, p))η | (q, p) ∈ GWH/Θ},
and the operator integral in (18) reads in this case
(31)
∫
GWH/Θ
|ησ(q,p)〉〈ησ(q,p)| dν(q, p) = I.
In other words, the CS ησ(q,p) are labelled by the points (q, p) in the homogeneous
space GWH/Θ of the Weyl-Heisenberg group, and they are obtained by the action of
the unitary operators U(σ(q, p)) of a UIR of GWH, on a fixed vector η ∈ H. These
vectors are standard CS when η is the gaussian in position representation. The
resolution of the identity equation (31) is then a statement of the square-integrability
of the UIR, U , with respect to the homogeneous space GWH/Θ.
In the sequel, we will stick to the notations involving the complex variable z.
Accordingly, the above operator U(σ(q, p)) is denoted D(z) and named displacement
operator. It is given in terms of the lowering a := (Q + iP )/
√
2 and raising a† :=
(Q− iP )/√2 operators, [a, a†] = I, by
(32) D(z) = eza
† − za ≡ U(σ(q, p)) .
On a more abstract level, lowering and raising operators act in some separable Hilbert
space H with orthonormal basis {|en〉}, n ∈ N: a|en〉 =
√
n|en−1〉, a|e0〉 = 0, a†|en〉 =√
n+ 1|en+1〉. A list of basic definitions and of important properties of D(z), useful
for the sequel, are given in Appendix A
4.3. Weyl-Heisenberg integral quantization.
4.3.1. With a generic weight function. Let ̟(z) be a function on the complex plane
obeying the condition
(33) ̟(0) = 1 ,
and defining a bounded operator M on H through the operator-valued integral
(34) M =
∫
C
̟(z)D(z)
d2z
π
.
Then, the family M(z) := D(z)MD(z)† of displaced operators under the unitary
action D(z) resolves the identity
(35)
∫
C
M(z)
d2z
π
= I .
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It is a direct consequence of the property D(z)D(z′)D(z)† = ezz
′−zz′D(z′), of the
formula
(36)
∫
C
ezξ¯−z¯ξ
d2ξ
π
= πδ2(z) ,
and of the condition (33) with D(0) = I. The resulting quantization map is given
by
(37) f 7→ Af =
∫
C
M(z) f(z)
d2z
π
.
Using the symplectic Fourier transform defined, in agreement with Eq. (36), by
(38) fˆ(z) =
∫
C
ezξ¯−z¯ξf(ξ)
d2ξ
π
,
we have the alternative expression
(39) Af =
∫
C
̟(z)D(z) fˆ(−z) d
2z
π
.
A first property In accordance with (36) and (38), the operatorM is recovered through
the quantization of the Dirac distribution on C:
(40) M = Aπδ(2)(z) .
This property extends a result found by Grossmann [32] within the more restric-
tive Weyl-Wigner quantization framework and will be comprehensively examined in
Section 5.
The covariance property of the above quantization reads as
(41) Af(z−z0) = D(z0)Af(z)D(z0)
† .
Moreover we have
(42) Af(−z) = PAf(z)P , ∀ f ⇐⇒ ̟(z) = ̟(−z) , ∀ z ,
where P =
∑∞
n=0(−1)n[en〉〈en| is the parity operator defined in (134),
(43) Af(z) = A
†
f(z) , ∀ f ⇐⇒ ̟(−z) = ̟(z) , ∀ z .
More generally, let us define the unitary representation θ 7→ UT(θ) of the torus S1
on the Hilbert space H as the diagonal operator UT(θ)|en〉 = ei(n+ν)θ|en〉, where ν is
arbitrary real. We easily infer from the matrix elements (131) of D(z) the rotational
covariance property
(44) UT(θ)D(z)UT(θ)
† = D
(
eiθz
)
,
and its immediate consequence on the nature of M and the covariance of Af ,
(45) UT(θ)AfUT(−θ) = AT (θ)f ⇐⇒ ̟
(
eiθz
)
= ̟(z) , ∀ z , θ ⇐⇒ M diagonal ,
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where T (θ)f(z) := f
(
e−iθz
)
.
4.3.2. Regular and isometric quantizations. The quantization map (37) is said to be
regular (in the sense that it yields the canonical commutation rule [a, a†] = I), if the
weight function ̟ verifies the two conditions
(i) ̟(−z) = ̟(z) (parity),
(ii) ̟(z) = ̟(z) (reality).
In that case we have
(46) Az = a , Af(z) = A
†
f(z) .
Moreover, the quantization of the canonical variables is equivalent to the canonical
quantization:
(47) Aq =
a+ a†√
2
:= Q , Ap =
a− a†
i
√
2
:= P .
We say that the quantization mapping f 7→ Af is isometric if |̟(z)| = 1 for all z.
In this case, and only for it, we have
(48) tr(A†fAf) =
∫
C
|f(z)|2 d
2z
π
,
which means that the mapping f 7→ Af is invertible (the inverse is given by a trace
formula).
4.3.3. Elliptic regular quantizations. It is noticeable that the quantization map (37)
includes the normal (as a limit case), anti-normal and Wigner-Weyl (i.e. canonical)
quantizations [9]. More precisely, the quantization map f 7→ Af is said to be elliptic
regular if the weight function ̟ satisfies, like in (45), the isotropic condition ̟(z) ≡
w(|z|2) with w : R 7→ R (i.e., it leads to a regular quantization). The normal,
Wigner-Weyl and anti-normal (i.e., CS) quantizations correspond to a specific choice
of the weight function ̟. Indeed, inspired by [33], we choose
(49) ̟s(z) = e
s|z|2/2 , Re s < 1 .
Since this function is isotropic in the complex plane, the resulting operator M ≡ Ms
is diagonal. From the expression (131) of the matrix elements of D(z), involving
associated Laguerre polynomials, and the integral [34],
(50)
∫ ∞
0
e−νx xλ Lαn(x) dx =
Γ(λ+ 1)Γ(α+ n + 1)
n! Γ(α + 1)
ν−λ−12F1(−n, λ+1;α+1; ν−1) ,
we get the diagonal elements of Ms:
(51) 〈en|Ms|en〉 = 2
1− s
(
s+ 1
s− 1
)n
,
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and so
(52) Ms =
∫
C
̟s(z)D(z)
d2z
π
=
2
1− s exp
[(
log
s+ 1
s− 1
)
a†a
]
.
Then s = −1 corresponds to the CS (anti-normal) quantization, since
M−1 = lim
s→−1−
2
1− s exp
[(
ln
s+ 1
s− 1
)
a†a
]
= |e0〉〈e0| ,
and so
(53) Af =
∫
C
D(z)M−1D(z)
† f(z)
d2z
π
=
∫
C
|z〉〈z| f(z) d
2z
π
.
The choice s = 0 corresponds to the Wigner-Weyl quantization since, from Eq. (52),
M0 = 2P, and so
(54) Af =
∫
C
D(z) 2PD(z)† f(z)
d2z
π
.
The case s = 1 is the normal quantization in an asymptotic sense.
The parameter s was originally introduced by Cahill and Glauber in [33, 35] (see
[36, 37, 38, 11] for further related developments) where they discuss the problem
of expanding an arbitrary operator as an ordered power series in a and a†. They
associate with every complex number s a unique way of ordering all products of these
operators. Normal ordering, antinormal ordering (yielded by CS quantization), and
symmetric ordering (yielded by Weyl quantization) correspond to the values s = +1,
s = −1, and s = 0 respectively. Actually, Cahill and Glauber were not interested
in the question of quantization itself. They start from a symmetric operator-valued
series A(a, a†) in terms of powers of a and a†, without considering their classical
counterpart from which they could be built from a given quantization procedure.
They ask about their mathematical relations when a certain s-dependent order is
chosen. Nevertheless, their work allows to give, to a certain extent, a unified view of
different quantizations of the functions on C.
Now, an important point favoring in particular the CS quantization is that (from
(51)) the operator Ms is positive trace class for s ≤ −1 (it is just trace class if
Re s < 0). Its trace is equal to 1. Therefore, for any real s ≤ −1, Ms ≡ ρs is
a density operator. Its associated quantization is given a consistent probabilistic
interpretation as is suggested in (4) and confirmed from the fact that the operator-
valued measure
(55) C ⊃ ∆ 7→
∫
∆∈B(C)
D(z)MsD(z)
† d
2z
π
,
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is a positive operator-valued measure. Moreover, the form of (52) suggests that
for s ≤ −1 and given an elementary quantum energy, say ~ω, the s-dependent
temperature
(56) ln
s + 1
s− 1 = −
~ω
kBT
⇔ s = − coth ~ω
2kBT
is intrinsically involved in the quantization procedure of the phase space C through
the Boltzmann-Planck like density operator
(57) ρs =
(
1− e−
~ω
kBT
) ∞∑
n=0
e
− n~ω
kBT |en〉〈en| .
Interestingly, the temperature-dependent operators ρs(z) = D(z) ρsD(z)
† defines a
Weyl-Heisenberg covariant family of POVM’s on the phase space C, the null tem-
perature limit case being the POVM built from standard CS. Introducing in such
a way a temperature suggests that we quantize the classical phase space by taking
into account a kind of irreducible noise.
4.3.4. Elliptic regular quantizations that are isometric. An elliptic regular quantiza-
tion is isometric iff ̟(z) = w(|z|2) ∈ {−1,+1}. A simple example is given by the
family ̟α:
(58) ̟α(z) = 2θ(1− α|z|2)− 1
where θ is the Heaviside function. The Wigner-Weyl quantization is a special case
(α = 0).
4.3.5. Hyperbolic regular quantizations. We say that the quantization map f 7→ Af
is hyperbolic regular if the weight function ̟ verifies ̟(z) ≡ m(Im (z2)) with m :
R 7→ R (i.e. yields a regular quantization). In that case we have
(59) Af(q) = f(Q) , Af(p) = f(P ) .
One observes that the Wigner-Weyl (i.e. canonical) quantization (m(u) = 1) is not
the unique one providing these relations.
4.3.6. Hyperbolic regular quantizations that are isometric. An hyperbolic regular
quantization is isometric iff m(u) ∈ {−1,+1}. A simple example is given by the
family ̟α:
(60) ̟α(z) = 2θ(1− αIm (z2))− 1 .
The Wigner-Weyl quantization is a special case (α = 0). The above relations imply
that all the main properties of the Wigner-Weyl quantization scheme are verified in
that case.
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4.4. Quantum harmonic oscillator according to ̟. Given a general weight
function ̟, the quantization of the classical harmonic oscillator energy |z|2 = (p2 +
q2)/2 yields the operator
(61) A|z|2 = ̟(0)a
†a+ ∂z̟|z=0 a− ∂z¯̟|z=0 a† +
̟(0)
2
− ∂z∂z¯̟|z=0 .
In the case of a regular quantization, we obtain the operator
(62) A|z|2 = a
†a+
1
2
− ∂z∂z¯̟|z=0 .
Furthermore,
Aq2 = Q
2 − ∂z∂z¯̟|z=0 +
1
2
(
∂2z̟
∣∣
z=0
+ ∂2z¯̟
∣∣
z=0
)
(63)
Ap2 = P
2 − ∂z∂z¯̟|z=0 −
1
2
(
∂2z̟
∣∣
z=0
+ ∂2z¯̟
∣∣
z=0
)
(64)
One observes that the difference between the ground state energy of the quantum
harmonic oscillator, namely E0 = 1/2− ∂z∂z¯̟|z=0, and the minimum of the quantum
potential energy, namely Em = [min(Aq2)+min(Ap2)]/2 = − ∂z∂z¯̟|z=0 is E0−Em =
1/2. It is independent of the particular (regular) quantization chosen.
In the exponential Cahill-Glauber case ̟s(z) = e
s|z|2/2 the above operators reduce
to
(65) A|z|2 = a
†a+
1− s
2
, Aq2 = Q
2 − s
2
Ap2 = P
2 − s
2
.
It has been proven in [9] that, once restored physical dimensions, these constant
shifts in energy are inaccessible to measurement.
Variations on the Wigner function. The Wigner function is (up to a constant
factor) the Weyl transform of the quantum-mechanical density operator. For a par-
ticle in one dimension it takes the form (in units ~ = 1)
(66) W(q, p) =
1
2π
∫ +∞
−∞
〈
q − y
2
∣∣∣ ρ|q + y
2
〉
eipy dy .
Adapting this definition to the present context, and given an operator A, the corre-
sponding Wigner function is defined as
(67) WA(z) = tr
(
D(z)2PD(z)†A
)
,
In the case of the quantization map f 7→ Af based on a weight function ̟, we have
(68) WAf (z) =
∫
C
̟̂ (ξ − z) f(ξ) d2ξ
π
,
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which becomes in the case of Weyl-Wigner quantization
(69) WAf = f
(this one-to-one correspondence of the Weyl quantization is related to the isometry
property).
In the case of the anti-normal quantization, the above convolution corresponds to
the Husimi transform (when f is the Wigner transform of a quantum pure state).
If the quantization map f 7→ Af is regular and isometric, the corresponding inverse
map A 7→WA is given by
(70) WA = tr
(
D(z)MD(z)†A
)
, where M = M† =
∫
C
̟(z)D(z)
d2z
π
.
In general this map A 7→ WA is only the dual of the quantization map f 7→ Af in
the sense that
(71)
∫
C
WA(z)f(z)
d2z
π
= tr(AAf) .
This dual map becomes the inverse of the quantization map only in the case of a
Hilbertian isometry.
5. Weyl-Heisenberg integral quantizations of functions and
distributions
5.1. Acceptable probes ρ. When it is well defined, the map (6) appears as a
convenient tool to characterize the class of acceptable operator-valued functionsM(x)
and the class of functions f quantizable with respect to the latter. For the Weyl-
Heisenberg integral quantization, we only consider in this section the positive unit
trace operators (or “probe”) M = ρ and, in particular, the examples ρ = ρs in the
range ∞ < s ≤ −1 including the most manageable CS case. Accordingly, the mean
value or lower symbol of Af is defined by
(72) fˇ(z) =
∫
C
tr
(
ρ(z)ρ(z′)
)
f(z′)
d2z′
π
.
In particular, the resolution of the identity proves that:
(73)
∫
C
tr
(
ρ(z)ρ(z′)
) d2z′
π
= 1 ,
i.e. for each z, tr
(
ρ(z)ρ(z′)
)
= tr
(
ρρ(z−z′)) is a probability distribution on the phase
space, and so fˇ is issued from the corresponding kernel averaging of the original f .
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In the CS case ρ(z) = |z〉〈z|, (72) is the Gaussian convolution (Berezin or heat kernel
transform) of the function f(z):
(74) fˇ(z) = 〈z|Af |z〉 =
∫
C
e−|z−z
′|2f(z′)
d2z′
π
.
An inescapable aspect of any quantization procedure is its classical limit. We should
expect that the lower symbol fˇ of Af approximates f better and better at this limit.
Actually, as is already observed in the Gaussian case, the limit operation is not so
straightforward. We first have to give the complex plane a physical phase-space
content after introducing physical units through
(75) z
def
=
q
ℓ
√
2
+ i
pℓ
~
√
2
,
where ℓ is an arbitrary length scale. Secondly, a general operator ρ includes in its
definition a set of physical constants, such a temperature, a time scale, etc (like in
(57)). We thus adopt the following classicality requirement on the choice of density
operators ρ
Definition 5.1. A density operator ρ is acceptable from the classical point of view
if
(i) it obeys the limit condition
(76) tr
(
ρ(z)ρ(z′)
)→ δ(z − z′) as ~→ 0 , ℓ→ 0 , ~/ℓ→ 0 ,
which implies a suitable ~ and ℓ dependance on all other parameters involved
in the expression of ρ,
(ii) the matrix elements 〈en|ρ(z)|en′〉 (w.r.t. some orthonormal basis {en}) are
C∞ functions in z with rapid decrease.
Condition (ii) will appear natural for the quantization of distributions.
5.2. Quantizable functions. Equation (74) illustrates nicely the regularizing role
of quantum mechanics versus classical singularities. Note also that the Gaussian
convolution allows to carry out the semi-classical limit by using a saddle point ap-
proximation. For regular functions for which Af exists, the application of the saddle
point approximation is trivial and (74) holds true. For singular functions, the semi-
classical limit is less obvious and has to be verified case by case. Inspired by the
CS case in which with mild constraints on f its transform fˇ inherits infinite differ-
entiability from the Gaussian, let us adopt the second acceptance criterium, which
concerns the function f to be quantized.
Definition 5.2. Given an acceptable density operator ρ, a function C ∋ z 7→ f(z) ∈
C is ρ-quantizable along the map f 7→ Af defined by (37) with M = ρ, if the map
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C ∋ z = 1√
2
(q + ip) ∼ (q, p) 7→ fˇ(z) is a C∞ function with respect to the (q, p)
coordinates of the complex plane.
This definition is reasonable insofar as differentiability properties of (72) are those
of the displacement operator D(z). We will extend this definition to distributions
T ∈ D′(R2) in the next subsection. In the CS case, the fact that the Berezin
transform f 7→ fˇ is a Gaussian convolution is of great importance. It explains
the robustness of CS quantization, since it is well defined for a very large class of non
smooth functions and even, as is shown below, for a class of distributions including
the tempered ones.
An example: the quantum angle or phase. Let us illustrate our approach by revisiting
the question of the quantum angle or phase that we have mentioned in Section 2.
Let us write z =
√
J eiγ in action-angle (J, γ) notations for the harmonic oscillator
[39]. The quantization of a function f(J, γ) of the action J ∈ R+ and of the angle
γ = arg(z) ∈ [0, 2π), which is 2π-periodic in γ, yields formally the operator
(77) Af =
∫ +∞
0
dJ
∫ 2π
0
dγ
2π
f(J, γ)ρ
(√
Jeiγ
)
.
We already mentioned that the angular covariance property
(78) UT(θ)AfUT(−θ) = AT (θ)f , T (θ)f(J, γ) := f(J, γ − θ) .
holds when the weight function ̟ is isotropic, which implies that ρ is diagonal in
the basis {|en〉}.
In particular, let us quantize with coherent states, ρ(z) = |z〉〈z|, the discontinuous
2π-periodic angle function ג(γ) = γ for γ ∈ [0, 2π). When they are expressed in
terms of the action-angle variables the standard coherent states read as
(79) |z〉 ≡ |J, γ〉 =
∑
n
√
pn(J)e
inγ |en〉 ,
where n 7→ pn(J) = e−JJn/n! is the Poisson distribution. The action variable is
precisely the Poisson average of the discrete variable n, 〈n〉poisson = J . Note that
in electromagnetism, the variables J and γ represent the field intensity (or average
number of photons) in suitable units and the phase, respectively.
Since the angle function is real and bounded, its quantum counterpart Aג is a
bounded self-adjoint operator, and it is covariant according (78). In the basis |en〉,
it is given by the infinite matrix:
(80) Aג = π 1H + i
∑
n 6=n′
Γ
(
n+n′
2
+ 1
)
√
n!n′!
1
n′ − n |en〉〈en′| .
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This operator has spectral measure with support [0, 2π]. The corresponding lower
symbol reads as the Fourier sine series:
〈J, γ|Aג|J, γ〉 = π + i e−J
∑
n 6=n′
Γ
(
n+n′
2
+ 1
)
n!n′!
zn
′
z¯n
n′ − n
= π − 2
∞∑
q=1
dq(
√
J)
sin qγ
q
,(81)
where the function
dq(r) = e
−r2
∞∑
m=0
Γ
(
q
2
+m+ 1
)
m!(m+ q)!
r2m+q
= e−r
2
rq
Γ( q
2
+ 1)
Γ(q + 1)
1F1
(q
2
+ 1; q + 1; r2
)
balances the trigonometric Fourier coefficient 2/q of the angle function ג. It can be
shown that this positive function is bounded by 1.
Let us evaluate the asymptotic behavior of the function 〈J, γ|Aג|J, γ〉 for small
and large J respectively. For small J , it oscillates around its classical average value
π with amplitude equal to
√
πJ :
〈J, γ|Aג|J, γ〉 ≈ π −
√
πJ sin γ .
As J →∞, we recover the Fourier series of the 2π-periodic angle function:
(82) 〈J, γ|Aג|J, γ〉 ≈ π − 2
∞∑
q=1
1
q
sin qγ = ג(γ) for γ ∈ [0, 2π) .
Such a behavior is understood in terms of the classical limit of these quantum ob-
jects. Indeed, by re-injecting physical dimensions into our formula, we know that the
quantity |z|2 = J should appear in the formulas as divided by the Planck constant
~. Hence, the limit J →∞ in our previous expressions can also be considered as the
classical limit ~ → 0. Eq. (82) proves that the behavior of (81) as a function of γ
for different values of J tends to the classical behavior as J →∞.
We know from 4.4 that the number operator N̂ = a† a is, up to a constant shift,
the quantization of the classical action, AJ = N̂ +1: AJ =
∑
n(n+1)|en〉〈en|. Let us
ask to what extent the commutator of the action and angle operators and its lower
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symbol are close to the canonical value, namely i.
[Aג, AJ ] = i
∑
n 6=n′
Γ
(
n+n′
2
+ 1
)
√
n!n′!
|en〉〈en′| ,(83)
〈J, γ|[Aג, AJ ]|J, γ〉 = 2i
∞∑
q=1
dq(
√
J) cos qγ =: i C(J, γ) .(84)
For small J , the function C(J, γ) oscillates around 0 with an amplitude equal to √πJ :
C(J, γ) ≈ √πJ cos γ. Applying the Poisson summation formula, we get for J → ∞
(or ~→ 0):
(85) 〈J, γ|[Aג, AJ ]|J, γ〉 ≈ −i+ 2πi
∑
n∈Z
δ(γ − 2πn) .
One observes here that, for ~ → 0, the commutator symbol becomes canonical for
γ 6= 2πn, n ∈ Z. Dirac singularities are located at the discontinuity points of the 2π
periodic function ג(γ). The fact that the action-angle commutator is not canonical
(see [10] for a comprehensive discussion on this point) should not frighten us since,
on a more general level, we know that there exist such classical canonical pairs for
which mathematics (e.g. the Pauli theorem and its correct forms [40]) prevent the
corresponding quantum commutator from being exactly canonical).
5.3. Quantizable distributions. While proceeding with a quantization scheme,
specially with canonical quantization, one usually imposes too restrictive conditions
on the original function f(z). Since it is viewed as a classical observable on the phase
space, it is forced to belong to the space of infinitely differentiable functions on R2,
essentially because of the prerequisite Lagrangian and Hamiltonian structures. These
conditions prevent from reaching a large class of operators, including elementary ones
like Πn,n′
def
= |en〉〈en′|. Nevertheless, the latter have also a CS diagonal representation.
For that, it is enough to extend the class of quantizable objects to distributions on
R2 (for canonical coordinates (q, p)) or possibly on R+× [0, 2π) (for polar coordinates
(r, θ)).
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When we examine the matrix elements of the operator Af issued from CS quan-
tization, 2
f 7→ Af =
∫
C
|z〉〈z| f(z) d
2z
π
=
∞∑
n,n′=0
|en〉〈en′| 1√
n!n′!
∫
C
e−|z|
2
znz¯n
′
f(z)
d2z
π
def
=
∞∑
n,n′=0
(Af )nn′ |en〉〈en′| ,(86)
one immediately thinks of tempered distributions on the plane as acceptable objects.
Indeed functions like
(87) φn,n′(z) := 〈en|z〉〈z|en′〉 =〉e−|z|2 zn z¯n′/
√
n!n′!
are rapidly decreasing C∞ functions on the plane with respect to the canonical
coordinates (q, p), or equivalently with respect to the coordinates (z, z¯): they belong
to the Schwartz space S(R2).
Using complex coordinates is clearly more convenient and we adopt the following
definitions and notations for tempered distributions. First, any function f(z) which
is slowly increasing and locally integrable with respect to the Lebesgue measure d2z
on the plane defines a regular tempered distribution Tf , i.e., a continuous linear form
on the vector space S(R2) equipped with the usual topology of uniform convergence
at each order of partial derivatives multiplied by polynomial of arbitrary degree [42].
This definition rests on the map,
(88) S(R2) ∋ ψ 7→ 〈Tf , ψ〉 def=
∫
C
f(z)ψ(z) d2z .
For any tempered distribution T ∈ S ′(R2) we define the quantization map T 7→ AT
as
(89) T 7→ AT def= 1
π
∞∑
n,n′=0
〈T, φn,n′〉|en〉〈en′| ,
where the convergence is assumed to hold in a weak sense. In the sequel the inte-
gral notation will be kept, in the usual abusive manner, for all (tempered or not)
distributions T :
(90)
∫
C
|z〉〈z| T (z) d
2z
π
def
=
1
π
∞∑
n,n′=0
〈T, φn,n′〉|en〉〈en′| .
2The equalities hold in a weak sense, with the already mentioned difficulties for unbounded
operators.
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In this way, returning to the general scheme (37) with M ≡ ρ a positive unit trace
operator, we formally define the quantization of a distribution T as
(91) T 7→ AT =
∫
C
ρ(z) T (z)
d2z
π
def
=
1
π
∞∑
n,n′=0
〈T, ψn,n′〉|en〉〈en′| ,
where the
(92) ψn,n′(z) := 〈en|ρ(z)|en′〉
are assumed to belong to S(R2). The resultant lower symbol is
(93) Tˇ (z) =
∫
C
tr(ρ(z)ρ(z′)) T (z′)
d2z′
π
=
1
π
〈 T, tr(ρ(z)ρ(·)) 〉 .
Hence we adopt the following extended definition of quantizable objects.
Definition 5.3. Given an acceptable density operator ρ, a distribution T ∈ D′(R2) is
ρ-quantizable along the map T 7→ AT defined by (91) if the map C ∋ z = 1√2(q+ip) ∼
(q, p) 7→ Tˇ (z) is a smooth (C∞) function with respect to the (q, p) coordinates of the
complex plane.
In the case of CS quantization, we easily check that such definitions are mathe-
matically justified for all tempered distributions. The following result allows one to
extend the set of such acceptable observables.
Proposition 5.4. A distribution T ∈ D′(R2) is CS quantizable if there exists η < 1
such that the product e−η|z|
2
T ∈ S ′(R2), i.e. is a tempered distribution.
Note that extensions to distributions have been considered in [43], [32], and [44, 45]
for the Weyl-Wigner quantization. In the general ρ case, one expects to have a similar
result with suitably chosen weight functions ̟(z). In the sequel, we suppose that
such a choice has been made.
Thus, according to Proposition 5.4, the definition 5.2 can be extended to locally
integrable functions f(z) increasing like eη|z|
2
p(z) for some η < 1 and some polyno-
mial p. It becomes straightforward to generalize to distributions. We know that the
latter are characterized as derivatives (in the distributional sense) of such functions.
We recall here that partial derivatives of distributions are given by
(94)
〈
∂r
∂zr
∂s
∂z¯s
T, ψ
〉
= (−1)r+s
〈
T,
∂r
∂zr
∂s
∂z¯s
ψ
〉
.
We also recall that the multiplication of distributions T by smooth functions α(z) ∈
C∞(R2) is understood through:
(95) C∞(R2) ∋ ψ 7→ 〈αT, ψ〉 := 〈T, αψ〉 .
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Of course, all compactly supported distributions like Dirac’s and its derivatives, are
tempered and so are expected to be ρ-quantizable. The Dirac distribution supported
by the origin of the complex plane is denoted as usual by δ (and in the present
context by δ(z)) :
(96) C∞(R2) ∋ ψ 7→ 〈δ, ψ〉 =
∫
C
δ(z)ψ(z) d2z
def
= ψ(0) .
As a first example, let us ρ-quantize the Dirac distribution.
(97)
∫
C
ρ(z) πδ(z)
d2z
π
= ρ(0) ≡ ρ .
In particular, in the CS case, we find that the ground state projector is the quantized
version of the Dirac distribution supported at the origin of the phase space.
(98) Aπδ = |e0〉〈e0| .
Similarly, the quantization of the Dirac distribution δz0 ≡ δ(z − z0) at the point z0
yields the displaced density matrix:
(99) Aπδz0 = D(z0)ρD
†(z0) = ρ(z0) .
In the CS case, we find the CS projector with parameter z0:
(100) Aπδz0 = D(z0)|e0〉〈e0|D†(z0) = |z0〉〈z0| .
Thus, the density matrix ρ, which is, besides the measure ν, the main ingredient of
our quantization procedure is precisely the quantized version of the Dirac distribution
supported at the origin of the phase space. We have here the key for understanding
the deep meaning of this type of quantization: replacing the classical states δz0 , i.e.
the highly abstract points of the phase space, physically unattainable, by a more
realistic object, ρ(z0), a kind of “inverted glasses” chosen by us, whose the proba-
bilistic content takes into account the measurement limitations of any localization
apparatus. The operator ρ can be viewed as a probe whose the displaced versions
give a quantum portrait of the euclidean plane.
The obtention of all possible projections Πnn = |en〉〈en| or even all possible simple
operators Πnn′ = |en〉〈en′| is based on the quantization of partial derivatives of the δ
distribution.
5.4. About inversion formulae. From now on, we restrict our study to CS quan-
tization which yields easily explicit formulas in many cases of interest. Thus the
quantized versions derivatives of the Dirac distribution read as:
(101) Aπ∂nz ∂n
′
z¯ δ
= (−1)n+n′n!n′!
inf (n,n′)∑
p=0
(−1)p
p!
1√
(n− p)! (n′ − p)!Πn−p,n
′−p .
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With this quantity Aπ∂nz ∂n
′
z¯ δ
at hand, one can invert the formula (101) in order to
get Πn,n′ = |en〉 〈en′| as:
(102) Πn,n′ = (−1)n+n′
√
n!n′!
inf(n,n′)∑
p=0
1
p! (n− p)! (n′ − p)!Aπ∂n−pz ∂n′−pz¯ δ .
Therefore the operator Πn,n′ is the CS quantization of the distribution Tn,n′ supported
at the origin:
(103) Tn,n′ = (−1)n+n′
√
n!n′!
inf(n,n′)∑
p=0
1
p!(n− p)!(n′ − p)!
[
∂n−p
∂zn−p
∂n
′−p
∂z¯n′−p
δ
]
.
Let us note that this distribution, as is well known, can be approached, in the sense of
the topology on D′(R2) (or S ′(R2)), by smooth functions, such as linear combinations
of derivatives of Gaussians. The projectors Πn,n are then obtained trivially from (102)
to get
(104) |en〉〈en| = Πn,n =
n∑
p=0
1
p!
(
n
p
)
Aπ∂pz∂pz¯ δ .
A warning is in order at this point. Using formal manipulations, one can be tempted
to use (103) to obtain the classical counterpart (or upper symbol) of any projector
|ψ〉〈ψ| as
(105) |ψ〉〈ψ| = AT with T =
∞∑
n,n′=0
〈en|ψ〉〈ψ|en′〉 Tn,n′ .
Unfortunately, the infinite series expansion involved to define T does not converge in
general in S ′(R2) (or D′(R2)), and therefore the previous expression has no mathe-
matical meaning. Only for finite linear combinations, one can assert the existence of
T without studying the convergence problems. As an illustration of these problems,
we choose |ψ〉 = |z0〉. Using (100), (105) and the fact that the map T 7→ AT is
injective on S ′(R2) (this results from the density of finite linear combinations of the
φn,n′ in S(R2)) we should have:
(106) δz0 = e
−|z0|2
∞∑
n,n′=0
zn0 z¯
n′
0√
n!n′!
Tn,n′ .
But all the Tn,n′ are supported at the origin, then if the series converges in S ′(R2), it
is also supported at the origin, while δz0 is supported at the point z0. Therefore the
previous equality is wrong: in fact the series involved in the r.h.s does not converge
in S ′(R2). This example illustrates the difficulties of formal manipulations in order
to construct an inversion (dequantization) operator IQ. Its mathematical existence
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is in fact restricted: from above it is only proved for operators B which are finite
rank w.r.t. the basis {|en〉}. IQ is given by:
(107) IQ(B) =
∑
n,n′
〈en|B |en′〉Tn,n′
When is properly defined, this inversion map also enables us to construct a star
product ∗ on the classical phase space verifying Af⋆g = AfAg (see for instance [46] for
a general review on deformation quantization, and [47, 48, 49, 50] for more material
based on coherent states)
f ⋆ g = IQ (Af Ag) .
Note that this star product involves the original f, g (i.e., upper symbols) in contrast
to the Voros star product [47] which involves the lower symbols.
Many of the ideas around this combination of coherent states with distributions
pertain to the domain of Quantum Optics (Q.O.). They are already present in the
original works by Sudarshan [43], Glauber [51], Klauder [52], Cahill [53], Miller [54]
and others. In Quantum Optics the basic idea is that replacing the non diagonal
representation of quantum operators, say T , (usually, in this context, one focuses on
the density operators ρ) given by
T =
∫
C2
|z1〉〈z2| 〈z1|A |z2〉 d2z1 d2z2
by a diagonal one, also called the P -representation, T =
∫
C
|z〉〈z|P (z, z¯) d2z, can
simplify considerably some calculations. Although this can be considered as the
CS quantization of P (z), the spirit is quite different since the Q.O. approach is the
inverse of the one presented here: given an A, the question is to find P (z). The main
result obtained in this direction is that one can formally write a P -representation for
each quantum operator T , which is given by [43]
(108) P (z = reiθ) =
∞∑
m,n=0
〈n| T |m〉√n!m!
2πr(n+m)!
er
2+i(m−n)(θ−π) δ(m+n)(r)
or by [55]
(109) P
(
z = (q + ip)/
√
2
)
= F−1
[
T˜ (x, y) e
x2+y2
2
]
,
where T˜ (x, y) = F [〈z| T |z〉] . Here F is the Fourier transform from the (q, p)-space to
the (x, y)-space, and F−1 is its inverse. However the question of the validity of such
formulas is mathematically nontrivial: the convergence in the sense of distributions
of (107,108) is a difficult problem (which might even have no explicit solution!), and
for instance has been partially studied by Miller in [54]. Manifestly, the works done in
this direction were concentrated on the dequantization problem (finding an associated
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classical function to each quantum operator) and this was done in a quite pragmatic
spirit in order to simplify computations. Let us note that the existence of such a
well-defined dequantization procedure is by no means a physical requirement, since
the quantum realm is by definition richer than the classical one. A more physical
requirement is that the semi-classical limit be well behaved, as we stressed in Section
2.
6. Affine or wavelet quantization
We present here a basic and deep illustration of the content of Subsection 3.2.
The measure set X is the upper half-plane {(q, p) | p ∈ R , q > 0}. For a sake of
simplicity, we suppose that variables q and p are physically dimensionless (physical
dimensions are easily restored through injection of appropriate scaling factors into
the formalism). Equipped with the multiplication rule
(110) (q, p)(q0, p0) =
(
qq0,
p0
q
+ p
)
, q ∈ R∗+, p ∈ R
X is viewed as the affine group Aff+(R) of the real line, acting as x 7→ (q, p) · x =
p + qx. Group Aff+(R) has two non-equivalent UIR, U± [56, 57]. Both are square
integrable and they are crucial ingredient of continuous wavelet analysis [58, 59, 60,
28]. Representation U+ ≡ U is carried on by the Hilbert space H = L2(R∗+, dx):
(111) U(q, p)ψ(x) =
eipx√
q
ψ
(
x
q
)
.
Picking a unit-norm state ψ ∈ L2(R†+, dx)∩L2(R†+, dx/x) (named fiducial vector or
mother wavelet in the context of wavelet analysis) produces all affine coherent states
(or wavelets) defined as in (11):
(112) |q, p〉 = U(q, p)|ψ〉 .
Square integrability of the UIR U+ and admissibility yield the resolution of the
identity
(113)
∫
Π+
dq dp
2πc−1
|q, p〉〈q, p| = I , where cγ :=
∫ ∞
0
dx
x2+γ
|ψ(x)|2 .
The covariant integral quantization follows:
(114) f 7→ Af =
∫
Π+
dq dp
2πc−1
f(q, p)|q, p〉〈q, p|
Note that the idea of proceeding in quantum theory with an “affine” quantization
instead of the Weyl-Heisenberg quantization was already present in Klauder’s work
[61] devoted the question of singularities in quantum gravity (see [62] for recent
INTEGRAL QUANTIZATIONS 27
references). The procedure followed by Klauder, which we summarize in Appendix
B, rests on the representation of the affine Lie algebra. In this sense, it remains
closer to the canonical one and it is not of the integral type. Also note that we
have restricted the general construction encapsulated by (8) to the projector M =
|ψ〉〈ψ|. It is certainly appealing to examine, as we did for the Weyl-Heisenberg group,
quantizations based on more general operators like
(115) M =
∫
Π+
U(q, p)̟(q, p) dq dp ,
where ̟(q, p) is a suitably chosen weight function on the half-plane.
The first interesting issue of the map (114) is that the quantization yields canonical
commutation rule, up to a scaling factor, for q and p:
(116)
Ap = P = −i d
dx
, Aq = (c0/c−1)Q , Qf(x) := xf(x) , [Aq, Ap] = (c0/c−1)iI .
However, if on one hand Q is (essentially) self-adjoint, on the other hand we know
from [16] that P is symmetric but has no self-adjoint extension. The quantization of
any power of q for which the integral (114) is well defined is, up to a scaling factor,
canonical:
(117) Aqβ = (cβ−1/c−1)Q
β .
A second striking result issue of the procedure is a regularization of the quantum
“kinetic energy”:
(118) Ap2 = P
2 +KQ−2 with K = K(ψ) =
∫ ∞
0
du
c−1
u (ψ′(u))2 ,
i.e., the quantization procedure always yields an additional term. This term is a
centrifugal potential whose the strength depends on the fiducial vector only, and can
be made as small as one wishes through an appropriate choice of ψ. In other words,
this affine or wavelet quantization forbids a quantum free particle moving on the
positive line to reach the origin, and the centrifugal effect could be very tiny out a
region near the origin, unattainable to any realistic measurement, as it is the case
in microscopic physics with central potentials. Now, if we consider the quantum
dynamics of such a free motion, it is known [16, 63] that the operator P 2 = −d2/dx2
alone in L2(R∗+, dx) is not essentially self-adjoint whereas the regularized operator
(118) is for K ≥ 3/4. It follows that for K ≥ 3/4 the quantum dynamics is unitary
during the entire evolution, in particular in the passage from the motion towards
Q = 0 to the motion away from Q = 0. For instance, one can choose as a fiducial
vector the smooth function on R∗+ with parameters a > 0 and b > 0
ψν(x) = ca,be
−(a/x+bx) ,
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where ca,b is a normalization factor. This function is deduced from the well-known
prototype of test functions in D(R):
ωα(t) =
{
exp
(− α
1−t2
) −1 < t < 1
0 |t| ≥ 1 , α > 0 ,
through the conformal transform t = (µx−1/2)/(µx+1/2), µ =
√
b/a/2, α = 4
√
ab,
which maps the bounded interval (−1, 1) onto the unbounded (0,+∞). This function
allows to go easily through analytical calculations whose the details are given in [64]
where the present procedure is applied to quantum gravity.
7. Conclusion
The primary conclusion we draw from the approach and material presented in
this paper is that integral quantization(s) pave(s) the way to a considerable realm of
freedom for investigating the relation between classical and quantum representations
of mathematical models. Of course, from physicist’s viewpoint, the unique criterium
of validity of one or a class of choices made among so many possibilities offered by
the formalism is consistent with measurement issues. Now, the advantages of the
method with regard to other quantization procedures in use are of four types.
(i) The minimal amount of constraints imposed to the classical objects to be
quantized.
(ii) Once a choice of (positive) operator-valued measure has been made, there is
no ambiguity in the issue, contrarily to other method(s) in use. We think
in particular to the ordering problem hampering canonical quantization. To
one classical object corresponds one and only one quantum object provided
that the integral (3) makes sense.
(iii) The method produces in essence a regularizing effect, at the exception of
certain choices, like the Weyl-Wigner integral quantization.
(iv) The method, through POVM choices, offers the possibility to keep a full prob-
abilistic content. As a matter of fact, the Weyl-Wigner integral quantization
does not rest on a POVM.
Now one can argue about that question of freedom in choosing the operator-valued
measure on which is built a given integral quantization. On the contrary, we think
that this exemplifies the strength of the method. We here appeal to the methods in
use in signal analysis, the domain we start with in our introduction. Given a sig-
nal, an image, ..., signalists have been developing for many years, mostly during the
past 25 years, a huge variety of tools departing from the traditional Fourier analysis:
Gabor, wavelet, ridgelet, ....[28]. Each one of these various tools favors particular
aspects of the signal: frequency, time-frequency, time-scale ... All these tools are
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complementary, and the only exigences are the computer memory and rapidity re-
sources and the absence of some inopportune artifact. It is remarkable that all these
approaches are worked out in terms of integral transforms involving (positive or not)
operator valued measures, the most elementary being Fourier, the counterpart, in a
certain sense, of the Weyl-Wigner quantization. Gabor analysis is the counterpart of
the standard CS quantization, and wavelet analysis is the the counterpart of affine
integral quantization. These mutual irrigations between quantum physics and signal
analysis deserve a lot more attention in future investigations.
Appendix A. Weyl-Heisenberg algebra, group, and displacement
operator: a glossary
Weyl-Heisenberg algebra and its Fock or number representation.
• Notational convention: set of nonnegative integers is N = 0, 1, 2, . . . .
• LetH be a separable (complex) Hilbert space with orthonormal basis e0, e1, . . . , en ≡
|en〉, . . . , (e.g the Fock space with |en〉 ≡ |n〉.
• Define the lowering and raising operators a and a† as
a |en 〉 =
√
n|en−1 〉 , a|e0 〉 = 0 (lowering operator)(119)
a† |en 〉 =
√
n+ 1|en+1 〉 (raising operator) .(120)
• Equivalently
a =
∞∑
n=0
√
n+ 1|en 〉〈en+1 | (weak sense)(121)
a† =
∞∑
n=0
√
n+ 1|en+1 〉〈en | (weak sense) .(122)
• Operator algebra {a, a†, I} is defined by
(123) [a, a†] = 1 .
• Number operator: N = a†a, spectrum N, N |en〉 = n|en〉.
Unitary Weyl-Heisenberg group representation.
• To each complex number z is associated the (unitary) displacement operator
or “function D(z)” :
(124) C ∋ z 7→ D(z) = eza†−z¯a , D(−z) = (D(z))−1 = D(z)† .
• Using the Baker-Campbell-Hausdorff formula we have
(125) D(z) = eza
†
e−z¯ae−
1
2
|z|2 = e−z¯aeza
†
e
1
2
|z|2,
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• It follows the formulae:
(126)
∂
∂z
D(z) =
(
a† − 1
2
z¯
)
D(z) = D(z)
(
a† +
1
2
z¯
)
.
(127)
∂
∂z¯
D(z) = −
(
a− 1
2
z
)
D(z) = −D(z)
(
a +
1
2
z
)
.
• Addition formula:
(128) D(z)D(z′) = e
1
2
z◦z′D(z + z′) ,
where z ◦ z′ is the symplectic product z ◦ z′ = zz¯′− z¯z′ = 2iIm(zz¯′) = −z′ ◦ z.
• It follows the covariance formula on a global level:
(129) D(z)D(z′)D(z)† = ez◦z
′
D(z′).
• and on a Lie algebra level
(130) D(z)aD(z)† = a− z, D(z)a†D(z)† = a† − z¯,
• Matrix elements of operator D(z) involve associated Laguerre polynomials
L
(α)
n (t):
(131) 〈em|D(z)|en〉 = Dmn(z) =
√
n!
m!
e−|z|
2/2 zm−n L(m−n)n (|z|2) , for m ≥ n ,
with L
(m−n)
n (t) = m!n! (−t)n−mL(n−m)m (t) for n ≥ m.• Weyl-Heisenberg group:
GWH = {(s, z) , s ∈ R, z ∈ C}
(s, z)(s′, z′) = (s+ s′ + Im(zz¯′), z + z′) , (s, z)−1 = (−s,−z) .(132)
• Unitary representation by operators on H (consistent with (128) and (132)):
(133) (s, z) 7→ eisD(z) , (s, z)(s′, z′) 7→ eisD(z)eis′D(z′) = ei(s+s′+ℑzz¯′)D(z + z′) .
Parity and time reversal. To complete the picture one defines two discrete sym-
metries.
• The first one is the “parity” P acting on H as a linear operator through
(134) P|en 〉 = (−1)n|en 〉 , or P = eiπa†a .
• The second symmetry is the so-called “time reversal” T acting on H as a
conjugation, that is an antilinear operator such that
(135) T|en 〉 = |en 〉 .
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• These discrete symmetries verify
P2 = T2 = I,(136)
PaP = −a ;Pa†P = −a†,(137)
TaT = a ;Ta†T = a†,(138)
PD(z)P = D(−z) ;TD(z)T = D(z¯).(139)
Rotation in the plane. The unitary representation θ 7→ UT(θ) of the torus S1 on
the Hilbert space H is defined as
(140) UT(θ)|en〉 = ei(n+ν)θ|en〉 , ν ∈ R .
Note that P = UT(π) with ν = 0. We then obtain the rotational covariance of the
displacement operator.
(141) UT(θ)D(z)UT(θ)
† = D
(
eiθz
)
.
Integral formulae for D(z).
• A first fundamental integral: from
(142)
∫ ∞
0
dt e−
t
2 Ln(t) = (−2)n ⇒
∫
C
d2z
π
Dmn(z) = δmn(−2)m ,
it follows
(143)
∫
C
d2z
π
D(z) = 2P ,
• A second fundamental integral: from (131) and the orthogonally of the as-
sociated Laguerre polynomials we obtain the “ground state” projector P0 as
the Gaussian average of D(z):
(144)
∫
C
d2z
π
e−
1
2
|z|2D(z) = |e0 〉〈e0 | .
• More generally for ℜ(s) < 1
(145)
∫
C
d2z
π
e
s
2
|z|2D(z) =
2
1− s exp
(
ln
s+ 1
s− 1a
†a
)
,
where the convergence holds in norm for ℜ(s) < 0 and weakly for 0 ≤ ℜ(s) <
1.
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Harmonic analysis on C and symbol calculus.
• “Symplectic Fourier transform” on C: let f be a L1 function on C, its sym-
plectic transform fˆ is defined as:
(146) fˆ(z) =
∫
C
d2ξ
π
ez◦ξf(ξ) .
• The symplectic transform is an involution ( ˆˆf = f).
• The usual symbolic integral calculus yields the Dirac-Fourier formula:
(147)
∫
C
d2ξ
π
ez◦ξ = πδ(2)(z)
• The resolution of the identity follows from (143):
(148)
∫
C
d2z
π
D(z) 2PD(−z) = I .
This formula is at the basis of the Weyl-Wigner quantization (in complex
notations)
• The Fourier transform of operator D, is easily found from (143) and Fourier
transform of the addition formula (128):
(149)
∫
C
d2z′
π
ez◦z
′
D(z′) = 2D(2z)P = 2PD(−2z) .
Appendix B. Klauder’s affine quantization
One starts from the classical “ax + b” affine algebra with its two generators q
(position), d = pq (dilation), built from the usual phase space canonical pair (q, p),
{q, p} = 1, and obeying {q, d} = q. Then, following the usual canonical quantization
procedure, q 7→ Q, p 7→ P , with [Q,P ] = i~I, one obtains the quantum version of
the dilation, d 7→ 1
2
(PQ + QP ), and the resulting affine commutation rule [Q,D] =
i~Q for these self-adjoint operators. At the difference of the original Q and P , the
affine operators Q and D are reducible: there are three inequivalent irreducible self-
adjoint representations, Q > 0, Q < 0, and Q = 0. The quantization of classical
observables follows through the usual replacement f(q, d) 7→ f(Q,D) followed by a
symmetrization. Then, a specific family of affine coherent states |p, q〉 (in Klauder’s
notation) is built from the unitary action of the affine group
(150) |p, q〉 := eipQ/~e−i ln(q)D/~|β˜〉 ,
on a fiducial vector |β˜〉 chosen as an extremal weight vector which is a solution of
the first order differential equation
(151) (Q− 1 + (i/β˜)D)|β˜〉 = 0,
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where β˜ is a free parameter. Note that this equation is the affine counterpart of the
a|0〉 = 0 satisfied by the Gaussian fiducial vector in the case of standard coherent
states.
Given a quantum operator A issued from this scheme, like the Hamiltonian, its
mean values or lower symbols A(p, q) = 〈p, q|A|p, q〉 allows to make the classical and
quantum theories coexist in a consistent way: the classical limit of this enhanced
affine quantization a` la Klauder is a canonical theory.
In [61] the authors build a toy model of gravity where p > 0 represents the metric
with signature constraints and q represents the Christoffel symbol. In the later work,
Klauder has chosen q > 0 for the metric and −p as the Christoffel symbol.
In a recent paper [65], Fanuel and Zonetti follow Klauder’s approach to affine
quantization to deal with highly symmetric cosmological models.
J. R. Klauder has also studied affine quantization of the entire gravitational field.
A short and summarizing article is [62] with references therein.
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