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Abstract 
States of matter distinguished by the topology of their bands rather than any broken symmetry 
represent a vast, largely unexplored realm of condensed matter physics.  Such states, realized 
in condensed matter systems, support exotic excitations that obey rules distinct from fermions 
and bosons.  They are of basic interest, illustrating Nature’s limitless creativity, and practical in-
terest in that they may prove ideal platforms for the construction of error-proof quantum com-
putational devices.  In this work, the topological insulator Bi2Se3, which supports special metal-
lic surface states as a consequence of the topology of its bulk bands, is tiled with micron-scale 
islands of the superconductor niobium.  The superconducting islands interact with the Bi2Se3 
and each other through the superconducting proximity effect and the Josephson effect.  Theo-
retical work asserts that this system supports so-called Majorana bound states, which are exotic 
excitations that possess some of the features necessary to construct a topologically protected 
quantum bit.  Transport studies on these topological Josephson array devices show that the 
presence of the islands leads to correlated transport and vortex dynamics in the topological in-
sulator wire.  These devices may serve as an ideal platform for further investigation into Ma-
jorana physics and other manifestations of the topological nature of the Bi2Se3 wires. 
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Introduction 
 In this work, arrays of closely spaced superconducting niobium islands atop bismuth 
selenide (Bi2Se3) wires serve as a platform for the investigation into the role of the supercon-
ducting proximity effect in a strong, 3D topological insulator.  Even in normal metal wires, the 
temperature and magnetic field dependences of transport of such Josephson coupled arrays 
are complex, depending on the rich array of physics that arise due to the superconducting prox-
imity effect.  Theory predicts that the metallic surface states of Bi2Se3 can support strange parti-
cles that obey unusual rules under exchange when adjacent to a superconductor like niobium.  
To date, a transport signature of these particles has yet to be observed.  Careful measurement 
of these Bi2Se3—niobium array devices with systematically varied characteristics provides in-
sight into the real nature of the environment in which these exotic particles exist. 
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Topological states of matter 
  The story of topological states of matter begins early in the morning of February 4th, 
1980 at the High Magnetic Field Laboratory in Grenoble, France.  A silicon MOSFET device (Fig-
ure 1) was subjected to a large magnetic field at liquid helium temperature (4.2K) and the volt-
age transverse to the current direction (Hall voltage) was measured as a function of gate volt-
age (i.e., chemical potential).  Plateaus in the Hall resistance were observed whose values de-
pended only on fundamental physical constants (ℎ 𝑒2⁄ ) rather than the geometry of the device 
or any other experimental details (Figure 2).  The integer quantum Hall effect had been discov-
ered and the insensitivity of its behavior to details of the test device alluded to its topological 
nature (von Klitzing 2004).  
Figure 1:  A photo of a silicon MOSFET device.  As cur-
rent flows between the source (S) and drain (D), the 
longitudinal voltage can be measured between two 
parallel contacts (P, P) and the transverse voltage can 
be measured between the Hall contacts (H, H) as a 
function of the voltage applied to the gate (Gate) (von 
Klitzing 2004). 
Figure 2:  The longitudinal and transverse 
(Hall) resistances taken by von Klitzing 
showing quantized behavior marking the 
first signature of a topological phase of mat-
ter that was correctly interpreted (von 
Klitzing 2004). 
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 The integer quantum Hall effect can be understood as a pump wherein magnetic flux 
transports charge from one edge of a wire to the other in quantized chunks, producing a trans-
verse charge flux.  This connection between the geometry of the wire (through which the mag-
netic flux threads) and geometry of quasiparticle eigenstates yields a topological phase diagram 
for the quantum Hall system with as many distinct phases as there are integers.  These phases 
differ from all previously described phases of matter in that they are not associated with bro-
ken symmetries of an order parameter but invariants called Chern numbers that are associated 
with the topology of the underlying band structure (Seiler, Osadchy and Avron 2003). 
 A few years after the integer quantum Hall effect was first observed, similar measure-
ments on samples with lower disorder revealed plateaus in the Hall conductance at, not just in-
teger values, but some rational fractions of 𝑒2 ℎ⁄ , as well (Tsui, Stormer and Gossard 1982).  
This effect arises due to electron-electron interactions producing exotic, fractionally-charged 
excitations (Laughlin 1983).  Some of these excitations are supposed to exhibit novel behavior 
under exchange and, in addition to their intrinsic interest, could form part of the building blocks 
of a topologically protected quantum bit (Wilczek, Magnetic Flux, Angular Momentum, and 
Statistics 1982) (Das Sarma, Freedman and Nayak 2005).  Due to the complexity that inevitably 
arises from many-bodied interactions, the theory of the fractional quantum Hall effect is not 
yet settled (Fradkin, et al. 2015). 
 These new material species and the exotic excitations they can support are of great in-
terest due to the basic physical insights they provide but are difficult to access experimentally.  
Large magnetic fields must be applied to extremely low disorder materials to reveal their novel 
character.  These requirements limit the scope of their potential applications and motivate the 
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continued search for such phases in less severe environments.  Hall physics in the absence of an 
external magnetic field was known to exist—the anomalous Hall effect wherein ferromag-
netism gives rise to a Hall voltage had been observed more than a century ago—the experi-
mental observation of the spin Hall effect in 2004, wherein a spin current flows transverse to 
the current direction, opened a new front for investigation of topological phases (Kato, et al. 
2004).  Theoretical proposals for a quantized version of the spin Hall effect, in which strong 
spin-orbit coupling supplied an effective magnetic field arising from the material itself, followed 
from Kane and Mele and, independently, from Bernevig and Zhang (Kane and Mele, Quantum 
Spin Hall Effect in Graphene 2005) (Kane and Mele, Z2 Topological Order and the Quantum Spin 
Hall Effect 2005) (Bernevig and Zhang 2006).  The interaction between the quasiparticles’ spin 
and their orbital angular momentum about high-Z atoms yields an effective large magnetic field 
on the bounding surfaces of the material which, under the right conditions, produce helical, 
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spin-polarized edge states in analogy with the quantum Hall conduction channels.  This theoret-
ical work and its subsequent confirmation through experiment set the stage for the prediction 
of topological insulators.  
Topological insulators 
 Kane and Mele showed that spin-polarized edge states could stably exist in a 2D mate-
rial and that their existence could be predicted by computing a number that characterized the 
topology of the bulk Bloch states (Kane and Mele, Z2 Topological Order and the Quantum Spin 
Hall Effect 2005).  A year later, Bernevig, Hughes, and Zhang described a realistic system in 
which these edge states could be realized (Hughes, Bernevig and Zhang 2006).  The experi-
mental realization of their proposed system marks the birth of what are now called topological 
insulators (König, et al. 2007).  Concurrent work led to the prediction of, and subsequent exper-
imental observation in bismuth chalcogenide compounds, of strong 3D topological insulators 
which have chiral metallic surfaces bounding an insulating bulk, rather than chiral metallic 
Figure 3:  A schematic representation of the different types of edge modes and the fields that produce 
them (Oh 2013). 
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edges bounding an insulating sheet (Moore and Balents 2007) (Kane, Fu and Mele, Topological 
Insulators in Three Dimensions 2007) (Hasan, Hsieh, et al. 2008). 
 From a band structure perspective (see Figure 4), strong 3D topological insulators can be 
understood as a band insulator that satisfies certain criteria.  Naively, a binary band insulator 
has a valence band, made up from hybridized atomic orbitals from the anion, and a conduction 
band, made up from hybridized atomic orbitals from the cation.  If such an insulator comprises 
high-Z atoms, the spin-orbit interaction can modify the zeroth order energy of the bands such 
that so-called band-inversion occurs at some points in the Brillouin zone.  What this means is 
that the spin-orbit interaction increases the energy of the anionic states, which make up the va-
lence band, sufficiently much that the valence and conduction bands acquire degeneracies.  
This leads to the opening of a new gap where, now, the valence band near this point in the Bril-
louin zone are now composed of cationic states while the conduction band is composed of ani-
onic states.  In some cases, the topology of the bands demand that, when the gap opens, one or 
more gapless surface states, in which the spin and momenta of carriers are locked, persist.  
a) b) c) 
S.O.C. lift degen. 
Figure 4:  Band structure schematic of the conditions necessary for a binary band insulator to be a topologi-
cal insulator.  a)  The naïve band structure of a binary band insulator with the valence band (yellow) made 
up of hybridized anionic states and the conduction band (green) made up of hybridized cationic states.  b)  
Spin-orbit coupling leads to a shift in the band energies leading to degeneracy.  c)  The degeneracy is lifted, 
opening up a gap.  Now, the valence band has cationic character and the conduction band has anionic char-
acter.  If the time-reversal invariant momentum at which this occurs has the right topology, gapless surface 
states (red) persist. 
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Kane and Mele showed that it is possible to compute whether or not this is the case, allowing 
theorist to suggest candidate materials to experimentalists (Kane and Mele, Z2 Topological 
Order and the Quantum Spin Hall Effect 2005). 
Majorana bound states 
 In 1937, Majorana showed that, in relativistic field theory, a fermionic particle can be 
meaningfully decomposed into two more basic degrees of freedom by taking the real and imag-
inary parts of its wave-function, under the right conditions.  The resultant degrees of freedom 
are called Majorana fermions and represent well-defined quantum states with intriguing prop-
erties:  the two parts are antiparticles of each other, quantum fluctuations of their phase is for-
bidden, and they are inherently non-local, having wave-functions that are peaked at well-sepa-
rated locations (if not, they would annihilate) (Semenoff and Sodano 2006).  The trouble is that, 
in general, fermions have charge and spin and cannot, therefore, be decomposed into two 
parts that are antiparticles without breaking conservation laws. 
 Fortunately, interactions in some condensed matter systems allow some conservation 
laws to be effectively broken.  For example, the near perfect screening of charge in a supercon-
ductor renders the quasiparticle excitations within it effectively neutral.  Two electron-like qua-
siparticles, with a charge of 2𝑒, are allowed to spontaneously annihilate and enter the conden-
sate.  Similarly, in a spin-triplet p-wave superconductor, two quasiparticles of the same spin can 
disappear into the condensate, despite having non-zero net spin.  In fact, excitations described 
by the Majorana fermion description are predicted to emerge upon the breaking of time-rever-
sal symmetry in p-wave superconductors and similar systems.  These so-called Majorana bound 
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states would obey non-standard exchange statistics and are inherently non-local an immune to 
phase noise. 
Topological insulators and the superconducting proximity effect  
 In 2008, building on early work by Kitaev and others, Kane and Fu recognized that a 
strong 3D topological insulator (hereafter, just topological insulator), like bismuth selenide 
(Bi2Se3), in close proximity to an ordinary s-wave superconductor could support exotic excita-
tions called Majorana bound states (MBSs) at vortex cores (Fu and Kane 2008) (Qi, et al. 2009).  
The spin texture of the topological surface states renders excitations effectively spinless while 
the superfluid in the superconductor acts as a charge reservoir.  These two features together 
with the broken time-reversal symmetry in a vortex satisfy the conditions described in the pre-
vious section.  MBSs are thought to exist in the 𝜈 = 5 2⁄  phase of the fractional quantum Hall 
effect and in vortex cores of a p-wave superconductor but these systems had thus far proved 
too fragile for them to be observed (Wilczek, Majorana returns 2009).  Kane and Fu’s proposal 
is exciting because the building blocks it requires are not particularly exotic, building an effec-
tive p-wave superconductor by combining the pairing from the s-wave superconductor with the 
spin-momentum locked surface state which permits only triplet pairing.  But, as will be dis-
cussed in much detail in later chapters, the bismuth chalcogenide materials, which are the most 
promising candidates to form the basis of their proposed system, present obstacles of their 
own. 
 This is the forefront of research into these topological states of matter.  Theory has 
shown that topologically nontrivial systems should support states that can be found nowhere 
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else.  Furthermore, the unusual properties of 
these states may one day lead to the construc-
tion of highly efficient quantum computers or, 
possibly, other exotic devices not yet imagined.  
Physicists’ collective curiosity has been piqued 
and the race is on to solve the material problems 
that stand in their way. 
Bismuth selenide (Bi2Se3) 
 Of the materials that have been shown to 
be topological insulators, Bi2Se3 has been the fo-
cus of the most intense experimental work.  
Bi2Se3 is, naïvely, a binary band-insulator with cationic bismuth p-orbitals and anionic selenium 
p-orbitals fulfilling the roles described in Figure 4, above, where the selenium p-orbitals are 
more strongly shifted in energy by the spin-orbit interaction.  It has appealing features including 
a relatively large bulk band gap, at around 300meV, and a surface state represented in k-space 
by a single Dirac cone (Hasan, Xia, et al. 2009).  However, as will be discussed in detail later in 
this thesis, it also presents a formidable set of material challenges that have made accessing 
their topologically nontrivial character in transport experiments very difficult.  Understanding 
the non-ideal nature of real Bi2Se3 as well as its interaction with superconductors through the 
superconducting proximity effect will hopefully lead to the construction of the Majorana bound 
state system proposed by Kane and Fu.  
Figure 5:  Angle-resolved photoemission spec-
troscopy (ARPES) data showing the single Dirac 
cone of Bi2Se3 within its bulk band gap (Hasan, 
Xia, et al. 2009). 
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Josephson junction arrays on Bi2Se3 
It is well-known that Josephson junction arrays can induce phase-stiff coherent 
transport in non-superconducting materials by the superconducting proximity effect (Octavio, 
et al. 1999).  If this could be achieved on a Bi2Se3 wire, an effective topological superconductor, 
the environment in which Majoran fermions can arise upon the breaking of time-reversal sym-
metry, would be the result. 
In this work, Bi2Se3 wires have been tiled with arrays of small, closely spaced supercon-
ducting niobium islands.  These islands interact with each through the Josephson effect and the 
underlying Bi2Se3 through the superconducting proximity effect.  Nominally, such devices pos-
sess many copies of the features Kane and Fu require to support Majorana bound states on vor-
tices.  It was hoped that the predicted modification of the junctions’ current-phase relationship 
might produce features in the magnetoresistance of these devices with different periodicity 
than would be observed for typical S-N-S junctions.  However, the non-ideal characteristics of 
the real Bi2Se3 and the Bi2Se3—superconductor interface are poorly understood and any Bi2Se3 
based device that hopes to host MBSs as proposed by Kane and Fu must include these features.  
Josephson junction arrays have been employed routinely in less exotic contexts as a platform in 
which to study the complex physical effects that compete with each other in two-dimensional 
type-II superconducting systems (Octavio, et al. 1999).  The device paradigm presented in this 
work, it is hoped, will serve as a platform for the investigation of MBS physics as the material 
properties of the Bi2Se3 are sufficiently improved. 
11 
 
Background 
Molecular beam epitaxy (MBE) 
 MBE is a physical vapor deposition technique developed in the late 1960s by John Ar-
thur and Alfred Cho at Bell Labs in response to the need to fabricate metastable semiconductor 
heterostructures.  The generic MBE setup comprises a vacuum chamber outfitted with source 
ovens pointed, through shutters which are used to turn beams “on” and “off”, at the substrate 
manipulator and an assortment of sensors and gauges for monitoring of process variables.  
MBE growth of films is slow relative to other deposition methods (< 1 Å/s) and, therefore, re-
quires ultra-high vacuum (UHV) conditions (≲ 10−9 Torr) to avoid background contamination.  
The extremely low pressure implies an enormous (miles) mean free path for molecules within 
the chamber so, even though the kinetic energy of ad-atoms leaving a source furnace is small 
(≲ 0.1 eV), the molecules travel ballistically from the source to the growth surface, where all of 
the chemistry takes place.  Consequently, reaction kinetics can be tuned by controlling the sub-
strate temperature, like a chemist’s solution on a hotplate.  These facts make MBE an ex-
tremely versatile crystal growth technique, affording control over a broad set of growth param-
eters. 
ℓm.f.p. =
𝑘B𝑇
√2𝜋𝑑2𝑃
 
 The next three sections describe the principles behind three important instruments that 
are part of the MBE apparatus used in this work.  The first two discuss two metrological tools 
used to monitor critical process variables before, during, and after growth.  The last section is 
devoted to a unique aspect of our MBE chamber: our valved, cracked selenium source. 
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Flux determination with a quartz crystal microbalance (QCM) 
 The effusion rate of molecules out of their source ovens towards the growth surface is 
critical variable in MBE thin film growth.  For elemental films the molecular flux sets the growth 
rate and, by corollary, the length of time newly deposited atoms have to react on the surface 
before being buried by other ad-atoms.  For films made up of multiple elements, the fluxes ad-
ditionally impact the stoichiometry at the growth surface.  The quartz crystal microbalance 
(QCM) enables careful, consistent quantification of these critical process variables. 
𝐹𝑥 ≡ the flux of 𝑥 =
# of atoms of 𝑥
area × time
 
 The principle component of a QCM is a quartz crystal oscillator whose resonant fre-
quency is a function of the crystal’s mass.  By placing the crystal in the molecular beam within 
the MBE chamber, material is deposited, changing the crystal’s mass.  Knowledge of the mate-
rial’s density provides a correspondence between the change in mass and the thickness of accu-
mulated material.  The following derivation illustrates the procedure for obtaining the flux (𝐹𝑥) 
of a molecular beam, of molecular weight 𝑀𝑥 and density 𝜌𝑥, from a small change in QCM reso-
nant frequency 𝛿𝜔: 
𝜔0 + 𝛿𝜔 = √
𝑘
𝑚0 + 𝛿𝑚
≃ √
𝑘
𝑚0
(1 −
1
2
𝛿𝑚
𝑚0
) 
⇒ 𝛿𝜔 = −
1
2
𝜔0
𝑚0
𝛿𝑚 = −
1
2
𝜔0
𝑚0
𝜌𝐴 𝛿ℎ 
⇒ 𝛿ℎ = −
2𝑚0
𝜌𝐴𝜔0
𝛿𝜔 
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𝐹𝑥 =
𝑁A𝜌𝑥
𝑀𝑥
𝛿ℎ𝑥
𝛿𝑡
= −
𝑁A
𝑀𝑥
2𝑚0
𝐴𝜔0
𝛿𝜔
𝛿𝑡
 
where 𝜔0 and 𝑚0 are the initial resonant frequency and mass of the quartz oscillator, 𝑘 is its 
effective spring constant, 𝐴 is its surface area, 𝑁A is Avogadro’s number, and 𝛿𝑡 is the duration 
of deposition. 
Temperature determination with an optical pyrometer 
 The substrate temperature implies the energy available (𝑘𝑇) for chemistry on the 
growth surface and, consequently, is another critical process variable.  Since the growth hap-
pens inside of a UHV chamber, accurate temperature determination is tricky.  In order to en-
sure consistency between growths, a standard calibration protocol was adopted.  This protocol 
involves making pyrometer readings of a material of known emissivity over a range of tempera-
tures and connecting the results to a correlated thermocouple reading. 
 An optical pyrometer works by com-
paring the radiated power of a hot object of 
interest against an internal reference.  Ac-
curate temperature readings can be made 
over a wide range (200-1400°C).  By cali-
brating an independent temperature meas-
ure provided by a thermocouple near the 
substrate before every growth, the relative 
temperature from growth to growth can be 
accurately controlled. 
 
Figure 6:  A schematic of the Veeco valved selenium 
cracker (Veeco Instruments Inc. 2009). 
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Selenium vapor composition control with a thermally cracked source 
 A valved thermal cracker (Figure 6) is used as the selenium source in place of a standard 
oven to address two problems:  First, selenium is a high-vapor pressure material.  Conse-
quently, when evaporated from a standard Knudsen cell, small variations in cell temperature 
yield large variations in selenium flux.  This issue is solved by putting the oven holding the 
source material behind a needle valve so that an equilibrium vapor pressure of selenium gas is 
formed in the source charge region which is allowed to effuse in a controlled manner.  Second, 
when heated, selenium evaporates, not as a single molecular species, but a family of molecular 
clusters from Se2 to Se8.  The energy cost associated with extracting a selenium atom from 
these molecules (a process which must happen if selenium is to be incorporated into the grow-
ing film) is substantially higher for the heav-
ier selenium species (Figure 7) (Oligschleger, 
et al. 1996).  Since selenium vacancies are 
one of the principle reasons that the Fermi 
energy is pushed up above the gap, it is de-
sirable to reduce the energy cost of selenium 
incorporation as much as possible.  The sele-
nium cracker solves this issue by passing the 
Figure 7:  Selenium binding energy as a function of 
molecular cluster size, showing the sharp cost reduc-
tion enjoyed by smaller molecules (Oligschleger, et 
al. 1996). 
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effused selenium vapor through a hot conductance region which favors higher entropy and 
cracks the heavier species into lighter, more-reactive ones (Berkowitz and Chupka, Equilibrium 
Composition of Selenium Vapor; the Thermodynamics of the Vaporization of HgSe, CdSe, and 
SrSe 1966) (Berkowitz and Chupka, Comment on the Composition of Selenium Vapor 1968) 
(Veeco Instruments Inc. n.d.).  
Se
2
 
Se
3
 
Se
4
 
Se
6
 
Se
7
 
Se
8
 
Se
5
 
Figure 8:  Selenium vapor composition as a function of cracking zone temperature showing 
that the selenium species truly can be cracked into smaller, more reactive species.  The pale-
yellow region indicates temperatures accessible using a standard Knudsen source while the 
black line indicates a typical cracking zone temperature (Veeco Instruments Inc. n.d.). 
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Bi2Se3 material overview 
 Bi2Se3 is nominally a band-insulator with a 
0.3 eV gap and has been shown to support surface 
states with correlated spin and momentum and lin-
ear dispersion near the Dirac point (Hasan, Xia, et 
al. 2009).  Bi2Se3 is organized into covalently 
bonded slabs, called quintuple layers (briefly: 
quintlayers or QLs), each containing five atomic lay-
ers (Se-Bi-Se-Bi-Se), which weakly attract one an-
other through van der Waals interactions (Figure 
9).  This weak inter-quintlayer interaction renders 
Bi2Se3 rather insensitive to substrate choice and it 
has been successfully grown on a variety of sub-
strates. 
 However, thus far, several pernicious mate-
rial challenges have rendered the interesting as-
pects of the topological surface states (TSSs) difficult to access through electrical transport.  The 
TSSs reside in the bulk band gap and, therefore, their contribution to transport is maximized 
Figure 9:  Three quintlayers of Bi2Se3 showing 
the covalent intralayer bonding.  The terminal 
selenium layers are weakly bonded to each 
other via van der Waals interactions (Hong, et 
al. 2010). 
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when the Fermi energy resides in the gap, as it would for intrinsic Bi2Se3.  Unfortunately, Bi2Se3 
is susceptible to the formation of defects which detune the Fermi energy from the gap produc-
ing an overwhelming trivial contribution to transport. 
The first common defect type is a result of the high vapor pressure of selenium at the 
temperature required to form the crystal which produces selenium vacancies in the lattice (Fig-
ure 10).  Since selenium is the anion in Bi2Se3, selenium vacancies push the Fermi energy up to-
wards the conduction band, n-doping the material (Brahlek, Oh and Kim, et al. 2011). 
The second common defect type is a consequence of the approximately equal electro-
negativity of bismuth and selenium which implies a small energy cost for swapping their posi-
tions in the lattice (Figure 10) (Horák, et al. 1990).  These antisite defects are formally charge 
neutral but can alter the band structure and contribute carriers of both signs. 
Unfortunately, there is little hope of reducing the bulk defect density in Bi2Se3 suffi-
ciently to produce a strong insulator as defined by the Mott criterion for metal—insulator tran-
sitions.  To see this, consider a piece of Bi2Se3 with an isotropic bulk charge defect density 𝑁BD.  
Locally, each of these charges looks like a hydrogen atom with a modified Bohr radius due to 
the effective mass and polarizability of Bi2Se3 given by: 
Figure 10:  Three images of a quintlayer of Bi2Se3.  a) the defect-free lattice, b) a selenium vacancy, and 
c) a Bi-Se antisite defect. 
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𝑎 = 𝜀
𝑚e
𝑚∗
𝑎B 
where 𝑚e = 9.11 × 10
−31 kg is the electron mass, 𝑎B = 0.5 Å is the Bohr radius, 𝑚
∗~0.15𝑚e 
and 𝜀~110 for Bi2Se3.  For sufficiently large 𝑁BD, the hydrogen-like states overlap, permitting 
metallic delocalized behavior but when 𝑎𝑁BD
1 3⁄ ≲ 0.26, a metal—insulator transition occurs 
(Edwards and Sienko 1982).  For Bi2Se3, the implied critical defect density is around 3 × 1014 
cm−3—orders of magnitude below the lowest bulk carrier densities thus far achieved.  In fact, 
such low defect densities are hard to achieve in silicon whose elemental character and stronger 
covalent bonding render it immune to the types of defects commonly found in Bi2Se3.  It is likely 
that the production of intrinsically insulating films of Bi2Se3 is impossible due to its low defect 
cost and the elevated temperatures required for growth (Brahlek, Oh and Koirala, et al. 2014). 
Further complications include the formation of screw dislocations, a consequence of in-
commensurate nucleation of crystallites in the first layer or two of growth, and reaction of the 
film surface with the atmosphere after growth.  The impact of these factors is an area of active 
research (Brahlek, Oh and Kim, et al. 2011) (Fuhrer, et al. 2014). 
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Band bending at the surface of Bi2Se3 
 The positively charged vacancies formed as selenium diffuses out of Bi2Se3 also cause 
both bulk and surface bands to bend in response to their electric field.  This aging effect has 
been observed through ARPES to create a trivial two-dimensional electron gas (2DEG) at the 
surface of Bi2Se3 films that results from confinement of bulk states (Benia, et al. 2011).  Figure 
11 shows the rapid rate at which this aging occurs with saturation occurring after exposure to 
just a few hundred Langmuir of water vapor.  Other work has showed that a metallic bismuth 
film spontaneously forms on the film surface after being exposed to air for only a few minutes. 
Figure 11:  (a) Experimental band structure of the Bi2Se3 recorded along the Γ𝑀     direction showing a se-
ries of increasing exposures to water vapor (L: Langmuir). The x and y axes show the electron momen-
tum k and the initial state energy 𝐸, respectively. The linear grayscale displays the photoemission inten-
sity (high intensity is dark). The quantum well state bands are labeled with B1 and B2. The two branches 
of the topological surface state intersect at the Dirac point (𝐸𝐷). In (b), (c), and (d) the position of the 
band minima (B1 and B2), the positions of the Dirac point and the conduction band minimum at the sur-
face, and the charge carrier densities are shown as a function of water exposure, respectively. From the 
charge carrier densities the electron transfer per unit cell has been calculated and is shown in the inset 
of (d) (Benia, et al. 2011). 
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 This work will show that the trivial 2DEG plays a major role in electronic transport, likely 
accounting for most of the surface carriers.  Eliminating this effect would involve taking steps to 
prevent post-growth chemistry from taking place on the sample surface and pinning the Fermi 
energy at the interface near its value in the interior of the Bi2Se3 films.  Previous work has at-
tempted to address this by performing measurements quickly upon removal from vacuum.  An-
other strategy is to cap the film in situ with an electrically inert material.  The impact of such a 
passivating cap (AlOx) is presented in the results section. 
Josephson junction arrays 
Superconductivity in two dimensions 
 Superconductivity is a macroscopic quantum phenomenon wherein, below a critical 
temperature 𝑇𝑐, fermionic electron-like quasiparticles pair into bosonic bound states called 
Cooper pairs.  This pairing destabilizes the Fermi surface, opening up a gap, as the bosons con-
dense into their new macroscopic quantum mechanical ground state.  The microscopic details 
of this phenomenon were worked out about half a century ago at the University of Illinois in 
what is now known as the BCS theory of superconductivity (Bardeen, Cooper and Schrieffer 
1957). 
 The superconducting condensate, or superfluid, is characterized by its quantum me-
chanical phase 𝜙 which is conjugate to the number of pairs in the condensate 𝑁.  At zero tem-
perature, the phase of the superfluid would be constant everywhere.  At finite temperature, 
thermal fluctuations lead to fluctuations in 𝜙 and dissipationless current (supercurrent) propor-
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tional to the gradient of 𝜙.  In two-dimensions, fluctuations can produce stable topological de-
fects (i.e., holes) in the superfluid called vortices.  Vortices are superfluid circulating around a 
normal core such that each rotation changes the phase of the superfluid by an integer multiple 
of 2𝜋 and the resultant magnetic flux is an integer multiple of the flux quantum Φ0 =
ℎ
2𝑒⁄ .  
Vortices of opposite vorticity can interact to form a bound state called a vortex-antivortex pair.  
Above a critical temperature, the free energy of the superfluid is reduced by breaking up the 
vortex pairs; an event called the Berezinskiĭ-Kosterlitz-Thouless (BKT) transition.  When current 
flows, these free vortices are flung laterally through the superfluid by the Lorentz force until 
they are dissipated at the boundary, causing a voltage spike.  The time-average of these voltage 
spike events produce and effective resistance of the 2D superconductor (Berezinskiĭ 1971) 
(Kosterlitz and Thouless 1973). 
Josephson junctions 
 In 1962, Josephson predicted the dissipationless current that flows between two weakly 
coupled superconductors according to the current-phase relation: 
𝐼𝑠 = 𝐼𝑐 sin Δ𝜙 
where 𝐼𝑐 is the maximum possible current through the link (called the critical current) and Δ𝜙 is 
the phase difference between the two superconductors.  This relation along with the voltage-
phase relation: 
𝑉 =
ℏ
2𝑒
?̇? 
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are the Josephson relations which describe the dynamics between weakly coupled supercon-
ductors (Josephson 1962).  From them, the coupling energy of two weakly coupled supercon-
ductors can be derived and expressed as: 
𝐸𝑐 = −
𝐼𝑐Φ0
2𝜋
cos Δ𝜙 
where Φ0 is the magnetic flux quantum. 
 In Josephson’s original conception, the two superconductors were separated by a thin, 
insulating layer, forming a superconducting tunnel junction.  In this work, neighboring super-
conducting islands couple through the n-type Bi2Se3, forming something more closely resem-
bling S-N-S proximity effect junctions.  While coupling through a conducting material removes 
complications that arise from charging in tunnel junctions, the critical current (and, therefore, 
the coupling energies) become sensitive functions of temperature, in part, because Cooper 
pairs have a finite, temperature-dependent lifetime in the metallic link whereas in an insulator, 
they do not (de Gennes 1964).  But, it is this fact that enables the existence of vortices in the 
Bi2Se3 which Kane and Fu’s proposed MBS system requires. 
The superconducting proximity effect 
 When a superconductor is in contact with a normal metal, Cooper pairs from the super-
conductor can scatter into the normal metal through a process called Andreev reflection.  The 
resultant quasiparticles can then diffuse through the normal metal a finite distance character-
ized by the normal metal correlation length 𝜉N.  In this regime, these correlated quasiparticles 
imbue the normal metal with some of the characteristics of a superconductor including the abil-
ity to carry dissipationless current and host vortices.  This is the essence of the superconducting 
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proximity effect.  The normal metal correlation length in a disordered material has a tempera-
ture dependence given by: 
𝜉N = √
ℏ𝐷
2𝜋𝑘𝐵𝑇
 
where 𝐷 is the normal metal diffusion constant.  In the case of an S-N-S junction, where two 
phase-stiff superconductors are separated by a normal metal of some width 𝑑, phase infor-
mation can leak from one superconductor to the other through the normal metal as 𝜉N ap-
proaches 𝑑 (Tinkham, Klapwijk and Blonder 1982). 
Frustration in Josephson junction arrays 
 Combining all the physics of the preceding paragraphs, one obtains a Josephson junction 
array.  In such an array, each superconducting island interacts with its neighbors through Jo-
sephson coupling and the superconducting proximity effect.  Additionally, any closed loop in 
the fully proximity coupled regime (𝜉N ≫ 𝑑) must represent an integer multiple of 2𝜋 winding 
through phase.  This substantially complicates the energy landscape in the presence of an ap-
plied magnetic field.  As a consequence, the low-field magnetoresistance of Josephson junction 
arrays is complex as vortices interact with each other and the boundary currents of the super-
conducting islands to form strongly-field dependent arrangements.  The difficulty of minimizing 
the energy in the presence of many competing effects is called frustration, hinting at the chal-
lenge of figuring it all out. 
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Superconductor—topological insulator—superconductor (S-TI-S) junctions 
 The physics of S-N-S arrays has been an active area of research for decades.  What dis-
tinguishes the present work from what has come before is the replacement of the normal metal 
in the junction with the topological insulator Bi2Se3.  Fu and Kane tell us that inducing supercon-
ductivity into Bi2Se3 by means of the superconducting proximity effect will emulate the p-wave 
pairing required for Majorana bound states to exist within the cores of vortices.  Theoretical 
work suggests that the existence of these exotic particles will cause a measurable deviation of 
the junctions’ current—phase relation from that of a typical S-N-S junction (Yokoyama 2012) 
(Alicea 2012) (Yamakage, et al. 2013) (Potter and Fu 2013).  Measuring this effect has proven 
challenging experimentally with claims of positive results appearing only now (Cho, et al. 2013) 
(Finck, et al. 2014) (Sochnikov, et al. 2015).  While other investigators in the field have focused 
on careful measurement of single junctions, this work involves arrays comprising tens of thou-
sands of junctions. 
Experimental procedure 
 The following is a detailed description of the steps taken to produce the data presented 
below.  The story starts with a polished and diced piece of c-plane sapphire and ends with a 3×3 
array of devices, each including two Bi2Se3 wires with contact pads, and some covered by a 
dense array of 1 µm2 niobium islands. 
Substrate preparation 
 As discussed above, Bi2Se3 is a van der Waals material that organizes into covalently 
bonded quintuple layers which are, themselves, weakly bonded with each other.  As a result, 
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the growth of Bi2Se3 is relatively insensitive to the choice of substrate.  For the present work, c-
plane sapphire was chosen as a substrate material due to several nice features it affords:  it pre-
sents an atomic mesh with the same crystal symmetry as Bi2Se3 (although the lattice constant 
differs by more than 10%) and it is a large-gap insulator which does not provide parasitic con-
duction channels which could complicate the interpretation of transport results. 
 Commercial two-inch diameter, 430 micron thick, one-side polished c-plane sapphire 
wafers were diced into squares, 15 mm on each side.  The substrates were then cleaned of dic-
ing debris by sonicating for 5 minutes in trichloroethylene (TCE), followed by 5 minutes in ace-
tone, then 5 minutes in isopropyl alcohol.  The unpolished side was then coated with 2,000 Å of 
titanium in an electron beam evaporation system to enhance the radiative coupling between 
the substrate heater filament in the MBE chamber and enable temperature readings via pyrom-
eter.  The substrates were then stored in an overpressure of dry nitrogen until needed. 
 Immediately prior to loading into the MBE chamber for growth, the substrates were 
scrubbed with cotton swabs wetted with TCE and mounted onto an open-backed puck by cap-
turing the corners with loops of tantalum wire.  Finally, after the puck/substrate is in the 
growth position in the MBE chamber, it is heated to >600°C before being cooled to the growth 
temperature.  This thermal cycle burns off any contamination not eliminated by the already 
completed cleaning steps and provides the opportunity to check for consistency of pyrometer 
readings of a standard target (the titanium backside coating, in this case) over a large tempera-
ture range. 
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Growth of Bi2Se3 by MBE 
Apparatus 
 The MBE chamber is outfitted with ports for 13 sources plus an oxygen/ozone gas injec-
tor.  For the growth of Bi2Se3, high-purity bismuth (5N) is loaded into a standard effusion cell 
while high-purity selenium (6N) is loaded into the bulk zone of the valved, cracked selenium 
source.  The temperature of the selenium cracking zone, which dictates the selenium beam 
composition, is set prior to growth.  The chamber pressure is monitored by a UHV ionization 
gauge and the background gas composition is monitored with a residual gas analyzer that can 
be turned on when needed. 
 The pyrometer and a thermocouple situated a millimeter or so behind the substrate 
provide two independent means by which the sample temperature can be measured in situ.  
Both measurements have limitations:  The thermocouple reading systematically deviates from 
the real temperature since it is only nearby rather than in good thermal contact with the sub-
strate while the pyrometer is only accurate on a material of known emissivity.  By tabulating py-
rometer and thermocouple readings during the thermal cycle described in the preceding sec-
tion, the thermocouple values can be calibrated to the pyrometer readings on the titanium 
backside coating.  This is important since, after growth is started, the substrate is coated with a 
material of possibly unknown emissivity, introducing error into the pyrometer readings. 
 The MBE chamber is also equipped with a reflective high-energy electron diffraction 
(RHEED) setup; a staple in situ monitoring tool.  However, the insulating sapphire substrates be-
come charged by the electron beam, altering the growth dynamics everywhere the beam has 
27 
 
hit.  The best films, including the ones fabricated into the measured devices, were grown with-
out the help of RHEED. 
Flux determination 
 Accurate control of growth rate and stoichiometry requires accurate measurement of 
the molecular flux in each molecular beam.  This is accomplished using a quartz crystal micro-
balance (QCM) at exactly the substrate position.  The QCM’s principle of operation is discussed 
in the background material. 
 Computer control of the QCM ensures that a consistent procedure is used from growth-
to-growth.  For bismuth, thickness data is acquired for 60 seconds at a rate of one point per 
second and the last 10 points are fit to a line to provide a rate.  For selenium, data is acquired 
for 180 seconds at one point per second and the last 20 points are fit to a line.  These rates 
were converted to molecular flux values according to the procedure described above.  By ad-
justing the temperature of the bismuth effusion cell, the bismuth flux, and therefore the 
growth rate, is tuned.  The position of the needle valve between the selenium bulk zone and 
the hot conductance tube is then adjusted to provide the desired Se:Bi flux ratio.  The bismuth 
flux was typically between 1.4-1.5×1013 atoms·cm-2·s-1 while the selenium flux was typically 3.2-
3.7×1013 atoms·cm-2·s-1 giving super-stoichiometric Se:Bi flux ratios between 4:2 and 5:2. 
Growth procedure 
 With the selenium and bismuth fluxes tuned to the desired values with the selenium 
cracking zone temperature set as desired (1,000°C for the measured devices), the substrate 
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temperature (𝑇s) is set to 80°C, as read by the thermocouple.  Once 𝑇s has stabilized, six quint-
layers (QL) worth of material is deposited layer-by-layer as: 
6×(1ML of Se, 1ML of Bi, 1ML of Se, 1ML of Bi, 1ML of Se), 
where ML means monolayer and represents the amount of material necessary to form ⅕ of a 
QL.  At this temperature, the re-evaporation rate for both elements is negligible.  The reason for 
this nucleation layer is to get enough material onto the substrate surface for a crystal to form 
before being re-evaporated from the relatively inert sapphire surface. 
 Immediately after the nucleation layer deposition is complete, 𝑇s is ramped up to the 
growth temperature at a rate of 15°C per minute.  At 𝑇s=200°C, the shutter blocking the sele-
nium beam is opened and left open until the growth is finished.  This selenium overpressure 
keeps the sample from degrading due to selenium loss at the higher temperatures needed for 
the formation of high-quality Bi2Se3.  Once 𝑇s has stabilized at the desired growth temperature, 
the remainder of the film is deposited as: 
N×(1ML of Bi, anneal for t1, 1ML of Bi, anneal for t2), 
where N is the desired thickness in quintlayers less six, t1 is the time required for 1ML of Se at 
the measured flux, and t2=2×t1.  This co-deposition of bismuth and selenium in a (typically) su-
per-stoichiometric flux of selenium mimics a standard strategy for the growth of gallium arse-
nide.  The substrate is sufficiently hot that the selenium does not accumulate appreciably on 
the substrate surface before re-evaporating into the chamber.  Therefore, growth is controlled 
by dosing with bismuth which sticks to the substrate and captures selenium, forming the lattice.  
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The appeal of this strategy is decreased sensitivity to uncertainty in the measured relative 
fluxes of bismuth and selenium. 
 Once deposition is complete, the current to the 
substrate heater filament is turned quickly to zero and 
the selenium shutter is closed.  Growth is finished and 
the sample is left to cool under vacuum before being re-
moved from the chamber for characterization and/or 
processing.  Figure 12 is a photograph of a Bi2Se3 film 
taken soon after it was removed from the vacuum 
chamber.  
Passivation of the surface in situ by capping with AlOx 
 Data will be presented on one film that was capped with aluminum oxide after the 
Bi2Se3 completed.  To accomplish this, the selenium beam was left un-shuttered after the sub-
strate heater current was dialed to zero.  The temperature of the selenium cracking zone was 
then quickly turned down to reduce the reactivity of the impingent selenium molecules.  Once 
the 𝑇s, as measured by the thermocouple, dropped to 100°C, molecular oxygen was introduced 
to the chamber at a pressure of approximately 9×10-5 Torr and an aluminum beam, with a nom-
inal flux of 7×1013 atoms·cm-2·s-1, was shone on the Bi2Se3 surface.  The selenium shutter was 
close a few seconds after the aluminum shutter was opened, the aluminum shutter was closed 
three minutes later, and then the oxygen was valved off.  The result was a thin AlOx cap on the 
Bi2Se3 that presented a barrier to atmosphere upon removal of the sample from the chamber. 
Figure 12:  A Bi2Se3 film on a c-Al2O3 sub-
strate.  The features at the corners are 
the “shadows” of the wires used to fix 
the substrate into its growth position in 
the MBE chamber. 
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Film characterization 
 A subset of films were earmarked for characterization to provide feedback regarding pa-
rameter choices during growth.  X-ray diffraction provided information about film orientation 
and crystallinity.  Atomic force microscopy provided information about film surface morphology 
and screw dislocation density.  Transport provided information about sheet resistance, carrier 
density, carrier sign, and mobility over a range of temperatures. 
Device fabrication 
 Films destined to become devices were given directly to Kaicheung (Edmond) Chow in 
the Micro and Nanotechnology Laboratory (MNTL) for electron beam lithography.  Edmond 
spun on 950K A4 polymethylmethacrylate (PMMA) at 3,000 RPM for 60 seconds followed by a 
200°C bake for two minutes to cure the PMMA.  He then exposed the resist in the pattern 
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shown schematically in Figure 13 and Figure 14 in the e-beam writer.  After developing in a 3:1 
isopropyl alcohol:methyl isobutyl ketone (3:1 IPA:MIBK) solution, the samples were returned. 
Figure 13:  A schematic of the pattern written with e-beam lithography.  The dashed line represents the 
bounds of the substrate while the red rectangles are the island arrays.  The size of the islands was fixed 
at 1 µm2 while the gap spacing between them was either 100nm, 200nm, or 300nm.  Note the regions 
left for control devices at the center-top and bottom-right. 
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 Next, the samples were loaded into the trilayer system in room 316 in the Materials Re-
search Lab (MRL).  The trilayer system is equipped with both an ion mill and a niobium sputter-
ing target and accompanying electronics.  The samples were ion milled for 10 seconds with a 
beam current of approximately 20 mA accelerated by 500 V to clean the Bi2Se3 surface wher-
ever it is exposed.  75 nm of niobium was then sputtered and then lifted-off by soaking the 
Figure 14:  Map of the island sizes and gap spacings patterned by e-beam lithography.  This will become 
a 3×3 array of devices with control devices in the two blank positions after device isolation. 
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samples in acetone.  Figure 16 is a micrograph taken in a scanning electron microscopic show-
ing the defined islands.  
 The Bi2Se3 wires and contact pads were then defined by a device isolation process that 
starts with spinning on 950K A4 PMMA at 2,000 RPM for 60 seconds followed by a 150°C bake.  
A custom designed Hall bar mask was then aligned to the niobium island arrays in the MJB3 
Figure 15:  A set of completed devices with the growth orientation, sample letters, and gap spacings la-
beled. 
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deep-ultraviolet mask aligner.  The Hall bar is 500 µm long and 100 µm wide or, in other words, 
five squares between longitudinal voltage leads.  After an 80 minute exposure at approximately 
1.2 mW/cm2, the resist was developed in a 3:1 IPA:MIBK solution for 60 seconds and rinsed 
with IPA.  The final step is done in the PlasmaTherm reactive ion etch system in MRL.  The etch 
parameters were 50 mTorr chamber pressure with 20 SCCM of SF6, 1 SCCM of O2, and 60 W RF 
power for several minutes.  Afterwards, the PMMA was removed by soaking in acetone for a 
few minutes and the sample was diced on the dicing saw in MNTL so that the pieces could fit in 
the measurement puck.  Figure 15 is a labeled photograph of a set of completed devices.  
Figure 16:  An SEM micrograph of a region of Bi2Se3 covered by niobium islands with a Josephson junc-
tion circuit schematic inset.  Note that the islands are well-separated without shorts.  The bright island 
boundaries are due to the niobium lip left after liftoff. 
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Measurement 
 The completed devices 
were measured in a 9T Quantum 
Design Dynacool PPMS system.  
They were wired by pressing on 
thin indium wires to connect the 
device contacts to the Dynacool 
puck contacts (see Figure 17).  
The Dynacool provided tempera-
ture and magnetic field control 
while a Keithley 6221 sourced 
current.  Voltage measurements 
were made by wiring the contacts to an SR560 low-noise voltage preamplifier whose output 
was measured by a Keithly 2182A nanovoltmeter.  In addition to signal amplification, the pre-
amp prevented noise on the 2182A input from being injected back into the device. 
 Measurements were conducted by a custom LabVIEW program which queried tempera-
ture and field data from the Dynacool and voltages from the voltmeters while controlling the 
current and recording everything into a data file.  All measurements were bipolar in the sense 
that, for each record, two voltage measurements were taken, each with the current running the 
opposite way through the Bi2Se3 wire.  One pair of voltage readings takes approximately one 
second to complete, which sets a measurement timescale relative to which rates may be con-
sidered “fast” or “slow”.  
Figure 17:  Photograph of a device in the Dynacool measurement 
puck showing the indium wires connecting the device contacts to 
the puck contacts. 
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Results and discussion 
 In this section, data is 
presented along with discus-
sion and analysis.  The first 
part deals with the material 
science of Bi2Se3 growth while 
the latter part presents data 
acquired from the Josephson 
junction array devices. 
Summary of samples 
Film index Thickness (QL) 𝑻S (°C) 𝑻Se cracker (°C) Cap 
3150 60 330 1000 None 
3171 43 380 1000 None 
3248 60 280 1000 None 
3255 12 280 1000 None 
3256 20 280 1000 None 
3257 20 280 1000 AlOx 
Table 1:  Reference table for the growth parameter choices of the device films.  All device films were 
grown with the selenium cracking zone at 1000°C as data acquired on older films showed that the sheet 
carrier density decreases with cracking zone temperature (see Figure 18).  1000°C is the highest temper-
ature safely achievable with the selenium cracker. 
Characterization of MBE grown Bi2Se3 thin films 
 This section describes the impact of growth parameter choices on the Bi2Se3 films’ crys-
tallinity, surface morphology, and transport properties.  The variable parameters were the 
growth temperature and selenium cracking zone temperature (i.e., the binding energy of sele-
nium in the selenium molecular beam). 
Figure 18:  The room-temperature sheet carrier density of films 
grown at 𝑇S = 280℃ as a function of the selenium cracking zone 
temperature.  Increased cracking zone temperature leads to a 
greater proportion of lighter, more reactive selenium molecules in 
the molecular beam, reducing the number of carriers arising from se-
lenium vacancies. 
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XRD 
 Bi2Se3 is a van der Waals material that is organized into quintuple layers that interact 
weakly with each other.  Consequently, the c-axis orientation, which maximizes the amount of 
covalent bonding within the film, is strongly energetically favored.  This fact is evidenced in XRD 
by strong reflections associated with c-axis oriented Bi2Se3 with no reflections associated with 
competing phases.  This result is robust for films resulting from a wide variety of growth strate-
gies and parameter choices, including those fabricated into the measured devices (Figure 19).  
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Figure 19:  XRD data for a series of Bi2Se3 films on c-Al2O3 showing phase-pure c-axis oriented crystals of 
high-quality. 
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AFM 
 The physics at the heart of Kane and Fu’s modular MBS device proposal occurs at the 
interface between a topological insulator and an s-wave superconductor.  Therefore, the mor-
phology of the Bi2Se3 film surface, onto which the superconductor is deposited, is likely to influ-
ence the proximity coupling strength. 
Figure 20 is a typical 5×5 µm2 AFM scan of a Bi2Se3 film surface.  The triangular lattice 
gives rise to the triangular features observed.  A closer look reveals that the in-plane orienta-
tion of well separated grains is not strongly correlated.  The weak interaction between the film 
Figure 20:  A typical AFM micrograph of a Bi2Se3 film. 
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and the substrate at the start of growth means that nucleated grains are not locked to the lat-
tice axes of the substrate.  Instead, the grains form in random orientations and, as the ran-
domly oriented grains grow and meet each other, there is a significant energy barrier to the re-
orientation of one grain to match the other.  One way the crystal can avoid this penalty is to in-
troduce a defect, called a screw dislocation, which allows one orientation to continue growing 
on top of the other, propagating as a helix around the dislocation line.  The triangular pyramids 
seen in Figure 20 are a consistent surface feature of bismuth chalcogenide films.  Each one sur-
rounds a screw dislocation line, forming apparent terraces separated by the height of exactly 
one Bi2Se3 quintlayer.  The effect of the substrate temperature on these features will be studied 
in some detail below. 
Film thickness verification 
 By occluding a part of the substrate with a wire during growth, a step edge is created 
whose height is the thickness of the film (Figure 12).  By rastering across this step, the film 
thickness can be precisely measured by AFM.  Figure 21 shows such a substrate-to-film step 
along with a so-called section plot of the height as a function of position along a line through 
the data.  The results of such measurements provide a connection between the fluxes meas-
ured by QCM and the real growth rate.
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Figure 21:  AFM image of a step edge from substrate to film surface along with a plot representing the height as a function of position along the 
green line. 
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𝑇S = 280°C 𝑇S = 330°C 𝑇S = 380°C 
Figure 22:  Three AFM micrographs illustrating the impact of substrate growth temperature (𝑇S) on surface morphology.  Higher temperatures 
produce fewer, but taller, screw dislocations. 
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The impact of growth temperature (𝑇S) on surface morphology 
 During growth, the available energy for chemistry on the sample surface is set by the 
substrate temperature 𝑇S.  Figure 20 reveals a lot about how the growth of Bi2Se3 starts and 
proceeds.  Crystallites nucleate on the substrate surface in many locations at the start of 
growth.  The high cost of dangling covalent bonds forces the crystallites into the c-axis orienta-
tion but, because the van der Waals interaction between the crystallites and the substrate is 
weak, the in-plane orientation of the crystallites is random.  The energy supplied by the sub-
strate heater, 𝑘𝑇S, dictates the mobility and residence time of incoming molecules on the sur-
face as well as the rate at which the already adsorbed atoms can undergo configurational rear-
rangements. 
 Figure 22 shows three AFM micrographs of Bi2Se3 films grown at different substrate 
temperatures, each separated by 50°C.  Higher temperatures are found to produce fewer, but 
taller, screw dislocations.  Higher temperatures increase the surface mobility of adatoms on the 
substrate surface.  Therefore, nucleation occurs less frequently at the start of growth since mol-
ecules may travel farther on the surface to find an already nucleated crystallite without needing 
to form a new one.  Furthermore, crystallite grains that meet have more available energy to 
overcome the activation barrier to configurational rearrangement so, rather than form a dislo-
cation, the atoms of one crystallite can adjust their orientation to become commensurate and 
merge with its neighbor.  The strongly nonlinear response of the number of screw dislocations 
to temperature is a hallmark of a thermally activated process.  Figure 23 shows a cartoon cross-
section of the three films, representing the approximate surface roughness relative to the total 
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thickness of the 60QL films.  Even for the roughest sample, most of the film thickness is con-
nected in-plane.  
 The highest temperature growth represented in Figure 22 was grown at a substantially 
higher temperature than any other MBE grown Bi2Se3 film in literature.  Furthermore, both of 
the higher temperature growths show large flat regions approaching 1 µm2 in area.  Few other 
groups have reported such large terraces (Bansal, et al. 2012).  Figure 24 shows both height and 
phase information from one such flat region on a film grown at 380°C.  Here, phase means the 
phase difference between the driving voltage and the actual motion of the AFM cantilever as it 
a) 
b) 
c) 
Figure 23:  Cross-sectional views illustrating the fraction of 60nm represented by the surface roughness 
of the films grown at a) 380°C (±11nm), b) 330°C (±8nm), and c) 280°C (±5nm). 
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oscillates near the sample surface and is therefore an indicator of the chemical nature of the 
surface.  Differences in phase across the sample surface arise when different parts of the sur-
face attract or repel the AFM tip with differing strengths.  The chemical nature of a grain 
boundary within a flat region is evidently different than regions within a grain, allowing the 
granular nature of the flat region to be revealed in the phase plot.
a) 
b) 
Figure 24:  a) Height and b) phase AFM micrographs of a large flat region on the surface of a film grown 
at 𝑇S = 380°C.  The phase plot, which is influenced by the chemical nature of the film surface, reveals 
grain boundaries within the flat region. 
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Transport 
 Each Josephson junction array device film was patterned into a 3×3 array of devices with 
different characteristics.  Two of the nine devices were control devices without superconduct-
ing islands deposited on them.  These Hall bar devices were used for transport studies without 
the perturbing influence of the niobium islands.  For each control device, longitudinal resistance 
data were taken as a function of temperature and Hall resistance data out to 0.45 T were taken 
at a selection of temperatures.  Together, these data are used to construct plots of the average 
sheet resistance, 𝑅S; sheet carrier density, 𝑛2D; and mobility, 𝜇, as a function of temperature 
using the following formulas: 
𝑅S =
1
5
𝑉xx
𝐼
 
𝑛2D =
𝐼𝐵⊥
𝑒𝑞𝑉xy
 
𝜇 =
1
𝑒𝑛2D𝑅S
 
where 𝑉xx is the voltage measured between a pair of leads on the same side of the Bi2Se3 wire, 
𝑉xy is the voltage measured between a pair of leads exactly opposite each other, 𝐵⊥ is the com-
ponent of the applied magnetic field perpendicular to the sample surface, and 𝑞 is the sign of 
the charge carriers (𝑞 ∈ {+1,−1}).  The formula for the sheet resistance derives from the sam-
ple geometry (five squares between longitudinal contacts) while the other two formulas are 
general. 
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Figure 25:  The sheet carrier density (black), mobility (red), and sheet resistance (inset) as a function of 
temperature for the 60QL thick Bi2Se3 control device. 
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Figure 26:  The sheet carrier density (black), mobility (red), and sheet resistance (inset) as a function of 
temperature for the 20QL thick Bi2Se3 control device. 
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Figure 27:  The sheet carrier density (black), mobility (red), and sheet resistance (inset) as a function of 
temperature for the 12QL thick Bi2Se3 control device. 
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Figure 28:  The sheet carrier density (black), mobility (red), and sheet resistance (inset) as a function of 
temperature for the 20QL thick Bi2Se3 with an AlOx cap control device. 
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Figure 29:  The sheet carrier density (black), mobility (red), and sheet resistance (inset) as a function of 
temperature for the 43QL thick Bi2Se3 control device growth at 𝑇S = 380℃. 
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Figure 30:  The impact of thickness, growth temperature, and capping layer on the sheet carrier density 
at 1.7K. 
T=1.71K 
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Figure 31:  The impact of thickness, growth temperature, and capping layer on the average mobility at 
1.7K. 
T=1.71K 
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 Figure 27, Figure 26, and Figure 25 show results of these measurements for the subset 
of the films listed in Table 1 above that were grown at 𝑇S = 280℃ without a capping layer.  The 
sheet carrier density is found to be a weak function of the thickness while the mobility is found 
to scale almost linearly with the thickness, in agreement with high-quality film results in the lit-
erature (see the summary plots in Figure 30 and Figure 31) (Bansal, et al. 2012). 
The weak dependence of the average number of carriers on the thickness in these films 
implies that most of the carriers exist in two-dimensional states at the surfaces of the films.  
However, the approximately linear dependence of the mobility on thickness suggests that 
transport is happening in the bulk of the material where increasing thickness leads to increased 
scattering times from the top and bottom surface. 
In the background section, the formation of a trivial two-dimensional electron gas due 
to band bending was discussed.  The bands bend due to incommensurate Fermi levels at the 
film—air interface.  The Fermi level of the film at this interface is affected by the formation of 
selenium vacancies due to diffusion of selenium out of the film and other chemistry between 
the film and air. 
Film 3257 was grown in identical fashion to film 3256 except that an AlOx cap was de-
posited in situ before the film was exposed to air.  This AlOx cap was meant to protect the sur-
face of the film from the atmosphere and limit the rate of selenium loss.  The transport results 
for this film are shown in Figure 28 and are represented in red on the summary plots (Figure 30 
and Figure 31).  The consequence of the cap was to reduce the average number of carriers by 
10%, likely due to reduced selenium vacancies, and increase the average mobility by 35%. 
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The transport results for film 3171 are also plotted in Figure 29 and represented in the 
summary plots by the blue triangles.  This film was grown at a higher temperature (𝑇S = 380℃) 
which resulted in a dramatic reduction of screw dislocation density at the expense of surface 
roughness (see Figure 22).  The impact on transport was an increase in mobility (26% higher 
than for the 60QL, 𝑇S = 280℃ film 3248) and a reduction of the sheet carrier density (20% 
lower than 3248).  
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Visualizing the position of the Fermi energy from the carrier density 
 In conjunction with ARPES data from the literature, it is possible to estimate the position 
of the Fermi energy relative to the conduction band minimum through a rough calculation.  Fig-
ure 32 shows high-contrast ARPES data on Bi2Se3 collected by Bianchi et al with two Fermi en-
ergy cuts with their associated Fermi wavenumbers labeled:  1 at the conduction band mini-
mum (𝑘F~0.06 Å
−1) and 2 about 200 meV 
into the conduction band (𝑘F~0.10 Å
−1).  At 
1, only the surface channel has a nonzero 
density of states while, at 2, both 2D surface 
and 3D bulk states contribute.  Assuming that 
the shape of the Fermi surface is circular in 
2D and a spherical shell in 3D [refer to 
(Bianchi, et al. 2012) to see that this assump-
tion is reasonable], the nominal carrier den-
sity at the two Fermi energies can be com-
puted from: 
𝑛2D = 2
𝜋𝑘F
2
(2𝜋)2
 
𝑛3D = 2
4
3𝜋𝑘F
3
(2𝜋)3
𝑡 
where 𝑡 is the film thickness, giving 𝑛2D =
0.6 × 1013 cm−2 at 1 and 𝑛 = 𝑛2D + 𝑛3D =
1 
2 
Figure 32:  ARPES data on Bi2Se3 showing the Dirac 
cone and bottom of the conduction band.  Two 
Fermi energies and their corresponding Fermi wave-
numbers are considered:  1 is at the conduction 
band minimum and 2 is well into the conduction 
band.  The white oval indicates the estimated Fermi 
energy of the device films (Bianchi, et al. 2012). 
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(1.6 + 20) × 1013 cm−2 at 2.  The measured average sheet carrier density for the device films 
is around 2.9 × 1013 cm−2 which suggests that the Fermi energy sits somewhere a little higher 
than the conduction band minimum which is indicated by the white oval in Figure 32.  While 
this quick calculation does not take into account complicating factors like band bending or the 
true shape of the Fermi surface, it does help quell concerns that the chemical potential is far up 
in the conduction band where any contribution to transport from the surface channel would be 
truly negligible.  
Josephson array devices 
 The uncapped 12, 20, and 60QL thick films grown at 𝑇S = 280℃ (see Table 1 on page 
36) were processed into Josephson junction array devices.  Each 15×15 mm2 film became nine 
4.6×4.6 mm2 devices, two of which were control devices (Hall bars) with no niobium on top.  
Figure 14 on page 32 schematically represents the gap widths between the niobium islands 
chosen for each device and a photograph of a completed set of devices can be seen in Figure 15 
on page 33.  The devices were measured in a Quantum Design Dynacool Physical Properties 
Measurement System which could cool the samples to 1.7K and apply ±9 T perpendicular to the 
sample surface.  Each device comprised two perpendicular Hall bars with 10 contacts:  two cur-
rent leads and four voltage leads per wire. 
 The control samples were used to characterize the unperturbed transport characteris-
tics of each film in the thickness series.  The sheet carrier density was approximately fixed 
across the thickness series, with all values falling in the range 𝑛2D = (2.9 ± 0.1) × 10
13 cm−2 
at 1.7K (see Figure 30 on page 51), evidencing the surface origin of the carriers.  Meanwhile, the 
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average mobility of the carriers at 1.7K was found to be nearly proportional to the film thick-
ness, ranging from 𝜇 = 217 cm
2
V∙s⁄  for the 12QL film to 1454 
cm2
V∙s⁄  for the 60QL film, 
implying that the carriers propagate in the bulk. 
Temperature dependence 
 Figure 33 is a plot of the measured resistance 𝑅xx (= 5 × 𝑅S) versus temperature in 
zero applied magnetic field.  A two-step transition to the fully-proximity coupled state, charac-
teristic of Josephson junction arrays, is observed.  To aid discussion, four temperatures are de-
fined along the transition in Figure 34 that demarcate regions of qualitatively different physics.  
Figure 33:  The two-step resistive transition with temperature of a 60QL Bi2Se3 Josephson junction array 
device in zero applied field (Rxx=5×RS). 
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As the temperature is lowered, the array is in the normal state above 𝑇Nb,onset and experiences 
a steep drop in the resistance below 𝑇Nb,onset as the niobium islands become superconducting, 
shorting out portions of the wire.  The transition has width due to the granular nature of the 
sputtered niobium.  By 𝑇Nb,0, the superconducting islands are superconducting, each with a 
well-defined phase.  As the temperature is lowered from 𝑇Nb,0 to 𝑇PE,onset, the resistance of the 
Bi2Se3 directly below the niobium islands is lowered by means of the superconducting proximity 
effect, producing a gradual reduction in array resistance.  Near 𝑇PE,onset, the proximity effect 
begins to push into the gaps between the island as the coherence length in the Bi2Se3 becomes 
Figure 34:  The two-step resistive transition with the temperatures bounding regions of distinct physics 
labeled. 
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comparable to the gap spacing.  The coupling between the islands improves as the temperature 
is further reduced, manifesting as a linear drop in the array resistance.  The temperature de-
pendence of the array resistance begins to deviate from linear as the resistance nears zero.  
This is the BKT transition region where vortex—antivortex pairing of thermally induced vortices 
in the proximity coupled Bi2Se3 becomes energetically favorable.  Finally, the resistance is iden-
tically zero in the fully proximity coupled regime.  Evidence supporting this physical interpreta-
tion of the transition will be presented in the following sections.  
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Transport model 
 Transport in the island array can be modeled by considering the array’s square unit cell 
and identifying 𝑅S,array = 5 × 𝑅S,cell, where 𝑅S,array is the sheet resistance of the array and 𝑅S,cell 
is the sheet resistance of the unit cell, due to the geometry of the device.  Figure 35 illustrates 
the current pathways and dimensional labels for the unit cell.  Most of the current flows along 
the path that is partially shorted by the highly-conductive niobium islands while a smaller 
amount of current flows in the “streets” between the islands.  Under the islands, the current 
Top view: 
Side view of island: 
a) 
b) 
c) 
d) 
𝑤Nb 𝑤gap 
𝜂 𝜂 
Figure 35:  A cartoon of a single niobium island (blue) on top of Bi2Se3 (green).  a) The 
two qualitatively different current paths:  the path under the islands and across the 
alleys (thicker arrow) and the path down the streets between the islands (thinner ar-
row).  b)  Side view of the current flow under the island and across the alley, showing 
that the current enters the low-resistance niobium over some distance and exits simi-
larly.  c) Dimensional labels for the island width (𝑤Nb) and the gap width (𝑤gap).  d) 
the transfer length (𝜂) labeled. 
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enters the conductive niobium over a distance 𝜂, called the transfer length, and exit back into 
the Bi2Se3 via the time-reversed process.  The transfer length is defined in terms of the sheet 
resistance of the Bi2Se3 (𝑅S) and the Bi2Se3—Nb—Bi2Se3 junction conductance (𝐺J) as: 
𝜂 =
1
√𝑅S𝐺J
. 
Figure 36 shows the equivalent 
circuit diagram for the unit cell where 
the labeled resistances are 2D sheet 
resistances.  Several conclusions can be drawn straight away:  first, because of their respective 
aspect ratios, 𝑅street will be larger than 𝑅alley by a factor of approximately (𝑤Nb 𝑤gap⁄ )
2
; second, 
𝑅island must be smaller than one square of Bi2Se3 
For the portions not under the niobium, the sheet resistances are just the sheet 
resistance of the Bi2Se3 times the aspect ratio of those sections: 
𝑅alley =
𝑤gap
𝑤Nb
𝑅S 
𝑅street =
𝑤Nb + 𝑤gap
𝑤gap
𝑅S 
where 𝑅S is the (temperature dependent) sheet resistance of the Bi2Se3 and the other symbols 
are defined in Figure 35.  Observe that 𝑅street is larger than 𝑅alley by a factor of approximately 
(𝑤Nb 𝑤gap⁄ )
2
 (i.e., a factor of 100 for 𝑤gap=100 nm, 25 for 𝑤gap=200 nm, and 11 for 𝑤gap=300 
nm.  The behavior underneath the islands is more complicated but, by inspection, an upper-
bound can be set at the resistance of one square of Bi2Se3 (𝑅S), since that would be its value 
𝑅island 𝑅alley 
𝑅street 
Figure 36:  The island array unit cell’s equivalent circuit. 
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with no niobium present at all.  The lower-bound on 𝑅island is set by the sheet resistance of the 
niobium (𝑅Nb) which is known to be approximately 2.4 Ω/□ near 𝑇Nb,onset from a calibration film 
measured on SiO2 which were sputtered as described in the “Experimental procedure” section, 
above.  For a clean junction, 𝑅island should be close to this lower-bound. 
 Before developing a more rigorous expression for 𝑅island, let’s perform a sanity check on 
the interpretation of the physics behind the two step transition using the circuit model.  The 
resistance of the equavalent circuit, assuming 𝑤gap=100 nm, is: 
𝑅S,cell =
𝑅street(𝑅island + 𝑅alley)
𝑅street + 𝑅island + 𝑅alley
~𝑅island + 𝑅alley 
where the approximation is possible since 𝑅street is large compared to the other resistances in 
the problem.  When the islands go superconducting, 𝑅island → 0 approximately, so the change 
in resistance of the array is just 5 × 𝑅island which, for clean junctions, would be on the order of 
10-20 Ω.  Above the lower temperature transition, 𝑅island = 0 and the expression becomes: 
𝑅S,cell =
𝑅street𝑅alley
𝑅street + 𝑅alley
~𝑅alley 
𝑅alley is one tenth the sheet resistance of Bi2Se3 for the 100 nm gap devices, which is 150 Ω/□ 
for the 60 QL thick devices.  Below the transition, the array resistance is identically zero so the 
change in resistance is 5 × 𝑅alley which is of order 75 Ω.  Looking back at Figure 34, the 
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magnitude of the 
resistance drops is in good 
agreement with these 
estimates from the circuit 
model (see Figure 37). 
A quantitative ex-
pression for 𝑅island can be 
obtained by recognizing 
that current crosses the in-
terface into the niobium 
over a length characterized 
by the transfer length 𝜂, travels through the niobium, then exits the island just as it entered.  
Assuming that 𝜂 is small compared with 𝑤Nb, the resistance in those portions of the array, can 
be written as: 
𝑅island =
2∫ 𝑒−𝑥/𝜂𝑑𝑥
∞
0
𝑤Nb
𝑅S +
𝑤Nb − 2∫ 𝑒
−𝑥/𝜂𝑑𝑥
∞
0
𝑤Nb
𝑅Nb =
2𝜂
𝑤Nb
𝑅S +
𝑤Nb − 2𝜂
𝑤Nb
𝑅Nb 
where 𝑅Nb is the sheet resistance of the niobium is 2.4 Ω/□ above 𝑇Nb,onset and taken to be zero 
below 𝑇Nb,onset).  Putting all of it together, transport in the unit cell is described by the re-
sistance (
𝑤Nb+𝑤gap
𝑤gap
𝑅S) in parallel with the resistance (
𝑤gap+2𝜂
𝑤Nb
𝑅S +
𝑤Nb−2𝜂
𝑤Nb
𝑅Nb), yielding: 
𝑅array =
𝐿
𝑊
𝑅S ×
(𝑤Nb + 𝑤gap)(2𝜂(𝑅S − 𝑅Nb) + 𝑤gap𝑅S + 𝑤Nb𝑅Nb)
2𝑤gap𝜂(𝑅S − 𝑅Nb) + 𝑤Nb𝑤gap𝑅Nb + (𝑤Nb2 + 𝑤gap2 + 𝑤Nb𝑤gap)𝑅S
 
Figure 37:  Approximate resistance drops calculated from the equivalent 
circuit model for the 60 QL, 100 nm gap device showing.  The higher 
temperature drop is well accounted for by 𝑅Nb → 0 while the lower 
temperature transition is accounted for by 𝑅alley → 0. 
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for the sheet resistance for the full array, where 𝐿 𝑊⁄  is the aspect ratio of the device with 
𝐿=500 nm and 𝑊=100 nm.  A notable feature of this result is that, when 𝑅S and 𝑅Nb are known, 
𝑅array is only a function of the transfer length 𝜂 =
1
√𝑅S𝐺J
⁄ , where 𝐺J is the junction conduct-
ance, meaning that information about the Bi2Se3—Nb—Bi2Se3 interface can be extracted from 
the arrays’ transport results. 
Bi2Se3—Nb—Bi2Se3 junction transmission coefficient 
 The resistive transition with temperature depends upon the quality of the Bi2Se3—Nb—
Bi2Se3 interface.  The junction transmission coefficient, |𝑇|2, is a measure of the ease with 
which carriers cross from the Bi2Se3 wire into the superconducting islands (and vice-versa).  
Quantitatively, the junction conductance can be expressed in terms of the transmission coeffi-
cient as: 
𝐺J =
2𝑒2
ℎ
𝑁|𝑇|2 
where 𝑁 is the number of quantum conductance channels per unit area for the junction.  In 
other words, the junction conductance per unit area is equal to the quantum of conductance 
times the number of available channels times the probability of transmission into a channel.  If 
the junction were truly planar, counting up the number of channels would be straightforward: 
𝑁 =
1
(𝜆F 2⁄ )2
= (
2
𝜆F
)
2
 
where 𝜆F is the Fermi wavelength.  However, it is known from the AFM data that the surface of 
the Bi2Se3 films onto which the niobium is deposited is covered with screw dislocations that 
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give rise to many steps of one unit cell height.  The consequence is an increase in the effective 
interface area per unit surface area since carriers can also enter the niobium from one of these 
vertical steps (Figure 38).  When the step height 𝑐 (~1 nm for Bi2Se3) is less than 𝜆F (≳ 6 nm 
from ARPES data), the expression for the number of channels becomes: 
𝑁 = (
2
𝜆F
)
2
+
1
ℓ𝜆F
 
where 1/ℓ is the total length of step features (i.e., the perimeter of the grain steps) per unit 
area. 
 The junction conductance (𝐺J) and the sheet resistance of the Bi2Se3 wire (𝑅S) dictate 
the transfer length (𝜂 = (𝑅S𝐺J)
−1 2⁄
), which is the characteristic length along the current direc-
tion that current is transferred from the wire to the superconducting short.  In the previous sec-
tion, an expression for the array’s sheet resistance was derived that depended on the transfer 
length and the sheet resistances of the Bi2Se3 and niobium.  Now, that expression will be used 
Bi
2
Se
3
 
Nb 
𝜆F
2⁄  
a) b) 
Figure 38:  Schematics of a Bi2Se3—Nb junction illustrating current (black arrows) crossing the junction in 
quantized channels separated by 𝜆F 2⁄ .  a) A truly planar junction and b) a junction including two steps 
which increase the effective area per surface area of the junction with the additional current shown by 
the red arrows. 
66 
 
at 𝑇 = 𝑇Nb,0, where 𝑅S is known from the control devices and the sheet resistance of the nio-
bium is zero, to compute 𝜂, 𝐺J, and |𝑇|
2.  Plugging in 𝑅Nb(𝑇 = 𝑇Nb,0) = 0 into the expression 
for the array’s sheet resistance yields: 
𝑅array(𝑇 = 𝑇Nb,0) =
𝐿
𝑊
𝑅S ×
(2𝜂 + 𝑤gap)(𝑤Nb + 𝑤gap)
𝑤Nb2 + 𝑤gap2 + 𝑤Nb𝑤gap + 2𝜂𝑤gap
 
(see Figure 35 for parameter definitions), which can be rearranged to obtain an expression for 
the transfer length: 
𝜂 =
𝐿
𝑊𝑅S𝑤gap(𝑤Nb + 𝑤gap) − 𝑅array(𝑤Nb
2 + 𝑤gap
2 + 𝑤Nb𝑤gap)
2 (𝑅array𝑤gap −
𝐿
𝑊𝑅S(𝑤Nb + 𝑤gap))
 
The measured resistance versus temperature data for devices with different gap widths (𝑤gap) 
along with the sheet resistance values obtained from the control devices allow extraction of 𝜂 
and, therefore, 𝐺J and |𝑇|
2.  Table 2 contains the array characteristics for the measured devices 
along with the derived quantities 𝜂 and 𝐺J. 
Index t (QL) 𝒘 (µm) 𝒑 (µm) 𝑹S(𝑻𝑵𝒃,𝟎) (Ω/sq.) 𝑹(𝑻𝑵𝒃,𝟎) (Ω) 𝜼 (nm) 𝑮J (S/m
2) 
3248 60 1 1.3 150 240 24 12×1012 
3248 60 1 1.2 150 160 10 67×1012 
3248 60 1 1.1 150 105 21 15×1012 
3256 20 1 1.2 440 470 11 19×1012 
3256 20 1 1.1 440 410 45 1×1012 
3255 12 1 1.2 975 1080 15 5×1012 
3255 12 1 1.1 975 720 25 2×1012 
Table 2:  Array characteristics along with the measured resistance data used to compute 𝜂 and 𝐺J (the 
last two columns). 
 The transfer length was found to be on the order of 10s of nanometers in each case 
leading to junction conductance values in the range of a few 1012 to 1013 S/m2.  The variation in 
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these derived quantities, even in devices fabricated at the same time, alludes to the coarseness 
of this approximation.  That said, the results provide some understanding of the way in which 
current enters and exits the niobium islands before the influence of the proximity effect has be-
come pronounced. 
 To obtain values for the junction transmission coefficient from these junction conduct-
ances, the Fermi wavelength (𝜆F) and length of step features on the surface per unit area (1/ℓ) 
must be estimated.  From ARPES data (e.g., Figure 32), near the bottom of the conduction 
band, 𝑘F~0.07 Å
−1, which implies 𝜆F~9 nm.  Using AFM data (e.g., Figure 20), the typical step-
edge to step-edge spacing is approximately in the range 50-150 nm, which implies ℓ~(300 ±
200) μm.  Combining these estimates and using 𝐺J~10
13 S/m2, the junction transmission coef-
ficient can be computed as: 
|𝑇|2 =
ℎ
2𝑒2
𝐺J ((
2
𝜆F
)
2
+
1
ℓ𝜆F
)
−1
≈ 1 
A lot of estimates went into this calculation but it is significant that the result is of order 100 ra-
ther than orders of magnitude smaller than that, which indicates that the Bi2Se3—Nb interface 
is clean and transparent. 
Enhanced conductance in Bi2Se3 due to the superconducting proximity effect 
 The superconducting proximity effect aids resistive transport, resulting in a reduced re-
sistance and, ultimately, in phase-stiff superconductivity permeating the adjacent non-super-
conducting metal.  Josephson junction arrays are a favorite platform for studying the rich phys-
ics that result (for a review, see (Octavio, et al. 1999)).  At temperatures above the ultimate 𝑇c0, 
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where global superconductivity sets in, the contribution to enhanced conductance can be mod-
elled as a proximity effect conductance shunting the normal topological insulator resistance.  
This is similar to how the superconducting critical regime is described in the Aslamazov-Larkin 
theory of paraconductivity above 𝑇c in mean-field s-wave superconductors.  There the en-
hanced conductance is derived in the Ginsberg Landau theory.  Here we simply adopt a similar 
model in which the proximity effect adds a temperature dependent conductivity as shown in 
Figure 39.  In this section, this additional conductance will be obtained as a function of temper-
ature. 
Figure 40 shows how the resistive transition with temperature is affected by the applica-
tion of a perpendicular magnetic field of various strengths.  Below the first critical field of nio-
bium (around 0.1 T), the regions beneath the niobium islands (and the islands themselves) are 
𝐺normal(𝑇) 
𝐺P.E.(𝑇) 
𝑅(𝑇) 
Figure 39:  Circuit schematic illustrating the treatment of the supercon-
ducting proximity effect as a parallel conduction channel. 
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perfectly screened by the Meissner effect so all of the magnetic flux penetrates the Bi2Se3 in the 
“streets” and “alleys” between the islands.  The changes in the shape of the transition can 
therefore be attributed to changes in the Bi2Se3 film in the regions not screened by the niobium 
islands.  Increasing field leads to decreased slope of the lower temperature transition as coher-
ent transport in the inter-island portions of the film is quenched by the field.  Approaching 1000 
Oe from below, the transition (i.e., coherent transport in the inter-island regions) gradually dis-
appears altogether.  Therefore, the additional conductance in the streets and alleys due to the 
Figure 40:  The impact of an applied magnetic field on the two-step resistive transition.  Note that these 
data were taken with a remnant field of approximately -20 Oe so the field at the sample is the applied 
field in the legend less 20 Oe. 
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proximity effect can be quantitatively obtained by subtracting the conductance of the high-field 
data from the conductance of the zero field data. 
 The procedure used to extract the conductance enhancement due to the proximity ef-
fect was: 
1. The temperature axes for all R vs. T plots were normalized to 𝑇 𝑇Nb,onset⁄ , where 𝑇Nb,onset 
is the temperature at which the niobium islands begin to go superconducting. 
2. A cubic spline fit to the 1000 Oe R vs. T/Tc 100 nm gap data was performed across the 
domain of the zero field data for the 100, 200, and 300 nm gap devices. 
3. The additional conduct-
ance due to the proxim-
ity effect was computed 
for every record as 
𝐺PE =
1
𝑅0
−
1
𝑅1000
, where 
𝑅0 is the zero field data 
as a function of T/Tc and 
𝑅1000 is the data pro-
duced in step 2. 
The result of these calcula-
tions for the 60 QL device is 
plotted on a semi-log plot ver-
sus the reduced temperature in 
Figure 41:  The additional conductance due to the superconducting 
proximity effect in the inter-island regions of the 60 QL thick Bi2Se3 
device. 
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Figure 41.  A small increase in the inter-island conductance is observed as the niobium islands 
go superconducting, followed by an exponential, but small, increase in conductance as the 
proximity effect strengthens beneath the islands, followed by a large exponential increase in 
conductance as coherent transport in the inter-island regions sets in.  Interestingly, the expo-
nent in the temperature dependence of this large increase in conductance appears to be similar 
in both the 100 and 200 nm gap cases. 
Magnetic field dependence 
 An externally applied magnetic field introduces frustration (that is, competition be-
tween many nearly degenerate ground states) into the Josephson junction array.  Predicting the 
form of the magnetoresistance in such frustrated systems is a complex problem.  However, 
some features that arise due to vortex dynamics within the array can be understood qualita-
tively through the idea of “matching fields”.  One matching field, 𝐵1, is defined by the value of 
the applied field associated with one quantum of magnetic flux per island in the array: 
𝐵1 =
Φ0
𝑝2
 
where Φ0 is the magnetic flux quantum and 𝑝 is the pitch of the island array.  At integer multi-
ples and some rational fractions of a matching field, a vortex lattice commensurate with the is-
land lattice is stabilized, allowing the vortices to resist the action of the Lorentz force due to the 
flowing current.  Part of the measured resistance in the proximity coupled regime (i.e., below 
𝑇Nb,0) comes from dissipation of vortices that have been pushed to the edge of the wire by the 
Lorentz force, therefore the formation of a stable vortex lattice leads to lower measured re-
sistance.  At the same time, an applied field of any strength reduces the correlation length of 
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carriers in the proximity coupled Bi2Se3, which behaves like a weak type-II superconductor.  
Combining these effects, the magnetoresistance of the Josephson junction arrays is found to 
rise sharply with applied field in the proximity coupled regime with modulation due to stabiliza-
tion from vortex lattice configurations at some rational fractions of a matching field.  Figure 40 
shows the measured resistance as a function of temperature for many different applied field 
values.  The impact of the magnetic field is most pronounced on the lower temperature regions 
where the proximity effect into the Bi2Se3 has the greatest effect on transport.  At fields above 
500 Oe, the lower temperature transition does not occur at all and only the influences of the 
superconducting transition of the niobium islands and the proximity effect into the portion of 
Bi2Se3 directly below the islands, which is shielded from the field by the islands, are observed. 
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 Figure 42 shows the low-temperature magnetic field dependence of the 20QL thick film 
array with 100 nm gaps between the islands.  The matching field for this array is 17.1 Oe and 
the vertical gridlines indicate where features associated with integer multiples of the matching 
field should occur.  The longitudinal resistance of the array generally rises with applied field as 
the weak, proximity effect-induced superconductivity is disrupted.  The magnetoresistance 
structure is enhanced in higher mobility films (i.e., thicker films) and arrays with more closely 
spaced islands as illustrated by Figure 43 through Figure 49 below. 
  
Figure 42:  Magnetoresistance of the 20QL thick Bi2Se3 wire with 100 nm gaps between the 1 µm2 nio-
bium islands.  The rise in resistance with field is expected for a weak, type-II superconductor and the 
modulation is due to vortex frustration at rational fractions of the matching field of 17.1 Oe. 
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Figure 43:  Magnetoresistance of the 60QL Bi2Se3 Josephson junction array device tiled with 1 µm2 nio-
bium islands separated by 300 nm gaps at 1.8K.  The ticks correspond to matching fields (n×12.2 Oe). 
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Figure 44:  Magnetoresistance of the 60QL Bi2Se3 Josephson junction array device tiled with 1 µm2 nio-
bium islands separated by 200 nm gaps at 1.8K.  The ticks correspond to matching fields (n×14.4 Oe). 
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Figure 45:  Magnetoresistance of the 60QL Bi2Se3 Josephson junction array device tiled with 1 µm2 nio-
bium islands separated by 100 nm gaps at 1.7K.  The ticks correspond to matching fields (n×17.1 Oe). 
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Figure 46:  Magnetoresistance of the 20QL Bi2Se3 Josephson junction array device tiled with 1 µm2 nio-
bium islands separated by 200 nm gaps at 1.8K.  The ticks correspond to matching fields (n×14.4 Oe). 
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Figure 47:  Magnetoresistance of the 20QL Bi2Se3 Josephson junction array device tiled with 1 µm2 nio-
bium islands separated by 100 nm gaps at 1.8K.  The ticks correspond to matching fields (n×17.1 Oe). 
79 
 
Figure 48:  Magnetoresistance of the 12QL Bi2Se3 Josephson junction array device tiled with 1 µm2 nio-
bium islands separated by 200 nm gaps at 1.8K.  The ticks correspond to matching fields (n×14.4 Oe). 
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Figure 49:  Magnetoresistance of the 12QL Bi2Se3 Josephson junction array device tiled with 1 µm2 nio-
bium islands separated by 100 nm gaps at 1.8K.  The ticks correspond to matching fields (n×17.1 Oe). 
81 
 
 While magnetoresistance data for junctions of the type present in these devices (high-
resistance, topological surface state present) is not available in literature for comparison, the 
results share many features characteristic of similar arrays.  Figure 50 shows magnetoresistance 
data from the literature taken on tunnel junction arrays and S-N-S junction arrays.  Both results 
share features with the magnetoresistance data obtained for this work including pronounced 
resistance drops at integer values of frustration (i.e., matching field) as well as some rational 
fractions of a matching field. 
 Attributing features in the magnetoresistance to a physical origin is a difficult task.  It is 
possible that some features present in the magnetoresistance data presented here would be 
absent without the presense of the topological surface state.  Figure 50 shows that the 
structure becomes richer and better defined at lower temperature.  The next step would be to 
work with theorists to develop a model for the magnetoresistance at low temperature to 
identify characteristics that are a consequence of the topological nature of Bi2Se3.  Also useful 
a) b) 
Figure 50:  Resistance versus frustration data from junction arrays of different types taken from 
the literature (frustration≡ 𝐵 𝐵1⁄ ).  a)  Josephson (tunnel) junction array data (Chen, et al. 1996) 
and b) S-N-S junction array data from the Mason group (Eley 2012). 
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would be clean data of the same type taken on a trivial metal for the purposes of background 
subtraction. 
Conclusions and future work 
Summary of original work 
 Broadly, this work can be separated into two parts:  1) Growth and characterization of 
Bi2Se3 by MBE and 2) Transport measurements on Nb-Bi2Se3-Nb junction arrays.  The aim of the 
first part was to study the impact of growth parameter choices on the material properties of 
Bi2Se3 films with the goal of increasing the role of the topological surface state in transport.  
The motivation for the second part was to investigate whether the predicted alteration to the 
current-phase relation of the junctions due to the topological surface state might lead to a 
measurable impact on the transport characteristics of the array.  What follows are itemized lists 
of the original contributions to the field, separated into these two parts: 
1. Growth and characterization of Bi2Se3 by MBE 
 Increasing the reactivity of the selenium ad-atoms by thermal cracking leads to a 
reduction in the number of carriers in the resulting Bi2Se3 films. 
 Increasing the reactivity of the selenium allows growth at much higher tempera-
tures than previously reported in literature. 
 An AlOx cap can be used to reduce selenium vacancies, leading to fewer carriers 
and higher mobilities. 
 The substrate temperature during growth tunes the surface roughness and 
screw dislocation density on the surface of the film. 
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2. Transport in on Nb-Bi2Se3-Nb junction arrays 
 Fully-coherent transport in Bi2Se3 due to the superconducting proximity effect 
can be induced by an array of closely spaced (100 nm gap), 1 µm2 Nb islands. 
 The additional conductance due to the proximity effect in the inter-island por-
tions of the Bi2Se3 shows a universal exponential behavior with temperature. 
 The observed structure in the magnetoresistance of the arrays proves that vorti-
ces can be stabilized in the proximity coupled Bi2Se3 itself. 
Future directions 
 As the material quality of Bi2Se3 continues to improve, devices of this type may serve as 
an effective testing platform for physics involving Majorana bound states at the cores of vorti-
ces that form in the proximity coupled portions of the wire.  This platform could be further 
tweaked by varying the sizes and shapes of the niobium islands.  Future devices might also lev-
erage the effect of band bending at the Bi2Se3—substrate and Bi2Se3—air interfaces to position 
the chemical potential to maximize the contribution to transport from topologically non-trivial 
bands.  The results of this work also suggest that higher temperature growths accompanied by 
an aluminum oxide passivating cap might favorably impact the mobility and sheet carrier den-
sity of the Bi2Se3 leading to a larger signature in transport arising from the superconducting 
proximity effect. 
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