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Abstract—Realistic music generation has always remained as
a challenging problem as it may lack structure or rationality. In
this work, we propose a deep learning based music generation
method in order to produce old style music particularly JAZZ
with rehashed melodic structures utilizing a Bi-directional Long
Short Term Memory (Bi-LSTM) Neural Network with Attention.
Owing to the success in modelling long-term temporal dependen-
cies in sequential data and its success in case of videos, Bi-LSTMs
with attention serve as the natural choice and early utilization in
music generation. We validate in our experiments that Bi-LSTMs
with attention are able to preserve the richness and technical
nuances of the music performed.
Index Terms—Recurrent Neural Network (RNN), Long Short
Term Memory (LSTM), Attention,Bidirectional LSTM, MIDI
Format
I. INTRODUCTION
Artistic skills made musicians use different modern com-
puter tools to make their music more better and versatile. They
can thus create a variety of expressive styles that are appealing.
For some imaginative purposes, gifted artists utilize conven-
tional media or current PC apparatuses to make an assortment
of expressive styles that are exceptionally engaging yet issue
happens when they arrive at the bottleneck of making it more
realistic. Fine subtleties is especially significant ingredient of
music age. Tuning in to fascinating music and if there is some
approach to produce music naturally, especially good quality
music at that point, it’s a major jump in the realm of music
industry.
Fortunately enough, neural networks applied to music had
an alternate confidence during the AI winter in 1970s. During
the period from 1988 to 2009, a significant progression led
to the traction in this field. It was pioneered by the work of
Lewis and Todd [1], [2] in the 80s to the work of Eck and
Schmidhuber [3] where we have traced a long way. Their work
first utilized LSTMs in music generation. In [4], authors stated
that LSTMs are able to capture the medium-scale melodic
structure in music pretty well. When trained on sufficient audio
data, they are also able to generate novel melodies. Due to the
recent success in speech synthesis models, particularly with
WaveNet [5] raw audio files are increasingly used in music
generation.
In this work, we utilize attention based bidirectional LSTM
networks to produce old style Jazz music with rehashed
melodic structures.The input to the network is the raw audio
file in MIDI format. It is preprocessed and converted into
the musical notes. This is then fed to a 512 layered Bi-
LSTM network with attention which is again followed by an
Fig. 1. Sheet Music of the song: ”The Last Farewell” by Roger Whittaker.
Fig. 2. Musical Notes (Extracted from MIDI file) of the song: ”The Last
Farewell”.
LSTM layer and flattened to generate the consecutive musical
notes. This can be appended to the original MIDI file. Fig.
1 shows the music sheet of the song “The Last Farewell” in
MIDI format. Fig. 2 gives a list of musical notes in ASCII
characters of the corresponding music file. Table I shows the
batch construction for the used dataset.
II. BACKGROUND AND RELATED WORK
The pioneering work on profound learning based music is
done by Chen et al [6], where the authors produce a music with
just a single tune. The authors perform preprocessing steps in
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TABLE I
BATCH CONSTRUCTION FOR THE JAZZ ML READY MIDI DATASET:
BATCH SIZE 64 CHARACTERS
Batch-1 Batch-2 ... Batch-150 Batch-151
0 0...63 64...127 ... 9536...9599 9600...9663
1 9701...9764 9765...9829 ... 19237...19300 19301...19364
.
.
.
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
14 135814135877 135878135941 ... 145350145413 145414145477
15 145515145578 145579145642 ... 155051155114 155115155178
. ... ... ... ... ...
the data such as they removed speckled notes, rests, and off-
tune harmonies. They addressed one of the principle issues
which is the absence of structure in the generated music with
machine learning based methods. In order to circumvent this
issue, the two possible solutions are as follows: 1. to construct
music with melodic beat, increasingly complex structure, and
using a wide range of notes counting specked notes, longer
harmonies and rests. or 2. to construct a model equipped for
adapting to long- term dependency structure and having the
capacity to assemble new tune.
Liu et al [7] also address a similar issue. They suggested
that the music generated by their approach didn’t appropriately
recognize the song and different fragments of the piece and
thus not able to capture the entire essence that most of
the old style music pieces have. Eck et al. [8] utilized two
distinctive LSTM based networks i) to learn harmony structure
and nearby note structure, ii) to realize longer dependency
conditions so as to attempt to become familiar with a song
and hold it all through the piece. This enabled the authors to
generate music that never deviates a long way from the first
harmony progression song. However, this method could just
handle limited number of harmonies and cannot make a pro-
gressively assorted blend of notes. Boulanger-Lewandowski
et al. [9] attempted to manage the test of learning complex
polyphonic structure in music. They utilized a Recurrent
Temporal Restricted Boltzmann machine (RTRBM) so as to
demonstrate unconstrained polyphonic music. Utilizing the
RTRBM modelling enabled them to speak to a confounded
dispersion over each time step as opposed to a solitary token as
in most character language models. This model is also able to
handle the issue of polyphony in the music generated. Drewes
et al. [10] proposed a strategy to utilize algebra to create music
in a linguistic way with the help of tree-based models. Markov
chains [11] and Markov hidden units can also be utilized to
devise a numerical model to produce music.
After the leap forward in AI, numerous new models and
techniques were proposed in the field of music age. Depiction
of different AI empowered procedures can be found in [9],
[12], [13] including a probabilistic model utilizing RNNs,
Anticipation RNN and Recursive Artificial Neural Networks
(RANN), an adaptation of artificial neural networks [14] for
creating the consequent notes, resulting note duration and
rhythm. Generative Adversarial Networks (GANs) [15] are
also effectively utilized in generating melodic notes where the
model consists of two networks, generator that is responsible
for generating random information and discriminator that is
responsible for assessing created arbitrary information for
realness against the original data. MuseGAN [16] is a gen-
erative adversarial network that creates representative multi-
track music. Next, in the subsequent sections we provide the
background on different components relevant to this work.
A. RNN
Recurrent Neural Networks (RNNs) include intermittent
associations inside the hidden layers between past and current
states in the NN. This capacity of memory storage makes it
extremely helpful in applications such as discourse handling
and music composition. The primary issue with a standard
RNN is that it stores the data of just the previously attended
state; this implies the setting expands just a single strand back.
This isn’t extremely helpful in music composition where the
start of the tune may be quite significant than in the center
and the end too.
B. LSTM
Long Short Term Memory networks generally called
”LSTMs” are an extraordinary sort of RNN, equipped for
adapting long term conditions. They were presented by
Hochreiter and Schmidhuber, and were refined and promoted
by numerous individuals. They work colossally well on a huge
assortment of issues, and are currently broadly utilized.
All intermittent neural networks have the type of a chain
of rehashing modules of neural networks. In standard RNNs,
this rehashing module will have an extremely basic structure,
for example, a solitary tanh layer.
Regularly used architecture of LSTM units have a cell and
three regulators. Cell is the memory part of the LSTM unit.
Regulators comprises of input, output and forget gate. The
dependencies between the subsequent input notes is taken
care by the cell. The sigmoid layer (activation function of
LSTM) yields numbers somewhere in the range of zero and
one, depicting the amount of every part ought to be let through.
An estimation of zero signifies ”let nothing through,” while an
estimation of one signifies ”let everything through”.
C. Attention based LSTM
Attention is a later advancement that really takes care of our
center issue. This enables to take care of specific segments of
the contribution at some random moment and utilize those
segments to help produce portions of the yield as opposed to
simply the last output of the LSTM layer.
ci =
n∑
j=1
αijhj (1)
where αij are weights that define the consideration of hidden
states in each output. ci is the context vector for output yi
which is the sum of hidden states of input sequence. hj is the
encoder network’s hidden state.
αij = align(yi, xj) (2)
Here αij tells how well subsequent notes yi and xj are
aligned.
αij =
exp(score(si−1, hj)))∑n
j′=1 exp(scoresi−1, h
′
j))
(3)
The αij gives the softmax of predefined alignment score.
score(si, hj) = va
T tanh(Wa[si, hj ]) (4)
where va andWa are weight matrices that are learned in the
alignment model. si is the decoder network’s hidden states.
D. Bidirectional LSTM
Bidirectional LSTMs are an expansion of conventional
LSTMs that can improve model execution on arrangement
order issues. In issues where all timesteps of the information
arrangement are accessible, Bidirectional LSTMs train two
rather than one LSTM on the information grouping.
E. MIDI
The Musical Instrument Digital Interface format (MIDI or
.mid) is used to store message rules which contain note pitches,
their volume, speed, start and end timestamp, phrases and
so forth. It doesn’t store songs like sound formats, however
it stores data that is equipped for producing future melodic
notes. These rules can be deciphered by a sound card which
uses a wavetable (table of recorded sound waves) to make
an understanding of the MIDI messages into genuine stable
information. It very well may be deciphered by midi player
studio, for example, Fruity Loops (FL) Studio or standard
sequencers like Synthesia. Musical notation software like
MuseScore or Finale can make a translation of midi into
editable sheet music; this empowers customers to make music
in regular music documentation on their PCs and they may
listen to it by MIDI players.
III. PROPOSED METHODOLOGY
Fig. 3 outlines the proposed architecture for music genera-
tion.
A. Preprocessing
To prepare the model, the MIDI records should have to
be changed over into a structure that can be encoded as
numeric information to feed the Bidirectional LSTM network.
We have utilized a software package Music21 to preprocess
the data. We included the rests and duration (Rhythm) as
opposed to just having notes and chords. We utilized the
Music21 library to take our MIDI records and convert them
into a stream object which consists of rhythms, various voices,
and notes/harmony/rest objects, with a related instrument and
time duration. It parses all the MIDI files and annexed each
note/harmony/rest-duration combination to a vector represen-
tation which is subdivided into 100-dimensional note samples.
Those subdivided samples are then fed into the Bidirectional
LSTM for training in order to generate the consecutive notes.
The data consists of two parts: i) Notes and ii) Chords. Pitch,
octave, and offset of the Note are also covered as note objects.
TABLE II
PERFORMANCE ANALYSIS ON MUSIC GENERATION.
Methods CategoricalCross Entropy Loss RMSE MSE
MidiNet [17] 0.1203 0.7112 0.5058
Adrien Ycart and E. Benetos [18] 0.2317 0.9904 0.9808
LSTM 0.5097 1.0919 1.1924
LSTM +
Attention 0.2286 0.8924 0.7864
Bi-LSTM + Attention + LSTM 0.1069 0.6694 0.4481
Pitch refers to the recurrence of the sound, or how high or low
it is and is indicated with the letters [A, B, C, D, E, F, G], with
A being the most elevated and G being the least. Octave refers
to the set of pitches one may use on a piano. Offset refers
to where the note is situated in the musical piece. Similarly,
Chord objects are basically a placeholder for a lot of notes that
are played simultaneously. Intuitively, we may observe that to
generate music precisely our neural network should have the
option to anticipate the upcoming note or harmony. Bi-LSTMs
networks can mimic that properly. In our experimentation,
the training set comprises of various notes and harmonies.
The notes generally have shifting interims between them. We
can have numerous notes with hardly a pause in between and
afterward followed by a rest period where no note is played
for a brief timeframe.
B. Music Generation using Attention based LSTM
To achieve our objective of generating old style music with
rehashed melodic structure, we have utilized Bi-LSTM net-
work with attention layer. We have utilized 1x100 dimensional
input notes sample size into a Bidirectional LSTM with 512
cells, followed by an attention layer, subsequent LSTM layer
with 512 nodes. Finally we have a 3400 node Dense layer
with softmax predictions, 3400 denotes the number of possible
unique note/chord/rest-duration combinations in the input data.
We have utilized dropout to reduce over-fitting issues. Further,
we utilized categorical cross entropy loss and rmsprop as the
optimizer function. The second LSTM enables further learning
these interdependencies between the notes and harmonies.
IV. EXPERIMENTATION AND RESULTS
A. Dataset Discription
We used Jazz ML ready MIDI dataset1 to train our model.
The dataset comprises of 818 diverse Jazz music melodies.
There are 804 distinct notes which are annexed in a unique
way i.e. each distinct character which is represented in ASCII
is mapped to unique numerical value. The dataset comprises
of:
• The list of notes extracted from the midi file,
• Number of notes and
• List of unique notes for each midi file.
B. Experimentation Results
The output generated file is compared with the original file
to find out the deviations from the input sequence. As seen
1https://www.kaggle.com/saikayala/jazz-ml-ready-midi
Fig. 3. Architecture diagram
Fig. 4. Graph: Categorical Cross Entropy Loss
in Table II, the cross entropy loss and errors (Root mean
square error (RMSE) and mean square error (MSE)) between
the subsequent notes is compared for three variants: LSTM,
LSTM with Attention, Bidirectional-LSTM with Attention and
LSTM. LSTM performs the least than other two as it gives
high error rates in all the three error functions. In order to
improve the learning capability, attention layer is added to the
LSTM and it is found that it perfoms better than vanilla LSTM
network. Finally, we observe that in all cases Bidirectional-
LSTM with Attention and followed by stacked LSTM gives
the best results. Fig. 4 shows the categorical cross entropy loss
for the three variants of LSTMs considered in this work. The
learning curves are plotted in Fig. 5.
C. Comparison with related works
In [18], the author discusses about polyphonic midi se-
quences using LSTM networks. On comparing with the LSTM
and LSTM+Attention it showed better results, but it showed a
relatively high error rate when compared with Bi-directional
LSTM with Attention and LSTM. Because music is all about
leraning the patterns and inorder to recreate it we needed a
model to understand these patterns and to be able generate
subsequent notes to make a pleasant tune.Hence, attention
plays a key role in our model. In [17], the error rate is relatively
lower than [18] and when compared with Bidirectional LSTM
with Attention and LSTM the error rates are almost similar.
The differentiating factor between these two is how well the
generated notes match with original one.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we presented bidirectional LSTM with Atten-
tion and LSTM with the objective of producing music that is
coherent and good to hear. Our proposed model improved the
structure of the generated music by understanding the patterns
(a)                                             (b)                                           (c) 
(d)                                             (e)                                           (f) 
Fig. 5. Performance Evaluation Graph: (a)-(c) shows Mean Square Error for LSTM, LSTM+attention and Bi-LSTM+attention respectively. (d)-(f) shows Root
Mean Square Error for LSTM, LSTM+attention and Bi-LSTM+attention respectively.
in it and training them until a better accuracy and minimal
error rates is achieved. Given the ongoing trends in AI in
music industry, we envisage that the current work presents
progressively complex models and information portrayals that
successfully captures the fundamental melodic structure.
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