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Abstract-Consider a three-point difference scheme 
-h-‘Ac2)yn + qn(h)yn = h(h), n E z = {0,&l, f2,. .}, (1) 
where h E (O,he], ho is a given positive number, A@)y, = l/n+l -2y, +Y,,-~, f(h) = {f,,(h)}nE~ E 
Lm(h)> -b@) = {f(h) : iif(h)iiL,(h) < m), IlfWllL.,(h, = suP,Ez Ifn@)l. 
We sssume a unique a priori requirement 0 < q,(h) < 00 for any n E Z and h E (0, ho]. The 
main results are a criterion of stability and absolute stability of the difference scheme (1) in the 
space L-(h). @ 2003 Elsevier Science Ltd. All rights reserved. 
Keywords- Three-point difference scheme, Stability, Absolute stability. 
1. INTRODUCTION 
In this paper, we consider the difference equation 
-~J-~A(~)Y, + a@)~, = h(h), n E 2 = (0, fl, f2,. . . }, (1.1) 
where here and in the sequel h E (0, ho], ho is a given positive number, Ac2)y,, = yn+l - 2y, + 
?ln-1, f(h) = G(h)) 7tE.z E L(h), L&) = {f(h) : Ilf@)llL,(h, < CQl, Ilf(~)llL,(h) = 
SUP,~Z Ifn(h)l, and 
0 I %x(h) < 00, for any n E 2 and any h E (0, ho]. (14 
Our general goal is to study requirements, under which main a priori properties of the solutions 
of (1.1) do not depend on h. To be more precise, we obtain necessary and sufficient conditions 
in order for the following assertions (I) and (II) to hold together: 
(I) for any sequence f(h) E L,(h) equation (1.1) has a unique solution y(h) = {yn(h)},Ez E 
Loo(h); 
(II) there is an absolute positive constant c such that for any sequence f(h) E L,(h) the 
solution y(h) E L,(h) of equation (1.1) satisfies the inequality 
IWNL,(q I c llf@k,(h), for any h E (0, ho]. (1.3) 
0898-1221/03/t - see front matter @ 2003 Elsevier Science Ltd. All rights reserved. Typ=et by -%&‘J$F 
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The problem discussed above can be considered from two points of view. The first point 
of view is determined by the general theory of linear equations and can be expressed in that 
requirements (I) and (II) are conditions for correct solvability of equation (1.1) in the space 
L,(h) (see [l, Chapter III, Section 6.2; 2, Section 11). The second, more particular point of 
view implies that equation (1.1) can be also regarded as a three-point difference scheme [3, 
Chapter III, Section 1.31. In terms of the theory of difference schemes, validity of (I) and (II) 
means that the difference scheme (1.1) is stable in the space L,(h) [4, Chapter 5, Section 121, 
and therefore, our basic result-a criterion of correct solvability of equation (1.1) in the space 
L,(h) (see Section 3)-is also a criterion of stability for the difference scheme (1.1) in the same 
space L,(h). Note that the possibility of such a ‘double’ interpretation of the equation (difference 
scheme) (1.1) is used in the sequel. In particular, it is known that difference schemes which are 
stable are especially valuable for applications (see, for example, [5, Chapter III, Section 13.2; 6, 
Chapter III, Section 51). For such schemes we suggest the following intrinsic classification. 
DEFINITION 1.1. We say that the stable difference scheme in &(h) is absolutely stable if for 
this scheme together with Assertions (I) and (II), one would have also 
(III) for any sequence f(h) E L,(h), the solution y(h) E L,(h) of (1.1) would satisfy the 
following condition: 
lim yn(h) = 0, 
bl+~ 
for any h E (0, ho]. (1.4 
Thus, if the stability of difference scheme (1.1) in the space L,(h) is equivalent to the correct 
solvability of equation (1 .l) in L,(h), then the absolute stability of this scheme in L,(h) is 
equivalent to the correct solvability (in the same space) of the Dirichlet boundary value prob- 
lem (1.5),(1.6) 
-h-2A(2)~n + qn(h)yn = f,(h), 72 E 2, Lf*(h))& E JL(h), (1.5) 
,p& Y,(h) = 0, for any h E (0, ho]. (1.6) 
Note in addition that among stable difference schemes (l.l), absolute stable schemes make up 
a proper subset only in the space Lm(h): all difference schemes (1.1) stable in L,(R), p 6 [l, oo), 
are absolutely stable. Indeed, for p E [l, oo) the space L,(h) is defined as follows [7]: 
L,(h) = {f(h) : Ilfv9llL,(h, < 001, Ilfv4IIPL,(h) = c Ifn(h)lPh. (1.7) 
nEZ 
Therefore, if equation (1.1) is correctly solvable in L,(h), p E [l, oo), then for any right-hand 
side f(h) E L,(h) equation (1.1) h as a unique solution y(h) E L,(h). Then (1.4) follows from the 
convergence of the series 
IlYv4ll~,(h, = c lYn(h)lPh. 
nEZ 
Thus, the problem on absolute stability of difference scheme (1.1) in spaces L,(h), p E [l, oo) 
makes sense only for p = 00, that is, in the case we study in the present paper. Note also that 
we obtain some statements on the stability of difference scheme (1.1) in L,(h) which supplement 
a basic result of [S]. 
2. PRELIMINARIES 
Throughout the sequel of the paper, we denote by c absolute positive constants whose values 
are not essential for exposition and which may differ even within a single chain of calculations, 
and h is an arbitrary number from segment (0, ho]. In the sequel requirement, (1.2) is assumed 
to be satisfied. 
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LEMMA 2.1. (See [7j.) Supp ose that the following condition holds: 
kc-m 
F qk(h) >0, 
k=n 
for any n E 2. (2.1) 
Then there exists a fundamental system of solutions (FSS) {u(h), v(h)} = {un(h), ~~(h)},~z of 
equation (2.2) 
Ic~A(~)z, = qn(h)zn, n E Z, (2.2) 
such that u(h), v(h) satisfy the relations 
’ 0 i %+1(h) I G(h), %+1(h) 2 G(h) > 0, for any n E 2, 
(2.3) 
lim un(h) = lim vn(h) = w. n-+--M n-c43 
Throughout the rest of this section, we assume that (2.1) holds. Let us introduce the difference 
Green function corresponding to (1.1) 
G,,(h) = 
un(h)vm(h), n 2 m, 
um(h)vn(h), n L m, 
n,m E 2. (2.4) 
THEOREM 2.1. (See (71.) Let p,(h) .= un(h)vn(h), n E 2. For all h E (0, ho] the Green 
function Gn,m(h) for n # m admits a representation of Davies-Harrell type [7,9] 
G,m(h) = I 
Let us introduce auxiliary sequences {&(h)},,z and {d,(h)},Ez, 
e*(h) = 
L(h) = 
0, if qn(h)h2 2 1, 
{ 
n+j 
ITIT& j :j c qk(h)h2 L 1 , if qk(h)h2 < 1, 
k=n-j 
h 
1+ qn(h)h2’ 
if e,(h) = 0, 
en(h)h, if l,(h) # 0. 
(2.5) 
(2.6) 
(2.7) 
The sequences {e,(h)},Ez ad {&(h)},~z were first introduced in [lo] and were used in [8,11]. 
Various properties of FSS {u(h), v(h)} and Green function Gn,m(h) can be expressed in terms 
of l,(h) and d,(h). 
LEMMA 2.2. (See [8j.) For any n E Z one has inequalities 
c-1 < Zlk(h) ‘1Lko < c, cl(h) - vn(h)’ un(h) - iflk-nl< 2 . [ 1 (2.8) 
THEOREM 2.2. (See (111.) For any n E Z one has inequalities 
8-‘&(h) 5 p,(h) = un(h)vn(h) 5 16&(h). (2.9) 
Throughout the sequel, we denote Z’ = Z \ 0 = {fl, k2,. . . }, [m,p] = {m, m + 1,. . . ,p} for 
m<p, b,pl={m)f or m = p and m,p E Z. The sets [m,p], m 5 p will be called segments. 
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DEFINITION 2.1. (See [8j.) Let n E 2 be given. A system of segments 
A, = [&,A:], A, 5 A:, A; and AZ E 2, s E 2’ 
is called a Z(n)-covering of Z if the following conditions hold: 
(1) A, n A,, = 0 for s # s’; 
(4 U;:-, As = (. . .,n-2,n-11, U~z”=lA, = [n+l,n+2 ,... ). 
REMARK. The segments of Z(n)-covering do not contain the point n. 
LEMMA 2.3. (See [8].) F or every n E Z there exists a sequence {k,},czt such that one can form 
a Z(n)-covering of 2 from segments {A,, AL}sez where 
(1) A, = 6: = [ks, k,] = {ks}, if&,(h) E (0, 1); 
(2) d, = [a - [2-l&(h)] + 1, k, + [2-‘&(h)]], if &(h) 2 2; Al, = [k - [2-‘&(h)], 
k, .+ [2-‘-&((h)]], if&,(h) 2 2. 
LEMMA 2.4. (See 181.) Let the segments {a,},,~ form a Z(n)-covering of Z (from Lemma 2.3). 
Then for every s E 2’ one has 
T,(h)Ef n (I++&-&) yf-‘, 
kEA. 
yl=$. (2.10) 
LEMMA 2.5. (See 171.) Let f(h)= {frr(h)}nE~ be a sequence such that the series (2.11) 
y,(h) kf (GfMh) efc G,m(h)fm(h)h (2.11) 
mEZ 
absolutely converges for any n E 2. Then the sequence y(h) = (Gf)(h) Ef {(Gf),(h)}nEz is a 
solution to (1.1). 
LEMMA 2.6. (See [8].) Let 
H= SUP SUP c G,m(h)h, 
hE(O,hol MZ mEz 
A = sup sup&(h). 
hE(O,ho] 7Gz 
(2.12) 
(2.13) 
Then one has the inequality 
H < cA(A + ho). (2.14) 
DEFINITION 2.2. (See 171.) We say that the inversion problem for (1.1) is regular in L,(h) if 
Assertions (I’) and (II’) hold together 
(I’) for a given p E [l,oo) for any f(h) = {fn(h)}nCz E L,(h) (see (1.7)) regardless of 
h E (0, ho], (1.1) h as a unique solution y(h) = {am} n~z E L,(h) and y,(h) = (Gf)n(h), 
n E Z (see (2.11)); 
(II’) for any f(h) = {h(h)) Ned E L,(h), p E [l, 00) the solution y(h) E L,(h) of (1.1) satisfies 
the inequality 
lIY(hk,(h) I4lf(~NL,(h,~ h E (0, hoI, (2.15) 
where c E (0, oo) is an absolute constant. 
THEOREM 2.3. (See [8,11].) Supp ose that condition (2.1) holds and p E [l, co). The inversion 
problem in LP( h) for equation (1 .l) is regular if and only if A < 00 (see (2.13)). 
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3. STATEMENT OF RESULTS 
In this section, we present the main results of the paper (see Theorems 3.1 and 3.2). Throughout 
the sequel, we assume that (1.2) holds. Any of these equivalent assertions contains a criterion of 
stability of difference scheme (1.1) in the space L,(h). Notice that Theorem 3.1 is designated for 
analyzing general properties of solutions of equation (1.1) (see, for example, the proof of Theorem 
3.4 in Section 6), and Theorem 3.2 is more convenient for checking stability in L,(h) of concrete 
difference schemes (see examples in Section 7). 
THEOREM 3.1. Difference scheme (1.1) is stable in L,(h) if and only if condition (2.1) and the 
inequality A < 0;) hold together (see (2.132). 
THEOREM 3.2. Difference scheme (1.1) is stable in L,(h) if and only if there is an absolute 
constant c E (0, oo) such that S > 0, where 
n+ko 
5’ = h&$,1 t:& c dhh 
k=n-ko 
k. = [ch-‘1 . (3.1) 
COROLLARY 3.2.1. Let difference scheme (1.1) be stable in L,(h). Then for any sequence 
f(h) E L,(h) series (2.11) absolutely converges for every n E 2. In addition, the sequence 
y(h) = Mh)lna from (2.11) belongs to L,(h) and is a solution to (1.1). 
COROLLARY 3.2.2. Suppose that the foJJowing condition holds: 
Qo > 0, qo dgf inf inf qn(h). hE(O,ho] nez (3.2) 
Then the difference scheme (1.1) is stable in L,(h). 
COROLLARY 3.2.3. Suppose that for every h E (0, ho] at least one of the following equalities 
holds: 
lim qn(h) = 0, n-+-co 
lim qn(h) = 0. 
n+co (3.3) 
Then the difference scheme (1 .l) is nonstable in L,(h). 
The following assertion is a consequence of Theorems 3.1 and 3.2, and it is a useful supplement 
to results of [8]. 
THEOREM 3.3. Suppose that condition (2.1) is satisfied. For p E [l, oo) the inversion problem 
for (1 .l) is regular in L,(h) if and only if there is an absolute constant c E (0, oo) such that S > 0 
(see (3.1)). 
The proof of Theorem 3.3 is given in Section 5. 
THEOREM 3.4. Suppose that difference scheme (1 .l) is stable in L,(h). Then this scheme is 
absolutely stable if and only if any of the following equivalent conditions holds: 
for any h E (0, ho], 
for any h E (0, ho]. 
(3.4) 
(3.5) 
Examples of application of Theorems 3.1, 3.2, and 3.4 are given in Section 7. 
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4. PROOF OF THE FIRST CRITERION OF STABILITY 
In this section, we present the proof of Theorem 3.1. 
PROOF OF THEOREM 3.1. NECESSITY. Suppose that difference scheme (3.1) is stable in L,(h). 
Let us show that inequalities (2.1) hold. Assume the contrary: there exist no 2 0 and hi E (0, ho] 
such that 
2 qlc(hl) = 0. (4.1) 
k=no 
Then (1.2) implies qk(hl) = 0 for k 2 no. Without loss of generality we can assume no = 0. 
Let .fo(h) = Lf~(h))na where f:(h) E 1 for all n E 2 and h E (0, ho]. Since fo(h) E L,(h), 
according to (I) ( see Section 1) there is a solution y(h) = {~~(h)}~e~ E L,(h) of equation (1.1) 
with fn(h) = f:“(h), n E 2. Hence, for n 2 0 and h = hl we have 
-A(2)Yn(hl) = h:, n > 0. (4.2) 
Let us add the equalities (4.2) written for n = 1,2,. . . , k. We obtain 
Yk+l - yk = y1 -yo - kh;, k=1,2,.... (4.3) 
Similarly, we can add the equalities (4.3) written for k = 1,2,. . . , m and get 
Ym+l - Yl = m(y1 - yo) - 
m(m + 1) /p 2 1, m=l,2,.... 
From (4.4) and (1.3) we get (4.5), 
2 < lYm+l - YlI + 
2 - m(m+l) 
IYl - Yol < IYmflI + 2IYll + Iyol 
mfl - m+l 
< w”)(h)llL,(h) 4c =-, - 
m+l mtl 
(4.4) 
(4.5) 
In (4.5), let us take the limit as m --+ oo; we get hl = 0, a contradiction. Hence, inequalities 
(2.1) hold. Let us now verify that A < 0;) (see (2.13)). First, note that from inequalities (2.1) it 
follows that the sequence {l,(h)} Ned (and hence, also the sequence {d,(h)}nEz) is well defined 
(see (2.6) and (2.7)). L e us now fix a natural number &@a >> 1). There are two possibilities: t 
(1) l,(h) < f?c for all n E 2 and all h E (0, ho]; 
(2) there exist n E 2 and hl E (0, ho] such that l,(hl) > to. 
In the first case the inequality A < cc holds. Indeed, if &e,(h) = 0, then (see (2.6),(2.7)) 
&(h) = ’ 
h 
1 + qn(h)h2 ’ !i < ho’ 
If C,(h) # 0, then d,(h) = l(h)h 5 eoh 5 loho. Hence, A 5 loho < 00 as required. 
Let us now consider the second case. Let en(h) > lo for n = ni and h = hl. Set f(“l)(h) = 
Cfit”“(h))ncz, 
1 
1, if In--l1 I -&,(hl) , 
f?“(h) = 1 1 2 
0, if In - 7211 > f &,(hl) , 1 1 
h E (0, ho]. (4.6) 
Cle&, Ilf(“l)(h)ll~_(q = 1. Let us construct a solution Y(“l)(h) = {Y,(nl)(h)},EZ E L,(h) 
of equation (1.1) with fn(h) = f?“(h), n E 2. 
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Denote 
y?“(h) = c G,m(h>f$“(h)h, n E 2, h E (0, ho] (4.7) 
lnEZ 
(see (2.11)). Since I,,(hr) < co, according to (4.6) the sum (4.7) contains a finite number of 
terms for every n E 2, and therefore, the series (4.7) absolutely converges for all n E 2 and 
h E (O,hc]. Then by Lemma 2.5 the sequence y(“l)(h) = {y?l)(h)}nE~ is a solution of the 
nonhomogeneous equation (1.1) with fn(h) = f?‘)(h), n E Z. Hence, the solution Y(nl)(h) can 
be written as follows: 
Y;“‘)(h) = yp(h) + Cl(h)%(h) + Q(h)?&(h), n E z, h E (O,ho]. (4.8) 
In (4.Q {dh), ~(h)b is a FSS from Lemma 2.1, and cr(h),cz(h) are constants indepen- 
dent of n. Our next goal is to show that cr(hr) = cz(hr) = 0. Consider the solution ycnl)(h) 
for h = hr in more detail. Let n 2 nr + [(l/2) e,, (hr)]. Then from (4.6) and (4.7) we get 
Y?“(hl) = %(h) 5 Zlk(hl)p)(hl)hl+ wn(hl) 2 uk(hl)fp(hl)hl 
k=-co k=n+l 
n1+[W) b, w] 
= ‘Lln(h) 
c 
~k(h)f~‘)(h)h 
k=nl-[W’L,(h)] 
~l+[wL,(~l)] 
= &a(h) c uk(h)hl 
k=m-[(W)Ll(hl)] 
(4.9) 
5 u”(hl)%l+[(l,2)e,,(hlpl) (2 [;&#l)] +I) hl. 
Since &,(hl) > ee B 1, from (2.6) and (2.7) it follows that 
(2 [$L,(hi)] + 1) hl I d,,(hl)hl = c&,(h). (4.10) 
From (4.9), (4.10), and (2.8) we get 
0 I d’%d 5 czln(hl)wn,(hl)d,,(hl), for n 2 nl + [ 1 &(hl) ’ (4.11) 
Assume that cl(hl) # 0 (see (4.8)). Then from (1.3), (4.11), (2.3), and (4.8) it follows that 
= SUP (y?‘)(b) + cl(hlb,(hl) + 4hdWdl 
nEZ 
L sup 
~2~l+[(ll~)~"q(h~] 
(y?‘)(h) + cl(hd~nh) + cdhl)~n(hl)( 
= sup Icl(hl)l~n(hl) 1 - 
cz(W 4h) ---c ~1 (hddnl(h) s(h) 
en1 t[w) CL, (W] cl(hl) v,(hl) cl(hd wn(h) 
= 00 ==+ cl(hl) = 0. 
Similarly, we obtain cz(hl) = 0. Thus, Y(“‘)(hl) = y(nl)(hl). 
Let us now check the inequalities 
y$“(h) L c-1d:l(h). (4.12) 
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Let A& = 721 f [(W)&,(h)]. 
In the following relations, we use (2.8), (2.6), (2.7), and (2.9): 
A:, 
= % (hl) 2 %(wl+ v7z1 (hl) c Emil 
m=A,, m=nl+l 
2 c-l%l(h)%l(h) 2 b (h ) + 1 hl 2 c-lp,,(h$&, (hl) 1 &Qhl). ( L n1 4 > 
To finish the proof, we make use of inequalities (1.3) and (4.12), 
Thus, d,(h) 5 c < 00 in the second case. This immediately implies the inequality A < co. 
PROOF OF THEOREM 3.1. SUFFICIENCY. Suppose that requirement (2.1) and the inequal- 
ity A < 00 hold. From Lemma 2.6 it then follows that H < cx) (see (2.12)). Therefore, if the 
sequence f(h) = {fn(h)}n~~ belongs to L,(h), then series (2.11) absolutely converges for all h, 
lydh)l 5 m~zGvWm@P I c Gn,m(~)~llf(h)ll~m(h) 
TllEZ (4.13) 
I Hllf@)ll~,~~, - y(h) gf {~n(h))n~z E L(h). 
By Lemma 2.5, the sequence y(h) is a solution to equation (l.l), and in view of (4.13) we 
obtain 
Y(h) E L(h)7 IlY~~k,(h) I ~Ilfvm&)7 for h E (0, ho]. 
On repeating the argument from the “necessity part” of the proof, we conclude that equa- 
tion (1.1) has a unique solution with properties (4.14). The theorem is proved. I 
5. PROOF OF THE SECOND CRITERION OF STABILITY 
In this section, we prove Theorem 3.2. 
PROOF OF THEOREM 3.2. NECESSITY. Suppose that difference scheme (1.1) is stable in L,(h). 
Then by Theorem 3.1, requirements (2.1) hold, and therefore, the sequences {&(h)},ez and 
{&VJ)),~Z (see (2.6) and (2.7)) are well defined. For an arbitrary n E 2 there are two possibil- 
ities, 
(1) &z(h) # 0, 
(2) &z(h) = 0, h E (O,~ol. 
(5.1) 
First, consider Case (1). From Theorem 3.1 it also follows that A < 00 (see (2.13)). Together 
with (2.7), this implies 
c.&(h) = &(h)h 5 A < co =+ C,(h) 5 ;. (5.2) 
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Let us choose a constant c in (5.2) so that cho >> 1. Set k0 = [c/t-l]. Clearly, k0 > 1 
since ch-l 1 c&l >> 1. Therefore, (5.2) yields 
k(h) 5 ko 5 ;, koh 5 c. (5.3) 
Using (5.3) and (2.6), we now get 
n+ko n+ko 
c c ‘i’k(h)h = f c qk(h)h2 2 k0 n- qk(h)h2 
k=n-k. k=n-k. k=n-kc, 
n+&%(h) n+ko / (5.4) 
2 k(h) 1 qk(h)h2 2 1 =+ 1 qk(h)h 2 C-l. 
k=+&,(h) k=n-k,, 
In Case (2), with the same choice ko = [&-‘I, we get (see (2.6)) 
n+ko n+ko 
c qk(h)h2 > qn(h)h2 2 1 =+ 
k=n-ko 
c qk(h)h>;=;&+. 
k=n-ko 0 
C 
(5.5) 
From (5.4) and (5.5) ‘t 1 immediately follows that S > 0 (see (3.11)). 
PROOF OF THEOREM 3.2. SUFFICIENCY. Let c be a constant such that the inequality S > 0 
holds (see (3.1)). Th en inequalities (2.1) hold, and for every n E 2 the sequences {&(/J)},,~ 
and {&(h)},~z are defined (see (2.6),(2.7)). Set co 1 max{c,ZF1}, ~0 >> ho. Then for /cl = 
[~h-l] the following relations hold (see (3.1)): 
n+kl ntko 
c qk(h)h 2 c qk(h)h 2 s > ’ - ‘ft E 2. (5.6) 
k=n-kl k=n-k. 
C’ 
Clearly, kl >> 1 since c&-l 2 c&l >> 1. Therefore, 2[c&-‘1 2 c&-l. Hence, 
2k1 c qk(h)h2 
k=n-2kl 
nt2h 
= 2 [;] nF’ qk(h)h2 
k=n-2kl 
1 ; “E’ qk(h)h2 = C?,J nF t&(h) 
I. ~- n,. I 1 
From (5.7) it follows that if qn(h)h2 < 1, then C,(h) 5 2kl (see (2.6)), and therefore, 
d,(h) = fJ,(h)h 5 2 [cob-‘1 h 5 2%. 
In addition, if qn(h)h2 2 1 then (see (2.7)) 
d,(h) = h 
h 
1+ qn(h)h2 ’ ti ’ ho’ 
Hence, A < 00 (see (2.13)), and it remains to apply Theorem 3.1. I 
PROOF OF COROLLARY 3.2.1. Since difference scheme (1.1) is stable in L,(h), Theorem 3.1 
implies A < co (see (2.12)). it remains to repeat the argument from the “sufficiency part” of the 
proof of Theorem 3.1, beginning with (4.13). I 
PROOF OF COROLLARY 3.2.2. Let q. > 0 (see (3.2)). Let us choose c B ho and set k. = [ch-l]. 
Then 
k. = [ch-‘] 1 [ch,‘] > 1, 2ko = 2 [ch-‘] 1 ch-‘. (5.8) 
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Therefore, from (5.8) and (3.2) it follows that 
n+ko 
s = inf inf c qk(h)h 2 inf 
he(eAJl nez k=n-k wm31 a 
The corollary now follows from Theorem 3.2. 
PROOF OF COROLLARY 3.2.3. Consider the sum 
I 
n+ko 
sn(h,c) = c qk@)h, 
k=n-ko 
ko = [ch-‘1 ) 12 E 2. (5.9) 
Fix E > 0. Let us show that if, say, the second equality of (3.3) holds, then for any fixed h 
and c we have the inequality 
inf S,(h,c) < E. 
n&z 
(5.10) 
Let h and c be given. Without loss of generality, we may assume that c > ho. By (3.3), 
there is rze = no(s) such that qn(h) I &/6c for all n 2 no(s). Denote ni(s) = no(~) + ko. Then 
for n 2 nr(s) the following relations hold: 
n+ka 
Sn(h,c) = c qk(h)h I ; h(2ko + 1) < ; hko _< ; h f = f < E. (5.11) 
k=n-k,, 
From (5.11) we get (5.10), and (5.10) implies S 5 E (see (3.1)). Since E is arbitrary, we 
have S = 0. It remains to apply Theorem 3.2. I 
PROOF OF THEOREM 3.3. NECESSITY. Suppose that conditions (2.1) hold and the inversion 
problem for equation (1.1) is regular for some p E [l,oo). Then A < 00 (see (2.13)) because of 
Theorem 2.3. Hence, the hypotheses of Theorem 3.1 are satisfied, and the difference scheme (1.1) 
is stable in L,(h). Hence, by Theorem 3.2 we get S > 0 (see (3.1)) for some c E (0, oo). 
PROOF OF THEOREM 3.3. SUFFICIENCY. Let S > 0 for some c E (0,oo). Then by Theo- 
rem 3.2, the difference scheme (1.1) is stable in L,(h). Hence, by Theorem 3.1, inequalities (2.1) 
hold and A < co (see (2.13)). By Th eorem 2.3, this implies that the inversion problem for 
equation (1.1) is regular in L,(h) for all p E [l,oo). I 
6. PROOF OF THE CRITERION FOR ABSOLUTE STABILITY 
In this section, we prove Theorem 3.4. We first prove the assertion of the theorem under 
condition (3.4), and then prove the equivalence of assumptions (3.4) and (3.5). 
PROOF OF THEOREM 3.4. NECESSITY. Suppose that difference scheme (1.1) is absolutely stable 
in L,(h). Consider equation (1.1) with f(h) = {fn(h)}ncz, fn(h) 3 1 for all n E 2, h E (0, ho]. 
Denote by y(h) = {yn(h)) Ned E L,(h) a solution to such an equation. By Corollary 3.2.1 and 
Theorem 2.2 we then have 
z/n(h) = c G,m(h)fm(h)h = c G,,,(h)h 2 G,,,(h)h 
VZEZ mEZ 
= pn(h)h 2 c-‘d,(h)h, 71 E 2. 
(6.1) 
Since yn(h) + 0 as InI -+ 00 for any fixed h, (6.1) implies (3.4). 
PROOF OF THEOREM 3.4. SUFFICIENCY. We need the following auxiliary assertion. 
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LEMMA 6.1. Suppose that the inequalities (2.1) and A < 00 hold (see (2.13)). Then for every 
n E 2 we have estimates (6.2), 
c-ld,(h)h 5 c G,,,(h)h I c&ii@ (6.2) 
rnEZ 
PROOF. The lower estimate was obtained in (6.1); it remains true under the sole assumption of 
validity of (2.1). To obtain the upper estimate, we need to use the additional assumption A < co. 
Let us divide the sum in (6.2) into three summands, 
n-1 
C G,&h)h = c Gn,m(h)h + G,n.(h)h + 2 GTW(~)~ 
7nE.z WI=--00 n=m+l 
22 S,(“)(h) + q’(h) + $‘(h), n E Z. 
Let us estimate SF’(h), k = u, separately. First, Theorem 2.2 implies 
SF’(h) = G,,,(h)h = u,,(h)wn(h)h = pn(h)h 5 c&(h)h 
Iqhm sup sup a ho = chc&i &$ij = cm. 
hC(O,ho] T6.z 
(6.4) 
The sums Sp’ (h) and SF) (h) are estimated in the same way, and therefore, we only consider, 
say, SF)(h). Suppose that segments {A,}?=“,, form a Z(n)-covering (see Lemma 2.3). Let us 
estimate GntaBC,,), s = 1,2,. . . from above. We consider the cases 
(1) s = 1 and 
(2) s 2 2, 
separately. Let s = 1. By Lemma 2.1 and Theorem 2.2, we obtain 
G,,,;(h) = vn(h) u,+l(h) I vn(h)u,(h) 5 cd,(h) 5 c&&&if% = cm. (6.5) 
For s 2 2, we use below Theorems 2.1, 2.2, and Lemma 2.4, 
A,-1 
k=n 
s-1 
1 + ~$4 h 
-l/Z 
‘1Lk+l(h)pko 1 
w(h) h1 
-l/2 
l+UkCloPko 
1 
(6.6) 
S-l 
= q/&$-i) n Ti(h)+ = c&$&+1)/2. 
i=l 
Inequalities (6.5),(6.6), the properties of the Z(n)-covering, and (2.6),(2.7) imply the following 
estimate of S?‘(h): 
S?‘(h) = 2 Gn,m(h)h = e c Gn,k(h)h 
m=n+1 s=l kEAll, 
5 2 G,,Ar (h) (kg 1) h L cdm @(h) +- l)h7(“-1)‘2 
s=l s 
5 c(A + h&/m 2 -/(S-1)/2 = cd&$& 
s=l 
(6.7) 
Estimates (6.4) and (6.7) yield (6.2) I 
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We now go over to the proof of Theorem 3.4. Suppose that difference scheme (1.1) is stable 
in L,(h) and condition (3.4) holds. Then by Theorem 3.1, inequalities (2.1) hold and, in addition, 
A < co. By Corollary 3.2.1, for any sequence f(h) E L,(h) the solution y(h) = {~~(h)}~e~ E 
L,(h) of equation (1.1) is of the form 
Using Lemma 6.1, we derive from (6.8) 
According to (3.4), we obtain (1.4) from (6.9). It remains to check the equivalence of (3.4) 
and (3.5). Suppose that (3.4) holds. Then for any E > 0 there is Q(E) such that d,(h) 5 E for 
~4 InI 2 no(E). 
Set E = h/2. There are two possibilities: 
(1) &x(h) # 0; 
(2) t?,(h) = 0. 
If t,(h) # 0 then d,(h) = f,(h)h, and therefore, for In) 1 no(s) we have d,(h) = C,(h)h 5 E = 
h/2 + 1 I e,(h) 5 l/2, a contradiction. Hence, for a given h for ail InI >> 1 only the second 
case is possible: d,(h) = h[l + qn(h)h2]-‘. But since dn(h) + 0 as lnl + 00, this immediately 
implies (3.5). Conversely, let (3.5) hold. Then for every given h for all InI >> 1 we get qn( h)h2 2 1. 
Hence, dn(h) = h[l + qn(h)h2]-l for InI >> 1. This immediately implies (3.4). I 
7. EXAMPLES s 
In this section, we give some examples of application of Theorems 3.1 and 3.2 to concrete 
difference schemes. 
EXAMPLE 1. Consider equation (1.1) with q(h) = {qlt(h)}nEZ, where 
)nlh, if In)=2mk, k=0,1,2 ,..., 
if InI # 2mk, k = 0,1,2,. . . . 
(7.1) 
Here m is any given natural number. Let us show that in this case the difference scheme (1.1) is 
stable in L,(h). Let us use Theorem 3.1. First, note that by (7.1) conditions (2.1) are satisfied, 
and we only need to check the inequality A < co. Consider the sequence e,(h) for n 2 0 (for n 5 0 
we obtain the same values of e,(h) since qn(h) is even with respect to n). Let n = 2mk 1 hm3. 
Then, clearly, h2q,(h) = In/h3 2 1, and therefore, 
4,(h) = 1+ q;(h)h2 ’ ; ’ ho’ 
Let, as before, n = 2mk 2 hm3. Consider the numbers s E {2mk+l, 2mk+2,. . . ,2m(k+l)-1). 
In all these points we have q9 ( h)h2 = 0 < 1, and therefore, in order to compute d,(h), one has to 
estimate C,(h). In this case, we have e,(h) < m. Indeed, 
m 1 qj(h)h2 2 m2mkh3 = mqzmk(h)h2 2 m 2 1. 
j=s-m 
Hence, d,(h) 5 mh 5 mho. It remains to estimate d,(h) for n < hm3. For all such n 
we have qn(h)h2 < 1, and therefore, to compute d,(h), one has to estimate e,(h). Note that 
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the sequence q(h) is even with respect to n and C,(h) attains the maximum at n = 0. To 
estimate Cc(h), set jc = 2mko and choose ko so that the following relations hold: 
jo 5 qk(h)h2 = 4mko ‘F qk(h)h2 = 4mko 5 2mkh3 
k=-jo kc1 k=l 
=8m2koh3Fk=4m2k; 
(7.2) 
h3>4m2(koh)3>1. 
k=l 
Thus, if ko > (4771~)~ lj3h-l, then Co(h) 5 2mko. The smallest number &, such that re- 
lations (7.2) hold satisfies the inequality $0 5 [(4n~~)-l/~h-l] + 1. Hence, f&(h) 5 kc, and 
therefore, we have the following estimates: 
do(h) = &(h)h 5 iEoh 5 (4m2)-1’3 + h 5 (4m2)-1’3 + ho 5 oc). 
Thus, we proved that A < co, as required. 
EXAMPLE 2. Below we present an example where it is convenient to use Theorem 3.2 instead of 
Theorem 3.1. We need some preliminaries. In [12], among other problems, the following one was 
considered. Let a function q(z) satisfy (7.3) 
0 I q(x) E L:““(R), x E R. (7.3) 
One looks for conditions for correct solvability in C(R) of the equation 
-Y’W + 4(X)Y(X) = f(x), x E R. (7.4 
Here f(z) E C(R), C(R) is th e set of all continuous in R functions such that Ilf(z)ljcc~~ = 
SUP&R If(~)I < 00. Here by a solution to (7.4) we mean any function y(z) such that y(x), y’(z) E 
AC’““(R) and equality (7.4) holds almost everywhere in R. Finally, equation (7.4) is called 
correctly solvable in C(R), if the following assertions hold together: 
(1) for any f(x) E C(R) there exists a unique solution y(z) E C(R) of equation (7.4); 
(2) for any f(x) E C(R) th e solution y(z) E C(R) of equation (7.4) satisfies the inequality 
Ildx)IIC(R) 5 cilf(x)lb(R), (7.5) 
with absolute constant c E (0, oo). 
According to [12], we have the following result. 
THEOREM 7.1. Equation (7.4) is correctly solvable in C(R) if and only if there is a E (0, co) 
such that 
qO(a) dSf inf J X+a sER +--a q(t) dt > 0. (7.6) 
Let us now consider the problem on the numerical inversion of equation (7.4). Let us introduce 
the difference scheme (1.1) with q(h) given by 
qn(h) = & Lx;;” 0) 4 x, = nh, n E 2, h E (0, ho]. (7.7) 
7% 
We denote such a difference scheme by (l.l)-(7.7). It is well known (see, for example, [3-61) that 
the quality of difference scheme as an instrument for the numerical inversion of equation (7.4) 
is determined by its properties such as the approximation of the initial equation (7.4) in grid 
nodes xn, n E Z and the stability (these two properties imply the convergence of the solution 
of the equation (l.l)-(7.7) to the solution of (7.4) in the grid nodes z~, n E 2 as h --) 0). 
Below we only consider the problem on the stability of the scheme (l.l)-(7.7). The problem on 
the numerical inversion of equation (7.4) with the help of the scheme (l.l)-(7.7) will be fully 
investigated in our forthcoming paper. Our main result is the following theorem. 
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THEOREM 7.2. If equation (7.4) is correctly solvable in C(R), then difference scheme (l.l)-(7.7) 
is stable in L,(h). 
PROOF. Suppose that equation (7.4) is correctly solvable in C(R). Then by Theorem 7.1, there 
is a E (0, co) such that (see (7.6)) 
s 
z+a 
q(t) dt 2 qo(a) > 0, for all z E R. 
z--a 
Choose c > max{2a, 2ho) and set ko = [A-l]. Then 
[I lc lc ko= f ZzTI’zh,>>l, 
and therefore, using (7.7), (7.9), (7.3), and (7.8), we get 
s 
G+Cr 
I 
n 
--a q(E)4 L f qo(a). 
Hence, S 2 2-lqo(u) > 0 (see (3.11)), and by Theorem 3.2 the difference scheme (l.l)-(7.7) is 
stable in L,(h). I 
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