Abstract. Real-analytic Levi-flat codimension two CR singular submanifolds are a natural generalization to C m , m > 2, of Bishop surfaces in C 2 . Such submanifolds for example arise as zero sets of mixed-holomorphic equations with one variable antiholomorphic. We classify the codimension two Levi-flat CR singular quadrics, and we notice that new types of submanifolds arise in dimension 3 or greater. In fact, the nondegenerate submanifolds, i.e. higher order purturbations of z m =z 1 z 2 +z 2 1 , have no analogue in dimension 2. We prove that the Levi-foliation extends through the singularity in the real-analytic nondegenerate case. Furthermore, we prove that the quadric is a (convergent) normal form for a natural large class of such submanifolds, and we compute its automorphism group. In general, we find a formal normal form in C 3 in the nondegenerate case that shows infinitely many formal invariants.
Introduction
Let M ⊂ C n+1 be a real submanifold. A fundamental question in CR geometry is to classify M at a point up to local biholomorphic transformations. One approach is to find a normal form for M.
A real-analytic hypersurface M ⊂ C n+1 is Levi-flat if the Levi-form vanishes identically. Roughly speaking, a Levi-flat submanifold is a family of complex submanifolds. Intuitively, a Levi-flat submanifold is as close to a complex submanifold as possible. In the real-analytic smooth hypersurface case, it is well-known that M can locally be transformed into the real hyperplane given by Im z 1 = 0.
(1) We therefore focus on higher codimension case, in particular on codimension 2. A codimension 2 submanifold is again given by a single equation, but in this case a complex valued equation. A new phenomenon that appears in codimension 2 is that M may no longer be a CR submanifold. Let T n+1 with a non-degenerate complex tangent point has been studied extensively after the fundamental work of E. Bishop [1] . In C 2 , Bishop studied the submanifolds
where λ ∈ [0, ∞] is called the Bishop invariant, with λ = ∞ is interpreted as w = zz + O(3).
One of Bishop's motivations was to study the hull of holomorphy of the real submanifolds by attaching analytic discs. Bishop's work on the family of attached analytic discs has been refined by Kenig-Webster [23, 24] , Huang-Krantz [19] , and Huang [20] . The normal form 16-18, 20, 28] . We would like to mention that the Moser-Webster normal form does not deal with the case of vanishing Bishop invariant. The formal normal form and its application to holomorphic classification for surfaces with vanishing Bishop invariant was achieved by Huang-Yin [20] by a completely different method. Real submanifolds with complex tangents have been studied in other situations. See for example [27] , where CR singular submanifolds that are images of CR manifolds were studied. Normal forms for the quadratic part of general codimension two CR singular submanifolds in C 3 was completely solved by Coffman [9] . Huang and Yin [21] studied the normal form for codimension two CR singular submanifolds of the form w = |z 1 | 2 + O(3). Dolbeault-Tomassini-Zaitsev [12, 13] and studied CR singular submanifolds of codimension two that are boundaries of Levi-flat hypersurfaces. Burcea [5] constructed the formal normal form for codimension 2 CR singular submanifolds approximating a sphere. Coffman [8] found an algebraic normal form for nondegenerate CR singular manifolds in high codimension and one dimensional complex tangent.
To motivate our work, we observe that in Bishop's work, the real submanifolds are Leviflat away from their CR singular sets. Our purpose is to understand such submanifolds in higher dimensional case with codimension being exactly two. Notice that the latter is the smallest codimension for CR singularity to be present in (smooth) submanifolds. Regarding CR singular Levi-flat real codimension 2 submanifolds on C n+1 as a natural generalization of Bishop surfaces to C n+1 , we wish to find their normal forms. For singular Levi-flat hypersurfaces and related work on foliations with singularity, see [3, 4, 6, 7, 14, 26] .
Our techniques revolve around the study of the Levi-map (the generalization of the Leviform to higher codimension submanifolds) of codimension 2 submanifolds. Extending the CR structure through the singular point via Nash blowup and then extending the Levi-map to this blowup has been studied previously by Garrity [15] .
A CR submanifold is Levi-flat if the Levi-map vanishes identically. Locally, all CR realanalytic Levi-flat submanifolds of real codimension 2 can be, after holomorphic change of coordinates, written as Im z 1 = 0, Im z 2 = 0. (3) If a submanifold M is CR singular, denote by M CR the set of points where M is CR. We say M is Levi-flat if M CR is Levi-flat in the usual sense. A Levi-flat CR singular submanifold has no local biholomorphic invariants at the CR points, just as in the case of Bishop surfaces.
A real, real-analytic codimension 2 submanifold that is CR singular at the origin can be written in coordinates (z, w) ∈ C n × C = C n+1 as w = ρ(z,z)
for ρ that is O(2). We will be concerned with submanifolds where the quadratic part in ρ is nonzero in any holomorphic coordinates. We say that such submanifolds have a nondegenerate complex tangent. For example, the Bishop surfaces in C 2 are precisely the CR singular submanifolds with nondegenerate complex tangent.
First, let us classify the quadratic parts of CR singular Levi-flats, and in the process completely classify the CR singular Levi-flat quadrics, that is those where ρ is a quadratic. Theorem 1.1. Suppose that M ⊂ C n+1 , n ≥ 2, is a germ of a real-analytic real codimension 2 submanifold, CR singular at the origin, written in coordinates (z, w) ∈ C n × C as w = A(z,z) + B(z,z) + O(3),
for quadratic A and B, where A + B ≡ 0 (nondegenerate complex tangent). Suppose that M is Levi-flat (that is M CR is Levi-flat).
(i) If M is a quadric, then M is locally biholomorphically equivalent to one and exactly one of the following:
(A.1) w =z 
(ii) If M is real-analytic, then the quadric w = A(z,z) + B(z,z) is Levi-flat, and can be put via a biholomorphic transformation into exactly one of the forms (6).
By part (ii), the quadratic part in (5) is an invariant of M at a point. We say the type of M at the origin is A.x, B.γ, or C.x depending on the type of the quadratic form. Following Bishop, we call types B.γ and A.1 Bishop-like, we could think of γ = ∞ as A. 1 .
By type being stable we mean that the type does not change at all complex tangents in a neighborhood of the origin under any small (or higher order) perturbations that stay within the class of Levi-flat CR singular submanifolds. As a consequence of the above theorem and because rank is lower semicontinuous, we get that the only types that are stable are A.n and C.1, although A.n are degenerate because the form A(z,z) is identically zero. See also Proposition 15.1.
The quadrics A.k for k ≥ 2 do not possess a nonsingular foliation extending the Levifoliation of M CR through the origin. In fact, there is a singular complex subvariety of dimension 1 through the origin contained in M. See § 6.
In the sequel, when we wish to refer to the quadric of certain type we will use the notation M C.1 to denote the quadric of type C.1.
The quadratic form A(z,z) carries the "Levi-map" of the submanifold. Type C.1 is the unique quadric that is stable and has non-zero A. Having non-zero A is also stable in a neighborhood of the origin under any small (or higher order) perturbations. Therefore, we say a type is non-degenerate if it is C.1 and we focus mostly on such submanifolds. First, we show that submanifolds of type C.x possess a nonsingular real-analytic foliation that extends the Levi-foliation, due to the form A(z,z): Theorem 1.2. Suppose that M ⊂ C n+1 , n ≥ 2, is a real-analytic Levi-flat CR singular submanifold of type C.1 or C.0, that is, M is given by w =z 1 z 2 +z 
Then there exists a nonsingular real-analytic foliation defined on M that extends the Levifoliation on M CR , and consequently, there exists a CR real-analytic mapping F : U ⊂ R 2 × C n−1 → C n+1 such that F is a diffeomorphism onto F (U) = M ∩ U ′ , for some neighbourhood U ′ of 0.
Here the CR structure on R 2 × C n−1 is induced from C 2 × C n−1 . As a corollary of this theorem we obtain in § 8 using the results of [27] that the CR singular set of any type C.1 submanifold is a Levi-flat submanifold of dimension 2n − 2 and CR dimension n − 2.
The Levi-foliation on a type C.x submanifold cannot extend to a whole neighbourhood of M as a nonsingular holomorphic foliation. If it did, we could flatten the foliation and M would be a Cartesian product, in particular Bishop-like. Thus, the study of normal form theory for the special case when the foliation extends to a neighbourhood is reduced to the case of Bishop surfaces, which have been studied extensively.
A codimension 2 submanifold in C m can arise from
for a suitable holomorphic function f in m variables. The zero set admits two holomorphic foliations. We are interested in the case where one of foliations has leaves of maximum dimension m − 2, while the other has leaves of minimum dimension 0. Therefore, we will assume that z ′ = z 1 and z ′′ = (z 2 , . . . , z m ). Functions holomorphic in some variables and anti-holomorphic in other variables, such as (8) , are often called mixed-holomorphic or mixedanalytic, and come up often in complex geometry, the simplest example being the standard inner product. An interesting feature of the mixed-holomorphic setting is that the equation can be complexified into C m , so the sets share some of the properties of complex varieties. However, they have a different automorphism group if we wish to classify them under biholomorphic transformations. Such mixed-analytic sets are automatically real codimension 2, are Levi-flat or complex, and may have CR singularities. We study their normal form in § 9. See also Theorem 1.3 below.
When a type C.1 CR singular submanifold has a defining equation that does not depend onz 2 , . . . ,z n we prove that it is automatically Levi-flat, and it is equivalent to M C.1 .
, n ≥ 2, be a real-analytic submanifold given by
where r is O(3). Then M is Levi-flat and at the origin M is locally biholomorphically equivalent to the quadric M C.1 submanifold
The theorem is also true formally; given a formal submanifold of the form (9), it is formally equivalent to M C. 1 .
A key idea in the proof of the convergence of the normalizing transformation is that the form B(z,z) =z 2 1 induces a natural mixed-holomorphic involution on quadric M C.1 . This involution also plays a key role in computing the automorphism group of the quadric in Theorem 12.4.
Finally, we also compute the automorphism group for the quadric M C.1 , see Theorem 12.4. In particular we show that the automorphism group is infinite dimensional.
Not every type C.1 Levi-flat submanifold is biholomorphically equivalent to the C.1 quadric. We will find a formal normal form for type C.1 Levi-flat submanifolds in C 3 that shows infinitely many formal invariants. Let us give a simplified statement. For details see Theorem 14.3. ξ and w =zξ +z 2 . Here A = 0, or A satisfies certain normalizing conditions. When A = 0 the formal automorphism group preserving the normal form is finite or 1 dimensional.
We do not know if the formal normal form above can be achieved by convergent transformations, even if A = 0.
Invariants of codimension 2 CR singular submanifolds
Before we impose the Levi-flat condition, let us find some invariants of codimension two CR singular submanifolds in C n+1 with CR singularity at 0. Such a submanifold can locally near the origin be put into the form
where (z, w) ∈ C n × C and A and B are quadratic forms. We think of A and B as matrices and z as a column vector and write
wherez t = z * , but we write it as above and think of the term as z tB z. The matrix B is not unique. Hence we make B symmetric to make the choice of the matrix B canonical. The following proposition is not difficult and well-known. Since the details are important and will be used later, let us prove this fact. Proposition 2.1. A biholomorphic transformation of (13) taking the origin to itself and preserving the form of (13) takes the matrices (A, B) to
for T ∈ GL n (C) and λ ∈ C * . If (F 1 , . . . , F n , G) = (F, G) is the transformation then the linear part of G is λ −1 w and the linear part of F restricted to z is T z.
Let us emphasize that A is an arbitrary complex matrix and B is a symmetric, but not necessarily Hermitian, matrix.
Proof. Let (F 1 , . . . , F n , G) = (F, G) be a change of coordinates taking
Then
is true for all z. The right hand side has no linear terms, so the linear terms in G do not depend on z. That is,
, where λ is a nonzero scalar and the negative power is for convenience.
Let T = [T 1 , T 2 ] denote the matrix representing the linear terms of F . Here T 1 is an n × n matrix and T 2 is n × 1. Since the linear terms in G do not depend on any z j , T 1 is nonsingular. Then the quadratic terms in (17) are
In other words as matrices,
We will need to at times reduce to the 3-dimensional case, and so we need the following lemma.
where A and B are quadratic. Let L be a nonsingular (n − 2) × n matrix L. If A + B is not zero on the set {Lz = 0}, then the submanifold
is a Levi-flat CR singular submanifold.
Proof. Clearly if M L is not contained in the CR singularity of M, then M L is a Levi-flat CR singular submanifold. M L is not contained in the CR singularity of M for a dense open subset of (n − 2) × n matrices. If M L is a subset of the CR singularity of M, pick a CR point p of M L then pick a sequence L n approaching L such that M Ln are not contained in the CR singularity of M. As A + B is not zero on the set {Lz = 0}, then M L is not a complex submanifold, and therefore a CR singular submanifold. Then as the Levi-form of M Ln vanishes at all CR points of M Ln , the Levi-form of M L vanishes at p, so M L is Levi-flat.
Levi-flat quadrics
Let us first focus on Levi-flat quadrics. We will prove later that the quadratic part of a Levi-flat submanifold is Levi-flat. Let M be defined in (z, w) ∈ C n × C by
Being Levi-flat has several equivalent formulations. The main idea is that the T (1,0) M × T (0,1) M vector fields are completely integrable at CR points and we obtain a foliation of M at CR points by complex submanifolds of complex dimension n − 1. An equivalent notion is that the Levi-map is identically zero, see [2] . The Levi-map for a CR submanifold defined by two real equations ρ 1 = ρ 2 = 0 (for ρ 1 and ρ 2 with linearly independent differentials) is the pair of Hermitian forms i∂∂ρ 1 and i∂∂ρ 2 ,
applied to T (1,0) M vectors. The full quadratic forms i∂∂ρ 1 and i∂∂ρ 2 of course depend on the defining equations themselves and are therefore extrinsic information. It is important to note that for the Levi-map we restrict to T (1,0) M vectors. We can define these two forms i∂∂ρ 1 and i∂∂ρ 2 even at a CR singular point p ∈ M.
These forms are the complex Hessian matrices of the defining equations. For our quadric M they are the real and imaginary parts of the (n + 1) × (n + 1) complex matrix
where the variables are ordered as (z 1 , . . . , z n , w). For M to be Levi-flat, the quadratic form defined by A has to be zero when restricted to the n − 1 dimensional space spanned by T (1,0) p M for every p ∈ M CR . In other words for every
The space T is not in T
(1,0) p M. Therefore, z * Az = 0 for z ∈ C n in a subspace of dimension n − 1. Before we proceed let us note the following general fact about CR singular Levi-flat submanifolds.
, is a Levi-flat connected real-analytic real codimension 2 submanifold, CR singular at the origin. Then there exists a germ of a complex analytic variety of complex dimension n − 1 through the origin, contained in M.
Proof. Through each point of M CR there exists a germ of a complex variety of complex dimension n − 1 contained in M. The set of CR points is dense in M. Take a sequence p k of CR points converging to the origin and take complex varieties of dimension n − 1, W k ⊂ M with p k ∈ W k . A theorem of Fornaess (see Theorem 6.23 in [25] for a proof using the methods of Diederich and Fornaess [11] ) implies that there exists a variety through W ⊂ M with 0 ∈ W and of complex dimension at least n − 1.
Let us first concentrate on n = 2. When n = 2, T (1,0) M is one dimensional at CR points. Write
Note that B is symmetric. A short computation shows that the vector field can be written as
where
Note that since the CR singular set is defined by β 1 = β 2 = 0, then M CR is dense in M.
Thus we need to check that
is identically zero for M to be Levi-flat.
If A is the zero matrix, then M is automatically Levi-flat. We diagonalize B via T into a diagonal matrix with ones and zeros on the diagonal. We obtain (recall n = 2) the submanifolds:
w =z 
The first submanifold is of the form M × C where M ⊂ C 2 is a Bishop surface. Let us from now on suppose that A = 0. As M is Levi-flat, then through each CR point p = (z p , w p ) ∈ M CR we have a complex submanifold of dimension 1 in M. It is well-known that this submanifold is contained in the Segre variety (see also § 4)
By Lemma 3.1 we obtain a complex variety V ⊂ M of dimension one through the origin. Suppose without loss of generality that V is irreducible. V has to be contained in the Segre variety at the origin, in particular w = 0 on V . Therefore, to simplify notation, let us consider V to be subvariety of {w = 0}. Denote by V the complex conjugate of V . Then as V is irreducible, then V × V is also irreducible (the smooth part of V is connected and so the smooth part of V × V is connected, see [30] ). Hence, by complexifying, we have A(z,ξ) + B(ξ,ξ) = 0 for all z ∈ V and ξ ∈ V . If B = 0, then setting z = 0, we have B(ξ,ξ) = 0 on V . As B is homogeneous and V is irreducible, V is a one dimensional complex line. If B = 0, then A(z,ζ) = 0 for z, ζ ∈ V as mentioned above. We consider two cases. Suppose first that every 2 j=1 a ijζj is identically zero for all ζ ∈ V and i = 1 and i = 2. Then V is contained in some complex line 2 j=1ā ij ζ j = 0. Suppose now that A(z,ζ * ) is not identically zero for some ζ * ∈ V . Then V is contained in the complex line A(z,ζ * ) = 0. This shows that V is a complex line.
Thus as A(z,z) + B(z,z) is zero on a one dimensional linear subspace, we make this subspace {z 1 = 0} and so each monomial in A(z,z) + B(z,z) is divisible by either z 1 orz 1 . Therefore, A and B are matrices of the form * * * 0 ,
that is a 22 = 0 and b 22 = 0. To normalize the pair (A, B), we apply arbitrary invertible transformations (
Recall that we are assuming that A = 0. If a 21 = 0 or a 12 = 0, then A is rank one and via a transformation T of the form
and rescaling by nonzero λ, the matrix A can be put in the form
The transformation T and λ must also be applied to B and this could possibly make b 22 = 0. However, we will show that we actually have b 22 = 0. Thus B = 0 on z 1 = 0 still holds true.
Let us first focus on
We apply the T (1,0) vector field we computed above. Only a 11 is nonzero in A. Therefore β * Aβ, which must be identically zero, is
This polynomial must be identically zero and hence all coefficients must be identically zero. So b 12 = 0 and b 22 = 0. In other words, only b 11 in B can be nonzero, in which case we make it nonnegative via a diagonal T to obtain the quadric
Next let us focus on
As above, we compute β * Aβ: 
We emphasize that after A is normalized by a transformation of the form (34), only one coordinate change is needed to normalize b 11 and this coordinate change preserves A. Both are required in a reduction proof for higher dimensions. We have handled the rank one case. Next we focus on the rank two case, that is a 21 = 0 and a 12 = 0 (recall a 22 = 0). We normalize (rescale) A to have a 12 = 1 and take
Again, let us compute β * Aβ. In the computation for the rank 2 case, recall that we have not done any normalization other than rescaling, so we can safely still assume that b 22 = 0.
All coefficients must be zero. So a 21 = 0, and A would not be rank 2.
Let us now focus on n > 2. First let us suppose that A = 0. Then as before M is automatically Levi-flat and by diagonalizing B we obtain the n distinct submanifolds:
Thus suppose from now on that A = 0. As before we have an irreducible n−1 dimensional variety V ⊂ M through the origin, such that w = 0 and A(z,z) + B(z,z) = 0 on V .
We wish to show that A(z,z) + B(z,z) = 0 on an n − 1 dimensional linear subspace. For any ξ ∈ V we obtain A(z,ξ) + B(ξ,ξ) = 0 for all z ∈ V . If V is contained in the kernel of the matrix A * , then we have that V is a linear subspace of dimension n − 1. So suppose thatξ is not in the kernel of the matrix A t . Then for a fixedξ we obtain a linear equation
Therefore, as A(z,z) + B(z,z) needs to be zero on an n − 1 dimensional subspace we can just make this {z 1 = 0} and so each monomial is divisible by either z 1 orz 1 . Therefore, A and B is of the form 
that is, only first column and first row are nonzero. We normalize A via
as before. We use column operations on all but the first column to make all but the first two columns have nonzero elements. Similarly we can do row operations on all but the first two rows and to make all but first three rows nonzero. That is A has the form 
By Lemma 2.2, setting z 3 = · · · = z n = 0 we obtain a Levi-flat submanifold where the matrix corresponding to A is the principal 2 × 2 submatrix of A. This submatrix cannot be of rank 2 and hence either a 12 = 0 or a 21 = 0. If a 21 = 0 and a 12 = 0, then setting z 2 = z 3 , and z 4 = · · · = z n = 0 we again must have a rank one matrix and therefore a 31 = 0.
Therefore, if a 12 = 0 then all but a 11 and a 12 are zero. If a 12 = 0, then via a further linear map not involving z 1 we can ensure that a 31 = 0. In particular, A is of rank 1 and can only be nonzero in the principal 2 × 2 submatrix. At this point B is still of the form (45).
Via a linear change of coordinates in the first two variables, the principal 2 × 2 submatrix of A can be normalized into one of the 2 possible forms
Recall that A = 0 was already handled. Via the 2 dimensional computation we obtain that b 22 = b 12 = b 21 = 0. We use a linear map in z 1 and z 2 to also normalize the principal 2 × 2 matrix of B, so that the submanifold restricted to (z 1 , z 2 , w) is in one of the normal forms B.γ, C.0, or C.1.
Finally we need to show that all entries of B other than b 11 are zero. As we have done a linear change of coordinates in z 1 and z 2 , B may not be in the form (45), but we know b jk = 0 as long as j > 2 and k > 2. Now fix k = 3, . . . , n. Restrict to the submanifold given by z 1 = λz 2 for λ = 1 or λ = −1, and z j = 0 for all j = 3, . . . , n except for j = k. In the variables (z 2 , z k , w), we obtain a Leviflat submanifold where the matrix corresponding to A is [ λ 0 0 0 ]. The matrix corresponding to B is
Via the 2 dimensional calculation we have b 1k + λb 2k = 0. As this is true for λ = 1 and
We have proved the following classification result. It is not difficult to see that the submanifolds in the list are biholomorphically inequivalent by Proposition 2.1. The ranks of A and B are invariants. It is obvious that the A matrix of B.γ and C.x submanifolds are inequivalent. Therefore, it is only necessary to directly check that B.γ are inequivalent for different γ ≥ 0, which is easy.
is Levi-flat, then M is biholomorphic to one and exactly one of the following:
The normalizing transformation used above is linear.
is Levi-flat at all points where M is CR, then the quadric
is also Levi-flat.
where r is O(3). Let A be the matrix giving the quadratic form A(z,z) as before. The Levi-map is given by taking the n × n matrix
and applying it to vectors in π(T (1,0) M), where π is the projection onto the {w = 0} plane. That is we parametrize M by the {w = 0} plane, and work there as before.
Let
Then for j = 2, . . . , n, we write the T (1,0) vector fields as
Hence a j
Notice that a j , b, and c vanish at the origin, and furthermore that if we take the linear terms of a j , b, and the quadratic terms in c, that is
then away from the CR singular set of the quadric
span the T (1,0) vector fields on the quadric w = A(z,z) + B(z,z). Since M is Levi-flat, then we have that
The linear terms in z andz in the expression
As this expression is identically zero, the quadric w = A(z,z) + B(z,z) is Levi-flat.
Quadratic Levi-flat submanifolds and their Segre varieties
A very useful invariant in CR geometry is the Segre variety. Suppose that a real-analytic
where ρ is a real-analytic real vector-valued with p ∈ X. Suppose that ρ converges on some polydisc ∆ centered at p. We complexify and treat z andz as independent variables, and the power series of ρ at (p,p) converges on ∆ × ∆. The Segre variety at p is then defined as the variety
Of course the variety depends on the defining equation itself and the polydisc ∆. For ρ it is useful to take the defining equation or equations that generate the ideal of the complexified
If ρ is polynomial we take ∆ = C N . It is well-known that any irreducible complex variety that lies in X and goes through the point p also lies in Q p . In case of Levi-flat submanifolds we generally get equality as germs. For example, for the CR Levi-flat submanifold M given by
the Segre variety Q 0 through the origin is precisely {z 1 = z 2 = 0}, which happens to be the unique complex variety in M through the origin. Let us take the Levi-flat quadric
As we want to take the generating equations in the complexified space we also need the conjugatew
The Segre variety is then given by
Through any CR singular point of a real-analytic Levi-flat M there is a complex variety of dimension n − 1 that is the limit of the leaves of the Levi-foliation of M CR , via Lemma 3.1. Let us take all possible such limits, and call their union Q ′ p . Notice that there could be other complex varieties in M through p of dimension n − 1. Note that Q ′ p ⊂ Q p . Let us write down and classify the Segre varieties for all the quadric Levi-flat submanifolds in C n+1 :
The submanifold C.0 also contains the complex variety {w = 0, z 2 = 0}, but this variety is transversal to the leaves of the foliation, and so cannot be in Q ′ 0
Notice that in the cases A.k for all k, B.γ for γ > 0, and C.1, the variety Q 0 actually gives the complex variety Q ′ 0 contained in M through the origin. In these cases, the variety is nonsingular only in the set theoretic sense. Scheme-theoretically the variety is always at least a double line or double hyperplane in general.
The CR singularity of Levi-flats quadrics
Let us study the set of CR singularities for Levi-flat quadrics. The following proposition is well-known.
where ρ is O(2), and M is not a complex submanifold. Then the set S of CR singularities of M is given by
Proof. In codimension 2, a real submanifold is either CR singular, complex, or generic. A submanifold is generic if∂ of all the defining equations are pointwise linearly independent (see [2] ). As M is not complex, to find the set of CR singularities, we find the set of points where M is not generic. We need both defining equations for M,
As the second equation always produces a dw while the first does not, the only way that the two can be linearly dependent is for the∂ of the first equation to be zero. In other words ∂ρ = 0.
Let us compute and classify the CR singular sets for the CR singular Levi-flat quadrics.
By Levi-flat we mean that S is a Levi-flat CR submanifold in {w = 0}. There is a conjecture that a real subvariety that is Levi-flat at CR points has a stratification by Leviflat CR submanifolds. This computation gives further evidence of this conjecture.
Levi-foliations and images of generic Levi-flats
A CR Levi-flat submanifold M ⊂ C n of codimension 2 has a certain canonical foliation defined on it with complex analytic leaves of real codimension 2 in M. The submanifold M is locally equivalent to R 2 × C n−2 , defined by
The leaves of the foliation are the submanifolds given by fixing z 1 and z 2 at a real constant. By foliation we always mean the standard nonsingular foliation as locally comes up in the implicit function theorem. This foliation on M is called the Levi-foliation. It is obvious that the Levi-foliation on M extends to a neighbourhood of M as a nonsingular holomorphic foliation. The same is not true in general for CR singular submanifolds. We say that a smooth holomorphic foliation L defined in a neighborhood of M is an extension of the Levifoliation of M CR , if L and the Levi-foliation have the same germs of leaves at each CR point of M. We also say that a smooth real-analytic foliation L on M is an extension of the Levifoliation on M CR if L and the Levi-foliation have the same germs of leaves at each CR point of M. In our situation (real-analytic), M CR is a dense and open subset of M. This implies that the leaves of L and L through a CR singular point are complex analytic submanifolds also contained in M. The latter could lead to an obvious obstruction to extension. First let us see what happens if the foliation of M CR is the restriction of a nonsingular holomorphic foliation of a whole neighbourhood of M. The Bishop-like quadrics, that is A.1 and B.γ in C n+1 , have a Levi-foliation that extends as a holomorphic foliation to all of C n+1 . That is because these submanifolds are of the form
For submanifolds of the form (72) we can find normal forms using the well-developed theory of Bishop surfaces in C 2 .
Proposition 6.1. Suppose M ⊂ C n+1 is a real-analytic Levi-flat CR singular submanifold where the Levi-foliation on M CR extends near p ∈ M to a nonsingular holomorphic foliation of a neighbourhood of p in C n+1 . Then at p, M is locally biholomorphically equivalent to a submanifold of the form
where N ⊂ C 2 is a CR singular submanifold of real dimension 2. Therefore if M has a nondegenerate complex tangent, then it is Bishop-like, that is of type A.1 or B.γ.
Furthermore, two submanifolds of the form (73) are locally biholomorphically (resp. formally) equivalent if and only if the corresponding Ns are locally biholomorphically (resp. formally) equivalent in C 2 .
Proof. We flatten the holomorphic foliation near p so that in some polydisc ∆, the leaves of the foliation are given by {q} × C n−1 ∩ ∆ for q ∈ C 2 . Let us suppose that M is closed in ∆. At any CR point of M, the leaf of the Levi-foliation agrees with the leaf of the holomorphic foliation and therefore the leaf that lies in M agrees with a leaf of the form {q} × C n−1 as a germ and so {q} × C n−1 ∩ ∆ ⊂ M. As M CR is dense in M, then M is a union of sets of the form {q} × C n−1 ∩ ∆ and the first part follows. It is classical that every Bishop surface (2 dimensional real submanifold of C 2 with a nondegenerate complex tangent) is equivalent to a submanifold whose quadratic part is of the form A.1 or B.γ.
Finally, the proof that two submanifolds of the form (73) are equivalent if and only if the Ns are equivalent is straightforward.
Not every Bishop-like submanifold is a cross product as above. In fact the Bishop invariant may well change from point to point. See § 15. In such cases the foliation does not extend to a nonsingular holomorphic foliation of a neighbourhood.
Let us now focus on extending the Levi-foliation to M, and not to a neighbourhood of M. Let us prove a useful proposition about recognizing certain CR singular Levi-flats from the form of the defining equation. That is if the r in the equation does not depend onz 2 throughz n . Proposition 6.2. Suppose near the origin M ⊂ C n+1 is given by
where r is O(2) and ∂r z 1 ≡ 0. Then M is a CR singular Levi-flat submanifold and the Levifoliation of M CR extends through the origin to a real-analytic foliation on M. Furthermore, there exists a real-analytic CR mapping F :
Near 0, M is the image of a CR mapping that is a diffeomorphism onto its image of the standard CR Levi-flat. The proposition also holds in two dimensions (n = 1), although in this case it is somewhat trivial.
Proof. As in [27] , let us define the mapping F by
where ξ = (ξ 2 , . . . , ξ n ) ∈ C n−1 . Near points where M is CR, this mapping is a CR diffeomorphism and hence M must be Levi-flat. Furthermore, since F is a diffeomorphism, it takes the Levi-foliation on R 2 × C n−1 to a foliation on M near 0.
In fact, we make the following conclusion.
Lemma 6.3. Let M ⊂ C n+1 be a CR singular real-analytic Levi-flat submanifold of codimension 2 through the origin.
Then M is a CR singular Levi-flat submanifold whose Levi-foliation of M CR extends through the origin to a nonsingular real-analytic foliation on M if and only if there exists a real-analytic CR mapping
Proof. One direction is easy and was used above. For the other direction, suppose that we have a foliation extending the Levi-foliation through the origin. Let us consider M CR an abstract CR manifold. That is a manifold M CR together with the bundle T (0,1) M CR ⊂ C⊗T M CR . The extended foliation on M gives a real-analytic subbundle W ⊂ T M. Since we are extending the Levi-foliation, when p ∈ M CR , then
is the complex tangent space and J is the complex structure on
Define the real-analytic subbundle V ⊂ C ⊗ T M as
At CR points
Then we can find vector fields
is a basis of W near the origin. Then the basis for V is given by
As the subbundle is integrable, we obtain that (M, V) gives an abstract CR manifold, which at CR points agrees with M CR . This manifold is Levi-flat as it is Levi-flat on a dense open set. As it is real-analytic it is embeddable and hence there exists a real-analytic CR diffeomorphism from a neighbourhood of R 2 × C n−1 to a neighbourhood of 0 in M (as an abstract CR manifold). This is our mapping F .
The quadrics A.k, k ≥ 2, defined by
contain the singular variety defined by w = 0, z Proof of Theorem 1.2. Let M be the submanifold given by
where ǫ = 0, 1. Let us treat the z variables as the parameters on M. Let π be the projection onto the {w = 0} plane, which is tangent to M at 0 as a real 2n-dimensional hyperplane.
We will look at all the vectorfields on this plane {w = 0}. All vectors in π(T (1,0) M) can be written in terms of ∂ ∂z j for j = 1, . . . , n. The Levi-map is given by taking the n × n matrix
The zero set of the function
contains a variety V of real codimension 2 because of the form of L. That is, at z = 0, the only vectors v such that v * Lv = 0 are those where v 1 = 0 or v 2 = 0. So the codimension is at least 2. And we know that v * Lv vanishes for vectors in π(T (1,0) p M) for p ∈ M near 0, which is real codimension 2 at each z corresponding to a CR point. Therefore, as a variety the restriction of V to M CR , that is, V ∩ (π(M CR ) × C n ) has a component that is equal to the real-analytic subbundle π(T (1,0) M CR ).
We show below that this subbundle extends past the CR singularity. The key point is to show that the restriction of π T (1,0) (M CR ) extends to a smooth real-analytic submanifold of
where a jk (0) = 0. When z = 0
Therefore when z = 0 the only point where dϕ and dφ are linearly dependent is when v 1 = v 2 = 0. We have to take both ϕ and ϕ as we have a complex equation and hence two real equations. Note that M CR is dense in M. For each z ∈ π(M CR ), there is an n−1 dimensional complex linear subspace of vectors on which ϕ vanishes. Therefore, the limit set of these subspaces must be in the zero set of ϕ at z = 0. The dimension of the limit set must be at least n − 1, and hence at least one entire subspace {z = 0, v 1 = 0} or {z = 0, v 2 = 0} must be in the limit set.
The branch of V ∩ C n × (C n \ {v 1 = v 2 = 0}) corresponding to the limit set above must be a complex submanifold near points where z = 0, and as it is the limit set then for z ∈ π(M CR ) near 0, it agrees with the set n , we find real-analytic functions ω j (z) for z near 0, such that ω j (0) = ω 0 j and ω j (z) ∈ W z . We have a subbundle of T (1,0) C n with fibres W z . We lift the functions ω j via π to a subbundle of C⊗T M, let us call these ω j . Then consider the vector fields w j = 2 Re ω j = ω j + ω j . Above CR points w j is in T c M CR ⊂ T M CR and so tangent to M. We thus obtain an n − 1 dimensional subbundle of T M that agrees with T c M CR above CR points This plane distribution is involutive at CR points which are dense and hence everywhere.
CR singular set of type C.x submanifolds
Let M ⊂ C n+1 be a codimension two Levi-flat CR singular submanifold that is an image of R 2 × C n−1 via a real-analytic CR map, and let S ⊂ M be the CR singular set of M. In [27] it was proved that near a generic point of S exactly one of the following is true:
(i) S is Levi-flat submanifold of dimension 2n − 2 and CR dimension n − 2.
(ii) S is a complex submanifold of complex dimension n − 1 (real dimension 2n − 2). (iii) S is Levi-flat submanifold of dimension 2n − 1 and CR dimension n − 1. We only have the above classification for a generic point of S, and S need not be a CR submanifold everywhere. See [27] for examples.
If M is a Levi-flat CR singular submanifold and the Levi-foliation of M CR extends to M, then by Lemma 6.3 then at a generic point S has to be of one of the above types. A corollary of Theorem 1.2 is the following result.
, is a real-analytic Levi-flat CR singular type C.1 or type C.0 submanifold. Let S ⊂ M denote the CR singular set. Then near the origin S is a submanifold of dimension 2n − 2, and at a generic point, S is either CR Levi-flat of dimension 2n − 2 (CR dimension n − 2) or a complex submanifold of complex dimension n − 1.
Furthermore, if M is of type C.1, then at the origin S is a CR Levi-flat submanifold of dimension 2n − 2 (CR dimension n − 2).
Proof. Let us take M to be given by
where r is O(3) and ǫ = 0 or ǫ = 1. By Proposition 5.1 the CR singular set is exactly where
, and rz j (z,z) = 0 for all j = 2, . . . , n.
By considering the real and imaginary parts of the first equation and applying the implicit function theorem the set S = {z : z 2 + ǫ2z 1 + rz 1 (z,z) = 0} is a real submanifold of real dimension 2n − 2 (real codimension 2 in M). Now S ⊂ S, but as we saw above S is of dimension at least 2n − 2. Therefore S = S near the origin. The conclusion of the first part then follows from the classification above. The stronger conclusion for C.1 submanifolds follows by noticing that when ǫ = 1, the submanifold z 2 + 2z 1 + rz 1 (z,z) = 0 (89) is CR and not complex at the origin.
Mixed-holomorphic submanifolds
Let us study sets in C m defined by
for a single holomorphic function f of m variables. Such sets have much in common with complex varieties, since they are in fact complex varieties whenz 1 is treated as a complex variable. The distinction is that the automorphism group is different since we are interested in automorphisms that are holomorphic not mixedholomorphic.
m is a submanifold with a defining equation of the form (90), where f is a holomorphic function that is not identically zero, then M is a real codimension 2 set and M is either a complex submanifold or a Levi-flat submanifold, possibly CR singular. Furthermore, if M is CR singular at p ∈ M, and has a nondegenerate complex tangent at p, then M has type A.k, C.0, or C.1 at p.
Proof. Since the zero set of f is a complex variety in the (z 1 , z 2 , . . . , z m ) space, we get automatically that it is real codimension 2. We also have that as it is a submanifold, then it can be written as a graph of one variable over the rest.
Let m = n + 1 for convenience and suppose that M ⊂ C n+1 is a submanifold through the origin. By factorization for a germ of holomorphic function and by the smoothness assumption on M we may assume that df (0) = 0. Call the variables (z 1 , . . . , z n , w) and write M as a graph. One possibility is that we write M as
where ρ(0) = 0 and ρ has no linear terms. M is complex if ρ ≡ 0. Otherwise M is CR singular and we rewrite it as w =ρ(z 1 , . . . ,z n ).
(92) We notice that the matrix representing the Levi-map must be identically zero, so we must get Levi-flat. If there are any quadratic terms we obtain a type A.k submanifold.
Alternatively M can be written as
with ρ(0) = 0. If ρ does not depend onz 1 then M is complex. Assume that ρ depends onz 1 . If ρ has linear terms inz 1 , then M is CR. Otherwise it is a CR singular submanifold, and near non-CR singular points it is a generic codimension 2 submanifold. The CR singular set of M is defined by ∂ρ ∂z 1 = 0. Suppose that M is CR singular. That M is Levi-flat follows from Proposition 6.2. We can therefore normalize the quadratic term, after linear terms in z 2 , . . . , z n are absorbed into w.
If not all quadratic terms are zero, then we notice that we must have an A.k, C.0, or C.1 type submanifold.
Let us now study normal forms for such sets in C 2 and C m , m ≥ 3. First in two variables we can easily completely answer the question. This result is surely well-known and classical. 
for some holomorphic function f . Assume f (0) = 0. If f is identically zero, then d = 0 and we are finished. If f is not identically zero, then it is locally biholomorphic to a positive power of the variable. We apply a holomorphic change of coordinates in z, and the rest follows easily.
In three or more variables, if M ⊂ C n+1 , n ≥ 2, is a submanifold through the origin, then if the quadratic part is nonzero we have seen above that it can be a type A.k, C.0, or C.1 submanifold. If the submanifold is the nondegenerate type C.1 submanifold, then we will show in the next section that M is biholomorphically equivalent to the quadric M C.1 .
Before we move to C.1, let us quickly consider the mixed-holomorphic submanifolds of type A.n. The submanifolds of type A.n in C n+1 can in some sense be considered nondegenerate when talking about mixed-holomorphic submanifolds.
n+1 is a submanifold of type A.n at the origin of the form
where r ∈ O(3). Then M is locally near the origin biholomorphically equivalent to the A.n quadric w =z
Proof. The complex Morse lemma states that there is a local change of coordinates near the origin in just the z variables such that
is equivalent to z
n . It is not difficult to see that the normal form for mixed-holomorphic submanifolds in C n+1 of type A.k, k < n, is equivalent to a local normal form for a holomorphic function in n variables. Therefore for example the submanifold w =z 
Formal normal form for certain C.1 type submanifolds I
In this section we prove the formal normal form in Theorem 1.3. That is, we prove that if M ⊂ C n+1 is defined by
where r is O(3), then M is Levi-flat and formally equivalent to
That M is Levi-flat follows from Proposition 6.2.
Lemma 10.1. If M ⊂ C n+1 , n ≥ 2, is given by
where r is O(3) formal power series then M is formally equivalent to M C.1 given by
In fact, the normalizing transformation can be of the form
where f and g are formal power series.
Proof. Suppose that the normalization was done to degree d − 1, then suppose that
where r 1 is degree d homogeneous and r 2 is O(d + 1). Write
where k is the highest power ofz 1 in r 1 , and α is a multiindex. If k is even, then use the transformation that replaces w with
Let us look at the degree d terms in
We need not include r 2 as the terms are all degree d + 1 or more. After cancelling out the new terms on the left, we notice that the formal transformation removed all the terms in r 1 with a powerz k 1 and replaced them with terms that have a smaller power ofz 1 . Next suppose that k is odd. We use the transformation that replaces z 2 with
Again we need not include r 2 as the terms are all degree d + 1 or more, and we need not add the new terms to z 2 in the argument list for r 1 since all those terms would be of higher degree. Again we notice that the formal transformation removed all the terms in r 1 with a powerz k 1 and replaced them with terms that have a smaller power ofz 1 . The procedure above does not change the form of the submanifold, but it lowers the degree ofz 1 by one. Since we can assume that all terms in r 1 depend onz 1 , we are finished with degree d terms after k iterations of the above procedure.
Convergence of normalization for certain C.1 type submanifolds
A key point in the computation below is the following natural involution for the quadric M C.1 . Notice that the map (z 1 , z 2 , . . . , z n , w) → (−z 2 − z 1 , z 2 , . . . , z n , w)
takes M C.1 to itself. The involution simply replaces thez 1 in the equation with −z 2 −z 1 . The way this involution is defined is by noticing that the equation w =z 1 z 2 +z 2 1 has generically two solutions forz 1 keeping z 2 and w fixed. In the same way we could define an involution on all type C.1 submanifolds of the form w =z 1 z 2 +z 2 + r(z 1 , z 2 , . . . , z n ), although we will not require this construction.
We prove convergence via the following well-known lemma:
Lemma 11.1. Let m 1 , . . . , m N be positive integers. Suppose T (z) is a formal power series in
The proof is a standard application of the Baire category theorem and the Cauchy inequality. See and apply the lemma with m j = 1. The following lemma finishes the proof of Theorem 1.3. By absorbing any holomorphic terms into w, we assume that r(z 1 , 0, z 2 , . . . , z n ) ≡ 0. In Lemma 10.1 we have also constructed a formal transformation that only changed the z 2 and w coordinates, so it is enough to prove convergence in this case. Key points of this proof are that the right hand side of the defining equation for M C.1 is homogeneous, and that we have a natural involution on M C.1 .
where r is O(3) and convergent, and r(z 1 , 0, z 2 , . . . , z n ) ≡ 0. Suppose that two formal power series f (z, w) and g(z, w) satisfy
Then f and g are convergent.
Proof. The equation (112) is true formally, treating z 1 andz 1 as independent variables. Notice that (112) has one equation for 2 unknown functions. We now use the involution on M C.1 to create a system that we can solve uniquely. We replacez 1 with −z 2 −z 1 . We leave z 1 untouched (treating as a independent variable). We obtain an identity in formal power series:
The formal series ξ = f (z,z 1 z 2 +z 2 1 ) and ω = g(z,z 1 z 2 +z 2 1 ) are solutions of the system ω =z 1 ξ +z
We next replace z j with tz j andz 1 with tz 1 for t ∈ C. Becausez 1 z 2 +z 2 1 is homogeneous of degree 2, we obtain that for every (z 1 ,z 1 , z 2 , . . . , z n ) ∈ C n+1 the formal series in t given by ξ(t) = f tz, t 2 (z 1 z 2 +z 2 1 ) , ω(t) = g tz, t 2 (z 1 z 2 +z 2 1 ) are solutions of the system ω = tz 1 ξ + t 2z2 1 + r(tz 1 , tz 1 , ξ, tz 3 , . . . , tz n ), (116)
We eliminate ω to obtain an equation for ξ:
We now treat ξ as a variable and we have a holomorphic (convergent) equation. The right hand size must be divisible by t(2z 1 + z 2 ): It is divisible by t since r was divisible byz 1 . It is also divisible by 2z 1 + z 2 as setting z 2 = −2z 1 makes the right hand side vanish. Therefore,
where the right hand side is a holomorphic function (that is, a convergent power series) in z 1 ,z 1 , z 2 , . . . , z n , t. For any fixed z 1 ,z 1 , z 2 , . . . , z n , we solve for ξ in terms of t via the implicit function theorem, and we obtain that ξ is a holomorphic function of t. The power series of ξ is given by ξ(t) = f tz, t 2 (z 1 z 2 +z 2 1 ) . Let v ∈ C n+1 be any nonzero vector. Via proper choice of z 1 ,z 1 , z 2 , . . . , z n (still treatingz 1 and z 1 as independent variables) we write v = (z,z 1 z 2 +z 2 1 ). We apply the above argument to ξ(t) = f (tv 1 , . . . , tv n , t 2 v n+1 ), and ξ(t) converges as a series in t. As we get convergence for every v ∈ C n+1 we obtain that f converges by Lemma 11.1. Once f converges, then via (116) we obtain that g(tv 1 , . . . , tv n , t 2 v n+1 ) converges as a series in t for all v, and hence g converges.
Automorphism group of the C.1 quadric
With the normal form achieved in previous sections, let us study the automorphism group of the C.1 quadric in this section. We will again use the mixed-holomorphic involution that is obtained from the quadric.
We study the local automorphism group at the origin. That is the set of germs at the origin of biholomorphic transformations taking M to M and fixing the origin.
First we look at the linear parts of automorphisms. We already know that the linear term of the last component only depends on w. For M C.1 we can say more about the first two components.
, that is the submanifold of the form
, and G(z, w) =ā 2 w + O(2), where a = 0.
Proof. Let a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ) be such that 
Therefore λā 2 1 = 1, andā jāk = 0 for all (j, k) = (1, 1). Putting these two together we obtain that a j = 0 for all j = 1, and as a 1 = 0 we get b j = 0 for all j = 2. As λ is the reciprocal of the coefficient of w in G, we are finished.
Suppose that a local biholomorphism (resp. formal automorphism) (F 1 , F 2 , G) transforms M C.1 into M C.1 . Then F 1 depends only on z 1 , and F 2 and G depend only on z 2 and w.
Proof. Let us define a (1, 0) tangent vector field on M by
Write F = (F 1 , F 2 , G). F must take Z into a multiple of itself when restricted to M C.1 . That is on M C.1 we have
for some function λ. Let us take the first equation and plug in the defining equation for M 1 .
This equation is true for all z ∈ C 2 , and so we may treat z 1 andz 1 as independent variables. We have an involution on M C.1 that takesz 1 to −z 2 −z 1 . Therefore we also have
This means that
and therefore
must be identically zero. That is, F 1 only depends on z 1 .
We have that the following must hold for all z:
Again we treat z 1 andz 1 as independent variables. We differentiate with respect to z 1 :
We plug in the involution again to obtain
Therefore as F 1 is not identically zero, then as before both 
and let (F 1 , F 2 , G) be a local automorphism at the origin. Then F 1 uniquely determines F 2 and G. Furthermore, given any invertible function of one variable F 1 with F 1 (0) = 0, there exist unique F 2 and G that complete an automorphism and they are determined by
We should note that the lemma also works formally. Given any formal F 1 , there exist unique formal F 2 and G satisfying the above property.
Proof. By Lemma 12.2, F 1 depends only on z 1 and F 2 and G depend only on z 2 and w. We write the automorphism as a composition of the two mappings F 1 (z 1 ), z 2 , w and z 1 , F 2 (z 2 , w), G(z 2 , w) . We plug the transformation into the defining equation for M C.1 .
We use the involution (z 1 , z 2 ) → (−z 1 − z 2 , z 2 ) which preserves M C.1 and obtain a second equation
We eliminate G and solve for F 2 :
Next we note that trivially, F 2 is unique if it exists: its difference vanishes on M C.1 .
If we suppose that F 1 is convergent, then just as before, substituting z 2 with tz 2 andz 1 with tz 1 are restricting to curves (tz 2 , t 2 w) for all (z 2 , w). Therefore if F 2 exists and F 1 is convergent, then F 2 is convergent. Now we need to show the existence of the formal solution F 2 . Notice that the right-hand side of (137) invariant under the involution. It suffices to show that any power series in z 1 , z 2 that is invariant under the involution is a formal power series in z 2 andz 1 z 2 +z 2 1 . Let us treat ξ =z 1 as an independent variable. The original involution becomes a holomorphic involution in ξ, z 2 :
(138) By a theorem of Noether we obtain a set of generators for the ring of invariants can be obtained by applying the averaging operation R(f ) = 1 2 (f + f • τ ) to all monomials in ξ and z 2 of degree 2 or less. By direct calculation it is not difficult to see that ξ, ξz 2 + ξ 2 generate the ring of invariants. Therefore any invariant power series in z 2 , ξ is a power series in ξ, ξz 2 + ξ 2 . This shows the existence of F 2 . The existence of G follows the same. The equation for G(z 2 ,z 1 z 2 +z
is obtained by plugging in the equation for F 2 . Its existence, uniqueness, and convergence in case F 1 converges, follows exactly the same as for F 2 .
and (F 1 , F 2 , . . . , F n , G) is a local automorphism at the origin, then F 1 depends only on z 1 , F 2 and G depend only on z 2 and w, and F 1 completely determines F 2 and G via (134). The mapping (z 1 , z 2 , F 3 , . . . , F n ) has rank n at the origin. Furthermore, given any invertible function of one variable F 1 with F 1 (0) = 0, and arbitrary holomorphic functions F 3 , . . . , F n with F j (0) = 0, and such that (z 1 , z 2 , F 3 , . . . , F n ) has rank n at the origin, then there exist unique F 2 and G that complete an automorphism.
Proof. Let (F 1 , . . . , F n , G) be an automorphism. Then we have
Proposition 12.1 says that the linear terms in G only depend on w, the linear terms of F 1 depend only on z 1 and w and the linear terms of F 2 only depend on z 2 and w.
Let us embed M C.1 ⊂ C 3 into M via setting z 3 = α 3 z 2 , . . ., z n = α n z 2 , for arbitrary α 3 , . . . , α n . Then we obtain z 2 ,ᾱ 3z2 , . . . ,ᾱ nz2 ,w) 2 . (141) By noting what the linear terms are, we notice that the above is the equation for an automorphism of M C.1 . Therefore by Lemma 12.2 we have
as that is true for all α 3 , . . . , α n . Plugging in the defining equation for M C.1 we obtain an equation that holds for all z and we can treat z andz independently. We plug in z = 0 to obtain
Differentiating with respect toᾱ j we obtain
. . , n. We setᾱ j = 0 in the equation, differentiate with respect toz 2 and obtain that ∂F 1 ∂z 2 = 0. In other words F 1 is a function of z 1 only. We rewrite (141) by writing F 1 as a function of z 1 only and F 2 and G as functions of z 2 , . . . , z n , w, and we plug in w =z 1 z 2 +z
By Lemma 12.3, we know that F 1 now uniquely determines F 2 (z 2 , α 3 z 2 , . . . , α n z 2 , w) and G(z 2 , α 3 z 2 , . . . , α n z 2 , w). These two functions therefore do not depend on α 3 , . . . , α n , and in turn F 2 and G do not depend on z 3 , . . . , z n as claimed. Furthermore F 1 does uniquely determine F 2 and G. Finally since the mapping is a biholomorphism, and from what we know the linear parts of F 1 , F 2 , and G are, it is clear that (z 1 , z 2 , F 3 , . . . , F n ) is rank n.
The other direction follows by applying Lemma 12.3. We start with F 1 , determine F 2 and G as in 3 dimensions. Then adding F 3 , . . . , F n and the rank condition guarantees an automorphism.
Normal form for certain C.1 type submanifolds II
The goal of this section is to find the normal form for Levi-flat submanifolds M ⊂ C n+1 given by w =z 1 z 2 +z
for a holomorphic f (z) of order O(3). Since f (z) can be absorbed into w via a holomorphic transformation, the goal is really to prove the following theorem.
Theorem 13.1. Let M ⊂ C n+1 be a real-analytic Levi-flat given by
where r is O(3). Then M can be put into the M C.1 normal form
by a convergent normalizing transformation. Furthermore, if r is a polynomial and the coefficient ofz 3 1 in r is zero, then there exists an invertible polynomial mapping taking M C.1 to M.
In Theorem 1.3, we have already shown that a submanifold of the form
is necessarily Levi-flat and has the normal form M C.1 . The first part of Theorem 13.1 will follow once we prove:
where r is O(3) and M is Levi-flat, then r depends only onz 1 .
Proof. First let us assume that n = 2. For p ∈ M CR , T 
We apply these vectors to the defining equation and its conjugate and we obtain in the first case the equations
This cannot be satisfied identically on M since this is supposed to be true for all z, but a cannot be identically zero and the second factor in the second equation has only one nonholomorphic term, which isz 2 . Let us try the second form and we obtain the equations
Again a cannot be identically zero, and hence the second factor of the second equation ∂r ∂z 2 must be identically zero, which is possible only if r depends only onz 1 . Finally, it is possible to pick b =z 1 and a = 1, to obtain a T (1,0) vector field
and therefore these submanifolds are necessarily Levi-flat.
Next suppose that n > 2. Notice that replacing z k with λ k ξ for k ≥ 2 and then fixing λ k for k ≥ 2, we get w =z 1 λ 2 ξ +z 2 1 + r(z 1 ,λ 2ξ , . . . ,λ nξ ).
(155) By Lemma 2.2, we obtain a Levi-flat submanifold in (z 1 , ξ, w) ∈ C 3 , and hence can apply the above reasoning to obtain that r (z 1 ,λ 2ξ , . . . ,λ nξ ) does not depend onξ. As this was true for any λ k 's, we have that r can only depend onz 1 .
It is left to prove the claim about the polynomial normalizing transformation.
where r is a polynomial that vanishes to fourth order. Then there exists an invertible polynomial mapping taking M C.1 to M.
Proof. We will take a transformation of the form
We are therefore trying to find polynomial f and g that satisfȳ
If we simplify we obtain
Consider the involution S : (z 1 , z 2 ) → (−z 1 − z 2 , z 2 ). Its invariant polynomials u(z 1 , z 2 ) are precisely the polynomials in z 2 , z 2z1 +z 
in two polynomials r ± . Taking f = −r − and g = r + − z 2 2 r − , we find the desired solutions.
14. Normal form for general type C.1 submanifolds
In this section we show that generically a Levi-flat type C.1 submanifold is not formally equivalent to the quadric M C.1 submanifold. In fact, we find a formal normal form that shows infinitely many invariants. There are obviously infinitely many invariants if we do not impose the Levi-flat condition. The trick therefore is, how to impose the Levi-flat condition and still obtain a formal normal form.
Let M ⊂ C 3 be a real-analytic Levi-flat type C.1 submanifold through the origin. We know that M is an image of R 2 × C under a real-analytic CR map that is a diffeomorphism onto its target; see Theorem 1.2. After a linear change of coordinates we assume that the mapping is (x, y, ξ) ∈ R 2 × C → x + iy + a(x, y, ξ), ξ + b(x, y, ξ),
where a, b are O(2) and r is O(3). As the mapping is a CR mapping and a local diffeomorphism, then given any such a, b, and r, the image is necessarily Levi-flat at CR points. Therefore the set of all these mappings gives us all type C.1 Levi-flat submanifolds.
We precompose with an automorphism of R 2 × C to make b = 0. We cannot similarly remove a as any automorphism must have real valued first two components (the new x and the new y), and hence those components can only depend on x and y and not on ξ. So if a depends on ξ, we cannot remove it by precomposing.
Next we notice that we can treat M as an abstract CR manifold. Suppose we have two equivalent submanifolds M 1 and M 2 , with F being the biholomorphic map taking M 1 to M 2 . If M j is the image of a map ϕ j , then note that ϕ −1 2 is CR on (M 2 ) CR . Therefore,
CR , which is dense in a neighbourhood of the origin of R 2 × C (the CR singularity of M 2 is a thin set, and we pull it back by two realanalytic diffeomorphisms). A real-analytic diffeomorphism that is CR on a dense set is a CR mapping. The same argument works for the inverse of G, and therefore we have a CR diffeomorphism of R 2 × C. The conclusion we make is the following proposition.
and M 1 and M 2 are locally biholomorphically (resp. formally) equivalent at 0, then there exists local biholomorphisms (resp. formal equivalences) F and G at 0, with
C as germs (resp. formally) and
In other words, the proposition states that if we find a normal form for the mapping we find a normal form for the submanifolds. Let us prove that the proposition also works formally.
Proof. We have to prove that G restricted to R 2 × C is CR, that is, ∂G ∂ξ = 0. Let us consider
The right hand side does not depend onξ and thus the left hand side does not either. Write
Let us write b = b 2 and r = r 2 for simplicity. Taking derivative of ϕ 2 • G with respect toξ we get:
Suppose that the homogeneous parts of G j ξ are zero for all degrees up to degree d − 1. If we look at the degree d homogeneous parts of the first two equations above we immediately note that it must be that G 
As G is an automorphism we cannot have the linear terms be linearly dependent and hence
We finish by induction on d.
Using the proposition we can restate the result of Theorem 1.3 using the parametrization.
Corollary 14.2.
A real-analytic Levi-flat type C.1 submanifold M ⊂ C 3 is biholomorphically equivalent to the quadric M C.1 if and only if the mapping giving M is equivalent to a mapping of the form
That is, M is equivalent to M C.1 if and only if we can get rid of the a(x, y, ξ) via pre and post composing with automorphisms. The proof of the corollary follows as a submanifold that is realized by this map must be of the form w =z 1 z 2 +z 2 1 + ρ(z 1 ,z 1 , z 2 ) and we apply Theorem 1.3.
We have seen that the involution τ on M, in particular when M is the quadric, is useful to compute the automorphism group and to construct Levi-flat submanifolds of type C.1. We will also need to deal with power series in z,z, ξ. Thus we extend τ , which is originally defined on C 2 , as follows σ(z,z, ξ) = (z, −z − ξ, ξ).
(168) Here z,z, ξ are treated as independent variables. Note that z, ξ, w =zξ +z 2 are invariant by σ, while η =z + 1 2 ξ is skew invariant by σ. A power series in z,z, ξ that is invariant by σ is precisely a power series in z, ξ, w. In general, a power series u in z,z, ξ admits a unique decomposition
(169) First we introduce degree for power series u(z,z, ξ) and weights for power series v(z, ξ, w). As usual we assign degree i + j + k to the monomial z izj ξ k . We assign weight i + j + 2k to the monomial z i ξ j w k . For simplicity, we will call them weight in both situations. Let us also denote ξ and w =zξ +z 2 . Suppose further that A ≡ 0. Fix i * , j * , k * such that j * is the largest integer satisfying A i * j * k * = 0 and i * + j * + 2k * = s. Then we can achieve
Furthermore, the power series A is uniquely determined up to the transformation
In the above normal form with A ≡ 0, the group of formal biholomorphisms that preserve the normal form consists of dilations
Proof. It will be convenient to write the CR diffeomorphism G of R 2 × C as (G 1 , G 2 ) where G 1 is complex-valued and depends on z,z, while G 2 depends on z,z, ξ. Let M be the image of a mapping ϕ defined by
with a = O(2), r = O(3). We want to find a formal biholomorphic map F of C 3 and a formal CR diffeomorphism G of R 2 × C such that
is in the normal form.
To simplify the computation, we will first achieve a preliminary normal form where r = 0 and the function a is skew-invariant by σ. For the preliminary normal form we will only apply F, G that are tangent to the identity. We will then use the general F, G to obtain the final normal form.
Let us assume that F, G are tangent to the identity. Let M = F φ(R 2 × C) whereφ is determined byâ,r. We write
The ξ components in ϕG = Fφ give us
Thus, we are allowed to define g 2 by the above identity for any choice of f 2 = O(2). Eliminating g 2 in other components of ϕG = Fφ, we obtain
Each power series r(z,z, ξ) admits a unique decomposition
where both r ± are invariant by σ. Note that r(z,z, ξ) is a power series in z, ξ and w, if and only if it is invariant by σ, i.e. if r − = 0. We write
if r + abc = 0 for a + b + 2c < k. Define r − = wt(k) analogously and write ηr − = wt (k) if r − = wt (k − 1). We write r = wt (k) if (r + , ηr − ) = wt (k). Note that
The power series in z,z play a special role in describing normal forms. Let us define T
Let S + k (resp. S − k ) be spanned by monomials in z,z, ξ which have weight k and are invariant (resp. skew-invariant) by σ. Then the range of ηT
(186) The decomposition is of course not unique. We will take
Here we have used η =z + 
In particular, we have
This shows that
We are ready to show that under the condition that g 1 (z,z) has no pure holomorphic terms, there exists a unique (F, G) which is tangent to the identity such thatr = 0 and
We start with terms of weight 2 in (179)-(180) to get
Note that f − j = 0. The first identity implies that
The first equation is solvable with kernel defined by
for k = 2. This shows that [g 1 ] 2 is still arbitrary and we use it to achieve
Then the kernel space is defined by (196) and
with k = 2. In particular, under the restriction
for k = 2, we have achievedâ
By induction, we verify that if (199) holds for all k, we determine uniquely [
uniquely to normalize [r] k+1 = 0. For the details, let us find formula for the solutions. We rewrite (179) as
Using (190), we can solve
Then we have
Note that
Having determined [g 1 ] k , we take
We then solve (180) by taking
We have achieved the preliminary normalization. Assume now that
are in the preliminary normal form, i.e.
Let us assume that
We assume that ϕG = Fφ with
Here f i , g j start with terms of weight and order at least 2. In particular, we have
Set (P, Q, R) := ϕG. Using N ≥ 2, s ≥ 2, and the Taylor theorem, we obtain
We also have (P, Q, R) = Fφ. Thus
We will use the above 6 identities for P, Q, R in two ways. First we use their lower order terms to get
Hence, we can take N ′ = N + 1. By (223) and the preliminary normalization, we first know thatâ
We compose (225) by σ and then take the difference of the two equations to get
Here we have used
. Therefore, we have
Next, we use the two formulae for P and (227) to get the identity in higher weight:
Here we have used f
Recall that w|a − and w|â − . We also have that w|Lb N (z, ξ, w) and Lb N is homogenous in weighted variables and of weight N + s −1. This shows that [g
Let us make some observations. First, Lb N depends only on b N and it does not depend on coefficients of b(z) of degree larger than N. We observe that the first identity says that all coefficients of [g 1 ] N +s must be zero, except that the coefficient g 1,(N +s)0 is arbitrary. On the other hand Lb N , which has weight N + s − 1, depends only on g 1,N 0 , while N + s − 1 > N. Let us assume for the moment that we have Lb N = 0 for all b N = 0. We will then choose a suitable complement subspace N * N +s−1 in the space of weighted homogenous polynomials in z, ξ, w of weight N + s − 1 for Lb N . Thenâ − ∈ w N >1 N * N +s−1 will be the required normal form. The normal form will be obtained by the following procedures: Assume that ϕ is not formally equivalent to the quadratic mapping in the preliminary normalization. We first achieve the preliminary normal form by a mapping F 0 = I + (f (208) and (178), respectively. This allows us to repeat the procedure to achieve the normalization in any higher weight. We will then remove the restriction that the normalizing mappings must be tangent to the identity. This will alter the normal form only by suitable linear dilations.
Suppose that b N = 0. Let us verify that
We will also identify one of non-zero coefficients to describe the normalizing condition onâ. We write the two invariant polynomials
If we plug in w =z 2 +zξ we obtain a polynomial identity in the variables z,z, ξ.
If we setz = z = 0, we obtain that
Recall that j * is the largest integer such that (a − ) i * j * k * = 0 and i * + j * + 2k * = s. Since w|[a − ] s , then k * > 0. We obtain (Lb N ) i * (j * +N −1)k * = (a − ) i * j * k * bN (−λ
Therefore, we can achieve (â − ) i * (j * +n)k * = 0, n = 1, 2, . . . .
This determines uniquely all b 2 , b 3 , . . . . We now remove the restriction that F and G are tangent to the identity. Suppose that both ϕ andφ are in the normal form. Suppose that F ϕ =φG. Then looking at the quadratic terms, we know that the linear parts F, G must be dilations. In fact, the linear part of F must be the linear automorphism of the quadric. Thus the linear parts of F and G have the forms G ′ : (z, ξ) = (νz,νξ), F ′ (z, ξ, w) = (νz,νξ,ν 2 w).
Then (F ′ ) −1φ G ′ is still in the normal form. Since (F ′ ) −1 F is holomorphic and (G ′ ) −1 G is CR, by the uniqueness of the normalization, we know that F ′ = F and G ′ = G. Therefore, F and G change the normal form a − as follows a − (z, ξ, w) =νâ − (νz,νξ,ν 2 w), ν ∈ C \ {0}.
When [â − ] s = [a − ] s = 0, we see that |ν| = 1. Therefore, the formal automorphism group is discrete or one-dimensional.
In [8] , Coffman used an analogous method of even/odd function decomposition to study a quadratic normal form for non Levi-flat real analytic 4-submanifolds in C 3 . He was able to achieve the convergent normalization by a rapid iteration method. Using the above decomposition of invariant and skew-invariant functions of the involution σ, one might achieve a convergent solution for approximate equations when M is formaly equivalent to the quadric. However, when the iteration is employed, each new CR mappingφ might only be defined on a domain that is proportional to that of the previous ϕ in a constant factor. This is significantly different from the situations of Moser [28] and Coffman [8] , [10] , where rapid iteration methods are applicable. Therefore, even if M is formally equivalent to the quadric, we do not know if they are holomorphically equivalent.
Instability of Bishop-like submanifolds
Let us now discuss stability of Levi-flat submanifolds under small perturbations that keep the submanifolds Levi-flat, in particular we discuss which quadratic invariants are stable when moving from point to point on the submanifold. The only stable submanifolds are A.n in a neighborhood of the origin are non-degenerate. Further holomorphic transformations act on A and B using Proposition 2.1. Therefore the ranks of A and B as well as the real dimension of the range of A(z,z) are lower semicontinuous on S 0 as claimed. Furthermore as M is real-analytic, the points where the rank drops lie on a real-analytic subvariety of S 0 , or in other words a thin set. Let U be a small enough neighbourhood of the origin so that S = S 0 ∩ U is connected.
Imposing the condition that M is Levi-flat, we apply Theorem 1.1. By a simple computation, unless M is of type B. 1 2 , the set of complex tangents of M has codimension at least 2; and A.n has isolated CR singular point and so does C.1 in C 3 . The item (i) follows as A.k are the only types where the rank of B is greater than 1, and the theorem says M must be one of these types. For (ii) note that since A is of rank 1 when M as C.x at a point, M cannot be of type A.k nearby. If M is of type C.1 at a point then the range of A must be of real dimension 2 in a neighbourhood, and hence on this neighbourhood M cannot be of type B.γ.
The examples proving item (iii) are given below. 
It is Levi-flat by Proposition 6.2. At the origin M is a type B.γ, but at a point where z 1 = z 2 = 0 but z 3 = 0, the submanifold is CR singular and it is of type C.1. 
we obtain a CR singular Levi-flat M that is A.1 at the origin, but C.1 at nearby CR singular points.
Example 15.4. If we define M via
then M is a CR singular Levi-flat type A.1 submanifold at the origin, but type B.γ at points where z 1 = 0 but z 2 = 0.
Example 15.5. The Bishop invariant can vary from point to point. Define M via
where γ 1 , γ 2 ≥ 0. It is not hard to see that M is Levi-flat. Again it is an image of C 2 × R 2 in a similar way as above. At the origin, the submanifold is Bishop-like with Bishop invariant γ 1 . When z 1 = 0 and z 2 = 1, the Bishop invariant is γ 2 . In fact when z 1 = 0, the Bishop invariant at that point is
Proposition 6.2 says that this submanifold possesses a real-analytic foliation extending the Levi-foliation through the singular points. Proposition 6.1 says that if a foliation on M extends to a (nonsingular) holomorphic foliation, then the submanifold would be a simple product of a Bishop submanifold and C. Therefore, if γ 1 = γ 2 then the Levi-foliation on M cannot extend to a holomorphic foliation of a neighbourhood of M.
