ABSTRACT In typical access networks, the bandwidth available to individual users is ever-changing, which aggravates the effects of bufferbloat. Instead of queue length, adopting queuing delay as the control objective for Active Queue Management (AQM) algorithms helps guarantee a uniform performance should congestion appear. This paper proposes a fairness-oriented AQM named D-PAC based on an adaptive CHOKe mechanism and the proportional-integral (PI) queuing delay controller. It is designed to protect responsive traffic from unresponsive flows while keeping the queuing delay satisfactory. D-PAC improves fairness by actively adjusting the number of CHOKe comparisons according to the ratio of successful comparisons. Properties of the proposed adaptive CHOKe mechanism are analyzed. Simulation results confirm that D-PAC is able to improve the inter-flow fairness by various criteria, protect short flows from unresponsive traffic, and keep the queuing delay short and stable.
I. INTRODUCTION
In typical access networks, such as residential broadband provided by Internet Service Providers (ISP), the bandwidth to the Internet is shared by a large number of users via secondary (or even tertiary) switches plugged in the primary router connected to the backbone. Because of the significant concentration of traffic in limited periods of time, the bandwidth provisioned or reserved by ISPs for each user during ''rush hours'' is inevitably less than the contracted nominal value for economic considerations; otherwise, too much bandwidth will be left idle outside ''rush hours''. This under-provision of bandwidth causes the bandwidth available to users periodically fluctuate. Along with improperly configured network devices (such as consumer routers connected to links varying from ADSL to fibre-optic network), the bandwidth fluctuation amplifies the adverse effect of excessive buffering in today's networks. The phenomenon has attracted extensive attention from researchers since the early 2010s, particularly after its collective impact was studied and the concept of bufferbloat was termed in [1] . The nature and adverse effects of bufferbloat further necessitate the large-scale deployment of Active Queue Management (AQM) in equipment manufacturing and network management.
The most direct and severe consequence of bufferbloat is that it completely invalidates most TCP (Transport Control Protocol) congestion avoidance mechanisms 1 such as AIMD (Additive increase, multiplicative decrease). The affected mechanisms are heavily reliant on timely packet drops to detect congestion [2] , and if the buffer is too large, packet senders will never be notified of congestion unless the buffer is full. Before the worst-case scenario happens, users would have already experienced significant degradation of the Quality of Experience (QoE) for interactive applications, such as slower web browsing and longer delay in IP (Internet Protocol) telephony, even the DNS (Domain Name System) service can become intolerably sluggish. Many phenomena have already been observed in the previous literature. Dischinger et al. [3] characterized residential broadband networks by experimentation, proving that the broadband link is indeed the bottleneck and its bandwidth can vary significantly in short term. Kreibich and Weaver [4] further confirmed the existence of substantial over-buffering and pointed out the relationship between bufferbloat and bandwidth variation.
Similar over-buffering is observed in all four major U.S. cellular carriers in [5] .
New algorithms were proposed to address these issues from different perspectives. One most important innovation recently is the adoption of queuing delay as the control objective of AQM, which relieves the bufferbloat dilemma in [4] . For example, CoDel (Controlled Delay) [6] measures packet-sojourn time through the queue, to keep local minimum queue no smaller than a predefined target. PIE (Proportional Integral controller Enhanced) [7] uses PI controller to maintain the estimated queuing delay in a more classical approach, yielding better transient performance. The performance of CoDel and PIE was compared in [8] . Improvements are made based on CoDel and PIE by other researchers. The fq_codel in Linux kernel combines CoDel with SFQ (Stochastic Fair Queue) to improve fairness [9] . White [8] proposed a PIE variant named DOCSIS-PIE for cable modems.
The most pressing challenge for the Internet has always been, and probably will be the ever-growing traffic in the foreseeable future [10] . As is well known, AQMs are designed to control the buffer queue length (eventually the queuing delay), to ensure an acceptable performance if the demand exceeds the available network resource. In order to do this, AQMs have to inform the sender about the emerging congestion by sending implicit or explicit congestion notifications, which becomes impossible if the traversing traffic and their senders are unresponsive and aggressive [11] , [12] . Although network congestion cannot be ultimately mitigated without more resources, allocating the scarce resources more fairly improves the overall network performance in the short term, especially if the bottleneck is monopolized. This has motivated researchers to focus on improving the network fairness regarding unresponsive traffic [13] , and prompted solutions such as the Stochastic Fairness Queuing [14] and widely researched CHOKe [15] - [17] , which efficiently penalizes unresponsive flows by capping their throughput, despite being stateless and easy to implement [18] .
Because the bandwidth cap of unresponsive traffic of CHOKe is about 27% [18] , numerous improvements are proposed to improve CHOKe. Examples include gCHOKe [19] , [20] , Self Adjustable CHOKe [21] , CHOKeR [22] and CHOKeH [23] . These variants are more powerful in maintaining inter-flow fairness, because they improved the mechanism by increasing the drawing factor χ (the number of candidates picked for the ''match-and-drop'' comparisons) one way or another. For example, gCHOKe decides the drawing factor in a ''lottery'' fashion, in which the router keeps comparing until a failure occurred. Effective and elegantly light-weight in design, gCHOKe is still limited because the bandwidth cap of unresponsive flow is still more than 20% [19] . On the other hand, CHOKeH is much more punitive to aggressive flows, because the equation used to calculate the drawing factor usually produces very large χ . However, the instantaneous queue size used in calculating the drawing factor by CHOKeH cannot indicate whether congestion is caused by inter-flow unfairness, which we will further discuss in Section IV-B.
This paper proposes a fairness-oriented AQM scheme named D-PAC (acronym for the Delay-based PI controller enhanced by Adaptive CHOKe). It proposes an adaptive enhancement for the CHOKe mechanism and integrates it with a PI queueing delay controller. The self-adjusting CHOKe enhancement is designed to penalize unresponsive flows more efficiently, without introducing unnecessary processing overhead. The queuing delay controller is employed to keep the latency satisfactory in changing network environment to address the bufferbloat issue. Section II introduces details of the D-PAC algorithm. Section III analyzes the throughput of unresponsive flows under the adaptive CHOKe mechanism, followed by comparative ns2 simulation results presented in Section IV. Section V concludes the paper. Frequently used notations in this paper are listed in Table 1 .
II. THE D-PAC ALGORITHM
D-PAC proposes a powerful ''match-and-drop'' mechanism (the ''CHOKe'' part) to discipline fairness, and employs a PI controller (the ''AQM'' part) to keep the queuing delay satisfactory to mitigate bufferbloat.
The core of D-PAC is the mechanism of adjusting the drawing factor χ , i.e., the number of CHOKe comparisons. As is seen in Fig. 1 , after a packet arriving at the device, χ candidate are randomly picked from the buffer queue for comparisons with the incoming packet. The fate of candidates and incoming packet will be determined by the outcome of comparisons. If the comparison succeeds (''hit''), the candidate will be discarded. The incoming packet will be admitted into the buffer only if all comparisons fail. Meanwhile, the number of total and successful comparisons, n c and n h , will be recorded. During comparisons:
1) The ratio of successful comparisons h is also periodically updated by (1), with two counters: n c , the number of comparisons performed, and n h , the number of 
2) The number of candidate packets χ is then calculated as in (2) using h and κ, a parameter deciding how punitive the algorithm becomes. χ = 1 before it is updated by h. The effects of κ will be further discussed in Section III.
Since h is closely relevant to the buffer share of the dominant (often the unresponsive) flows as elaborated in Section III, χ is naturally related to the aggressiveness of those flows. This means even if κ stays the same, χ will be automatically adjusted based on the buffer occupancy of unresponsive flows. This means more comparisons will be performed when the flows are more aggressive, and vice versa.
It is apparent that the χ calculated by (2) is a floating number, whereas the actual drawing factor has to be an integer but rounding χ to integer reduces the granularity in maintaining fairness. To retain the granularity, a light-weight algorithm is used to convert χ to an integer, as in Algorithm 1. In the algorithm, r ⊂ (0, 1) is a uniformly distributed random number, χ is the actual number of picked candidates.
Since the candidate packets discarded are already enqueued and included in the queue length, the estimated queuing delay will be affected if candidates are dropped. To integrate the ''match-and-drop'' mechanism with the PI queuing delay controller, D-PAC includes r c , an estimated draining rate of dropped candidates, in estimating the queuing delay. Given r d , the estimated buffer draining rate caused by packet departure to the next hop, and r c , 3 the current queuing delay τ of a link managed by D-PAC can be estimated as
where q is the instantaneous queue length. The PI controller's random dropping probability p is updated periodically using d and τ 0 , the target queuing delay, as
where α and β are PI controller parameters, and d l is the queuing delay when p was last updated.
III. UDP THROUGHPUT ANALYSIS OF A D-PAC QUEUE
This section lays out the model and theoretical foundations to study the steady-state performance of D-PAC, and analyzes how much bandwidth unresponsive flows, e.g. UDP (User Datagram Protocol) flows, consume in a D-PAC queue. We assume n + ν flows travel through a bottleneck link, among which ν flows are unresponsive ones (such as UDP traffic) and the rest are responsive. Without loss of generality, we index all unresponsive flows by 0 and assume they send data at the same rate x 0 . The responsive flows are indexed by k, k = 1, · · · , n. Assume all responsive flows send data at the rate of x 1 (x 1 x 0 ), therefore their share of buffer is b 1 . Denote the proportion of buffer shared by flow i as 4
where b i is its actual buffer share. Note that h i is also the probability a packet from the same flow as the incoming packet is chosen for comparison, assuming that flow is indexed as 
else 6: χ ← floor (χ ) 7: end if 8: for pick χ candidates from the queue do 9: compare a candidate with the arriving packet 10: if both packets are from the same flow then 11: drop the candidate and calculate r c 12:
else 14: put the candidate back 15: n c ← n c + 1 16: end if 17: if n c ≥ θ c then calculate χ
18:
end if 21: end for 22: if comparison ever succeeded then 23: drop the arriving packet 
For a very large n, the buffer occupancy of responsive flow k,
Using (5), the overall ratio of matching comparisons
Because h is extremely complicated to obtain analytically, we have to assume
to simplify the analysis. Although this is a bold approximation, results from the model based on this assumption is still very close to simulated results, as is given in Section IV-A.
Therefore for every packet arrival, the drawing factor, i.e., the number of repeated comparisons
The chosen candidate will be discarded if both packets are from the same flow, whereas the incoming packet will be dropped after χ comparisons are finished. Because the expected number of ''CHOKe'' match per packet arrival from flow i is χh i , the total number of packets dropped by χ comparisons is (1 − p)
, where p is the random packet dropping probability calculated by the ''AQM'' part, 5 whereas 1 − (1 − h i ) χ is the probability the arriving packet being dropped should any comparison succeed. And the expected number or packets dropped caused by a packet arrival is
It takes the queuing delay τ for admitted packets to travel through the queue before being relayed to the next hop. During τ , an average of τ x i (1 − p) packets from flow i will arrive for comparison, and a total number of τ x i (1 − p)χ comparisons will be performed. Since the probability of a failed comparison is 1 − 1/b for admitted packets, the overall probability of a packet surviving all droppings and being relayed to the next node is
Assuming the bandwidth of the concerned link is C and the link is fully utilized, we get
where r 1 is the expected number or packets dropped caused by a packet arrival from the same responsive flow.
Using (5) and (9), we know for TCP flows,
(5) and (12) indicate that TCP flows are barely affected by the ''CHOKe'' mechanism, hence the effect of ''CHOKe'' mechanism on TCP flows can be ignored.
Using (11) with (5) and (12), we can derive the time needed to traverse the queue, τ . The number of packets from TCP sources is
and the total TCP traffic rate is n · x 1 (1 − p). By Little's law,
From (14) and (10), it is obvious for flow 0s,
. (15) 5 The order of the ''AQM'' and ''CHOKe'' comparison part is reversed to simplify the analysis, because the error caused is negligible [18] , [19] . Since the analysis only trivially varies if ECN (Explicit Congestion Notification) is turned on, only the ECN-off case is analyzed here.
For a large buffer backlog b, the above equation can be simplified using the approximation ( 
Using (9), we get
where
A packet must not be dropped by the ''AQM'' or the successive ''CHOKe'' trials, if it is to leave the queue and be eventually transmitted. As the second factor 1 − p C (κ) in (17) is the probability packet escaping all ''hits'', p C (κ) is the probability of packets being dropped solely because of the adaptive ''CHOKe'' mechanism. For CHOKe, this probability Proof: It is evident that when h 0 = 0, p C = p CHOKe = 2h 0 . According to (18) ,
For ∀κ > 0, χ > 1. Hence for h 0 ⊂ (0, 1),
Therefore,
Equate (17) and (16) for unresponsive flow 0s and simplify, then we have
Denote the outgoing link utilization of flow 0s as
From (17) and (23), for x 0 (1 − p)/C, we have Apply (23) and (24) to (22), and we have
which can be used to derive flow 0's throughput and buffer share. After taking the natural logarithm on both sides and reorganizing (25), a common expression for the flow 0s' utilization is obtained as
With the results of previous analysis, one can predict performance-relevant properties of D-PAC, such as the relationship between x 0 , h 0 and µ 0 .
Remark 3: Given ν and κ, (18) and (27) are functions of h 0 . Substituting the updated equations into (26) gives the numerical relationship between x 0 , h 0 and µ 0 .
For example, assuming there is only one unresponsive flow and κ = 0, 1, 4, the resulting numerical relationship is as illustrated in Fig. 2 . When κ = 0, D-PAC is effectively identical to CHOKe as is discussed previously. Fig. 2(a) illustrates the relationship between utilization and buffer occupancy, and (b) illustrates the relationship between utilization and input unresponsive traffic load (after surviving the random dropping). It is evident that for any given κ, there is a maximum µ 0 for the unresponsive flow, no matter how much traffic it transmits. The results also show that with κ = 1, D-PAC is already more effective in punishing the greedy flow than CHOKe. And as κ gets bigger, D-PAC becomes even more punitive.
IV. SIMULATION AND RESULTS
To validate the performance of the proposed algorithm, results from packet-level ns-2 simulations are presented and analyzed in this section. We have implemented the D-PAC algorithm in ns-2.35 along with gCHOKe, CHOKeH, PIE, and CoDel for comparison. Simulations run for 30 s and are not repeated because median values are used for concerned results. 6 Table 2 lists some parameters used in simulations.
The ns-2 simulations are conducted over 2 topologies. One set of tests are simulated with the single bottleneck ''dumbbell'' topology shown in Fig. 3 . Buffers are sized as one Bandwidth-Delay Product (BDP) of the path. Average packet size is 1 000 bytes. Without further notice, there are 400 pairs of long-live FTP (File Transmission Protocol) hosts and 1 pair Following parameters are used for simulations: For D-PAC, representative κ = 1, 4, and 150 is used to demonstrate its capability of punishing aggressive flows to levels comparable to gCHOKe (κ = 1, 4) and CHOKeH (κ = 150). Parameters of the PI controller for D-PAC and PIE are configured to the default values in [7] , except that update time T = 15 ms [7] and target delay d 0 = 10 ms (adjusted to the simulated environment). Without further notice, default parameters are used in CHOKeH, gCHOKe, and CoDel simulations respectively, as long as they do not affect simulation outcomes. For gCHOKe simulations, min th = 600, max th = 6 000, and the most punitive variant gCHOKe(∞) is used for comparison.
Four indicators are used for performance measurement: UDP utilization, Jain's Fairness Index (JFI) and queuing delay at the bottleneck link, in addition to AFCT. The first 57224 VOLUME 6, 2018 two are used to measure AQMs' ability in regulating fairness, whereas the last two evaluate the ability in maintaining QoS (Quality of Service) and QoE. We compare algorithms' performance against changing x 0 and C, the two factors most likely to affect the performance of fairness-oriented AQMs. x 0 determines how unfair the incoming traffic composition is, which is instrumental in testing the fair-keeping capacity of AQMs. Changing the bottleneck bandwidth tests the scalability and the performance of AQMs under varying traffic load, since the number of flows stays constant in the simulations.
A. MODEL VALIDATION
We validate the model discussed in Section III with simulation results, by studying the relationship between x 0 and bottleneck link share µ 0 , when x 0 is increased from 0.1 C to 10 C. Fig. 4 and Fig. 5 demonstrate that as the input UDP load vary from 0.1 C to 10 C, results from both single-UDP and two-UDP topologies are closely matched, implying that the modeling and analysis is correct. A significant reduction of maximum µ 0 as κ increases can also be observed, as D-PAC algorithm gets more punitive. The theoretical results are numerically computed based on the analysis in Section III. Note that whereas the theoretical results demonstrate the relationship between µ 0 and x 0 (1 − p)/C, only x 0 /C can be adjusted in simulations. The x-axis values in results are computed using x 0 /C and the median random dropping probability p obtained from results after simulations.
B. FAIRNESS
Results here evaluate algorithms' ability in maintaining interflow fairness, when UDP hosts increase their sending rate x 0 and the bottleneck link bandwidth stays still. In addition to UDP utilization, the fairness is also measured using JFI in this section, which provides a comprehensive measurement of the inter-flow fairness. Comparisons of UDP utilization are extended to include non-fairness-oriented AQMs and multiple bottleneck topology in Fig. 6 and Fig. 7 . When x 0 /C = 0.1, the difference between UDP utilization at the bottleneck link is negligible, so are the JFI results in Fig. 7 . As x 0 increases, UDP utilization soars but JFI plunges under nonfairness-oriented PIE and CoDel. Particularly when x 0 /C approaches 1, nearly all bandwidth at the bottleneck is consumed by UDP flows, and the JFI decreases to nearly 0 (most unfair) under PIE and CoDel. The results fully expose non-fairness-oriented AQMs' inability in maintaining interflow fairness when aggressive and unresponsive flows are present.
As for the fairness-oriented AQMs, the fairness improves after a slight deterioration in both metrics, because comparisons are more likely to succeed when aggressive flows occupy more buffer as x 0 increases. The small difference between D-PAC and gCHOKe gets larger when x 0 increases. As can be seen in both figures, D-PAC is more tolerant than gCHOKe when κ = 1 but more punitive when κ = 4, compliant with the previous analysis. CHOKeH performs better than D-PAC (κ = 150) when x 0 is less than 0.6C, after which D-PAC performs slightly better. In the multiple bottleneck topology, D-PAC (κ = 150) continuously outperforms CHOKeH.
Additionally, when UDP flows are less aggressive, there is no significant difference between D-PAC (κ = 1, 4) and gCHOKe in terms of bottleneck utilization, JFI, or the Average Drawing Factor (ADF), i.e., the average number of comparisons during simulation, in Table 3 . Even when κ = 150, D-PAC only performs twice number of comparisons compared to gCHOKe if x 0 /C = 0.001. This is because when extremely aggressive flows are absent, the drawing factor χ will remain low since h 0 is small. This characteristic means that despite being extremely punitive when necessary, D-PAC does not punish less aggressive unresponsive flows excessively or perform too many unnecessary comparisons. Whereas CHOKeH performs a huge number of comparisons even if there are no aggressive flows to punish.
In Fig. 8 , the bandwidth utilization of the UDP flow under D-PAC, CHOKeH and gCHOKe(∞) are more closely compared in the single bottleneck topology. D-PAC is evidently more tolerant than gCHOKe(∞) when κ = 1, but more punitive when κ = 4. CHOKeH is far more effective in limiting the throughput of unresponsive flows than gCHOKe(∞), and performs better than D-PAC (κ = 150) when x 0 is relatively small. Whereas D-PAC becomes more effective when x 0 gets bigger. It is also obvious that for low and moderate UDP traffic load, there is no significant difference between D-PAC variants and gCHOKe in terms of bottleneck utilization. This also implies that despite being extra punitive to more aggressive flows, D-PAC does not punish excessively when the unresponsive traffic is less aggressive.
The reason why CHOKeH performs so well is quite simple: more ''match-and-drop'' comparisons. Table 3 lists the UDP utilization and ADF when x 0 /C = 0.6 and 0.001. Consistent with results in Fig. 8 , when x 0 /C = 0.6, CHOKeH and D-PAC (κ = 150) perform much better than gCHOKe(∞) and D-PAC (κ = 4) in terms of UDP utilization. However, CHOKeH needs to perform more than twice the number of comparisons to produce a slightly worse result than D-PAC (κ = 150). As for the case of x 0 /C = 0.001, where the UDP flow is actually not aggressive thus not needed to be punished, all four AQMs perform the same in UDP utilization. Although more punitive AQMs still perform more comparisons, the ADFs in the x 0 /C = 0.001 case is generally much smaller than the x 0 /C = 0.6 case. The only exception is CHOKeH, its ADF (22.6333) is even bigger than the ADF (16.4132) when x 0 /C = 0.6, and is 10 times bigger than the ADF (2.0846) of D-PAC (κ = 150). Most importantly, bigger ADF means the AQM has performed more comparisons, which means more processing overhead.
This abnormality exists because CHOKeH will increase its ADF by starting to pick candidates from the front region, if none of the comparisons with candidates from the rear region succeeds [23] . This explains why CHOKeH performs slightly better when x 0 is small in Fig. 8 . It is also worth noticing that when x 0 = 0.6, D-PAC (κ = 150) performs as well as CHOKeH, even if its ADF is approximately 57% smaller. This anomaly is the consequence of fewer candidates being picked from the front region, when comparisons with rear candidates become more likely to succeed if the aggressive flow occupies more buffer space. Additionally, not picking candidates from the front region actually wastes precious opportunities to remove packets from aggressive flows.
C. QoS AND QoE
Results in this section assess AQMs' ability to maintain QoS and QoE using two performance indicators: queuing delay and AFCT. Queuing delay, as a fundamental performance metric, is the time needed for packets to travel through the buffer queue at bottleneck links. The shorter queuing delay is, the faster data travels through the queue, and the smaller overall latency will be. AFCT, on the other hand, is a performance metric directly related to end-users' experience with interactive applications. Interactive applications such as webbrowsing usually only have a small and finite amount of data to send. Shorter AFCT means those small data packets can finish quickly, resulting in a more satisfying interactive experience. AFCT also indicates how well short flows are treated by the AQM, compared to bulky services such as FTP.
As can be seen in Fig. 9 , The queuing delay under D-PAC (κ = 1, 4) and PIE is very close to their target, no matter how the UDP sending rate or the bottleneck link bandwidth varies. The queuing delay under gCHOKe and CHOKeH is larger than that under D-PAC and PIE, and stays stable when x 0 changes but considerably varies when the bottleneck link bandwidth increases, since both use queue length as the control objective. The queuing delay packets experienced under the radical D-PAC (κ = 150) on the other hand is unanimously zero, indicating that the PI controller cannot keep the queuing delay to the target when too many packets are dropped by the ''match-and-drop'' process. On the other hand, CoDel gives least impressive results in queuing delay, which is expected since it does not aim to keep queuing delay constant anyway.
Whereas in Fig. 10 , the AFCT experienced under PIE and CoDel swiftly increases as UDP hosts increase their sending rate x 0 and consume more bandwidth. When x 0 /C = 2, AFCTs become at least 4 times bigger under PIE and CoDel than the others. One may notice that PIE and CoDel outperform D-PAC and gCHOKe in AFCT when x 0 /C is small, which is a coincidence thanks to the reason explained in footnote 7. Fairness-oriented AQMs would have overwhelmingly outperformed in this category, if the same load of ''web'' traffic is applied to PIE or CoDel. Flows complete faster under D-PAC (κ = 4) than gCHOKe and D-PAC (κ = 1), because less bandwidth is consumed by aggressive flows. D-PAC (κ = 150) performs slightly worse than CHOKeH when x 0 is small. That difference in AFCT between D-PAC (κ = 150) and CHOKeH no longer exists when x 0 gets bigger. Generally, the more punitive an AQM is toward unresponsive flow, the shorter AFCT gets.
V. CONCLUSION AND DISCUSSION
An AQM scheme named D-PAC is proposed in this paper to improve the inter-flow fairness in contended links, while keeping the queuing delay satisfactory in the meantime. The proposed scheme integrates an adaptive CHOKe mechanism with a PI queuing delay controller. Instead of fixating or passively adapting the drawing factor, the new mechanism actively adjusts the number based on the ratio of successful comparisons. Since the number of candidates is ultimately decided by the ''hit'' ratio, fewer ''match-anddrop'' comparisons will be performed when bottleneck links are less monopolized. This feature reduces D-PAC's processing overhead whenever possible, without compromising its effectiveness in maintaining fairness.
Analysis of the improved ''match-and-drop'' mechanism is given, including the case with multiple unresponsive flows. Simulations are conducted under various network conditions with both single and multiple bottleneck topologies.
Results confirm that D-PAC outperforms competitors in penalizing aggressive flows efficiently and economically, without increasing the processing overhead when unnecessary. The results also verified D-PAC's ability to maintain a short and stable queuing delay, and make sure finite flows such as web browsing traffic complete quickly. 
