Introduction
In past decades, engineers and scientists made sustained efforts to study the dynamics of systems with time delay. The response and stability under various excitations and the design of effective controllers are the key issues discussed in the vast amount of literature available on this subject. Several methods have been used to obtain the response of time-delayed systems, including various adaptations of traditional time-marching integrators ͓1͔ and the classical method of steps ͓2͔, possibly combined with expansion in a basis of orthogonal polynomials or harmonic functions. The stability of delayed systems has also been a focus of many studies ͓3,4͔.
However, the situation becomes more complicated when the parameters in the systems are periodically varying. The importance of this area is apparent in fields such as machine tool vibrations in milling, where the regenerative effect of the cutting process causes the time delay while the varying number of active teeth causes the time periodicity ͓5͔; parametric control of robotic systems, where parametric excitation could be used to stabilize long-delay oscillations ͓6͔; neural networks; and optimal control, among others. The mathematical models of such systems are timeperiodic delay-differential equations ͑DDEs͒. For example, a basic model for regenerative chatter in milling is ẍ ͑ t ͒ϩ2ẋ ͑ t ͒ϩ 2 x͑t ͒ϭb 2 h͑t ͒͑ x͑tϪ ͒Ϫx͑ t ͒͒
where x(t) is the displacement of the deformable component of the cutting process, and are the natural frequency and damping ratio of the tool, b is a dimensionless stiffness associated with the depth of metal removal, and h(t) is a periodic function with the tooth pass period according to the number z of teeth and the cutting speed ⍀ ͓5͔. Obtaining the response or stability characteristics and designing control laws are necessarily more subtle for such systems than for either time-delayed systems with constant coefficients or periodically varying systems without delay. A few methods have been proposed to obtain the approximate closed-form response to delay systems with time-varying coefficients ͑which is not possible using time-marching algorithms͒. These include the use of Chebyshev series ͓7,8͔ and Taylor series ͓9͔. Although the orthogonal polynomial methods used in these studies obtain reasonably accurate results, their solutions are restricted to the interval 0рtр1, so that the solutions do not provide sufficient information about the asymptotic behavior of the system's solution. Lehman and Weibel ͓10͔ used the moving averages method to average the periodic delay system, but this may yield inaccurate results in the absence of a small parameter multiplying the time-periodic and time-delay terms. Obtaining the stability characteristics has also presented challenges. While some authors have replaced the periodic coefficients with their timeaverages prior to employing stability theorems for delayed systems with constant coefficients ͓11,12͔, others have obtained more accurate results by employing Floquet theory and Hill's determinants ͓13-15͔.
In this study, a new technique based on the method of steps is proposed to obtain the closed-form transient response of linear and piecewise linear time-periodic DDEs under control excitations in terms of shifted Chebyshev polynomials of the first kind. Two versions are presented. The first approach uses a previous technique ͓16͔ for obtaining the closed-form approximation for the fundamental solution matrix associated with the corresponding periodic ODE ͑without delay͒ in conjunction with a convolu-tion integral formula. The attractive feature of this technique is that, instead of having to repeatedly solve algebraic equations for the expansion coefficients of the response in each time interval, as was done in ͓7,9͔, algebraic equations are only solved at the beginning to obtained the fundamental solution matrices for the corresponding ODE system and its adjoint. Although this results in higher initial overhead, it becomes far more efficient in the long run as the total time interval in which the transient response is desired increases. Furthermore, by applying various operational matrices associated with Chebyshev polynomials and the Floquet theory for periodic ODEs, it is found that the computational load is substantially reduced, thus making it possible to apply this technique to large systems of periodic DDEs. An alternate version based on expanding the equivalent integral equation is also presented. Since this version does not utilize Floquet theory, it is more efficient in cases where the forcing and delay periods are irrationally related. Several examples show that the results obtained via the proposed method are extremely accurate when compared with solutions obtained from Matlab DDE23 software ͓17͔. In addition, it is shown how the closed-form nature of the solution allows one to obtain accurate crossing times and response in the presence of a piecewise linear nonlinearity.
Method of Analysis
2.1 Case TÄ. Consider the system of n first-order linear time-periodic delay-differential equations
x͑t ͒ϭ͑ t ͒, t 0 Ϫрtрt 0 where x(t) is the nϫ1 state vector, A i (t)ϭA i (tϩT), iϭ1, 2, are nϫn periodic matrices, (t) is an nϫ1 initial vector function in the interval t 0 Ϫрtрt 0 , u(t) is a kϫ1 control force vector, and B(t)ϭB(tϩT) is a nϫk periodic matrix. In this paper, we only consider a single fixed delay period Ͼ0. Furthermore, in this section we assume that is equal to the parametric period T. Assuming ⌽(t) is the fundamental solution matrix to the homogeneous, non-delay part of Eq. ͑2͒, i.e.,
and ⌿(t) is the fundamental solution matrix of the adjoint system
where the relationship ⌽ Ϫ1 (t)ϭ⌿ T (t) follows from Floquet theory ͓18͔. The solution of Eq. ͑2͒ can be expressed in a convolution integral form as ͓19͔
Note that t 0 is an arbitrary initial time. Equation ͑5͒ contains a term depending on the initial state and an integral involving both the delay and the control force. It assumes knowledge of ⌽(t) and ⌿(t), which can be calculated in terms of shifted Chebyshev polynomials by using the method described in ͓16͔, in which the differential equations are converted into linear algebraic equations for the Chebyshev coefficients of these nϫn matrices. If m Chebyshev polynomials used in the expansion, then 2n sets of nm algebraic equations must be solved to compute ⌽(t) and ⌿(t). For details, see ͓16͔. For a basic background on Chebyshev polynomials, see ͓20͔.
Again, we first consider the case where the parametric forcing and delay period are identical (Tϭ) and the initial time is t 0 ϭ0. In order to expand in shifted Chebyshev polynomials, which are valid in the interval 0рtр1, we normalize the period Tϭ to one by transforming via tϭtЈ. ͑However, in the following we will continue to denote time with t instead of tЈ.) Then the solution x 1 (t) of Eq. ͑2͒ in the interval 0рtр1 is found as
Note that ⌿ T (0)ϭI. Let T (t) be the nmϫn Chebyshev polynomials matrix defined in ͓21,16͔. Let the Chebyshev expansion of the matrices ⌽(t), ⌿(t), A 2 (t), B(t)u(t) and the initial vector function X 1 (0), (tϪ1) be ⌽͑t ͒ϭT
B͑t ͒u͑ t ͒ϭT
where, S, C, D are the Chebyshev coefficient matrices with dimension nmϫn and p and q 1 are nmϫ1 Chebyshev coefficient vectors of (tϪ1) and B(t)u(t), respectively. Substituting Eq. ͑7͒ into Eq. ͑6͒, we have
Using the integration Ĝ and product Q operational matrices associated with the shifted Chebyshev polynomials defined in ͓21,16͔, we can rewrite Eq. ͑8͒ as
Equation ͑9͒ thus gives the Chebyshev approximation of the solution in the interval 0рtр1 where m 1 is the nmϫ1 Chebyshev coefficient vector.
To extend the solution past tϭ1, we use the result from Floquet theory that matrices ⌽(t) and ⌿(t) satisfy the relationship ͓18͔
where k is an integer. Use this formula and noticing that A 2 (t ϩT)ϭA 2 (t), B(tϩT)ϭB(t), and ⌿ T (0)ϭI, we obtain the solution x 2 (t) in the second interval 1рtр2 as
and make the change of variable t→tϪ1 to get x 2 (t). Note that in Eq. ͑11͒ x 2 (1)ϭx 1 (1) is used. Employing Chebyshev expansion as above, Eq. ͑11͒ becomes
where m 2 is the Chebyshev coefficient vector of the approximate solution in the interval 1рtр2 and q 2 is an nmϫ1 Chebyshev coefficient vector of B( t)u( tϩ1). Proceeding the same way as above, one can easily obtain the solution in the ith interval by
where 0р tϭtϪiϩ1р1, m i is the Chebyshev coefficient vector in the interval iϪ1рtрi and x i (iϪ1)ϭx iϪ1 (iϪ1). The solution for the entire time domain may be obtained in this way. Note that the recursion relationship between m iϪ1 and m i is
Also, there is no need for solving algebraic equations to obtain m i in any interval after ⌽(t) and ⌿(t) have already been obtained. This is a major advantage of this technique.
Case TÄq.
We next consider the case where the forcing period is an integer multiple of the delay period, i.e., T ϭq , qϭ2,3, . . . . For simplicity, we start by finding the solution when Tϭ2 . The problem under consideration is still Eq. ͑2͒. This time, we normalize the time such that Tϭ1 and ϭ2. The main difference between Tϭ2 case and Tϭ case is that in the former, the matrices ⌽(t), ⌿(t), A(t), and B(t) must be re-expanded in the second interval (1рtр2).
Equations ͑8͒ and ͑9͒ still give the solution in the first interval 0рtр1. By extending the previous technique for Tϭ, at the second interval (1рtр2), we solve the initial value problem
where ⌽ 1 (t) and ⌿ 1 (t) satisfy equations ͑3,4͒. ͑The subscript on ⌽ or ⌿ refers to the first or second interval.͒ The solution in the second interval (1рtр2) is now given by
where x 2 (1)ϭx 1 (1). After expanding in Chebyshev polynomials as in Eq. ͑7͒, Eq. ͑16͒ takes the form (17) where tϭtϪ1 and the nmϫn matrices S 2 , C 2 , D 2 are the Chebyshev coefficient matrices of ⌽ 2 (t), ⌿ 2 (t) and A 2 (t) at the interval (1рtр2). Further, by applying the same procedure as in Eq. ͑9͒, Eq. ͑17͒ can be reduced to
Noticing that the main period T in this case equals 2, i.e., A 2 (tϩ2)ϭA 2 (t), B(tϩ2)ϭB(t) and A 2 (tϩ3)ϭA 2 (tϩ1), B(t ϩ3)ϭB(tϩ1), etc., we apply the Floquet theory ͑10͒ to the next two intervals 2рtр3 and 3рtр4. The solutions of these two intervals can be expanded in shifted Chebyshev expansion as
i.e., we only need the information of ⌽ 1 (t), ⌿ 1 (t) on the first interval and ⌽ 2 (t), ⌿ 2 (t) on the second interval to find the solutions of the third and fourth intervals. This follows from the wellknown semigroup property ͓2͔. Figure 1 shows this technique on the first four intervals. After simplifying and using the fact that ⌿ 1 T (0)ϭI, the Eq. ͑19a͒ and ͑19b͒ become
The solutions on the following intervals can be obtained similarly.
For Tϭq with q an arbitrary integer, the response can be obtained as
where iϭrqϩ j and jϭ1,2, . . . q, rϭ1,2, . . . .
Case pTÄq.
When the excitation period T and the delay period of the system ͑2͒ have the relationship pTϭq , where p and q are integers, we can first normalize the system with respect to , then use the proposed method to approximate the solutions at the interval 0рtрpT. The solutions in the following intervals can be obtained by combining the properties of the periodic system and Floquet theory described above. Figure 2 shows this process on the first four intervals, where pϭ2, qϭ3.
Alternate Method.
In the case when T and are not rationally related, instead of using the relationship of ͑10͒, we construct the fundamental solution matrix ⌽(t) and its adjoint matrix ⌿(t) on each interval with length ϭ1 and then use Eq. ͑5͒ to find the solution each interval by interval. However, because Floquet theory is not utilized, this greatly increases the computational load since we must solve 2n sets of nm equations on each interval. If i intervals are desired, 2ni sets of nm equations are needed to be solved. Even for the case pTϭq with large q, 2nq sets of nm equations must be solved before Floquet theory may be used. Therefore, we present an alternative method, also based on the method of steps, which may be more efficient for this case.
Instead of using the convolution integral formula of Eq. ͑5͒, we directly integrate Eq. ͑2͒ as
where t 0 is an arbitrary initial time. This is similar to the approaches in ͓7,9͔. As before, we normalize the delay period to ϭ1 and expand in Chebyshev polynomials as in Eq. ͑7͒. For the initial interval 0рtр1, this yields Transactions of the ASME where x(0) contains the initial condition, m 1 contains the Chebyshev coefficients of x 1 (t) and F 1 contains the coefficients of A 1 (t). The solution is obtained by solving
for m 1 . For the ith interval (iϪ1,i), the solution is obtained from solving
and using x i ( t)ϭT T ( t)m i , where tϭtϪiϩ1 and 0р tр1. This is different from ͓7,9͔ in that the entire interval iϪ2рt рiϪ1 is used to compute the solution in the ith interval iϪ1 рtрi instead of just a single point. Hence, this technique is more accurate than those in ͓7,9͔. Since no use of Floquet theory was made, this technique is independent of the values of T and . It is seen that nm equations must be solved at each of the i delay intervals in which the response is obtained. This differs from the original method which required the solution of 2ni sets of nm equations ͑if T and are irrationally related͒ or 2nq sets of nm equations, if pTϭq . Hence, if T and are rationally related, for iϽ2nq, this alternate method is more efficient, while for i Ͼ2nq the original method is more efficient. If T and are irrationally related, the alternate method is much more efficient than the previous technique, which requires the solution of 2n times as many equations.
Piecewise Linear Systems.
Suppose the DDE is piecewise linear with different linear matrices in the various linearsubregions. For example, a system might have two subregions of the form
Note that while the entire system is not time-periodic, it is periodic in each separate subregion. Such systems are relevant in low immersion milling, for example, where the contact/impact between the tool and workpiece can be modeled with a bilinear nonlinearity ͓22͔. In this case, the crossing times between the linear subregions must be found exactly. Here, the analytical form of the Chebyshev expansion is very useful since solving for t in X 1 (t)ϭX c amounts to polynomial root finding. Hence, the crossing times ͑and overall response͒ are generally more accurate than if a time-marching algorithm were used since the time steps would generally not coincide with the boundary location. Although the response in the separate subregion is obtained in terms of Chebyshev polynomials, in general the delayed period x(tϪ) can overlap the crossing between the subregions. It is, therefore, useful to obtain the Chebyshev expansion of the solution in the delay period by interpolation as
where c j is the jth Chebyshev coefficient in the expansion and the interpolation nodes t k are the zeros of T m *(t) ͓20͔. Example 4 below shows this procedure.
Examples

Delayed Mathieu Equation with
TÄ. Consider a 2-dimensional ͑2-D͒ time-periodic DDE system ẋ(t)ϭA 1 (t)x ϩA 2 (t)x(tϪ1),
where the parameters a, b, and c will be specified. Equation ͑28͒ represents an undamped Mathieu equation with the addition of a time delay with a time-periodic coefficient. Notice that in this case, time has already been normalized such that both the main period T and the delay period are 1 ͑hence the factor of 4 2 in the matrices A 1 (t) and A 2 (t)).
Figure 3 below shows a comparison of the solution of ͑28͒ calculated by the Matlab DDE23 software ͓17͔ and by the proposed method in Section 2.1 over one period with aϭ0.5, b ϭ0.3, cϭ0.2, and where the number of polynomials used was mϭ32. Note that the curves coincide. The values of X(t) and Ẋ (t) at tϭ1 calculated by Matlab DDE23 software with RelTol ϭ10 Ϫ10 and AbsTolϭ10 Ϫ13 are Ϫ0.9768744839 and 9.56059185. The values obtained by the proposed method are Ϫ0.9768744876 and 9.56059173. We can see the approximation errors at tϭ1 are about X(1) ϭ3.8ϫ10 Ϫ9 and Ẋ (1) ϭ1.3ϫ10 Ϫ8 . Numerically, the maximum errors for X(t) and Ẋ (t) on the first interval 0рtр1 are max X(t) ϭ3.8ϫ10 Ϫ9 and max Ẋ (t) ϭ1.3ϫ10 Ϫ8 . In addition, the alternate method in Section 2.4 was also employed and the results were found to be identical with the original method. Here the alternate method is more efficient for obtaining the response in one interval since it requires the solution of only 64 equations as opposed to four sets of 64 equations. Figure 4 shows the solution for 0рtр14 obtained by using the proposed method. The results obtained by using the alternate method in Section 2.4 are again exactly the same. However, in this case (Tϭ), for 14 intervals, four sets of 64 equations are solved for the original method while 14 sets of 64 equations are needed to be calculated for the alternate method, making the original method more efficient in this case. From Fig. 4 , it is seen that the asymptotic behavior is stable, i.e., X(t)→0 as t→ϱ. It should be noted that this conclusion would be impossible to reach using one of the previous techniques ͓7,9͔ which give solution that are only valid in the interval 0рtр1.
TÄ2. Again, consider the 2-D DDE system with periodic coefficients where the main period T in this case equals 2 and the delay period equals 1, i.e., Tϭ2. Setting the parameters to aϭ0.6, b ϭ0.5, cϭ0.2 and using mϭ32 polynomials, we plot the solutions obtained by the proposed method in Section 2.2 with those calculated by the Matlab DDE23 software together in the Fig. 5 . Note that the values of X(t) and Ẋ (t) at tϭ2 obtained by the Matlab DDE23 software (RelTolϭ10 Ϫ10 and AbsTolϭ10 Ϫ13 ) are Ϫ1.0041317 and 5.1683241 while by the proposed method they are Ϫ1.0041322 and 5.1683257. This represents an approximate error X(1) ϭ5.0ϫ10 Ϫ7 and Ẋ (1) ϭ3.1ϫ10 Ϫ7 . Numerically, the maximum error of X(t) and Ẋ (t) over the period ͑0,2͒ are max X(t) ϭ5.0ϫ10 Ϫ7 and max Ẋ (t) ϭ3.1ϫ10 Ϫ7 . In addition, the asymptotic behavior of the solution of Eq. ͑29͒ is plotted for 0 рtр14 in Fig. 6 using the proposed technique. Again, the alternate method of Section 2.4 gives identical results but is less efficient for 14 intervals.
Example 3: Dynamic Milling Model With Control.
Consider the model for regenerative chatter in milling of Eq. ͑1͒ rewritten in state-space form ͑after normalizing͒ as
The periodic function h(t) is a smooth sinusoid which is indicative of full-immersion milling ͓5͔. Letting bϭ0.2, ϭ0.1, ϭ1.0, mϭ32 and setting the control force u(t)ϭ1 ͑unit step͒, we calculate the numerical solutions of ͑30͒ using the proposed method described in Section 2.1. For illustration, again the results are plotted together with those obtained by using Matlab DDE23 software in the interval 0рtр1 in Fig. 7 . The values of X(t) and Ẋ (t) at tϭ1 computed using the proposed method are 0.4482598157 and Ϫ3.4373942 compared with 0.4482598117 and Ϫ3.4373940 calculated via the Matlab DDE23 software (RelTol ϭ10 Ϫ10 and AbsTolϭ10 Ϫ13 ). The approximate errors at tϭ1 are X(1) ϭ9.0ϫ10 Ϫ9 and Ẋ (1) ϭ5.8ϫ10 Ϫ8 . Numerically, the maximum errors for X(t) and Ẋ (t) in the interval 0рtр1 are Transactions of the ASME max X(t) ϭ9.0ϫ10 Ϫ9 and max Ẋ (t) ϭ5.8ϫ10 Ϫ8 . Figure 8 shows the asymptotic behavior of ͑30͒ under the influence of the control calculated by the proposed method. The results demonstrate the solution converges asymptotically to X(t)ϭ1. Again, the alternate technique gives identical results.
Example 4: Piecewise Linear System With Clearance.
Finally, we consider an example of piecewise linear DDE by modifying the system of Example 1 such that the delay term and periodic component vanish in the second linear subregion as
In Fig. 9 , we show the solution of the Eq. ͑31͒ with aϭ0.5, b ϭ0.3, cϭ0.2, and mϭ32. Note that the solutions above the dashed line (X 1 ϭ0.5) are obtained by the proposed technique while below the dashed line, the analytical solution for free vibration can be directly obtained. The crossing times between the two subregions are found as t 1 ϭ0.2624, t 2 ϭ1.2211, t 3 ϭ1.6897, t 4 ϭ2.7624, t 5 ϭ3.0519, t 6 ϭ4.1393 and t 7 ϭ4.4115 ͑see Fig. 9͒ from the analytical Chebyshev expansion by solving an 32nd order polynomial equation for the relevant root of X 1 (t)ϭX c . It should be noted that to obtain the solution for t 2 ϽtϽt 3 , the Chebyshev expansion of the delayed solution between t 2 Ϫ ϭ0.2211ϽtϽt 2 ϭ1.2211 is required. Since this interval overlaps the crossing at tϭt 1 , it is necessary to obtain the Chebyshev expansion by interpolation as was discussed in Section 2.5. Note that this is not required for t 4 ϽtϽt 5 or t 6 ϽtϽt 7 . It should be noted that, although damping has not been explicitly included, the time-delay effectively damps out some energy in each oscillation cycle.
Accuracy of the Method
Two stages of approximation by shifted Chebyshev polynomials occur in the method. First the fundamental solution matrix ⌽(t) of the linear periodic system of ODEs ͑3͒ is approximated by Chebyshev polynomials as in ͓16͔. Next, that fundamental solution matrix is regarded as known and is used in the convolution integral formula ͑5͒, which is ͑14͒ as an equation for expansion coefficients.
Note that the fundamental solution matrix ⌽(t) cannot be found by a matrix exponential as in the constant coefficient case, but we show how to bound the maximum exponential rate of growth of ⌽(t) in this section. The method of Chebyshev expansion of the fundamental solution matrix will only produce an accurate approximation as long as exponential functions of this maximum rate can be well approximated by Chebyshev expansion.
In particular, given an exponential function e t , we can determine the number of Chebyshev polynomials necessary to approximate to within a given tolerance on the interval 0рtр1. In ͓20͔, we find that if a function f (t) has continuous derivatives then
where P m (t) is the interpolating polynomial to f at the m zeros of T m (t). Now P m (t) is not precisely the same as the first m terms of the Chebyshev expansion of f. It is very close, however, because P m (t) can be found by discrete orthogonality relations which approximate the usual integral orthogonality relations. The factor 1/2 2mϪ1 in ͑32͒ shows the desirability of Chebyshev polynomials over other orthogonal families of polynomials, as it is the optimal factor in this context ͓20͔.
For f (t)ϭe t in particular, ͑32͒ implies
Consider Example 1 the delayed Mathieu equation. We use the maximum magnitude of the eigenvalues of A 1 (t) to determine the maximum exponential rates. That is, in approximating the fundamental solution matrix ⌽(t), we choose m sufficiently large so that the rates of change of the entries of ⌽(t) will be well approximated. In particular, 
It follows that mϭ32 is sufficiently accurate approximation of ⌽(t) and ⌿(t). Note that inequality ͑32͒ also addresses the error made in approximating the coefficient matrices A 1 (t), A 2 (t), B(t) themselves. Next, as stated, the method uses the Chebyshev approximation of the fundamental solution matrix ⌽(t) in the solution to Eq. ͑2͒. Here two approximations occur. Both the integration operational matrix Ĝ and the product operational matrix Q a involve truncation of terms. In the former case, it is clear that the integral of an (mϪ1) degree Chebyshev expansion has an m degree term with coefficient 1/4m. This term is dropped in using Ĝ . In using Q , however, terms with coefficient 1/2 are dropped. Because of the relative size of 1/4m and 1/2, we claim that the truncation resulting from using the product operational matrix is the only one worth considering.
With regard to this approximation, however, note that if
and if mϽmЈ then the error made in truncation is
because ͉T j *(t)͉р1 for 0рtр1. In the examples given in this paper and in other practical cases, one may easily determine that the expansion coefficients b j appearing in Eq. ͑7͒ ͑that is, in S, C, and D͒ are small for large j. We may then conclude that the terms lost in the use of the product operational matrices are themselves small.
Discussion and Conclusions
A new technique is proposed to approximate the transient response of linear or piecewise linear time-periodic DDEs under control excitations. Based on a previous technique of approximating the fundamental solution matrix for time-periodic ODEs ͓16͔, the response is constructed via expansion in shifted Chebyshev polynomials and by using a convolution integral formula. This technique is applicable to practical problems such as regenerative chatter in milling or remote parametric control of robot motion. The computational advantage of this method is that after the solutions in the first excitation period are obtained, the solutions at the following intervals can be gained directly by applying the Floquet theory. Examples such as a delayed Mathieu equation and a dynamic milling model with control are studied. The results are found to be very accurate compared to those calculated via Matlab DDE23 software. We conclude that the proposed technique offers an efficient way to obtain the response of periodic delayed dynamical systems, which currently find application in many engineering fields.
The primary reason for the computational advantage over the techniques in ͓7,9͔ ͑and over the alternate method presented in Section 2.4͒ lies in the fact that algebraic equations must be solved only at the start in order to construct the Chebyshev expansion of the fundamental solution matrices corresponding to two periodically varying ODES instead of in each successive time interval. This greatly reduces the number of equations to be solved ͑and hence is much more efficient͒ as the time interval in which the transient solution is desired increases. For cases in which the forcing and delay periods are irrationally related ͑or if the response is desired over a short interval͒, the alternate method based on the equivalent integral form of the DDE is more efficient. The results from both versions were found to be identical.
The main advantage the Chebyshev-approximated solution has over the DDE23 solution ͑or any other time-marching algorithm͒ is that a closed-form solution is obtained, at least in a finite interval. This fact allows one to obtain accurate crossing times and solutions in the case of a piecewise linear nonlinearity as was shown. It also allows one to extend the present analysis to other problems for which time-marching methods do not suffice, such as in optimal control ͓8,23͔ or in finding periodic solutions for piecewise linear oscillators with time-delay and periodic coefficients ͓24͔. Also, much of the information needed to set up the problem can be stored in the computer in advance. The product and integration matrices associated with the shifted Chebyshev polynomials can be readily constructed from the general expressions and do not require any computation. In general, the terms periodic in A(t) have the forms sin(nt/T) and/or cos(nt/T). The expansions of these quantities can be made a part of the subroutine, and one does not have to compute the expansion coefficients each time. The entire computation process can be automated rather easily. From the error bound analysis, it appears that it would be possible to incorporate a tolerance parameter in the computer program to ensure a desired accuracy. However, no such attempt was made in this study. Although direct time comparisons with the Matlab DDE23 software were not done here ͑due to the use of different computing platforms for the two methods͒, the results from ͓16͔ for periodic systems without delay imply that the proposed technique is probably slightly slower than a RungeKutta or similar algorithm for the single-degree-of-freedom problems analyzed in this paper, but would be much faster for largeorder systems such as those resulting from the application of finite elements or other discretization procedures.
