Strong convergence of relaxed hybrid steepest-descent methods for triple hierarchical constrained optimization by L C Zeng et al.
RESEARCH Open Access
Strong convergence of relaxed hybrid steepest-
descent methods for triple hierarchical
constrained optimization




Mathematics, Chung Yuan Christian
University, Chung Li 32023, Taiwan
Full list of author information is
available at the end of the article
Abstract
Up to now, a large number of practical problems such as signal processing and
network resource allocation have been formulated as the monotone variational
inequality over the fixed point set of a nonexpansive mapping, and iterative
algorithms for solving these problems have been proposed. The purpose of this
article is to investigate a monotone variational inequality with variational inequality
constraint over the fixed point set of one or finitely many nonexpansive mappings,
which is called the triple-hierarchical constrained optimization. Two relaxed hybrid
steepest-descent algorithms for solving the triple-hierarchical constrained
optimization are proposed. Strong convergence for them is proven. Applications of
these results to constrained generalized pseudoinverse are included.
AMS Subject Classifications: 49J40; 65K05; 47H09.
Keywords: triple-hierarchical constrained optimization, variational inequality, mono-
tone operator, relaxed hybrid steepest-descent method, nonexpansive mapping,
fixed point, strong convergence
1 Introduction
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ∥ · ∥, let C be a none-
mpty closed convex subset of H and let R be the set of all real numbers. For a given
nonlinear operator A : H ® H, the following classical variational inequality problem is
formulated as finding a point x* Î C such that〈
Ax∗, x − x∗〉 ≥ 0, ∀x ∈ C. (1:1)
The set of solutions of problem (1.1) is denoted by VI(C,A). Variational inequalities
were initially studied by Stampacchia [1] and ever since have been widely studied,
since they cover as diverse disciplines as partial differential equations, optimal control,
optimization, mathematical programming, mechanics, and finance. On the other hand,
a number of mathematical programs and iterative algorithms have been developed to
resolve complex real world problems. In particular, monotone variational inequalities
with a fixed point constraint [2-4] include such practical problems as signal recovery
[3], beamforming [5], and power control [6], and many iterative algorithms for solving
them have been presented.
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The constraint set has been defined in [3,5] as the intersection of finite, closed, and
convex subsets, C0 and Ci (i = 1,2,...,m), of a real Hilbert space, and is represented as
the fixed point set of the direct product mapping composed of the metric projections
onto the Cis. The case, in which the intersection of the Cis is empty, has been consid-
ered in [2,6]. When C0 is the absolute set, for which the condition must be satisfied,
the constraint set is defined as the subset of C0 with the elements closet to the Cis (i =
1,2,... ,m) in terms of the norm. This set is represented as the fixed point set of the
mapping composed of the metric projections onto the Cis [[2], Proposition 4.2]. Itera-
tive algorithms have been presented in [2-4] for the convex optimization problem with
a fixed point constraint along with proof that these algorithms converge strongly to
the unique solution of problems with a strongly monotone operator. The strong mono-
tonicity condition guarantees the uniqueness of the solution. A hierarchical fixed point
problem, equivalent to the variational inequality for a monotone operator over the
fixed point set, has been discussed [7,8] along with iterative algorithms for solving it.
The solution presented [7,8] is not always unique, so that there may be many solutions
to the problem. In that case, a solution, that results in practical systems and networks
being more stable and reliable, must be found from among candidate solutions. Hence,
it would be reasonable to identify the unique minimizer of an appropriate objective
function over the hierarchical fixed point constraint. Very recently, related iterative
methods and their convergence analysis for solving hierarchical fixed point problems,
hierarchical optimization problems and hierarchical variational inequality problems can
be found in [9-16].
Let T : H ® H be a self-mapping on H. We denote by Fix(T) the set of fixed points
of T. A mapping T : H ® H is called L-Lipschitz continuous if there exists a constant
L ≥ 0 such that∥∥Tx − Ty∥∥ ≤ L ∥∥x − y∥∥ , ∀x, y ∈ H. (1:2)
In particular, if L Î [0,1), T is called a contraction; if L = 1, T is called a nonexpan-
sive mapping. A mapping A : H ® H is called a-inverse strongly monotone if there
exists a > 0 such that
〈
Ax − Ay, x − y〉 ≥ α∥∥Ax − Ay∥∥2, ∀x, y ∈ H. (1:3)
Obviously, every inverse strongly monotone mapping is a monotone and Lipschitz
continuous mapping; see, e.g., [17].
In 2001, Yamada [2] introduced a hybrid steepest-descent method for finding an ele-
ment of VI(C, F). His idea is stated now. Assume that C is the fixed point set of a non-
expansive mapping T : H ® H; that is,
C : Fix(T) (= {x ∈ H : Tx = x}) .
Support that F is h-strongly monotone and -Lipschitz continuous with constants
h, > 0. Take a fixed number μ Î (0, 2h/2) and a sequence {ln} ⊂ (0,1) satisfying the
conditions below:
(L1) limn®∞ ln = 0;
(L2)
∑∞
n=0 λn = ∞ ;
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(L3) limn→∞ (λn − λn+1) /λ2n+1 = 0 .
Starting with an arbitrary initial guess x0 Î H, one can generate a sequence {un} by
the following algorithm:
un+1 : Tun − λn+1μF(Tun), ∀n ≥ 0. (1:4)
Then, Yamada [2] proved that {un} converges strongly to the unique element of VI(C,
F). In the case where C is expressed as the intersection of the fixed-point sets of N
nonexpansive mappings Ti : H ® H with N ≥ 1 an integer, Yamada [2] proposed
another algorithm,




, ∀n ≥ 0. (1:5)
where T[k] := TkmodN, for integer k ≥ 1, with the mod function taking values in the
set {1,2,..., N} [i.e., if k = jN + q for some integers j ≥ 0 and 0 ≤ q <N, then T[k] = TN if
q = 0 and T[k] = Tq if 1 <q <N], 0 where μ Î (0, 2h/2) and where the sequence {ln}
of parameters satisfies conditions (L1), (L2), and (L4),
(L4)
∑∞
n=0 |λn − λn+N| is convergent.
Under these conditions, Yamada [2] proved the strong convergence of {un} to the
unique element of VI(C,F).
In 2003, Xu and Kim [18] continued the convergence study of the hybrid steepest-
descent algorithms (1.4) and (1.5). The major contribution is that the strong conver-
gence of the algorithms (1.4) and (1.5) holds with the condition (L3) replaced by the
condition
(L3)’ limn®∞ ln/ln+1 = 1, or equivalently, limn®∞(ln - ln+1)/ln+1 = 0, and with
condition (L4) replaced by the condition
(L4)’ limn®∞ ln/ln+N = 1, or equivalently, limn®∞(ln - ln+N)/ln+N = 0.
Theorem XK1 (see [[18], Theorem 3.1]). Assume that 0 <μ < 2h/2. Assume also
that the control conditions (L1), (L2), and (L3)’ hold for {ln}. Then, the sequence {un}
generated by algorithm (1.4) converges strongly to the unique element u* of VI(C, F).
Theorem XK2 (see [[18], Theorem 3.2]). Let μ Î (0,2h/2) and let conditions (L1),




Fix(Ti) = Fix (T1T2...TN) = Fix (TNT1...TN−1) = · · · = Fix (T2T3...TNT1) .
Then, the sequence {un} generated by algorithm (1.5) converges in norm to the
unique element u* of VI(C,F).
Recall the variational inequality for a monotone operator A1 : H ® H over the fixed
point set of a nonexpansive mapping T : H ® H:
Find x¯ ∈ VI (Fix(T),A1) := {x¯ ∈ Fix(T) : 〈A1x¯, y − x¯〉 ≥ 0,∀y ∈ Fix(T)} ,
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where Fix(T) := {x ∈ H : Tx = x} 	= ∅ . Very recently Iiduka [19] introduced the follow-
ing monotone variational inequality with the variational inequality constraint over the
fixed point set of a nonexpansive mapping:
Problem I (see [[19], Problem 3.1]). Assume that
(i) T : H ® H is a nonexpansive mapping with Fix(T) 	= ∅ ;
(ii) A1 : H ® H is a-inverse strongly monotone;
(iii) A2: H ® H is b-strongly monotone and L-Lipschitz continuous, that is, there
are constants b, L > 0 such that
〈
A2x − A2y, x − y
〉 ≥ β∥∥x − y∥∥2 and ∥∥A2x − A2y∥∥ ≤ L ∥∥x − y∥∥




) 	= ∅ .
Then the objective is to
find x∗ ∈ VI (VI (Fix(T),A1)A2)
:=
{
x∗ ∈ VI (Fix(T),A1) : 〈A2x∗, v − x∗〉 ≥ 0,∀v ∈ VI (Fix(T),A1)} .
Since this problem has a triple structure in contrast with bilevel programming pro-
blems or hierarchical constrained optimization problems or hierarchical fixed point
problem, it is referred to as a triple-hierarchical constrained optimization problem
(THCOP). He presented some examples of the THCOP and proposed an iterative algo-
rithm for finding solutions of such problem.
Algorithm I (see [[19], Algorithm 4.1]). Let T : H ® H and Ai : H ® H (i = 1, 2)
satisfy Assumptions (i)-(iv) in Problem I. The following steps are presented for solving
Problem I.
Step 0. Take {αn}∞n=0, {λn}∞n=0 ⊂ (0,∞) , and μ > 0, choose x0 Î H arbitrarily, and let
n := 0.
Step 1. Given xn Î H, compute xn+1 Î H as
yn : = T (xn − λnA1xn) ,
xn+1 : = yn − μαnA2yn.
Update n := n + 1 and go to Step 1.
The convergence analysis of the proposed algorithm was also studied in [19]. The
following strong convergence theorem is established for Algorithm I.
Theorem I (see [[19], Theorem 4.1]). Assume that {yn}∞n=0 in Algorithm I is
bounded. If μ Î (0, 2b/L2) is used and if {αn}∞n=0 ⊂ (0, 1] and {λn}∞n=0 ⊂ (0, 2α] satisfy-
ing (i) limn®∞ an = 0, (ii)
∑∞
n=0 αn = ∞ , (iii)
∑∞
n=0 |αn+1 − αn| < ∞ , (iv)∑∞
n=0 |λn+1 − λn| < ∞ , and (v) ln ≤ an ∀n ≥ 0 are used, then the sequence, {xn}∞n=0 ,
generated by Algorithm I satisfies the following properties.
(a) {xn}∞n=0 is bounded;
(b) limn®∞ ∥xn - yn∥ = 0 and limn®∞ ∥xn - Txn∥ = 0 hold;
Zeng et al. Fixed Point Theory and Applications 2012, 2012:29
http://www.fixedpointtheoryandapplications.com/content/2012/1/29
Page 4 of 24
(c) If ∥xn - yn∥ = o(ln), {xn}∞n=0 converges strongly to the unique solution of Pro-
blem I.
Motivated and inspired by the above research work, we continue the convergence
study of Iiduka’s relaxed hybrid steepest-descent Algorithm I. It is proven that under
the lack of the boundedness assumption of {yn}∞n=0, {xn}∞n=0 converges strongly to the
unique solution of Problem I.
On the other hand, we introduce the following monotone variational inequality with
the variational inequality constraint over the intersection of the fixed point sets of N
nonexpan-sive mappings Ti : H ® H, with N ≥ 1 an integer.
Problem II. Assume that
(i) each Ti : H ® H is a nonexpansive mapping with
⋂N
i=1 Fix(Ti) 	=∅ ;
(ii) A1 : H ® H is a-inverse strongly monotone;






Then the objective is to




















Another algorithm is proposed for Problem II.
Algorithm II. Let Ti : H ® H (i = 1,2,..., N) and Ai : H ® H (i = 1,2) satisfy
Assumptions (i)-(iv) in Problem II. The following steps are presented for solving Pro-
blem II.




, choose x0 Î H arbi-
trarily, and let n := 0.
Step 1. Given xn Î H, compute xn+1 Î H as
yn := T[n+1] (xn − λnA1xn) ,
xn+1 := yn − μαnA2yn.
Update n := n + 1 and go to Step 1.
In this article, suppose first that there hold the following conditions:
(A1) limn®∞ an = 0;
(A2)
∑∞
n=0 αn = ∞ ;
(A3) limn®∞ (an - an+1)/an+1 = 0 or
∑∞
n=0 |αn+1 − αn| < ∞ ;
(A4) limn®∞ (ln - ln+1)/ln+1 = 0 or
∑∞
n=0 |λn+1 − λn| < ∞ ;
(A5) ln ≤ an for all n ≥ 0.
It is proven that under Conditions (A1)-(A5), the sequence {xn}∞n=0 generated by
Algorithm I converges strongly to the unique solution of Problem I.
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Second, assume that there hold the following conditions:
(B1) limn®∞ an = 0;
(B2)
∑∞
n=0 αn = ∞ ;
(B3) limn®∞ (an - an+N)/an+N = 0 or
∑∞
n=0 |αn+N − αn| < ∞ ;
(B4) limn®∞ (ln - ln+N)/ln+N = 0 or
∑∞
n=0 |λn+N − λn| < ∞ ;
(B5) ln ≤ an for all n ≥ 0.
It is proven that under Conditions (B1)-(B5), the sequence {xn}∞n=0 generated by
Algorithm II converges strongly to the unique solution of Problem II. It is worth
pointing out that in our results there is no assumption of the boundedness imposed
on the sequences {xn} and {yn} generated by Algorithms I or II.
In addition, if N = 1, then Algorithm II reduces to the above Algorithm I. Hence,
Algorithm II is more general and more flexible than Algorithm I. Obviously, our pro-









and more subtle than the problem of finding the unique element of VI(VI(Fix(T), A1),
A2). Beyond question, our results represent the modification, supplement, extension,
and development of the above Theorem I.
The rest of the article is organized as follows. After some preliminaries in Section 2,
we introduce two relaxed hybrid steepest-descent algorithms for solving Problems I
and II in Section 3, respectively. Strong convergence for them is proven. Applications
of these results to constrained generalized pseudoinverse are given in the last section,
Section 4.
2 Preliminaries
Let H be a real Hilbert space with an inner product 〈·,·〉 and its induced norm ∥ · ∥.
Throughout this article, we write xn ⇀ x to indicate that the sequence {xn} converges
weakly to x. xn ® x implies that {xn} converges strongly to x. A function f : H ® R is
said to be convex iff, for any x, y Î H and for any l Î [0,1], f(lx + (1 - l)y) ≤ lf(x) +
(1 - l)f(y). It is said to be strongly convex iff, a > 0 exists such that, for all x,y Î H
and for all λ ∈ [0, 1], f (λx + (1 − λ)y) ≤ λf (x) + (1 − λ)f (y) − 12αλ(1 − λ)∥∥x − y∥∥2 .
A : H ® H is referred to as a strongly monotone operator with a > 0 [[20], Defini-
tion 25.2(iii)] iff 〈Ax - Ay, x - y〉 ≥ a∥x - y∥2 for all x, y Î H. It is said to be inverse-
strongly monotone with a > 0 (a-inverse-strongly monotone) [[17], Definition, p. 200]
(see [[21], Definition 2.3.9(e)] for the definition of this operator, called a co-coercive
operator, on the finite dimensional spaces) iff 〈Ax -Ay, x - y〉 ≥ a∥Ax - Ay∥2 for all x,y
Î H.
A : H ® H is said to be hemicontinuous [[22], p. 204], [[20], Definition 27.14] iff, for
any x,y Î H, the mapping g : [0,1] ® H, defined by g(t) := A(tx + (1 - t)y) (t Î [0,1]),
is continuous, where H has a weak topology. A : H ® H is referred to as a Lipschitz
continuous (L-Lipschitz continuous) operator [[23], Sect. 1.1], [[20], Definition 27.14]
iff L > 0 exists such that ∥Ax - Ay∥ ≤ L∥x - y∥ for all x,y Î H. The fixed point set of
the mapping A : H ® H is denoted by Fix(A) := {x Î H : Ax = x}.
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Let f : H ® R be a Frechet differentiable function. This means that f is convex (resp.
strongly convex) iff ∇f : H ® H is monotone (resp. strongly monotone) [[20], Proposi-
tion 25.10], [[24], Sect. IV, Theorem 4.1.4]. If f : H ® R is convex and if ∇f : H ® H is
1/L-Lipschitz continuous, ∇f is L-inverse-strongly monotone [[25], Theorem 5].
The metric projection onto the nonempty, closed and convex set C (⊂ H), denoted
by PC, is defined by, for all x Î H, PC x Î C and ∥x - PCx∥ = infyÎC ∥x - y∥.
The variational inequality [1,26] for a monotone operator A : H ® H over a none-
mpty, closed, and convex set C (⊂ H), is to find a point in
VI(C,A) :=
{
x∗ ∈ C : 〈Ax∗, y − x∗〉 ≥ 0,∀y ∈ C} .
Some properties of the solution set of the monotone variational inequality are as
follows:
Proposition 2.1. Let C (⊂ H) be nonempty, closed and convex, A : H ® H be mono-
tone and hemicontinuous, and f : H ® R be convex and Frechet differentiable. Then,
(i) [[22], Lemma 7.1.7] VI(C,A) = {x* Î C : 〈Ay, y - x*〉 ≥ 0, ∀y Î C}.
(ii) [[20], Theorem 25.C] VI(C,A) 	= ∅ when C is bounded.
(iii) [[27], Lemma 2.24] VI(C, A) = Fix(PC(I - lA)) for all l > 0, where I stands for
the identity mapping on H.
(iv) [[27], Theorem 2.31] VI(C, A) consists of one point, if A is strongly monotone
and Lipschitz continuous.
(v) [[26], Chap. II, Proposition 2.1 (2.1) and (2.2)] VI(C, ∇f) = ArgminxÎCf(x) := {x*
Î C: f(x*) = minxÎC f(x)}.
On the other hand, the mapping T : H ® H is referred to as a nonexpansive map-
ping [22,23,28-30] iff, ∥Tx - Ty∥ ≤ ∥x - y∥ for all x,y Î H. The metric projection PC
onto a given nonempty, closed, and convex set C (⊂ H), satisfies the nonexpansivity
with Fix(PC) = C [[22], Theorem 3.1.4(i)], [[29], p. 371], [[30], Theorem 2.4-3]. The
fixed point set of a nonexpansive mapping has the following properties:
Proposition 2.2. Let C (⊂ H) be nonempty, closed, and convex, and T : C ® C be
nonexpansive. Then,
(i) [[23], Proposition 5.3] Fix(T) is closed and convex;
(ii) [[23], Theorem 5.1] Fix(T) 	= ∅ when C is bounded.
The following proposition provides an example of a nonexpansive mapping in which
the fixed point set is equal to the solution set of the monotone variational inequality.
Proposition 2.3 (see [[19], Proposition 2.3]). Let C (⊂ H) be nonempty, closed, and
convex, and A : H ® H be a-inverse-strongly monotone. Then, for any given l Î [0,
2a], Sl : H ® H defined by
Sλx : PC(I − λA)x, ∀x ∈ H,
satisfies the nonexpansivity and Fix(Sl) = VI(C,A).
The following proposition is needed to prove the main theorems in this article.
Proposition 2.4 (see [[2], Lemma 3.1]). Let A : H ® H be b-strongly monotone and
L-Lipschitz continuous, let T : H ® H be a nonexpansive mapping and let μ Î (0,2b/
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L2). For l Î [0,1], define Tl : H ® H by Tlx := Tx - lμATx for all x Î H. Then, for all
x, y Î H,∥∥Tλx − Tλy∥∥ ≤ (1 − λτ ) ∥∥x − y∥∥
holds, where τ := 1 −√1 − μ(2β − μL2) ∈ (0, 1]. .
The following lemmas will be used for the proof of our main results in this article.
Lemma 2.1 (see [31]). Let {an} be a sequence of nonnegative real numbers satisfying
the property
an+1 ≤ (1 − sn)an + sntn + δn, ∀n ≥ 0,
where {sn} ⊂ (0,1] and {tn} are such that
(i)
∑∞
n=0 sn = ∞ ;
(ii) either lim supn® ∞ tn ≤ 0 or
∑∞
n=0 |sntn| < ∞ ;
(iii)
∑∞
n=0 δn < ∞ .
Then limn® ∞, an = 0.
Lemma 2.2 (see [[23], Demiclosedness Principle]). Assume that T is a nonexpansive
self-mapping of a closed convex subset C of a Hilbert space H. If T has a fixed point,
then I - T is demiclosed. That is, whenever {xn} is a sequence in C weakly converging
to some x Î C and the sequence {(I - T)xn} strongly converges to some y, it follows
that (I - T)x = y. Here I is the identity operator of H.
The following lemma is an immediate consequence of an inner product.
Lemma 2.3. In a real Hilbert space H, there holds the inequality∥∥x + y∥∥2 ≤ ‖x‖2 + 2 〈y, x + y〉 , ∀x, y ∈ H.
Lemma 2.4. Let {an}∞n=0 be a bounded sequence of nonnegative real numbers and
{bn}∞n=0 be a sequence of real numbers such that lim supn® ∞ bn ≤ 0. Then, lim supn®
∞ an bn ≤ 0.
Proof. Since {an}∞n=0 is a bounded sequence of nonnegative real numbers, there is a
constant a > 0 such that 0 ≤ an ≤ a for all n ≥ 0. Note that lim supn® ∞ bn ≤ 0.
Hence, given ε > 0 arbitrarily, there exists an integer n0 ≥ 1 such that bn <ε for all n ≥
n0. This implies that





From the arbitrariness of ε > 0, it follows that lim supn® ∞ anbn ≤ 0.
3 Relaxed hybrid steepest-descent algorithms
In this section, T : H ® H and Ai : H ® H (i = 1, 2) are assumed to satisfy Assump-
tions (i)-(iv) in Problem I. First the following algorithm is presented for Problem I.
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Algorithm 3.1.




, choose x0 Î H arbi-
trarily, and let n := 0.
Step 1. Given xn Î H, compute xn+1 Î H as
yn := T (xn − λnA1xn) ,
xn+1 := yn − μαnA2yn.
Update n := n + 1 and go to Step 1.
The following convergence analysis is presented for Algorithm 3.1:
Theorem 3.1. Let μ ∈ (0, 2β/L2), {αn}∞n=0 ⊂ (0, 1] and {λn}∞n=0 ⊂ (0, 2α] such that
(i) limn® ∞ an = 0;
(ii)
∑∞
n=0 αn = ∞ ;
(iii) limn® ∞ (an - an+1)/an+1 = 0 or
∑∞
n=0 |αn+1 − αn| < ∞ ;
(iv) limn® ∞ (ln - ln+1)/ln+1 = 0 or
∑∞
n=0 |λn+1 − λn| < ∞ ;
(v) ln ≤ an for all n ≥ 0.
Then the sequence {xn}∞n=0 generated by Algorithm 3.1 satisfies the following proper-
ties:
(a) {xn}∞n=0 is bounded;
(b) limn® ∞ ∥xn - yn∥ = 0 and limn® ∞ ∥xn - Txn∥ = 0 hold;
(c) {xn}∞n=0 converges strongly to the unique solution of Problem I provided ∥xn -
yn∥ = o(ln).
Proof. Let {x*} = VI(VI(Fix(T), A1), A2). Assumption (iii) in Problem I guarantees
that ∥∥A2yn − A2x∗∥∥ ≤ L ∥∥yn − x∗∥∥ , ∀n ≥ 0.
Putting zn = xn - ln A1xn for all n ≥ 0, we have
xn+1 = yn − μαnA2yn = Tzn − μαnA2Tzn = Tαn zn, ∀n ≥ 0.
We divide the rest of the proof into several steps.
Step 1. {xn} is bounded. Indeed, since A1 is a-inverse strongly monotone and
{λn}∞n=0 ⊂ (0, 2α] , we have∥∥xn − x∗ − λn(A1xn − A1x∗)∥∥2
=
∥∥xn − x∗∥∥2 − 2λn 〈A1xn − A1x∗, xn − x∗〉 + λ2n∥∥A1xn − A1x∗∥∥2
≤ ∥∥xn − x∗∥∥2 − λn(2α − λn)∥∥A1xn − A1x∗∥∥2
≤ ∥∥xn − x∗∥∥2.
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Utilizing Proposition 2.4 and Condition (v) we have (note that Tαnx∗ = x∗ − αnμA2x∗ )∥∥xn+1 − x∗∥∥ = ∥∥Tαn zn − x∗∥∥
≤ ∥∥Tαn zn − Tαn x∗∥∥ + ∥∥Tαnx∗ − x∗∥∥
≤ (1 − αnτ )
∥∥zn − x∗∥∥ + αnμ ∥∥A2x∗∥∥
= (1 − αnτ )
∥∥xn − x∗ − λnA1xn∥∥ + αnμ ∥∥A2x∗∥∥
= (1 − αnτ )
∥∥xn − x∗ − λn(A1xn − A1x∗) − λnA1x∗∥∥ + αnμ ∥∥A2x∗∥∥
≤ (1 − αnτ )
[∥∥xn − x∗ − λn(A1xn − A1x∗)∥∥ + λn ∥∥A1x∗∥∥] + αnμ ∥∥A2x∗∥∥
≤ (1 − αnτ )
[∥∥xn − x∗∥∥ + λn ∥∥A1x∗∥∥] + αnμ ∥∥A2x∗∥∥
≤ (1 − αnτ )
∥∥xn − x∗∥∥ + λn ∥∥A1x∗∥∥ + αnμ ∥∥A2x∗∥∥
≤ (1 − αnτ )
∥∥xn − x∗∥∥ + αn (∥∥A1x∗∥∥ + μ ∥∥A2x∗∥∥)
= (1 − αnτ )
∥∥xn − x∗∥∥ + αnτ · [(∥∥A1x∗∥∥ + μ ∥∥A2x∗∥∥) /τ ]
≤ max {∥∥xn − x∗∥∥ , (∥∥A1x∗∥∥ + μ ∥∥A2x∗∥∥) /τ} ,
(3:1)
where τ := 1 −√1 − μ(2β − μL2) . By induction, it is easy to see that∥∥xn+1 − x∗∥∥ ≤ max {∥∥x0 − x∗∥∥ , (∥∥A1x∗∥∥ + μ ∥∥A2x∗∥∥) /τ} , ∀n ≥ 0.
This implies that {xn}∞n=0 is bounded. Assumption (ii) in Problem I guarantees that
A1 is 1/a-Lipschitz continuous; that is,∥∥A1xn − A1x∗∥∥ ≤ (1/α) ∥∥xn − x∗∥∥ , ∀n ≥ 0.
Thus, the boundedness of {xn} ensures the boundedness of {A1xn}. From yn = T(xn -
lnA1xn) and the nonexpansivity of T, it follows that {yn}∞n=0 is bounded. Since A2 is L-
Lipschitz continuous, {A2yn} is also bounded.
Step 2. limn® ∞ ∥xn - yn∥ = limn® ∞ ∥xn - Txn∥ = 0. Indeed, utilizing Proposition 2.4,
we obtain from the a-inversely strong monotonicity of A1 that
‖xn+1 − xn‖ =
∥∥Tαn zn − Tαn−1 zn−1∥∥
≤ ∥∥Tαn zn − Tαn zn−1∥∥ + ∥∥Tαn zn−1 − Tαn−1zn−1∥∥
≤ (1 − αnτ ) ‖zn − zn−1‖ + |αn − αn−1|μ ‖A2Tzn−1‖
= (1 − αnτ ) ‖xn − λnA1xn − xn−1 + λn−1A1xn−1‖ + |αn − αn−1|μ
∥∥A2yn−1∥∥
= (1 − αnτ )
∥∥xn − xn−1 − λn(A1xn − A1xn−1) + (λn−1 − λn)A1xn−1∥∥
+ |αn − αn−1|μ
∥∥A2yn−1∥∥
≤ (1 − αnτ )
[∥∥xn − xn−1 − λn(A1xn − A1xn−1)∥∥ + |λn − λn−1| ‖A1xn−1‖]
+ |αn − αn−1|μ
∥∥A2yn−1∥∥
≤ (1 − αnτ )
[‖xn − xn−1‖ + |λn − λn−1| ‖A1xn−1‖] + |αn − αn−1|μ ∥∥A2yn−1∥∥
≤ (1 − αnτ ) ‖xn − xn−1‖ + |λn − λn−1| ‖A1xn−1‖ + |αn − αn−1|μ
∥∥A2yn−1∥∥ .
Since both {A1xn} and {A2yn} are bounded, from Lemma 2.1 and Conditions (iii), (iv)
it follows that
lim
n→∞ ‖xn+1 − xn‖ = 0. (3:2)
In the meantime, from ∥xn+1-yn∥ = anμ∥ A2yn∥ and Condition (i), we get limn® ∞ ∥xn
+1-yn∥ = 0. Since ∥xn - yn∥ ≤ ∥xn - xn+1∥ + ∥xn+1 - yn∥,
lim
n→∞
∥∥xn − yn∥∥ = 0 (3:3)
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is obtained from (3.2). Moreover, the nonexpansivity of T guarantees that∥∥yn − Txn∥∥ = ∥∥T(xn − λnA1xn) − Txn∥∥ ≤ λn ‖A1xn‖ .
Hence, Conditions (i) and (v) lead to limn® ∞ ∥yn - Txn∥ = 0. Therefore,
lim
n→∞ ‖xn − Txn‖ = 0 (3:4)
is obtained from (3.3).












∗, x∗ − xni
〉
.
The boundedness of {xni} implies the existence of a subsequence {xnij } of {xni} and a
point xˆ ∈ H such that xnij ⇀ xˆ . We may assume without loss of generality that








(∀w ∈ H) .
First, we can readily see that xˆ ∈ Fix(T) . As a matter of fact, utilizing Lemma 2.2 we

















∗, x∗ − xˆ〉 ≤ 0. (3:5)












∗, x∗ − xnk
〉
.
The boundedness of {xnk} implies that there is a subsequence of {xnk} which con-
verges weakly to a point x¯ ∈ H . Without loss of generality, we may assume that
xnk ⇀ x¯ . Utilizing Lemma 2.2 we conclude immediately from (3.4) and xnk ⇀ x¯ that
x¯ ∈ Fix(T) .
Let y Î Fix(T) be fixed arbitrarily. Then, in terms of Lemma 2.3, we conclude from
the nonexpansivity of T and monotonicity of A1 that for all n ≥ 0,∥∥yn − y∥∥2 = ∥∥T(xn − λnA1xn) − Ty∥∥2
≤ ∥∥(xn − y) − λnA1xn∥∥2
=
∥∥xn − y∥∥2 + 2λn 〈A1xn, y − xn〉 + λ2n‖A1xn‖2
≤ ∥∥xn − y∥∥2 + 2λn 〈A1y, y − xn〉 + λ2n‖A1xn‖2,
(3:6)
which implies that for all n ≥ 0,
0 ≤ 1
λn
(∥∥xn − y∥∥2 − ∥∥yn − y∥∥2) + 2 〈A1y, y − xn〉 + λn‖A1xn‖2
=
(∥∥xn − y∥∥ + ∥∥yn − y∥∥)














A1y, y − xn
〉
,
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where M0 := sup{∥xn - y∥ + ∥yn - y∥ + ∥A1xn∥2 : n ≥ 0} < ∞. From ∥xn - yn∥ = o(ln)
and Conditions (i) and (v), for any ε > 0, there exists an integer m0 ≥ 0 such that M0
(∥xn - yn∥/ln + ln) ≤ ε for all n ≥ m0. Hence, 0 ≤ ε + 2〈A1y,y - xn〉 for all n ≥ m0. Put-
ting n := nk, we derive ε + 2
〈
A1y, y − x¯
〉 ≥ 0 as k ® ∞, from xnk ⇀ x¯ ∈ Fix(T) . Since ε
> 0 is arbitrary, it is clear that
〈
A1y, y − x¯
〉 ≥ 0 for all y Î Fix(T). Accordingly, utilizing
Proposition 2.1 (i) we deduce from the a-inverse strong monotonicity of A1 that
















∗, x∗ − x¯〉 ≤ 0. (3:7)
Step 5. limn®∞ ∥xn - x*∥ = 0. Indeed, observe first that for all n ≥ 0,∥∥zn − x∗∥∥2 = ∥∥xn − x∗ − λnA1xn∥∥2
=
∥∥xn − x∗∥∥2 − 2λn 〈A1xn, xn − x∗〉 + λ2n‖A1xn‖2
=
∥∥xn − x∗∥∥2 − 2λn 〈A1xn − A1x∗, xn − x∗〉 + 2λn 〈A1x∗, x∗ − xn〉 + λ2n‖A1xn‖2
≤ ∥∥xn − x∗∥∥2 + 2λn 〈A1x∗, x∗ − xn〉 + λ2nM0.
Utilizing Lemma 2.3 and Proposition 2.4, we deduce from Inequality (3.6) that for all
n ≥ 0, ∥∥xn+1 − x∗∥∥2 = ∥∥Tαn zn − Tαnx∗ + Tαnx∗ − x∗∥∥2
≤ ∥∥Tαn zn − Tαnx∗∥∥2 + 2 〈Tαnx∗ − x∗, xn+1 − x∗〉
≤ (1 − αnτ )2
∥∥zn − x∗∥∥2 + 2μαn 〈A2x∗, x∗ − xn+1〉
≤ (1 − αnτ )
∥∥zn − x∗∥∥2 + 2μαn 〈A2x∗, x∗ − xn+1〉
≤ (1 − αnτ )




∗, x∗ − xn+1
〉
≤ (1 − αnτ )
∥∥xn − x∗∥∥2 + 2λn(1 − αnτ ) 〈A1x∗, x∗ − xn〉
+ λ2nM0 + 2μαn
〈
A2x
∗, x∗ − xn+1
〉
= (1 − αnτ )






(1 − αnτ )
〈












It is easy to see that both {2 λn
αn
(1 − αnτ )} and {M0 λnαn } are bounded and nonnegative
sequences. Since
∑∞
n=0 αn = ∞ , ln ≤ an ® 0 (n ® ∞), lim supn®∞ 〈A1x*,x* - xn) ≤ 0
and lim supn®∞〈A2x*,x* - xn+1〉 ≤ 0, we conclude that
∑∞









(1 − αnτ )
〈

















(1 − αnτ )
〈











A2x∗, x∗ − xn+1
〉]
≤ 0.
(according to Lemma 2.4.) Therefore, utilizing Lemma 2.1 we have
lim
n→∞
∥∥xn − x∗∥∥ = 0.
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This completes the proof.
On the other hand, Ti : H ® H (i = 1,2,... ,N) and Ai : H ® H (i = 1,2) are assumed
to satisfy Assumptions (i)-(iv) in Problem II. Then the following algorithm is presented
for Problem II.
Algorithm 3.2.




, choose x0 Î H arbi-
trarily, and let n := 0.
Step 1. Given xn Î H, compute xn+1 Î H as
yn := T[n+1] (xn − λnA1xn) ,
xn+1 := yn − μαnA2yn.
Update n := n + 1 and go to Step 1.
The following convergence analysis is presented for Algorithm 3.2:
Theorem 3.2. Let μ Î (0, 2b/L2), {αn}∞n=0 ⊂ (0, 1] , and {λn}∞n=0 ⊂ (0, 2α] such that
(i) limn®∞ an = 0;
(ii)
∑∞
n=0 αn = ∞ ;
(iii) limn®∞(an - an+N)/an+N = 0 or
∑∞
n=0 |αn+N − αn| < ∞ ;
(iv) limn®∞(ln - ln+N)/ln+N = 0 or
∑∞
n=0 |λn+N − λn| < ∞ ;
(v) ln ≤ an for all n ≥ 0.
Assume in addition that
N⋂
i=1
Fix(Ti) = Fix (T1T2...TN) = Fix (TNT1...TN−1) = · · · = Fix (T2T3...TNT1) . (3:9)
Then the sequence {xn}∞n=0 generated by Algorithm 3.2 satisfies the following proper-
ties:
(a) {xn}∞n=0 is bounded;
(b) limn®∞∥xn+N -xn∥ = 0 and limn®∞∥xn - T[n+N] ... T[n+1]xn∥ = 0 hold;
(c) {xn}∞n=0 converges strongly to the unique solution of Problem II provided ∥xn -
yn∥ = o(ln).








. Assumption (iii) in Problem II
guarantees that∥∥A2yn − A2x∗∥∥ ≤ L ∥∥yn − x∗∥∥ , ∀n ≥ 0.
Putting zn = xn- lnA1xn for all n ≥ 0, we have
xn+1 = yn − μαnA2yn = T[n+1]zn − μαnA2T[n+1]zn = Tαn[n+1]zn, ∀n ≥ 0.
We divide the rest of the proof into several steps.
Step 1. {xn} is bounded. Indeed, since A1 is a-inverse strongly monotone and
{λn}∞n=0 ⊂ (0, 2α] , we have
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∥∥xn − x∗ − λn(A1xn − A1x∗)∥∥2
=
∥∥xn − x∗∥∥2 − 2λn 〈A1xn − A1x∗, xn − x∗〉 + λ2n∥∥A1xn − A1x∗∥∥2
≤ ∥∥xn − x∗∥∥2 − λn(2α − λn)∥∥A1xn − A1x∗∥∥2
≤ ∥∥xn − x∗∥∥2.
Utilizing Proposition 2.4 and Condition (v) we have (note that
Tαn[n+1]x
∗ = x∗ − αnμA2x∗ , for all n ≥ 0)
∥∥xn+1 − x∗∥∥ = ∥∥∥Tαn[n+1]zn − x∗∥∥∥
≤
∥∥∥Tαn[n+1]zn − Tαn[n+1]x∗∥∥∥ + ∥∥∥Tαn[n+1]x∗ − x∗∥∥∥
≤ (1 − αnτ )
∥∥zn − x∗∥∥ + αnμ ∥∥A2x∗∥∥
= (1 − αnτ )
∥∥xn − x∗ − λnA1xn∥∥ + αnμ ∥∥A2x∗∥∥
= (1 − αnτ )
∥∥xn − x∗ − λn(A1xn − A1x∗) − λnA1x∗∥∥ + αnμ ∥∥A2x∗∥∥
≤ (1 − αnτ )
[∥∥xn − x∗ − λn(A1xn − A1x∗)∥∥ + λn ∥∥A1x∗∥∥] + αnμ ∥∥A2x∗∥∥
≤ (1 − αnτ )
[∥∥xn − x∗∥∥ + λn ∥∥A1x∗∥∥] + αnμ ∥∥A2x∗∥∥
≤ (1 − αnτ )
∥∥xn − x∗∥∥ + λn ∥∥A1x∗∥∥ + αnμ ∥∥A2x∗∥∥
≤ (1 − αnτ )
∥∥xn − x∗∥∥ + αn (∥∥A1x∗∥∥ + μ ∥∥A2x∗∥∥)
= (1 − αnτ )
∥∥xn − x∗∥∥ + αnτ · [(∥∥A1x∗∥∥ + μ ∥∥A2x∗∥∥) /τ ]
≤ max {∥∥xn − x∗∥∥ , (∥∥A1x∗∥∥ + μ ∥∥A2x∗∥∥) /τ} ,
where τ := 1 −√1 − μ(2β − μL2). . From this, we get by induction∥∥xn+1 − x∗∥∥ ≤ max {∥∥x0 − x∗∥∥ , (∥∥A1x∗∥∥ + μ ∥∥A2x∗∥∥) /τ} , ∀n ≥ 0.
Hence {xn}∞n=0 is bounded. Assumption (ii) in Problem II guarantees that A1 is 1/a-
Lipschitz continuous; that is,∥∥A1xn − A1x∗∥∥ ≤ (1/α) ∥∥xn − x∗∥∥ , ∀n ≥ 0.
Thus, the boundedness of {xn} ensures the boundedness of {A1xn}. From yn = T[n+1]
(xn-lnA1xn) and the nonexpansivity of T[n+1], it follows that {yn}∞n=0 is bounded. Since
A2 is L-Lipschitz continuous, {A2yn} is also bounded.
Step 2. limn®∞ ∥xn+N - xn∥ = limn®∞ ∥xn - T[n+N],... ,T[n+1]xn∥ = 0. Indeed, from the
nonexpansivity of each Ti (i = 1, 2,..., N), Proposition 2.3, and the condition ln ≤ 2a
(∀n ≥ 0) we conclude that for all n ≥ 0,
‖zn+N − zn‖ =
∥∥xn+N − λn+NA1xn+N − (xn − λnA1xn)∥∥
=
∥∥xn+N − λn+NA1xn+N − (xn − λn+NA1xn) + (λn − λn+N)A1xn∥∥
≤ ∥∥xn+N − xn − λn+N(A1xn+N − A1xn)∥∥ +M1 |λn − λn+N|
≤ ‖xn+N − xn‖ +M1 |λn − λn+N| ,
where M1 := sup{∥A1xn∥ : n ≥ 0} < ∞. From Proposition 2.4, it is found that
‖xn+N − xn‖ =
∥∥yn+N−1 − μαn+N−1A2yn+N−1 − (yn−1 − μαn−1A2yn−1)∥∥
=
∥∥∥Tαn+N−1[n+N] zn+N−1 − Tαn−1[n] zn−1∥∥∥
≤
∥∥∥Tαn+N−1[n+N] zn+N−1 − Tαn+N−1[n+N] zn−1∥∥∥ + ∥∥∥Tαn+N−1[n+N] zn−1 − Tαn−1[n] zn−1∥∥∥
≤ (1 − αn+N−1τ ) ‖zn+N−1 − zn−1‖ + μ |αn+N−1 − αn−1|
∥∥A2T[n]zn−1∥∥
= (1 − αn+N−1τ ) ‖zn+N−1 − zn−1‖ + μ |αn+N−1 − αn−1|
∥∥A2yn−1∥∥
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≤ (1 − αn+N−1τ )
[‖xn+N−1 − xn−1‖ +M1 |λn+N−1 − λn−1|]
+ μM2 |αn+N−1 − αn−1|
= (1 − αn+N−1τ ) ‖xn+N−1 − xn−1‖ + (1 − αn+N−1τ )M1 |λn+N−1 − λn−1|
+ μM2 |αn+N−1 − αn−1|
≤ (1 − αn+N−1τ ) ‖xn+N−1 − xn−1‖ + μM2 |αn+N−1 − αn−1|
+M1 |λn+N−1 − λn−1| ,




n→∞ ‖xn+N − xn‖ = 0. (3:10)
From ∥xn+1-yn∥ = μan∥A2yn∥ ≤ μM2an and Condition (i), we get limn®∞ ∥xn+1-yn∥ =
0. Now we observe that the following relation holds:
xn+N − xn = xn+N − T[n+N] (xn+N−1 − λn+N−1A1xn+N−1)
+T[n+N] (xn+N−1 − λn+N−1A1xn+N−1) − T[n+N]T[n+N−1] (xn+N−2 − λn+N−2A1xn+N−2)
+ · · ·
+T[n+N]...T[n+2] (xn+1 − λn+1A1xn+1) − T[n+N]...T[n+1](xn − λnA1xn)
+T[n+N]...T[n+1] (xn − λnA1xn) − xn.
(3:11)
Since ∥xn+1 - yn∥ ® 0 and ln ® 0 as n ® ∞, from the nonexpansivity of each Ti (i =
1,2,..., N) and boundedness of {A1xn} it follows that as n ® ∞ we have
xn+N − T[n+N] (xn+N−1 − λn+N−1A1xn+N−1) → 0,
T[n+N] (xn+N−1 − λn+N−1A1xn+N−1) − T[n+N]T[n+N−1] (xn+N−2 − λn+N−2A1xn+N−2) → 0,
· · ·
T[n+N]...T[n+2](xn+1 − λn+1A1xn+1) − T[n+N]...T[n+1](xn − λnA1xn) → 0.
Hence from (3.10) and (3.11) it follows that
lim
n→∞
∥∥T[n+N]···T[n+1](xn − λnA1xn) − xn∥∥ = 0.
Note that∥∥T[n+N]···T[n+1]xn − xn∥∥
≤ ∥∥T[n+N]···T[n+1]xn − T[n+N]···T[n+1](xn − λnA1xn)∥∥ + ∥∥T[n+N]···T[n+1](xn − λnA1xn) − xn∥∥
≤ λn ‖A1xn‖ +




∥∥T[n+N]···T[n+1]xn − xn∥∥ = 0. (3:12)












∗, x∗ − xni
〉
.
The boundedness of {xni} implies the existence of a subsequence {xnij } of {xni} and a
point xˆ ∈ H such that xnij ⇀ xˆ . We may assume without loss of generality that








(∀w ∈ H) .
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First, we can readily see that xˆ ∈ ⋂Ni=1 Fix(Ti) . As a matter of fact, since the pool of
mappings {Ti : 1 ≤ i ≤ N} is finite, we may further assume (passing to a further subse-
quence if necessary) that, for some integer k Î {1,2,... ,N},
T[ni] ≡ Tk, ∀i ≥ 1.
Then, it follows from (3.12) that
xni − T[i+N]···T[i+1]xni → 0.
Hence, by Lemma 2.2, we conclude that
xˆ ∈ Fix (T[i+N]···T[i+1]) .
























∗, x∗ − xˆ〉 ≤ 0. (3:13)












∗, x∗ − xnk
〉
.
The boundedness of {xnk} implies that there is a subsequence of {xnk} which con-
verges weakly to a point x¯ ∈ H . Without loss of generality, we may assume that
xnk ⇀ x¯ . Repeating the same argument as in the proof of xˆ ∈
⋂N
i=1 Fix(Ti) , we have
x¯ ∈ ⋂Ni=1 Fix(Ti) .
Let y ∈ ⋂Ni=1 Fix(Ti) be fixed arbitrarily Then, it follows from the nonexpansivity of
each Ti (i = 1, 2,..., N) and monotonicity of A1 that for all n ≥ 0,∥∥yn − y∥∥2 = ∥∥T[n+1](xn − λnA1xn) − T[n+1]y∥∥2
≤ ∥∥(xn − y) − λnA1xn∥∥2
=
∥∥xn − y∥∥2 + 2λn 〈A1xn, y − xn〉 + λ2n‖A1xn‖2
≤ ∥∥xn − y∥∥2 + 2λn 〈A1y, y − xn〉 + λ2nM21,
(3:14)
which implies that for all n ≥ 0,
0 ≤ 1
λn
(∥∥xn − y∥∥2 − ∥∥yn − y∥∥2) + 2 〈A1y, y − xn〉 + λnM21
=
(∥∥xn − y∥∥ + ∥∥yn − y∥∥)












A1y, y − xn
〉
, +λnM21,
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where M3 := sup{∥xn-y∥ + ∥yn-y∥ : n ≥ 0} < ∞. From ∥xn - yn∥ = o(ln) and Conditions
(i) and (v), for any ε > 0, there exists an integer m0 > 0 such that
M3
∥∥xn − yn∥∥ /λn +M21λn ≤ ε for all n ≥ m0. Hence, 0 ≤ ε + 2〈A1y, y - xn〉 for all n ≥
m0. Putting n := nk, we derive ε + 2
〈
A1y, y − x¯
〉 ≥ 0 as k ® ∞, from
xnk ⇀ x¯ ∈
⋂N
i=1
Fix(Ti) . Since ε > 0 is arbitrary, it is clear that
〈
A1y, y − x¯
〉 ≥ 0 for all
y ∈ ⋂Ni=1 Fix(Ti) . Accordingly, utilizing Proposition 2.1 (i) we deduce from the a-





























∗, x∗ − x¯〉 ≤ 0. (3:15)
Step 5. limn®∞ ∥xn - x*∥ = 0. Indeed, repeating the same argument as in Step 5 of
the proof of Theorem 3.1, from (3.14) we can derive
lim
n→∞
∥∥xn − x∗∥∥ = 0.
This completes the proof.
Remark 3.1. If we set N = 1 in Theorem 3.2, then the limit limn®∞ ∥xn+N - xn∥ = 0
reduces to the one limn®∞ ∥xn+1 - xn∥ = 0. In this case, we have∥∥xn − yn∥∥ ≤ ‖xn − xn+1‖ + ∥∥xn+1 − yn∥∥ = ‖xn+1 − xn‖ + μαn ∥∥A2yn∥∥ → 0 (n → ∞),
that is, limn®∞∥xn-yn∥ = 0.
Remark 3.2. Recall that a self-mapping T of a nonempty closed convex subset K of a
real Hilbert space H is called attracting nonexpansive [32,33] if T is nonexpansive and
if, for x, p Î K with x ∉ Fix(T) and p Î Fix(T),∥∥Tx − p∥∥ < ∥∥x − p∥∥ .
Recall also that T is firmly nonexpansive [32,33] if
〈
x − y,Tx − Ty〉 ≥ ∥∥Tx − Ty∥∥2, ∀x, y ∈ K.
It is known that Assumption (3.9) in Theorem 3.2 is automatically satisfied if each Ti
is attracting nonexpansive. Since a projection is firmly nonexpansive, we have the fol-
lowing consequence of Theorem 3.2.
Corollary 3.1. Let μ ∈ (0, 2β/L2) , {αn}∞n=0 ⊂ (0, 1] , and {λn}∞n=0 ⊂ (0, 2α] such that
(i) limn®∞ an = 0;
(ii)
∑∞
n=0 αn = ∞ ;
(iii) limn®∞(an - an+N)/an+N = 0 or
∑∞
n=0 |αn+N − αn| < ∞ ;
(iv) limn®∞(ln - ln+N)/ln+N = 0 or
∑∞
n=0 |λn+N − λn| < ∞ ;
(v) ln ≤ an for all n ≥ 0.
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Take x0 Î H arbitrarily and let the sequence {xn}∞n=0 be generated by the iterative
algorithm
yn := P[n+1] (xn − λnA1xn) ,
xn+1 := yn − μαnA2yn, ∀n ≥ 0,
where
Pi = PCi , ∀i ∈ {1, 2, ...,N},
and A1 is the same as in Problem I. Then the sequence {xn}∞n=0 satisfies the following
properties:
(a) {xn}∞n=0 is bounded;
(b) limn®∞ ∥xn+N -xn∥ = 0 and limn®∞ ∥xn - P[n+N] ... P[n+1]xn∥ = 0 hold;








provided ∥xn-yn∥ = o(ln).
Proof. In Theorem 3.2, putting Ti = Pi (i = 1, 2,..., N), we have
Fix(Ti) = Fix(Pi) = Ci, ∀i ∈ {1, 2, ...,N}.





















Therefore, in terms of Theorem 3.2 we obtain the desired result.
4 Applications to constrained pseudoinverse
Let K be a nonempty closed convex subset of a real Hilbert space H. Let A be a




‖Ax − b‖2. (3:16)
Let Sb denotes the solution set. Then, Sb is closed and convex. It is known that Sb is
nonempty if and only if
PA(K)(b) ∈ A(K).
In this case, Sb has a unique element with minimum norm; that is, there exists a
unique point x† Î Sb satisfying∥∥x†∥∥2 = min {‖x‖2 : x ∈ Sb} . (3:17)
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where x† Î Sb is the unique solution to (3.17).
We introduce now the K-constrained generalized pseudoinverse of A (see [2]).
Let θ : H ® R be a differentiable convex function such that θ’ is a L-Lipschitz con-
tinuous and b-strongly monotone operator for some L > 0 and b > 0. Under these











θ(x) : x ∈ Sb
}
. (3:18)
Definition 4.2. The K-constrained generalized pseudoinverse of A associated with θ





















then the K-constrained generalized pseudoinverse A†K,θ of A associated with θ
reduces to the K-constrained pseudoinverse A†K of A in Definition 4.1.
Now we apply the results in Section 3 to construct the K-constrained generalized
pseudoinverse A†K,θ of A. But first, observe that xˆ ∈ K solves the minimization problem
(3.16) if and only if there holds the following optimality condition:〈
A∗(Axˆ − b), x − xˆ〉 ≥ 0, ∀x ∈ K,
where A* is the adjoint of A. This is equivalent to, for each l > 0,〈[




λA∗b + (I − λA∗A)xˆ) = xˆ. (3:19)
Define a mapping T : H ® H by
Tx = PK
(
λA∗b + (I − λA∗A)x) , ∀x ∈ H. (3:20)




, then T is
attracting nonexpansive and Fix(T) = Sb.
Theorem 4.1. Let μ Î (0, 2b/L2), {αn}∞n=0 ⊂ (0, 1] , and {λn}∞n=0 ⊂ (0, 2α] such that
(i) limn®∞ an = 0;
(ii)
∑∞
n=0 αn = ∞ ;
(iii) limn®∞(an - an+1)/an+1 = 0 or
∑∞
n=0 |αn+1 − αn| < ∞ ;
(iv) limn®∞(ln - ln+1)/ln+1 = 0 or
∑∞
n=0 |λn+1 − λn| < ∞ ;
(v) ln ≤ an for all n ≥ 0.
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Take x0 Î H arbitrarily and let {xn}∞n=0 be the sequence generated by the algorithm
yn := T (xn − λnA1xn) ,
xn+1 := yn − μαnθ ′(yn), ∀n ≥ 0,
(3:21)
where T is given in (3.20) and A1 is the same as in Problem I. Then the sequence
{xn}∞n=0 satisfies the following properties:
(a) {xn}∞n=0 is bounded;
(b) limn®∞ ∥xn - yn∥ = 0 and limn®∞ ∥xn - Txn∥ = 0 hold;
(c) {xn}∞n=0 converges strongly to the unique element of VI(VI(Sb, A1), θ’) provided
∥xn- yn∥ = o(ln).
Proof. In Theorem 3.1, put A2 := θ’. Since Fix(T) = Sb and θ’ is L-Lipschitz continu-
ous and b-strongly monotone, utilizing Theorem 3.1 we obtain the desired result.
Corollary 4.1 (see [[18], Theorem 4.1]). Let μ Î (0,2b/L2) and {αn}∞n=0 ⊂ (0, 1] such
that
(i) limn®∞ an = 0;
(ii)
∑∞
n=0 αn = ∞ ;
(ii) limn®∞(an - an+1)/an+1 = 0 or
∑∞
n=0 |αn+1 − αn| < ∞ .
Take x0 Î H arbitrarily and let {xn}∞n=0 be the sequence generated by the algorithm
xn+1 = Txn − μαnθ ′(Txn), ∀n ≥ 0,
where T is given in (3.20). Then the sequence {xn}∞n=0 satisfies the following proper-
ties:
(a) {xn}∞n=0 is bounded;
(b) limn®∞ ∥xn - Txn∥ = 0 holds;
(c) {xn}∞n=0 converges strongly to A†K,θ(b) .






, x − x˜†〉 ≥ 0, ∀x ∈ Sb, (3:22)
where Sb = Fix(T) and θ’ is L-Lipschitz continuous and b-strongly monotone. In





= VI(Sb, θ ′) = x˜† = A†K,θ(b).
Take a number a Î (0,∞) arbitrarily. Then A1 is a-inverse strongly monotone. Now,
choose a sequence {λn}∞n=0 ⊂ (0, 2α] such that Conditions (iv), (v) in Theorem 4.1
hold, that is,
(iv) limn®∞(ln - ln+1)/ln+1 = 0 or
∑∞
n=0 |λn+1 − λn| < ∞ ;
(v) ln ≤ an for all n ≥ 0.
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In this case, Algorithm (3.21) reduces to the following
yn := T (xn − λnA1xn) = Txn,
xn+1 := yn − μαnθ ′(yn), ∀n ≥ 0,
which is equivalent to
xn+1 := Txn − μαnθ ′(Txn), ∀n ≥ 0.
Therefore, all conditions in Theorem 4.1 are satisfied. Consequently, utilizing Theo-
rem 4.1 we derive the desired result.
Lemma 4.2 (see [32,33]). Assume that N is a positive integer and assume that {Ti}Ni=1
are N attracting nonexpansive mappings on H having a common fixed point. Then,
N⋂
i=1
Fix(Ti) = Fix (T1T2...TN) .
Now, assume that
{














I − λA∗A) x) , ∀x ∈ H,
where PSib is the projection from H onto S
i
b .
Theorem 4.2. Let μ Î (0, 2b/L2), {αn}∞n=0 ⊂ (0, 1] , and {λn}∞n=0 ⊂ (0, 2α] such that
(i) limn®∞ an = 0;
(ii)
∑∞
n=0 αn = ∞ ;
(iii) limn®∞(an - an+N)/an+N = 0 or
∑∞
n=0 |αn+N − αn| < ∞ ;
(iv) limn®∞(ln - ln+N)/ln+N = 0 or
∑∞
n=0 |λn+N − λn| < ∞ ;
(v) ln ≤ an for all n ≥ 0.
Take x0 Î H arbitrarily and let {xn}∞n=0 be the sequence generated by the algorithm
yn := T[n+1] (xn − λnA1xn) ,
xn+1 := yn − μαnθ ′(yn), ∀n ≥ 0,
(3:24)
where each Ti (1 ≤ i ≤ N) is given as above and A1 is the same as in Problem II.
Then the sequence {xn}∞n=0 satisfies the following properties:
(a) {xn}∞n=0 is bounded;
(b) limn®∞ ∥xn+N -xn∥ = 0 and limn®∞ ∥xn - T[n+N] ... T[n+1]xn∥ = 0 hold;
(c) {xn}∞n=0 converges strongly to the unique element of VI(VI(Sb, A1), θ’) provided
∥xn - yn∥ = o(ln).
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Proof. We observe first that











Conversely, if x¯ ∈ Sb , then for all x Î K, we have〈
A∗(Ax¯ − b), x − x¯〉 ≥ 0. (3:26)
Since each Sib is a subset of K, (3.26) holds over S
i
b . This implies that






By Lemmas 4.1 and 4.2, we see that Assumption (3.9) in Theorem 3.2 holds. In The-
orem 3.2, put A2 := θ’. Since θ’ is L-Lipschitz continuous and b-strongly monotone,
utilizing Theorem 3.2 we obtain the desired result.
Corollary 4.2 (see [[18], Theorem 4.2]). Let μ Î (0,2b/L2) and {αn}∞n=0 ⊂ (0, 1] such
that
(i) limn ®∞ an = 0;
(ii)
∑∞
n=0 αn = ∞ ;
(iii) limn®∞(an - an+N)/an+N = 0 or
∑∞
n=0 |αn+N − αn| < ∞ .
Take x0 Î H arbitrarily and let {xn}∞n=0 be the sequence generated by the algorithm
xn+1 = T[n+1]xn − μαnθ ′(T[n+1]xn), ∀n ≥ 0,
where each Ti (1 ≤ i ≤ N) is given as above. Then the sequence {xn}∞n=0 satisfies the
following properties:
(a) {xn}∞n=0 is bounded;
(b) limn®∞ ∥xn+N -xn∥ = 0 and limn®∞ ∥xn - T[n+N] ... T[n+1]xn∥ = 0 hold;
(c) {xn}∞n=0 converges strongly to the unique solution x˜† = A†K,θ(b) of (3.18).






, x − x˜†〉 ≥ 0, ∀x ∈ Sb,
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where Sb = Fix(T) and θ’ is L-Lipschitz continuous and b-strongly monotone. In





= VI(Sb, θ ′) = A†K,θ(b).
Take a number a Î (0,∞) arbitrarily. Then A1 is a-inverse strongly monotone. Now,
choose a sequence {λn}∞n=0 ⊂ (0, 2α] such that Conditions (iv), (v) in Theorem 4.2
hold, that is,
(iv) limn®∞(ln - ln+N)/ln+N = 0 or
∑∞
n=0 |λn+N − λn| < ∞ ;
(iv) ln ≤ an for all n ≥ 0.
In this case, Algorithm (3.24) reduces to the following
yn := T[n+1] (xn − λnA1xn) = T[n+1]xn,
xn+1 := yn − μαnθ ′(yn), ∀n ≥ 0,
which is equivalent to
xn+1 = T[n+1]xn − μαnθ ′(T[n+1]xn), ∀n ≥ 0.
Therefore, all conditions in Theorem 4.2 are satisfied. Consequently, utilizing Theo-
rem 4.2 we derive the desired result.
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