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ABSTRACT 
Spray cooling is a promising and predominant heat transfer mechanism for many 
industrial applications, including cooling of microelectronic devices. However, there are 
numerous parameters that influence the physical mechanisms in spray cooling. It is a 
cumbersome process to characterize the entire spray cooling process due to the 
associated complexities including the non-uniformity in droplet sizes, velocities, droplet 
collision and breakup, among others. In order to better understand the underlying 
physical mechanisms of spray cooling, an experimentally-validated well-controlled 
droplet train impingement cooling process was simulated using Computational Fluid 
Dynamics (CFD).  The well-controlled multiple droplet impingements consisted of 
simulating mono-dispersed droplets with controlled velocities in line with the 
experimental conditions. 
Literature review reveals that the previous droplet train impingement numerical 
studies have mainly focused on single droplet, single stream and few double droplet train 
impingement cases. In the present study, hydrodynamics and heat transfer characteristics 
of single, double and triple droplet train impingement arrays have been investigated 
numerically in conjunction with the available experimental results.  
Numerically, ANSYS-Fluent was employed to simulate the droplet impingement 
process using the Volume of Fluid approach coupled with the Level Set method (CLS-
VOF). A structured 2D axisymmetric and 3D quarter symmetric meshes were created for 
simulating single stream of droplets under spreading and splashing conditions, 
respectively. A 3D half symmetric mesh was generated for double and triple stream 
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impingement (triangular pattern) cases. The Dynamic Mesh Adaption technique (DMA) 
was also used in the simulations, which was capable of capturing the propagation of the 
droplet-induced crown with time dependent spatial and temporal resolutions. A good 
agreement was reached between experimental and numerical data in terms of droplet-
induced crown diameter, number of cusps emanating from the moving crown rim, 
adjacent hump height and impact crater diameter. In single stream cases, the effect of 
Weber number on spreading to splashing transition has been characterized. The effect of 
spreading-splashing hydrodynamics on surface heat transfer for single stream 
impingement has also been investigated numerically.  
In double stream and triple stream cases, the influence of horizontal droplet 
stream spacing on adjacent hump height and impact crater hydrodynamics has been 
studied. In double and triple stream cases, horizontal impact spacing plays a crucial role 
in terms of hump formation and crater interactions. In summary, the effects of droplet 
Weber number, impact spacing and impingement pattern on heat transfer and 
hydrodynamics during droplet train impingement have been explored and elucidated. 
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NOMENCLATURE 
pc  Specific heat 
d  Diameter 
cd  Crown diameter 
rimcd ,  Crown rim diameter 
basecd ,  Crown base diameter 
max,,rimcd  Maximum crown rim diameter 
*
cd  Non-dimensional crown diameter 





d
c
d
d
 
crad  Crater diameter 
dd  Droplet diameter 
orfd  Orifice diameter 
E  Experimental uncertainty 
f  Droplet impingement frequency for each droplet train 
h  Heat transfer coefficient 
fgh  Latent heat of vaporization 
humph  Hump height 
 rhspot  Liquid film thickness within the initial spot 
spoth  Average film thickness within the initial spot 
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0h  Unperturbed liquid film thickness 
*
0h  Non-dimensional unperturbed liquid film thickness 





dd
h0  
k  Thermal conductivity 
heaterL  Length of heater 
?̇?" Mass flux 
cuspn  Number of cusps 
dNu  Nusselt number using diameter as characteristic length 




 
k
dh
 
Oh  Droplet Ohnesorge number 
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
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




 dd

 
"q  Heat flux 
"
criticalq  Critical heat flux 
Q  Volumetric flow rate 
r  Radial position 
max,,rimcr  Maximum crown rim radius 
rlr ,  Lamella radius at crown’s free rim 
rimr  Radius of crown’s free rim 
R  Radius of initial spot 
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Re  Reynolds number 
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S  Horizontal impact spacing 
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inS  Inter-droplet vertical spacing 
St  Strouhal number 
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
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
 
d
d
V
df
 
t  Dimensional time 
*t  Non-dimensional time  tf 2  
T  Temperature 
)(ru  Average radial velocity in the direction normal to liquid film 
dV  Droplet impingement velocity 
*
dV  Non-dimensional droplet impingement velocity 




 
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f
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We  Droplet Weber number 




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
 2dd Vd  
  Dynamic viscosity 
  Density 
  Surface tension 
  Kinematic viscosity 
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CHAPTER I  
INTRODUCTION 
Droplet impingement has numerous natural and industrial applications such as in 
rain studies, ink jet printing, fuel injection in IC engines, gas turbines, cryosurgery for 
treating skin tumors, spray drying, spray coating and spray cooling. The hydrodynamics 
and heat transfer characteristics generated by continuous droplet impingement are 
multifaceted and understanding the underlying physics require extensive experiments 
and numerical studies. A well-validated numerical approach is necessary due to the 
limitations that arise from extractable experimental data, which often are insufficient to 
uncover key physical mechanisms. It is challenging in microelectronic cooling due to the 
compactness and corresponding high power density requirements. Efficient cooling of 
Integrated Chips (ICs) will lead to increased safety, reliability and product lifetime. 
 Number of liquid cooled techniques such as jet impingement and spray cooling 
have been studied over the past few decades due to limitations of conventional air cooled 
systems. It is proven that these liquid cooling technologies are capable of dissipating 
high heat loads with improved thermal performance [1]. The heat transfer mechanisms 
(air or liquid cooled, single or two phase) depend on mass flow rate of fluid, heat flux 
and surface temperature values. However, spray cooling surpasses jet cooling in 
different ways including reduced flow rate (compared to jet impingement) and good 
spatial uniformity of heat removal [2]. Spray cooling could dissipate one order greater 
than jet cooling and two order greater than forced air convection cooling [3] under 
similar flow rate conditions. 
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1.1. Motivation 
Many researchers have studied the effects of spray parameters and their 
constructive effect on surface cooling.  Nevertheless, the physical mechanisms of spray 
cooling are still not fully understood due to the complexities such as non-uniform 
droplets, poorly understood heat transfer mechanisms, and dependence on too many 
parameters that are not easily varied independently. Spray cooling techniques also have 
limitations of predictive capabilities, specifically on localized heat transfer [4-9].  
A possible solution to above problems is to use a coherent droplet cooling 
method in which controlled stream of droplets can be used in a predefined pattern to 
enhance surface heat transfer. Our objective is to precisely numerically simulate 
controlled droplet trains to understand fluid dynamics behavior upon impinging droplets 
on a thin liquid film. Effects of these phenomena on heat transfer also need to be studied 
because of their coupled nature.  
However, most of the previous studies have primarily relied on experiments 
using single, double stream impingement, and collinearly arranged triple stream 
impingement [10-18]. Hence, there is a need to investigate the hydrodynamics and heat 
transfer of droplet stream impingement arrays numerically. Furthermore, the study of 
multiple droplet streams (i.e. two and three droplet streams) could be arranged in 
different patterns with corresponding spacing characteristics, which could lead to 
intricate flow and thermal patterns that are hard to analyze experimentally. Therefore, a 
single stream impingement has to be investigated and validated first under different fluid 
dynamic modes such as spreading, splashing and transition behavior coupled with heat 
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transfer to understand the fundamental physical mechanisms, when different Weber 
number values are used for identical mass flow rate conditions [18-20]. 
The specific benefits of using CFD for the analysis of droplet impingement, are as 
follows: CFD may be used to obtain a better insight into flow patterns that are difficult, 
expensive or impossible to study using experimental techniques. CFD allows for the 
exploration of different physical system variables without having to rely exclusively on 
experimental methods. CFD may also reduce the number of experiments and overall cost 
associated with experimental data collection and instrumentation. Table 1 summarizes 
the benefits and challenges of numerical simulations. 
 
 
Table 1. Comparison between numerical simulations and experiments 
Experiments Simulations 
Limited number of data points, difficult to 
obtain highly-transient information 
(temperature, velocity, etc.) 
Comprehensive information from spatial 
and temporal simulation solutions 
Suitable for development of laboratory-
scale model 
Undercover mechanisms associated with 
lab-scale model after validation 
Only real conditions Both real and ideal conditions 
Relatively high initial & operating cost Relatively low cost 
Error sources: measurement and 
equipment errors, flow disturbances by 
probes 
Error sources: Numerical models, 
discretization, round-off, truncation and 
boundary conditions 
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1.2. Objective 
The objective of this study was to numerically investigate the hydrodynamics and 
heat transfer of droplet train impingement for surface cooling applications. To fulfil this 
purpose, numerous cases have been simulated for the flow behavior of single and 
multiple streams of Hydrofluoroether (HFE-7000) droplets upon impinging on a thin 
film over a solid surface using a Computational Fluid Dynamics (CFD) approach.  
In the single stream impingement study, crown propagation dynamics including 
spreading-splashing transition due to the parameters such as droplet diameter, 
impingement velocity, droplet frequency, droplet Weber number (We) were being 
investigated and analyzed for a fixed flow rate (165 ml/hr). Weber number is a ratio 
between inertial forces to the surface tension forces, 




 


 2dd VdWe where ρ is the 
density, σ is the surface tension, dd is the droplet diameter, and Vd is the droplet 
impingement velocity. The relationship between droplet induced film hydrodynamics 
and heat transfer was established. Most importantly, numerical results have been 
compared and validated with experimental data for different set of flow and heat flux 
conditions.  The experimental data were recently obtained from a recent in-house study 
by a fellow PhD student, who conducted heat transfer experiments under the same flow 
and boundary conditions.  
In the double stream impingement study, for the same flow rate (2x165 ml/hr) 
the effect of inter-droplet spacing on hydrodynamics and highly transient process of 
surface cooling have been studied. In the triple stream impingement study, the effects of 
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stream spacing in a triangular pattern on surface cooling for a constant flow rate (3x80 
ml/hr) have been studied as well. In general, an optimal Weber number (We) for single 
stream, and optimal horizontal spacing values for double and triple droplet streams, 
respectively, have been identified to enhance surface heat transfer. This study aids to 
improve the understanding of droplet induced hydrodynamics and subsequent heat 
transfer and therefore, can be used in industry for the design of droplet impingement 
patterns in cooling applications. 
 
1.3. Overview 
This dissertation has five chapters. Chapter II provides a review of literature 
survey in the field of spray cooling, experimental, analytical and numerical work on 
hydrodynamics of droplet impingement and droplet impingement cooling. Identification 
of knowledge gaps in the present literature is also discussed in Chapter II. Chapter III 
describes the approach and numerical model setup used in this study. Chapter IV 
includes numerical results, comparisons with experimental results and analyses of 
hydrodynamics and surface heat transfer induced by single, double and triple droplet 
stream impingement. Chapter IV also includes results and analyses of the 
hydrodynamics of spreading, splashing and transition for single stream cases as they 
relate to heat transfer. Chapter V includes concluding remarks and summary of the 
overall study.  Chapter VI provides suggestions for future studies. 
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CHAPTER II 
LITERATURE REVIEW 
Based on the primary objectives listed in Section 1.2 above, an extensive 
literature survey has been carried out including literature survey on spray cooling, thin 
film hydrodynamics due to droplet impingement, numerical studies of thin-film 
hydrodynamics and surface cooling due to droplet impingement as described in Section 
2.1 through 2.4. From the literature review, knowledge gaps in the current literature and 
study objectives were identified and shown below in Section 2.5 and 2.6, respectively. 
 
2.1. Literature review of spray cooling 
For the past two decades, several studies have been performed to uncover the 
parameters that influence the surface cooling process in spray cooling systems. Chen et 
al. [4, 5] conducted studies on the effects of droplet velocity, droplet per time and 
droplet diameter on surface cooling. It was identified that droplet velocity is the 
predominant factor on critical heat flux (CHF), compared to droplet flux and droplet 
diameter [4, 5]. Mudawar and Estes [6] obtained greater CHF values in spray cooling by 
fine-tuning nozzle-to-surface distance. It was found that CHF can be maximized when 
the spray was constructed in a way that spray just imposed on the square surface of the 
heater [6]. Theoretical and numerical simulations of droplet impingement processes as 
they relate to spray cooling applications have been undertaken by several researchers as 
described in greater detail below. 
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2.2. Literature review of hydrodynamics of thin-film droplet impingement 
In the study of spray cooling applications, single droplet impingement has also 
been studied to understand the effects of droplet impact on surface cooling, as it directly 
relates to spray cooling mechanisms. Generally, droplet impingement studies can be 
classified as: single droplet impingement, droplet stream impingement and multiple 
droplet stream impingement. This could be on either dry surface or pre-wetted (thin 
film) surface.  Also, the hydrodynamics as well as heat transfer could be entirely 
different for both of them. The present study is mainly focused on thin film impingement 
and hence, literature on dry surface was not considered.    
Droplet-thin liquid film interactions typically cause subsequent crown 
propagations that leads to spreading or splashing depending on droplet Weber number 
[16-20]. Transition from spreading to splashing of the crown can be observed by 
adjusting droplet and liquid film properties. Fig. 1 shows the schematic diagram of a 
cross sectional view of impinging droplets as well as the resulting crown base diameter 
and crown rim diameter. Roisman et al. [16] numerically and theoretically investigated 
high inertia droplet impingement on a surface and proposed an analytical model to 
estimate the droplet-induced liquid film thickness. Roisman et al. [16] also claimed that 
when the droplet Weber number and Reynolds number are highly inertia-dominated, the 
flow generated by droplet impingement is almost similar near the impingement region, 
which is characterized by the presence of a thin film region. Roisman et al. [16] claimed 
that the dimensionless film thickness is independent of droplet properties and surface 
wettability, when droplet impingement is highly inertia-dominated. 
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Fig.  1. Schematic diagram of crown base diameter and crown rim diameter 
 
Cossali et al. [19] plotted the correlation of crown diameter (dc) as a function of 
time (t), which show that dc = K∙tn, where K is a constant and n is about 0.5. Cossali et al. 
[19] also investigated the crown splashing mechanism developed by single droplet 
impact on thin films and developed an experimental correlation, as shown in Equation 1, 
which is capable of predicting the threshold for spreading-splashing transition. 
    44.1*04.0 58802100 hWeOh critical                                     (1) 
In Equation 1, Ohnesorge (Oh) and Weber number (We) of the impinging 
droplets set the threshold for splashing, when the non-dimensional liquid film thickness 
expression (h0
*) on the right hand side exceeds the left hand side expression. 
 The transition from spreading to splashing induced by single droplet stream 
impingement was also investigated experimentally by Yarin and Weiss [20]. Non-
 9 
 
dimensional droplet velocity, as described in Equation 2, was used by Yarin and Weiss 
[20] to predict the transition threshold: 
18~17
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                                               (2) 
Yarin and Weiss [20] also proposed a theoretical model (hereafter referred as 
YWM) to predict the time-dependent crown base diameter. They also defined a 
“moment of initial spot formation” at which crown propagation base velocity equals to 
the droplet impingement velocity. Yarin and Weiss assumed that the average radial 
velocity in the direction tangential to the liquid film propagation is equal to droplet 
impingement velocity (Vd) at the moment of initial spot formation  dVru )(  within 
the initial spot, while 0)( ru  elsewhere.  
                                                  

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Where R is the radius of the initial spot estimated from the mass balance equation. 
Yarin and Weiss [20] also assumed that the thickness of the initial spot ( spoth ) 
equals to the unperturbed liquid film ( 0h ) thickness formed by impinged droplets. By 
using the above assumptions, a simplified YWM takes the non-dimensional form of: 
                                            2/1*
2/14/12/14/1
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     where, 
 
 Yarin and Weiss also found that the theoretical predictions given by Equations 4 
consistently over predict time-dependent crown propagation [20]. Yarin and Weiss 
assumed that the over prediction is due to the exclusion of viscous losses, which was not 
included in their analytical model. However, Trujillo and Lee [21] proposed a crown 
propagation model including viscous losses during droplet impingement and their 
predictions are rather close to the predictions given by YWM [20]. 
Most of the spreading, splashing and lamella hydrodynamics during droplet 
impingement have been studied experimentally and analytically by making a number of 
assumptions. In this study, numerical studies were performed and validated with 
experimental results to revise the YWM and expand the overall understanding of the 
physics of crown propagation. Further, understanding the physics of crown propagation 
both experimentally and numerically would enable a better understanding of the thermal 
processes that might take place, when heat transfer is taken into account. 
 
2.3. Literature review of numerical study of thin-film droplet impingement 
A survey on numerical techniques used to model multiphase flow and their 
advantages and disadvantages has been performed [21-37]. Most commonly used 
methods to simulate the droplet impingement process are the Volume of Fluid (VOF) 
method, Level Set (LS) method, and the combination of both [23-28]. However, there 
are also few other methods found in the literature for droplet impact behavior on thin 
ftt
d
d
d
d
basec
basec 2,
*,*
, 
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liquid films including the Smoothed Particle Hydrodynamics (SPH), Marker and Cell 
(MAC) method and Lattice Boltzmann Method (LBM). Jiang et al. [21] studied the 
single drop impact onto a thin liquid surface and crown formation using the SPH 
method. However, their work only considered single droplet impact. Raman et al. [22] 
studied the dynamic behavior of two droplets impinging simultaneously onto a liquid 
film using LBM. Cheng [23] simulated the impact of a liquid drop onto a wet solid wall 
for drop splashing using LBM. Detailed discussions on different applications of LS 
method have been reported by Osher and Fedkiw [28]. Cheng and Lou [23] and Reiber 
et al. [29] investigated the effects of droplet impingement angle on splashing dynamics. 
They [31] found that splashing was symmetric for normal impact (90° to the impact 
surface) and asymmetric when impingement was oblique (i.e. impact angle > 0°). 
Therefore, the spreading simulations were assumed as 2D axisymmetric; whereas 
transition and splashing simulations were assumed to be 3D quarter symmetric in order 
to save computational time significantly. 
 However, so far SPH and LBM have been used for simulating single impact 
only because they are computationally expensive for droplet train impingement 
simulations. Therefore, the coupled LS-VOF method was chosen for the current study, 
as explained below. 
Rieber and Frohn conducted several Direct Numerical Simulations (DNS) for 
single droplet impact on thin films by solving the Navier Stokes equation using the 
Volume of Fluid (VOF) method to determine the crown base diameter as a function of 
time [29]. Rieber and Frohn [29] recognized the over prediction of dimensionless crown 
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diameter due to the assumptions made for radial velocity distribution [20].  Specifically,  
Rieber and Frohn [29] claimed that )(ru  varies linearly between 0 at the center of 
impact, and Vd at the crown base location at the moment of initial spot formation. By 
considering these revised assumptions, Rieber and Frohn [29], proposed a different 
simplified YWM, as shown in Equation 5. 
  2/1*
2/14/12/14/1
0
4/1
2/1
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d
d
d
basec

                                           (5) 
Shetabivash et al. [30] compared their numerical results from a VOF study (using 
static mesh adaption scheme) for estimating crown base propagation diameter, with the 
predictions given by Equations 4 and 5. Shetabivash et al. [30] identified that predictions 
given by Equation 4 over predicts crown propagation, whereas Equation 5 agrees well 
with the numerical results. From the studies, it is evident that assumptions should 
carefully be evaluated before postulating a simplified and accurate YWM . Most of the 
numerical studies found in the literature are for single droplet or single stream of 
droplets impacting a surface under spreading conditions. Spreading-splashing transition 
thresholds and instabilities have not been studied extensively using numerical methods; 
therefore, the scope of the present study includes the characterization of droplets 
spreading, splashing and the transition behavior associated with variations in Weber 
number. 
In the standard VOF model, capturing the interface shape is compromised due to 
the constrains imposed by the conservation of volume. Therefore, an alternate 
methodology was developed by Sussman et al. [31] in 2000, namely the Coupled Level-
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Set-VOF (CLS-VOF) to capture the interface accurately, while maintaining the mass 
conservation for two-phase flows. Applications of CLS-VOF to droplet impingement 
work have recently been considered [24-26]. Ray et al. [24] studied and used the CLS-
VOF method for consecutive drop impact on liquid pool using a 2D axisymmetric 
approach for low to moderate impingement velocities. They found that at very low 
impact velocities, the process of partial coalescence is observed, while at higher impact 
velocities, phenomena such as bubble entrapment may be observed. Ray et al. [32] also 
used the CLS-VOF method to explore the different phenomena during multidrop impact 
on liquid-liquid interface using a 2D axisymmetric incompressible approach, which was 
capable of yielding similar predictions [32]. 
Liang et al. [25] studied both flow and heat transfer during a single drop impact 
on a liquid film for different impact velocity, film thickness, and drop diameter using the 
CLS-VOF and the Continuum Surface Force (CSF) model to calculate the surface 
tension forces across the liquid-gas interface. They found that the average surface heat 
flux can be increased by increasing impact velocity, while effects of film thickness and 
drop diameter are relatively minor. A single droplet impact onto a thin horizontal liquid 
film was studied by Yali et al. using CLS-VOF [26]. The effects of Weber number, 
droplet size and film thickness on the crown diameter and crown height were 
investigated, and the results indicate that the crown diameter and height could be 
increased by increasing We number or by reducing film thickness [26]. Nikolopoulos et 
al. [34] identified two mechanisms leading to the formation of secondary droplets in the 
initial and intermediate stages of splashing. Initial secondary droplet formation occurs 
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due to Rayleigh instabilities, while at later time surface tension effects contribute further 
to secondary atomization. Moreover, the effects of Weber number on the impingement 
process were also investigated and correlations for the diameter and number of 
secondary droplets have been proposed [34]. The physical mechanisms associated with 
droplet-induced splashing are often complicated and different mechanisms have been 
used to explain the phenomena [29, 34]. For instance, Rieber and Frohn [29] claimed 
that Plateau-Rayleigh instability theory can be applicable in droplet-induced splashing.  
They also proposed an empirical model to estimate the number of cusps on the crown’s 
free rim, which they compared with their numerical results.  The predictions given by 
empirical model, Equation 6, is as follows: 
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In Equation 6, rl,r is the lamella radius at the crown’s rim, and rrim is the radius of 
the free rim. Rieber et al [29] also identified that their predictions using Equation 6 were 
in a good agreement with their numerical data. However, other authors claim that droplet 
induced splashing phenomena can better be defined using Kelvin-Helmholtz instability 
theory than the Plateau-Rayleigh instability theory as well as Rayleigh-Taylor instability 
theory. In order to uncover the disagreements among various instability theories, a 
detailed numerical analysis could be beneficial, which has been attempted in the current 
study. 
Splashing formation and spreading propagation of a liquid by drop impact on a 
liquid film depends on three main dimensionless parameters: Weber number, Ohnesorge 
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number and non-dimensional film thickness [35]. Lee et al. [35] investigated these 
parameters and characteristics of crown formation and spreading behavior numerically 
by using the Level Set method with interface tracking.  Though, the results were in good 
agreement with the experimental data in the earlier stages of crown formation, some 
discrepancies occurred in the later stages of crown spreading due to the 2D axi-
symmetric assumption, which cannot predict the formation of secondary droplets. In the 
present study, the CLS-VOF method using a 3D configuration has been used to 
overcome the limitations listed above. Most of CLS-VOF studies have considered either 
single droplet impact or single stream of droplets without heat transfer. Therefore, there 
is significant potential for deepening the understanding of single stream of droplets 
impacting thin liquid films under the effects of heat transfer, which would be relevant in 
the studies of multistream impingements [24-26, 32-35]. 
Adequate grid resolution is another key consideration necessary to ensure 
realistic flow behavior and interface dynamics more accurately when using CLS-VOF. 
Recently, static mesh adaption has shown that it can lead to elevated number of mesh 
cells and computational time. Therefore, a local and temporal refinement methodology 
such as dynamic mesh adaption may be necessary to limit the number cells to make the 
simulation process less computationally expensive [36]. 
Yang et al. [36] studied and used an adaptive coupled Level-Set/Volume-of-
Fluid (ACLSVOF) method for interfacial flow simulations on unstructured triangular 
grids using a finite element method. In their simulations, the interface normal vector was 
calculated from the Level Set function, while the line constant (used for imposing mass 
 16 
 
conservation) was determined based on volume fraction. In addition, the adaptive grid 
algorithm was used to resolve complex interface change and interfaces of high curvature 
efficiently and accurately [36]. Guo et al. [37] investigated drop impingement and 
splashing on both dry and wet surfaces at impact velocities greater than 50 m/s with the 
effect of surrounding air. The Navier-Stokes equation was solved using the momentum 
of fluid (MOF) method on a dynamic block structured adaptive grid. Simulations 
showed that splashed droplets emanate from the liquid ring near the impinged liquid 
film. However, ambient air does not significantly affect the splashing process on a wet 
surface [37].  
Nikolopoulos et al. [34] performed a 3D numerical investigation of a droplet 
impinging normally onto a wall film using VOF and an adaptive local grid refinement 
technique for tracking more accurately the liquid–gas interface. Therefore, adaptive grid 
methodology was also explored in the current droplet impingement work as well, due to 
the highly transient interface changes during spreading and splashing hydrodynamic 
events. Since hydrodynamics is coupled with surface cooling when heat transfer is 
imposed as boundary condition, an extensive literature review has been done on droplet 
impingent cases that involve heat transfer and hydrodynamics, as described below. 
 
2.4. Literature review of droplet impingement cooling 
Droplets are generally produced by spray nozzles, which generate non-uniform 
sized droplets with different velocities that are cumbersome to characterize upon 
impingement. In a nutshell, researchers have isolated different spray parameters and 
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studied the effect of individual parameters on system performance [10-16, 41-76].  
Sawyer et al. [10] studied the CHF of surface cooling as a function of We and St induced 
by single droplet stream impingement using water as cooling liquid. Sellers and Black 
[12] studied the heat transfer behavior of single water droplet stream impingement with 
droplet sizes in the range of 50 to 300 μm, and droplet velocities ranging from 3 to 14.2 
m/s and proposed a CHF correlation as a function of We and St using a non-dimensional 
CHF, which they compared with Sawyer et al. [10].       
It was found that a 0° droplet impingement angle (i.e. droplets impacting normal 
to the surface) resulted in the best heat transfer performance for a single stream of droplet 
impingement cooling [13, 14]. Therefore, in this current study, all simulations were done 
at 0° droplet impact angle (90° to heater surface). For double streams in droplet 
impingement cooling, heat transfer is highly dependent on the spacing between adjacent 
impingement droplet streams.  
Soriano et al. [15, 16] studied the effects of single and triple streams of droplet 
impingements on liquid film heat transfer experimentally and found that heat transfer was 
most effective within the droplet impact craters.  They also observed that single phase 
forced convection was the main heat transfer mechanism within the impact craters even at 
high heat flux conditions. Soriano et al. [15, 16] also investigated the effects of single and 
collinearly arranged double and triple droplet train impingement on thin film heat transfer. 
They claimed that droplet train impingement cooling leads to a more uniform heat transfer 
(Nusselt number distribution) compared with jet impingement cooling for the same flow 
rate. 
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Trujillo et al. [39] investigated the hydrodynamics and heat transfer characteristics 
of single droplet stream impingement numerically using VOF, and claimed that crown 
propagations induced by droplet stream impingement convect hotter liquid in the bottom 
upwardly and outwardly, which leads to an effective thermal mixing. Trujillo and Lewis 
[40] also developed an analytical expression for the radial Nusselt number profile for 
single droplet stream impingement cooling. Trujillo et al. [39, 40] proposed a Nusselt 
number correlation, which varies proportionally with Re1/2. Recent studies have revealed 
that there are different parameters such as droplet size, droplet velocity, frequency and We 
number that influence the hydrodynamics and surface heat transfer in droplet impingement 
cases. Furthermore, the coupled effects of droplet impingement hydrodynamics and heat 
transfer during spreading, splashing and transition still have to be studied. 
Tilton [49] studied spray cooling experimentally by producing an average droplet 
diameter and mean droplet velocity of 80 µm and 10 m/s, respectively. He claimed that 
lower droplet diameter leads to higher heat transfer coefficient and mass flow rate of 
liquid may not be a factor affecting CHF. However, Sehmbey et al. [50] investigated the 
heat transfer characteristics of spray cooling using different nozzle designs and flow 
rates. Sehmbey et al. [50] claimed that the heat transfer coefficient increases with flow 
rate. Researchers have also examined the influence of impact angle on spray cooling 
performance. For instance, Aguilar et al. [51] investigated the effects of impact angle 
between nozzle and heater surface in spray cooling cases. Aguilar et al. [51] claimed that 
a normal impact (i.e. 90º normal to the heater surface) leads to optimal heat transfer 
performance. Their findings are in line with the experimental results by Zhang et al. [14] 
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as well. Tsai and Zhang et al. [13, 14] studied single and double stream impingement 
experimentally. Zhang et al. [14] also investigated heat transfer due to triple, pentagonal 
and hexagonal droplet impingement stream cases with different flow rates and heat flux 
conditions. They also found that droplet impact spacing is a crucial parameter in surface 
cooling, which is influenced by flow rate, velocity, and horizontal impact spacing. 
However, greater insight on why certain an optimum spacing leads to greater heat 
transfer should be explained by conducting a detailed numerical study, as done in the 
current study.  
 
2.5. Knowledge gaps identified in the current literature 
Extensive literature is available for experimental and theoretical investigation of 
spreading, splashing, heat transfer due to droplet train impingement. However, most of 
the published work lacks experimental validations and/or numerical droplet 
impingement results [1-20]. Most of the published work have been either experimental 
or numerical without explicit or direct validations. Therefore, in-depth analysis is needed 
using results from both methods to be able to reach satisfactory outcomes. 
Though there are different numerical methods [21-37] including MAC, SPH, 
LBM, MOF, VOF, the Volume of Fluid coupled with the Level Set method (CLS-VOF) 
was used due to their proven accuracies at small length scales.  Moreover, CLS-VOF is 
capable of taking into account strong surface tension effects, while minimizing 
computational time in the case of multiple droplet impingements. Furthermore, CLS 
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VOF is also capable of providing accurate solutions even when considering interface 
tracking (as in splashing). 
It has also been observed that most recent studies have focused on single droplet 
impact, spreading or splashing alone [38-68]. Therefore, there is a need to numerically 
study the spreading-splashing transition behavior upon droplet impinging on thin liquid 
films. Only few numerical studies have been found in the literature with droplet train 
impingement that involve heat transfer [39-41]. In addition, analytical crown 
propagation models from literature are based on few assumptions that should be verified 
using numerical simulations.  Therefore, numerical analysis should be pursued and 
validated using experimental and theoretical results. Due to the limitations of grid 
resolution, computational resources and time, it is imperative to optimize the adaptive 
grid methodology to be able to capture the highly transient interface occurring during 
impingement events.  
In the real-world application of electronic cooling design, there must be more 
than one stream to cool the entire heater surface [58-68]. Therefore, spacing and patterns 
of multiple droplet streams are necessary for an efficient surface cooling; however, the 
interaction of streams in terms of hydrodynamics and heat transfer should be studied in 
detail. In addition, parameters such as heat flux, flow rate, droplet flux, droplet velocity 
etc. that govern the cooling process should be considered as well.  Lastly, the effects of 
multiple droplet stream on surface cooling should be studied given the limited number of 
studies found in the literature for more than one droplet stream [58-68]. 
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In summary, numerical characterization of single stream of droplets and their 
corresponding droplet-induced spreading, splashing and transition behavior on surface 
heat transfer should be pursued and validated with experimental results. The coupled 
nature of hydrodynamics (crown interactions) and heat transfer induced by droplet train 
impingement arrays still has to be understood numerically and validated using 
experimental results. Two and three streams of droplet impingement cases with different 
spacing and pattern need to be simulated numerically and compared with available 
experimental data. Finally, an optimal pattern of droplet streams has to be identified for 
enhanced flow and surface heat transfer [69-91]. 
 
2.6. Study objectives 
With the goal of obtaining an optimal droplet pattern and gaining a better 
understanding of hydrodynamics and heat transfer of droplet train impingement cooling, 
numerous numerical simulations have been performed with the specific objectives: 
 To revise the simplified crown propagation model proposed by Yarin and 
Weiss [20] for accurately predicting time-dependent crown propagation 
dynamics. 
 To study the effects of droplet-induced spreading-splashing transition on 
hydrodynamics and surface heat transfer for a fixed flow rate (165 ml/hr). 
This part of the study mainly focuses on effect of Weber number on 
spreading-splashing transition, including the effects of transition 
threshold on heat transfer in single stream droplet impingement cases.  
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 To study the heat transfer process and hydrodynamics (hump formation) 
of double stream impingement for optimizing the horizontal impact 
spacing for a fixed flow rate (2 x165 ml/hr) 
 To study the heat transfer and hydrodynamics of triangulated droplet train 
impingement array for different spacing for a constant flow rate (3x80 
ml/hr) 
 To better understand the coupled nature of hydrodynamics and heat 
transfer, the relationships among radial, tangential and axial velocities, 
thermal boundary layer thickness, and film thickness for single, double 
and triple stream impingement cases should be elucidated. 
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CHAPTER III 
NUMERICAL MODEL SETUP 
As we discussed in the introduction and literature review in Chapters II and 
Chapter III, respectively, our objective is to numerically simulate precisely controlled 
droplet trains to understand the hydrodynamics and heat transfer behavior upon 
impinging droplets on a thin liquid film [1-18]. As described in this chapter, a significant 
amount of time was dedicated to setting up, validating, characterizing and fine-tuning 
single stream impingement cases to ensure accurate physically meaningful results in all 
cases considered in the study.  
 Moreover, the study started with the simulation of single stream cases due to 
their relative simplicity and reduced computational time. In the experimental study of 
double and triple droplet streams, it was observed that multiple droplet trains could lead 
to intricate flow and thermal patterns, which required further numerical fine-tuning to 
obtain accurate results. Therefore, single stream impingement cases were numerically 
investigated and validated first.  In the simulation of single stream impingement cases, 
different droplet impingement modes such as spreading, splashing and transition 
behavior coupled with heat transfer were considered. Moreover, single stream numerical 
results were used to understand the fundamental physical mechanisms, when different 
Weber number values were used for identical mass flow rate conditions [18-30].  
Through CFD simulations of droplet impingement cases, a better insight into 
impinged liquid film flow patterns that are difficult, expensive or impossible to study 
experimentally, can be reached. Furthermore, CFD allows for the exploration of 
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different physical system variables without having to rely exclusively on experimental 
methods.  
Given the complexities and challenges associated with the simulation of multiple 
droplet impingement cases, a numerical modeling methodology, as shown in Fig. 2, was 
pursued.  All numerical simulations have been performed using the CFD tool “Ansys 
Fluent 16.0” and the post-processing was done using both CFD-Post as well as Fluent. 
The numerical analysis involved the three main steps, namely, pre-processing, problem 
setup and post-processing. A detailed description of each step is provided below.  
Fig.  2. CFD methodology 
 
 This section includes flow and heat transfer parameters, mesh information, 
governing equations, boundary and initial conditions, solver selection and solution 
methods, and post-processing parameters used in numerical model setup. 
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3.1. Pre-processing and mesh generation 
3.1.1. Flow information and fluid conditions 
This step consists of gathering flow information followed by domain 
discretization (meshing). Information such as fluid properties, number of phases (gas, 
liquid, and phase change), and flow regimes (laminar, turbulent) are very crucial when 
developing mesh configurations and numerical schemes. An engineering fluid, HFE-
7100 from 3MTM NovecTM was selected as cooling fluid because of its low saturation 
point (61 °C) and dielectric properties, especially suitable for electronic cooling 
applications.  Furthermore, all the experimental cases used for numerical validation were 
conducted using HFE-7100. The fluid properties of HFE-7100 at 25 °C are shown in 
Table 2.  
 
Table 2. The material properties of HFE-7100 
Property Value 
Density (ρ) 1520 kg/m3 
Dynamic viscosity (µ) 6.1 x 10-4 Pa-s 
Thermal conductivity (k) 0.07 W/m-K 
Specific heat (cp) 1173 J/kg-K 
Surface tension (σ) 1.36 x 10-2 N/m  
Saturation point, (Tsat) 61 ºC 
Latent heat of vaporization (hfg)  111.6 kJ/kg 
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Since air and HFE are immiscible fluids, and HFE-7100 liquid phase interacts 
with the gas phase during droplet generation, impingement and propagation; interface 
capturing is very important throughout the simulations. Therefore, the Volume-Of-Fluid 
(VOF) multiphase model was employed in the preliminary simulations. It was found that 
the flow regimes were well within the laminar regime based on Reynolds number 
calculations.  Reynolds number was calculated by using a range of film thickness values 
as the characteristic length [20]. For the typical simulation cases, the laminar Reynolds 
number values based on film thickness are shown in Table 3.  
 
Table 3. Reynolds number calculations for droplet impingement cases 
Domain Film Velocity, 
m/s 
Film Thickness, 
m 
Reynolds Number 
Liquid film 3.23 – 6.46 15 – 60 120 – 965 
 
 
3.1.2. Domain discretization: Grid generation 
 Meshing is a process of discretizing the physical domain into finite control 
volumes on which the governing equations are solved. The accuracy and stability of the 
results highly depend on the type, size and gradient of the cells in the meshed or 
computational domain. Therefore, utmost care has been taken while generating meshes 
for CFD analysis.  
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 A large computational domain of 6x3 mm as shown in Fig. 3, was created so that 
the results could not be influenced by domain size and far field boundary conditions. 
Initially, a 2D axisymmetric mesh was created for simulating single stream of droplets 
under droplet spreading conditions as shown in Fig. 3(a). Structured quadrilateral 
elements were chosen because of their proven accuracy over unstructured triangular 
elements. A mesh independence study was performed starting with a mesh size of 20 µm 
followed by subsequent refinements of 10 µm, 5 µm, 2.5 µm and 1 µm. The initial cell 
size of 20 µm was chosen so each droplet had a minimum of 10 cells across its diameter.   
            The number of cells in the computational domain has been doubled by halving 
the cell size for subsequent refinement studies. The experimentally measured film 
thickness after the droplet impingement was in the range of 15 µm to 60 µm. The crown 
rim thickness were in the range of 5 µm to 10 µm. Therefore, the mesh size in the 
impingement regions were less than 1 µm in order to capture the thin film and crown 
rims/lamellas.   
The starting total mesh cells were about 93,600, whereas the final mesh had 1.78 
million cells after refinement, as part of the grid independence study. The final mesh 
quality parameters were: maximum aspect ratio of 4.2, equiangular and volume skew of 
0.15 x 10-10 and 0.13 x 10-10, respectively.
 The 3D quarter region of the computational 
domain used for single stream splashing and transition cases are shown in Fig. 3(b). The 
total mesh elements were about 10.2 million with cell size in the range of 1 µm to 2 µm 
in the impingement zone. The detailed mesh independent study and findings are 
explained in the results section (Chapter IV). 
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Fig.  3. (a) Discretized computational domain for 2D study (b) Discretized 
computational domain for 3D study 
(b) 
Heater 
(a) 
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3.1.3. Governing equations 
After the grid generation process, appropriate governing equations were chosen 
to predict the physics of the flow accurately. The basic governing equations include: 
conservation of mass, momentum (Navier-Stokes) and energy [69]. The VOF model 
involves solving a single momentum equation and tracking the volume fraction of each 
of the fluid phases throughout the domain. The interface tracking between the phases 
was done by solving the continuity equation (7) for volume fraction of one of the phases. 
For the qth phase, this equation has the following form: 
                            
1
𝜌𝑞
[
𝜕
𝜕𝑡
(𝛼𝑞𝜌𝑞) + 𝛻. (𝛼𝑞𝜌𝑞𝑣𝑞⃗⃗⃗⃗ )] = 0                           (7) 
The volume fraction equation was only solved for the secondary or liquid phase 
(HFE); the primary-phase (air) volume fraction was computed from restriction: 
∑ 𝛼𝑞  
𝑛
𝑞=1 = 1, where α is the volume fraction. Since, there are only two phases (air and 
HFE), the density in each cell is given by 𝜌 = 𝛼2𝜌2 + (1 − 𝛼2)𝜌1. The viscosity was 
also calculated in a similar method. 
In the VOF model, only one momentum equation is solved throughout the 
domain, and the resulting velocity field is shared between the phases along with the 
respective density and viscosity values at each cell for momentum conservation. The 
momentum equation (8) is dependent on the volume fraction of each phase through the 
properties, ρ and µ on each cell, as follows. 
                  
𝜕
𝜕𝑡
𝜌𝑣 + 𝛻. (𝜌𝑣 𝑣 ) = −𝛻𝑝 + 𝛻. [𝜇 (𝛻𝑣 + 𝛻𝑣 𝑇)] + 𝜌𝑔 +  𝐹             (8) 
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where F is the surface tension force source term along the gas-liquid interface. The 
continuum surface force (CSF) model proposed by Brackbill et al. [33] was used to 
calculate the surface tension force. In the CSF model, the surface curvature is computed 
from local gradients in the surface normal to the interface. “n” is the vector 
corresponding to the surface normal to the interface, and defined as the gradient of 
volume fraction, αq, 𝑛 = ∇∝𝑞. The curvature, 𝑘 = ∇. 𝑛 ̂ is defined as the divergence of 
the unit normal 𝑛 ̂, where 𝑛 ̂ =  
𝑛
|𝑛|
 . Therefore, the surface tension is nothing but a 
pressure jump across the interface, which can be defined as a volumetric force using the 
divergence theorem. This volumetric force is the required source term that is added to 
the default momentum equation.  
In the CSF model, surface tension is considered as constant along the surface, 
where only forces perpendicular to the interface are considered. Wall adhesion angle 
(10°) in conjunction with the surface tension model proposed by Brackbill et al. [33] was 
also used. Also, instead of imposing contact angle as a boundary condition at the wall, 
experimentally measured contact angle was used to adjust the surface normal in the cells 
near the wall. This surface (normal to the interface) was used to determine the local 
curvature of the surface that is in turn was used to adjust the source term in the surface 
tension calculation. However, wettability considerations on the liquid interface would 
have been different in droplet impact studies involving dry surfaces as in Leidenfrost 
conditions, rather in thin film droplet impingement studies near nucleate boiling 
conditions. 
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 In the VOF model, the energy equation (9) is also shared between the phases. 
The model treats energy and temperature as mass-averaged entities, as follows: 
                                    
𝜕
𝜕𝑡
(𝜌𝐸) + 𝛻. (𝑣 (𝜌𝐸 + 𝑝)) = 𝛻. (𝑘𝑒𝑓𝑓𝛻𝑇) + 𝑆ℎ   (9) 
Energy of each phase is based on the specific heat of that phase and the shared 
temperature. The Sh is the source term for constant heat flux from the wall that is locally 
activated at the heater wall cells. Properties such as density and effective thermal 
conductivity are shared by the phases as well. The energy equation also takes into 
account flow work and thermal energy at each cell in the computational domain. 
 
3.1.4. Coupled Level Set-Volume of Fluid (CLS-VOF) 
 It was found from the literature [28, 31, 35, 36, and 41] that the VOF model has 
few limitations on interface capturing, though it maintains the volume conservation 
characteristics. On the other hand, the level-set method is more accurate in predicting 
interface topologies. In the level-set method, the Level-Set (LS) function is smooth and 
continuous, therefore its spatial gradients can be accurately calculated. However, the 
level-set method is more accurate in interface capturing but it is not mass conservative. 
Therefore, an alternate method, namely, the coupled level set-VOF (CLS-VOF) was 
developed to overcome those deficiencies [41]. The CLS-VOF provides better 
estimation in the calculations of curvature, normal direction and surface tension force 
while preserving mass conservation.  It has advantages of both VOF and LS methods 
combined in a single model. It has been proven that the CLS-VOF has better interface 
capturing capability [28-41] for dynamic interface problems with strong surface tension 
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effects. The comparison between the classical VOF and LS is shown in Table 4. The 
table summarizes the merits and drawbacks of each model, and illustrates the necessity 
for combining both models (i.e. CLS-VOF). 
 
Table 4. VOF vs. LS comparison adapted from [41] 
Volume of Fluid (VOF) Model Level Set (LS) Model 
Characteristics Characteristics 
 Solves Volume Fraction (α) 
equation 
 Advection of α 
𝜕α
𝜕𝑡
+ ∇. (?⃗? α) = 0 
 Phase 1: α = 1, Phase 2: α = 0 
 At the interface: 0 < α < 1 
 Solves Level Set function (Φ) 
equation 
 Advection of Φ 
𝜕𝛷
𝜕𝑡
+ ∇. (?⃗? 𝛷) = 0 
 Phase 1: Φ > 0, Phase 2: Φ < 0 
 At the interface: Φ = 0 
Pros/Cons Pros/Cons 
 Mass/Volume conservative 
 Does not need reinitialization at 
each time step 
 Computationally less expensive 
(compared to LS) 
 Interface is more diffusive 
 Very fine grid resolution required 
to make it less diffusive than LS 
 Less accurate geometric 
information available to compute 
normal and curvatures. Predicts 
topology changes satisfactorily 
 
 Not mass conservative  
 Reinitalization required at every 
time step 
 More computationally expensive 
than VOF 
 Interface is less diffusive than VOF 
 Very small time step size required 
for stable results than VOF 
 Robust and more accurate 
geometric information available for 
determining surface normal and 
curvatures. Predicts topology 
changes very well 
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 The LS function 𝛷 is used to track the location of the interface with respect to 
each corresponding phase [69]. The liquid-gas interface has the zero level-set, 𝛷(x,t) so 
that  Γ = {x| 𝛷(x,t) = 0}.  
 
In general, 
+|d| if x Є the primary phase 
                       𝛷(x,t) =   0 if x Є Γ                                                                (10) 
-|d| if x Є the secondary phase 
 
Where d is the distance from interface. The evolution of the level-set function 
similar to the VOF model, is solved using Equation (11) 
 
𝜕𝛷
𝜕𝑡
+ ∇. (?⃗? 𝛷) = 0      (11) 
 
The flow diagram for the CLS-VOF method is shown in Fig. 4 below. It can be 
observed that the volume fraction and level-set function are combined to obtain the 
interface morphology, surface tension and other variables. 
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Fig.  4. Flow diagram of CLS-VOF method adapted from [41] 
 
The LS function provides a signed distance to the interface for each iteration; 
however, the LS method needs to reinitialize 𝛷 at every time step [69]. VOF also 
handles topological changes well, and both VOF and LS calculate the advection of the 
interface but both introduce numerical diffusion of the interface. 
 
 
Initialize Time Loop (t=0) 
Advection of Φ 
Calculation of n 
and k from Φ 
Calculation of u, 
P, σ from N-S  
Advection of α 
and Φ 
Couple VOF and 
LS: H (Φ) = α  
Reinitialize Φ 
Time 
 Complete End 
No Yes 
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However, the artificial diffusion is stronger in VOF than in LS. LS yields more 
accurate and robust geometric information (higher order derivatives, e.g., normals and 
curvatures) due to the way that the interface is expressed, as shown above. Therefore, in 
CLS-VOF, both volume fraction (α) and level set function (𝛷) are advected and coupled 
using a Heaviside function as shown in Equation (12) below. 
                      𝐻(𝛷) = ∝     (12) 
Where H is the Heaviside function  
                                          𝐻(𝛷) = 1 𝑖𝑓 𝛷 > 0 and 0 otherwise 
and the surface normal (n), defined as the gradient of the LS function such that, 𝑛 =
∇𝛷𝑞. The curvature, 𝑘 = ∇. 𝑛 ̂ is defined as the divergence of the unit normal 𝑛 ̂, where 
𝑛 ̂ =  
𝛷
|𝛷|
 . 
 
3.2. Problem setup and solving governing equations 
3.2.1. Assumptions in the numerical study 
In any numerical analysis, assumptions are very crucial for obtaining realistic 
predictions of flow physics. All assumptions need to be carefully evaluated and justified. 
Experimental observations reveal that droplet spreading upon impingement leads to the 
formation of a smooth completely symmetric lamella and crown rim at low Weber 
number conditions (We ~ < 280), as shown in Fig. 5 [60].  Given the symmetry of 
droplet impingement at low Weber number, a 2D axisymmetric domain was used for all 
spreading cases. However, as Weber number increases, impinging droplet inertia leads 
to the onset of instabilities, in which the interplay between surface tension and inertia 
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forces lead to the formation of secondary droplets, as seen in Fig. 5. Therefore, for 
droplet impingement cases at high Weber number, a 3D physical domain was used for 
all transition and splashing cases.  
 
     (a) Case A, We = 262            (b) Case B, We = 489               (c) Case C, We = 850 
Fig.  5. (a) Spreading (3D/2D), (b) Transition to splashing (3D/2D), (c) 
Splashing (3D/2D) at 165 ml/hr 
 
 
 
In the case of double and triple droplet streams, a 3D physical domain was also 
used to account for the 3D nature of dynamic impinged liquid film. Therefore, 3D 
simulation is required for all multiple stream cases as well. However, 3D simulations 
require a large number of mesh cells to capture the flow physics such as thin film 
hydrodynamics, cusps around the moving lamella, and the formation of secondary 
droplets. Therefore, the symmetric assumption can be applicable to all 3D simulations if 
a quarter-size domain or larger is used, since the impact angle is normal to the heater 
surface [24, 31]. In order to save computational time, all single stream splashing and 
transition cases were simulated using a quarter symmetry domain. Both double stream 
500 μm Spreading Start of splashing Strong splashing
(a) Case 1, We=262 (b) Case 4, We=489  (c) Case 5, We=850
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and triple stream cases were simulated using half symmetry domain, respectively [24, 
31-35]. As per the Reynolds number calculations shown in the Table 3, turbulence 
effects were assumed to be negligible and the flow was assumed to be laminar for all the 
simulations performed.  
The Capillary number, a ratio of inertial to surface tension forces, Ca=µU/σ was 
estimated to be much less than 1, therefore surface tension effects are dominant and 
cannot be ignored. Since the Reynolds number is greater than 5 for all the cases, Stokes 
law is not applicable. However, a force balance was estimated between the drag force 
(Fd) experienced by the droplets and buoyancy forces (FB). It was found that Fd >> FB. 
Froude number, a ratio of inertial to gravitational force, Fr = U/(g·L)0.5 based on the film 
thickness and velocity was also estimated to be much greater than 1 in the impingement 
region. Therefore, gravity effects are negligible within the impingement region due to 
dominant inertial forces. However, beyond the impingement region, gravity effects 
cannot be ignored due to the lesser inertial and surface tension forces, and hence 
considered in all the simulations. All heat flux values were chosen carefully so that the 
temperatures of the heater wall and fluid did not reach the saturation point (61 °C) of the 
cooling liquid (HFE-7100).  Therefore, phase change equations were not used, and only 
single-phase calculations were performed. However, there may be evaporation due to the 
partial pressure across the liquid-gas interface, which was not considered in the 
simulations. Nevertheless, the evaporation at the interface had a limited effect on heat 
transfer within the thin film near the heater wall as experimental data suggest. 
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3.2.2. Boundary and initial conditions  
The boundary and initial conditions setup, solver and solution method selections 
are described in this section. Initially, droplet streams were numerically replicated using 
a square wave velocity profile at the inlet of the orifice as shown in Fig. 6 (a).  The 
square wave used for velocity is in line with experimental frequencies of droplet 
impingement [42, 43]. Domain height of 6 mm was chosen so that the impinging 
droplets could attain a spherical shape before impinging or impacting the surface.  
The other boundary and initial conditions are shown in Fig. 6 (b). As shown in 
Fig. 6 (b), the static pressure at the top and side surfaces were set to 0 Pa gauge pressure 
to represent the free surface at 1 ATM. The non-slip condition (u = 0) was applied on the 
bottom wall with a constant heat flux of 3 W/cm2. The initial film thickness was set at 
130 µm as initial condition with 100% HFE at t = 0 sec, based on recent experimental 
and numerical work [40]. The centerline of the droplet stream was used as axis for the 
droplet spreading case so that all equations could be solved using cylindrical 
coordinates.  
 
 
Fig. 6. Continued 
 
(a) 
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Fig.  6. (a) Periodic square wave for droplet production at the inlet (b) Main boundary 
conditions and domain extent for numerical simulations 
 
 
 
Droplet formation and travelling process in both experimental and numerical 
simulations are shown in Fig. 7 (a) and Fig. 7 (b), respectively. Since the square wave 
velocity inlet forms intermittent jets of fluid, the computational domain had to be long 
enough so spherical droplets could form as shown in Fig. 7 (b) numerically. However, 
when the domain was extended vertically, it led to higher numerical errors associated 
with variations in droplet size as they travelled downwardly. Hence, further mesh 
refinement was required along the path way to ensure droplet size uniformity and 
spherical aspect ratio.  
Furthermore, secondary droplets were generated and visible due to mass 
imbalance that arose from the numerical simulations, as shown in Fig. 7 (b) when 
Square Wave Velocity inlet (b) 
 40 
 
compared to Fig. 7 (a). Mimicking droplet spacing was also challenging because spacing 
is not controllable in the experiments. Hence, the square wave velocity had to be 
adjusted by keeping the flow rate and time step constant. This trial and error adjustment 
necessary for replicating experimental conditions consumed a considerable time and 
effort.                             
         
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.  7.   (a) Experimental droplets formation (b) Formation of spherical and secondary 
droplets in numerical study 
 
 
  Since our objective was to study the after-impingement effects only, the droplet 
generation modeling effort had to be re-visited to ensure the desired droplet properties 
before impacting the surface. An alternate approach, namely, time dependent patching 
(b) 
(a) 
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was developed to overcome the issues mentioned above. In the approach, a user defined 
function (UDF) was used and executed at time intervals corresponding to the required 
droplet impingement frequencies, so the simulated droplets could impact the surface at 
the stipulated experimental frequencies [46].  
The overall domain size was reduced to 3 mm x 2 mm for the time dependent 
patching, as shown in Fig. 8 (a) for saving computational resources while ensuring 
adequate droplet properties before the moment of impact. Fig. 8 (b) shows the patched 
droplets (both liquid volume fraction and velocity) right above the thin film before the 
impingement. For instance, case 1 consisted of simulating and creating spherical 
shaped droplets using mesh cells (equivalent to droplet diameter of 244 µm) with 100% 
HFE liquid volume fraction with a y-velocity of -3.23 m/s, just right above the 
impingement zone. Also, by using the method described above, droplet spacing could 
be automatically controlled, as in the experiments. This methodology was found to be 
beneficial for 3D simulations as well, where number of cells and CPU time are very 
crucial in terms of computational resources.  
 
 
 
 
 
 
Fig. 8. Continued 
(a) 
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Fig.  8. (a) Time dependent patching for droplet generation, where  is mesh size  
(b)Spherical droplets patched using UDF in numerical study 
 
 
3.2.3. Solver selection 
The selection of solvers for the multiphase, viscous and energy equation models, 
material properties, phase interactions like surface tension and wettability, operating 
conditions are defined in this section, as shown in Table. 5 [69]. Since droplet spreading 
patterns upon impact are time dependent and axisymmetric in nature, a pressure-based 
2D transient axisymmetric solver was selected with a double precision accuracy. In the 
pressure-based solver, pressure field was extracted by solving the pressure correction 
equation, which is achieved by iteratively correcting the continuity and momentum 
equations. The volume fraction cutoff of 1e-6 (10-6) was defined as the lower cutoff limit 
to avoid high mass loss, especially along the thin interface.  
The VOF explicit formulation was chosen because it is non-iterative, time-
dependent and more accurate than the implicit formulation. However explicit time step 
size should be limited by a Courant-based stability criterion, whereas the iterative 
implicit formulation has unconditional stability criterion but limited by truncation errors. 
Material properties of air and HFE were specified and air was defined as the primary 
(b) 
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phase, while HFE was defined as secondary phase to ease the initialization process when 
time was zero. 
 
Table 5. Solver selection parameters 
 
Parameters Definition 
General - Solver 2D-Axisymmetric, pressure-based, transient, double precision 
Model - Multiphase 
Volume of Fluid (VOF), VF Cut-off: 1 e-06 
Volume Fraction (VF): Explicit 
Courant Number: 0.25 
Model –Viscous, 
Energy 
Laminar, Energy 
Material & Phases Air: Primary; HFE: Secondary 
Phase Interaction 
Continuum Surface Force (CSF) (σ = 0.0136 N/m) 
Wall Adhesion (α =10°) 
Cell Zone - Fluid Mixture (Either air or HFE) 
Operating Conditions 101.3 kPa 
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Based on Reynolds number calculations shown in Table. 3, the laminar flow 
model (Navier-Stokes) was selected. To account for the heat transfer process, the energy 
equation was activated. The overall operating pressure was set to 101.3 kPa. 
3.2.4. Solution methods selection:  
In the solution methods, the pressure-velocity correction equations, solver 
discretization schemes, under relaxation factors and residuals are defined as shown in 
Table. 6 [69].  
 
Table 6. Solution methods and parameters 
Parameters Definition 
Pressure-Velocity Coupling 
Pressure-Implicit with Splitting of 
Operators (PISO) 
Spatial Discretization Least Squares Cell Based 
Pressure 
PREssure STaggering Option 
(PRESTO!) 
Momentum Second Order Upwind, Quick 
Volume Fraction Geo-Reconstruct 
Transient Formulation First Order Implicit 
Solution Controls: Under-Relaxation 
Factors 
Pressure: 0.3, Momentum: 0.7 
Residuals Monitors – Continuity and 
velocities 
0.00001 (default is 0.001) 
Residuals Monitors – Energy 1e-8 (default is 1e-6) 
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The Pressure-Implicit with Splitting of Operators (PISO) pressure-velocity 
coupling scheme was chosen due to the limitation of the SIMPLE algorithm when new 
velocity calculations and corresponding fluxes do not satisfy the momentum balance 
equations or until they are repeatedly solved. PISO improves the efficiency of this 
calculation using two additional corrections: neighbor correction and skewness 
correction. However, the domain was meshed with almost zero skewness, so only the 
PISO with neighbor correction was applied.  
The Least Squares Cell Based method was used to discretize the convection and 
diffusion terms in the flow conservation equations with linear gradient assumption. For 
structured mesh, cell based provides enough accuracy with less computational time and 
hence it was chosen. The PRESTO! (PREssure STaggering Option) scheme was selected 
to compute the cell-face pressure.  
 In order to obtain a stable convergence, the solution was started with first order 
accuracy. Once the hydrodynamics reached repeatable results, the solution was 
performed with second order accuracy and followed by the QUICK (Quadratic Upwind 
Interpolation for Convective Kinetics) scheme. First order uses the face variable as the 
cell centered value in the cell upstream of the face as shown in Fig. 9 (a), whereas the 
second order uses the cell values in the two cells upstream of the face as shown in Fig. 9 
(b) [69]. Therefore, second order upwind is more accurate than the first order upwind 
scheme. However, QUICK scheme as shown in Fig. 9 (c) uses a quadratic law between 
two upstream nodes and one downstream node while interpolating the variables whereas 
first order and second order use one and two upstream nodes, respectively.  
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Fig.  9. (a) First order upwind scheme interpolation (b) Second order upwind scheme 
interpolation (c) Quadratic Upwind Interpolation for Convective Kinetics scheme 
reprinted from [69] 
 
 
Hence, QUICK is less diffusive, more accurate and hence was chosen for all the 
simulations. For the volume fraction variable, a piecewise linear approximation (Geo-
(a) 
(b) 
(c) 
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Reconstruct) scheme was used to correct the interface curvature based on mass balance. 
The typical comparison between the actual interface and the interface predicted by the 
Geo-Reconstruct using piecewise-linear approximation is shown in Fig. 10 (a) and Fig. 
10 (b), respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.  10. (a) Actual interface (b) Geo-Reconstruct interface (Piecewise-linear) reprinted 
from [69] 
 
(a) 
(b) 
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Since, the explicit formulation was used for VOF equations, the only option for 
transient formulation is first-order implicit, and therefore it was chosen. Residuals for 
continuity and velocities were 1e-4 and for energy it was set at 1e-8 (default 1e-6) to get 
accurate solution with default under-relaxation factors. 
 
3.2.5. CFD analysis: Spreading-splashing transition and multiple stream cases 
After single stream spreading simulations using 2D axisymmetric assumption for 
crown propagation dynamics and heat transfer, it was decided to simulate spreading-
splashing transition and highly splashing conditions numerically. As shown in Fig. 11, 
the physics of droplet splashing consists of cusps, fingers, spikes and secondary 
droplets formation.  Such physical phenomena demand the use of 3D numerical 
domains. Therefore, a 3D computational domain with the dimensions of 6mm x 6mm x 
3mm was considered for single stream transition and highly splashing cases at Weber 
numbers of 489 and 850, respectively. With an element size of 2µm around the 
impingement zone, the total number elements were about 20.4 million 
 
Fig.  11. Droplet splashing schematics and related terminologies reprinted from [23] 
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Yarin and Weiss found that the spreading-splashing transition occurs when 
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. However, due to the chaotic nature of associated flow pattern and 
motion of the gas-liquid interface, it is computationally challenging to simulate such 
phenomena numerically due to the substantial number of mesh cells (greater than 6 
million), smaller time step size (1e-8 s) and grid resolution requirements (less than 1 
µm).   
Therefore, a 3D Quarter/Half Symmetry is a prominent approach necessary to 
save number of cells and computational time to a great extent for splashing and multiple 
stream cases, respectively. The proposed 3D symmetric schemes for single stream, 
double stream and triple streams are shown in Fig. 12 (a), Fig. 12 (b) and Fig. 12 (c) (top 
views), respectively. For single stream splashing calculations, 3D quarter symmetric 
simulations were performed, whereas in 3D half symmetric simulations were performed 
for both double stream and triple stream impingement cases.  
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Fig.  12. (a) Quarter symmetry for single stream (b) Half Symmetry for double stream 
(c) Half Symmetry for triple stream (Top views) 
 
 
 
 
 
(a) (b) 
(c) 
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3.2.6. Dynamic Mesh Adaption (DMA) optimization 
To be able to capture accurately droplet splashing dynamics at high Weber 
number, while considering computational time and solution accuracy, it was determined 
that the VOF approach used for single stream cases at low Weber number was going to 
be cost-prohibited and inadequate.  Therefore, a refined simulation methodology for 3D 
symmetric studies, namely, the CLS-VOF approach was used in all high Weber number 
cases.  
However, such an approach with static mesh refinement cannot suffice the 
required level of grid resolution. Therefore, an alternate approach namely, Dynamic 
Mesh Adaption (DMA) was used to increase the grid resolution considerably at the 
liquid-gas interface without compromising much on the number of elements in the whole 
domain to capture the key characteristics of the splashing process. DMA specifically 
refines the mesh at critical regions and coarsens the mesh at non-critical regions as 
defined by the user. In addition to the 3D symmetric assumption listed above, DMA was 
employed to further decrease computational time and to improve the accuracy of the  
hydrodynamics and heat transfer results in all splashing cases.  
The concept of static and dynamic mesh adaption can be visualized as shown in 
Fig. 13 (a) and Fig. 13 (b), where static adapted mesh has a constant mesh size 
throughout the impingement zone, whereas dynamically adapted mesh has fine mesh 
only at the interface.  
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Fig.  13. (a) Static mesh adaption  (b) Dynamic mesh adaption (c) Zoomed view of 
lamella with adaptive grid 
 
 
DMA technique was used to increase the grid resolution (<1µm) locally and 
temporally at the liquid-gas interface to be able to generate accurate numerical results.    
 This approach has definitely provided the luxury to improve the hydrodynamics 
(b) 
(a) 
(c) 
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predictions and to increase the grid resolution only at the critical regions, which was not 
feasible when using the static mesh adaption scheme. This technique efficiently and 
drastically reduced the total mesh size and computational time. DMA was adopted in 
both single stream and multiple stream symmetrical studies. By using this approach, the 
mesh was refined and coarsened at user defined locations, where the physical processes 
were found to be significant and insignificant respectively. These critical regions were 
defined using different variables such as gradients of volume fractions (0.5 at the 
interface), curvature values and isovalues (volume fraction: 1 for liquid phase) from the 
instantaneous solutions.  
However, since the mesh changes at every time step, node numbering system 
also changes. Therefore, updating and interpolating results for every time step represent 
a challenging problem. Most importantly, since the mesh was refined or coarsened 
locally, there is no constant time possible for achieving a stable solution. The time step 
size was dynamically varied based on the stability of the solution by imposing 
restrictions on the temporal CFL (i.e. Courant) number. Therefore, stability and 
convergence issues were resolved using a rigid and robust variable time step scheme. 
DMA also allowed for the use of smaller element sizes (<1µm) without compromising 
total number of elements because refining and coarsening happened simultaneously.  
It was found that the combination of 3D symmetry domain with increased grid 
resolution dynamic mesh would resolve the crown rim/lamella physics, thin film 
hydrodynamics, crown detachment, and splashing resolution problems accurately and 
consistently. Further simulations were performed including single stream droplet 
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impingement using 3D quarter symmetric with DMA for splashing and transition cases.  
Hydrodynamics and heat transfer analyses of multiple droplet stream impingement 
(double and triple stream) arrays, and identification of an optimal pattern for enhanced 
heat transfer correlations for cooling applications were undertaken and performed using 
CLS-VOF with DMA. 
 
3.2.7. Heater modeling: 
For heat transfer simulations, a heater assembly, as the one shown in Fig. 14, was 
modeled to conduct droplet impingement heat transfer simulations.  The dimensions and 
characteristics of the heater assembly used in the corresponding experiments is shown in 
Fig. 14 as well. The experimental heater consisted of a thin layer of Indium Tin Oxide 
(ITO) of approximately 199 nm in thickness on a 0.25 mm thick double-side-polished 
sapphire substrate.          
 
Fig.  14. Schematic diagram of heater assembly 
 
A thin layer of SiO2 with a thickness of about 650 nm was coated on the sapphire 
substrate to enhance the emissivity of the ITO coating [44, 45] for IR imaging sensing.  
Because the thickness of the ITO-SiO2 bi-layer is so thin (less than 1 μm), the 
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temperature drop across the bi-layer was assumed to be negligible.  The material 
properties of the all layers in the heater element at 100 °C are shown in the Table. 7. In 
all the heat transfer simulations, the dimensions of heater as shown in Fig. 13 was 
modeled with volumetric heat generation on the ITO layer. The thermal diffusivity of the 
heat generation layer (ITO) is 90 times higher than the thermal diffusivity of the cooling 
fluid (HFE-7100). This implies that the heat transfer rate is limited by the cooling fluid 
than the solid layer.  
A heat flux value of 3 W/cm2 and equivalent volumetric heat generation was 
given as boundary condition on the ITO for all single stream impingement cases. Based 
on the results obtained, volumetric heat generation as boundary condition was imposed 
on all simulations since it was in line with the experimental setup as discussed in the 
Results section. (Refer Section IV).  
 
Table 7. Material properties of heater element layers and HFE-7100 
Layer Density, 
kg/m3 
Specific 
Heat, 
J/kg-K 
Thermal 
conductivity, 
W/m-K 
Thermal 
Diffusivity, 
m2/s 
ITO 7160 340 8.7 3.6E-06 
Borosilicate (SiO2) 2200 830 1.2 6.6E-07 
Sapphire (Al2O3) 3980 760 30 9.9E-06 
HFE-7100 1520 1173 0.07 3.9E-08 
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3.3. Post-processing: 
After obtaining the converged solution from the numerical simulations, various 
post-processing techniques were performed using CFD-Post and Fluent. Post-processing 
includes results extraction and data collection. Once this step was complete, data 
visualization, data analysis, results interpretation and inferring information from the 
presented data using MS-Excel were carried out as explained in the Results section 
(Section IV). 
The time dependent crown diameters, number of cusps under splashing transition 
conditions, radial velocity distribution with respect to radial position as well as height 
from the wall, and heat transfer for spreading, splashing transition and highly splashing 
cases were acquired from the converged solution data. The detailed results are shown, 
compared and validated with available experimental data for similar conditions as 
discussed in the Results section (Section IV).  Once the numerical results were validated, 
the numerical data was used to understand the effects of local and temporal fluid 
behavior on heat transfer.   
Physical parameters such as local Nusselt number, heat transfer coefficient, film 
thickness, momentum estimations, liquid film velocity, thermal boundary layer, and wall 
temperature distributions were obtained for all succeeding analyses. The aforementioned 
methodology in the post-processing was repeated for double and triple stream 
impingement cases as well, to understand the crown interactions and the corresponding 
heat transfer simulations. 
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3.4. Parametric study:  
In order to achieve the aforementioned goals, a number of cases in single, double and 
triple stream impingement conditions as listed in Table 8, Table 9 and Table 10, 
respectively were simulated using the above methodology. The experimental droplet 
impingement frequencies were relatively high, within the range of 6,000 to 15,000 Hz.  
Droplet size and Weber number ranges were within 182 to 240, and 282 to 850, 
respectively. Therefore, a highly flexible numerical model as described above was 
required to be able to handle wide range of experimental conditions.  
 
Table 8. Simulated single stream cases 
 
 
Case  
 
Input variables 
 
Output experimental values 
Flow Regime 
Upon 
Impingement 
Q 
(mL/h) 
f  
(Hz) 
d
d
 
(µm) 
V
d
  
(m/s) 
V
d
* We Sin 
(µm) 
 
A 165 5,000 261 2.99 12.1  262 598 Spreading 
B 165 7,500 235 4.31  17.5  489 575 Transition 
C 165 15,000 182  6.46 20.2  850 431 Splashing 
 
 
Table 9. Simulated double stream cases 
 
Input variables Experimental values 
Q 
(mL/h) 
f 
(Hz) 
d
d
 
(μm) 
V
d
 
(m/s) 
We Red q” 
(W/cm
2
) 
Horizontal spacing, S 
(mm) 
2x165=330 6000 242 3.40  312 2054 5.2 0.65, 1.2, 2 
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Table 10. Simulated triple stream cases 
 
 
Where Q is the flow rate, f is the droplet impingement frequency for each droplet 
train, dd  is the droplet diameter, dV  is the droplet impingement velocity, and 
*
dV  is the 
non-dimensional droplet impingement velocity [20], 








8/38/14/1
4/1
f
Vd


and We is the 
droplet Weber number, 









 2ddVd . 
*
dV  is used to take into account the droplet streams 
properties including frequency, viscosity and surface tension parameters. Weber number 
is the ratio between inertial forces and surface tension forces. 
 
 
 
 
 
 
Input variables Experimental values 
Q 
(mL/h) 
f 
(Hz) 
d
d
 
(μm) 
V
d
 
(m/s) 
We Red q” 
(W/cm
2
) 
Horizontal spacing, S 
(mm) 
3x80=240 6500 180 3.18  204 1450 4.3 0.7, 1.2, 1.5 
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CHAPTER IV 
RESULTS AND DISCUSSIONS*  
   In this chapter, numerical results from single, double and triple stream 
impingement studies are presented and discussed in detail based on our primary 
objectives. To ensure complete applicability of the numerical approach in the current 
study, a thorough validation process was undertaken for single stream cases before 
performing multiple stream simulations.  A substantial effort was taken to depict the 
single stream impingement behavior for different Weber number values at a fixed flow 
rate.  
Crown propagation dynamics for single stream has been compared with existing 
experimental and theoretical models.  Moreover, a revised version of the Yarin-Weiss 
model has been proposed using numerical and experimental results for predicting time 
dependent crown propagation phenomena. The refined methodology from single stream 
cases was directly applied to double and triple stream impingement cases for further 
analysis.  
The effect of droplet-induced spreading-splashing transition on surface cooling 
upon single stream impingement is explained as well. The coupled nature of 
hydrodynamics and surface heat transfer induced by single, double and triple stream 
impingement are discussed and analyzed.  
 
*Part of the data reported in this chapter is reprinted with permission from “Numerical 
and experimental investigations of crown propagation dynamics”, by T. Zhang, J.P. 
Muthusamy, J. Alvarado, A. Kanjirakat and R. Sadr, 2016. International Journal of Heat 
and Fluid Flow, volume 57 pg.24–33 [58], Copyright 2015 by Elsevier Inc. 
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Parameters such as time dependent crown diameters (spreading), number of 
cusps (transition), film thickness, radial velocity distribution with respect to radial 
position, time averaged wall temperature profiles, heat transfer coefficient, thermal 
boundary layer and momentum estimations have been probed from the well-converged 
solution, investigated and presented in this chapter. The key findings and value additions 
would definitely be useful to find an optimal pattern of droplet streams for enhanced 
flow and surface heat transfer in cooling system designs. 
 
4.1. Fine tuning of single stream spreading droplet impingement case: VOF 
For any numerical analysis, baseline case studies are very crucial.  Furthermore, 
all the numerical schemes (i.e. grid size, time-step magnitude, models, solvers, etc.) need 
to be fine-tuned for the base case scenario before performing more complex simulations. 
Therefore, the objective of this baseline study was to numerically simulate the spreading 
flow behavior of single stream of HFE-7000 droplets upon impinging on a thin liquid 
film over a solid surface at We = 280.  
The experimental flow conditions as shown in Table 11, were used in the baseline 
simulation case (Case 1). A number of numerical sensitivity studies were performed on 
Case 1 to understand the coupled hydrodynamics-heat transfer for different sets of 
frequencies, impingement velocities and Weber number conditions similar to the 
experimental conditions.  
The numerical methodology including the corresponding numerical models and 
parameters for single stream spreading impingement case have been validated so that it 
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can be applied for other single stream (transition and splashing) and multiple stream 
cases.   In the following subsections, detailed descriptions of the numerical fine-tuning 
approach are presented and discussed. 
 
Table 11. Single stream spreading impingement case using VOF at Q =165 ml/hr 
Input variables 
Case 
No. 
f 
(Hz) 
dd 
(μm) 
Vd 
(m/s) 
We 
dd
Re  Regime 
1       6000 240  3.23  280  1931 Spreading 
       
 
 
4.1.1. Square wave inlet velocity study results: Single stream spreading - VOF 
The Case 1 CFD simulations were started using the VOF model and carried out 
until the solution fully converged and the crater became hydrodynamically stable (after 
about 25 droplets). At a specific time instant, the numerical volume fraction images were 
compared with experiment results for the same flow conditions as shown in Fig. 15. It 
can be observed that droplets are non-spherical as mentioned in Section 3.2.2. Therefore, 
a time dependent patching method, as explained in Section 3.2.2 was employed for all 
the other simulations to ensure droplet sphericity, impingement velocity and frequency 
similar to experimental conditions, which also helped reduce computational time. 
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Fig.  15. Single droplet train impingement comparison: (a) Experimental (b) Numerical 
(Case 1: We = 280) 
 
 
 
The front-view comparison of 2D axisymmetric results for the single stream 
impingement case using the time dependent patching approach is shown in Fig. 16 and it 
can be seen that the input variables such as sphericity, diameter and inter-droplet spacing 
are very similar to the experimental conditions. 
 
 
Fig.  16. Time dependent patching comparison (a) Experimental (b) Numerical 
 
The 2D axisymmetric results were imported into CFD-Post to revolve the data 
360° so that the results can viewed in a 3D format. The fully revolved data in CFD-Post 
(a) (b) 
(a) (b) 
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is shown on Fig. 17. The 3D spherical droplets, the axisymmetric crown and crater can 
be visualized in Fig. 17 as well. 
 
 
 
 
 
 
 
 
Fig.  17. 3D revolved results comparison (a) Experiment (b) Numerical  
 
 
 
The time dependent patching approach helped reduce the computational domain, 
thereby reducing the computational time and improve the accuracy of mimicking 
experimental conditions into the numerical simulations.  
 
4.1.2. Order of scheme study: Single stream spreading - VOF 
 The solution was started with a first order upwind scheme until the crater became 
stable (about 25 droplets) as well as crown propagation became repeatable for every 
impingement event. This was the simplest numerical scheme in which the value of 
variable  at the face was the same as the cell centered value in the cell upstream of the 
face, as explained in Section 3.2.4.  It was easy to implement with very stable 
calculations; however, it is very diffusive, which resulted in the smearing out of the flow 
(a) (b) 
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field gradients. Though, the first order upwind scheme is sufficient for laminar, 
structured grid and aligned flow with good grid resolution, the first order solution is not 
very appropriate for fluid cases involving complex physics, as in the present work. 
Moreover, the transient trend was under-predicted with flatter crown angles than those 
seen in the experiments, as shown in Fig. 18 (a).  Furthermore, the simulated lamella 
morphology did not completely resemble the experimental one, as shown in Fig. 16 (a). 
After the first order results, the solution scheme was changed to a second order 
for few droplets, followed by the QUICK scheme for the rest of the simulations as 
explained in Section 3.2.4. In the second order upwind scheme, the variable  is 
interpolated from the two cells upstream of the face. Therefore, it is more accurate than 
the first order upwind.  
However, the crown propagation dynamics results improved using higher order 
scheme, aka “QUICK” in which a quadratic curve was fitted through using two upstream 
and one downstream nodes, as explained in section 3.2.4. Even though the scheme was 
accurate; however in regions with strong gradients, overshoots and undershoots still 
occurred. Therefore, all the simulations were done using the QUICK scheme. The crown 
propagation at a particular instant of time using all the three schemes are shown in Fig. 
18. From Fig. 18 (c) and Fig. 18 (d), it can be observed that the QUICK scheme 
predicted the crown behavior better than other schemes at the same time instant (t* = 
2.6). Furthermore, the crown height predicted by the QUICK scheme is similar to crown 
height seen in the experiments. 
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Fig.  18. (a) First order upwind, (b) Second order upwind, (c) QUICK,                  
               (d) Experimental crown prediction (at t* = 2.6) (Case 1: We = 280) 
 
 
4.1.3. Grid independence study: (Single stream spreading - VOF) 
A grid independence study was done by reducing grid size element from 20 µm 
to 1 µm to find the optimum mesh resolution. Grid resolution was increased at critical 
regions such as droplet impingement region (zone 1) and droplet pathways with a 
smooth transition to the non-critical regions as shown in Fig. 19.  
 
 
 
(a) (b) 
(c) (d) 
726 m 
50° 
97 m 
718 m 
92 m 
47° 
(c) 
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Fig.  19. Localized mesh refinement and transition 
 
Fig. 20 shows that 1 µm cells in Zone 1 predicts the crown propagation closer to 
the experimental data when compared to higher mesh sizes. In Fig. 20, d* is the non-
dimensional crown diameter, defined as the ratio of crown rim diameter to droplet 
diameter, and t* is the non-dimensional time, 2πft, where f is the droplet impingement 
frequency, and t was set to zero at the instant when droplet contacts the thin film [20], as 
shown in Fig. 21. It was found that 1 µm cells at the droplet impingement region      
(Zone 1) was more accurate and hence considered for all the further studies. 
Furthermore, the increase in grid resolution also helped in capturing the entire crown 
propagation cycle. 
Zone 1, m 
Zone 2, m 
Zone 3, m 
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Fig.  20. Grid independence analysis based on time-dependent crown diameter     
(Case 1: We = 280) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.  21. Moment of droplet impingement (t*=0)  
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4.1.4. Grid Convergence Index (GCI) study: (Single stream spreading - VOF) 
In addition to the grid convergence study as shown in Fig. 20, a Grid 
Convergence Index (GCI) as per ASME standards [92] has also been calculated to find 
the order of accuracy and compared with the formal order of accuracy as explained 
below. GCI is an error band by definition and is a measure of the percentage the 
computed value is away from the asymptotic numerical value. A Z+ location of 5 µm 
was chosen from the heater wall for the droplet spreading simulation (We = 280).  
The average radial velocity within the impact zone (r < 600 µm) at a height of 5 
µm and a time instant for the initial moment of spot formation (t* = 2.6) was monitored 
for different mesh sizes and compared as shown in Table 12 below. The Grid 
Refinement Ratio (GRR) is the ratio between consecutive grid sizes used during the 
refinement process. Since the mesh size is halved during the refinement process, the 
number of elements increases by a factor of two, resulting in a GRR value of 2.0 for all 
grid refinement cases. 
 
Table 12. Grid refinement study for GCI calculation at We = 280 (VOF) 
Grid Case  Grid Spacing, 
µm  
Number of 
Cells 
Grid 
Refinement 
Ratio (GRR) 
Average 
Radial 
Velocity, m/s 
1 
2 
3 
4 
2 
1 
445,137 
890,273 
1,780,546 
2 
2 
2 
2.21 
2.18 
2.06 
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The order of convergence observed from the CFD results can be calculated using 
the Richardson extrapolation formula as shown in the following equation (13):                                
                               𝑃 =
𝑙𝑛(
𝑓3−𝑓2
𝑓2−𝑓1
)
ln (𝑟)
= 2.2                                              (13) 
Where P is the order of convergence, f1, f2 and f3 are the variables (i.e. averaged 
radial velocity) used for calculating GCI for three different fine grid sizes, and r is the 
GRR value. Using above the formula, the order of convergence is 2.2, which is almost 
equal to the theoretical order of convergence of 2. The GCI for the fine grid resolution 
can be computed now using Equation 14. As per ASME standards [92], a factor of safety 
of Fs=1.25 was used since three grid sizes were used to find P. 
The GCI value for consecutive grid cases 1 and 2 is:  
                                              𝐺𝐶𝐼𝑓𝑖𝑛𝑒 = 
𝐹𝑠 |𝜀|
(𝑟𝑝−1)
                                                  (14) 
Where GCI is the Grid Convergence Index, and ε is the relative error. Using the 
above formula, the GCI values for grid refinement cases 1 to 2 and 2 to 3 are GCI12 = 
0.5% and GCI23=2.23%, respectively.  It can be observed that the solutions were within 
the asymptotic range of convergence. It is crucial that each grid level yields the 
computed solutions within the asymptotic range of convergence. This can be verified by 
using two consecutive GCI values computed over three grid refinements, as follows: 
                                      𝐺𝐶𝐼23 = 𝑟
𝑝𝐺𝐶𝐼12 = 0.987                                                 (15) 
Which is close to 1, indicating that the solutions are within the asymptotic range of 
convergence. 
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4.1.5. Time step and CFL number sensitivity study: Single stream spreading VOF 
In order to improve the accuracy of the numerical solution, the mesh size and 
time step sizes were reduced simultaneously by maintaining a CFL number (i.e. Courant 
number) value below 1.00, to be able to obtain a stable solution. The time step size, ∆t 
was reduced from 10-6 s to 10-8 s to accommodate the changes in mesh size and the 
established criteria for CFL number. By adjusting time step and mesh sizes, the 
predictions of crown propagation compare better to the experimental results, as shown in 
Fig. 22. 
 
 
 
 
 
 
 
 
 
 
 
Fig.  22. Time step sensitivity study results at time instant t*= 2.6 (Case 1: We = 280)  
 
 
 
Experimental 
Numerical (∆t = 10-8 s) 
Numerical (∆t = 10-6 s) 
d*=3.2 
d*=3.42 
d*=3.3 
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4.1.6. CFD verification and validation: Single stream spreading – VOF  
The results were post-processed at various time step intervals to understand the 
transient behavior of the crown. Numerical results from the VOF model were also 
compared with experimental data for the respective non-dimensional time, t* as shown in 
Fig. 23. It can be observed that CFD closely predicts the transient crown process when 
compared with the experiments.  
 
Fig.  23. Transient crown propagation: Experiment vs. numerical                    
(Case 1: We = 280) 
 
 
It can also be observed that as time progresses (after t* = 4.2), numerical crown 
propagation advances a bit faster than in the experiments. For the instantaneous droplet 
impingement, spatial coordinates of maximum crown rim diameter as a function of time 
was also plotted at different intervals, as shown in Fig. 24.  
 
Overall, excellent agreement was reached between the experimental and 
numerical crown rim propagation curves, which indicate that the followed numerical 
approach is accurate in predicting crown propagation dynamics. It should also be noted 
that the CFD slightly over predicts the crown propagation beyond t* = 4.4 due to 
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detachment of the crown rim. In order to verify the consistency of the numerical 
simulations or predictions, an additional case with a Weber number of 443 was done as 
shown Fig. 24 (b), and it was found that CFD results were consistent and in agreement 
with experimental results [46]. 
 
 
 
 
Fig. 24. Continued 
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Fig.  24. (a) Experimental and numerical crown rim propagation curve at We of 
280 and (b) at We of 443 for numerical validation purposes. 
 
 
 From the above graphs of Fig. 24 (a) and Fig. 24 (b) for transient crown 
propagation with respect to radial position for We = 280 and We = 443, it can be 
considered that our CFD methodology has been validated from the hydrodynamics point 
of view with reasonable accuracy when compared to the experimental values. The 
hydrodynamics results such as radial velocity distribution and unperturbed thickness 
profiles were further probed from the converged solution for evaluating the original 
assumptions made by Yarin-Weiss [20] and Rieber-Frohn [29] for predicting time-
dependent crown diameter with respect to radial position, as described below. The clear 
definitions of crown rim and crown base were also not very clear in the literature. 
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Therefore, current numerical analysis results were used to identify and correct the 
definition of crown base diameter, as explained in the Section 4.1.7. 
 
4.1.7. Revision of time-dependent crown propagation dynamics models for single 
stream spreading case using VOF (Case 1: We = 280) 
After validating the accuracy of the VOF numerical scheme in the case of single 
stream droplet impingement, the numerical results were used to revise the existing time-
dependent crown propagation dynamic models. In addition to transient crown 
propagation, the numerical results have been useful in evaluating the original 
assumptions made in the derivation of the theoretical model by Yarin and Weiss [20]. 
Yarin and Weiss [20] proposed a theoretical model (referred as YWM) to predict 
the time-dependent crown base diameter. They also defined a “moment of initial spot 
formation” at which crown propagation base velocity equals to the droplet impingement 
velocity. Yarin and Weiss [20] assumed that the average radial velocity in the direction 
tangential or normal to the liquid film propagation is equal to droplet impingement 
velocity (Vd) at the moment of initial spot formation  dVru )( . Yarin and Weiss [20] 
also assumed that the thickness of the initial spot ( spoth ) equals to the unperturbed liquid 
film ( 0h ) thickness formed by impinged droplets.  
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By using the above assumptions, a simplified YWM takes the non-dimensional 
form of: 
                                  2/1*
2/14/12/14/1
0
4/1
2/1
*
,
6
2
t
fdh
V
d
d
d
basec

                                        (16) 
However, Yarin and Weiss [20] found that this model consistently overpredicted 
the crown propagation dynamics and concluded that it could be due to the original 
assumptions in the analytical model. Therefore, our numerical results were used to 
evaluate the original assumptions by Yarin and Weiss [20]. Using our numerical study, 
crown morphology at the moment of initial spot formation was determined, as shown in 
Fig. 25, which is very challenging to determine experimentally [30].  
 
 
 
 
 
 
 
 
 
Fig.  25. Crown at initial spot formation (Case 1: We = 280)  
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Fig. 26 shows that the velocity distribution within the impinged liquid film and 
the air phase.   As the figure shows, at the moment of initial spot formation shows no-
slip behavior at the droplet-air interface. Also, it can be seen that the radial velocity 
increases linearly from the center of the impact to the periphery of the crown base [46].  
 
Z (μm)
r (μm)0 100 200 300 400
100
0
50
u(r) (m/s)
  
Fig.  26. Radial velocity distribution at initial spot formation, (Case 1: We = 280) 
 
 
 Furthermore, the numerical data indicate that at the moment of initial spot 
formation, the initial liquid film thickness, spoth is about 30 µm while the unperturbed 
film thickness, 0h is about 10 µm. This can be observed in Fig. 27. However, Rieber 
and Frohn [29] and Shetabivash et al. [30] found that spoth  is equal to 0h  at the moment 
of initial spot formation. This is because Rieber and Frohn [29] and Shetabivash et al. 
[30] studied the crown propagation induced by a single droplet impact on thin liquid 
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films.  It can be observed from Fig. 27 that at the moment of initial spot formation, the 
velocity distribution within the initial varies linearly from )(ru = 0 at the center to )(ru
= Vd close to the crown location, which agrees with the findings by Rieber and Frohn 
[29] and Shetabivash et al. [30].  This phenomena were verified for both We of 280 and 
We of 443 case in order to verify the consistency of the CFD model. 
 
 
 
 
 
 
 
Fig. 27. Continued 
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Fig.  27. (a) Velocity and thickness distribution at initial spot formation, We =280  (b) 
Velocity and thickness distribution at initial spot formation, We =443 
 
 
In the currently available literature, crown base diameter has been analyzed by 
many researchers using theoretical, experimental and numerical methods [20, 29-30]. 
However, there has been a lack of clear definition of crown base in the literature. As 
shown in Fig. 28, horizontal and vertical tangential planes (or lines in 2D), which pass 
through the liquid-vapor interface, were used to determine the crown base diameter 
using the current numerical study. The intersection point between the two tangential 
lines (line that passes through the lowest point of interface and a line parallel to the 
crown side) were used to determine crown base diameter.  
(b) 
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Fig.  28. Definition of crown base and crown rim diameter 
 
 
Based on current numerical results about velocity distributions and film 
thickness, a new revised YWM, as shown in Equation 17, has been proposed by our 
group [46]. The revised YWM and comparison with the existing experimental and 
numerical results are explained in detail below. The numerically-based results agree well 
with the experimental data, further confirming that the followed numerical scheme is 
adequate for simulating droplet impingement processes, as shown in Fig. 29. 
                               
 
  2/1*
2/14/12/14/14/1
2/1
*
,
6
2
t
fdh
V
d
dspot
d
basec










                      (17) 
 Based on the revised definitions of crown base diameter, the numerical results 
were plotted and compared with revised YWM (Equation 17), original YWM [20], 
Rieber [29] and experimental data as shown in Fig. 29. It can be seen from Fig. 29 that 
the revised YWM based on current numerical results predicts transient crown 
propagation accurately and better than the previously developed models.  
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Fig.  29. (a) Crown base propagation comparison curves, We = 280 (b) Crown base 
propagation comparison curves, We = 443 
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Since the numerical results are also close to experimental data, our numerical 
approach and models are thus validated. Nevertheless, it can still be observed from Fig. 
29 that the crown propagation over-predicts the experimental data beyond t* ≥ 4.4. This 
is due to unbounded flow emanating from the detached crown rim. Therefore, a revision 
of the computational approach has been taken to improve the accuracy with reduced 
computational cost, as explained below. 
 
4.1.8. Limitations of VOF method (Case 1: Single stream spreading)  
From the above analysis, it can be observed that the crown propagation dynamics 
was predicted reasonably well by VOF, even though it overpredicts time-dependent 
crown diameter at t* ≥ 4.4. However, to improve the accuracy of the results using VOF, 
an even finer grid was required (cell size < 0.25 µm in the impingement and crown rim 
regions) as well as time step size equal or less than 10-8 s. For one hydrodynamic case 
alone, computational time of over 1200 CPU hours (5 days with 10 cores) was required 
for obtaining accurate results.   In addition, a more accurate and robust interface 
prediction with minimized computational time is desirable due to the increased 
hydrodynamic complexities (i.e. cusps and secondary droplet formation) seen at higher 
Weber number. Therefore, additional studies have been performed to improve the 
prediction accuracy by taking a closer look at the crown detachment problem, while 
considering computational cost. The additional efforts have consisted of conducting a 
time step sensitivity study taking into account the Courant–Friedrichs–Lewy (CFL) 
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number for less than 0.5 and the implementation of a Coupled Level Set (CLS-VOF) 
approach.  The outcomes of the additional efforts are described below. 
 
4.2. Coupled Level Set-VOF study: Single stream spreading – Case 1 
As described in the problem setup (Section 3.1.4), the VOF model was changed 
to CLS-VOF to capture the interface more accurately while saving computational time. 
A volume fraction cutoff of 10-6 was used as the lower cutoff limit to avoid high mass 
loss, especially along the thin interface. The CLS-VOF explicit formulation was chosen 
because it is non-iterative, time-dependent and more accurate than the implicit 
formulation. However explicit time step size should be limited by a Courant-based 
stability criterion, which was set to CFL< 0.5. However, as a part of the CLSVOF 
method, the level-set (LS) function had to be reinitialized and updated at each time step 
to get more accurate results, which added additional computational time than when using 
VOF. Nevertheless, the time step size was set at 10-7 s to maintain a CFL number less 
than 0.5 for CLSVOF to reduce the number of CPU hours.  
As explained in the Section 4.1.4, a Grid Convergence Index (GCI) study was 
also performed for CLS-VOF method. The information about GCI study results are 
shown in the Table 13 and Table 14. 
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Table 13. Grid refinement study for GCI calculation at We = 280 (CLS-VOF) 
Grid Case  Grid Spacing, 
µm  
Number of 
Cells 
Grid 
Refinement 
Ratio (GRR) 
Average 
Radial 
Velocity, m/s 
1 
2 
3 
4 
2 
1 
445,137 
890,273 
1,780,546 
2 
2 
2 
2.17 
2.11 
2.04 
 
 
 
Table 14. Order of convergence and GCI comparison (VOF vs. CLS-VOF) 
Method P GCI 
VOF 2.23 0.987 
CLS-VOF 2.14 0.99 
 
 
Since the same mesh sizes were used in CLS-VOF study as in the VOF cases, the 
number of elements were same. However, the order of convergence (P) and GCI values 
are more accurate in CLS-VOF when compared to the theoretical order of convergence 
(order 2) and asymptotic convergence value (~1). In addition, with the same number of 
cores, CLS-VOF required less computational time (1000 CPU hours or 4 days with 10 
cores), whereas VOF took 1200 CPU hours (5 days with 10 cores); resulting in a 20% 
reduction in computational time for the hydrodynamics simulations. This reduction in 
computational time is mainly due to the increase in time step size (from 10-8 s to 10-7 s) 
for the CLS-VOF compared to VOF method, but without compromising accuracy.  
Fig. 30 shows the comparison between experimental images and numerical 
images based on CLS-VOF method for crown rim diameter at different time instants. It 
 84 
 
can also be observed from Fig. 30 that CLS-VOF captured the transient crown and 
lamella morphology accurately.  
 
 
 
 
 
Fig.  30. CLS-VOF study vs. experimental results (Case 1: We = 280) 
 
 
 
From Fig. 30 and Fig. 31, it can be observed that CLS-VOF captures the transient 
interface, crown angle and spatial location more accurately than VOF, when compared 
to the experiments. In addition, Fig.31 shows the crown propagation process using the 
VOF and  CLS-VOF methods, and compared with the experimental results.  From Fig. 
31, it is evident that CLS-VOF captured the interface better than the VOF when 
compared to the experimental images for the similar conditions.  
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Experiment 
 
VOF 
 
CLS-VOF 
t* = 1.9        t* = 2.6        t* = 4.2 
Fig.  31. Comparison among experimental, VOF, and CLS-VOF crown propagation 
dynamic results (Case 1: We = 280) 
 
 
 
After the grid convergence study and visual comparison of the results as shown 
above, the time dependent crown propagation was post-processed from the fine-tuned 
CLS-VOF study results and compared to VOF study results, as explained below. 
 
4.2.1. Fine-tuned hydrodynamics CFD results based on CLS-VOF: Single stream 
spreading (Case 1, We = 280) 
Fine tuning the numerical results is a crucial step because any new method 
always need multiple sensitivity studies before obtaining the desired results. All the 
above modifications including grid refinement, time step sensitivity or CFL adjustments 
were pursued when using the CLS-VOF approach to help improve the crown 
propagation dynamics predictions, as shown in Fig. 32.  
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Fig.  32. Comparison between CLS-VOF, VOF and experimental results for 
transient crown propagation (Case 1: We = 280) 
 
 
As seen in Fig. 32, the CLS-VOF method helped in delaying the divergence seen   
beyond t* = 4.4 for the VOF method. In addition, the overall trend of time dependent 
crown propagation was also improved and hence, it is evident that CLSVOF predicts the 
propagation process better than the simple VOF method. The improvements in 
prediction of crown propagation dynamics are mainly due to the way the CLS-VOF is 
formulated (surface normal and curvatures along with mass conservativeness) as 
described in the Section 3.1.4. 
  Considering all the results shown above, the numerical scheme used thus far can 
be considered as validated for the hydrodynamics of droplet impingement processes. 
Therefore, the fine-tuned CLS-VOF methodology was used in all the simulation studies 
involving heat transfer, as explained below. 
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4.2.2. Numerical heat transfer study based on CLS-VOF: Single stream spreading 
(Case 1: We = 280) 
 After the validation of the numerical scheme from the hydrodynamics point of 
view, the energy equation was included in the simulations to account for heat transfer 
effects.  In order to decide the type of heat transfer boundary conditions (volumetric heat 
flux or surface heat flux), the heater was modeled as shown in Fig. 14 of Section 3.2.7,  
taking into account two different boundary conditions, constant heat flux and volumetric 
heat generation.  
The fluid-wall interface temperature with respect to the distance from the 
heater’s center for both cases is shown in Fig. 33 for We of 280 and heat flux value and 
volumetric heat flux value of 3.0 W/cm2 and 15.79 kW/cm3, respectively. It can be 
observed that the temperature profiles at the liquid-solid interface by using heat flux and 
volumetric heat flux (i.e. heat generation term) match well except near the center (origin 
at 0 mm). However, uniform heat flux boundary condition slightly underpredicts wall 
surface temperature within the first half of the domain (up to 0.5 mm in the radial 
direction) when compared with the volumetric heat generation results.  Even though the 
heat flux boundary is easy to implement and less computationally expensive, volumetric 
heat generation as boundary condition is more appropriate given the three dimensional 
nature of the heater when compared to the experimental setup, as shown in Fig. 14. It 
can also be observed that the wall temperature profile predictions by constant heat 
generation boundary condition is smoother than the constant heat flux boundary 
condition. This is mainly due to artificially fixing of heat flux values with respect to 
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radial position which is an ideal condition. Therefore, the volumetric heat generation as 
boundary condition was imposed on all further simulations.  
 
 
 
 
 
 
 
 
Fig.  33. Heater validation study results heat flux (3.0 W/cm2) vs. heat generation (15.79 
kW/cm3) 
 
 
Using CLS-VOF and constant heat generation boundary condition, single stream 
droplet impingement spreading condition (Case 1) with We = 280 was simulated for 
understanding its hydrodynamics and thermal behavior. Governing equations were 
solved until the solution was fully converged for both flow and energy equations. These 
transient droplet-induced heat transfer characteristics have been simulated numerically at 
low heat flux conditions (3 W/cm2) when no dry-out or nucleate boiling within the 
droplet impingement zone occurred. Fig. 34 shows the droplet boundaries superimposed 
on wall temperature contours during a single stream droplet impingement process. It can 
be seen that the surface temperature within droplet impingement zone is uniform and 
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colder than the far away zone due to the enhanced heat transfer induced by the moving 
thin film and the high momentum of droplet impingement. The transient nature of 
temperature profile can also be observed visually from Fig. 34. 
 
 
 
 
 
 
 
Fig.  34. Transient fluid temperature contours for spreading (Case 1, We = 280) 
 
 
Thermal profiles generated by the heat transfer simulation are also shown in Fig. 
35. Fig. 35 shows the numerical instantaneous transient wall temperature profiles.  
 
 90 
 
  
 
 
 
 
 
 
Fig.  35. Transient wall thermal profiles and base location for spreading at a heat 
flux of 3 W/cm2 (Case 1, We = 280) 
 
 
 
From Fig. 35, it can be observed that temperature increases with radial distance, 
which explains the strong cooling effect at the point of impact driven by a drastic change 
in momentum transfer. It can also be seen from Fig. 35 that the temperature fluctuation 
propagates as the crown front moves radially at different time instants, which affirms the 
highly transient nature of the heat transfer process under the effects of high frequency 
impingement. 
Given the very high frequency of droplet impingement (> 6000 Hz) and the 
limitations of IR imaging system used to measure surface temperature [46], time-
averaged experimental wall temperature data were used for comparison purposes.  
Therefore, it is important to take into account the nature of the experimental data when 
comparing them to the numerical results.  In the high impingement frequency numerical 
simulations, the crown propagation hydrodynamics and the temperature field were 
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observed to be repetitive and cyclic in nature after about 100 droplet-impingement 
events. Hence, comparison between the time-averaged experimental results and the 
numerical droplet impingement results is adequate if the same heat transfer boundary 
conditions are imposed [40] within the crown propagation region (rcrown < 800 m), as 
seen in Fig 36.  
However, numerical results were also time-averaged to compare with 
experimental results under similar conditions. The numerical time-averaged temperature 
at the heater wall-thin film interface was calculated using the Equation 18, as follows: 
                                       


elapsedi
i
elapsed
tt
telapsed
t dttrT
t
rT ),(
1
)(                               (18) 
 
where {T(r)telapsed}is time-averaged wall temperature, ti is the initial time after 
reaching quasi-steady state condition (> 100 droplets), and telapsed corresponds to 10 
droplet impingement events, which was sufficient for obtaining representative results. 
Fig. 36 depicts the time-averaged wall temperature profile obtained 
experimentally and numerically for a droplet Weber number of 280.  The time averaged 
numerical predictions of surface temperature match well (less than 5% relative error) 
with the experimental measurement data, as seen in Fig. 36. 
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Fig.  36. Time averaged wall thermal profiles comparison for spreading at a heat flux of 3 
W/cm2 (Case 1, We = 280) 
 
 
 
The difference between numerical and experimental results may be attributed to 
the experimental uncertainty, numerical round-off error, truncation error and limitations 
of the numerical scheme. Therefore, CLS-VOF as numerical methodology has also been 
validated with experimental wall temperature data for the single stream spreading case. 
The use of CLS-VOF with heat generation boundary condition for single stream 
spreading case can be used for higher Weber number cases, including those that 
experience transition and splashing conditions, as explained below. 
 
4.3. Hydrodynamics: Spreading- transition and splashing cases (CLS-VOF) 
After single stream spreading results for crown propagation dynamics and heat 
transfer were benchmarked, it was decided to simulate spreading-splashing transition 
(We = 489) and highly splashing conditions (We = 850) numerically. This was mainly 
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secondary droplet formation) and their impact on heat transfer.  As shown in Fig.5 (b), 
Fig. 5 (c), and Fig. 11 in the Section 3.2.1 and 3.2.5, respectively, droplet splashing leads 
to the formation of cusps, fingers, spikes and secondary droplets as explained in the 
Numerical setup (Chapter III).  Such physical phenomena demand the use of 3D 
numerical simulations. Therefore, a 3D quarter symmetric computational domain was 
considered for single stream spreading, transition and highly splashing cases (Cases A, B 
and C) as explained in the Section 3.1.2 and 3.2.1. The flow conditions used in those 
simulations are shown in Table 15.  
 
Table 15. Single stream transition and splashing impingement cases at Q =165 ml/hr 
Input variables 
Case 
No. 
f 
(Hz) 
dd 
(μm) 
Vd 
(m/s) 
We 
dd
Re  Regime 
A       5000 261 2.99 262 1948 Spreading 
B       7500 235 4.31 489 2523 Transition 
C  15000 182 6.46 850 2930 Splashing 
 
 
As indicated in Section 2.2 and 2.3, Yarin and Weiss found that the spreading-
splashing transition occurs when the nondimensional velocity,  18~17
8/38/14/1
4/1
* 
f
V
V dd


[20]. Also, the number of cusps or eventual spikes around the crown’s rim can be 
 94 
 
estimated using Plateau-Rayleigh instability relationship [42], .
0147.9
2 ,
rim
rl
cusp
r
r
n




 However, due to the chaotic nature of the associated flow pattern and motion of 
the gas-liquid interface, it was very challenging to simulate such phenomena 
numerically.  Therefore, a previously-validated CLS-VOF method (for single stream 
spreading case) was used along with an alternate methodology namely, the Dynamic 
Mesh Adaption (DMA). This was mainly to increase the grid resolution considerably at 
the liquid-gas interface without compromising much on the number of elements in the 
whole domain to capture the key characteristics of the splashing process. As indicated in 
Section 3.2.6, DMA specifically refines the mesh at critical regions and coarsen the 
mesh at non-critical regions as defined by the user.  
  The critical regions such as liquid-gas interface and thin film liquid layer were 
defined using different variables such as gradients of volume fractions and isovalues of 
volume fraction from the instantaneous solutions. Using a combination of CLS-VOF, 
symmetry assumptions and DMA, the number of cells and computational time was 
controlled without compromising the solution accuracy for the spreading, transition and 
splashing cases shown in the Table 15. The time dependent crown diameter was 
compared for spreading condition (Case A, We =262) as shown in Fig. 37. It can be 
observed that the CLS-VOF with 3D quarter symmetric domain and DMA predicts the 
transient crown propagation very well compared to the experimental results. 
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Fig.  37. Transient crown propagation dynamics for spreading (Case A, We =262) 
  
 
Also, the number of cusps for the transition condition (Case B) was compared 
with available empirical correlations [42] and experimental results [46] as shown in 
Table 16. As Table 16 shows, a reasonable agreement was reached among the 
experimental, numerical and predicted values. 
 
Table 16. Number of cusps at different time instants and comparison for single stream 
transition cases at Q =165 ml/hr (Case B, We = 489) 
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The experimental and numerical results shown in Table 16 indicate that the 
Plateau-Rayleigh instability theory [72-79] can be used to explain the crown splashing 
phenomena induced by successive droplet-liquid film interactions. Rieber and Frohn 
[29] and Zhang et al. [74, 78] also claimed that the Plateau-Rayleigh instability theory 
can be used to explain the splashing phenomena induced by droplet-liquid film 
interactions. Rieber-Frohn [29] also found that their DNS numerical values of the 
number of cusps agree well with the experimental values given by Zhang et al. [78]. 
Therefore, our predictions and results shown in Table 16 are consistent with the current 
literature, which further validate the used CFD methodology.  
For the highly splashing condition at Weber number 850 (Case C), it was 
difficult to validate the hydrodynamics due to the chaotic nature of the flow. Therefore, 
the heat transfer for both transition and highly splashing (Case B and Case C) were 
compared with available experimental data for similar conditions.   
 In summary, the hydrodynamics for spreading, transition and splashing (Cases A, 
 B and C) hydrodynamics have been compared, as shown in Fig. 38. As it can be 
observed in Fig. 38, numerical results reached reasonable agreement with experimental 
results in terms of crown morphology. Furthermore, droplet-induced crown propagation 
transition phenomena (from spreading to splashing) were observed by simply increasing 
the droplet Weber number. At a Weber number of 262 (Case A), droplet-induced crown 
spreads smoothly without the emergence of secondary droplets. At a Weber number of 
489, secondary droplets emerged from the crown’s rim during the late crown 
propagation phases, which can be categorized as splashing. 
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Case A, We = 262                  Case B, We = 489                 Case C, We = 850 
Fig.  38. (a) Experimental and (b) Numerical droplet impingement images at different 
Weber number conditions at Q = 165 ml/hr 
 
In the current study, start of splashing was observed at a Vd
* value of 17.5 (Case 
B), which agrees well with the empirical correlation proposed by Yarin and Weiss [20]. 
At a high droplet Weber number of 850 (Case C), much more secondary droplets were 
observed during the crown propagation process.  
 From Fig. 38, it can also be observed that the implemented numerical 
methodology consisting of CLS-VOF, symmetry assumption and DMA, is capable of 
capturing the flow physics of the microscale droplet impingement process. Therefore, 
the aforementioned methodology has been adapted and used in all the other simulations, 
including double and triple stream impingement cases presented in the Section 4.6 and 
4.7.  
(a) 
(b) 
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4.4. Heat transfer: Single stream spreading, transition and splashing cases (CLS-
VOF) 
After the validation of hydrodynamics for spreading, transition and splashing 
cases, the effects of droplet-induced spreading-splashing transition on heat transfer were 
also investigated numerically and compared with the experimental results. Fig. 39 shows 
the area weighted wall temperature comparison within the impact crater dimension of 
2.5 mm x 2.5 mm for all three single stream impingement cases, including spreading, 
transition and splashing at three different Weber numbers such as 262, 489 and 850 
(Cases A, B and C) respectively.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.  39. Area-weighted experimental and numerical thermal profile comparison within 
impact crater at q” = 2.6 W/cm2 
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As shown in Fig. 39, the area weighted average wall temperature values within 
the impact crater from numerical predictions agree well with the experimental results. 
However, evaluating the wall temperature profile with respect to radial position is more 
important in order to understand the effect of film hydrodynamics on surface heat 
transfer. Therefore, Fig. 40 shows the experimental and numerical wall temperature 
profiles across the impact crater at a heat flux of 2.6 W/cm² for the Weber numbers, 262, 
489 and 850, respectively.  
It should be noted that there is no dry-out or nucleate boiling for all the cases at a 
heat flux of 2.6 W/cm², since the surface temperature is always below the saturation 
temperature of the fluid.  Therefore, the single-phase convection heat transfer 
assumption is valid within the impingement zone. As shown in Fig. 40, the surface 
temperature is relatively low within the crown propagation region (rcrown < 600 µm). It 
can also be observed that the region beyond the root of the crown’s base (rcrown > 600 
µm) experiences a shift in surface temperature as seen in Fig. 40. This indicates that the 
sweeping motion due to crown propagation helps convect the heat radially outwards as 
observed and discussed in a recent study [46].  
As shown in Fig. 40, higher droplet Weber number leads to lower surface 
temperatures at a heat flux of 2.6 W/cm². The lower surface temperatures at higher 
Weber number conditions (489 < We < 850) could be due to the higher fluid inertia or 
droplet velocity for the same liquid flow rate. 
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Fig.  40. Experimental and numerical time-averaged wall temperature profiles across 
impact crater at a heat flux of 2.6 W/cm²  
 
 
However, the differences in wall temperature between We of 489 and 850 are not 
significant (less than 1 °C). This could be due to the strong splashing of droplets 
emanating from the crown rim at We of 850 as seen in Fig. 38, which leads to reduced 
liquid usage efficiency. Nevertheless, aforementioned statements were further 
investigated using radial momentum calculations at different radial positions as 
explained in the Section 4.5. 
The experimental and numerical local Nusselt number profiles for single droplet 
train impingement were obtained based on the methodology described by Soriano et al. 
[32]. Nusselt numbers were calculated at different radial positions using local surface 
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temperatures (T(r)), initial droplet temperature (T0), length of the heater (Lheater) and heat 
flux value (q”) [15, 16]. In order to compare the convective heat transfer performance of 
different impingement regimes, it is necessary to use the same characteristic length for 
analysis purposes.  
Fig. 41 shows the Nusselt number profiles using the length of the heater (Lheater = 
10 mm) as characteristic length. Nusselt numbers in Fig. 41 were calculated using 
Equation 19, as follows: [15, 46-58] 
                            
l
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                                       (19)          
Furthermore, Zhang [46] postulated a Nusselt number correlation based on 
empirical data for the same conditions that were used in this study, as follows: 
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where B is 4.72, 5.86 and 5.98 for Case A, B and C, respectively [46]. The 
correlated Nusselt number values are also included in Fig. 41. As shown in Fig. 41, local 
Nusselt number increases with droplet Weber number. This could be due to the higher 
momentum of impinging droplets at higher droplet Weber number, even though all cases 
had the same flow rate. Moreover, these numerical results are consistent with previous 
studies by Soriano and Zhang  [15, 46-58] for similar conditions.  From Fig. 41, it can be 
visualized that the relative error increases with Weber number because of the 
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randomness associated with the splashing process. This is also associated with the 
stochastic nature of splashing and its effects on convective heat transfer [15, 46-58]. 
 
 
Fig.  41. Experimental, predicted and numerical Nusselt number profiles for single 
droplet train impingement using heater length as characteristic length 
 
 
From Fig. 40 and Fig. 41, it could be observed that heat transfer was more 
effective as Weber number increased from 280 to 489. However, there was only a little 
enhancement in heat transfer for Weber number beyond 489. This shows that the heat 
transfer behavior was not strongly influenced by Weber number beyond the transition 
from droplet spreading to droplet splashing. In order to understand this behavior from 
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the heat transfer point of view, thermal boundary layer displacement thickness profiles 
[39, 40] were generated and analyzed for all the spreading, splashing and transition 
cases, as listed in Table 15.  
The thermal boundary layer displacement thickness is defined as follows: 
                                   (22) 
where 
  
 0
0
)(
,
TrT
TzrT
w 

  is the time averaged dimensionless temperature ratio between 
local fluid and the surface temperatures calculated beyond the initial transient effects 
[40].   assumes a value of 0.01 when the fluid temperature equals the free stream 
temperature (droplet temperature), which corresponds to quasi-steady thermal boundary 
layer thickness [30]. Quasi-steady state values of were obtained once the time-
averaged local fluid velocity and wall temperature remained unchanged, implying cyclic 
hydrodynamics and heat transfer behavior associated with each droplet impingement  
event. Fig. 42 shows the thermal boundary layer (TBL) displacement thickness, δTdt 
normalized with respect to droplet radius, rD from numerical analysis [30]. 
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Fig.  42. Thermal boundary layer (TBL) displacement thickness profiles comparison 
 
 
 
From Fig. 42, it can be observed that as We increases, the thermal boundary layer 
thickness decreases. Under those circumstances, a thinner thermal boundary layer 
thickness results in better and more effective heat transfer. In addition to achieving 
thinner thermal boundary layer with higher Weber number, the length of the boundary 
layer attachment (i.e. lack of inflection point on curve) is also longer, which leads to 
lower surface temperature rise for r < 625 m, as seen in Fig. 40. Fig. 42 also shows that 
the thermal boundary layer displacement thicknesses for We of 489 and 850 are almost 
identical. Evidently, increasing We beyond 489 does not lead to thinner thermal 
boundary layer or better heat transfer performance when holding liquid flow rate 
constant. It can also be observed from Fig. 42 that the thermal boundary layer thickness 
within the impact crater zone (r < 625 m or r/rd < 5.5) is about 5 m. 
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To understand the effects of Weber number on surface convection itself, the local 
heat transfer coefficient was also determined numerically, as follows: 
                                       
 0)(
"
)(
TrT
q
rh
w 
                                             (23) 
where q”, Tw(r) and T0 are the uniform heat flux, local surface temperature, and 
temperature of the liquid droplet (free stream), respectively. Nusselt number was also 
calculated using the heat transfer coefficient, h, and droplet diameter (dd) as the 
characteristic length since flow rate is fixed for all three We cases (spreading, splashing 
and transition) as listed in Table 15, as follows:  
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                                          (24)  
Fig. 43 shows the local heat transfer coefficient and Nusselt number profiles 
based on droplet diameter as the characteristic length. In Fig. 43, it can be observed that 
the heat transfer coefficient is slightly greater in the splashing case (We of 850) than in 
the transition case (We of 489) for r < 600 m for the same flow rate. This is due to 
greater impingement frequency (15,000 Hz vs. 7,500 Hz) and droplet velocity even 
though the droplets that impinge the surface at a higher frequency are smaller (< 250 
m). This indicates that droplet velocity plays a significant role in the convection 
process for constant flow rate conditions. However, Nusselt number values for the 
transition case are slightly greater than for the splashing case because of the effect of 
droplet size (i.e. droplet size decreases with frequency) as the characteristic length, as 
shown in Fig. 43. 
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Fig.  43. Local heat transfer coefficient (h) and Nusselt Number (Nu) profile using 
droplet diameter as characteristic length 
 
 
Moreover, the thickness of the thermal boundary within the thin film shown in 
Fig. 42 is in line with the Nusselt number (Nu) results shown in Fig. 43, which is 
consistent with observations made by Trujillo et al. [40].  Furthermore, the thermal 
boundary layer thickness values typically varied from 2 m to 12 m in the radial 
direction, while the corresponding liquid film thickness values were in the range of 18 
m to 90 m.  Based on both thicknesses, it is evident that during droplet impingement, 
momentum diffusivity dominates the heat transfer process since the Prantl number of the 
HFE-7100 liquid is about 10, which is consistent with observations made by others [40-
45]. These thermal profiles along with thermal boundary layer, heat transfer coefficient 
and Nusselt number explains the heat transfer process well. However, a deeper analysis 
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is required to study the coupled nature of hydrodynamics and heat transfer when droplets 
impinge a thin film at high frequency. 
 
4.5. Coupled hydrodynamics and heat transfer: Single stream droplet impingement 
cases (CLS-VOF) 
From Fig. 40 and Fig. 41, it can be observed that the heat transfer enhancement 
for Weber number 489 and 850 is almost insignificant. This observation was further 
verified using the thermal boundary layer displacement thickness, as shown in Fig. 42. 
Thermal boundary layer displacement thickness profiles are consistent with the thermal 
profiles. For instance, smaller boundary layer thickness corresponds to lower surface 
temperature and vice versa. The trends of wall temperatures are in line with the thermal 
boundary layer profile trends as well. However, it is necessary to understand the driving 
mechanism of such a thermal boundary layer trend. In addition, it is also crucial to study 
the coupled nature of hydrodynamics and heat transfer. Therefore, a number of 
hydrodynamics results were probed from single stream spreading, transition and 
splashing cases to explain the flow and thermal physics mechanisms better. It can be 
observed from Fig. 42 that the thermal boundary layer thickness within the impact crater 
zone (r < 600 m) is about 5 m. Therefore, an evaluation horizontal plane at a height of 
5 m from the heater wall was used for obtaining instantaneous and time averaged radial 
velocity, time averaged radial momentum and other relevant parameters as discussed 
below. 
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The instantaneous radial velocity profiles and wall Y+ values with respect to the 
radial position for the spreading, transition and splashing cases are shown in Fig. 44, Fig. 
45 and Fig. 46, respectively, with corresponding Weber numbers of 262, 489 and 850.  
The non-dimensional wall distance, Y+, for a wall-bounded flow is defined as 
follows [93]:           
                                                  𝑌+ =
𝑈𝜏𝑌
𝜈
                                                      (25) 
Where 𝑈𝜏 = √
𝜏𝑤
𝜌
 is the friction velocity or shear velocity, Y is the distance to the 
nearest wall and ν is the kinematic viscosity of the fluid, 𝜏𝑤 is the wall shear stress. The 
plotted wall Y+ values are for the instant at which the peak velocity occurs, which also 
corresponds to the highest value of Y+. The evolution of the radial velocity over time can 
be observed from the transient velocity profiles, as shown in Figs. 44-46.  
Fig.  44. Instantaneous radial velocity profiles at 5 m height for the spreading 
condition (Case A, We =262) 
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Fig.  45. Instantaneous radial velocity profiles at 5 m height for the transition 
condition (Case B, We =489) 
 
 
Fig.  46. Instantaneous radial velocity profiles at 5 m height for the splashing condition 
(Case C, We =850) 
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From Figs. 44-46, it can also be observed that the peak velocity increases with 
Weber number. As the peak velocity or Weber number increases, the overall radial 
velocity at 5 m decays more rapidly. Furthermore, as Weber number increases, the 
amount of dimensionless time, t*, required for almost full decay of the velocity profiles 
decreases as well.  This in part explains why the wall temperature and thermal boundary 
layer profiles for We of 489 and 850 are almost identical for r < 600 m. 
In addition, the wall Y+ also has a linear relationship with the droplet 
impingement velocity as Table 15 and Figs. 44-46 suggest. This is mainly due to the fact 
that higher droplet velocities corresponds to higher velocity gradients. As velocity 
gradient increases, wall shear stress increases as well which leads to larger Y+ value [93]. 
As seen in Figures 44-46, a maximum wall Y+ of 4 is reached for the splashing case 
(We=850), while a minimum wall Y+ of 3 is reached for the spreading case (We=262). 
The law of the wall for unbounded flows [93] states that the viscous sublayer lies within 
Y+< 5 and the relationship between U+ and Y+ is approximately 1:1 (i.e. U+ = Y+), when 
Y+ < 5. It is also known that the viscous effects (momentum diffusion) are significant 
within the viscous sublayer. Therefore, diffusion (conduction) plays a crucial role in the 
viscous sublayer heat transfer process due to lower velocities within the viscous sublayer 
[93]. Moreover, in all the three cases consisting spreading, transition and splashing (Case 
A, B and C), the maximum wall Y+ is always less than 5, which indicates that the 
momentum diffusion drives the heat transfer mechanism within 5 m from the surface in 
all the cases being studied. In addition, the thermal boundary layer displacement 
thickness is less than 5 µm within the impingement zone, which is within the viscous 
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sublayer. Therefore, the radial velocity profiles at 5 µm height and the thermal boundary 
layer analysis are reasonable for spreading, splashing and transition cases at different 
Weber numbers. 
 The peak points of the radial velocity profiles at each time instant shown in Figs. 
44-46 during the crown propagation process were plotted in Fig. 47 for Case A, B and C 
(spreading, transition and splashing). The peak velocities for transition and splashing 
cases are similar in magnitudes and overlap beyond the radial position of 150 m. This 
indicates that the effect of heat transfer are almost similar for both transition and 
splashing cases for r > 150 m, as shown in Fig. 40. However, from the radial position 
between 0 and 150 m, there is a difference in the peak velocity magnitude. 
Nevertheless, the time averaged wall temperature profiles are still similar for both 
transition (We = 489) and splashing (We = 850) cases. Therefore, it can be understood 
that the velocity alone is not the main driving factor for the heat transfer process. Hence, 
it was decided to estimate the time averaged radial momentum at different radial 
positions for spreading (Case A), transition (Case B), and splashing (Case C) cases as 
explained below. 
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Fig.  47. Peak radial velocity profiles at 5 m height for Case A, B and C (We =262, 489 
and 850) 
 
 
Before estimating the time averaged radial momentum, the time averaged radial 
velocity at the height of 5 um was calculated using the following equation (26) and 
plotted as shown in Fig. 48.                   
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From Fig. 48, it can be seen that the time averaged radial velocity also has a 
similar trend as the peak velocity shown in Fig. 47. The velocity profiles for the 
transition (Case B, We=489) and splashing (Case C, We=850) cases almost overlap for r 
> 225 m. This is consistent with the heat transfer coefficient curves shown in Fig. 43, 
which clearly shows that the local h values do not change appreciably for We ≥ 489.  
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This also confirms that the transition and splashing cases lead to similar heat transfer 
performance. However, the time averaged radial momentum was also computed to 
understand the role of fluid momentum on heat transfer, as explained below. 
 
Fig.  48. Time averaged radial velocity at 5 um height 
                  
              After the detailed radial velocity study, the film thickness values were 
determined numerically and compared with available experimental results. Furthermore, 
calculating film thickness is an important step to be able to estimate fluid momentum 
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thickness values is only about 12 µm, which is consistent with the results by Trujillo et 
al. [30] for a similar study. 
 
Table 17. Film thickness at a radial position of r = 350 µm for different Weber number 
conditions 
 
We 
Experimental Numerical 
hmin 
(µm) 
hmax 
(µm) 
haverage hmin 
(µm) 
hmax 
(µm) 
haverage 
280  12 81 46.5 17 94 55.5 
489 15 75 45 15 87 51 
850 13 83 48 12 82 47 
      
 
            These results further validate that the high frequency droplet trains impingement 
lead to ultra-thin liquid films [32-40]. Fig. 49 shows the domain that was considered for 
the radial momentum estimation. For the radial position between 0 µm and 150 µm, it 
was difficult to find the mass associated within the thin film due to the high frequency 
droplet impingement process and the fast-evolution of the impinged droplets to the 
impinged liquid film. Therefore, for momentum calculations, the radial position beyond 
150 µm up to the impact crater was considered. 
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Fig.  49. Domain for time averaged radial momentum estimation 
 
For estimating time averaged radial momentum, the liquid mass associated with 
the radial element (10 µm in width) was first calculated at each discrete radial location. 
The mass weighted integral of liquid volume fraction in the area of consideration was 
calculated using a custom filed function using ANSYS-Fluent as follows: 
                               m(r, t) =  ∫𝜑𝜌𝑑𝑉 =  ∑ 𝜑𝑖𝜌𝑖|𝑉𝑖|
𝑛
𝑖=1                                 (27) 
Only the liquid volume fraction of 1 was considered for mass calculations. The 
resultant momentum at a particular time instant was calculated using the following 
equation (28): 
                                          


n
i
trvtrmtrM
1
),().,(),(                                         (28) 
The elemental liquid mass and the face velocity of each cell confined between 
the wall and the corresponding liquid-gas interface were used to estimate local fluid 
momentum. Time averaged momentum was calculated as follows: 
Domain for consideration: Mass of the fluid over time 
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The time averaged resultant momentum for single stream cases was calculated by 
averaging radial momentum using at least 10 continuous droplet impingement periods. 
For instance, for the single stream spreading impingement case, telapsed was 1.63 ms, 
which included 10 droplets for a frequency of 6000 Hz. The time averaged radial 
momentum based on the above methodology is shown in Fig. 50 for cases A, B, and C. 
 
 
 
 
 
 
 
 
 
Fig.  50. Time averaged radial momentum comparison for single stream impingement 
cases (Spreading, transition and splashing) 
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mass due to the formation of secondary droplets and fluid ejection is compensated 
somewhat by higher fluid velocities within the liquid film, as shown in Fig.  48. In 
summary, heat transfer does not significantly change when Weber number exceeds 489. 
In addition, it can also be observed from Fig. 41 and Fig. 50 that higher momentum 
regions have lower surface temperatures and vice versa. In other words, regions near the 
impact center have higher radial momentum that leads to lower surface temperatures, 
while the far away regions have lesser radial momentum with higher surface 
temperatures. Furthermore, as the radial position increases from the center, the 
momentum gradually decreases for all the Weber number cases. The time-averaged 
momentum converges to almost the same value beyond 600 µm. Beyond this radial 
position, the fluid becomes almost stagnant and momentum decreases rapidly. 
Considering instantaneous radial velocity, peak velocity, time averaged radial 
velocity, and time averaged radial momentum calculations, it is evident that the 
spreading-splashing transition case (We = 489) leads to optimal performance for the 
same flow rate.  Furthermore, as the analyses explained above show, hydrodynamics and 
heat transfer phenomena can be explained with greater insight by comparing the results 
comprehensively. This optimized approach was also used in the analyses of double and 
triple streams for understanding the coupled nature of flow and heat transfer 
characteristics as well. However, it is important to keep in mind that in single stream 
impingement cases, the radial momentum dominates the overall transport process, 
whereas in the multiple droplet impingement cases radial, axial and tangential velocity 
components should be considered in the analysis. Detailed hydrodynamics and heat 
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transfer results for double and triple stream impingement cases are explained below in 
the section 4.6 and 4.7, respectively.    
 
4.6. Multiple array system simulations: Double stream impingement 
  After single stream hydrodynamics and heat transfer have been characterized 
and validated against experimental data, the revised methodology was utilized to 
simulate the multiple droplet impingement array system. In a multiple array system, 
there are other challenges that make the physics cumbersome or difficult to understand. 
For instance, flow physics such as crater interactions and hump formation between 
adjacent impingement zones are hard to predict and compare experimentally and 
numerically. In addition, only limited amount of data can be extracted from the 
experiments in terms of hydrodynamics of multiple streams.  
 Aforementioned characteristics have been experimentally studied by Dr. Taolue 
Zhang (Dr. Alvarado’s former PhD student). Therefore, the influence of droplet stream 
spacing on fluid dynamics and heat transfer, at a fixed flow rate and heat flux were 
studied numerically as a part of this study. Specifically, two and three streams of 
droplets were arranged using different horizontal impact spacings, so that the 
simulation results can be studied and compared with the experimental results for 
similar conditions. Finally, an optimal spacing with improved surface heat transfer was 
identified and proposed by exploring different horizontal impact spacings numerically, 
in conjunction with the experimental results. 
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Considering the challenges in terms of computational time and solution 
accuracy, it was found from the single stream impingement cases that the refined 
methodology consisting of 3D symmetric studies and the CLS-VOF model are the 
most promising approach for multiple stream impingement cases. However, static 
mesh refinement cannot suffice the required level of grid resolution due to the 3D 
nature of the flow physics. Therefore, Dynamic Mesh Adaption (DMA) was used in 
double stream impingement cases as well.  
Therefore, this section consists of a 3D symmetric study with CLS-VOF and 
optimized Dynamic Mesh Adaption for the hydrodynamics and heat transfer induced by 
the double droplet impingement streams. The objectives of simulating double stream 
impingement are to understand the effects of horizontal impact spacing between the 
streams on surface cooling.  
 
4.6.1. Double stream impingement hydrodynamics and hump formation 
In double stream impingement cases, three distinct spacing conditions as shown 
in Fig. 51 were simulated. As shown in Fig. 51 (a), droplet-induced crowns do not 
interact each other when impact spacing (S) is more than the maximum crown rim 
diameter (dc,rim,max). When S is less than dc,rim,max, crowns can interact each other during 
the crown propagation process, as shown in Fig. 51 (c). Fig. 51 (b) shows when the 
spacing equals to the maximum crown rim diameter (dc,rim,max). 
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Fig. 51. Schematic diagram of crown interactions at different impact spacing conditions 
(double stream: top view) 
 
 
Based on aforementioned considerations, three different spacing conditions were 
simulated as shown in Table. 18 to study the effect of spacing on the crater interaction 
and surface heat transfer. 
 
 
Table 18. Flow conditions simulated for double stream impingement study at 5.2 W/cm2 
Input variables  
Q 
ml/hr 
f 
(Hz) 
dd 
(μm) 
Vd 
(m/s) 
We 
dd
Re  Spacing, S 
mm 
S* 
2x165       6000 242 3.4  312  2054 0.65, 1.2, 2 0.37, 0.2, 0.12 
        
S*=dd/S 
 
 
  The objective of this study was to simulate the thermal physical process during 
double droplet train impingement for three different horizontal impact spacing (S = 
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numerically produced in line with the experimental conditions shown in Table 18, at a 
frequency of 6000 Hz with a corresponding droplet Weber number of 312. The half 
symmetric domain as explained in the Section 3.2.5 for double droplet train 
impingement process was simulated numerically using the Coupled Level Set-
Volume of Fluid (CLS-VOF) approach with Dynamic Mesh Adaption (DMA).  
   Hydrodynamics of droplet-induced crater interaction for double stream 
impingements at different horizontal impact spacing (0.65 mm, 1.2 mm and 2 mm) 
can be visualized from both experimental and numerical results as shown in Fig. 52. 
Humps between two adjacent impact craters were observed numerically and 
experimentally due to the interactions of impinging droplet trains.  
 
 
 
 
 
 
 
       S = 0.65 mm (S*= 0.37)              S = 1.2 mm (S*= 0.2)                            S = 2 mm (S*= 0.12) 
 Fig. 52. (a) Experimental and (b) numerical hump formation at different spacings 
 
 
 
(b)
) 
 
(a) 
 
 122 
 
From Fig. 52, it can be seen that the hump height decreases with the horizontal 
impact spacing. The numerical results are also in good agreement with experimental 
observations. Therefore, the comparison of the hump height for different horizontal 
impact spacing are shown in the Table. 19.  
 
Table 19. Maximum hump height for different impact spacing (double stream) 
 
Horizontal 
Impact Spacing (S, 
mm) 
                            hhump (µm) 
Experimental Numerical  
0.65 (S*= 0.37) 551 ± 67 507  
1.2 (S*= 0.2) 144 ± 20 126  
2 (S*= 0.12) 128 ± 12 108  
 
 
 From Table 19, it can also be observed that the hump height decreases with 
impact spacing. However, the effect of hump formation hydrodynamics on surface 
heat transfer is more important and hence double droplet stream induced heat transfer 
was studied as explained in the Section 4.6.2. 
4.6.2. Double stream impingement induced heat transfer 
Similar to single stream study using wall temperature, thermal boundary layer 
thickness, and radial velocity distribution, a tangential as well as axial velocity 
distribution were also studied due to the 3D effects of flow field. From a hydrodynamics 
point of view, hump heights were already compared with experimental results for three 
different horizontal impact spacings as explained in the section 4.6.1.   
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    However, from a heat transfer point of view, the heater wall surface 
temperatures were compared with available experimental results for the 
aforementioned spacing at the heat flux of 5.2 W/cm2. Firstly, the line averaged wall 
temperature between the impact centers of double stream impingement cases were 
numerically measured and compared with the experimental results for different 
spacing as shown in Fig. 52 below. 
 
Fig. 53. Line averaged wall temperature comparisons at different spacing for double 
stream cases 
 
 
 
 As shown in Fig. 53, it is evident that the line average wall temperature agrees 
well with the experimental results. However, it is more important to study the local wall 
temperature comparison between numerical and experimental results. Therefore, the 
time averaged wall temperature at discrete radial locations between the impact crater 
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centers were also post-processed and compared as shown in Fig. 54 for the double 
stream impingement cases. From Fig. 54, it can be observed that the time averaged wall 
temperature profiles from numerical simulations matches well with the experimental 
results for the three different spacing. It can also be seen that the wall temperature within 
the impact crater zone is more consistent compared to the experimental data. However 
beyond the impact crater, there is a slight over prediction by numerical simulations, 
which could be due to the time effects in the far away regions and the single phase 
assumptions. For instance, the hydrodynamics and heat transfer within the impact crater 
zone will only reach quasi-steady state. Therefore, it is rational to compare the wall 
temperature values only within the impact crater. 
 From Fig. 54 , it can also be observed that the 2 mm spacing case is the most 
effective for surface heat transfer when compared to other spacing cases (S=1.2 mm and 
0.65 mm). The numerical temperature predictions are also in line with the experimental 
values. In order to further understand the thermal performance of double stream, a 
baseline case of single stream with the similar droplet properties was simulated and 
compared as shown in Fig. 54 as well. 
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Fig. 54. Time averaged local wall temperature for double stream cases 
 
 
 Fig. 54 also shows that heat transfer (i.e. lower surface temperature) improves as 
horizontal spacing increases, which is also in line with the experiments. In other words, 
results show that higher impact spacing leads to better heat transfer performance, which 
could be due to the lower hump height and associated momentum at greater impact 
spacing conditions. That could also explain the reason why the baseline wall temperature 
distribution is close to the wall temperature distribution for the case with the greatest 
spacing (S=2 mm). However, the 2 mm spacing case has lower surface temperatures than 
the single stream baseline case due to crater interactions including opposing and 
dynamically interacting flow fields, which are absent in the single stream case.  It should 
also be noted that the wall temperature profiles are almost identical within the impact 
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crater region for spacing cases of 0.65 mm and 1.2 mm.  Therefore, a deeper 
understanding of the flow physics within the impingement and crater zones is necessary 
to identify the effects of spacing on crater interaction hydrodynamics and heat transfer, 
as described in greater detail below.  
Hence, similar to the single stream impingement study, a time averaged thermal 
boundary layer displacement thickness was also extracted and computed from the 
converged solution and plotted as shown in Fig. 55.  
 
 
Fig. 55. Time averaged thermal boundary layer displacement thickness between impact 
centers for double stream cases 
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From Fig. 55, it can be seen that the thermal boundary layer thickness trends are 
consistent with the wall temperature profiles shown in Fig. 54. For instance, thinner 
thermal boundary layer corresponds to lower surface temperature and vice versa. It can 
also be observed that the 2 mm spacing case has the thinnest thermal boundary layer 
thickness compared to the other two spacing cases. Therefore, it is expected that the 2-
mm case should have the best heat transfer performance than the other two cases.  
In all the three different spacing cases, the thermal boundary layer thickness 
greatly increases beyond the impact crater region, which is mainly due to a reduction in 
radial velocity within the liquid film, which also leads to greater film thickness in those 
regions. This stagnant fluid increases the temperature at the regions far away from the 
impact crater region.  
Therefore, the time averaged velocity profiles at a height of 5 µm from the heater 
wall surface were extracted from the CFD solution data to understand hydrodynamics on 
heat transfer. However, due to the 3D nature of the flow where crater interactions are 
prevalent, all the three components of the velocity, namely radial, tangential and axial 
velocity were computed individually and shown in Fig. 56, Fig. 57 and Fig. 58 for the 
spacing of 2 mm, 1.2 mm, and 0.65 mm, respectively. 
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Fig. 56. Time averaged radial, axial and tangential velocity components at a height of 5 
µm for the double stream impingement (S=2mm) 
 
 
Fig. 57. Time averaged radial, axial and tangential velocity components at a height of 5 
µm for the double stream impingement (S=1.2 mm) 
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Fig. 58. Time averaged radial, axial and tangential velocity components at a height of 5 
µm for the double stream impingement (S=0.65 mm) 
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thickness trend in which higher the velocity gradient corresponds to the thinner thermal 
boundary layer thickness. 
In addition, other two components of the total velocity such as tangential and 
axial velocity can also be compared among the three spacing conditions. For instance, as 
the spacing decreases from 2 mm to 1.2 mm and then 0.65 mm, the radial velocity drops 
gradually. However, the other components such as tangential and axial velocity increase 
as spacing decreases. In comparison, the 1.2 mm spacing and 0.65 mm spacing cases 
have almost the same radial velocity magnitude. However, as the spacing decreases from 
1.2 mm to 0.65 mm, the axial component of the velocity increases at the expense of the 
tangential component of the total velocity. This can also explain the rise in wall 
temperature in the 0.65 mm spacing case.  
In summary, the shortest spacing case of 0.65 mm has the lowest radial velocity 
and highest axial velocity, correspondingly, which leads to the less effective thermal 
performance when compared to the other two cases. On the other hand, the 2 mm 
spacing case has the highest radial and tangential velocities, which also explain why it is 
thermally more effective when compared to other smaller spacing cases. Hence, both 
radial and tangential components enhance heat transfer, whereas the axial component 
has detrimental or negligible effect on heat transfer. The velocities comparison gives a 
reasonable idea about the wall temperature and thermal boundary layer trends as seen in 
the experiments and numerical studies. Since all the three components of the velocity are 
known numerically, the resultant velocity can be calculated using the following Equation 
30. 
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                               𝑉𝑅 = √= (𝑉𝑟
2 + 𝑉𝑡
2 + 𝑉𝑎
2)                                         (30) 
where VR, Vr, Vt,  and Va are the resultant, radial, tangential, and axial velocity 
components, respectively. The time averaged resultant velocity for all the three spacing 
for the double stream impingement cases are shown in Fig. 59. 
Fig. 59 shows that the time averaged resultant velocity magnitude for the 2 mm 
spacing case has the highest value among all the three different spacings, which is in line 
with the lowest wall temperature values obtained experimentally and numerically.  Fig. 
59 also shows that the resultant velocity distribution is more uniform at greater spacings 
within the corresponding hump region, which is consistent with the wall temperature 
distributions seen in Fig. 54.  
 
Fig. 59. Time averaged resultant velocity at a height of 5 µm for the double stream 
impingement  
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In addition to computing resultant velocity, the ratios between radial, tangential 
and axial velocity to resultant velocity were also computed.  Multiple plots with radial, 
tangential, axial velocity ratios for all three different spacing were plotted as shown in 
Fig. 60, Fig. 61 and Fig. 62, where VRr (
𝑉𝑟
𝑉𝑅
⁄ ), VRt (
𝑉𝑡
𝑉𝑅
⁄ ), and VRa (
𝑉𝑎
𝑉𝑅
⁄ ) are the 
radial, tangential, axial velocity ratios, respectively.  
 
 
 
 
 
 
 
 
Fig. 60. Velocity ratios for the double stream impingement case (S=2 mm)  
 
 
 
 
 
 
 
Fig. 61. Velocity ratios for the double stream impingement case (S=1.2 mm) 
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Fig. 62. Velocity ratios for the double stream impingement case (S=0.65 mm) 
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 In addition to the thermal boundary layer, velocity component breakup, and 
resultant velocity analyses, the time averaged resultant momentum was also calculated at 
different radial locations using the procedure explained above for the single stream 
impingement study shown in Section 4.5 and plotted as shown in Fig. 63.  
 
 
 
 
 
 
 
 
 
 
Fig. 63. Time averaged resultant momentum for double stream cases 
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trend is consistent with the increase in surface temperature. In addition to the thermal 
boundary layer and velocity profile analyses, the momentum analysis further strengthens 
our claims about the effects of spacing on surface heat transfer observed both 
experimentally and numerically. 
In summary, this part of the study investigated the hydrodynamic characteristics 
of double stream impingement cases. It was found that the horizontal spacing is crucial 
in hump formation that in turn affects heat transfer performance. It was observed that 
higher impact spacing leads to a better thermo-hydrodynamics within and outside the 
impingement zones.  In conclusion, the results show that horizontal impact spacing plays 
a crucial and significant role in the double stream droplet train impingement cooling 
process. After characterizing and analysing the hydrodynamics and heat transfer in 
double stream impingement cases, the numerical study considered the effects of the 
triple streams arranged in a triangular pattern. It is expected that by using combinations 
of double and triple stream impingement patterns, the entire heater surface can be cooled 
effectively. Therefore, triple stream impingement cases with three different spacing were 
also studied as explained below. 
 
4.7. Multiple array system simulation: Triple stream impingement 
The heat transfer surface is generally larger than the single impact crater due to 
which most of the industrial designs will need multiple droplet streams to effectively 
cool the surface. Therefore, after single and double stream hydrodynamics as well as 
heat transfer have been characterized and validated against experimental data, the triple 
stream impingement cases were also simulated using a triangular pattern. The 
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important results such as impact crater diameter and wall temperature profiles have 
been compared and validated with the experimental results as explained below. Similar 
to single and double stream cases, wall temperature, velocity, and thermal boundary 
layer, a momentum analysis was also used to understand the hydrodynamics and 
surface heat transfer for triple stream cases. In triple stream impingement cases, the 
crater interaction for different spacing were crucial which makes the physics 
challenging to characterize and compare experimentally and numerically. In addition, 
only limited amount of data can be extracted from the experiments in terms of 
hydrodynamics of triple streams as well.  
The influence of droplet stream spacing on fluid dynamics and heat transfer, at a 
fixed flow rate and heat flux were studied numerically as a part of this study. 
Specifically, three streams of droplets were arranged using different horizontal impact 
spacings, so that the simulation results can be studied and compared with the 
experimental results for similar conditions. Finally, an optimal spacing with an 
improved surface heat transfer was identified and proposed by exploring different 
horizontal impact spacings numerically, in conjunction with experimental results. 
 
4.7.1. Triple stream impingement hydrodynamics and impact crater comparison  
This section consists of a 3D symmetric study with CLS-VOF and optimized 
Dynamic Mesh Adaption for the hydrodynamics and heat transfer induced by the triple 
droplet impingement streams. The objectives of simulating triple stream impingement 
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are to understand the effects of horizontal impact spacing among the streams on surface 
cooling.  
In triple stream impingement cases, three distinct conditions as shown in Fig. 64 
were simulated using the specific flow conditions listed in Table. 20. As shown in Fig. 
64, droplet-induced crowns do not interact with each other when impact spacing (S) is 
more than the maximum crown rim diameter (dc,rim,max). When S is less than dc,rim,max, 
crowns can interact with each other during the crown propagation process.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 64. Schematic diagram of crown interactions at different impact spacings (triple 
stream: top view) 
 
 
Based on aforementioned considerations, three different spacing conditions were 
simulated as shown in Table. 20 to study the effect of spacing on the crater interaction 
and surface heat transfer. 
 
Increase horizontal  
impact spacing 
Decrease horizontal  
impact spacing 
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Table 20. Flow conditions simulated for triple stream impingement study at 4.3 W/cm2 
Input variables  
Q 
ml/hr 
f 
(Hz) 
dd 
(μm) 
Vd 
(m/s) 
We 
dd
Re  Spacing, S 
mm 
S* 
3x80       6500 180 3.18  204  1426 0.7, 1.2, 1.5 0.26, 0.15, 0.12 
        
S*=dd/S  
 
The objective of this study was to simulate the thermal physical process during 
triple droplet train impingement for three different horizontal impact spacing (S = 0.7 
mm, 1.2 mm and 1.5 mm). Three identical HFE-7100 droplet trains were numerically 
produced in line with the experimental conditions shown in Table. 20, at a frequency 
of 6500 Hz with a corresponding droplet Weber number of 204. The half symmetric 
domain as explained in the Section 3.2.5 for triple droplet train impingement process 
was simulated numerically using the Coupled Level Set-Volume of Fluid (CLS-VOF) 
approach with Dynamic Mesh Adaption (DMA).  
  Hydrodynamics of droplet-induced impact crater for triple stream impingements 
at different horizontal impact spacing can be visualized from both experimental and 
numerical results as shown in Fig. 65. Crater interactions with different sized impact 
crater diameters were observed numerically and experimentally due to the interactions 
of impinging droplet trains.  
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          S = 1.5 mm (S*= 0.26)                     S = 1.2 mm (S*= 0.15)                  S = 0.7 mm (S*= 0.12) 
Fig. 65. (a) Experimental (bottom view) and (b) Numerical impact crater formation at 
different spacing for triple stream cases (top view) 
    
 
From Fig. 65, it can be seen that the crater interaction becomes chaotic as the 
spacing decreases. The numerical results are also in good agreement with 
experimental observations in terms of crater sizes. The comparison of the impact 
crater size for three different horizontal impact spacing are shown in the Table. 21.  
 
Table 21. Average impact crater diameter comparison for triple stream impingement  
 
Horizontal 
Impact Spacing 
(S, mm) 
Average Impact crater diameter (µm) 
 
Experimental 
 
Numerical 
0.7 (S*= 0.26) 960 ± 11 997 
1.2 (S*= 0.15) 1030 ± 15 1078 
1.5 (S*= 0.12) 1110 ± 22 1170 
 
 
(b)
) 
 
(a) 
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From Table. 21, it can also be observed that the impact crater diameter increases 
with horizontal impact spacing. However, the effect of impact spacing on surface heat 
transfer is more important and hence triple stream induced surface heat transfer was 
studied as explained in the section 4.7.2.  
 
4.7.2. Triple stream impingement induced heat transfer 
  Like in the single stream and double stream studies that considered the use of 
wall temperature, thermal boundary layer thickness and radial velocity distribution, 
tangential as well as axial velocity distributions were also studied due to the 3D 
nature of the flow field. From the hydrodynamics point of view, impact crater 
diameters were already compared with the experimental results for three different 
horizontal impact spacings as explained in the section 4.7.1.  However, from the heat 
transfer point of view, the time averaged heater wall surface temperatures were 
compared with available experimental results for the aforementioned spacing at a 
heat flux of 4.3 W/cm2. Firstly, the area weighted average wall temperature within 
the impact centers (triangular region) as shown in Fig. 66 (a) were numerically 
measured and compared with the experimental results for different spacing, as shown 
in Fig. 66 (b) below.  
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Fig. 66. (a) Area used for weighted average wall temperature within triangular impact 
center (b) Average wall temperature comparison within impact center at 4.3 W/cm2 
(triple stream) 
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discrete radial locations along the impact craters centers as shown in Fig, 67 (a) were 
also post-processed and compared as shown in Fig. 67 (b). From Fig. 67 (b), it can be 
observed that the time averaged wall temperature profiles from numerical simulations 
match well with the experimental results for the three different spacing.  
It can also be seen that the wall temperatures within the impact crater zone are 
more consistent with the experimental data. Beyond the impact crater zones, there is a 
slight over prediction by the numerical simulations, which could be due to the time 
effects in the far away regions as well as the single phase assumption (i.e. numerical 
simulations do not take into account phase change or evaporation). For instance, the 
hydrodynamics and heat transfer within the impact crater zone are more likely to reach 
quasi-steady state conditions because the flow statistics are rather constant (i.e. film 
thickness, crater size, radial velocity distribution, etc.). Therefore, it is appropriate to 
compare the wall temperature values only within the impact crater. 
 
 
 
 
 
 
 
 
Fig. 67. Continued 
(a) 
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Fig. 67. (a) Line used for wall temperature measurement along impact craters centers (b) 
Time averaged local wall temperature at 4.3 W/cm2 (triple stream) 
 
 
 From Fig. 67 (b), it can be observed that the higher impact spacing does not 
necessarily lead to better heat transfer performance in the triple stream cases. From Fig. 
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surface heat transfer when compared to other spacing cases (S=1.5 mm and 0.7 mm). 
The numerical wall temperature predictions are also in line with the experimental values. 
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cases simulated. It should also be noted that the wall temperature profiles are almost 
identical within the impact crater region for spacing cases of 0.7 mm and 1.2 mm. 
Therefore, a deeper understanding of the flow physics within the impact crater zones is 
necessary to identify the effects of spacing on crater interaction hydrodynamics and heat 
transfer, as described in greater detail below. Hence, similar to single and double stream 
impingement study, a time averaged thermal boundary layer displacement thickness was 
also extracted from the converged solution and plotted as shown in Fig. 68.  
 
 
 
 
 
 
 
Fig. 68. Time averaged thermal boundary layer thickness at 4.3 W/cm2 (triple stream) 
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thickness compared to the other two spacing cases. Therefore, it is expected that the 1.2 
mm case should have the best heat transfer performance than the other two cases.  
In all the three different spacing cases, the thermal boundary layer thickness 
greatly increases beyond the impact crater region, which is mainly due to a reduction in 
radial velocity within the liquid film. This stagnant fluid increases the surface 
temperature at the regions far away from the impact crater region. Therefore, the time 
averaged velocity profiles at a height of 5 µm from the heater wall surface were 
extracted from the CFD solution data to understand hydrodynamics on heat transfer. 
However, due to the 3D nature of the flow where crater interactions are prevalent, all the 
three components of the velocity, namely radial, tangential and axial velocity were 
computed individually for all the three spacing cases and shown in Fig. 69, Fig. 70 and 
Fig. 71, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 69. Time averaged radial velocity components at a height of 5 µm for the triple 
stream impingement 
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Fig. 70. Time averaged tangential velocity components at a height of 5 µm for the triple 
stream impingement 
 
 
 
Fig. 71. Time averaged axial velocity components at a height of 5 µm for the triple 
stream impingement 
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From Fig. 69, Fig. 70 and Fig. 71, it is evident that the time averaged radial 
velocities are predominant in all the three spacing cases and they have almost the same 
magnitude for peak velocity. It can also be observed that the velocities are close to zero 
at the impact centre and increase rapidly in the propagation region. Finally, the radial 
velocity decreases as the fluid reaches the crater interaction region in between the 
adjacent impact craters. In addition, the radial velocity magnitude at the crown 
interaction centre (0 µm) is relatively higher in the 1.2 mm spacing case than in the other 
two spacing cases (S=1.5 mm and 0.7 mm). As Figs. 69 and 70 show, the radial and 
tangential velocity profiles for the 1.2 mm spacing case can be related to the lower 
surface temperatures seen in Fig.67 (b). This is also one of the reasons for the consistent 
thermal boundary layer thickness trend, in which the radial and tangential velocity 
components correspond to the thinner thermal boundary layer thickness within the 
impact craters.   
In addition, the other two components of the total velocity such as axial and 
tangential velocity can also be compared among the three spacing conditions. For 
instance, as the spacing decreases from 1.2 mm to 0.7 mm, the radial velocity drops in 
the interaction region (-300 m to 300 m) while the axial velocity increases at the 
expense of tangential velocity as seen in Figs. 70 and 71, respectively. This can also 
explain the rise in wall temperature in the 0.7 mm spacing case.  
In summary, the highest spacing case of 1.5 mm has the lowest radial velocity in 
the interaction region, which leads to the less effective thermal performance when 
compared to the other two cases. On the other hand, the 1.2 mm spacing case has the 
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highest radial and tangential velocities, which also explain why it is thermally more 
effective among the three spacing cases. Hence, both radial and tangential components 
enhance local heat transfer, whereas the axial component has a detrimental or negligible 
effect on heat transfer. The velocities comparison gives a reasonable idea about the wall 
temperature and thermal boundary layer trends seen in the experiments and numerical 
studies. Since all the three components of the velocity are known numerically, the 
resultant velocity can be calculated using Equation 30. The time averaged resultant 
velocity for all the three spacing for the triple stream impingement cases are shown in 
Fig. 72. 
 
 
Fig. 72. Time averaged resultant velocity at a height of 5 µm for the triple stream 
impingement 
 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
-750 -600 -450 -300 -150 0 150 300 450 600 750
R
e
s
u
lt
a
n
t 
V
e
lo
c
it
y
 (
m
/s
)
Radial Position (µm)
 149 
 
Fig. 72 shows that the time averaged resultant magnitude for the 1.2 mm spacing 
case has the highest value among all the three different spacings within the interaction 
region (-400 m to 400 m), which is in line with the lowest wall temperature values 
obtained experimentally and numerically.  
 In addition to the thermal boundary layer, velocity component distributions, and 
resultant velocity analyses, the time averaged resultant momentum was also calculated at 
different radial locations using the procedure explained above for the single stream 
impingement study described and shown in Section 4.5, and plotted as shown in Fig. 73.  
 
Fig. 73. Time averaged resultant momentum for triple stream cases 
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From Fig. 73, it is evident that 1.2 mm spacing has the highest time averaged 
resultant momentum available, which is consistent with the low surface temperature 
distribution shown in Fig. 67. The next lowest momentum case is for the 0.7 mm spacing 
followed by 1.5 mm spacing case. Therefore, the decrease in momentum trend, which 
was computed based on resultant time-averaged velocity and local time-averaged film 
thickness, is consistent with the increase in surface temperature. In addition to the 
thermal boundary layer and velocity profile analyses, the momentum analysis further 
strengthens our claims about the effects of spacing on surface heat transfer observed 
both experimentally and numerically. 
In summary, this part of the study investigated the hydrodynamic characteristics 
of triple stream impingement cases. It was found that the horizontal spacing is crucial in 
heat transfer performance for triple stream cases, which is greatly influenced by the 
overall hydrodynamics of the droplet impingement and liquid film evolution processes. 
In conclusion, the results show that horizontal impact spacing plays a crucial and 
significant role in the triple stream droplet train impingement cooling process. It is 
expected that by using combinations of double and triple stream impingement patterns, 
the entire heater surface can be cooled effectively. 
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CHAPTER V 
CONCLUSIONS AND RECOMMENDATIONS 
The primary objective of this study was to numerically investigate the 
hydrodynamics and heat transfer of droplet stream impingement for surface cooling 
applications. A number of CFD simulations have been performed using ANSYS-Fluent 
to study the single, double and triple droplet stream impingement induced flow and 
thermal characteristics.  
 
5.1. Conclusions 
Based on the results from this numerical study, the effects of droplet 
impingement parameters, such as droplet Weber number, horizontal impact spacing on 
droplet-induced hydrodynamics and surface heat transfer have been interpreted at a fixed 
flow rate and heat flux. This chapter summarizes all the key findings from the entire 
study. 
 
5.1.1. Conclusions from single droplet stream impingement study 
From the single stream droplet impingement numerical results, the following key 
conclusions can be deduced:  
 The crown propagation dynamics induced by single droplet stream impingement 
for Weber number values less than 280 are characterized by a smooth spreading 
of lamella/crown. A good agreement of numerical results with experimental 
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results was obtained for time dependent crown propagation diameter using CLS-
VOF method with Dynamic Mesh Adaption (DMA). 
 Yarin-Weiss analytical crown propagation model [20] for spreading conditions 
has been revised to improve the accuracy and validated using current numerical 
and experimental results.  
 A transition from spreading to splashing occurred numerically when the Weber 
number was increased from 280 to 489, which corresponds to the non-
dimensional velocity (Vd*) of 17~18. These predictions are consistent with the 
experimental results by T. Zhang et al. [58-68] and Yarin-Weiss [20]. Number of 
cusps formed along the moving crown rim during the transition, are also in a 
good agreement with experiments [46, 58] and empirical model [58-68] available 
in the literature. Numerical analysis results show that droplet-induced crown 
splashing could be explained using the Plateau-Rayleigh instability theory [58-
68]. 
 Numerically measured film thickness within droplet impingement zone has been 
validated with available experimental results. Results show that higher frequency 
of impingement leads to the formation and evolution of thinner liquid films.   
 Numerical results reveal that the droplet Weber number plays a significant role in 
the morphology of droplet-induced crown, liquid film and surface heat transfer in 
single stream cases. 
 The effects of spreading-splashing transition on heat transfer have also been 
studied numerically and validated with the experimental results. It was found that 
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there is an improvement in heat transfer when the Weber number is increased 
from 262 to 489 (spreading-transition). However, there is only minimal 
improvement in heat transfer when Weber number is increased from 489 to 850 
(Transition-splashing). Numerical results were used to understand this 
phenomenon using thermal boundary layer, radial velocity distributions and 
respective radial momentum distribution for heat transfer analysis. Heat transfer 
analyses based on fluid dynamics analyses indicate that strong splashing is 
unfavorable for the surface heat transfer.  
 
5.1.2. Conclusions from double stream droplet impingement study 
From the double stream droplet impingement numerical results, the following 
key conclusions can be drawn:  
 The effects of collinear horizontal impact spacing on hump formation 
hydrodynamics has been studied numerically and validated with experimental 
results [58-68]. 
 It was found numerically and experimentally that the hump height decreases with 
impact spacing. Higher impact spacing can lead to better heat transfer 
performance, which could be due to the lower hump height at greater impact 
spacing conditions and the local resultant momentum available for heat transfer. 
Therefore, hump formation is not favorable for effective heat transfer. 
 It was also observed that higher impact spacing leads to better and uniform thermo-
hydrodynamics within and outside the impingement zone.  
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 It was found that a detailed numerical study of thermal boundary layer thickness, 
individual radial, axial, tangential velocity component profiles, resultant velocity 
profile and resultant momentum are necessary to understand the coupled nature of 
hydrodynamics and heat transfer. 
 In summary, the numerical and experimental results show that horizontal impact 
spacing plays a significant role in double droplet train impingement cooling 
performance. 
 
5.1.3. Conclusions from triple stream droplet impingement study 
From the triple stream droplet impingement numerical results, the following key 
conclusions can be drawn:  
 The effects horizontal impact spacing in a triangular pattern using triple droplet 
streams on impact crater hydrodynamics has been studied numerically and 
validated with experimental results [58-68]. 
 It was found that the average impact crater diameter decreases when impact 
spacing decreases. There is an optimal spacing in triple stream impingement 
conditions for effective heat transfer, which could be due to the local resultant 
momentum within the interaction region.  
 It was also found that thermal boundary layer thickness, radial, axial, tangential 
velocity components profiles, resultant velocity profile and resultant momentum 
profiles are necessary to understand the coupled nature of hydrodynamics and heat 
transfer. 
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 In summary, the results show that horizontal impact spacing plays a significant 
role in triple droplet train impingement cooling as well. Therefore, it is necessary 
to identify the optimal spacing in triple stream conditions. 
 
Overall, heat transfer during droplet stream impingement process could be 
explained using highly temporal and spatial numerical results. Accurate interface 
capturing, CPU time and adequate grid resolution are challenging in obtaining 
comparable fluid dynamic and heat transfer results. Nevertheless, the CFD results using 
CLS-VOF, dynamic mesh adaption with symmetrical domains provided reasonably 
accurate results with optimal computational time.  
 This current study will enhance the overall understanding of hydrodynamics and 
heat transfer of single, double and triple stream patterns of droplet impingement for 
surface cooling applications. The knowledge gained as a part of this study will be 
supportive for the design of high power density microelectronic cooling systems, among 
others.  
 
5.2. Recommendations for future work 
 Based on the current level of understanding and results from this present study, 
the following suggestions for future are made: 
 All the simulations in this study assumed that there is no phase change due to the 
lower heat flux assumptions. However, future studies can explore the effects of 
higher heat flux heat transfer rates with phase change mechanisms such as 
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boiling/evaporation. In addition, percentage of droplet escaping from the 
impingement zone could also be studied to understand their role on evaporation 
and overall heat transfer phenomena. 
 Future studies should compare droplet impingement results with equivalent 
microjets at the same fixed flow rate. This was experimentally studied by T. 
Zhang et al. [58-68] in his PhD thesis. However, an in-depth study for such a 
case could facilitate the overall understanding and explain why microdroplets 
outperform microjets experimentally in terms of heat transfer. 
 Even though CLS-VOF provided reasonably accurate results, there are other 
types of numerical methods such as spectral methods, Lattice Boltzmann method 
(LBM) and more importantly Direct Numerical Simulations (DNS) that could be 
used to simulate the droplet impingement process. Among those, DNS is highly 
accurate because it solves the flow variables and flow features all the way to the 
Kolmogorov scale, with no assumptions and approximations as it solves the 
Navier-Stokes equation with the smallest grid size possible. Therefore, DNS is 
highly computationally expensive. However, the rapid advancement in 
computational resources and speed would make DNS feasible in the near future 
for such a study. 
 It was found from the literature [39, 40] that only few studies investigated the 
effect of droplet impingement frequency and inter droplet spacing effects. 
Therefore, the effects of such conditions on hydrodynamics and heat transfer 
should be considered in a future study. 
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 In this study, the heater surface was placed at a horizontal position. However, 
future studies could consider the effects of using an inclined surface on droplet-
induced hydrodynamics and heat transfer. By using this approach, the effects of 
gravitational potential energy on the liquid and the droplet impingement process 
should be studied as well. This could lead to a better understanding of fluid 
stagnation suppression mechanisms on heat transfer. 
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APPENDIX A 
USER DEFINITION FUNCTION FOR SQUARE WAVE VELOCITY USED FOR 
GENERATION OF MICROSIZED DROPLETS  
#include "udf.h" 
#include "sg.h" 
#include "sg_mphase.h" 
#include "flow.h" 
DEFINE_PROFILE (inlet_velocity_square, /* function name */th , /* thread */nv) 
/*variable number */ 
{ 
face_t f; 
real x[ND_ND]; 
real f_time = RP_Get_Real("flow-time"); 
begin_f_loop (f,th) 
{ 
F_CENTROID(x,f,th); 
if (f_time<=0.000166667)  
{F_PROFILE(f,th,nv) = 3.15; 
} 
else if ((f_time>=0.000333333) & (f_time<=0.0005)) 
{F_PROFILE(f,th,nv) = 3.15; 
} 
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else if ((f_time>=0.000666667) && (f_time<=0.000833333)) 
{F_PROFILE(f,th,nv) = 3.15; 
} 
else if ((f_time>=0.001) && (f_time<=0.001166667)) 
{F_PROFILE(f,th,nv) = 3.15; 
} 
else if ((f_time>=0.001333333) && (f_time<=0.0015)) 
{F_PROFILE(f,th,nv) = 3.15; 
} 
else if ((f_time>=0.001666667) && (f_time<=0.001833333)) 
{F_PROFILE(f,th,nv) = 3.15; 
} 
else if ((f_time>=0.002) && (f_time<=0.002166667)) 
{F_PROFILE(f,th,nv) = 3.15; 
} 
else if ((f_time>=0.002333333) && (f_time<=0.0025)) 
{F_PROFILE(f,th,nv) = 3.15; 
} 
else if ((f_time>=0.002666667) && (f_time<=0.002833333)) 
{F_PROFILE(f,th,nv) = 3.15; 
} 
else if ((f_time>=0.003) && (f_time<=0.003166667)) 
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{F_PROFILE(f,th,nv) = 3.15; 
} 
else if ((f_time>=0.003333333) && (f_time<=0.0035)) 
{F_PROFILE(f,th,nv) = 3.15; 
} 
else F_PROFILE(f,th,nv) = 0; 
} 
end_f_loop (f,th) 
} 
 
(OR) 
#include "udf.h" 
#include "sg.h" 
#include "sg_mphase.h" 
#include "flow.h" 
DEFINE_PROFILE(inlet_velocity_square, /* function name */th , /* thread */nv) 
/*variable number */ 
{ 
face_t f; 
real x[ND_ND]; 
real n; 
real f_time = RP_Get_Real("flow-time"); 
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begin_f_loop (f,th) 
{ 
F_CENTROID(x,f,th); 
for (n=0; n<1000; n++)   
{ 
if ((0.168*n)<f_time<(0.168*(n+1))) 
F_PROFILE(f,th,nv) = 2.86; 
} 
else F_PROFILE(f,th,nv) = 0; 
} 
end_f_loop (f,th) 
} 
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APPENDIX B 
COMMANDS FOR ENSURING SPHERICAL DROPLETS PATCHING 
BEFORE IMPINGEMENT 
display open-window 2 /di con hfe vof 0 1 /di vi res-vi trial2 /display set picture x-
resolution 4100  /display set picture y-resolution 1600  
 
disp hard-copy con10-%n.tif 
 
adapt mark-inout-circle yes no 1.745 0 0.122  /solve patch hfe () , ,  mp 1 
 
solve patch mixture () , , x-velocity , 3.23 
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APPENDIX C 
RESULTANT VELOCITY VECTORS FOR THE SPREADING CASE AT         
WE OF 262 (CASE A)  
It can be observed from the following figures that the radial velocity vectors are 
predominant at different time instants of a droplet impingement process compared to the 
axial velocity vectors. It can be seen that the flow within the impingement zone is almost 
parallel (radial direction) to the heater wall. Therefore, radial velocity plays a crucial role 
in convecting the heat radially outwards. It can also be observed that the change from 
axial to radial direction occurs within a short distance after the impingement.  
Resultant Velocity Vectors (m/s): (t* = 0): 
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Resultant Velocity Vectors (m/s): (t* = 1.13): 
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Resultant Velocity Vectors (m/s): (t* = 2.64): 
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Resultant Velocity Vectors (m/s): (t* = 6.03): 
 
 
