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1. INTRODUCTION 
A wide class of population growth models are described by the logistic equation 
[ x.,1 2(0 = rx(t) 1 - K _]' (1.1) 
where the intrinsic growth rate r and the carrying capacity K are positive real numbers. The general 
solution of equation (1.1) can be given in the form 
K 
x(t)= +(  K ) (x0>O), (1.2) 
1 ~-  1 exp(-rt)  
which shows that every solution of equation (1.1) is a monotone function and tends to the steady 
state solution K of equation (1.1), as t~+ oo. 
However, when examining the growth curves of some populations, one sees that there are 
fluctuations about the steady state K. This is attributed to a number of biological phenomena; 
nonhomogeneity of the population, variable growth rates of the members, or the population, has 
a "memory" which means that the per capita growth rate is associated with some earlier state of 
the population. In this paper we concentrate on the last case, that is when the model equation is 
the delay logistic equation: 
PiX(t -- "ci) (1.3) g(t)=rx(t) 1 ~" g ' 
where the weight constants Pi and the delays ~i are positive constants, I:7-~P~ = 1. For a more 
complete treatment, see Nisbet and Gumey [1]. 
When the density-dependent regulation of vital rate g(t) operates with some constant delay, 
Gy6ri and Witten [2] introduced the so-called elay logistic equation with growth rate lags: 
_ ~ ,~, p,x(t -- %) (1.4) 
g(t)-j=,qj~(t--a:)+rx(t) I "" X ' 
where the weight constants q: and the delays aj are positive. Equations (1.2) and (1.3) have the same 
positive steady state K. A natural question arises now, namely, do the solutions of those equations 
oscillate around the steady state K? 
The purpose of this paper is to answer that question. In the case of equation (1.3), we prove 
that all solutions of equation (1.3) oscillate around K if and only if the linear equation 
~(t)  = --r ~ p,x(t  -- ~) (1.5) 
i-1 
tTo avoid further delay, this paper has been published without he author's corrections. 
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is oscillatory. This improves the earlier results of Gopalsamy [3,4] and Kulenovic et al. [5]. For 
the neutral equation (1.4) we prove that it has a solution x(t) such that x(t) - K > 0 provided that 
the equation 
Yc(t) = ~ qjg(t -- a,) -- r ~ p,x(t -- z,) (1.6) 
j= l  i=1 
has a positive solution. Conversely, we can prove that if equation (1.4) has a solution x(t) such 
that x(t) - K > 0 and g(t) < 0 then equation (1.6) has a positive solution. These results are proved 
in Section 4 of this paper as corollaries of a more general theorem. 
The second part of the paper contains ome new comparison results for neutral equations and 
in Section 2 we give the necessary and sufficient conditions for the linear neutral inequality as well 
as for the equation with only oscillatory solutions. For instance from our results, we have that if 
qj > 0, aj > 0, (1 ~ j  ~ m), r > 0, p~ > 0, 3; > 0, (1 6 i ~ n), and £7= tqj < 1, then equation (1.6) has 
only an oscillatory solution if and only if the equation 
2 = 2 ~ qjexp(2aj) + r ~,p, exp(2"c,) (1.7) 
j= l  
has no real root. 
The advantage of this result is that for equation (1.7) many conditions are known to have no 
real root as well as to have a real root (see, e.g. Refs [5-11] and the references cited therein). 
2. COMPARISON OF THE SOLUTIONS OF DELAY D IFFERENTIAL  
INEQUAL IT IES  
In this section we prove a new comparison theorem generalizing some earlier results of Myskis 
[12], Driver [13] and Grove et al. [7]. 
Let us consider the delay differential inequalities of neutral type of the forms 
~(t) < ~ qj(t)Yc(t -- oj(t)) -- ~, p,(t)x(t -- z,(t)) (2.1) 
j= l  i=l 
and 
~(t) >. ~ qj(t)~(t -- ay(t)) --  ~ p,(t)y(t --  zi(t)) 
j= l  i=1 
on the interval [to, T), where - oo < t o < T ~ oo and 
(H I )P i  ~ C([t0, oo), R+) and 
(1 ~< i ~< n), moreover 
"1~ i ~ C([t0, O0), R+) ,  
z = sup { max z,(t)} < m; 
t~t  0 I~ i~n 
(H2)qj~B.//([to, Oo),R+) and aj~C([to, ~),R+), 
(1 6 j  ~ m), o" = sup { max oj(t)} < m, where B.//([to, m), R+), 
t~t  0 I ~ j~m 
is the set of the locally bounded and Lebesgue measurable functions u:[t0, m)--,R. 
(2.2) 
Definition 2.1 
We say that functions x : [ t0 -? ,  T)--,R and y : [ t0 -? ,  T)--,R, (? = max{c, o}), are absolutely 
continuous (continuously differentiable) solutions of equations (2.1) and (2.2), respectively, if x(t) 
and y(t) are continuous on [to - ?, T), their derivatives g(t) and p(t) exist a.e. on [to - a, T) and 
:~, .P ~ B,~'([t0 - o, T), R) (x(t) and y(t) are continuously differentiable on [to - o, T)). Moreover 
x(t) and y(t) satisfy equations (2.1) and (2.2), respectively, almost everywhere on [to, T). 
We say that x(t) and y(t) are positive solutions if x(t) > 0 and y(t) > 0 on to - ? 6 t < T. 
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The main result of this section is the following. 
Theorem 2.1 
Assume (HI) and (H~) hold, moreover 
pt(t)~,(t) > 0 and ~rj(t) > 0, (1 ~ j  ~ n, to ~ t ~ T). (2.3) 
i - I  
Suppose further that x(t) is an absolutely continuous and positive solution of equation (2.1) on 
[ to-  ~, T) such that 
~(t) ~ 0, a.e. on [to-  ~r, T). (2.4) 
If y(t) is an absolutely continuous olution of equation (2.2) on [to - y, T) such that 
y(t) > 0, to-¢<~t<~to, (2.5) 
~(t) _< j>(t) 
x(t) ~ y(t)' a.e. on [to-  ~, to] (2.6) 
and 
then 
on [to, T). 
We will use the next lemma. 
Lemma 2. I 
y(t) <.< y(to) 
x(t) ~o)' to-y~t6to, (2.7) 
y(t) y(to) 
x (t~ > X(to~' (2.8) 
Assume (HI) and (H,) hold. Suppose further that x(t) and y(t) are absolutely continuous 
solutions of equations (2.1) and (2.2), respectively, on [to - y, T) such that x(t) > 0 and y(t) > 0 
on [to - ~r, Ti), where rl E (to, T). 
Then 
~(t) ~(t) 
• (t) ffi --x(t---~ and fl(t) ffi y(t)' to-¢ ~ t < T, (2.9) 
satisfy the following inequalities: 
' " x(t  - ~,(t)) ' ~(t)> ~ q,(t)~(t-¢,(t))exp(~ ,(u)du~+ ~p,(t) - - -  exp(~ ~(u)duj (2.10) 
j . ,  \ , , _ . :  / , . ,  x(~,(t)) \J,:,) 
and 
' ) ~-, .t)Y(t--,,(t))ex f~t ) fl(t)~ ~ q1(t)fl(t-¢j(t))exp(~ ~(u)du +.LP,( y~7~ p~j,,(o/~(u)du , (2.11) 
/ -  I \ . I t  - o j(t)  
respectively, a.e. on [to, T~), where 
7~(t) ffi max{t0, t - st(t)}, 1 ~ i ~< n, to ~ t < Tl. (2.12) 
Proof One can see that 
•exp - x -~du •exp 0c(u) du , to - -¢~s~t<T i ,  
and from equation (2.1), it follows that 
n -~(t) > ~ -~(t - ~j(t)) x(t - ~j(t)) + V j,,(t) x(t - ~,(t)) x(~,(t)) 
x(t) j~ qj(t) x(t - ¢j(t)) ~(-~ ,~.,. x(y,(t)) x(t) ' 
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which implies the required inequality (2.10). The proof of inequality (2.11) proceeds in the same 
way. 
Proof of Theorem 2.1. We complete the proof in two steps. First, we show that condition (2.8) 
holds on any interval [to, T~), (Tt E (to, T]), if y(t) > 0, to ~< t < 7',. Second, we show that y(t) > 0 
on [to, T). 
(a) Assume y(t)> 0 on some interval [to, T~), where to < TI ~ T. The proof of the validity of 
(2.8) on [to, T~) will be complete if we show that #(t) = 0 on [to, T~), where 
#(/) = m({t0 ~ s ~ t : ~t(s) ~ fl(s)}) 
• .=Lebesgue measure of the set {/0 ~ s ~ t :~t(s) ~ fl(s)}). (2.13) 
In fact, in that case 
f,i ~(s) ds ft' ~")(s) ds y(to) lnX(t°)=-f'Sc(S)ds= > fl(s)ds =-  j,oy-- ~ =In x(t) Lo x(s) o y(t)' 
that is equation (2.8) holds on [to, T,). 
Now assume that/~(t) = 0 does not hold for any t e [to, Tt), i.e. the set 
U = {t ~[t0, TI) :#(t) > 0} 
is nonempty. Let t t -- inf U. Since #(t) is a monotone nondecreasing function, it is clear that 
#( t )=0,  to<t<h, and /~(t)>0, h<t<T.  (2.14) 
Since z~EC([to, T),R+) and ~,[3~B,Ig([to, TO, R), one can see that ~,iEC([to, t),R) and the 
functions 
f t ; e(u) du and fl(u)du, l~ i~n,  
i(t) i(t) 
are continuous on [to,/'1). 
Thus the functions 
and 
) A(t) =- ~ p,(t)x(t (-~(~)(;))exp ~(u) du 
i=  1 \d  r~(t) 
B. . ~ . . y(t - t,(t)) (~' ] (t)=-, 2~=1 pat) Y(~t(--~ exp fl(u)du 
\J~i(t) / 
are continuous on [to, T). 
From the definition of tl, it follows 
f ," f v" 
~t(u) du>~ fl(u) du. l~ i~n.  
~(q ) j(q ) 
Moreover, by condition (2.3), there exists an index i0 such that p~(t,)T~(tl )>  0. But in that case 
y~(tl) > 0 and (2.14) implies 
p~ (t, )exp( f "o~,,) ~(u )du ) > p,o (t,)exp( f ','o~,,) B (u ) du ). 
On the other hand condition (2.7) and the definition of Yi yield 
x(t - zi(t)) y(t - z,(t)) 
x(y,(t)) ~ y(~(~ >0,  to~t<T,,l<<.i<<.n, 
therefore A (fi) > B(t l). 
Now, by condition (2.3), we have min{A (fi) - B(fi ), rain, ~ ~,  ai(tl )} > 0, moreover there exists 
a 6 > 0 such that 
A(t)>B(t) and t-ai(t)<tl ,  l~ i~n,  (2.15) 
for any t e [fi, tl + 6). 
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Since 
~(t) 
a( t )>~(t )  and a( t )=- - -~O,  a.e. on[ t0 -O,  tl), x(t) 
we obtain 
( ) ( ;  ) (; ) • (u) du >~ qi(t)fl(t - ol(t))exp fl(s) ds , 1 <~j <~ m, qj(t)Ot t -- Oj(t) exp -oj(,) -oj(,) 
for almost every t ~ [6, t, + 6). 
Thus conditions (2.8), (2.9) and (2.15) imply ~(t) > fl(t) for almost every t E [tt, tm+ 6), that is 
#(t) = m({t0 ~ s ~ t : at(s) ~ l](s)}) ffi 0 on [6, tm + 6). But this is incompatible with condition 
(2.14), therefore, the set U is empty and the result follows. 
(b) Now, we prove that y(t)  > 0 on to ~< t < T. Assume that y(t) > 0 does not hold for any 
t ~ [to, T). Then the set 
V= {tog t <<, r : y ( t )=O} 
is nonempty. Let T~ = inf V. Then T~ > to, since y(t0) > 0 and y(t) is continuous. 
Moreover 
y ( t )>0,  to~t<T l ,  and y(Tl)ffi0. 
But, in that case, we proved that the condition (2.8) is valid on [to, T~), that is 
y(to) x(t),  t o <~ t < 7"1. 
y(t)  > X--~o) 
Thus 
y(to) . .  y(to) . _ .  
y(T,  ) = t-Tllim y(t) >~ t-r~hm x-~o) x(t  ) = ~ x ( l  l ) > O, (2.16) 
which contradicts condition (2.16). 
Thus y(t)  is positive on [to, T) and condition (2.8) hold for any t ~ [to, T). The proof of the 
theorem is complete. 
If the solutions x(t) and y(t) of conditions (2.1) and (2.2), respectively, are continuously 
differentiable, then we give the following modified version of Theorem 2.1. We leave the details 
of the proof which makes use of Lemma 2.1 and a continuous version of a general comparison 
principle proved in Ref. [14]. 
Theorem 2.2 
Assume p~(t), ~j(t), (1 ~ i ~ n) and qj(t), o/(t), (1 ~ j  ~ m), are continuous and nonnegative 
functions. Suppose further that x(t) is a positive solution of condition (2.1) and y(t)  is a solution 
of condition (2.2) such that y(t) is positive and conditions (2.3)-(2.7) hold. Then condition (2.8) 
holds on [to, T). 
Remark 2.1 
In the special case where ql(t) . . . . .  q,(t)ffi0, on [to, T), that is when the investigated 
inequalities reduce to the delay case, Theorem 2.2 becomes precisely a result shown in Ref. [13]. 
Corollary 2.1 
Assume pj, ¢~, (1 ~ i ~< n), qj, oj, (1 ~ j  ~< m), are given positive numbers and - to < to ~ T < to, 
moreover 
zffi maxzl,  offi max oj, T--max{z, 0}. 
898 
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that the function y ~ C([to - ?, T], R) is such that ~ ¢ BJ/([to - a, T], R), 
y~(t) >~ ~ qjp(t - aj) - ~ p,y(t -- z,), a.e. on [to, T] 
j= l  i l l  
where d > 0 is a constant. 
If there exists a function 
~ B.//([t0, T], R+) and 
then 
(2.17) 
y( t )=d,  to -?  <~t <~to, (2.18) 
x ~ C([to - ?, T], (0, ~)), such that x(t) >~ X(to), (to - ? <~ t <~ to), 
g(t) ~ ~ qfi~(t -- aj) -- ~ p,x(t -- zi), a.e. on [to, T], 
j= l  i=l 
Proof. 
Then £~(t) = :~(t) < 0, (to - a <<. t ~ T), and from equation (2.19), it follows 
(2.19) 
y(t) > 0, a.e. on [to, T]. (2.20) 
Let 6 be an arbitrary fixed real number and define x6(t ) by x6(t) = x(t) - 6, t >~ to - ?. 
Yg,(t)~ ~ qjYq(t--ej)-- ~p ,x , ( t - -~ , ) - -6  ~p, ,  
j= l  t - I  l - I  
Yc6(t) < ~ qjg6(t- aj)- ~ p, x6(t- ~,), a.e.  on  [to, T],  
j f f i l  iffil 
for a.e. t E [to, T]. 
Therefore 
for any fixed 6 > 0. 
For any fixed 6 E (0, X(to)), x6(t) > O, to - ? <. t <. to, and 
x6(t) ~<'P(t)= 0, to -a6t~to ,  
x~(t) ~y( t )  
d _Y ( t )  <~ d y(to) 
x6(t) x6(t) x6(to)=X-~o)' to -?~t~to .  
moreover 
(2.21) 
6 E(0, min x(t)) ,  
to~t~TI  
we have x6(t) > 0 on [t0-?,/ '1]. 
Thus by virtue of Theorem 2.1, we obtain 
y(t) y(to) 
x6(t-----~>x--~0)>0, to <~t < T,, 
that is y(TO > 0, which contradicts the definition of Tt. Therefore y(t) > 0 on [to, T~] and the 
proof is complete. 
y ( t )>0,  to<<.t<Ti, and y(T1)=0. 
But in that case for a fixed 
Now, we show that y(t )> 0 on to ~ t ~< T. Otherwise, there would exist a T I E(/0, r ]  such 
that 
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Corollary 2.2 
Assume p,  ~t, (1 ~ i ~ n), and qj, ~rj, (1 ~ j  ~ m), are given positive numbers. Assume further 
that condition (2.19) has an absolutely continuous solution on [t0-~,,oo) such that 
x(t) > 0, (to ~ t < oo), and ~(t) ~ 0, (a.e. on to - ~ ~ t < oo). Then equation 
~(t)  = ~. qj~(t -- ~Yj) -- ~ p,y(t -- "t,), (2.22) 
j - I  i - I  
has a positive solution on [to- 7, oo). 
Proof The proof of the corollary follows from Corollary 2.1 in a direct way. 
Remark 2.2 
Corollary 2.2 extends to the neutral case a previous result of Ladas and Stavroulakis [10] for 
delay equations. 
3. EXISTENCE OF NONOSCILLATORY SOLUTIONS 
This section is devoted to the study of the oscillatory properties of linear neutral functional 
differential equations and inequalities via their characteristic equations. 
Consider the delay differential equation 
Yc(t) = -- ~ p,x(t -- %), (3.1) 
lm0 
where p~ and Tt > 0, (0 ~ i ~ n), are given constants. In that case, it is known that equation (3.1) 
has a nonoscillatory solution if and only if equation 
= ~ ptexp(;t~) (3.2) 
t=l 
has a real root (see, e.g. Ref. 5). 
Motivated by the above result, we can set a conjecture for the functional differential equation 
of neutral type 
:C(t) = ~ qjfc(t -- ~j) -- ~. p~x(t -- Xs), (3.3) 
j - I  I - I  
where p,, T~ > O, (0 ~ i ~ n) and qj, ~j > 0, (1 ~ j  ~ m), are given constants. 
Conjecture 
For any pj, ~, (0 ~ i ~ n), and any qj, ¢j, (1 ~ j  ~ m), the differential equation (3.3) has a 
nonoscillatory solution if and only if 
= ,~ qj exp(A~j) + ~ p, exp(A¢,) (3.4) 
j - l  t - i  
has a real root. 
Although the above conjecture seems to be plausible, independently of the signs ofp~s and qjs 
and there are many papers, at this time, dealing with the oscillatory behaviour of neutral delay 
differential equations, there is no definite answer to this conjecture in the general case. For some 
interesting particular esults see, for example gels [7, 8] and the references cited therein. 
Theorem 3.1 
Assume Pt, ~t, (1 ~< i ~< n), qj, ej, (1 ~<j ~ m), are positive constant, 
=maxz i ,  ~r= max ej, ~=max{r ,¢},  
O~i~n I ~j~m 
and 
qj < I. (3.5) 
./-I 
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Thenevery solution of equation (3.3) is oscillatory if and only if equation (3.4) has no real 
root. 
We will use the following statements to prove the above theorem. 
Lemma 3.1 
Suppose that a > 0, 6 > 0 and T >-  ~ are given real numbers. If ~: [T -  6, m)--*R+ is a 
continuous function and 
(f ) ~(t) >t/a exp\ j ,_6 ~(s) ds , t/t> T, (3.6) 
then 
lim inf , ( t )  < oo. (3.7) 
I--*+o0 
Proof. This lemma was proved in Ref. [15], therefore we leave the details (see also, for instance 
Refs [16, 17]). 
Proposition 3. I 
Assume that the conditions of Theorem 3.1 hold. If equation (3.3) has an eventually positive/ 
negative solution then there exists a T > 0 such that equation (3.3) has a continuously differentiable 
positive and monotone decreasing solution on [T -  ~, oo). 
Proof. It is enough to consider the case when equation (3.3) has an eventually positive solution, 
because if x(t)  is a solution then -x ( t )  also is a solution. 
Assume x(t) is an eventually positive solution of equation (3.3) on [T - ?, m) and define y(t) 
to be the function 
y( t )= x (s )ds -c ,  t>tlTl--?. 
I 
where T~ ~> 0 is such that x(t) > O, t >~ Tt - ?, 
( )-1 and =x(T~) -  ~. =0" tffl c =el EP,  c . _  qjx(T, -T j ) -  ~,Pi x(u) du. (3.8) 
jffi 1 i i--ti 
Integrating both sides of equation (3.3) from /'1 to t, we have 
n fT -  ti x( t )=x(T l )+ ~ qy[x ( t -~ j ) -x (Y t - t r j )  l - ~op, x(s) ds. 
Using the definition of c~, we obtain 
x(t)  = qjx(t -- trj) + cl -- p, x(s) ds, 
]=1 i ! 
that is 
x(t) = qjx(t -- ~rj) -- p x(s) ds - c . 
j - I  i I 
But, from the definition of y, we have 
•(t) = ~ qj~(t - trj) - ~ piy(t - t~), t >11 7 I + y, (3.9) 
j= l  i=o  
which means that y(t) is a continuously differentiable solution of equation (3.3) on [T~, m). 
Moreover y(t)  is monotone increasing on [T~, m), since j~(t) = x(t) > O. 
This implies that y(t) is not oscillatory on [T~ - ?, m), that is y(t) is eventually positive or 
eventually negative. We show that y(t)  can not be eventually positive under our conditions. Indeed 
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if y(t) is eventually positive then there exists a T2 11> Tm such that y(t)  > y(T, - T) > O, t >11 T~ - ~, 
and thus 
p,y ( t - -¢ i )> ~p,y( r2 -¢) -m>0,  t>T 2. 
i -0  i -0  
Moreover y(t)  satisfies equation (3.9), therefore, it follows 
y(t) < ~ qyf,(t - #j) - m ~ max 3~(t - s) - m, t 11> T2, (3.10) 
j - - I  O~s~o 
since g~'~, qj < 1. But, expression (3.10) implies 
.P(t) < max .~(T2 - s), t I> T2, 
O~s(# 
and thus 
0 ~ lim sup)~(t) ~ lim sup)~(t) - m < lira sup y(t) < oo, 
t~+oO t--* + oO t~-t-  oo 
which is a contradiction. Therefore y(t) cannot be eventually positive, which implies that 
there exists a 1"3 > 0 such that z l ( t )= -z(t + T3) is positive and its derivative is negative on 
[T - 7, ~) .  
On the other hand equation (3.3) is autonomous and homogeneous, thus z~ (t) is a solution of 
equation (3.3) on [T - 7, or). The proof of the proposition is complete. 
Proof of Theorem 3.1. It is clear that a positive root ~ of equation (3.4) leads to a solution 
x(t)  = exp(-~t) ,  which is positive. 
Now we discuss that case when equation (3.3) has a nonoscillatory solution on R+, say x(t). 
Then, by virtue of Proposition 3.1, we have that equation (3.3) has a continuously differentiable 
and decreasing solution y(t)  on [ -7 ,  or). 
Thus y(t)  can be written in the form 
y( t )=yoexp -- (u)du , t 11> -7 ,  
where Xo = x( -7 ) ,  and 
.P(t) 
g(t) ffi y(t) '  
is a continuous and nonnegative function on [ -7 ,  oo). From equation (3.3), it is easy to see that 
• (t) satisfies the equation 
• (t) ffi qj~(t - %)exp ~(u) du plexp ~(u) du , (3.11) 
j - -  I --¢j -1: I 
for any t 11> 0. 
Therefore 
where 
(f ) • ( t )~aexp _6~(u)du ,  t>f. 0, 
affi ra inp l>0 and Jffi rain %. 
0~l~n O~l~n 
Thus, from Lcmma 3.1, we have 
In that case, equation (3.11) yields 
a ffi lim inf , ( t )  < ~.  
t.-*-I- OO 
a ~ ~ qja exp(a~rj)+ ~ p, exp(ax,). 
j - -  I 1--0 
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From the last inequality one can see that equation (3.4) has a positive root. The proof of the 
theorem is complete. 
Remark 3.1 
When m = 1, Theorem 3.1 reduces to a known result of Kulenovic et al. [8], but the next theorem 
is unprecedented in the literature of neutral equations known by us. 
Theorem 3.2 
Assume all coordinates of Theorem 3.1 hold. Then inequality 
:~(t) ~ ~ q/Sc(t - -  oj) - -  ~ pix(t - -  %) (3.12) 
j f f i l  iffi0 
has a positive and monotone decreasing solution on an interval [T - 7, ~)  if and only if equation 
(3.4) has a real root. 
Proof. The theorem is a simple consequence of Corollary 2.2 and Theorem 3.1, therefore, we 
leave the details. 
4. APPLICATIONS 
In the earlier sections we investigated linear equations as well as inequalities. Now we apply these 
results to investigate he oscillating properties of solutions of the time-delayed logistic equation with 
neutral terms. 
Our present results are given via the linear approximations of the investigated nonlinear 
equations imilar to the stability analysis of the perturbed linear systems. 
Now, consider the following general nonlinear equation 
Yc(t) -- ~ qj~(t - oj) - ~ pix(t - zi) - g(t, x(t - %) . . . . .  x(t - zn), (4.1) 
j f f i l  iffi0 
where 
(i) pi, z~, (0 ~ i ~ n), and q/, oj, (1 ~ j  ~ n), are given nonnegative constants, 
~ .q /< l , z=maxz~,  o= max oj and y=max{x,o}; 
j= l  O~l~n I~ j~m 
(ii) g: R~++2~R+ is a continuous function such that for any E > 0 there exists 6, > 0 
such that 
n 
g(t, Xo, x, . . . . .  x,)  ~ ~ ~ p, xi, (4.2) 
i~O 
for any t >t10 and xjE(0,6,),0~ i ~<n. 
Remark 4.1 
With no mention, we will assume that every solution of the considered equations exists 
on [-7,  ~). 
Theorem 4.1 
Assume that condititons (i) and (ii) hold. Then 
(a) is the equation 
2 = 2 ~ qjexp(Aoj) + ~ p~exp(Azi), (4.3) 
j - - I  i - I  
has a real root then equation (4.1) has a positive solution on [-Y, oo); 
(b) if equation (4.1) has an eventually positive and eventually decreasing solution on 
[-Y, oo) then equation (4.3) has a real root. 
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Proof. Assume equation (4.3) has a real root, say ~.  Then from M = ];7- i qj < I, it follows 
~0 > 0. But it is easy to see that in that case, there exists an t e (0, I) such that equation 
~. = ~. ~ qjexp(~.O'j) -t- (1 -- t)  ~ p, exp(Z~,) (4.4) 
j - I  i - I  
has a positive root, say ~,. Therefore 
x, (t) -- exp( - ~, t ), (4.5) 
is a positive and monotone decreasing solution of 
n 
:c(t) -- ~ qj:c(t -- e/) = --(1 -- E) ~ p,x(t -- ~,). (4.6) 
j= l  i -0  
Let d • (0, 3,) be a fixed constant and consider a solution y: [ -? ,  oo)--+R of equation (4.1) such 
that 
y( t )=d,  to -7~t~to .  
We will show that y(t)  > 0 on [ -7 ,  oo). If  it is false then there exists a T > 0 such that 
y ( t )>0,  -7<<. t<T and y (T )=0.  
But y(t)  is a solution of equation (4.1) and y is a nonnegativ¢ function, therefore, we have 
~(t)  > ~ qj~(t -- tYj) -- (1 -- E) ~. p,y(t  -- ~,), 0 6 t <~ T. (4.7) 
j - I  i=0  
In view of equation (4.6) and (4.7), it follows from Corollary 2.1 that y( t )> 0, for any t • [to, T], 
which is a contradiction. Therefore y( t )  is a positive solution of equation (4.1) on [ -7 ,  or). 
Now, we show that if equation (4.1) has an eventually positive and eventually decreasing solution 
on [ -7 ,  or), say x(t ) ,  then equation (4.3) has a real root. Namely, in that case there exists a T > 0 
such that x( t )  > 0 and ~(t) < 0, t I>I T - y, moreover equation (4.1) implies 
JC(t) ~ ~ qjfc(t -- ffj) -- ~ p,x( t  -- Z,), t >11 r.  
j - I  I - I  
By Theorem 3.1, this implies that equation (4.3) has a real root. The proof of the theorem is 
complete. 
Now, by Theorem 4.1, we obtain the following result. 
Theorem 4.2 
Assume p~, z~, (0 ~ i ~ n), are given positive constants and g: R"++2-*R+ satisfies condition (ii). 
Then the equation 
:fc(t) = -- ~ p ,x( t  -- "c,) -- g(t, x ( t  -- %) . . . . .  x ( t  -- z,)) (4.8) 
1-0  
has an eventually positive solution on [ -7 ,  ~)  if and only if equation 
n 
,~ = ~, p, exp(~¢,), (4.9) 
l -0  
has a real root. 
Proof. Equations (4.8) and (4.9) are special cases of equations (4.1) and (4.3), respectively, where 
qj = 0, 1 ~ j  ~ m. On the other hand, if equation (4.8) has a positive solution x(t), then ~(t) is 
eventually negative. Therefore from Theorem 4.1, it follows that equation (4.8) has a positive 
solution if and only if equation (4.9) has a real root, which completes the proof. 
Now, let us consider the delay logistic equation in the following form: 
:c(t) = ~, qj~(t -- ~j) + rx( t )  1 -- -~ ~, p ,x( t  -- %) , (4.10) 
j - - i  ~ l--I 
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where we assume 
(C~) the weighting constants Pi and the delays ~i are positive, for any 1 ~ i ~ n, and 
n 
p~=l, ~=max~;  (4.11) 
i=1  I~ i~n 
(C2) the intrinsic growth rate r and the earring capacity K are positive real numbers; 
(C3) the speed weighting constants qj and the delays tr/are nonnegative, for any 
1 ~ j ~ m, and 
qj < 1. (4.12) 
j=l 
Remark 4.2 
Equation (4.10) was introduced in Ref. [2] where some qualitative properties of its solution were 
also studied. 
It is easy to see that equation (4.10) has only one positive steady state solution K. Now we are 
interested in the oscillatory properties of the solutions of equation (4.10) around the steady state, 
therefore we make the following transformation 
y( t )= x ( t ) -  K, -7  <~ t < oo. 
Then it is easy to see that y(t )  is a solution of the equation 
) ( t )  = qj)(t -- aj) - r ~. p,y(t -- zi) -- ~y( t )  piy(t -- T,), (4.13) 
j= l  i=l i=l 
on [ -7,  oo). 
Therefore from Theorem 4.1 and Theorem 4.2 the following results are immediately obtained. 
Theorem 4.3 
Assume (C~)-(C3) hold. Then 
(a) if equation 
2 = 2 ~, qjexp(A~rj) + ~ piexp(2xj) (4.14) 
j f f i l  i f f i l  
has a real root then equation (4.10) has a solution x: [-),, ~)--,R such that 
y( t )= x ( t ) - -  K >O, -7  <<. t < oo; 
(b) if equation (4.10) has a solution x: [ -7.  oo)~R such that y(t)  = x ( t ) -  K is 
eventually positive and decreasing then equation (4.12) has a real root. 
Theorem 4.4 
Assume (C~) and (C2) hold. Then the delay logistic equation without neutral terms 
g( t )= rx ( t ) I1 - - l~p ,x ( t - -3 , ) ]  (4.15) 
has a solution x: [-),, ~]~R such that y( t )=x( t ) -  K is eventually positive if and only if 
equation 
2 = r ~ p; exp(2%) (4.16) 
im l  
has a real root. 
The advantage of our Theorems 4.3 and 4.4 is that many necessary and sufficient conditions are 
known for equations (4.14) and (4.16) to have only nonreal roots as well as to have a real root 
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(see, e.g. Ref. [10] and the references cited therein). For example, using some known results (see 
e.g. Refs [5, 9, 1 I]), Theorem 4.3 implies the following: 
Corollary 4.1 
Assume r > 0, K > 0, p~ > 0 and z~ > 0, (1 ~ i ~ n), are given constants, Y-pf = 1, 
= max ~. 
Then 
(a) if 
e ~p:~> 1 
i - I  
then every solution of equation (4.13) is oscillatory about the steady state K; 
(b) if 
n 
ax ~p,~ 1 
iff i l  
then there exists a solution x: [-~, ~)~ R of equation (4.13) such that x (t) - K 
is eventually positive. 
Remark 4.3 
Corollary 4.1 was proved by Gopalsamy in Refs [3, 4] using a different technique. Equation (4.13) 
was investigated in a recent paper, and also by Kulenovic et al. [18], but from their results, our 
sharp Theorem 4.3 does not follow. Theorem 4.2 has not been seen in any publications known by 
US. 
Remark 4.4 
Using our technique we can generalize our Theorem 4.2 for the case where Pi ffi p~(t) and Ti ffi %(0 
are continuous functions. But in that case we need use the linear differential equation 
~C(t) = -- ~ p~(t)x(t -- x,(t)), 
l - I  
without equation (4.9). From this generalized form of Theorem 4.2 there follows some interesting 
results for the time dependent delay-logistic equation, that is where r ffi r(t) and K ffi K(t).  
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