Abstract: The purpose of this paper is to present the extended version of the conventional DEED to overcome the ramp rate violations when its optimal solutions for one period (normally one day) are implemented repeatedly and periodically over consequent dispatch periods to meet the periodic load demands. This dynamic dispatch problem, which is referred to as EDEED, is a multi-objective optimization problem which simultaneously minimizes both fuel cost and pollutants emission while satisfying a set of constraints. A multi-objective particle swarm optimization (MOPSO) method has been applied in this article for solving EDEED problem. The performance of the proposed method has been evaluated on the 10-unit test system with non-smooth fuel cost and emission level functions in comparison with those methods reported in the literature.
Introduction
One of the major interests in recent years is the reducing of the fuel cost in electric-powergenerating plants. Dynamic economic dispatch (DED) is a real-time power system problem which is used to determine the production levels of scheduled units over a short-term time span to meet the load demand at minimum operating cost under various system and operating constraints [1] . However, several thermal generators must be committed in order to satisfy the varying load demand and according to fast growing power demand the quantity of coal burnt is also increasing. And this leads to an increasing release of several contaminants such as carbon dioxide (CO2), sulfur oxides (SOx) and nitrogen oxides (NOx) into the atmosphere. The Clean Air Act Amendments of 1990 [2] have forced the electric utilities to modify their design or operational strategies to reduce pollution emissions. Therefore, the thermal electrical power plants not only take into consideration the economic dispatch problem, but also consider the emission dispatch problem simultaneously; such problem is referred to as economic and environmental power dispatch (EED) problem [3, 4] .
Taking into account the importance of DED and EED as well as their shortcomings, the coupling dynamic model that is called dynamic economic emission dispatch (DEED) should be studied [5] . DEED is a crucial task in the operation and planning of power system, which is used to schedule optimally the committed generating units' outputs over a certain period of time considering multiple objectives, generators' ramp rate limits and predicted load demands. So it is closer to the practical, but it is more difficult to be solved due to the high-dimensional and multiple objectives.
The emission can be considered into the dynamic economic dispatch problem following three main research directions [3] . The first direction is to reduce the DEED by treating the emission as a constraint with a pre-specified limit and minimizing the fuel cost [6, 7] . In this situation, the model is equivalent to the DED and the result is not conducive to scientific decision making [5] . The second research direction is to convert the DEED problem to a single objective problem by linear combination of different objectives as a weighted sum [8, 9] .The third direction is to consider the emission as another objective where both emission and cost are minimized simultaneously [10] [11] [12] .
Recently, price penalty factor [13] , fuzzy satisfying method [10] and goal-attainment method [9, 14] , are used respectively to simplify the dynamic dispatch problem and to convert the model into a single objective optimization problem. All of these methods yield meaningful results, but the set of Pareto-optimal solutions is hard to get since different weights are used in different runs of the single objective optimization algorithm [15] . In addition to these literatures, a non-dominated sorting genetic algorithm II (NSGA-II) has been successfully applied to solve the DEED problem as a true multi-objective problem and good results have been achieved in [11] . An improved bacterial foraging algorithm (IBFA) has been proposed in [8] for solving the DEED problem by converting the multi-objective optimization problem into a single objective optimization. A group search optimizer with multiple producers (GSOMP) has been developed in [12] in order to solve the DEED problem. A modified adaptive multiobjective differential evolutionary algorithm (MAMODE) that includes expanded double selection and adaptive random restart operators has been proposed for solving the DEED problem in [5] .
Each heuristic optimization techniques, such as genetic algorithm (GA), Tabu search (TS), simulated annealing (SA), particle swarm optimization (PSO), has its own advantages and disadvantages; however particle swarm has gained a lot of attention in recent years and it's a very suitable algorithm for such problems [16] . In addition, PSO algorithm is relatively simple and easy to be implemented in computer simulations, since its working mechanism only involves two fundamental updating rules, and it has fewer operators to adjust in the implementation [17] . It has the ability to handle non-smooth and nonconvex economic power dispatch problem [18, 19] . However, the dispatch problem was formulated as a mono-objective optimization model with the fuel cost as the only objective considered for optimization. Thus, to render the standard PSO capable of dealing with multi-objective optimization problem with non-commensurable and contradictory objectives, some modifications become necessary. However, in this paper, the original PSO algorithm is modified and improved in order to handle a multi-objective optimization of the Dynamic dispatch problem. The Pareto-dominance concept is employed to extend the approach to solve multi-objective problems.
The load demand is assumed to be periodic over a dispatch period of one day. This periodic assumption is made to reflect the cyclic consumption behavior and seasonal changes [20] . Then, the obtained optimal solutions of the DEED problem over the dispatch interval are to be implemented not only for the first day but also for all the other week days. Sometimes, these solutions cannot be implemented repeatedly and periodically over other periods, since a ramp rate violation may occur when the optimal solution of the DEED problem over the first day is simply implemented in the next day [21] . This problem will be resolved in this paper by introducing more constraints and thus formulating a new version of the classical DEED problem [20, 22] , which is called extended DEED problem.
The present paper is organized as follows: section 2 formulates the extended dynamic economic and emission dispatch (EDEED) problem. The determination of generation levels of the remaining generator is presented in section 3. In Section 4, the proposed method using MOPSO to solve EDEED is detailed. Simulation results are outlined, discussed and compared with MAMODE [5] , IFBA [8] and RCGA/NSGA-II [11] methods in Section 5. The last section presents the concluding remarks.
Problem formulation
The present formulation treats extended dynamic economic emission dispatch (EDEED) problem as a multi-objective mathematical programming problem which simultaneously minimize the fuel cost and pollutions emission over the whole dispatch periods while satisfying various constraints. Generally the problem is formulated as follows A. Problem objectives A. 1 
. Minimization of fuel cost
The fuel cost function for each thermal generating unit in the system, considering the valvepoint effect, can be modeled as the sum of a quadratic and a sinusoidal function. Therefore, the total fuel cost (F t ) over the whole dispatch period is expressed as [11, 17] 
A.2. Minimization of emission
The total emission (E t ) of atmospheric pollutants such as sulpher oxides SOx and nitrogen oxides NOx, caused by the operation of fossil-fueled thermal power generation can be expressed as [8, 11]    
where , , , , 
A.3. Constraints -Real power balance constraints
Hourly power balance considering network transmission losses is given by The transmission losses can be calculated using the results of load flow problem or Kron's loss formula known as B-matrix coefficients developed by Kron and adopted by Kirchmayer [23] . The latter method is used in this paper to determine the transmission losses which are given by 11 ;
where B ij is the transmission loss coefficient. -Generating unit ramp rate limits Depending on the load demand at time period t, the output power change rate of each thermal unit i must be in an acceptable range to avoid undue stresses on the boiler and Extended Dynamic Economic Environmental Dispatch using Multi-Objective combustion equipments [24] . The generator constraints due to ramp rate limits of generating units are given as follows ; 2, ..., .
where UR i , DR i are the ramp-up and the ramp-down rate limits of the ith unit. Considering ramp rate limits of units, generator capacity limits (5) 
Generally, over each time interval the conventional DEED problem is solved under static and dynamic constraints (constraints (3)- (6)). Since the demand is periodic, the obtained solution of the DEED must be implemented for all the week days. Sometimes the ramp rate constraint may be violated when the thermal units change their generation levels from the last hour in a day to the first hour of the next day. In order to avoid such a problem, the classical DEED problem must be extended by including the constraint (7). The new version of this dynamic dispatch problem will be referred to as EDEED.
Determination of remaining generator level
Assuming that the power loading of (N-1) generators are specified, the power level of N th generator (i.e. the remaining generator) is given by
The transmission loss t loss P is a function of all generating units including that of the dependent unit and it is given by
After substituting the value of t loss P from (10) into (9) and rearranging, equation (9) becomes
The value of the loading of the dependent generating unit (i.e. N th ) can be easily calculated by solving Eq. (11) using standard algebraic method and must satisfy the constraints (5) and (6).
Multi-Objective Particle Swarm Optimization

A. Multi-objective optimization
The general minimization problem of N obj objective functions associated with a number of equality and inequality constraints can be defined as follows:
where f i is the objective function, x is the decision vector, g j is the j th equality constraint and h k is the k th inequality constraint. In a minimization problem, a solution u 1 dominates another solution u 2 , if and only if:
A solution u 1 , is said to be Pareto optimal, if it is not dominated by any other solution u 2 in the solution space. Then the solution u 1 is called the non-dominated solution. The set of all feasible non-dominated solutions constitutes the Pareto-optimal set, and for a given Paretooptimal set, the corresponding objective function values in the objective space is called the Pareto front.
B. Overview of PSO
The concept of PSO is inspired from the social behavior of animals, such as birds in flocks or fish in schools, as well as on swarm theory. It was first proposed by Kennedy and Eberhart in 1995 [26] as new heuristic method. In PSO, each individual of the swarm represents a potential solution which moves through a multi-dimensional search space to look for a potential solution by learning itself history experience and the experience of its neighbors. In a physical D-dimensional search space, the potential solution can be represented by the particle's 
C. MOPSO method
The original version of PSO can only be applied to single objective optimization tasks. However, with the adaptation of Pareto-optimal concepts, PSO can be used to solve the multiobjective optimization problem effectively. Modifying standard PSO to a multi-objective PSO needs a redefinition of global and local best particles to find a set of different optimal solutions. In MOPSO, there is no absolute global optimum, but rather a set of non-dominated solutions. The MOPSO approach is based on the essential idea of the use of an external repository in which every particle will file its flight experiences after each flight cycle [27] . In this method, the explored search space must be divided into a number of hypercubes. Each hypercube, which is interpreted as a geographical region, receives a fitness value depending on the number of particles that lie in it. Thereafter, the selection of a global best for a particle is based on roulette wheel selection of a hypercube.
C.1. Representation of Basic elements of MOPSO :
The technical terms of the proposed MOPSO method are defined and represented as follows: Particle, P Gi : In this study, the power output of the first (N-1) generators constitute the decision variables of the optimization problem. Thus, each power output is selected as a gene. These genes are real coded and they constitute a particle which represents a candidate solution for the EDEED problems. The i th particle P Gi can be represented by the following vector P Gi = [P i1 , P i2 , . . . , P id , . . . , P i (N-1) ]. The generation power output P id of the d th unit at i th particle is represented as the position of the i th particle with respect to the d th dimension. The power of the N th unit is calculated using eq(11).
Population, POP: It is a set of N p particles, i.e., POP = [P Gi . . ., P GNp ] T . The dimension of a population (swarm) is N p ×(N-1). Particle velocity, V i (t): At generation t, the i th particle velocity V i (t) can be described as V i (t) = [v i1 (t), v i2 (t), . . . , v i(N-1 (t)]
. This vector drives the optimization process, that is, it determines the direction in which a particle needs to move to enhance its current position. Personal best position, pbest : the personal best position or the local leader represents the best solution found by the i th particle itself so far. It can be described as pbest = [pbest i1 , pbest i2 , . . ., pbest i (N-1) ]. Global best position, gbest : represents the position of the best particle of the entire swarm. The global best position is represented by gbest = [gbest 1 , gbest 2 , . . ., gbest (N-1) ].
C.2. Main Algorithm.
The algorithm of the MOPSO for EDEED problem can be described in the following steps. Step1: Specify the lower and upper limits of generation power of each thermal generator as well as the range of security level.
Step 2: Initialize the particles of the population with random positions and velocities in the feasible search space.
Step 3: Compute the transmission loss using B-coefficient loss formula for each individual P Gi of the population POP.
Step 4: Based on the concept of Pareto-dominance, each individual P Gi will be evaluated in the population POP.
Step 5: Store the non-dominated solutions found in the archive REP.
Step 6: Produce the hypercubes by dividing the so far explored search space, and place the individuals using these hypercubes as a coordinate system where each individual's coordinates are defined according to the values of its objective function.
Step 7: Initialize the memory of each particle in which a single local best pbest is stored. The memory is contained in the other archive PBEST.
Step 8: Increment iteration counter.
Step 9: Select the best global particle gbest for each particle i from REP.
Step 10: Update the speed and position of each particle using Eqs (16) and (17) . If the position and speed of a new particle violate their limits in any dimension, then they should be modified accordingly in order to stay within the search space.
Step 11: Evaluate each particle in the population.
Step 12: Update the contents of REP together with the geographical representation of the particles within the hypercubes.
Step 13: Update the contents of PBEST.
Step 14: If any stopping criterion is satisfied, then go to Step 15. Otherwise, go to Step 8.
Step 15: Output a set of Pareto-optimal solutions from REP as the final solutions.
C.3. Best compromise solution.
After obtaining the Pareto-optimal set of non-dominated solutions, it is practical to select one solution as the best compromise solution from all non-dominated solutions that satisfy the criterion of the decision maker. Due to imprecise nature of the decision maker's judgment, each objective F i is represented by a membership function defined as [4] 
problem, a ten-unit test system with non-smooth valve-point effects cost and emission level functions is studied in this section. The transmission losses, ramp rate constraints including the additional constraint (7) and generation limits are considered in this system. The technical data of the units, as well as the demand of the system are taken from [11] and are given in Tables A.1 and A.2 in Appendix A. The transmission loss formula coefficients for the ten unit test system are given by Eq. (22) .
A. Parameters setting
The proposed method is implemented using Matlab 7.9.0 (R2009b) on an Intel® core TM i3, 2.4 GHz, and 4.0 of RAM personal computer. In all optimization runs, the proposed MOPSO technique is applied with a population size and maximum iteration count of 100 and 300, respectively. The maximum size of the Pareto-optimal set was selected as 100 solutions. If the number of non-dominated Pareto optimal solutions in global best set and local best set exceeds the respective bound, the clustering technique is used. The MOPSO control parameters are c 1 = 2.05, c 2 = 2.05, ω max = 0.9 and ω min = 0.4. The dispatch horizon T is chosen as one day with 24 intervals (T=24) where each interval is assumed to be 1h.
B. Computational results and comparison
The EDEED problem for the test system is carried out to determine the hourly generation schedule using MOPSO for the minimum fuel cost case, minimum emission case and compromising minimum fuel cost and emission case. Then, the corresponding results are listed in Table 1 . Results show that when the best cost dispatch is taken into account, the system is faced with the minimum amount of cost for a 24h time interval, where it is 2471050 $. On the other hand by considering the best emission, the system is operated at its lowest amount of emission, where it is 292380 lb. For the compromising minimum fuel cost and emission case, the fuel cost and pollutant emission obtained by the proposed method can be reduced about 2512170 $ and 300040 lb, respectively.
The generation of each unit over 24h for the best compromise solution is shown in Figure  1 . It can be seen that the generators 5, 6, 7, 8, 9 and 10 reach their maximum production from a total load demand greater than or equal to 1258 MW since they are the least powerful machines, but the generated power by the committed units 1, 2, 3 and 4 follow the profile of load demand P D and work with their full capacities in peak demand times. The ramp up/ramp down values of each unit for each hour in the optimization problem of the EDEED is shown in Figure 2 . It can be seen that the unit ramp rate constraints and in particular the constraint (7) have been respected. However, for the conventional DEED problem, from the obtained simulation results of the ten-unit system using MAMODE [5] , IFBA [8] and RCGA/NSGA-II [11] methods, it is clearly seen that the ramp rate constraint between the last hour in a day and the first hour of the next day of some generating units is violated. Therefore, these optimal solutions cannot be implemented repeatedly every day to meet the periodic load demand. Table 2 summarizes the violations occurred of the last constraint when solving the classical DEED problem using the previous methods reported in the literature for the case of the best compromise solution. In order to remedy this problem, the classic DEED problem must be extended by adding the constraint (7). Table 2 . Violations of the unit ramp rate constraint (constraint (7)) for the conventional DEED problem using MAMODE, IFBA and RCGA/NSGA-II. 
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To show the advantages of the proposed MOPSO method, the simulation results obtained from the proposed method are compared with those of other methods available in the literature MAMODE [5] , IFBA [8] and RCGA/NSGA-II [11] in Table 3 . The results of the proposed method are in bold. It is clear to see from the Table 3 that the proposed method produces much better results than those reported in literature. 
Conclusion
In this paper, multi-objective particle swarm optimization (MOPSO) has been successfully applied to solve the extended version of the classical dynamic economic emission dispatch (EDEED) problem. The dynamic dispatch problem has been formulated as multi-objective optimization problem with competing fuel cost and emission objectives under the system and practical operation constraints over a certain period of time. The EDEED problem represents the practical meaning of optimal operation and control of online generation units to meet the demand of power system networks. Since the demand and constraints are periodic, the optimal solutions of the EDEED are successfully implemented repeatedly and periodically without causing ramp rate violations when the thermal units change their generation levels from the last hour in a day to the first hour of the next day. The comparison of the total generation cost and the emission for EDEED problems obtained by the proposed method with those obtained by the other methods such as RCGA/NSGA-II, IFBA and MAMODE for 10-unit system, demonstrated the superiority and feasibility of the proposed method. 
