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ABSTRACT
Spin waves in insulating magnets are ideal carriers for spin currents with low
energy dissipation. An electric field can modify the dispersion of spin waves, by
directly affecting, via spin-orbit coupling, the electrons that mediate the interaction
between magnetic ions. Our microscopic calculations based on the superexchange
model indicate that this effect of the electric field is sufficiently large to be used to
effectively control spin-wave spin currents. We apply these findings to the design of
spin-wave phase shifter, and a spin-wave interferometric device, which acts as a logic
inverter and can be used as a building block for room-temperature, low-dissipation
logic circuits. This part of work has been published in Phys. Rev. Lett. and J. Appl.
Phys..
Besides the magneto-electric effect, we also study the magneto-thermal effect that
couples the spin-wave spin current to the thermal current. In analogy to Coulomb-
drag effect, we propose a spin-wave drag effect due to magnetic dipolar interaction in
a ferromagnetic bilayer system. Compared with Coulomb drag effect in electron gas
bilayer, we find that here the interlayer transport coefficients abnormally increase as
the temperature decreases because of bosonic statistics of magnons. Besides, the co-
efficients show an angular dependence on the angle between saturation magnetization
and spin-wave spin current.
viii
Chapter 1
Introduction
Spin waves – the collective oscillations of the magnetization in magnetic materials –
have attracted attention in recent years as carriers of spin information for magneto-
electronic devices. It opens new possibilities for spintronics – the spin-wave spin-
tronics/magnonics [1, 2]. In conventional spintronics, the spin current is carried by
mobile conduction electrons/holes, which inevitably dissipate energy as they move.
In contrast, the spin current in spin-wave spintronics is carried by a spin wave –
with no charge displaced. This makes magnonic devices consume much less energy
than spintronic devices where much of the energy is dissipated through Joule heating.
There are some other advantages of magnonics, such as it works at the frequency from
GHz to THz at room temperature. And because spin waves with different frequen-
cies do not interfere with each other, one can accomplish majority gates in magnonic
circuitry without being constrained by the circuit complexity.
The spin-wave spin current propagating in insulating materials such as yttrium
iron garnet (Y3Fe5O12, YIG) is of particular interest [3]: It is totally free of energy
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dissipation from Joule heating, and almost free of dissipation from other sources
(e.g. electron-magnon scattering). Recently, injection and extraction of spin-wave-
carried spin currents in a YIG waveguide have been demonstrated by several different
methods (spin transfer torque [3], parametric pumping [4], spin Hall effect [3]) and
various ideas for making analog magnonic circuits [1] and digital magnonic gates [5]
have been explored. A common feature of all these proposals is that they presuppose
the ability to control the frequency and/or the wave vector of the spin waves. For
example, in a NOT logic gate one needs to control the wave vector of a spin wave so
as to drive the output of a spin wave interferometer from large (logical 1) to small
(logical 0). The traditional way to accomplish this is through the application of
magnetic fields via currents in wires. However, the magnetic fields generated in this
manner are quite extended and not suitable for the local control of a nanoscale device.
Electric fields, on the other hand, can be applied locally through gates and thus offer
better possibilities for nano-electronics.
The possibility of using electric fields to control spin waves has been known for
decades. The first observation of electric-field-induced frequency shift of spin waves
in Lithium ferrite dates back to the late 1970’s [6]. However, those shifts were found
to be very small (0.01%) as they relied on minute changes in the magneto-crystalline
anisotropy energy. In recent years, multiferroic materials have emerged as better
candidates to accomplish electric control of spin waves. In these materials an electric
polarization (P), either spontaneous [7] or induced by a magnetic field or magnetic
impurities [8], coexists with and is coupled to spontaneous magnetic moments. The
electric polarization can be driven by an electric field around a large hysteresis loop,
and the resulting variation of the spin wave frequency can be as large as 30% in a
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material like BiFeO3 (BFO) at room temperature [9].
Unfortunately, the most popular spin wave material – YIG, whose coherence
length approaches the centimeter scale – is not a good candidate for this form
of magneto-electric control, since it does not have a spontaneous electric polariza-
tion [10]. This does not mean, however, that magneto-electric effects are absent. In
chapters 2, 3 and 4, we will show that an electric-field induced phase shift could be
realized in YIG through Dzyaloshinskii-Moriya interaction.
Our study of spin waves begins in Chapter 2, where we derive the Heisenberg
Hamiltonian (JexS1·S2) from a microscopic model for superexchange interaction. Such
interaction is crucial to form the magnetic order in YIG, the most popular material
in magnonics. When including in the microscopic model the spin-orbit (SO) coupling
between electrons and the applied electric field (E), we find that the real exchange
coefficient Jex becomes complex and its imaginary part yields the Dzyaloshinskii-
Moriya (DM) interaction that is linear in E. Intuitively, the DM interaction is thought
to be very weak as the SO coupling is treated as a relativistic effect. Yet, our principal
result in this chapter shows that the strength of SO coupling in materials having 3d
ions (such as YIG) is orders of magnitude larger than that in vacuum (as was used
in Ref. [11]).
In Chapter 3, we examine the impact of the DM term on spin waves that can be
realistically propagated in a thin film wave guide, such as the one considered in the
experiments of Ref. [4]. Such waves can be qualitatively described as magnetostatic
waves (at wavelengths longer than 1µm, when the magnetostatic long-range interac-
tions dominate) and exchange waves (at wavelengths shorter than 0.1µm, when the
short-range exchange interaction dominates). Notice that in both cases the wave-
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length is large enough to justify the use of the continuum approximation. We focus
on the lowest lying mode of the wave guide, such that the equilibrium magnetization
lies in the plane of the film. For this geometry, the largest effect, as measured by
the relative wave vector shift δk/k, is found when the wave vector of the spin wave
is perpendicular to the magnetization. The effect declines slowly as k increases and
eventually enters saturation in the range of exchange waves. We are now collaborat-
ing with Prof. Tang’s group at Yale University to measure the electric-field-induced
phase shift in a YIG waveguide with spin waves excited by microwave antennas and
observe a linear increase of the phase shift with increasing the frequency of the spin
waves for a fixed electric field. Such an observation is in agreement with our theory
since the spin waves excited by antennas is in the magnetostatic range where δk is
approximately linear in k. Further measurements towards proving the existence of
DM interaction in YIG are in progress.
An attractive feature of magnonics is that one could encode information not only
in the phase of spin waves but also in the amplitude of spin waves. Kostylev et
al. [5], have designed an ingenious scheme of spin-wave logic, based on the interference
between spin waves traveling along different arms of a Mach-Zehnder interferometer
(a schematic illustration of a Mach-Zehnder spin wave interferometer is shown in
Fig. 4.1). In their design, the logic output depends on the amplitude of the spin waves
after interference: the constructive interference corresponding to logic ”1”, and the
destructive interference corresponding to logic ”0”. However, the knob controlling
the interference is a current threading the ring, which inevitably consumes energy
through Joule heating. In Chapter 4, we study the spin waves propagating in the
same ring interferometer, but in the presence of a radial electric field, so that we can
4
accomplish a voltage-controlled NOT gate by virtue of the DM interaction.
With the development of spintronics, people discovered the spin-dependent See-
beck effect [12] and spin-dependent Peltier effect [13] in 2010 and 2012, respectively.
Ordinary Seebeck effect is an thermal-electric effect that converts a temperature dif-
ference directly to electricity. It has been widely used in making thermocouples. Con-
versely, an isothermal electric current is accompanied by a thermal current, which is
called the Peltier effect. These two effects together construct the complete relations
between electric current and thermal current. The spin-dependent Seebeck/Peltier
effect appears when the electric current is spin-polarized. These spin-dependent ther-
moelectric effects lead to a new field of spintronics – caloritronics [14], where thermal
currents are used to inject spin currents into normal metals. The basics of caloritronics
is the spin accumulation at a ferromagnetic/non-magnetic metal (FM/NM) interface,
which is created by running a thermal current across the interface.
Spin Seebeck effect [15, 16, 17] is different from spin-dependent Seebeck effect
since it does not rely on the spin diffusion length. More surprisingly, it can be found
even in an insulator [17]. In contrast to spin-dependent Seebeck effect, it is the
spin-wave spin current that couples to the thermal current in spin Seebeck effect.
Since it involves magnetic moments instead of electric charges, we call it magneto-
thermal effect. Although the first experiment on spin Seebeck effect was done in 2008,
there still lacks a prevalently adopted theory in this area. One of the barriers is the
rich multitude interactions among electrons, magnons and phonons. Notice that the
thickness of the films used in these spin Seebeck effect experiments is of the order
of micrometer; and cutting off the material does not affect the results. These two
points indicates that the magnetic dipolar interaction should play a key role in spin
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Seebeck effect because of its long-ranged characteristic. We, therefore, propose a spin-
wave drag measurement in an insulating ferromagnetic bilayer system to separate the
magnetic dipolar interaction from the other interactions, see Chapter 5.
Chapter 5 departs from the previous semi-classical treatment of spin waves: It
describes spin waves in the language of second quantization. Like phonons are the
quanta of lattice oscillations, magnons are the quanta of magnetization oscillations.
Thus, spin-wave spintronics is also called magnonics. While studying the electric-
field-induced phase shift in thin films, we found that the magnetic dipolar interaction
under magnetostatic approximation has the form similar to Coulomb interaction.
This inspired us to use the spin-wave drag effect in ferromagnetic bilayer to study
the magnetic dipolar interaction. In Coulomb drag measurement, a steady current in
the active layer produces a voltage difference in the passive layer; here, we propose
a spin-wave drag measurement, where two ferromagnetic films are thermally isolated
and well separated – only magnetic dipolar interaction exists between the two layers.
We keep the active layer at a homogeneous temperature, and launch a steady spin-
wave spin current in it. As a result of interlayer dipolar interaction, a temperature
gradient and a chemical potential gradient are expected to be induced in the passive
layer. The results show that the drag effect is increased with decreasing temperature
and tends to zero when the temperature drops below the energy gap of the magnon
dispersion. Unlike ordinary Coulomb drag, which is isotropic, magnon drag strongly
depends on the angle between the magnon current and the saturation magnetization,
and achieves maximum (minimum) when the two are parallel (perpendicular).
Throughout the dissertation, unless otherwise noted, I use the SI units.
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Chapter 2
Dzyaloshinskii-Moriya Interaction
– Microscopic Perspective
The ferromagnet we are interested in is YIG, whose magnetic order mainly arises from
the superexchange interaction between Fe3+ in octahedral (a) sites and tetrahedral
(d) sites. The fact that the numbers of (a) and (d) sites per unit cell are different
makes YIG a ferrimagnet. However, the long wave-length spin waves, whose energy
is less than about 40 K, can be understood with an effective ferromagnetic exchange
coupling between ”block spins” Si, one per unit cell [18].
YIG is an insulator, which allows us to use tight-binding approximation to describe
its electronic structure. Noting that Fe3+ has half-filled 3d out shell, we begin with
the two sites superexchange model shown in Fig. 2.1. With this simplified model,
we can focus on the physical essence of the effect of spin-orbit (SO) coupling on
Heisenberg Hamiltonian (see Eq.2.6). In Sec. 2.2, we refine our model by taking into
account the coupling between electron spins and p-d hybrid orbitals (i.e. the intrinsic
7
SO coupling) in obtaining the wave functions of the electrons that contributes to the
formation of local electric dipole. Further, we achieve at the effective SO coupling
coefficient attributed to the external electric field in terms of microscopic parameters,
such as electron hopping coefficient, distance between neighboring magnetic sites,
etc., as shown in Eq. 2.20.
2.1 Heisenberg Hamiltonian Modified by Spin-Orbit
Coupling
We start from the superexchange model shown in Fig. 2.1, which can be described by
the following Hamiltonian
Hsuper = H0 +Ht +HU ,
H0 = 0
∑
σ
c†0σc0σ + 1
2∑
i=1
∑
σ
c†iσciσ ,
Ht = −t
∑
σ
(c†1σc0σ + c
†
2σc0σ + h.c.) ,
HU = U
2∑
i=1
∑
σ
c†iσciσc
†
iσ¯ciσ¯ ,
(2.1)
where c (c†) is the creation (annihilation) operator of ligand electrons, which can
hop forth and back only between oxygen ligand and the metal ions, 1 and 0 are
the orbital energies of a metal ion and the oxygen ligand, respectively. The large
repulsion energy U (∼ 8 eV) between two electrons on the same metal ion allows for
a maximum occupancy of two electrons per ion (the repulsion between the electrons
in the oxygen ligand is negligible in comparison).
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Figure 2.1: Superexchange model: two half-filled magnetic ions connected by an
oxygen ligand.
The fact [18, 19] that t (' 0.8 eV) is much smaller that U allows us to use per-
turbation theory. Keeping up to the fourth order of t yields the effective interaction
between the spins on the magnetic ions (see Appendix A):
Heff '
(− 2t2
V
+
3t4
V 3
− t
4
V 2U
)
1 +
( 4t4
V 2U
+
4t4
V 3
)[1
2
(S+1 S
−
2 + h.c.) + S
z
1S
z
2
]
, (2.2)
where V = 1− 0 +U is the energy difference between the state with oxygen doubly
occupied and the state with a metal site doubly occupied, and the zero energy point
has been chosen to be 0 +1. Setting Jex =
4t4
V 2U
+ 4t
4
V 3
≈ 8t4
V 3
and dropping the constant
term, we obtain the Heisenberg interaction
HH = JexS1 · S2 . (2.3)
A positive Jex implies that the interaction between neighboring magnetic ions is
antiferromagnetic. However, this antiferromagnetic interaction gives rise to a ferro-
magnetic interaction between “block spins” in YIG, due to the unequal magnitudes
of the anti-parallel magnetic moments in each block.
We now augment the usual superexchange model by the inclusion of a spin-orbit
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(SO) interaction of the form
HSO = − ~
2mESO
(p× eE) · σ , (2.4)
where ESO is an energy scale associated with the inverse of the strength of SO coupling
(i.e., ESO is large when SO coupling is weak and vice versa), e is the elementary
charge, and σ is the Pauli matrix. For electrons in vacuum ESO is of the order of the
electron rest energy mc2 ∼ 5 × 105 eV, but we will see in Sec. 2.2, in a magnet with
3d magnetic ions, the value of ESO is orders of magnitudes smaller (∼ 1 eV), which
corresponds to a very strong SO coupling.
It is easy to see that the inclusion of this interaction is equivalent to the inclusion
of a spin-dependent vector potential A = ~
2ESO
E × σ, which in turn modifies the
hopping term Ht by a spin-dependent phase factor exp [
ea
4ESO
(E× σ) · eˆij], where eˆij
is the unit vector connecting neighboring magnetic ions, that is
Ht = −t
∑
σ
(c†1σc0σe
−iασ + c†2σc0σe
iασ + h.c.) , (2.5)
where α = eaE
4ESO
, provided that the external electric field, the motion of the electron,
and the electron spin (σ) are perpendicular to each other. Notice that the phase α is
proportional to a, the distance between neighboring magnetic sites, and independent
of the direction of the local magnetic moments: one can therefore switch to the ”block
spins” description by simply reinterpreting a as the distance between neighboring
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blocks. The resulting spin Hamiltonian takes the form
H = −J ′ex
∑
<i,j>
Szi S
z
j +
1
2
(ei2αijS+i S
−
j + e
−i2αijS−i S
+
j )
' −J ′ex
∑
<i,j>
{(Si · Sj) + sin 2αij(Si × Sj)z} , (2.6)
where αij ≡ 2α(i − j), −J ′ex is the effective exchange coupling for the spin blocks
and z is in the direction perpendicular to E and eˆij. In the last line of Eq. (2.6),
we obtain, in addition to the normal Heisenberg Hamiltonian (the first term), a DM
interaction [20],
HDM =
∑
<i,j>
Dij · (Si × Sj) with Dij = −J ′ex
ea
ESO
E× eˆij , (2.7)
whose strength is linear in E. An electric-field induced anisotropy is also present, but
is an effect of order E2 and has therefore been neglected for weak electric field.
In spite of the presence of the noncollinear DM term, the ferromagnetic configu-
ration is still the ground state of (2.6). To show this, we make Si = S0 + δSi, where
δSi is small deviation perpendicular to S0. Then the variation of the DM term up to
the second order of δSi is
δHDM ≈
∑
<i,j>
Dij · (δSi × S0 + δSi × δSj) , (2.8)
where Dij is defined by Eq.(2.7). Provided the magnet having inversion symmetry
eij = −eji, we see that
∑
j Dij = 0, which means δHDM = 0 up to the first order
of δSi. Hence, the ground state is still ferromagnetic. However, the DM term will
definitely modify the spin-wave frequency, which involves a correction to the ground
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state energy at the second order in δSi. Further, we can clearly see that it is only
the component of the D parallel to δSi× δSj (i.e. to the direction of the equilibrium
magnetization) that plays a role in the modification.
2.2 Effective Spin-Orbit Coupling Coefficient
In order to quantify the effect of an applied electric field on the propagation of spin
waves, we have to know the magnitude of ESO. This turns out to be the most tedious
part in this work. Notice that we have suppose the hopping coefficient t to be real in
Eq. (2.5). It indicates that the phase factor induced by the SO coupling is not only
from the external electric field but also from the internal orbital field.
We will still work on the two-site model as shown in Fig. 2.1 in this section, but
refine our model to exclude the contribution from internal SO coupling by following
the idea of Ref. [7]. We first calculate the electron wave functions in the presence
of internal spin-orbit coupling L · S, then obtain the local electric dipole, whose
interacting with the external electric field gives us the DM interaction. Comparing
with the DM interaction obtained in Sec. 2.1, we finally achieve at ESO expressed
in terms of microscopic parameters, such as electron hopping coefficient, distance
between neighboring magnetic sites, etc., as shown in Eq. 2.20. By substituting the
parameters of YIG [18, 19], ESO is expected to be 3 eV.
2.2.1 Electron Wave Function on Magnetic Ions
We start with the orbital wave functions of Fe3+ in the presence of octahedral ligand
field according to the crystal structure of YIG [18]. It is well known that the t2g
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orbitals, i.e., dxy, dyz and dzx have energy lower that the eg orbitals in such a ligand
field. Considering the internal SO coupling λL · S as a perturbation, where λ is
negative due to Fe2+ is more than half-filled, we obtain the two-fold degenerate states
with the lowest energy by applying the degenerate perturbation theory to the second
order:
|a〉 = 1√
3
(|dxy, ↑〉+ |dyz, ↓〉+ i|dzx, ↓〉) ,
|b〉 = 1√
3
(|dxy, ↓〉 − |dyz, ↑〉+ i|dzx, ↑〉) , (2.9)
where the electron spin is supposed to be quantized along z axis.
Since the out shell of Fe3+ is half-filled, the virtual hopping electrons provided
by the ligand oxygen should be repulsed by the local magnetic moment of the metal
sites. (It is not real hopping because YIG is an insulator.) Therefore, we consider the
Hamiltonian: HU = Uσ · n, where U is the repulsive energy, σ is the Pauli matrix of
electron spin, and n = (cosφ sin θ , sinφ sin θ , cos θ) is the direction of the magnetic
moment on a metal site. Write HU in the basis of {|a〉 , |b〉},
HU =
U
3
− cos θ sin θe−iφ
sin θeiφ cos θ
 . (2.10)
Diagonalizing HU gives us two states
|AP 〉 = cos θ
2
|a〉 − eiφ sin θ
2
|b〉 ,
|P 〉 = sin θ
2
|a〉+ eiφ cos θ
2
|b〉 , (2.11)
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with eigen energies −U
3
and U
3
, respectively. Therefore, the virtual hopping electron
is in its ground state when its spin antiparallel to the magnetic moment. It is useful
to write the state |AP 〉 in terms of d orbitals explicitly for doing the hybridization
with the oxygen’s p orbitals later.
|AP 〉 =
∑
σ
Axy,σ|dxy, σ〉+ Ayz,σ|dyz, σ〉+ Azx,σ|dzx, σ〉 , (2.12)
where
Axy,↑ =
1√
3
cos
θ
2
, Axy,↓ = − 1√
3
sin
θ
2
eiφ ,
Ayz,↑ =
1√
3
sin
θ
2
eiφ , Ayz,↓ =
1√
3
cos
θ
2
,
Azx,↑ = − i√
3
sin
θ
2
eiφ , Azx,↓ =
i√
3
cos
θ
2
. (2.13)
2.2.2 Electron Wave Function in Superexchange Model
Now consider the two-site model in Fig. 2.1. The total Hamiltonian still has the form
of Hsupper = Ht +
∑
iHUi (i = 1 , 2), the same as Eq. (2.1) in the sense that H0 is set
to be zero in getting the effective Heisenberg Hamiltonian (2.3). On the other hand,
they are different considering that now we have known the eigen states for HUi and
that Ht is written in terms of p and d orbitals, i.e.,
Ht = t
∑
σ
(p†y,σd
(1)
xy,σ + p
†
z,σd
(1)
zx,σ + h.c.)− t
∑
σ
(p†y,σd
(2)
xy,σ + p
†
z,σd
(2)
zx,σ + h.c.) , (2.14)
where t is again the hopping coefficient. Notice that t is actually the overlap in-
tegral between |pα〉 and |d(i)β 〉, where α = x, y, z; β = xy, yz, zx; and i = 1, 2
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denotes the two metal sites. As a result, hops from M1 to O and from M2 to O
change signs, and some hops are even forbidden (for example, 〈px|∇2|dyz〉 = 0). Now
expand the total Hamiltonian in the eight-dimensional space spanned by the bases
{|AP 〉i, |P 〉i, |pα, σ〉} and treat the hopping term as a perturbation. We obtain the
two lowest states wave functions
|ψ±〉 = ± 1√
2
e−i
δφ
2 Θ
|Θ|
[|AP 〉1 − t
V
∑
σ
(Axy,σ(1) |py, σ〉+ Azx,σ(1) |pz, σ〉)
]
+
1√
2
[|AP 〉2 + t
V
∑
σ
(Axy,σ(2) |py, σ〉+ Azx,σ(2) |pz, σ〉)
]
, (2.15)
where δφ = φ1−φ2 and Θ = cos θ12 cos θ22 e−iδφ/2+sin θ12 sin θ22 eiδφ/2. The corresponding
eigen energies are E± = −23 t
2
V
(1 − |Θ|). Again, V is the energy difference between
the states with oxygen doubly occupied and the states with one metal site doubly
occupied. The ligand oxygen provides two hopping electrons, therefore, the two-
electron wave function is
|ψ〉 = 1√
2
[|ψ+(r1)〉|ψ−(r2)− |ψ+(r2)〉|ψ−(r1)〉] (2.16)
in Hartree-Fock approximation.
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2.2.3 DM Interaction
The electric dipole moment is given by
P = e〈ψ|r1 + r2|ψ〉 = e
( 1
〈ψ+|ψ+〉 −
1
〈ψ−|ψ−〉
)〈ψ+|r1|ψ+〉
= −4e
9
(
t
V
)3
I eˆ12 × (n1 × n2) , (2.17)
where
I =
∫
d3ridyz(ri +
R
2
)ypz(0) , (i = 1, 2) (2.18)
and its cyclic permutations. The integral I is estimated to be I ' 16
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Z
5/2
O Z
7/2
M (
ZO
2
+
ZM
3
)−6a0, where a0 is the Bohr radius and ZO/ZM is the atomic number of O/M. The
electric dipole moment interacts with the external electric field E and change the full
Hamiltonian by a term of the DM form
HDM = −P·E = 4e
9
(
t
V
)3
I eˆ12×(n1×n2)·E = 4e
9
(
t4
V
3)
I
t
(E×eˆ12)·(n1×n2) . (2.19)
Comparing it with the DM term (2.7) we obtained in Sec. 2.1
HDM = Jex
ea
ESO
(E× eˆ12) · (S1 × S2)
with Jex =
t4
V 3
, we arrive at an unambiguous identification of ESO within our model:
ESO =
9ta
4I
. (2.20)
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Here a is the distance between neighboring magnetic ions. Taking YIG as an exam-
ple [18, 19], with t = 0.8 eV, and I = 0.61a, we get ESO = 3.0 eV.
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Chapter 3
Electric Control of Phase Shift in
Thin Films
In this chapter, we apply an electric field in an insulating ferromagnetic thin film.
Due to the Dzyaloshinskii-Moriya (DM) interaction developed in Chapter 2, the field
induces a relative shift of wave vector δk/k, which can be as large as 1% with proper
choosing of wave vectors – to achieve the maximum effect the wave vector, the equi-
librium magnetization and the applied electric field must be perpendicular to each
other.
We begin by developing the equation of motion (Landau-Lifshitz equation with
DM interaction) for the system and then use the spin-wave mode method [21] to obtain
the dispersion of the lowest lying mode allowed in the film. From the dispersion, we
calculate the electric-field-induced phase shift in Sec. 3.3. As discovered in Chapter 2,
the DM term produces a change of frequency linear in k, which can be tested by the
change of group velocity in the presence of an electric field: the possible experimental
18
Figure 3.1: Schematic illustration of a tangentially magnetized film.
set up is also illustrated in Sec. 3.3.
3.1 Model and equation of motion
We consider a ferromagnetic film of a finite thickness d in the z direction as shown
in Fig. 3.1. The Hamiltonian of the system is written in terms of the magnetization
M(r, t) = M0 + m(r, t), where M0 is the equilibrium magnetization and m(r, t) is its
deviation from equilibrium, as follows
H =Hex +Ha +Hdip +HDM +HZ , (3.1)
where
Hex =
J
2
∫
d3r|∇M(r)|2 , (3.2)
is the ferromagnetic exchange interaction,
Ha =
µ0
2
∫
d3rM2z , (3.3)
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is the shape anisotropy energy,
Hdip =
µ0
8pi
∫
d3rd3r′
[∇ ·m(r, t)][∇′ ·m(r′, t)]
|r− r′| , (3.4)
is the dipole-dipole interaction in the magnetostatic approximation,
HDM =
∫
d3rD · [M(r)×∇M(r)] , (3.5)
is the electric-field induced Dzyaloshinskii-Moriya (DM) interaction, discussed in
Chapter 2 and later in this section, and
HZ = −µ0
∫
d3rH0 ·M (3.6)
is the Zeeman energy. In the above formulas µ0 = 4pi×10−7 T ·m/A is the magnetic
permeability of the vacuum. Notice that the exchange coupling J has the dimension
of µ0·m2, and, accordingly, the DM vector, D, has the dimension of µ0·m.
The dynamics of the magnetization is described by the Landau-Lifshitz equation
∂M(r, t)
∂t
= γBeff ×M(r, t) . (3.7)
The effective magnetic field
Beff = −∂H
∂M
(3.8)
is derived from the Hamiltonian of the system. We give below the effective magnetic
fields corresponding to the interactions listed above.
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The exchange field is given by
Bex = J∇2M(r) . (3.9)
The shape anisotropy and the magnetic dipole-dipole interaction together yield
the demagnetizing field,
Bd = −µ0M0zeˆz + µ0hdip(r, t) , (3.10)
where M0z is the z-component of the equilibrium magnetization, eˆz is perpendicular
to the film as shown in Fig. 3.1, and
hdip(r, t) =
1
4pi
∇
∫
d3r′
∇′ ·m(r′, t)
|r− r′| . (3.11)
Notice that the equilibrium magnetization induces a constant demagnetizing field,
while the spin waves induce a time-dependent demagnetizing field, which we shall
discuss in detail later.
As mentioned in Chapter 2, the DM term stems from the SO coupling of the
electrons that mediate the interaction between the magnetic ions to the external
electric field E. We get
BDM = 2D× (eˆij ·∇)M , (3.12)
where
D = J
eE× eˆij
Eso
(3.13)
is the DM vector, perpendicular to both the electric field and the unit vector eˆij along
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the line that connects the magnetic ions. Here J is the Heisenberg exchange coupling,
defined precisely in Eq. (3.2), e is the absolute value of the electron charge, and Eso is
an energy scale associated with the inverse of the strength of the spin-orbit coupling,
i.e. Eso is large when spin-orbit interaction is weak and vice versa. For electrons
in vacuum Eso would be of the order of the electron rest energy mc
2 ∼ 5 × 105 eV,
rendering D negligibly small. In the case of Fe ions, however, the strong spin-orbit
entanglement that is built into the relevant d orbitals creates a much smaller value of
Eso, namely Eso ' t where t is the hopping amplitude between Fe and O ions, which
is typically of the order of 1 eV.
Substituting the effective magnetic fields (3.9), (3.10), (3.12) and the external
magnetic field (Zeeman term) into Eq. (3.7), we obtain the equation of motion of the
magnetization
∂M
∂t
= −γM× [J∇2M− µ0(M0zeˆz + hdip + H0)]
+2γ(D ·M)(eˆij ·∇)M . (3.14)
Expanding to first order in m ≡ M −M0, and making use of the fact that the
magnitude of M is constant (which implies m perpendicular to M0) we get
∂m
∂t
− ωMλE(eˆij ·∇)m = −ωMn0 × (λ2ex∇2m + hdip)
−m× (ωHn0 − ωMnzeˆz) , (3.15)
where n0 denotes the unit vector in the direction of M0, nz =
M0z
M0
, and the external
magnetic field is assumed to be directed along n0. We have introduced the following
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notation:
ωM = γµ0M , ωH = γµ0H ,
λE =
2Je(E× eˆij) · n0
µ0ESO
, λex =
√
J
µ0
, (3.16)
Eq. (3.15) shows that the DM interaction takes effect only if the E field, the wave
vector of the spin waves and the equilibrium magnetization are perpendicular to each
other.
Due to shape anisotropy, a tangential magnetization appears naturally in magnetic
films. Tangentially magnetized films are particularly convenient for the excitation and
propagation of exchange spin waves. [4] We therefore focus on this kind of film and
discuss the E-induced phase shift of the spin waves propagating in two special direc-
tions: perpendicular (transverse spin waves) and parallel (longitudinal spin waves)
to the equilibrium magnetization. The above discussion implies that the longitudinal
spin waves (BVMSWs at long wavelength) are unaffected by the electric field since
their wave vector is parallel to n0, while the transverse spin waves are affected more
significantly than those propagating in any other directions. In Secs. 3.2 and 3.3, we
shall obtain the dispersion of the transverse spin waves and quantify the effect of the
E field on their propagation.
3.2 Dispersion of Transverse Spin Waves in a mag-
netic film
Let us assume that the equilibrium magnetization is oriented along the negative y
axis, n0 ‖ −eˆy, while the spin wave propagates along x-axis (see Fig. 3.1). The
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oscillating part of the magnetization has the form
m(x, z, t) =
∑
k
{[mk,x(z)eˆx +mk,z(z)eˆz] exp [i(ωt− kx)]} , (3.17)
where k and ω are the wave vector and the frequency of the wave, and mk,x(z), mk,z(z)
are the amplitudes of the oscillation along the x and z axes respectively.
The z-dependence of the magnetization arises from the dipole field derived earlier,
see Eq. (3.11)
hdip(r) =
1
4pi
∇
∫ ∇′ ·m(r)dr′
|r− r′| ,
which, for a periodic field of wave vector k in the x direction takes the form
hk,i =
∑
j=x,z
∫ d/2
−d/2
Gij(z, z
′)mk,j(z′)dz′ , (3.18)
where the film lies between the planes z = −d/2 and z = d/2, i and j are cartesian
indices ranging over components x and z, and Gij is the two-dimensional matrix
G(z, z′) =
−Gp(z, z′) iGQ(z, z′)
iGQ(z, z
′) Gp(z, z′)− δ(z − z′)
 (3.19)
with Gp(z, z
′) = |k|
2
exp[−|k||z−z′|] and GQ(z, z′) = k2 exp[−|k||z−z′|]sgn(z−z′). [21]
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Now Eq. (3.15) is rewritten in matrix form
 ωHωM + λ2ex(k2 − ∂2z ) −i( ωωM + λEk)
i( ω
ωM
+ λEk)
ωH
ωM
+ λ2ex(k
2 − ∂2z )

mk,x(z)
mk,z(z)

=
∫ d/2
−d/2
G(z, z′)
mk,x(z′)
mk,z(z
′)
 dz′ . (3.20)
Since the DM term λEk appears everywhere as an additive correction to
ω
ωM
,
it follows that the effect of the electric field can be taken into account simply by
replacing ω with ω + ωMλEk in the E = 0 dispersion.
Let us now focus on the E = 0 dispersion. We apply the spin wave modes method
of Ref. [21]. The z-dependence of the magnetization is expanded in cosine waves as
follows:
mk(z) =
∞∑
n=0
mn cos
[
qn
(
z +
d
2
)]
, (3.21)
where qn =
npi
d
(n = 0, 1, 2, ...) in order to enforce ”unpinned” exchange boundary
condition, whereby the derivative of the magnetization in the z direction vanishes at
the surfaces of the film: dm(z)
dz
∣∣∣
z=±d/2
= 0.
Note that cosine waves with different values of n are connected by the G matrix,
which comes from the small demagnetizing field created by the spin waves. However,
the mixing of cosine waves with different values of n tends to zero in the limits of
kd  1 and kd  1. Thus, in a first approximation we can neglect the mixing of
different cosine waves. For example, in this approximation the main mode, n = 0, in
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Figure 3.2: Comparison of the dispersions obtained from zeroth order perturbation
theory (dashed line), first order degenerate perturbation theory (solid line), and nu-
merical diagonalization (dotted line) in the absence of electric field: (a) d = 0.2µm;
(b) d = 0.02µm.
which the magnetization is uniform across the thickness of the film, has the dispersion
ωT0 =
{
(ωH + ωMλ
2
exk
2 + ωM
1− e−|k|d
|k|d )[ωH + ωMλ
2
exk
2
+ωM(1− 1− e
−|k|d
|k|d )]
}1/2 − ωMλEk , (3.22)
where ωH = 3.53× 1010 rad/s, ωM = 3.11× 1010 rad/s, λex = 113 A˚ and λE = −2JeEµ0ESO .
Here, we have used the parameters previously estimated for YIG and considered
it as a simple cubic ferromagnet with lattice constant a, which is valid when the
excitation energy is below 40 K. [18] We have also assumed that the eˆij direction in
Eq. (3.16) coincides with the direction of propagation of the wave, xˆ. Notice that,
as anticipated in Chapter 2, the electric field enters only through the last term of
Eq. (3.22) – a linear-in-k shift of the frequency. This shift is actually exact regardless
of the approximations we made in arriving at Eq. (3.22). It is also independent of
the index n of the cosine wave.
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The main drawback of the zeroth order perturbation theory described in the pre-
vious paragraph is that it predicts nonphysical crossings between branches of spin
waves characterized by different values of n. To correct this problem we resort to
exact diagonalization, i.e., we numerically solve the eigenvalue problem (3.20) on a
basis of 20 cosine waves, including the n = 0 mode. In Fig. 3.2, we compare the
”exact” dispersion with the dispersion obtained from the zeroth-order perturbation
and that from first-order degenerate perturbation in which Eq. (3.20) is solved on a
basis that only includes the n = 0 mode and the cosine waves that have crossings
with it at finite k. We see that the first-order theory works pretty well in the limit of
kd  1, that is to say, either in the long wavelength limit (Fig. 3.2(a)) or when the
film is very thin (Fig. 3.2(b)). In particular, the slope of the dispersion of the n = 0
mode at k = 0 remains unchanged and equals to the zeroth order result. Furthermore,
the dispersion from the first-order theory qualitatively agrees with the exact solution.
Therefore, it is safe to use the first-order theory. The results plotted in Figs. 3.3 and
3.4 have been obtained by this approach.
Figs. 3.3 and 3.4 show the evolution of the dispersion from the magnetostatic-
dominated regime (kd  1) to the exchange-dominated regime (kd  1).When
k → 0, the dispersion shows linear behavior even without applying the electric field,
due to the dipolar interaction (see the dip in Fig. 3.4). The slope of the dispersion,
also known as the group velocity of the spin waves, tends to ω2Md/(4
√
ωH(ωH + ωM))
for k → 0, and will be changed by −ωMλE in the presence of the E field. This effect
is large enough to be observed when |λE| ∼ 0.01d, that is to say when |E| ∼ 107 V/m
at d = 1µm. The linear-in-k dispersion at small k is more efficiently tuned in a thin
film than in a thick one (see Fig. 3.4 (b)). This can be understood by noting that
27
Figure 3.3: Dispersion of spin waves propagating in a tangentially magnetized film of
thickness d = 0.2µm. The curves are presented in different strengths of electric field
as shown in the legend.
Figure 3.4: Dispersion of spin waves propagating in a tangentially magnetized film
of thickness (a) d = 0.2µm, (b) d = 0.02µm. The curves are presented for different
strengths of electric field: E = 0 (solid), 107 V/m (dashed) and 108 V/m (dotted).
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Figure 3.5: Wave vector as a function of electric field in a 0.02− µm thick tangentially
magnetized film. The frequency of the wave is shown on each curve and is expressed
in units of ωM = 3.11× 1010 rad/s.
the dipolar interaction is minute compared with the exchange interaction, but it is
long-ranged while the latter is short-ranged. Therefore, the dipolar interaction plays
a more and more important role as the thickness of the films increases, but can be
neglected in very thin films, i.e., for thicknesses smaller than about 0.01µm. For such
films, the small-k behavior of the dispersion is controlled by the electric field.
3.3 Electric-field induced phase shift
The above analysis suggests that an electric field-controlled phase shifter for spin
waves could be realized in a thin film with tangential magnetization. Now let us
focus on the film as shown in Fig. 3.1 and set the film thickness to be 0.02µm.
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Figure 3.6: Solid line: variation of wave vector |δk| = |k(E) − k(0)| in a 0.02 − µm
thick tangentially magnetized film in the presence of an electric field E = 106 V/m.
The black dotted line is calculated from considering exchange interaction only.
Noting that ω is a function of k and E, we calculate the shift of wave vector (δk) due
to the applied electric field at a given frequency by requiring dω = 0. Fig. 3.5 shows
the linear relation between the wave vector of the spin wave and the applied E field
at given frequencies. Fig. 3.6 shows a plot of electric field-induced δk vs k for E = 106
V/m. δk grows rapidly with increasing k in the magnetostatic regime (δk/k ∼ 1%),
and tends to a limiting value λE/(2λ
2
ex) (independent of d) in the exchange regime.
(This is also the value one finds at any k if one neglects the dipole field altogether.)
With these results in hand, we see that a pi-phase-shift can be obtained for a spin
wave of wave vector 9µm−1 propagating over a distance of L = 20µm in the presence
of an electric field E = 106 V/m.
In addition to the possible application to controlled phase shifter, we believe that
the observation of an electric field-induced change in the group velocity of spin waves
would be of fundamental interest. The measurement could be done in the apparatus
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Figure 3.7: Sketch of possible experimental set up for testing the effect of the electric
field on the group velocity of spin waves. A tangentially magnetized YIG film (blue)
is sandwiched between the plates of a capacitor that provides the electric field, which
induces a change of the group velocity. The spin waves can be excited by spin transfer
torque[3] and then be measured by inverse spin Hall effect[3].
schematically illustrated in Fig. 3.7, where spin waves are injected by spin transfer
torque at one end of a YIG waveguide and the change of group velocity is obtained
from the measured delay in the arrival time of the spin wave signal at the other end
of the waveguide in the presence of the electric field.
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Chapter 4
Spin-Wave Interferometer:
Voltage-Controlled NOT Gate
A crucial element of magnonics [1] is the phase shifter – a device that changes the
phase of propagating spin waves. Several mechanisms have been proposed in the past
to implement controlled phase shifts on spin waves. The simplest and most direct, is
the application of a magnetic field, which shifts the dispersion [22], thus changing the
wave vector at constant frequency [5]. More sophisticated mechanisms exploited the
Berry phase accumulated by spin waves that propagate on a non-collinear magnetic
texture [23, 24]. In this chapter, we study the spin waves propagating in a one-
dimensional ring in the presence of a radial electric field. It is worth noting that,
after traveling along the ring, the spin wave acquires not only an electric-field-induced
Aharanov-Casher (AC) but also a geometric phase. It is because the equilibrium
magnetization of the ring is not homogeneous but a texture due to shape anisotropy.
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Figure 4.1: A Mach-Zehnder spin-wave interferometer in the presence of radial E
field. A weak magnetic field is applied perpendicular to the ring plane, tilting the
equilibrium magnetization away from the ring but still in the tangential plane to the
ring. θ0 denotes the orientation of the equilibrium magnetization.
4.0.1 Spin wave dispersion
As the size of magnets shrinks to nanometer scale or sub-micrometer scale, it is the
exchange interaction determines the dispersion of spin waves. Hence, we will drop
the magnetic dipolar interaction in Eq. (3.1) and require the shape anisotropy to be
along the ring.
We now proceed to solve the dispersion of the spin waves in the presence of the DM
interaction derived in Chapter 2. We consider the ring geometry illustrated in Fig.4.1:
the electric field perpendicular to the ring produces a DM vector D directed along
the z-axis. This will affect the dispersion of spin waves if and only if the equilibrium
magnetization has a non-vanishing component along the z axis.
In a flat ring, such as the one shown in Fig.4.1, the shape anisotropy −K(M ·
eˆ)2/M2 where eˆ is the unit vector along the ring – outweighs other forms of anisotropy,
causing the equilibrium magnetization to lie along the ring, in which case the electric
field has no influence. As a result, a magnetic field along the z axis (Zeeman coupling
BMz) is necessary for us to observe the impact of the DM term on spin waves propa-
gating in the ring. Now, however, the orientation of the equilibrium magnetization is
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no longer constant in absolute space (even though it is constant relative to the ring).
This causes an additional geometric phase (αg =
a
R
) to appear, as shown in Ref. [23],
where R is the radius of the ring. Putting everything together, i.e., DM interaction,
geometric phase, Zeeman coupling and shape anisotropy, we arrive at the following
equation of motion:
∂M
∂t
= −γM× [J∂2xM− µ0Mxeˆx −Beˆz] + 2γDzM z∂xM. (4.1)
The large magnitude of the ”block spin” of YIG (S=14.3) allows us to use the
semiclassical spin-wave approach, where the spin fluctuation is in the plane perpen-
dicular to M0. Hence, it is convenient to introduce a new reference frame that z-axis
is always along the direction of M0. We are going to use tilde to denote everything
in the new reference frame, where M = R−1M˜ with R−1 being the rotation matrix
around y axis as shown in Fig. 4.1
R−1 =

cos θ 0 − sin θ
0 1 0
sin θ 0 cos θ
 . (4.2)
Mx = cos θM˜x + sin θM , (4.3)
M z = sin θM˜x − cos θM , (4.4)
eˆx = cos θ˜ˆex − sin θ˜ˆez , (4.5)
eˆz = sin θ˜ˆex + cos θ˜ˆez . (4.6)
where M is the magnitude of magnetization. By using Eq. (4.2)-(4.6), we get the
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Landau-Lifshitz equation in the new reference frame,
∂M˜
∂t
=− γM˜× [J∂2xM˜− µ0(cos θM˜x − sin θM)(cos θ˜ˆex − sin θ˜ˆez)
−B(sin θ˜ˆex + cos θ˜ˆez)] + 2γDz(sin θM˜x + cos θM)∂M˜ .
(4.7)
Notice that the transform of ∂2xM is tricky, you should go back to the Hamiltonian
and remember the effective magnetic field in the new reference frame is −∂H /∂M˜
instead of substituting M = R−1M˜ into Eq. (4.1). In the assumption of plane wave
solution ei(kx−ωt), we have
−iωM˜x =− γM˜y[−µ0M sin2 θ −B cos θ] + γJM∂2xM˜y + 2γDzM cos θ∂xM˜x ,
−iωM˜y =− γM [J∂2xM˜x − µ0 cos2 θM˜x + µ0M sin θ cos θ −B sin θ]
+ γM˜x[−µ0M sin2 θ −B cos θ] + 2γDzM cos θ∂xM˜y .
(4.8)
By using the equilibrium condition cos θ0 =
B
µ0M
and solving the secular equation
det
∣∣∣∣∣∣∣
2γDzM cos θ0ik + iω −γµ0M − γJMk2
γµ0M sin
2 θ + γJMk2 2γDzM cos θik + iω
∣∣∣∣∣∣∣ = 0 , (4.9)
we arrive at the spin-wave dispersion:
ω = JγM
{√
(k2 + κ2)(k2 + κ2 sin2 θ0) + 2α¯k cos θ0
}
, (4.10)
where α¯ = eEa
ESO
−αg, κ =
√
µ0
J
, and cos θ0 =
B
µ0M
, which is determined by minimizing
the total Hamiltonian in the limit of κ2  1
R2
.
As shown in Fig. 4.2, one can tune the dispersion by adjusting the electric and the
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Figure 4.2: (a) Dispersion of spin waves in the ferromagnetic ring in Fig.4.1, tak-
ing into account the geometric phase and the phase induced by the electric field.
Parameters we use [18, 19]: J ′ = 1.18 × 10−4 eV, K = 1.53 × 10−4 eV, S = 14.3,
a = 12.4 A˚, r0 = 50 nm, R = 100 nm, B = 0.05 T. (b) Transmission probability of a
spin wave in the ring interferometer as a function of input voltage and magnetic field
at ω = 43 GHz.
magnetic fields. Just as a magnetic field shifts the spin wave dispersion vertically by
increasing or decreasing the frequency at fixed k, the electric field shifts the dispersion
horizontally by increasing or decreasing the wave vector at fixed frequency.
4.0.2 Spin wave interferometer
Now we are ready to design our spin-wave interferometric device. An insulating ring
encircles a metal electrode to which a voltage Vin can be applied. The radial electric
field acting upon the electrons in the ring is −Vin
R ln(r0/R)
.
In Fig. 4.2 (b) we plot the transmission of a spin wave sent through this Mach-
Zehnder interferometer, as a function of Vin and B. The effect of B is to change the
equilibrium orientation of the magnetization. The white regions in the figure are
regions of constructive interference, separated by regions of destructive interference.
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We see that very modest changes of potentials and magnetic fields, of the order of
1 V and 0.01 T respectively, switch the response of the interferometer from high to
low. It is then clear how the device can be used as a logic inverter: the logic input
being the voltage on the central electrode, and the logic output the intensity of the
spin wave, as measured by an inductive coupler. Advantages of this design are that it
would operate at room temperature and GHz frequencies, with very little dissipation,
and can be made small by using exchange spin waves – the only type we are really
considering here, since magnetostatic spin waves have much longer wavelengths and
are hardly affected by the AC phase. Once a logic inverter is available, we can follow
Kostylev et al. [5] in constructing more complicated architectures, which implement
the NAND, the NOR, and all of classical logic.
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Chapter 5
Spin-Wave Drag
In a conducting bilayer system, a steady current in the active layer produces a charge
accumulation in the passive layer through Coulomb interaction. The resulting trans-
verse resistivity gives information on electron-electron interaction, regardless of the
interactions in the passive layer. This effect is named as Coulomb drag, since the
redistribution of the charges in the passive layer is due to the drag of the moving
charges in the active layer. In analogy to Coulomb drag, we propose here a spin-
wave drag in an insulating ferromagnetic bilayer system to separate the magnetic
dipolar interaction from intralayer magnon-phonon interaction and magnon-magnon
interactions due to exchange interactions. This idea is different from the spin-wave
(magnon) drags presented in previous studies [25, 26, 27, 28, 29, 30].
The concept of spin-wave (magnon) drag was first used in the study of Seebeck
effect (see Chap. 1) in ferromagnetic metals [25, 26] to explain the extra peaks, which
cannot be explained by phonon-drag, appeared in the thermopower at low temper-
ature. The idea is that the moving magnons under temperature gradient exchange
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momentum with electrons via magnon-electron interaction, which leads to an in-
crease in the electron mobility and thus an increase in thermopower. However, since
magnon and phonon share a lot of common features, such as they are both bosonic
quasi-particles, it is very hard to separate the magnon contribution from the phonon
one, especially in weak magnetic fields. Only recently, Costache et al realized a direct
observation of the magnon drag effect in a thermopile formed by parallel ferromag-
netic metal wires [29].
Another concept of magnon related drag appeared in a recent theoretical work [30].
The authors predicted an electric current drag effect in a NM/FI/NM layered struc-
ture (where NM stands for normal metal, and FI for ferromagnetic insulator). The
idea is that due to the tunneling of spin current carried by magnons through the FI
layer, the current running through one NM layer may induce an electric field in the
other NM layer. The key mechanism here is the spin transfer torque exerted by the
spin accumulation at NM/FI interface to the magnons in the FI layer.
In this chapter, we introduce a third type of magnon drag inspired by the Coulomb
drag to study the magnetic dipolar interaction, since in most of the experiments and
the applications in spin-wave spintronics the excited spin waves have relatively long
wavelength and the dipolar interaction easily overwhelms the exchange interaction.
Due to the interlayer dipolar interaction, we expect to observe a gradient of magne-
tization in the passive layer induced by a steady magnon current in the active layer.
It is shown that the magnitude of the gradient achieves maximum when the driving
current is parallel to the saturation magnetization, and minimum when they are per-
pendicular to each other. Temperature dependence of the drag resistivities reflects the
characteristic of Bose-Einstein statistics. Since magnons are bosonic quasi-particles
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whose number may not be conserved. Our magnon drag shows both similarities and
differences compared with the drag effect in cold atoms, in which the particle num-
ber is conserved. In particular, with decreasing temperature, our drag resistivity
first increases as 1/(lnT )2 and then drops to zero because the magnon number tends
to zero at low temperature, while the cold-atom drag resistivity increases as 1/T 2
monotonously until forming Bose-Einstein condensation.
The chapter is organized as follows: Sec. 5.1 briefly introduces how to get spin-
wave quanta (magnon) via Holstein-Primakoff transformation. The magnon current
density and the heat current density are expressed in terms of out-of-equilibrium
magnon distribution in Sec. 5.2, and then connected to the gradients of magnon
chemical potential and temperature via the Boltzmann equations (see Sec. 5.3, where
the drag resistivities are defined). In Sec. 5.6, we analyze the temperature depen-
dence of magnon drag resistivities for fixed number of pumped magnons and for fixed
magnon chemical potential. The dependence of layer distance is discussed in Sec. 5.7.
Finally, we give some estimation on the magnitude of induced fields in the passive
layer. The amplitude of interlayer dipolar interaction and the imaginary part of
magnon response functions are discussed in detail in the appendices.
5.1 Quantization of Ferromagnetic Spin Waves
In previous studies, we treated spin-wave in ferromagnets semiclassically and solved its
dispersion and wave functions under magneto-electric effect and different geometrical
structures. Now, we change our gear to magneto-thermal effect and use the language
of second quantization, i.e. treating spin waves as magnons, which obey Bose-Einstein
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Figure 5.1: Schematic illustration of spin-wave drag. The blue dots represent
magnons. The magnetization of the two layers are assumed to be in plane and parallel
to each other.
statistics.
5.1.1 Heisenberg Hamiltonian for Spin-1/2
Let us start from a ferromagnet with all spins of magnitude 1/2. This will help us to
understand why spin-wave is a low lying collective excitation, as well as the physical
meaning of spin-wave quantum.
H = −J
N∑
i
ν∑
δ
SiSi+δ
= −J
N∑
i
ν∑
δ
1
2
[S+i S
−
i+δ + S
−
i S
+
i+δ] + S
z
i S
z
i+δ , (5.1)
where J is the exchange coefficient, N is the number of spins and ν is the number
of nearest neighboring spins. For a ferromagnet, J > 0, the ground state should be
all spins parallel to each other. Supposing all spins direct along z axis, we denote
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Figure 5.2: A single local spin-flip excitation of a ferromagnetic system. The resulting
state is not an eigenstate of the Heisenberg Hamiltonian.
the ground sate as |G〉 = ∏i | ↑〉i, with ground state energy E0 = −14JνN . At
zero temperature, the ferromagnet is in its ground state. When T 6= 0, spins may
start flipping due to thermal fluctuation. Consider a spin-flip excitation as shown in
Fig. 5.2, denoted as | ↓〉j = S−j |G〉. Because
S+j S
−
j+1| ↓j↑j+1〉 = | ↑j↓j+1〉 (5.2)
a single local spin-flip excitation is not an eigenstate of the Heisenberg Hamiltonian.
However, a linear combination of all these single flip states is an eigenstate. For
example, let
|k〉 = 1√
N
∑
j
eik·rj | ↓〉j . (5.3)
It is a proof that |k〉 is an eigenstate with eigen energy Ek = E0 +Jν[1− 1ν
∑
δ cos(k ·
rδ)]. The state |k〉 is called a spin-wave (or ”magnon”) of wave vector k and energy
Ek. What is the physical meaning of state |k〉? Now define Sz ≡
∑
i S
z
i , thus
Sz|k〉 =
∑
i
Szi
1√
N
∑
j
eik·rj | ↓〉j
=
1√
N
∑
j
eik·rj
∑
i
Szi | ↓〉j . (5.4)
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Noting that
Szi | ↓〉j = S| ↓〉j if i 6= j
= (S − 1)| ↓〉j if i = j , (5.5)
we get
Sz|k〉 = 1√
N
∑
j
eik·rj(NS − 1)| ↓〉j
= (NS − 1)|k〉 (5.6)
with S being the magnitude of local spin, that is, the average effect of |k〉 is the
ground state with one spin flipped but it is in a way of collective motion instead of a
local spin flip. Notice that at k → 0, Ek = E0, i.e., all the spins rotating as a whole
does not consume energy.
5.1.2 Second Quantization
In Sec. 5.1.1, we discuss the case of spin-1/2. Now, we generalize the discussion to
the case of local spins saturated with S. Suppose in ground state all spins are up and
use a new notation |0〉 to denote the ground state since there is no spin waves. Then
we can use introduce the creation (aˆ†i ) and annihilation (aˆi) operators to describe
the local spin-flip processes S−i and S
+
i (since S
+
i |0〉 = 0). Now excite a spin-wave,
Sz|1〉 = (SN − 1)|1〉; add another spin-wave, 〈Sz〉 = SN − 2; etc.. Therefore,
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Szi = S − aˆ†i aˆi; together with
S+i =
√
2S − nˆiaˆi and S−i = aˆ†i
√
2S − nˆi , (5.7)
where nˆi = aˆ
†
i aˆi with 〈nˆi〉 ≤ 2S and aˆi and aˆ†i being Boson operators. These are the
so called Holstein-Primakoff transformation [31]. The coefficients before aˆi and aˆ
†
i
ensure the commutations among S+i , S
−
i and S
z
i . For S,N  1, it is reasonable to
use the following approximations:
(i)
√
1− nˆi
2S
≈ 1;
(ii) nˆinˆj can be neglected.
The reasons for these are:
(i) 〈nˆi〉 = ( 1√N )2
∑
j,j′ e
−ik·(rj′−rj)〈↓j′ |nˆi| ↓j〉 = 1N  2S;
(ii) 〈nˆinˆj〉 ≤ 〈nˆi〉〈nˆj〉 = 1N2  2S.
Therefore,
S+i =
√
2Saˆi and S
−
i =
√
2Saˆ†i . (5.8)
notice that M = −gµB
Ω
S, we get
M+i = −
√
2gµBMs
Ω
aˆi and M
−
i = −
√
2gµBMs
Ω
aˆ†i , (5.9)
where µB =
eh
2m
is the Bohr magnon, Ms is the saturated magnetization and Ω is the
volume of the unit cell.
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5.2 Thermodynamic Definitions for magnon cur-
rent density and heat current density
Magnons are bosons whose equilibrium distribution satisfies Bose-Einstein statistics,
that is
n0(k) =
1
e
k−µ
kBT − 1
, (5.10)
where k = Dk
2 + 0 is the dispersion of magnons (neglect anisotropy in short wave-
length limit, see App. B.2) and kB is the Boltzmann constant. It is worth noting
that the chemical potential of magnons should be zero at a thermal equilibrium state,
since the particle number is not conserved. However, because magnon-magnon re-
laxation time (100 − 200 ns) is much less than the magnon-lattice relaxation time
(1µs), one can achieve a quasi-equilibrium state with a non-zero chemical potential
by a thermodynamic process – the injection of additional magnons to the system that
compensate the magnon decay. This is proved by the observation of magnon BEC at
room temperature[32], where the finite chemical potential is controlled by the power
and frequency of parametric pumping.
A schematic picture of the magnon drag measurement is shown in Fig. 5.1. The
two layers are well separated in the sense of being thermally isolated and only mag-
netic dipolar interaction existing between the two layers. In analogy to Coulomb drag,
we need a steady magnon current in the active layer (layer 2) and keep the passive
layer (layer 1) in equilibrium (i.e., there is neither magnon current nor heat current).
The magnon current density is defined in terms of magnon distribution function by
j =
∑
k
vkn(k) =
∑
k
vk[n
0(k) + δn(k)] . (5.11)
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where vk =
∂k
∂k
is the group velocity of magnons, and
δn(k) =
∂n0
∂k
vk · (P + β˜kPT ) , (5.12)
where β = 1
kBT
, ˜k ≡ k−µ, P and PT are the shifts of momentum that corresponds
to the gradient of magnon chemical potential and the gradient of temperature, re-
spectively. Since the quasi-equilibrium distribution does not depend on the direction
of the wave vector as shown in Eq. (5.10), only the distribution out-of-equilibrium
contributes to the current, that is
j =
∑
k
vkδn(k) =
∑
k
vk
∂n0
∂k
vk · (P + β˜kPT ) . (5.13)
Similarly, one can define the magnon heat current density as
jQ =
∑
k
˜kvkδn(k) =
∑
k
˜kvk
∂n0
∂k
vk · (P + β˜kPT ) . (5.14)
For isotropic 2D magnon gas (short wavelength limit), the tensors involved vkvk
become diagonal, and we can get a simple relation between (j, jQ) and (P,PT ), that
is  j
jQ
 =
Aµµ AµT
ATµ ATT

 P
βPT
 . (5.15)
In the limit of 0 − µ kBT ,
Aµµ = −2nD~2 , AµT = ATµ = −
pi
6~2β2
,
ATT = − 3ζ[3]
pi~2β3
, (5.16)
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where n is the density of 2D magnon gas, D is the exchange stiffness, 0 is the energy
gap of magnon dispersion, and ζ is the Riemann zeta function.
5.3 Drag Resistivities
Before switching on the steady current, both layers are in thermal equilibrium at the
same temperature T . A steady current in layer 2 brings its own distribution out-
of-equilibrium and drives layer 1 to a new equilibrium state through the inter-layer
dipolar interaction. The change of distribution function in layer 1 can be obtained
by using Boltzmann equation,
∂n1
∂t
+ k˙∇kn1 + vk∇rn1 =
(
∂n1(r,k, t)
∂t
)
coll12
, (5.17)
where the dot on the top denotes the time derivative. In stationary case, n1 does not
depend on time explicitly, i.e. ∂n1
∂t
= 0. And there is no confinement potential for
the magnons within the plane, thus the second term on the r.h.s. of Eq. (5.17) is
also zero. Suppose the newly equilibrium state does not deviate very much from the
initial one, Eq. (5.17) becomes
(
− ∂n
0
1
∂k
)
vk · (∇µ1 + ˜k
T
∇T1) =
(
∂n1(r,k, t)
∂t
)
coll12
. (5.18)
Define n¯k = 1 + nk. The right hand side of Eq. (5.18) can be obtained by applying
Fermi’s golden rule to the dipolar interaction. Terms related to the outgoing processes
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have been shown in Fig. 5.3.
(
∂n1
∂t
)
coll12
= −
∑
p
2pi
~
|W (k)|2(n1kn2pn¯2,p+k − n¯1kn¯2pn2,p+k)δ(1k + 2p − 2,p+k)
−
∑
p
2pi
~
|W (p)|2[(n1kn¯1,k+pn2p − n¯1kn1,k+pn¯2,p)δ(1k + 2p − 1,k+p)
+(n1kn¯1,k+pn¯2,−p − n¯1kn1,k+pn2,−p)δ(1k − 2p − 1,k+p)
]
, (5.19)
with
W (k) =
√
2
8
µ0
(gµB
L
) 3
2
√
Ms
k
e−k(d−L)(1− e−kL)2(cosϕk + sinϕk cosϕk) , (5.20)
where d is the distance between the two layers, L is the thickness of each layer and
ϕk is the angle between k and −Ms. W (k) is obtained from the interlayer dipolar
interaction,
Hd =
µ0
2
∫ d+L
2
d−L
2
dξ
∫
dr
∫ L
2
L
2
dξ′
∫
dr′
[∇r ·m(r, ξ)][∇r′ ·m(r′, ξ′)]√|r− r′|2 + (ξ − ξ′)2 , (5.21)
by doing the Holstein-Primakoff transformation,
mx(r, ξ) =
1
2
√
2~γMs
V
∑
n,k
(ank + a
∗
n ,−k)Φn(ξ)e
ik·r , (5.22)
my(r, ξ) =
1
2i
√
2~γMs
V
∑
n,k
(ank − a∗n ,−k)Φn(ξ)eik·r , (5.23)
mz(r, ξ) = Ms − ~γ
V
∑
m,k
∑
n,k′
a∗mkank′Φm(ξ)Φn(ξ)e
i(k′−k)·r , (5.24)
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where we have chosen the equilibrium magnetization to be along z-axis, r is the
position vector within the film plane, ξ is the coordinate perpendicular to the film, γ =
gµB/~ is the gyromagnetic ratio, Ms is the saturation magnetization, V is the volume
of the film, m and n denote the different thickness bands and the orthogonal functions
Φn(ξ) are real and given in the appendix. Assuming the two layers have unpinned
boundary and keeping only the lowest transverse band (n = 0) that contributes the
most in thin film structure, we arrive at
Hd =
√
2
4
µ0
(
~γ
V
) 3
2 √
Ms
∑
kp
[akb
∗
p+kbpi(
1
2
P (k) sin 2ϕk +Q(k) cosϕk)
+a∗k+pakbpi(
1
2
P (p) sin 2ϕp +Q(p) cosϕp) + c.c.] , (5.25)
where a (a∗) and b (b∗) denote the amplitudes of spin-wave mode in layer 1 and layer
2, respectively. Besides of the three-magnon interaction, there are also four-magnon
interactions as shown in App. B. Generally speaking, four-magnon processes fall
into two categories (Fig. 5.4): three magnons from one layer interacting with one
magnon from the other layer, and the Coulomb-like interaction. It turns out that
drag resistivities contributed by four-magnon interactions is only 0.1% of that due to
three-magnon interaction because of an extra power of the small parameter gµB
La2Ms
,
with a being the lattice constants. Therefore, we drop the interactions more than
three magnons here.
P (k) = Q(k) =
1
2k
e−k(d−L)(1− e−kL)2 . (5.26)
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Eq. (5.25) indicates two processes labeled in A and B in Fig. 5.3.
Figure 5.3: Interlayer three-magnon interactions. The figure shows the outgoing
processes of magnons in layer 1. 1 and 2 label the different layers. A and B correspond
to the interaction amplitudes W (k) and W (p), respectively.
The details of how to get the amplitude W (k) is shown in App. B. It is worth
noting that the tunneling of magnons between the two layers has been suppressed by
requiring that the magnons in the two layers have slightly different dispersions. (For
example, the two layers are subject to different Zeeman fields or they are made of
materials of different exchange stiffness.) Such a requirement breaks the energy con-
servation law obeyed by the interlayer two-magnon interaction and therefore forbids
the “tunneling” process.
The Boltzmann equation for layer 2 can be obtained by interchanging subscripts
1 and 2, k and p in Eq. (5.18). We need four equations to build the connection
between (P1, β1PT1,P2, β2PT2) and (∇µ1,∇T1,∇µ2,∇T2). Two of these equations
are obtained by: first, multiplying both sides of Eq. (5.18) by k and doing the
summation over k; then, multiplying both sides of Eq. (5.18) by ˜1kk and doing
the summation over k. These two manipulations correspond to the calculation of
rate of change of momentum and rate of change of heat current, respectively. Doing
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[Interlayer four-magnon interactions.]
Figure 5.4: Interlayer four-magnon interactions. The figure shows the outgoing pro-
cesses of magnons in layer 1: 1 and 2 label the different layers; A and B correspond to
the interaction amplitudes W (k) and W (p), respectively; (f) illustrates the Coulomb-
like interaction where Wq emphasizes that the transition amplitude depends on the
momentum transfer only.
similar transformations to the Boltzmann equation in layer 2, we obtain the other
two equations.
Due to the angular-dependence of the interlayer interaction, we come across the
integral of the following form when calculating the rate of change of momentum
∑
k
kˆ(kˆ ·Pi)f(k)(cosϕ+ sinϕ cosϕ)2 , (5.27)
whose direction is determined by k. f is a function that depends on the magnitude
of k. As shown in Fig. 5.5, Pi can direct arbitrary direction.
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Figure 5.5: Relative direction of Pi and k. ζˆ is along −Ms.
kˆ(kˆ ·Pi) = ζˆ(k2 cos2 ϕPi,ζ + k2 cosϕ sinϕPi,η)
+ηˆ(k2 cosϕ sinϕPi,ζ + k
2 sin2 ϕPi,η) . (5.28)
Since
1
2pi
∫ 2pi
0
cos2 ϕ(cosϕ+ sinϕ cosϕ)2dϕ =
7
16
,
1
2pi
∫ 2pi
0
sin2 ϕ(cosϕ+ sinϕ cosϕ)2dϕ =
3
16
,
1
2pi
∫ 2pi
0
cosϕ sinϕ(cosϕ+ sinϕ cosϕ)2dϕ = 0 ,
Eq. (5.27) is equivalent to
∑
k
7Pi,ζ
ˆζ+3Pi,ηηˆ
16
(kˆ · kˆ)f(k).
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As a result, we get
−

A
(1)
µµ A
(1)
µT 0 0
A
(1)
Tµ A
(1)
TT 0 0
0 0 A
(2)
µµ A
(2)
µT
0 0 A
(2)
Tµ A
(2)
TT


∇µ1
∇T1
T1
∇µ2
∇T2
T2

=
2D
~

B11µµ B
11
µT B
12
µµ B
12
µT
B11Tµ B
11
TT B
12
Tµ B
12
TT
B21µµ B
21
µT B
22
µµ B
22
µT
B21Tµ B
21
TT B
22
Tµ B
22
TT


P1
β1PT1
P2
β2PT2

θ , (5.29)
where θ =
7 cos θ
ˆζ+3 sin θηˆ
16
denotes the direction of the induced fields. ζˆ (anti-parallel to
Ms) and ηˆ are in-plane, ζ-η-ξ forms the right-hand reference frame as shown in Fig.
5.1 and θ is the angle between the driving current and the saturation magnetization
as shown in Fig. 5.5. Before go to the detail of what the matrix elements are, let us
introduce some symbols to see the structure of the thermoelectric properties under
consideration. Let
Fi ≡
∇µi∇Ti
Ti
 , Ji ≡
 ji
jQi
 , A(i) ≡
A(i)µµ A(i)µT
A
(i)
Tµ A
(i)
TT
 , Bij ≡
Bijµµ BijµT
BijTµ B
ij
TT
 ,
(5.30)
with i, j = 1, 2. From Eq. (5.15) and (5.29), we find the relation between the current
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densities and the external fields,
F1
F2
 = −
A(1) 0
0 A(2)

−1
2D
~
B11 B12
B21 B22

A(1) 0
0 A(2)

−1J1
J2
θ . (5.31)
Suppose the two layers are set up as follows. In one layer (“active layer”) there
flows the magnon current, and in the other layer (“passive layer”) there are induced
fields to compensate the currents. If we choose layer 1 as the passive layer and layer
2 the active one, there exists the relation
∇µ1∇T1
T1
 = −2D~ (A(1))−1B12(A(2))−1
 j2
jQ2
θ . (5.32)
Therefore, we define C = 2D~ (A
(1))−1B12(A(2))−1θ whose elements corresponds to the
thermal/spin drag resistivities. The relative direction of the induced fields and the
driving current is shown in Fig. 5.6. It shows that the induced field is maximum
when the driving current is parallel to the saturation magnetization and minimum
when the two are perpendicular.
5.4 Rate of Change of Momentum
In this section, we discuss the rate of change of momentum owing to the interlayer
dipolar interaction. It leads to the matrix elements of Bijµα with α = µ , T and
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Figure 5.6: Relative direction of induced fields and driving current. The red arrow
shows the direction of the driving current, which is always along the radius of the red
ring. ζˆ is along −Ms. The blue arrows show the direction and relative magnitude of
induced field for a given direction of the driving current.
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i, j = 1, 2. We define the interlayer collision integral
(
∂n1
∂t
)
coll12
= IA(k) + IB(k) with
IA(k) = −
∑
p
2pi
~
|W1(k)|2(n1kn2pn¯2,p+k − n¯1kn¯2pn2,p+k)
×δ(1k + 2p − 2,p+k) , (5.33)
IB(k) = −
∑
p
2pi
~
|W2(p)|2
[
(n1kn¯1,k+pn2p − n¯1kn1,k+pn¯2,p)δ(1k + 2p − 1,k+p)
+(n1kn¯1,k+pn¯2,−p − n¯1kn1,k+pn2,−p)δ(1k − 2p − 1,k+p)
]
. (5.34)
The schematic picture of interactions A and B has been shown in Fig. 5.3.
According to Eq. (5.12),
nik = n
0
ik +
n0i
∂k
· (Pi + βi˜ikPT i) (5.35)
with i = 1 , 2. Let Pik = Pi + βi˜ikPT i. We linearize IA,B(k) about Pi and PT i and
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use the shorthand notation p+ = p + k
2
and p− = p− k
2
. Then
IA(k) = −2pi~
∑
p,ω
|W (k)|2
×[(P1k
n01k
· ∂n
0
1k
∂k
+
P2p−
n02p−
· ∂n
0
2p−
∂p
+
P2p+
n¯02p+
· ∂n¯
0
2p+
∂p
)n01kn
0
2p−n¯
0
2p+
−(P1k
n¯01k
· ∂n¯
0
1k
∂k
+
P2p−
n¯02p−
· ∂n¯
0
2p−
∂p
+
P2p+
n02p+
· ∂n
0
2p+
∂p
)n¯01kn¯
0
2p−n
0
2p+]
×δ(1k − ω)δ2
= −2pi
~
|W (k)|2
∑
p,ω
{
P1 · ∂n
0
1k
∂k
(n02p− − n02p+)
+P2 · [n01k
∂
∂p
(n02p− − n02p+)−
∂
∂p
(n¯02p−n
0
2p+)]
+β1PT1 · ˜1k ∂n
0
1k
∂k
(n02p− − n02p+)
+β2PT2 · {(D2p2 + 1
4
D2k
2 + ω + 02 − µ2)
×[n01k
∂
∂p
(n02p− − n02p+)−
∂
∂p
(n¯02p−n
0
2p+)]
+ω[n01k
∂
∂k
(n02p− − n02p+)−
∂
∂k
(n¯02p−n
0
2p+)]
}
δ(1k − ω)δ2 , (5.36)
where we have used nBi(ω) = −[nBi(−ω) + 1] and defined δ2 ≡ δ(2p− − 2p+ + ω).
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Similarly, the process B is linearized as
IB(k) = −2pi~
∑
p,ω
|W (p)|2 (5.37)
×
{
P1 · {[n02p
∂
∂k
(n01k− − n01k+)−
∂
∂k
(n¯01k−n
0
1k+)]δ(2p − ω)δ1
+[n02p
∂
∂k
(n01k− − n01k+) +
∂
∂k
(n01k−n¯
0
1k+)]δ(2p + ω)δ1}
+P2 ·
∂n02p
∂p
(n01k− − n01k+)[δ(2p − ω)− δ(2p + ω)]δ1
+β1PT1 ·
{{(D1k2 + 1
4
D1p
2 + ω + 01 − µ1)
×[n02p
∂
∂k
(n01k− − n01k+)−
∂
∂k
(n¯01k−n
0
1k+)]
+ω[n02p
∂
∂p
(n01k− − n01k+)−
∂
∂p
(n¯01k−n
0
1k+)]}δ(2p − ω)δ1
+{(D1k2 + 1
4
D1p
2 + ω + 01 − µ1)[n02p
∂
∂k
(n01k− − n01k+) +
∂
∂k
(n01k−n¯
0
1k+)]
+ω[n02p
∂
∂p
(n01k− − n01k+) +
∂
∂p
(n01k−n¯
0
1k+)]}δ(2p + ω)δ1
}
+β2PT2 · ˜2p
∂n02p
∂p
(n01k− − n01k+)[δ(2p − ω)− δ(2p + ω)]δ1
}
, (5.38)
with δ1 ≡ δ(1k− − 1k+ + ω).
A couple of technical manipulations are needed to express the momentum transfer
rate in terms of linear response functions. First,
n01p+n¯
0
1p− = (n
0
1p− − n02p+)nB1(p+ − p−) (5.39)
with nBi() = 1/(e
βi− 1) (i = 1, 2; βi = 1kBTi ). Second, some partial derivatives with
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respect to p can be transformed to the partial derivatives with respect to ω as below,
∑
p
F(p) · ∂
∂p
[δ(2Dp · k− ω)] =
∑
p
F(p) · (−2Dk) ∂
∂ω
[δ(2Dp · k− ω)]
= − ∂
∂ω
∑
p
F(p) · 2Dkδ(2Dp · k− ω) . (5.40)
Using the above manipulations and Eq. (5.36) and (5.37) and assuming Pi and
PT i to be parallel to −Ms, we obtain
B11µµ =
7β1
16
∑
k,ω
2pi
~
|W (k)|22D1k2n01kn¯01kδ(1k − ω)
χ′′2(k, ω)
−pi
+
7
16
∑
p,ω
2pi
~
|W (p)|22D1p2δ(2p − ω)
×{n02p
∂
∂ω
[
χ′′1(p, ω)
−pi
]
− ∂
∂ω
[
χ′′1(p, ω)
−pi nB1(ω)
]
} , (5.41)
B12µµ = −
7
16
∑
k,ω
2pi
~
|W (k)|22D2k2δ(1k − ω)
×{n01k
∂
∂ω
[
χ′′2(k, ω)
−pi
]
− ∂
∂ω
[
χ′′2(k, ω)
−pi nB2(ω)
]
}
−7β2
16
∑
p,ω
2pi
~
|W (p)|22D2p2n02pn¯02pδ(2p − ω)
χ′′1(p, ω)
−pi , (5.42)
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B11µT =
7β1
16
∑
k,ω
2pi
~
|W (k)|2˜1k2D1k2n01kn¯01kδ(1k − ω)
χ′′2(k, ω)
−pi
+
7
16
∑
p,ω
2pi
~
|W (p)|2δ(2p − ω)
{
ω(nB1(ω)− n02p)
χ′′1(p, ω)
−pi
+2D1p
2{n02p
∂
∂ω
[
χ′′1(p, ω)
−pi
]
− ∂
∂ω
[
χ′′1(p, ω)
−pi nB1(ω)
]
}
+[2D1p
2(01 − µ1) + ω2]
×{n02p
∂
∂ω
[
χ′′1(p, ω)
−pi
]
− ∂
∂ω
[
χ′′1(p, ω)
−pi nB1(ω)
]
}
}
, (5.43)
B12µT = −
7
16
∑
k,ω
2pi
~
|W (k)|2δ(1k − ω)
{
ω(nB2(ω)− n01k)
χ′′2(k, ω)
−pi
+2D2k
2
{
{n01k
∂
∂ω
[
χ′′2(k, ω)
−pi
]
− ∂
∂ω
[
χ′′2(k, ω)
−pi nB2(ω)
]
}
+[2D2k
2(02 − µ2) + ω2]
×{n01k
∂
∂ω
[
χ′′2(k, ω)
−pi
]
− ∂
∂ω
[
χ′′2(k, ω)
−pi nB2(ω)
]
}
}
−7β2
16
∑
p,ω
2pi
~
|W (p)|22D2p2˜2pn02pn¯02pδ(2p − ω)
χ′′1(p, ω)
−pi , (5.44)
where χ′′i (k, ω) (i = 1, 2) is the imaginary part of the magnon density-density response
function
χi(k, ω) =
∑
p
n0i,p− − n0i,p+
i,p− − i,p+ + ω , (5.45)
and χ′′i(k, ω) is the imaginary part of the magnon density-energy-density response
function
χi(k, ω) =
∑
p
n0i,p− − n0i,p+
i,p− − i,p+ + ω (Dip
2 +
1
4
Dik
2) . (5.46)
Notice that B12µµ = −B11µµ and B12µT = −B11µT if the two layers are identical.
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5.5 Rate of Change of Thermal Current
Similar to Sec. 5.4, we calculate
∑
k k˜1kIA(k) and
∑
k k˜1kIB(k). The coefficients
before Pi and βPT i yield the matrix elements B
ij
Tα with α = µ , T and i, j = 1, 2.
B11Tµ =
7β1
16
∑
k,ω
2pi
~
|W (k)|2˜1k2D1k2n01kn¯01kδ(1k − ω)
χ′′2(k, ω)
−pi
+
7
16
∑
p,ω
2pi
~
|W (p)|2δ(2p − ω)
{
ω(nB1(ω)− n02p)
χ′′1(p, ω)
−pi
+2D1p
2{n02p
∂
∂ω
[
χ′′1(p, ω)
−pi
]
− ∂
∂ω
[
χ′′1(p, ω)
−pi nB1(ω)
]
}
+[2D1p
2(01 − µ1) + ω2]
×{n02p
∂
∂ω
[
χ′′1(p, ω)
−pi
]
− ∂
∂ω
[
χ′′1(p, ω)
−pi nB1(ω)
]
}
}
, (5.47)
B12Tµ = −
7
16
∑
k,ω
2pi
~
|W (k)|22D2k2˜1kδ(1k − ω)
×{n01k
∂
∂ω
[
χ′′2(k, ω)
−pi
]
− ∂
∂ω
[
χ′′2(k, ω)
−pi nB2(ω)
]
}
−7β2
16
∑
p,ω
2pi
~
|W (p)|2n02pn¯02pδ(2p − ω)
×
{
2D2p
2χ
′′
1(p, ω)
−pi + [2D2p
2(01 − µ1) + D2
D1
ω2]
χ′′1(p, ω)
−pi
}
, (5.48)
B11TT =
7β1
16
∑
k,ω
2pi
~
|W (k)|22D1k2˜21kn01kn¯01kδ(1k − ω)
χ′′2(k, ω)
−pi
+
7
16
∑
p,ω
2pi
~
|W (p)|2δ(2p − ω)
×
{
(nB1(ω)− n02p)[6ω
χ′′1(p, ω)
−pi + 4ω(01 − µ1)
χ′′1(p, ω)
−pi ]
+2D1p
2{n02p
∂
∂ω
[
χ′′1(p, ω)
−pi
]
− ∂
∂ω
[
χ′′1(p, ω)
−pi nB1(ω)
]
}
61
+[6ω2 + 4D1p
2(01 − µ1)]{n02p
∂
∂ω
[
χ′′1(p, ω)
−pi
]
− ∂
∂ω
[
χ′′1(p, ω)
−pi nB1(ω)
]
}
+[2ω2(01 − µ1) + 2D1p2(01 − µ1)2 − ω2D1p2]
×{n02p
∂
∂ω
[
χ′′1(p, ω)
−pi
]
− ∂
∂ω
[
χ′′1(p, ω)
−pi nB1(ω)
]
}
}
, (5.49)
B12TT = −
7
16
∑
k,ω
2pi
~
|W (k)|2˜1kδ(1k − ω)
{
ω(nB2(ω)− n01k)
χ′′2(k, ω)
−pi
+2D2k
2
{
{n01k
∂
∂ω
[
χ′′2(k, ω)
−pi
]
− ∂
∂ω
[
χ′′2(k, ω)
−pi nB2(ω)
]
}
+[2D2k
2(02 − µ2) + ω2]{n01k
∂
∂ω
[
χ′′2(k, ω)
−pi
]
− ∂
∂ω
[
χ′′2(k, ω)
−pi nB2(ω)
]
}
}
−7β2
16
∑
p,ω
2pi
~
|W (p)|2˜2pn02pn¯02pδ(2p − ω)
×
{
2D2p
2χ
′′
1(p, ω)
−pi + [
D2
D1
ω2 + 2D2p
2(01 − µ1)]χ
′′
1(p, ω)
−pi
}
. (5.50)
The Onsager relations have been checked: within each layer, the matrix elements of
B satisfy B11Tµ = B
11
µT and B
22
Tµ = B
22
µT ; between the two layers that are identical and
at thermal equilibrium state (i.e. µ = 0), we have B12Tµ = B
12
µT .
5.6 Temperature-Dependence of The Drag Resis-
tivities
There are two approaches to studying thermodynamic quantities of quasi-particles:
at fixed chemical potential or at fixed number of quasi-particles. In this section, I will
discuss temperature-dependence of the drag resistivities in these two cases. In the first
case, the chemical potential µ2 in the active layer does not change with temperature.
This can be established by applying a continuous microwave field. In the second
case, the number of pumped magnons is fixed, therefore, µ2 will be a function of T .
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This can be done by applying a microwave pulse. The number of magnons (N) can
be regarded fixed in the time window between 100 ns (thermalization time, used to
build quasi-thermal equilibrium state, i.e. to achieve a certain steady distribution
characterized by µ2) and 1µs (spin-lattice relaxation time, magnons start to decay
to phonons) after the pulse is off. N is determined by the power and the frequency
of microwave fields. In both cases, the active layer is placed in a thermal bath of
temperature T, which acts as a knob for tuning the drag resistivities.
5.6.1 For fixed chemical potential
Let layer 1 be the passive layer and layer 2 be the active layer and suppose a steady
magnon current is flowing through layer 2 along the negative direction of Ms (θ =
0). The drag resistivities have been defined in Eq. (5.32). We are interested in
the temperature that satisfies (0i − µi)/kB  T  Tc , where Tc is the Curie
temperature and is 550 K for YIG. This temperature range allows us to approximate
the cut-off frequency to be infinity in dealing with thermal integrals, while ensures the
temperature be not too low (below magnon energy gap) to thermally excite magnons.
We obtain
(A(i))−1 =
6βi
pi3 − 216Dni(T )βiζ[3]
18ζ[3] −pi2βi
−pi2βi 12Dnipiβ3i
 , (5.51)
where ni(T ) is the two-dimensional magnon density of layer i at temperature T , and
the denominator
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pi3 − 216Dni(T )βiζ[3] w pi3 + 54
pi
ln
(
0i − µi
kBT
)
(5.52)
is negative definitely in the limit of 0i−µi  kBT . Unlike in 2DEGs where det[A(i)] =
mpi − 3nβ2F~2 ' −3nβ2F~2 for temperature much lower than Fermi energy, here
we cannot drop pi3 since it is comparable although smaller than 54
pi
ln
(
0i−µi
kBT
)
even at
room temperature. Define a new matrix B˜12 that satisfies
B12µµ B12µT
B12Tµ B
12
TT
 = 7β
8~2
[√
2
32
µ0(
gµB
L
)
3
2
√
MSD
02 − µ2
]2B˜12µµ B˜12µTβ
B˜12Tµ
β
B˜12TT
β2
 . (5.53)
Such a definition has the advantage that the matrix elements of B˜ have the same units,
m−4, in contrast to the matrix elements of B which have different units. Suppose the
two layers are at the same temperature. B˜12 is simplified to be
B˜12µµ =
(02 − µ2)2
2piD2
∫
dk¯k¯3|W¯ (k¯, d¯)|2χ¯′′2(k¯, k¯2 +
01
02 − µ2 , T )n
0
1kn¯
0
1k
+
201
2piD2
∫
dp¯p¯3|W¯ (p¯, d¯)|2χ¯′′1(p¯, p¯2 +
02
01
, T )n02pn¯
0
2p , (5.54)
B˜12µT = β
{
(02 − µ2)3
4piD2
∫
dk¯k¯|W¯ (k¯, d¯)|2{2k¯2χ¯′′2(k¯, k¯2 + 0102 − µ2 , T )
+[2k¯2 + (k¯2 +
01
02 − µ2 )
2]χ¯′′2(k¯, k¯
2 +
01
02 − µ2 , T )
}
n01kn¯
0
1k
+
301
2piD2
∫
dp¯p¯3|W¯ (p¯, d¯)|2(p¯2 + 02 − µ2
01
)χ¯′′1(p¯, p¯
2 +
02
01
, T )n02pn¯
0
2p
}
,(5.55)
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B˜12Tµ = β
{
(02 − µ2)3
2piD2
∫
dk¯k¯3|W¯ (k¯, d¯)|2(k¯2 + 01
02 − µ2 )
×χ¯′′2(k¯, k¯2 +
01
02 − µ2 , T )n
0
1kn¯
0
1k
+
301
4piD2
∫
dp¯p¯|W¯ (p¯, d¯)|2{2p¯2χ¯′′1(p¯, p¯2 + 0201 , T )
+[2p¯2 + (p¯2 +
02
01
)2]χ¯′′1(p¯, p¯
2 +
02
01
, T )
}
n02pn¯
0
2p
}
, (5.56)
B˜12TT = β
2
{
(02 − µ2)4
4piD2
∫
dk¯k¯|W¯ (k¯, d¯)|2(k¯2 + 01
02 − µ2 )
×{2k¯2χ¯′′2(k¯, k¯2 + 0102 − µ2 , T )
+[2k¯2 + (k¯2 +
01
02 − µ2 )
2]χ¯′′2(k¯, k¯
2 +
01
02 − µ2 , T )
}
n01kn¯
0
1k
+
401
4piD2
∫
dp¯p¯|W¯ (p¯, d¯)|2(p¯2 + 02
01
)
{
2p¯2χ¯′′1(p¯, p¯
2 +
02
01
, T )
+[2p¯2 + (p¯2 +
02
01
)2]χ¯′′1(p¯, p¯
2 +
02
01
, T )
}
n02pn¯
0
2p
}
, (5.57)
where nik =
1
Exp[
Dk2+0i−µi
kBT
]−1
is the distribution function of magnons in layer i, and we
have used µ1 = 0 since layer 1 is at thermal equilibrium. The quantities with bar are
dimensionless (for example, k¯ = k/
√
02−µ2
D
and p¯ = p/
√
01
D
), except for n¯ik = 1+nik
. W¯ (k¯, d¯) is the dimensionless amplitude of three-magnon interaction.
W¯ (k¯, d¯) =
1
k¯
e−k¯(d¯−L¯)(1− e−k¯L¯)2 , (5.58)
where d¯ = d
√
02−µ2
D
is the dimensionless distance between the films, and L¯ =
L
√
02−µ2
D
is the dimensionless thickness of each film.
χ¯′′ and χ¯′′ denote the imaginary parts of the dimensionless magnon response func-
65
tions at finite temperature,
χ¯′′(k¯, ω¯, T ) = 4piDχ′′(k¯, ω¯, T )
= −1
k¯
∫ ∞
0
x(0 − µ)dx
2kBT sinh
2[(x2 + 1) 0−µ
2kBT
]
×[Θ(x− |ν−|)
√
x2 − ν2− −Θ(x− |ν+|)
√
x2 − ν2+] , (5.59)
χ¯′′ (k¯, ω¯, T ) =
4piD
0 − µχ
′′
 (k¯, ω¯, T )
= −1
k¯
∫ ∞
0
x(0 − µ)dx
2kBT sinh
2[(x2 + 1) 0−µ
2kBT
]
(5.60)
×[Θ(x− |ν−|)
√
x2 − ν2−(
k¯2
6
+
x2
3
+
ω¯
6
+
ω¯2
6q¯2
)
−Θ(x− |ν+|)
√
x2 − ν2+(
k¯2
6
+
x2
3
− ω¯
6
+
ω¯2
6q¯2
)] , (5.61)
with ν± = ω¯2k¯ ± k¯2 . The ω-dependence of the response functions has been inte-
grated out in Eqs. (5.54) to (5.57) by virtue of the energy conservations δ(1k − ω)
in process W1 and δ(2k − ω) in process W2, as shown in Fig. 5.3. To study the
temperature-dependence of C12, I will drop the factors that do not depend on tem-
perature and define a new matrix C˜12 such that C = 2D~ (A
(1))−1B12(A(2))−1 =
63~[
√
2
8
µ0(
gµB
L
)
3
2
√
Ms
02−µ2 ]
2C˜12. Therefore,
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C˜12µµ =
D2β3
(pi3 − 216Dn1(T )βζ[3])(pi3 − 216Dn2(T )βζ[3])
×{pi4B˜12TT − 18ζ[3](pi2B˜12Tµ + pi2B˜12µT − 18ζ[3]B˜12µµ)} , (5.62)
C˜12µT =
D2piβ4
(pi3 − 216Dn1(T )βζ[3])(pi3 − 216Dn2(T )βζ[3])
{
pi3B˜12Tµ
−6[2Dn2(T )pi2βB˜12TT + 3ζ[3](piB˜12µµ − 12Dn2(T )βB˜12µT )]
}
, (5.63)
C˜12Tµ =
D2piβ4
(pi3 − 216Dn1(T )βζ[3])(pi3 − 216Dn2(T )βζ[3])
{
pi3B˜12µT
−6[2Dn1(T )pi2βB˜12TT + 3ζ[3](piB˜12µµ − 12Dn1(T )βB˜12Tµ)]
}
, (5.64)
C˜12TT =
D2pi2β5
(pi3 − 216Dn1(T )βζ[3])(pi3 − 216Dn2(T )βζ[3])
{
pi2B˜12µµ
+12Dβ[−n1(T )piB˜12Tµ − n2(T )piB˜12µT + 12Dn1(T )n2(T )βB˜12TT ]
}
. (5.65)
In the high temperature limit (T  0i − µi),
ni(T ) =
∑
k
nik = −kBT
4piD
ln(1− e
0i−µi
kBT ) ≈ −kBT
4piD
ln
(
0i − µi
kBT
)
, (5.66)
n1kn¯1k =
1
4 sinh2[(k¯2 + 01
02−µ2 )
02−µ2
2kBT
]
≈ 1
4(k¯2 + 01
02−µ2 )
2
(
2kBT
02 − µ2
)2
, (5.67)
n2pn¯2p =
1
4 sinh2(p¯2 + 02−µ2
01
) 01
2kBT
]
≈ 1
4(p¯2 + 02−µ2
01
)2
(
2kBT
01
)2
. (5.68)
Substituting these approximations into Eqs. (5.54) to (5.57), we get the temperature
dependence of matrix elements B˜12αβ (α, β = µ, T ), that is
B˜12µµ ∝ T 3 , B˜12µT ∝ T 2 , B˜12Tµ ∝ T 2 , B˜12TT ∝ T . (5.69)
In the high temperature limit, terms with higher order of T are more important.
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Therefore, we keep only B˜12µµ and simplify the drag resistivities as
C˜12µµ =
D2β3pi2(18ζ[3])2B˜12µµ
{pi2 + 54 ln(β01)ζ[3]}{pi2 + 54 ln[β(02 − µ2)]ζ[3]} , (5.70)
C˜12µT = C˜
12
Tµ =
−D2β4pi218ζ[3]B˜12µµ
{pi2 + 54 ln(β01)ζ[3]}{pi2 + 54 ln[β(02 − µ2)]ζ[3]} , (5.71)
C˜12TT =
D2β5pi4B˜12µµ
{pi2 + 54 ln(β01)ζ[3]}{pi2 + 54 ln[β(02 − µ2)]ζ[3]} . (5.72)
The matrix elements of C˜12 as a function of T have been shown in Fig. 5.7. It
shows that the high temperature approximation works pretty well for T > 10 K (i.e.
0i−µi
kBT
< 0.1 with the parameters given in the caption). For T < 100 K, there is
a sharp increase of the drag resistivities since the Bose-Einstein distribution yields
ni(T ) ∝ T lnT . The numerical results also show a critical temperature, below which
the drag resistivities drop again. This is because no magnon can be thermally excited
when the temperature is smaller than the energy gap (0i). In the extreme case,
when T = 0 K, there is no magnon at all and the drag resistivity becomes zero.
It is also worth noting that the temperature dependence will be quite different for
bosons with conserved particle number. In the magnon case, the chemical potential
is controlled by the pumping power and pumping rate of the external source, which
can be independent on temperature. However, for bosons whose particle number is
fixed, the chemical potential will depend on temperature. For example, Duine and
Stoof have found the drag resistivity between two spin-species in cold atoms has a
T−2 dependence [33].
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Figure 5.7: The matrix elements of C˜12 as a function of T . The dots are the exact
numerical results and the solid lines are the analytical results in the high temperature
approximation. Blue line: use the full expression Eq, (5.62) to (5.65). Purple line:
keep only B˜12µµ as in Eq. (5.70) to (5.72). The parameters has been used to generate
the function are 01 = 0.5 K, 02 = 1 K, µ1 = 0 K, µ2 = 0.2 K, d = 6 nm, L = 3 nm,
kB = 8.61× 10−5 eV ·K−1, and D = 3.01× 10−17 K ·m2 .
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5.6.2 For fixed number of pumped magnons
For two-dimensional magnon gases, the number of magnons per unit area can be
obtained analytically,
n =
∑
k
1
eβ(Dk2+0−µ) − 1 =
−kBT
4piD
ln
(
1− eµ−0) . (5.73)
At thermal equilibrium, the chemical potential µ = 0. Let δn be the number of
pumped magnons per unit area, we have δn = n(µ, T ) − n(0, T ) and the chemical
potential becomes a function of δn and T ,
µ(δn, T ) = ln
[
1− (1− e−0) e−4piδnkBT ]+ 0 . (5.74)
This formula shows that µ increases with increasing δn or decreasing temperature
(two ways towards Bose-Einstein condensation) and it is always less than 0.
In Fig. 5.8 we compare the drag resistivities for fixed chemical potential µ2 (blue
points) and for fixed number of pumped magnons (purple points). The results show
that the most significant difference is in C˜12µµ in the low temperature range. If the
number of the pumped magnons is fixed, lowering the temperature will lead to the
formation of Bose-Einstein condensation (BEC) below 9 K (for the parameters we are
using), and therefore, the drag resistivity cannot gain as much enhancement as in the
case of fixed chemical potential before it starts to fall again. What happens when
BEC is formed is beyond the reach of our model, since the magnons in the BEC state
cannot be described by the Bose-Einstein distribution.
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Figure 5.8: Comparison of the drag resistivities as a function of T for fixed µ2 (blue
dots) and those for fixed number of pumped magnons (purple dots).
71
5.7 Distance Dependence of the drag resistivities
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Figure 5.9: The power law of the drag resistivity with respect to d.
As discussed in Sec. 5.6, we are allowed to use the high temperature approximation
at room temperature. According to Eq. (5.70) to (5.72), the four resistivities share
the same d-dependence, because only B˜12µµ is a function of d. Therefore, take C˜
12
µµ as
an example, we study its power law in d in Fig. 5.9. Unlike the Coulomb drag whose
ρD ∝ d−4, the resistivity for magnon drag decreases more slowly when increasing the
distance between the two layers.
5.8 Estimation for Measurable Quantities
Since there is no big difference between the drag resistivities for fixed number of
pumped magnons and that for fixed chemical potential. We will use the formula
obtained for a fixed chemical potential in layer 2 to estimate the measurable quantities
(∇Mz1 and ∇T1) in layer 1.
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To estimate how large of ∇µ1 can be induced by j2, one needs to use the relation
that
∇µ1 = −C12µµj2 − C12µT jQ2 . (5.75)
Suppose layer 2 is maintained at a uniform temperature, then jQ2 is related to j2 by
jQ2
j2
=
ATµ
Aµµ
=
pi
12n2Dβ2
. (5.76)
At room temperature ( n2 = 4.7× 1018 m−2), jQ2/j2 ∼ 0.01 eV, and C12µT/C12µµ ∼ −17
eV−1. Therefore, one can neglect the contribution of thermal current in estimating
the effect of magnon drag, so that ∇µ1 = −C12µµj2, with
C12µµ =
63~
D
[
√
2
32
µ0(
gµB
L
)
3
2
√
MSD
02 − µ2 ]
2C˜12µµ = −3.7× 10−42( J · s) . (5.77)
The measurable quantity in the passive layer is Mz = Ms − gµBL
∑
k nk(r). (L in
the denominator is because Ms is magnetic moment per volume and the summation
over k is in two-dimension.) Therefore, ∇Mz is related to ∇µ by
∇Mz = −gµB
L
∑
k
∇ 1
e
k−µ(r)
kBT − 1
= −gµB
L
∑
k
(− ∂nk
∂k
)∇µ . (5.78)
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Let js = −gµBj, we obtain
∇Mz1
js2
=
1
L
∑
k
(− ∂n1k
∂1k
)
C12µµ
=
1
2piL
01
D
∫
dk¯
k¯e01(k¯
2+1)/T
kBT (e01(k¯
2+1)/T − 1)2C
12
µµ ' −8.3× 107s ·m−3 .(5.79)
The value is estimated at room temperature. Suppose the magnon spin current in
layer 2 is carried by parametrically pumped magnons with density of 1018 cm−3 and
average velocity 100 m/s, then js2 = [gµB]nLv ∼ gµB3 × 1017 m−1s−1. Substituting
it into Eq. (5.79), we obtain
δMz1 := ∇Mz1 · 1 mm = gµB 2× 1021 m−3 = 0.3 A/m . (5.80)
The change of magnetization in the passive layer due to magnon drag in the active
layer is about 10−6 of the saturation magnetization of YIG (Ms = 1.4 × 105 A/m) .
The effect can be enhanced by enlarging the sample and lowering the temperature.
Now let us turn to see the induced temperature gradient in the passive layer,
∇T1
T1
= −C12µT j2 − C12TT jQ2 . (5.81)
Noting that jQ2/j2 ∼ 10−7 eV and C12TT/C12Tµ ∼ −17 eV at room temperature, we
again neglect the thermal current term and get
∇T1 ' −C12µT j2T1 = 0.036 K/m . (5.82)
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5.9 Conclusion
To conclude, we study the drag effect between two layers of two-dimensional magnon
gases. It behaves quite different from ordinary Coulomb drag due to the Bose-Einstein
statistics and the non-conservation of the magnon number. The drag resistivity can
be enhanced by orders of magnitude by decreasing the temperature, whereas the
Coulomb drag resistivity decreases as T 2. If a zero resistivity is observed at a tem-
perature far above magnon energy gap. It may be an indication of Bose-Einstein con-
densation. To get the maximum drag, one should make the spin-wave spin current in
the active layer propagate parallel or anti-parallel to the equilibrium magnetization.
The magnon drag resistivities decrease more slowly than the Coulomb drag, which
decreases as 1/d4, when increasing the distance between the layers.
We also estimate the change of magnetization in the passive layer induced by a
magnon current of gµB × 3 × 1017 m−1s−1 propagating in the active layer. At room
temperature, we expect to see a change of magnetization of about 0.3 A/m along a
distance of 1 mm. The magnitude of the change can be increased by a factor of 10 if
doing the experiments at a T ∼ 30 K.
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Appendix A
Superexchange Model
A.1 Hamiltonian
In the simplest model for superexchange interaction, we consider a system with two
metal ions connected by an oxygen ligand, which is a four electrons on three sites
problem.
Suppose each metal ion carries one localized spin-1/2. Then the Hamiltonian is
H =− t
2∑
i=1
∑
σ
(c†iσc0σ + h.c.) + 1
2∑
i=1
∑
σ
c†iσciσ + 0
∑
σ
c†0σc0σ
+ U
2∑
i=1
∑
σ
c†iσciσc
†
iσ¯ciσ¯ ,
(A.1)
where c (c†) is the creation (annihilation) operator of ligand electrons, which can hop
forth and back between oxygen anions and the metal ions, 1 and 0 are the orbital
energies of an metal ion and the oxygen ligand, respectively. We are interested in 3d
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metal and the repulsion energy on 3d-orbital is much larger than that on 2p-orbital,
so repulsion energy U accounts only for two electrons appear in the same metal ion
and the repulsion energy on the oxygen is neglected.
When we apply a uniform electric field to the system, the hopping part in Eq.
(A.1) will be moderated by a phase factor due to spin-orbit coupling, that is
H =− t
∑
σ
(c†1σc0σe
−iθσ + c†2σc0σe
iθσ + h.c.) + 1
2∑
i=1
∑
σ
c†iσciσ + 0
∑
σ
c†0σc0σ
+ U
2∑
i=1
∑
σ
c†iσciσc
†
iσ¯ciσ¯ .
(A.2)
Note that the hamiltonian conserve Stotalz , we can diagonalize it in three subspaces:
Stotalz = 0 and S
total
z = ±1. Fig.A.1 and Fig.A.2 show the basis for these three
subspaces.
(Hij) =

0 0 0 0 te−iθ 0 te−iθ 0 0
0 0 0 0 0 teiθ 0 teiθ 0
0 0 U 0 −teiθ te−iθ 0 0 0
0 0 0 U 0 0 −teiθ te−iθ 0
teiθ 0 −te−iθ 0 V 0 0 0 −te−iθ
0 te−iθ teiθ 0 0 V 0 0 teiθ
teiθ 0 0 −te−iθ 0 0 V 0 −te−iθ
0 te−iθ 0 teiθ 0 0 0 V teiθ
0 0 0 0 −teiθ te−iθ −teiθ te−iθ 2V

, (Stotalz = 0)
(A.3)
where V = 1 − 0 +U and the zero energy point has been chosen to be 21 + 20. In
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large U limit, we can use perturbation theory to get the effective hamiltonian in the
subspace where the metal sites are singly occupied. Detailed calculation shows that
we need to keep up to the fourth order of t. The Van Vleck transformation is used
in the following section to avoid the complicated process in dealing with higher order
degenerate perturbation.
The matrix elements for Stotalz = ±1 are
(Hij) =

0 te−iθ teiθ
teiθ V 0
te−iθ 0 V
 , (Stotalz = 1) (A.4)
(Hij) =

0 teiθ te−iθ
te−iθ V 0
teiθ 0 V
 , (Stotalz = −1) (A.5)
with eigenvalues: V , (V ± √V 2 + 8t2)/2. However, we will use the perturbation
theory up to fourth order again in this subspace in order to keep consistency with the
Stotalz = 0 subspace.
A.2 The Van Vleck Transformation
The Van Vleck transformation [34] is a uniform transformation which decoupling the
states of interest, labelled by m, from the other states, labelled by n. In other words,
it changes the original Hamiltonian into block diagonal matrix, which allows us to
treat each block separately.
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In general, we introduce a uniform transformation T(λ) = eiλS where λ is between
0 and 1 and S = S1 +λS2 +λ
2S3..., a Hermitian matrix which eliminates the matrix
element connecting states m and n. And we require that Smm′ = Snn′ = 0. Then we
get the new Hamiltonian
G(λ) = G0 + λG′ + λ2G′′ + ... = T†HT , (A.6)
where H = H0 + λH′ + λ2H′′ + ....
In our model, H = H0 + H′ and the states of interest have H ′mm′ = H
′
nn′ = 0 and
the same unperturbed energy E0m. Equating the coefficient of various powers of λ, we
obtain
Gmm′ =E
0
mδmm′ + λ
2H
′
mnH
′
nm′
Em − En + λ
4 H
′
mnH
′
nn′H
′
n′n′′H
′
n′′m′
(Em − En)(Em − En′)(Em − En′′)
− 1
2
λ4H ′mnH
′
nm′H
′
m′n′H
′
n′m′
×
[
1
(Em − En)(Em − En′)2 +
1
(Em − En)2(Em − En′)
]
.
(A.7)
Here we have used the convention of dummy indices and omitted the superscript of
the unperturbed energy in the denominators, for simplicity.
A.3 Effective matrix for states of interest
We are interested in ground states with metal sites singly occupied, i.e. {|1〉,|2〉,|10〉,|13〉}
labeled in Figs. A.1 and A.2. By using the four order perturbation mentioned above,
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we finally get
Heff =

−2t2
V
+ 2t
4
V 3
− 2t4
V 2U
,
(
2t4
V U
+ 2t
4
V 3
)
e−i4θ(
2t4
V U
+ 2t
4
V 3
)
ei4θ , −2t2
V
+ 2t
4
V 3
− 2t4
V 2U
−2t2
V
+ 4t
4
V 3
−2t2
V
+ 4t
4
V 3

=
(− 2t2
V
+
3t4
V 3
− t
4
V 2U
)
1 +
( 4t4
V 2U
+
4t4
V 3
)[1
2
(S+1 S
−
2 e
−i4θ + h.c.) + Sz1S
z
2
]
,
(A.8)
which shows that the neighboring metal ions favor anti-parallel spins.
With the effective Hamiltonian Eq.A.8, we can also get the lowest energies for
triplet and singlet states: −2t2
V
+ 4t
4
V 3
− 4t4
V 2U
− 4t4
V 3
and −2t2
V
+ 4t
4
V 3
. It is noticeable that
the phase factor seems to be as twice as that in double exchange model, but in fact
they are the same because the distance between the neighboring metal ions has been
doubled due the existence of ligand.
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Figure A.1: Subspace Stotalz = 0.
Figure A.2: Subspace Stotalz = ±1.
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Appendix B
Magnon-Magnon Interaction
In this appendix, we study the non-linear properties of spin waves in a ferromagnet.
The procedures are summarized as below.
We first expand the magnetization in a power series of canonical variables a(r)
and a∗(r) (the amplitudes of spin waves) and pass it to k-representation (ak and
a∗k) through Fourier transformation. It is a classical analogy to Holstein-Primakoff
transformation, but it avoids of difficulties arising from the non-commutativity of
operators and the diagonalization of a huge matrix due to the large number of discrete
sites in a ferromagnet.
Secondly, we do a canonical transformation (Bogoliubov transformation) to diag-
onalize the quadratic part of the hamiltonian. The transformation can be obtained
by solving the Hamiltonian equations
a˙k = i
∂H
∂a∗k
, a˙∗k = −i
∂H
∂ak
. (B.1)
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Thirdly, we apply the Bogoliubov transformation to higher order terms in the
hamiltonian and get the amplitude of the three- and four- magnon interactions.
B.1 “Holstein-Primakoff” Transformation
We are interested in a tangentially magnetized ferromagnetic film. The position-
dependence of the amplitudes along the thickness direction cannot be described by
plane waves, instead, we need to introduce a series of orthogonal functions that satisfy
the equation of motion for the magnetization, as well as the electrodynamic and
exchange boundary conditions. Suppose the equilibrium magnetization M0 is along
z-axis and its fluctuation m is in the x-y plane, then we can expand the magnetization
as
m+(r, ξ) = a(r, ξ)
√
1− ~γa(r, ξ)a
∗(r, ξ)
2MsΩ
√
2~γMs
Ω
,
'
√
2~γMs
V
[
∑
nk
ankΦn(ξ)e
ik·r
− ~γ
4MsV
∑
n1k1
∑
n2k2
∑
n3k3
an1k1an2k2a
∗
n3k3
Φn1(ξ)Φn2(ξ)Φn3(ξ)e
i(k1+k2−k3)·r] ,
m−(r, ξ) = a∗(r, ξ)
√
1− ~γa(r, ξ)a
∗(r, ξ)
2MsΩ
√
2~γMs
Ω
,
'
√
2~γMs
V
[
∑
nk
a∗nkΦn(ξ)e
−ik·r
− ~γ
4MsV
∑
n1k1
∑
n2k2
∑
n3k3
a∗n1k1a
∗
n2k2
an3k3Φn1(ξ)Φn2(ξ)Φn3(ξ)e
−i(k1+k2−k3)·r] ,
where r is the position vector within the film plane, ξ is the coordinate perpendicular
to the film, γ = gµB/~ is the gyromagnetic ratio, Ms is the saturation magnetization,
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Ω is the volume of a unit cell, V is the volume of the film, n denotes the different
thickness bands and the orthogonal functions Φn(ξ) are real and will be given later.
The hamiltonian of the film consists of three terms, the Zeeman term (HH), the
magnetic dipolar interaction (Hd) and the exchange interaction (Hex). It is written
in the form
H =
∫ d+L
2
d−L
2
dξ
∫
dr
{− µ0MzHz − 1
2
µ0M · hd + J
2
[(∂M
∂ξ
)2
+
(
∂M
∂r
)2]}
(B.2)
where L is the thickness of the film, Hz is the magnitude of the external field, hd
denotes the dipolar field induced by spin waves and J is the exchange coefficient in
units of µ0m
2.
Substituting
mx(r, ξ) =
1
2
√
2~γMs
V
[
∑
nk
(ank + a
∗
n ,−k)Φn(ξ)e
ik·r
− ~γ
4MsV
∑
n1k1
∑
n2k2
∑
n3k3
(an1k1an2k2a
∗
n3k3
+ a∗n1 ,−k1a
∗
n2 ,−k2an3 ,−k3)
×Φn1(ξ)Φn2(ξ)Φn3(ξ)ei(k1+k2−k3)·r] ,
my(r, ξ) =
1
2i
√
2~γMs
V
[
∑
nk
(ank − a∗n ,−k)Φn(ξ)eik·r
− ~γ
4MsV
∑
n1k1
∑
n2k2
∑
n3k3
(an1k1an2k2a
∗
n3k3
− a∗n1 ,−k1a∗n2 ,−k2an3 ,−k3)
×Φn1(ξ)Φn2(ξ)Φn3(ξ)ei(k1+k2−k3)·r] ,
mz(r, ξ) = Ms − ~γ
V
∑
mk
∑
nk′
a∗mkank′Φm(ξ)Φn(ξ)e
i(k′−k)·r (B.3)
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and keeping only up to the third order of ank (a
∗
nk), we obtain
HH = ωH
∑
nk
a∗nkank (B.4)
with ωH = γµ0Hz and
Hex =
J
µ0
ωm
∑
nk
(q2n + k
2)a∗mkank (B.5)
with ωM = γµ0Ms and qn = npi/L (n = 0, 1, 2...) being the wave number along the
thickness direction.
We emphasize here the magnetic dipolar interaction, since it contributes not only
to the quadratic terms but also to the cubic terms in the hamiltonian, and introduce
two right-hand reference frames, x-y-z and ζ-η-ξ, as shown in Fig. B.1. In the x-y-z
reference frame, z axis is always along the equilibrium magnetization M0 and y axis
lies in the film plane. In the ζ-η-ξ reference frame, ξ axis is perpendicular to the film
and ζ denotes the negative direction of spin-wave wave vector.
Figure B.1: Two right-hand reference frame: z axis is always along the equilibrium
magnetization M0 and ζ denotes the negative direction of spin-wave wave vector.
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Hd = −µ0
2
∫ d+L
2
d−L
2
dξ
∫
dr
∫ L
2
−L
2
dξ′
∫
dr′mα(r, ξ)Gαβ(r, ξ; r′, ξ′)mβ(r′, ξ′) , (B.6)
where α , β = x , y , z. The Fourier transform of Gαβ(r, ξ; r
′, ξ′) is
Gαβ(q , ξ − ξ′) =

GP − δ(ξ − ξ′) iGQ sinϕ −iGQ cosϕ
iGQ sinϕ −GP sin2 ϕ 12GP sin 2ϕ
−iGQ cosϕ 12GP sin 2ϕ −GP cos2 ϕ
 (B.7)
with GP =
|q|
2
e−|q||ξ−ξ
′| and GQ =
|q|
2
e−|q||ξ−ξ
′|sign(ξ − ξ′). Expanding Hd up to the
fourth order of ank (a
∗
nk) and neglecting integrals between different bands yield
H (2)d,inter = −
ωM
4
∑
nk
Pnn cos
2 ϕ(ankb
∗
nk + c.c.)
+Pnn(1 + sin
2 ϕ)(ankbn,−k + c.c.) , (B.8)
H (2)d,intra = ωM
∑
nk
anka
∗
nk
1
2
(1− cos2 ϕPnn)
+
1
4
{ankan ,−k[1− (1 + sin2 ϕ)Pnn] + c.c.} , (B.9)
where
Pnn(|k|) =
∫ d+L
2
d−L
2
dξ
∫ L
2
−L
2
dξ′Φn(ξ − d)GP (|k|, ξ − ξ′)Φn(ξ′) . (B.10)
and we have introduced some new canonical variables bnk and b
∗
nk to generalize the
expression to bilayer system as shown in Fig. B.2.
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Figure B.2: Schematic picture of ferromagnetic bilayer system, where d is the distance
between the two layers. In the top layer the canonical variables are ank and a
∗
nk, while
in the bottom layer the canonical variables are bnk and b
∗
nk.
H (3)d,inter =
√
2Ms
4
µ0
(
~γ
V
) 3
2 ∑
n
∑
kq
{an,−qb∗n,kbn,k+qi[Q1,23(|q|) cosϕq
+
1
2
P1,23(|q|) sin 2ϕq + a∗n,kan,k+qbn,−q
×i[Q23,1(|q|) cosϕq + 1
2
P23,1(|q|) sin 2ϕq] + c.c.} , (B.11)
H (4)d,inter =
µ0
16
(
~γ
V
)2{∑
n
∑
kp1p2
(
an,kbn,p1bn,p2b
∗
n,k+p1+p2
+ c.c.
)
× [P1,234(|k|)− 2Q1,234(|k|) sinϕk + P1,234(|k|) sin2 ϕk]
+
(
an,kb
∗
n,p1
b∗n,p2bn,p1+p2−k + c.c.
)
× [P1,234(|k|)− 2Q1,234(|k|) sinϕk − P1,234(|k|) sin2 ϕk]
+
∑
n
∑
k1k2p
(
an,k1an,k2a
∗
n,k1+k2+p
bn,p + c.c.
)
× [P234,1(|p|)− 2Q234,1(|p|) sinϕp + P234,1(|p|) sin2 ϕp](
an,k1an,k2a
∗
n,k1+k2−pb
∗
n,p + c.c.
)
× [P234,1(|p|)− 2Q234,1(|p|) sinϕp − P234,1(|p|) sin2 ϕp]}
+
µ0
2
(
~γ
V
)2∑
n
∑
kpq
a∗n,k+qan,kb
∗
n,p−qbn,pP12,34(|q|) cos2 ϕq . (B.12)
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where
Q1,23(|q|) =
∫ d+L
2
d−L
2
dξ
∫ L
2
−L
2
dξ′Φn(ξ − d)GQ(q, ξ − ξ′)Φn(ξ′)Φn(ξ′) , (B.13)
P1,23(|q|) =
∫ d+L
2
d−L
2
dξ
∫ L
2
−L
2
dξ′Φn(ξ − d)GP (q, ξ − ξ′)Φn(ξ′)Φn(ξ′) , (B.14)
Q23,1(|q|) =
∫ d+L
2
d−L
2
dξ
∫ L
2
−L
2
dξ′Φn(ξ − d)Φn(ξ − d)GQ(q, ξ − ξ′)Φn(ξ′) , (B.15)
P23,1(|q|) =
∫ d+L
2
d−L
2
dξ
∫ L
2
−L
2
dξ′Φn(ξ − d)Φn(ξ − d)GP (q, ξ − ξ′)Φn(ξ′) , (B.16)
and ϕ is defined in Fig. B.1. Similar definition rules are applied to four-magnon
interactions. For example, P1,234(|q|) has four Φn functions in the integral: one with
the argument of ξ− d; the other three with the argument ξ′. Suppose the boundaries
ξ = ±L/2 are symmetric, i.e., they are either unpinned or pinned, thus for unpinned
boundary conditions
Φn(ξ) =
√
2√
1 + δo,n
cos[qn(ξ +
L
2
)] (B.17)
with qn =
npi
L
, (n = 0, 1, 2, ...); for pinned boundary conditions
Φn(ξ) =
√
2 sin[qn(ξ +
L
2
)] (B.18)
with qn =
npi
L
, (n = 1, 2, ...).
To describe the intralayer three-magnon interaction, one just needs to replace b
by a, and set d = 0 in the integrals. Notice that Q1,23 = −Q23,1 and P1,23 = P23,1 for
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d = 0, which simplifies the intralayer three-magnon interaction
H (3)d,intra =
√
2Ms
4
µ0
(
~γ
V
) 3
2 ∑
n
∑
kq
[a∗n,kan,k+qan,−q2iP1,23(|q|) sin 2ϕq+c.c.] . (B.19)
For very thin films, only the lowest band is excited. We choose the unpinned
boundary conditions, under which the lowest band is n = 0, then Q1,23 = Q23,1 =
Q1,234 = Q234,1 = Q(q) and P1,23 = P23,1 = P1,234 = P234,1 = P12,34 = P (q) . We get
H (3)d,inter =
√
2Ms
4
µ0
(
~γ
V
) 3
2 ∑
kp
[akb
∗
p+kbpi(Q(k) cosϕk +
1
2
P (k) sin 2ϕk)
+a∗k+qakbpi(Q(p) cosϕp +
1
2
P (p) sin 2ϕp + c.c.] , (B.20)
H (3)d,intra =
√
2Ms
4
µ0
(
~γ
V
) 3
2 ∑
kq
[a∗kak+qa−qiP00 sin 2ϕq + c.c.] , (B.21)
H (4)d,inter =
µ0
2
(
~γ
V
)2∑
kpq
a∗k+qakb
∗
p−qbpP (q) cos
2 ϕq . (B.22)
where the subscript n = 0 has been suppressed, and we have used sin 2ϕk = sin 2ϕ−k.
The interlayer three-magnon interaction involves two processes (and their inverse
processes) as shown in Fig. 5.3. The terms in the four-magnon interaction Eq. (B.12)
fall into two categories – three magnons from one layer interacting with one magnon
from the other layer (Fig. 5.4 (a) to (e)) and the Coulomb-interaction-like term (Fig.
5.4 (f)). Since the amplitude of the former category is only 1
8
of the later one, I
have dropped the first category and will focus on the collision integral due to the
Coulomb-like four-magnon interaction in App. B.3.
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Evaluating Eq. (B.10) and (B.14) gives
P00(q) = 1 +
e−qL − 1
qL
,
Q(q) = P (q) =
1
2qL
e−q(d−L)(1− e−qL)2 , (B.23)
with L being the thickness of each layer and d the distance between the two lay-
ers. In the long wavelength limit (qL  1) we do not need to do the Bogoliubov
transformation and the amplitudes shown above are approximately the amplitudes
for three-magnon processes. Detail discussions can be referred to App. B.2.
B.2 Bogoliubov Transformation
From Eqs. (B.4), (B.5) and (B.9), we can write the quadratic terms of the hamiltonian
H (2) =
∑
nk
Anka
∗
nkank +
1
2
(B∗nkankan,−k + c.c.) , (B.24)
where
Ank = ωH +
ωM
2
(1− cos2 ϕPnn) + J
µ0
(q2n + k
2) ,
B∗nk =
ωM
2
[1− (1 + sin2 ϕ)Pnn] . (B.25)
To diagonalize H (2), we introduce new canonical variables
cnk = unkank + vnka
∗
n,−k
c∗nk = unka
∗
nk + v
∗
nkan,−k (B.26)
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such that
H (2) =
∑
nk
ωnkc
∗
nkcnk
=
∑
nk
ωnk(u
2
nka
∗
nkank + |vnk|2a∗n,−kan,−k
+unkv
∗
nkankan,−k + unkvnka
∗
nka
∗
n,−k) , (B.27)
where we have chosen unk to be real and vnk to be complex. Comparing Eqs. (B.24)
and (B.27) and using the constrain, u2nk − |vnk|2 = 1, lead to
ω2nk = A
2
nk − |Bnk|2
= [ωH +
J
µ0
(q2n + k
2) + ωM(1− Pnn)][ωH + J
µ0
(q2n + k
2) + ωM sin
2 ϕPnn] ,(B.28)
unk =
√
Ank + ωnk
2ωnk
, vnk =
Bnk
|Bnk|
√
Ank − ωnk
2ωnk
. (B.29)
Noting that both Ank and Bnk are real, Ank = An,−k, and Bnk = Bn,−k, we obtain
the Bogoliubov transformation
ank = unkcnk − vnkc∗n,−k ,
a∗n,−k = −vnkcnk + unkc∗n,−k , (B.30)
where we have used the fact that unk and vnk are real, unk = un,−k and vnk = vn,−k.
For the bilayer system, we introduce another pair of canonical variables dnk and d
∗
nk
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to describe the other layer, that is
bnk = u
′
nkdnk − v′nkd∗n,−k ,
b∗n,−k = −v′nkdnk + u′nkd∗n,−k , (B.31)
where the prime is just a reminder that the dispersion for layer b maybe different
from layer a and thus the coefficients for the transformation may also be different.
After doing these transformations and drop the cqdkd−k−q and c∗qd
∗
kd
∗
−k−q terms,
since they break the energy conservation law in the first Born approximation, we
achieve at
aqb
∗
kbk+q + c.c. = (uqu
′
ku
′
k+q − vqv′kv′k+q)c−qd∗kdk+q
+(−vqu′ku′k+q + uqv′kv′k+q)cqdkd∗k+q
+(vqv
′
ku
′
k+q − uqu′kv′k+q)c∗qd−kdk+q + c.c. , (B.32)
where we have suppressed the band labels, since we are interested in intra-band
interaction only. It is worth noting that for the short-wave-length spin waves (i.e.
kL  1), we do not have to do this cumbersome transformation because Ak  Bk,
which yields uk ' 1 and vk ' 0, and thus the amplitude of three-magnon interaction
simply depends on the direction of spin-wave wave vectors as shown in Eqs. (B.20)
and (B.21).
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B.3 Rate of Change of Momentum and Thermal
Current – Four-Magnon Interaction
First, we discuss the rate of change of momentum owing to the interlayer Coulomb-
like four-magnon interaction. It leads to the matrix elements of Bijµα with α = µ , T
and i, j = 1, 2. Define the interlayer collision integral
(
∂n1
∂t
)
coll12
= I(k) with
I(k) = −
∑
p
2pi
~
|W (q)|2(n1kn¯1,k+qn2pn¯2,p−q − n¯1kn1,k+qn¯2pn2,p−q)
×δ(1k + 2p − 1,k+q − 2,p+q) . (B.33)
Linearize I(k) about Pi and PTi as defined in Eq. (5.12) and suppose β1 = β2 = β,
we have
I(k) = β
4piD
~2
∑
pqω
|W (q)|2
{
−q · [P1 + βPT1(Dk2 +Dq
2
4
+ 01 − µ1)]
−k ·PT1β~ω +q · [P2 + βPT2(Dp2 +Dq
2
4
+ 02 − µ2)] + p ·PT1β~ω
}
×δ(1k− − 1k+ + ~ω)δ(2p+ − 2p− + ~ω) . (B.34)
In the calculation of
∑
k kI(k), we come across the problem of changing the sequence
of dot product. Unlike Coulomb interaction, whose amplitude does not depend on the
direction of momentum transfer q, the four-magnon interaction strongly depends on
the angle between the current density and the equilibrium magnetization. Suppose
Pi and PT i are parallel to MS, we obtain
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B11µµ = −β
4D
pi~2
5
16
∑
qω
|W (q)|2 q
2
2
χ′′1χ
′′
2nB(~ω)nB(−~ω) , (B.35)
B11µT = −β
4D
pi~2
5
16
∑
qω
|W (q)|2
{
q2
2
χ′′1 + [
q2
2
(01 − µ1) + (~ω)
2
4D
]χ′′1
}
×χ′′2nB(~ω)nB(−~ω) , (B.36)
B12µµ = −β
4D
pi~2
5
16
∑
qω
|W (q)|2
(
−q
2
2
)
χ′′1χ
′′
2nB(~ω)nB(−~ω) , (B.37)
B12µT = −β
4D
pi~2
5
16
∑
qω
|W (q)|2
{
−q
2
2
χ′′2 + [−
q2
2
(02 − µ2)− (~ω)
2
4D
]χ′′2
}
×χ′′1nB(~ω)nB(−~ω) , (B.38)
where the summation is over the magnitude of q, and the response functions should
be understood as functions of q and ω.
Next, from
∑
k k˜1kI(k) we obtain the rate of change of thermal current. It leads
to the matrix elements of BijTα with α = µ , T and i, j = 1, 2.
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B11Tµ = −β
4D
pi~2
5
16
∑
qω
|W (q)|2
{
q2
2
χ′′1 + [
q2
2
(01 − µ1) + (~ω)
2
4D
]χ′′1
}
×χ′′2nB(~ω)nB(−~ω) , (B.39)
B11TT = −β
4D
pi~2
5
16
∑
qω
|W (q)|2
{
(~ω)2
2D
[χ′′1 + (01 − µ1)χ′′1]
+
q2
2
[χ′′1 + 2(01 − µ1)χ′′1 + (01 − µ1)2χ′′1]
}
χ′′2nB(~ω)nB(−~ω) ,(B.40)
B12Tµ = −β
4D
pi~2
5
16
∑
qω
|W (q)|2
{
[−(~ω)
2
4D
− q
2
2
(01 − µ1)]χ′′1 −
q2
2
χ′′1
}
×χ′′2nB(~ω)nB(−~ω) , (B.41)
B12TT = −β
4D
pi~2
5
16
∑
qω
|W (q)|2
{
−(~ω)
2
2D
[χ′′1 + (01 − µ1)χ′′1]χ′′2
−q
2
2
[(02 − µ2)χ′′1 + (01 − µ1)(02 − µ2)χ′′1]χ′′2
−q
2
2
[χ′′1 + (01 − µ1)χ′′1]χ′′2
}
nB(~ω)nB(−~ω) . (B.42)
Some symmetries have been checked. B12µµ = −B11µµ and B12µT = −B11µT show that
the rate of change of momentum is Galilean invariant. Besides, B11µT = B
11
Tµ and
B12µT = B
12
Tµ (if the two layers are identical, i.e. 01 = 02 and µ1 = µ2) satisfy the
Onsager relations.
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Appendix C
Magnon Response Functions
The density-density response function
χ(q, ω, T ) =
∑
k
n0k − n0k+q
k − k+q + ~ω + iη
=
∑
k
1
eβ(k−µ) − 1
( 1
k − k+q + ~ω + iη +
1
k − k+q − ~ω − iη
)
,(C.1)
where k = Dk
2 + 0. Taking a similar process as solving the Lindhard function at
finite temperature, we substitute
1
eβ(k−µ) − 1 =
∫ ∞
0
Θ(E −Dk2)
4kBT sinh
2
(
E+0−µ
2kBT
)dE (C.2)
into Eq. (C.1) and define E ≡ x2(0−µ) ≡ Dk2c . With introducing the dimensionless
quantities ν± = ω¯2q¯ ± q¯2 , where ω¯ = ~ωDk2c and q¯ =
q
kc
, the imaginary part of the magnon
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response functions can be simplified to be a single integral over x,
χ′′i (q¯, ω¯, T ) = −
∫ ∞
0
dx
x(0i − µi)
2kBTi sinh
2((x2 + 1) 0i−µi
2kBTi
)
1
4piDq¯
×[Θ(x− |ν−|)
√
x2 − ν2− −Θ(x− |ν+|)
√
x2 − ν2+] , (C.3)
χ′′i(q¯, ω¯, T ) = −
∫ ∞
0
dx
x(0i − µi)2
2kBTi sinh
2((x2 + 1) 0i−µi
2kBTi
)
1
4piDq¯
×[Θ(x− |ν−|)
√
x2 − ν2−(
q¯2
6
+
x2
3
+
ω¯
6
+
ω¯2
6q¯
)
−Θ(x− |ν+|)
√
x2 − ν2+(
q¯2
6
+
x2
3
− ω¯
6
+
ω¯2
6q¯
)] , (C.4)
χ′′i(q¯, ω¯, T ) = −
∫ ∞
0
dx
x(0i − µi)3
2kBTi sinh
2((x2 + 1) 0i−µi
2kBTi
)
1
4piDq¯
[Θ(x− |ν−|)
√
x2 − ν2−
×( q¯
4
30
+
q¯2x2
15
+
x4
5
+
q¯2ω¯
30
+
x2ω¯
5
+
7
60
ω¯2 +
x2ω¯2
15q¯2
+
ω¯3
30q¯2
+
ω¯4
30q¯4
)
−Θ(x− |ν+|)
√
x2 − ν2+
×( q¯
4
30
+
q¯2x2
15
+
x4
5
− q¯
2ω¯
30
− x
2ω¯
5
+
7
60
ω¯2 +
x2ω¯2
15q¯2
− ω¯
3
30q¯2
+
ω¯4
30q¯4
)] .(C.5)
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