Abstract. We provide a full quantitative version of the Gaussian isoperimetric inequality. Our estimate is independent of the dimension, sharp on the decay rate with respect to the asymmetry and with optimal dependence on the mass.
Introduction
The isoperimetric inequality in Gauss space states that among all sets with given Gaussian measure the half-space has the smallest Gaussian perimeter. This result was first proved by Borell [7] and by Sudakov and Tsirelson [23] . Although there has been many other proofs, e.g. [3, 4, 12] , the issue of completely characterizing the extremals was settled more recently in [9] , establishing that half-spaces are the unique solutions to the Gaussian isoperimetric problem.
The natural issue of proving a quantitative version of the isoperimetric inequality is a much more delicate task. An estimate in terms of the Fraenkel asymmetry, i.e., the Gaussian measure of the symmetric difference between a given set and a half-space, was established in [10] . As in the analogous result for the Euclidean space (see [15] ), the proof is purely geometric and based on a reflection argument in order to reduce the problem to sets which are (n − 1)-symmetric. This result provides a sharp decay rate with respect to the Fraenkel asymmetry, but the constant depends exponentially on the dimension. On the other hand, in [20, 21] and more recently in [13] , a similar quantitative estimate was established with a constant independent of the dimension, but with a lower decay rate with respect to the Fraenkel asymmetry.
Our result settles this issue, providing an estimate with the sharp decay rate and constant independent of the dimension. Our result is valid not only for the Fraenkel asymmetry, but for a stronger one introduced in [13] which measures the difference of the barycenter of a given set from the barycenter of a half-space. In fact our main result is given in terms of this strong asymmetry and we remark that this estimate has also the optimal dependence on the mass. We will see that the strong asymmetry appears naturally when one considers an asymmetry which measures the oscillation of the boundary of a given set. This was introduced in [16] in the Euclidean setting (see also [5, 6] ).
Subsequently to [15] , different proofs in the Euclidean case have been given in [14] (by the optimal mass transport) and in [1, 11] (using the regularity theory of minimal surfaces). These strategies seem hardly to be implementable for our purpose since already in the Euclidean case they do not provide the optimal dependence on the dimension. The proof in [13] is based on stochastic calculus and provides sharp estimates for the Gaussian noise stability inequality. As a corollary this gives a quantitative estimate for the Gaussian isoperimetric inequality which is not optimal. In order to prove the sharp quantitative estimate we introduce a new method which is based on a direct analysis of the first and the second variation of solutions to a suitable minimum problem. We will outline the proof at the end of the introduction.
In order to describe the problem more precisely we introduce our setting. Given a Borel set E ⊂ R n we define its Gaussian measure as γ(E) := 1 (2π)
We denote by P γ (E) the Gaussian perimeter of an open set E with Lipschitz boundary,
Moreover, given ω ∈ S n−1 and s ∈ R, H ω,s denotes the half-space of the form H ω,s := {x ∈ R n : x · ω < s}.
We define also the function φ : R → (0, 1) as
Then we have γ(H ω,s ) = φ(s) and P γ (H ω,s ) = e −s 2 /2 . The isoperimetric inequality states that, given an open set E with Lipschitz boundary and mass γ(E) = φ(s), one has
and the equality holds if and only if E = H ω,s for some ω ∈ S n−1 . A natural question is the stability of the inequality (2). Let us denote by D(E) the Gaussian isoperimetric deficit (i.e., the gap between the two side of the isoperimetric inequality)
and by α(E) the Fraenkel (or the standard) asymmetry
where △ stands for the symmetric difference between sets. In the same spirit as in the Euclidean case, it is proved in [10] that the isoperimetric deficit controls the square of the Fraenkel asymmetry
In [10] it is also shown that the exponent 2 on the left hand side is sharp. However, this does not seem to be the case with the constant c, in the meaning that there are no examples which show that it has to depend on the dimension n. Moreover, since the logarithmic Sobolev inequality has no dimensional dependence, one could think that the above estimate should also be independent of the dimension. In this spirit is the result contained in [21] , where the authors prove a quantitative estimate which is independent of the dimension but does not have the sharp decay rate with respect to the asymmetry. More recently this result was improved in [13] where the author introduces a new asymmetry which is equivalent to
where b(E) := E x dγ is the (non-renormalized) barycenter of the set E, and s is chosen such that γ(E) = φ(s). We call this strong asymmetry since it controls the standard one as
A similar estimate can be found in [13] but we prove it again in Proposition 4 in order to obtain the optimal dependence on the mass. In [13, Corollary 4] it is proved that
for a constant c(s) depending only on s. Together with (5) this proves (3) up to a logarithmic factor. It was conjectured in [21] (see also the discussion in [13] ) that the inequality (3) should hold for a constant independent of the dimension. In this paper we prove this conjecture. In fact, we prove an even stronger result, since we prove the optimal quantitative estimate in terms of the strong asymmetry. Our main result then reads as follows.
Main Theorem. There exists an absolute constant c such that for every s ∈ R and for every set E ⊂ R n with γ(E) = φ(s) the following estimate holds
In Remark 1 we show that the dependence on the mass is optimal. This can be seen by comparing a one-dimensional interval (−∞, s) with a union of to two intervals (−∞, −a)∪(a, ∞) with the same Gaussian length. We provide an explicit upper bound for the numerical constant c, although not optimal (c ≤ 6 * 10 3 ).
Because of (5) the main theorem provides a generalization of the quantitative estimate (3). Since the decay rate with respect to the Fraenkel asymmetry in (3) is sharp this implies that the linear dependence on β(E) in (6) is also optimal. We note that even though the dependence on the mass in (5) and in (6) are optimal, we do not know if these together provide the optimal mass dependence for (3). We leave this as an open problem.
We proceed by defining for a given set E the oscillation of its boundary as
where ν E is the exterior normal of E. In Corollary 1 at the end of section 4, we show that
Therefore by the main theorem we conclude that the deficit controls also the oscillation of the boundary. Roughly speaking this means that the closer the perimeter of E is to the perimeter of half-space, the flatter its boundary is. This is the Gaussian counterpart of the result in [16] for the Euclidean case. For us this is also one motivation to consider the strong asymmetry instead of the standard one. As we already mentioned, the proof of the main theorem is based on a new PDE argument. We study directly the minimization problem
and show that when ε > 0 is small enough the only solutions are half-spaces. It is not difficult to see that this proves the main theorem. We note that for technical reasons we replace the volume constraint by a volume penalization. In section 3 we study the regularity of the solutions to the above problem, and derive the Euler equation (i.e. the first variation) and the quadratic form associated with the second variation. The latter is nothing but the second derivative of the above functional in direction of a given test function. In section 4 we give the proof of the main theorem. The key point of the proof is step 3 where, with a careful choice of test function in the second variation formula, we are able to conclude directly that every minimizer is a union of parallel stripes. Thus the problem becomes one-dimensional and the choice of ε does not depend on the dimension. Finally we remark that the fact that half-spaces are the only smooth stable critical sets to the Gaussian isoperimetric problem is proved in [19] .
Notation and Preliminaries
In this section we briefly introduce our basic notation and recall some elementary results from geometric measure theory. For an introduction to the theory of sets of finite perimeter we refer to [2] and [18] . We denote by {e (1) , . . . , e (n) } the canonical base of R n . For generic point x ∈ R n we denote its j-component by x j := x, e (j) and use the notation x = (x ′ , x n ) when we want to specify the last component. The family of the Borelian sets in R n is denoted by B . We denote the Hausdorff measure with Gaussian weight by H n−1 γ , i.e., for every set A ∈ B we define
A set E ∈ B has locally finite perimeter if for every ball B R ⊂ R n it holds
If E is a set of locally finite perimeter then its reduced boundary is denoted by ∂ * E and ν E (x) is the exterior normal at x ∈ ∂ * E. When no confusion arises we shall simply write ν and use the notation ν j = ν, e (j) . If E has locally finite perimeter then its perimeter in A ∈ B is
Moreover, the Gauss-Green formula holds
for every Lipschitz continuous vector field X : R n → R n with compact support. In (2) the Gaussian isoperimetric problem was stated for sets with Lipschitz boundary, but this can extended to more general and more natural class of sets. Indeed, if E ∈ B is a set of locally finite perimeter with H n−1 γ (∂ * E) < ∞ then it has finite Gaussian perimeter and we denote its Gaussian perimeter by
Otherwise we set P γ (E) := ∞. It follows from the Gauss-Green formula that
for every E ∈ B. We will assume that every set has finite Gaussian perimeter if not otherwise mentioned. If E is an open set with Lipschitz boundary then trivially ∂ * E = ∂E. Therefore the above notion of Gaussian perimeter provides an extension of (1). If M ⊂ R n is a smooth, oriented manifold with or without boundary, then D τ and div τ denotes the tangential differential and the tangential divergence respectively. We recall that if X : M → R n is a Lipschitz continuous vector field with compact support then the divergence theorem on manifold states
where H is the sum of the principle curvatures.
A minimum problem
We begin by analysing a specific minimum problem, which will be instrumental in the proof of our quantitative estimate. Given ε > 0 and Λ > 0, we consider the functional F : B → R + defined by
The last term is a volume penalization that forces (for Λ large enough) the minimizers of F to have Gaussian measure φ(s). For simplicity we will indicate by b s the norm of b(H ω,s ), since it does not depend on ω.
It is important to observe that the half-spaces maximize the norm of the barycenter:
because the integrands in the last term are both negative. This enlightens the fact that in minimizing F the two terms P γ (E) and |b(E)| are in competition: minimizing P γ (E) means to push the set E at infinity in one direction, so that it becomes closer to a half-space. On the other hand, minimizing |b(E)| means to balance the mass of E with respect to the origin. We will see, and this is the main point of our analysis, that for ε small enough the perimeter term overcomes the barycenter, so that the only minima of F are the half-spaces H ω,s .
In this section we study the existence of minimizers of the functional F, and their regularity. We calculate also the Euler equation and the second variation of F. All these results are nowadays standard, but for the readers convenience we prefer to give here the outlines of the proofs. Specific properties of the minimizers will be analysed in the next section, along the proof of our main theorem.
Since for any bounded open set A ⊂ R n one has that sup h P (E h ; A) is finite, the compactness theorem for BV functions (see [2, Theorem 3.23] ) ensures the existence of a Borel set F ⊂ R n such that, up to a subsequence, χ E h → χ F strongly in L 1 loc (R n ). Given R > 0, let r h and r be such that
From inequality (8) we get
A similar estimate holds also for the set F \ B R . Therefore, since
we have that b(F ) = lim h→∞ b(E h ). By the lower semicontinuity of the Gaussian perimeter we have also
The regularity of minimizer of F follows from the regularity theory of almost minimizers of the perimeter [24] . From the regularity point of view the advantage of having the strong asymmetry in the functional (7) instead of the standard one is that the minimizers are smooth outside the singular set. The fact that one may gain regularity by replacing the standard asymmetry by a stronger one was observed in [8] in a different context. Proposition 2. Let E be a minimizer of F. Then the reduced boundary ∂ * E is a relatively open, smooth hypersurface and satisfies the Euler equation
Here λ is a Lagrange multiplier which can be estimated by
The singular part of the boundary ∂E \ ∂ * E is empty when n < 8, while for n ≥ 8 its Hausdorff dimension can be estimated by dim
Proof. First of all we note that ∂E is the topological boundary of the correct representative of the set (see [18, Proposition 12.19] ). Let us fix x 0 ∈ ∂E and r ∈ (0, 1). From the minimality we deduce that for every set F ⊂ R n with locally finite perimeter such that F △E ⊂ B 2r (x 0 ) it holds
for some constant C depending on |x 0 |. If we choose F = E \ B r (x 0 ) we get from (10) that
for some constant C 0 = C 0 (|x 0 |). Note that for every x ∈ B r (x 0 ) and r ∈ (0, 1) it holds
for some constant C. Therefore (10) and (11) imply that for all sets F with F △E ⊂⊂ B r (x 0 ) and r ≤ 1 it holds
for some constant C depending on |x 0 |. It follows from [24] (see also [18] ) that ∂ * E is relatively open (in ∂E), C 1,σ hypersurface for every σ < 1/2 and the singular set ∂E \ ∂ * E is empty when n < 8 and dim H (∂E \ ∂ * E) ≤ n − 8 when n ≥ 8.
To prove the Euler equation we fix x 0 ∈ ∂ * E. Since ∂ * E is relatively open we can find an open set U ⊂ R n such that ∂E ∩ U ⊂ ∂ * E. We show that (9) holds on ∂E ∩ U in a weak sense, i.e., for every X ∈ C 1 0 (U ; R n ) with ∂ * E X, ν dH n−1 γ = 0 we have
Let Φ : U × (−δ, δ) → U be the flow associated with X, i.e.,
and define E t = Φ(E, t). Then it holds (see [18] )
Therefore γ(E t ) = γ(E) + o(t). The weak form of the Euler equation then follows from the minimality of E and
and (see [18] )
Since the reduced boundary ∂ * E is C 1,σ manifold and since it satisfies the Euler equation (9) in a weak sense, from classical Schauder estimates we deduce that ∂ * E is in fact C ∞ manifold.
Finally, in order to bound the Lagrange multiplier λ, we fix x 0 ∈ ∂ * E and an open set U ⊂ R n such that ∂E ∩ U ⊂ ∂ * E. Let X ∈ C 1 0 (U ; R n ) be any vector field and assume that is Φ(x, t) the associated flow and denote E t = Φ(E, t). Then by the above calculations we have
Therefore by the minimality of E we have
for every X ∈ C 1 0 (U ; R n ). This proves the claim.
Next we derive the second order condition for minimizers of the functional F, i.e., the quadratic form associated with the second variation is non-negative. Let us briefly explain what we mean by this. Let ϕ : ∂ * E → R be a smooth function with compact support such that it has zero average, i.e., ∂ * E ϕ dH n−1 γ = 0. We choose a specific vector field X : R n → R n (see (13) ), such that X := ϕν E on ∂ * E. We denote the associated flow by Φ(x, t) and define E t := Φ(E, t). The second variation of the functional F at E in direction ϕ is then defined to be the value
It turns out that the choice of the vector field X ensures that the second derivative exists and it follows from the minimality of E that this value is non-negative. Moreover the second variation at E defines a quadratic form over all functions ϕ ∈ C ∞ 0 (∂ * E) with zero average. The calculations of the second variation are standard (see [1, 18, 22] for similar calculations) but since they are technically challenging we include them for the convenience of the reader. In the absence of the barycenter the second variation is calculated in [19] . We note that since ∂E is not necessarily smooth we may only perturb the regular part of the boundary. We denote u ∈ C ∞ 0 (∂ * E) when u : ∂ * E → R is a smooth function with compact support.
Proposition 3. Let E be a minimizer of F. The quadratic form associated with the second variation is non-negative
for every ϕ ∈ C ∞ 0 (∂ * E) which satisfies
Here b = b(E) and ν = ν E , while |B E | 2 is the sum of the squares of the curvatures.
It follows from Proposition 2 that we may find an open set U ⊂ R n such that d E is smooth in U and the support of ϕ is in U . We extend ϕ to U , and call the extension simply by ϕ, such that ϕ ∈ C ∞ 0 (U ) and
Finally we define a vector field X := ϕ∇d E in U and X := 0 in R n \ U . Note that X is smooth and X = ϕν on ∂ * E. Let Φ : R n × (−δ, δ) → R n be the associated flow with X, i.e., ∂ ∂t Φ(x, t) = X(Φ(x, t)), Φ(x, 0) = x and define E t = Φ(E, t). Let us denote the Jacobian of Φ(·, t) by JΦ(x, t) and its tangential Jacobian on ∂ * E by J τ Φ(x, t). We recall the formulas (see [22] )
and
where
is the acceleration field. Recall also that by definition Φ(x, 0) = x and ∂ ∂t t=0
Φ(x, t) = X. We begin by differentiating the Gaussian volume. We use (14) to calculate
where we have used (13) . Hence, γ(E t ) = γ(E) + o(t 2 ) and
Since t → P γ (E t ) and t → |b(E t )| 2 are smooth with respect to t we have by the minimality of E that
Thus we need to differentiate the perimeter and the barycenter.
To differentiate the perimeter we write
We differentiate this twice and use (15) to get
Let us denote
To differentiate the barycenter we write
JΦ(x, t) dx.
We use (14) and get after differentiating once that
and after differentiating twice that
Thus we obtain by the divergence theorem that
Therefore (16), (17), (18) and (19) imply
We use the Euler equation (9) and (13) to conclude that
Hence, the claim follows from (20) .
We would like to extend the quadratic form in Proposition 3 to more general functions than ϕ ∈ C ∞ 0 (∂ * E). To this aim we define the function space H 1 γ (∂ * E) as the closure of C ∞ 0 (∂ * E) with respect to the norm ||u||
. A priori this definition seems rather restrictive since it is not clear if even constant functions belong to H 1 γ (∂ * E). However, the information on the singular set dim H (∂E \ ∂ * E) ≤ n − 8 from Proposition 2 ensures that the singular set has capacity zero and it is therefore negligible. It follows that every smooth function u : ∂ * E → R which has finite H 1 γ -norm is in H 1 γ (∂ * E). In particular, if u : R n → R is a smooth function such that the H 1 γ (∂ * E) norm of its restriction on ∂ * E is bounded, then the restriction is in H 1 γ (∂ * E).
Proof. By truncation we may assume that u is bounded and by a standard mollification argument it is enough to find Lipschitz continuous functions u k with a compact support on ∂ * E such that lim k→∞ ||u − u k || H 1 γ (∂ * E) = 0. We will show that there exist Lipschitz continuous functions ζ k : ∂ * E → R with compact support such that 0 ≤ ζ k ≤ 1, ζ k → 1 in H 1 γ (∂ * E) and ζ k (x) → 1 pointwise on ∂ * E. We may then choose u k = uζ k and the claim follows.
Let us fix k ∈ N. First of all let us choose a large radius R k such that the Gaussian perimeter of E outside the ball B R k is small, i.e., P γ (E; R n \ B R k ) ≤ 1/k. We choose a cut-off function
Denote the singular set by Σ := ∂E \ ∂ * E. Proposition 2 implies that Σ is a closed set with H n−3 (Σ) = 0. Therefore we may cover the set Σ ∩ B 2R k with balls B r i := B r i (x i ), i = 1, . . . , N k , with radii r i ≤ 1/2 such that
where C 0 = C 0 (2R k ) is the constant from the estimate (11) for the radius 2R k . For every ball B 2r i we define a cut-off function
Then θ k (x) = 1 for x ∈ ∪ i B r i , θ k (x) = 0 for x = ∪ i B 2r i and it is Lipschitz continuous. We may estimate its weak tangential gradient on ∂ * E by
has compact support on ∂ * E. Note that by (11) it holds P (E;
. Hence we have that
Similarly we conclude that ||ζ k − 1|| 2
Quantitative estimates
The present section focuses on the proof of our main result, as well as on some of its direct consequences.
Proof of the Main Theorem. Since β(E) = β(R n \E), we may restrict ourselves to the case s ≤ 0. We begin by writing the strong asymmetry β(E) in a different way. As we have already observed at the beginning of the previous section, the half-spaces maximize the norm of the barycenter. In particular, the strong asymmetry is nothing else than the gap between this maximum and the norm of b(E). When b(E) = 0, the minimum in (4) is achieved by ω = −b(E)/|b(E)| and with this choice of ω we have
If we show that for some ε and Λ the only minimizers of the functional F are the halfspaces H ω,s , ω ∈ S n−1 , then we have almost done, since
We will prove just that, with the choice
18(1 + Λ 2 ) and Λ = 2e
Using the estimate e −s 2 /φ(s) 2 ≤ 16s 2 for s ≤ −1 (see [10, Lemma 3.4] ) and e −s 2 /φ(s) 2 ≤ 15 for −1 < s ≤ 0 (by a direct computation), we see that
Assume now that E is a minimizer of F and, without loss of generality, that its barycenter is in the direction of −e (n) , i.e., b(E) = −|b|e (n) . Along the proof we will use the shorter notation H s = H e n ,s . We are going to show that E = H s . We divide the proof into four steps.
Step 1. As a first step we prove an upper bound for the quantity ∂ * E x, ω 2 dγ, namely for every unit vector ω ∈ S n−1 it holds
We begin with a few observations. Using H s as a competitor, the minimality of E implies
Let r be such that φ(r) = γ(E). Since H r maximizes the length of the barycenter we have by the Gaussian isoperimetric inequality that
From our choice of ε in (22) it follows that
Since ∂ * E is smooth we deduce from the Euler equation (9) that for every Lipschitz continuous vector field X : ∂ * E → R with compact support it holds
To obtain (25) simply multiply the Euler equation (9) by X, ν and use the divergence theorem on manifolds. First we will prove that
Let ζ k : ∂ * E → R be the sequence of Lipschitz continuous functions from the proof of Lemma 1 which have compact support, 0 ≤ ζ k ≤ 1 and ζ k → 1 in H 1 γ (∂ * E). We choose X = −x n ζ 2 k e (n) in (25) and use (24) to get
Hence we obtain (26) from the fact that ζ k → 1 in H 1 γ (∂ * E) and from Fatou's lemma. To prove the claim we argue as above. We denote x ω = x, ω , ν ω = ν, ω and choose X = −x ω ζ 2 k ω in (25) and get after similar calculations
This and (26) imply 1
Hence the claim follows by letting k → ∞, from the bound |λ| ≤ Λ proved in Proposition 2 and from (23).
Step 2. In this step we use the previous step and Proposition 3 to conclude that for every ϕ ∈ H 1 γ (∂ * E) with ∂ * E ϕ dH n−1 γ = 0 it holds
Recall that
Therefore by slightly changing the functions ϕ k we may assume that they satisfy ∂ * E ϕ k dH n−1 γ = 0 and still converge to ϕ in H 1 γ (∂ * E). Let ω k ∈ S n−1 be vectors such that
We use Proposition 3 and step 1 to conclude
In other words, the function ν j has zero average. Moreover (28) implies
From Lemma 1 we deduce that ν j ∈ H 1 γ (∂ * E) and we may thus use (27) to conclude
Next we introduce the notation δ i for the tangential derivative in e (i) -direction, i.e., δ i u = ∂ x i u − ∇u, ν ν i . Moreover we denote by ∆ τ the tangential Laplacian, i.e., ∆ τ u = n i=1 δ i δ i u. We recall the well known equation (see e.g. [17, Lemma 10.7] )
We use the above equation and differentiate the Euler equation (9) to deduce
where we have used the fact that δ j ν i = δ i ν j and j = n. Let ζ k : ∂ * E → R be the sequence of Lipschitz continuous functions from the proof of Lemma 1 which have compact support, 0 ≤ ζ k ≤ 1 and ζ k → 1 in H 1 γ (∂ * E). We multiply the previous equation by ζ k ν j , integrate over ∂ * E and use the divergence theorem on manifold to conclude
we deduce from the previous equation that
Thus we get from (30) that
This implies ν j ≡ 0 on ∂ * E. Since E has locally finite perimeter in R n , De Giorgi's structure theorem (see [18, Proposition II.4 .9]) yields
Therefore, the distributional partial derivatives D j χ E , j = 1, . . . , n − 1, are all zero and necessarily E = R n−1 × F for some set F of locally finite perimeter in R. In particular, the topological boundary of E is smooth and ∂ * E = ∂E. We will show that the boundary of E is connected, which will imply that E is a half-space. To this aim we use the argument from [22] . We argue by contradiction and assume that there are two disjoint closed sets Γ 1 , Γ 2 ⊂ ∂E such that ∂E = Γ 1 ∪ Γ 2 . Let a 1 < 0 < a 2 be two numbers such that the function ϕ :
has zero average. Then clearly ϕ ∈ H 1 γ (∂E) and therefore (27) implies
From (24) we deduce
which is obviously impossible. Hence, ∂E is connected.
Step 4.
We need yet to show that E has the correct volume, i.e., γ(E) = φ(s). Since we have proved (29) we need only to show that the function f : R → (0, ∞)
attains its minimum at t = s ≤ 0.
First we notice that for every t < 0 it holds f (t) < f (|t|). Moreover the function f is clearly increasing on (s, 0). Hence, we only need to show that f (s) < f (t) for every t < s. In (−∞, s) we have
In particular, f increases, reaches its maximum and decreases to f (s). From our choices of Λ and ε in (22) we have
Thus the function f attains its minimum at t = s which implies
This concludes the proof.
Remark 1.
We remark that the dependence on the mass in (6) is optimal. Indeed, this can be verified by considering one-dimensional set which is a union of two intervals E s = (−∞, a(s)) ∪ (−a(s), ∞) where s < 0, and a(s) < s is a number such that
i.e., γ(E s ) = φ(s). Then b(E s ) = 0 and β(E s ) = 
For the readers convenience we will give the calculations below.
To show (32) we write a(s) = s − ε(s). We proceed by proving that the strong asymmetry controls the square of the standard one. Let us introduce a variant of the Fraenkel asymmetry: given a Borel set E with γ(E) = φ(s) we defineα where ω = −b(E)/|b(E)|. Since α(E) ≤ 2φ(−|s|), it is straightforward thatα(E) ≥ α(E). With respect to the asymmetry α, the asymmetryα has the advantage to select the half-space for the symmetric difference.
Proposition 4. Let E ⊂ R n be a set with γ(E) = φ(s). Then
Proof. Sinceα(E) =α(R n \ E) we may restrict ourselves to the case s ≤ 0. By first order analysis it is easy to check that the function f (s) := e is non-negative in [0, ∞). Indeed, g ′ is non-negative and g(0) = 0. By rearranging terms as above we deduce
By minimizing over ω ∈ S n−1 we get O(E) = 2P γ (E) − 2 √ 2π|b(E)| = 2D(E) + 2 √ 2πβ(E).
Finally, thanks to the estimate (6), we obtain (35).
