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Sommario
In questo lavoro e` stato scelto un modello non lineare rappresentativo della
dinamica del velivolo F16 ed e` stato implementato uno schema di controllo
per un sistema di atterraggio automatico, facendo uso di tecniche di sinte-
si classiche. Questo modello e` stato preso a riferimento per uno studio di
fattibilita` di uno schema di controllo basato su reti neurali e sull’inversione
di modello (Internal model control). A conclusione del lavoro le reti neurali
sono state utilizzate nella parte esterna del ciclo di controllo al posto di un
controllore classico confrontando i risultati con quelli ottenibili mediante un
sistema di controllo classico.
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1
Velivolo di riferimento e manovra di
riferimento
Nel presente lavoro si e` utilizzato un modello non lineare della dinamica
del velivolo relativo ad un F16, tratto del testo di Stevens e Lewis [1]. Nei
seguenti paragrafi saranno analizzati nel dettaglio il modello della dinamica
e quello relativo alla manovra di atterraggio automatico, tratto dal testo del
McLean [2].
1.1 Anatomia del modello non lineare del-
l’F16
1.1.1 Terne di riferimento
Il sistema di riferimento utilizzato per descrivere il moto del velivolo e` un
sistema di Assi Corpo (TB) solidale al velivolo con origine nel centro di massa.
La velocita` assoluta del velivolo e` relativa ad una terna di Assi Verticali
Locali (TV ): questa terna non e` rigorosamente inerziale, ma data l’entita`
trascurabile delle accelerazioni associate alla rotazione terrestre rispetto alle
accelerazioni indotte dalle manovre, si assume un modello di terra piana e
non rotante rendendo la terna TV inerziale. L’orientamento della terna TB
rispetto alla TV e` espresso mediante i tre angoli di Eulero φ, θ, ψ.
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1.1.2 Equazioni del moto
Le equazioni del moto in assi corpo, in forma vettoriale, sono date da:
v˙B = −ωB ∧ vB +BBg + FB
m
(1.1)
ω˙B = −J−1ωB ∧ JωB − J−1ωB ∧HEB + J−1TB (1.2)
Φ˙ = E(Φ)ωB (1.3)
p˙ = BTBvB (1.4)
dove si e` indicato con
• vTB = [ U , V , W ]T il vettore velocita` espressa nella terna TB;
• ωTB = [ P, Q , R ]T il vettore velocita` angolare nella terna TB;
• BB la matrice di rotazione tra la terna TV e TB funzione dei tre angoli
di Eulero;
• ΦT = [ φ , θ , ψ ]T il vettore degli angoli di Eulero;
• E(Φ) la matrice che correla le componenti di velocita` angolare alle
derivate degli angoli di Eulero;
• pT = [ PN , PE , H ]T la posizione del baricentro del velivolo rispetto
alla terna TV ;
• J il tensore d’inerzia valutato rispetto alla terna TB;
• FTB = [ Fx , Fy , Fz ], TTB = [ L , M , N ], HEB = [ HE , 0 , 0 ]
i vettori delle forze e dei momenti aerodinamici e propulsivi, e il mo-
mento angolare delle masse rotanti applicati nel baricentro del velivolo.
Nel precedente sistema di equazioni differenziali non lineari la (1.1) e` l’e-
quazione delle forze, la (1.2) e` l’equazione dei momenti, la (1.3) e` l’equazione
cinematica e la (1.4) e` l’equazione di navigazione. Si puo` vedere che il siste-
ma e` gia` espresso in forma di variabili di stato se si pone come vettore degli
stati
xT = [ vTB , ω
T
B , Φ
T , pT ]
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Esplicitando le componenti si ha
xT = [ U , V , W , P , Q , R , φ , θ , ψ , pN , pE , H ]
1.1.3 Forze e momenti agenti sul velivolo
Le forze e i momenti agenti sul velivolo sono di due tipi: aerodinamiche e
propulsive. Le forze aerodinamiche dipendono dall’orientamento del velivolo
rispetto all’aria. Sono necessari due angoli per specificare le forze e i momenti
aerodinamici: l’angolo di incidenza α, e l’angolo di derapata β, mostrati in
figura 1.1.
Figura 1.1: Definizione di angoli aerodinamici
Le forze aerodinamiche dipendono dalla velocita` relativa aria-velivolo che
e` l’opposto della velocita` relativa vB del centro di massa usata nelle equa-
zioni del moto. L’angolo di incidenza e l’angolo di derapata sono definiti da
una rotazione piana attorno l’asse corpo y seguita da una rotazione attorno
al nuovo asse z, in modo tale che l’asse x finale sia allineato alla direzione del
vento relativo. La prima rotazione definisce la terna assi stabilita` e l’angolo
α e` definito come l’angolo tra l’asse corpo x e l’asse x stabilita`. La seconda
rotazione definisce una terna assi vento e l’angolo di derapata e` definito co-
me l’angolo tra l’asse x stabilita` e l’asse vento x. Generalmente i dati raccolti
in galleria del vento si riferiscono ad una terna di assi vento con gli assi che
puntano in alto, indietro, e a sinistra del velivolo e le forze aerodinamiche,
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portanza (L), resistenza (D), e cross-wind (Y), sono naturalmente definite
positive in questa terna, quindi nella terna assi vento definita nella dina-
mica del velivolo le forze aerodinamiche hanno componenti -L, -D, Y dove
quest’ultima e` la componente laterale delle forze aerodinamiche positive se
concordi con la direzione positiva dell’asse y. Il passaggio dalla terna TB alla
terna assi vento TV e` definita mediante la composizione di due matrici di
rotazione, indicate con S nella (1.5).

x
y
z

W
=

cos β sin β 0
− sin β cos β 0
0 0 1


cosα 0 sinα
0 1 0
− sinα 0 cosα

︸ ︷︷ ︸
S

x
y
z

B
(1.5)
Al fine di introdurre gli angoli aerodinamici nella formulazione in variabili
di stato del moto del velivolo si puo` osservare che per definizione si ha:
VT =
√
U2 + V 2 +W 2
tanα =
W
U
(1.6)
sin β =
V
VT
Differenziando le (1.6) si ottengono tre equazioni che possono essere so-
stituite alle (1.1), quindi:
V˙T =
UU˙ + V V˙ +WW˙
VT
α˙ =
UW˙ −WU˙
U2 +W 2
(1.7)
β˙ =
V˙ VT − V V˙T
V 2T cos β
Il nuovo vettore degli stati e` allora, sostituendo le (1.7)
xT = [ VT , α , β , P , Q , R , φ , θ , ψ , pN , pE , H ]
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1.1.4 Forze e coppie aerodinamiche
Le forze e i momenti aerodinamici vengono introdotti mediante i loro coeffi-
cienti, ovvero le espressioni generali sono date da
F = q S CF
M = q S l CM
dove si e` indicato con
• q la pressione dinamica pari a 1
2
ρV 2T
• S la superficie di riferimento
• CF , CM i coefficienti aerodinamici di forza e momento
• l una lunghezza di riferimento che per il momento di beccheggio vale c,
corda media aerodinamica, e per i momenti del piano latero-direzionale
(rollio e imbardata) vale b, apertura alare.
I coefficienti aerodinamici dipendono da diverse variabili e principalmente
da α, α˙, β, β˙, Mach di volo, posizione del baricentro XR, deflessione dell’e-
quilibratore δE per il piano longitudinale e dell’alettone δA e del timone δR
per il piano latero-direzionale; i coefficienti del piano longitudinale dipendono
anche dal valore della spinta Tc. Per un velivolo convenzionale in regime di
volo subsonico un esempio tipico di costruzione dei coefficienti aerodinamici
e` riportata in Tabella 1.1.
Tabella 1.1: Component build-up dei coefficienti aerodinamici.
CD = CD(CL) +∆CD(δE) +∆CD(M) + . . .
CL = CL(α,Tc) +∆CL(δE) +∆CL(M) +∆CLstal(α,Tc)+. . .
CY = CY (β) +∆CY (δR)+. . .
CL = CL(β) +∆CL(δA) +∆CL(δR) +
b
2 VT
[CLP P + CLR R]+. . .
CM = CM(CL,Tc) +∆CM(δE) +∆CMstal(α,Tc) +∆CM(M)+
+ c
2 VT
[CMq Q+ CMα˙ α˙] +
xRCL
c
+. . .
CN = CN(β) +∆CN(δR) +∆CN(δA) +
b
2 VT
[CNP P + CNR R]+. . .
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1.1.5 Modello del motore
Il propulsore dell’F16 e` modellato con un sistema lineare del primo ordine
con funzione di trasferimento:
δth =
K
s+ 1
τTH
(1.8)
I due parametri che compaiono K e τTH sono calcolati a partire dalle
condizioni di volo (Mach e quota), dalla differenza tra potenza comandata e
potenza attuale. Il valore di δth viene in seguito scalato nell’intervallo [0,1].
1.1.6 Modello degli attuatori
I sistemi di attuazione di equilibratore, rudder, alettone hanno la stessa
modellizzazione in termini di funzione di trasferimento indicata nella (1.9).
δi =
20.2
s+ 20.2
i = E , A , R (1.9)
La differenza tra i tre sistemi di attuazione sta nelle non-linearita` causate
da limiti di escursione e dai limiti sulle velocita` di escursione. Il diagramma
di simulazione implementato e` riportato in figura 1.2.
1
u_att
Ta
Ta
time
constant
rate 
limit
actuation
limit
1
s
1
u_com
Figura 1.2: Diagramma di simulazione degli attuatori.
I valori di rate limit e actuation limit per equilibratore, alettone, rudder
sono riportati in Tabella 1.2.
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Tabella 1.2: Modello degli Attuatori delle superfici di controllo
max |δ˙| max |δ|
δE 60
◦/s 25 ◦
δA 80
◦/s 21.5 ◦
δR 120
◦/s 30 ◦
1.2 Modello delle raffiche
Per confrontare il sistema di atterraggio classico e quello neurale in condizio-
ni off-design si e` introdotto un modello di turbolenza all’interno del modello
matematico del velivolo. Sono stati considerati gli effetti di tre delle sei
componenti di turbolenza atmosferica: l’incidenza di raffica αG, l’angolo di
derapata di raffica βG, e la velocita` di rollio di raffica PG. Il modello ma-
tematico implementato nelle simulazioni si riferisce al modello di Dryden,
ripreso da [3]. Osservando che le uniche grandezze del modello dipendenti
dalla velocita` relativa aria-velivolo sono quelle aerodinamiche, gli ingressi di
raffica sono stati inseriti secondo lo schema:
vrel = v − vG
ωrel = ω − ωG
in cui vG e ωG indicano i vettori di velocita` di raffica considerati.
1.3 Manovra di riferimento
La manovra di atterraggio di riferimento e` stata tratta da [2]. La manovra
e` composta da due segmenti: il primo, l’avvicinamento serve a portare il
velivolo all’altezza sull’ostacolo prefissata dai regolamenti di aeronavigabilita`
con una velocita` minore o uguale a quella di inizio manovra; il secondo, detto
di flare (richiamata sull’ostacolo) che ha lo scopo di far diminuire la velocita`
discensionale del velivolo fino ad avere un contatto con la pista con il vettore
velocita` parallelo o quasi al terreno. La manovra di avvicinamento e` riportata
in figura 1.3. Nelle simulazioni si e` assunto che il velivolo sia trimmato in
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Figura 1.3: Atterraggio di riferimento: VT0 = 250 ft/s, H0 = 1100 ft
una condizione di volo rettilineo e simmetrico e che sia allineato con la pista.
La manovra di flare e` stata schematizzata con una traiettoria esponenziale,
come mostrato in figura 1.4. In linea teorica una traiettoria esponenziale
permetterebbe di raggiungere quota zero in un tempo infinito: in pratica si
e` assunto che la manovra si estingua in un tempo pari a quattro volte la
costante di tempo dell’esponenziale. Un vincolo sulla traiettoria e` che debba
partire con lo stesso rateo di discesa dell’avvicinamento. Le equazioni che
devono essere implementate sono riportate di seguito.
h(t) = h0e
− t
τ (equazione della traiettoria)
h˙(t) = −h0
τ
e−
t
τ ⇒ h˙(t) = −h(t)
τ
(rateo di discesa)
h(0) = −τ h˙(0) = τVT sin γR (vincolo sul rateo di discesa)
L’angolo di discesa γR e` molto piccolo, generalmente γR ∈ [−2.5◦,−3.5◦],
e durante la manovra di flare viene azzerato. Per questo motivo la compo-
nente orizzontale della velocita` del velivolo, VT cos γR, puo` essere considerata
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Figura 1.4: Geometria della traiettoria di flare.
costante e pari a VT . Quindi lo spazio percorso durante la manovra di richia-
mata in un intervallo di tempo pari a 4τ sara` approssimativamente uguale a
4τVT . Dalla figura 1.4 si puo` vedere che tale distanza e` anche pari a
4τVT =
( h0
tan γ
)
+D = τVT cos γ +D (1.10)
Si e` indicata con D la distanza tra trasmettitore del sentiero di discesa e
il punto ipotetico di touch-down. E’ possibile ricavare la costante di tempo
della manovra osservando che cos γ ≈ 1.0 e quindi
τ =
D
3VT
(1.11)
Se, per esempio, si fissa D = 2000 ft e VT = 230 ft/s si ottiene τ = 2.6 s e
h0 = 27 ft.
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Il sistema di controllo
2.1 Introduzione
Un sistema di atterraggio automatico si rende necessario quando si presenta
bassa visibilita` o cattive condizioni atmosferiche. L’atterraggio in condizio-
ni di bassa visibilita` puo` essere facilitato dotando la cabina di pilotaggio di
strumentazione idonea per determinare la posizione del velivolo rispetto alla
traiettoria di riferimento, ma un atterraggio in condizioni peggiori compor-
ta la presenza di un sistema automatico, relegando il pilota al compito di
‘supervisore’. Un sistema di controllo della traiettoria richiede un controllo
simultaneo della spinta del motore e dell’assetto del velivolo poiche´, per esem-
pio, l’uso esclusivo dell’equilibratore per il controllo di quota puo` indurre il
velivolo a perdere velocita` ed in seguito a stallare. In questo capitolo sara`
affrontato la sintesi degli autopiloti sul piano longitudinale e quelli sul piano
latero-direzionale. La metodologia di sintesi utilizzata e` quella classica, si so-
no usate le tecniche del luogo delle radici per la sintesi dei sistemi di aumento
della stabilita` e delle funzioni di sensibilita` e sensibilita` complementare delle
funzioni di trasferimento in ciclo chiuso per la sintesi dei sistemi autopilota.
Il sistema di atterraggio automatico e` composto da due sistemi di control-
lo, uno per la manovra di avvicinamento (Glide-path Capture System), ed
uno per la manovra di richiamata all’altezza dell’ostacolo (Automatic Flare
Control). Entrambi i sistemi di controllo saranno presentati nel seguito del
capitolo.
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2.2 Prestazioni richieste ai controllori
La traiettoria e` determinata dalla posizione e l’orientamento della pista e
dall’angolo di pendenza γR. Un tipico sistema di atterraggio automatico
usa un fascio di onde radio diretta verso l’alto dal basso, che il velivolo
puo` intercettare tramite appositi radio ricevitori. Le specifiche d’atterraggio
utilizzate in questo lavoro sono riportate in Tabella 2.1.
Tabella 2.1: Specifiche di avvicinamento.
Pendenza traiettoria γ tra −2.5 ◦ e −3.5 ◦
Incidenza α tra 10 ◦ e 15 ◦
Velocita` VT tra 240 ft/s e 280 ft/s
Ulteriori specifiche, riportate in Tabella 2.2 sono relative alla fine del-
l’avvicinamento in modo da poter permettere la corretta esecuzione della
manovra di richiamata.
Tabella 2.2: Valori tipici di trim alla richiamata.
Altezza sull’ostacolo h0 30 ft
Rateo di discesa al Touch-down h˙ ≤ 2.0 ft/s
Incidenza α tra 10 ◦ e 15 ◦
Errore massimo in quota eh 5 ft
Massimo angolo di rollio φ 5 ◦
Massimo angolo di imbardata ψ 5 ◦
I requisiti di carattere sistemistico dei sistemi autopilota sono relativi ai
picchi delle funzioni di Sensibilita` S(s) e Sensibilita` Complementare T(s),
tratti da [4] e riportati in Tabella 2.3.
Tabella 2.3: Specifiche sui controllori.
‖S‖∞ < 6 dB
‖T‖∞ < 2 dB
Tali valori garantiscono al sistema posto in ciclo chiuso dei valori di
margine di guadagno KM e margine di fase ΦM riportati di seguito.
‖S‖∞ < 2⇒
{
KM > 2 dB
ΦM > 29
◦
11
2 – Il sistema di controllo
‖T‖∞ < 1.25⇒
{
KM > 1.8 dB
ΦM > 47
◦
2.3 Glide-path Capture System
2.3.1 Modello lineare
Il sistema non lineare delle equazioni del moto del velivolo e` stato linearizzato
e ne sono state ricavate le funzioni di trasferimento. La linearizzazione del
modello in avvicinamento e` stata effettuata nelle seguenti condizioni di volo:
• volo rettilineo simmetrico
• XR = 0.35 (in percentuale di c) posizione del baricentro di riferimento
per i dati aerodinamici
• VT0 = 250 ft/s
• γ0 = 0◦
• h0 = 1100 ft
• P0 = Q0 = R0 = 0◦
I vettori degli stati per la dinamica longitudinale e per quella latero-
direzionale sono riportati in 2.1 e 2.2.
XTlon = [ VT , α , q , θ ,h ] (2.1)
XTlat = [ β , p , r , φ ] (2.2)
Con riferimento alla figura 2.1 e` necessario introdurre una nuova varia-
bile di stato che indica lo scostamento angolare dalla traiettoria ideale della
traiettoria reale seguita dal baricentro del velivolo.
La situazione durante l’avvicinamento e` rappresentata in figura 2.1(a).
L’angolo del sentiero di discesa e` indicato con γG ed il suo valore nominale e`
−2.5 ◦. Se un aereo si sta avvicinando ad un aeroporto ma e` sotto il sentiero
di discesa la sua distanza, indicata con d, dal sentiero ideale e` negativa.
Ogni deviazione angolare dalla center-line del sentiero di discesa e` rilevata
dai sensori di bordo: la deviazione dipende sia dallo scostamento d che dalla
12
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Figura 2.1: Definizione dello scostamento angolare Γ . (a) Traiettoria ideale. (b)
Deviazione angolare dalla traiettoria di riferimento
distanza del trasmettitore. Dato che il valore di γG e` piccolo, e` possibile
uguagliare la distanza del trasmettitore R e la proiezione a terra del CG del
velivolo (pari a x = R cos γG). Quindi la deviazione angolare Γ e` definibile
come
Γ =
d
R
(2.3)
con Γ espresso in radianti.
La componente della velocita` VT0 perpendicolare al sentiero di discesa e`
VT0 sinΓ e rappresenta il rateo di crescita dello scostamento, cioe`:
d˙ = VT0 sinΓ ' VT0Γ (2.4)
Nella situazione mostrata nella precedente figura 2.1 se l’angolo di discesa
del velivolo γ e` minore di γG allora Γ e` positivo, poiche` Γ = γ−γG; dato che
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lo scostamento iniziale e` negativo e la sua derivata e` positiva, la situazione e`
quella di un avvicinamento al sentiero dal basso:
d = VT0
∫
(γ − γG)dt = VT0
∫
Γdt (2.5)
L’equazione (2.4) e` l’equazione di stato aggiuntiva al sistema longitudinale
del velivolo.
2.3.2 Il sistema di controllo generale
Il sistema di controllo relativo al piano longitudinale e` riportato in figura 2.2.
Γ
ref
=0
V
Tref
=V
T
(t) V
T
Γ
θ
K_v
Speed control
system
K_GPC
Glide−path−
coupled 
controller
Flight Dynamics,
 actuators and 
inner loop
G(s)
Attitude 
controller
2
1
Figura 2.2: Schema del sistema di controllo
Il blocco Flight dynamics, actuator and inner loop contiene la dinamica
del velivolo, la dinamica degli attuatori e i sistemi di aumento della stabilita`
necessari per porre il velivolo nella categoria 1 delle Qualita` di volo.
Il velivolo modellizzato presenta la caratteristica di stabilita` statica ri-
lassata, ovvero di essere staticamente instabile. Questa situazione e` stata
rimediata, seguendo [5], sintetizzando un controllore di tipo Proporzionale-
Integrativo in q rispetto all’ingresso di equilibratore δE. Inoltre, tenuto conto
della bassa velocita` di avvicinamento, e` prevedibile che il velivolo sia trimma-
to sul ramo discendente della curva della trazione necessaria, e che presenti
lo zero di bassa frequenza 1/Th1 della funzione di trasferimento γ/δE nel se-
mipiano destro del piano complesso. Per correggere la posizione di questo
14
2 – Il sistema di controllo
zero e` stato implementato un sistema auto-throttle, con un controllore di tipo
proporzionale in VT sull’ingresso di spinta δTH .
2.3.3 Il sistema di controllo in assetto
Il controllore sintetizzato piu` internamente e` quello in assetto: infatti l’angolo
di assetto θ e` facilmente misurabile dai sensori di bordo, e quindi piu` semplice
da controllare. La funzione di trasferimento in assetto e`:
θ
δE
=
−49.1211(s+ 0.3823)(s2 + 1.187s+ 0.3623)
(s+ 0.6573)(s+ 0.3678)(s2 + 1.47s+ 0.5815)(s2 + 19.89s+ 140.6)
(2.6)
Il controllore implementato e` del tipo Proporzionale-Integrale, poiche´ essendo
necessario un preciso controllo in traiettoria il polo nell’origine garantisce un
errore asintotico e∞ nullo rispetto ad un ingresso di riferimento costante. In
figura 2.3 sono riportati i diagrammi di Bode della funzione di sensibilita`
S(s) e quella di sensibilita` complementare T (s), mentre le prestazioni del
sistema in ciclo chiuso sono riportate in Tabella 2.4.
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Figura 2.3: Diagrammi della S(s) e della T (s) del controllo in θ.
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Tabella 2.4: Prestazioni del sistema di controllo in θ.
ΦM = 34.83
◦
KM = 7.68 dB
||S||∞ = 2.40 = 7.60 dB
||T ||∞ = 1.81 = 5.17 dB
T (0) = 1.00 = 0 dB
S(0) = 0.00 = −∞ dB
2.3.4 Il sistema di controllo in velocita`
Un sistema di controllo in velocita`, usato contemporaneamente con il glide
path system, e` necessario per assicurare che che l’angolo di pendenza della
traiettoria del velivolo a regime abbia lo stesso segno dell’angolo di assetto
comandato. La funzione di trasferimento considerata e`:
VT
δTH
=
23.3294(s2 + 1.461s+ 0.5647)(s2 + 19.89s+ 140.5)
(s+ 0.6573)(s+ 0.3678)(s2 + 1.47s+ 0.5815)(s2 + 19.89s+ 140.6)
(2.7)
Il sistema di controllo in velocita` implica che la velocita` del velivolo sia
ridotta dal valore di trim VT0 all’inizio della discesa, al valore VT1, alla fine
dello stesso. Un tipico programma di velocita` e` riportato in figura 2.4.
Le prestazioni in ciclo chiuso dell’autopilota in VT sono riportate in Ta-
bella 2.5. E’ necessario sottolineare che il sistema di controllo non e` tale da
avere un errore a regime nullo, poiche non e` richiesto un controllo preciso
della velocita` ma solo il controllo che la VT si riduca di un valore preassegna-
to alla fine dell’avvicinamento. In figura 2.5 sono riportate la S(s) e della
T (s) relative al sistema di controllo in velocita`.
Tabella 2.5: Prestazioni del sistema di controllo in VT .
ΦM = 41.74
◦
KM = ∞
||S||∞ = 1.72 = 4.73 dB
||T ||∞ = 1.40 = 2.95 dB
T (0) = 0.89 = −1.01 dB
S(0) = 0.11 = −19.19 dB
16
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Figura 2.5: Diagrammi della S(s) e della T (s) del controllo in VT
2.3.5 Il sistema di controllo in Γ
La funzione di trasferimento in Γ considerata per la sintesi del sistema di
avvicinamento e` stata calcolata considerando l’autopilota in θ e VT inseriti
17
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ed e` di seguito riportata:
Γ
θi
=
−0.20374(s+ 3.394)(s+ 0.5)(s− 7.115)(s2 + 0.9457s+ 2.451)
s(s+ 15.02)(s+ 0.5826)(s+ 0.4322)(s2 + 1.033s+ 2.362)(s2 + 5.322s+ 69.4)
(2.8)
Il sistema di controllo in Γ , che rappresenta la deviazione angolare del
baricentro del velivolo dal sentiero di discesa ideale, e` stato implementato nel
tipo Proporzionale puro poiche`, come si osserva nella (2.8), e` gia` presente un
polo integratore in ciclo aperto. In Tabella 2.6 sono riportate le prestazioni
del sistema di controllo ed in figura 2.6 gli andamenti delle S(s) e della T (s).
Tabella 2.6: Prestazioni del sistema di controllo in Γ .
ΦM = 37.45
◦
KM = 23.06
||S||∞ = 1.85 = 5.36 dB
||T ||∞ = 1.56 = 3.85 dB
T (0) = 1.00 = 0 dB
S(0) = 0.00 = −∞ dB
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Figura 2.6: Diagrammi della S(s) e della T (s) del controllo in Γ
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2.4 Flare control
2.4.1 Il modello lineare
Le condizioni di trim all’inizio della richiamata sono state estratte dai dati
ottenuti dalla simulazione non lineare dell’avvicinamento quando la quota
del velivolo ha raggiunto la quota sull’ostacolo, h0, pari a circa 30 ft. Nono-
stante la dinamica completa del velivolo presenti accoppiamenti tra il piano
longitudinale e quello latero-direzionale dovuti alla dipendenza da α e β dei
coefficienti aerodinamici, le variazioni delle variabili latero-direzionali sono
trascurabili, percio` nella procedura di linearizzazione sono state poste a zero.
Cio` implica che le differenze con la condizione di trim di inizio avvicinamen-
to sono dovute solo a (trascurando variazioni di massa e di distribuzione di
massa durante l’avvicinamento):
• VT0 ' 230 ft/s
• γ0 = −2.5◦
• h0 = 30 ft
2.4.2 I loop di controllo interni
Il sistema di controllo di richiamata e` costruito in maniera analoga con la
sostituzione del controllo in deviazione dalla traiettoria con uno piu` adatto
alla richiamata. Il velivolo e` stabilizzato nel piano longitudinale con un
sistema di controllo proporzionale-integrativo in q e lo zero di bassa frequenza
1/Th1 e` riportato nel semipiano positivo del piano complesso con un auto-
throttle. I sistemi autopilota in assetto e velocita` hanno la stessa struttura del
sistema di controllo precedente ma e` stato necessario modificarne i guadagni.
Le prestazioni del controllo in assetto ed in velocita` sono riportati di seguito
nelle figure 2.7 e 2.8 e nelle Tabelle 2.7 e 2.8.
2.4.3 Il controllore in richiamata
In bibliografia [1] e [2], sono presentate due tipologie di controllo automatico
di richiamata, che saranno esposti nei paragrafi seguenti.
19
2 – Il sistema di controllo
10−1 100 101
−30
−25
−20
−15
−10
−5
0
5
10
Sensibilità S (blu) e sensibilità complementare T (rosso)
Frequency (rad/sec)
Si
ng
ul
ar
 V
al
ue
s 
(dB
)
Figura 2.7: Diagrammi della S(s) e della T (s) del controllo in θ
Tabella 2.7: Prestazioni del sistema di controllo in θ.
ΦM = 40.06
◦
KM = 15.71
||S||∞ = 1.89 = 5.52 dB
||T ||∞ = 1.47 = 3.37 dB
T (0) = 1.00 = 0 dB
S(0) = 0.00 = −∞ dB
Command Following. Come primo tentativo di realizzare una richiama-
ta controllata, si puo` assumere che il sistema di controllo sia guidato sem-
plicemente dall’errore tra la quota attuale del velivolo e la quota di riferi-
mento sulla richiamata esponenziale. In questa configurazione la variabile
retroazionata e` la quota h.
Implicit Model Following. E’ una tecnica di controllo che presuppone di
poter esprimere la variabile retroazionata in termini di equazioni differenziali
del primo ordine. In questi termini puo` essere posta la traiettoria di flare
20
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Figura 2.8: Diagrammi della S(s) e della T (s) del controllo in VT
Tabella 2.8: Prestazioni del sistema di controllo in VT .
ΦM = 46.54
◦
KM = ∞
||S||∞ = 1.61 = 4.15 dB
||T ||∞ = 1.27 = 2.05 dB
T (0) = 0.87 = −1.17 dB
S(0) = 0.13 = −17.98 dB
precedentemente esposta e di seguito riportata:
h˙ = −h
τ
(2.9)
L’errore retroazionato al compensatore e` dato da
e = −
[
h˙+
(hc − h)
τ
]
(2.10)
Se il sistema presenta una elevata banda passante e elevato guadagno allora
il segnale d’errore rimane piccolo, forzando il sistema di controllo a seguire
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un segnale che e` dato da (hc = 0)
h˙+
h
τ
= 0 (2.11)
che ha per soluzione
h = h(0)e−
t
τ (2.12)
L’equazione 2.12 e` il “modello implicito”.
La differenza tra le due impostazioni e` nella dinamica dell’errore nei due casi.
Nel command following l’errore cresce nel transitorio della manovra, mentre
nell’implicit model following l’errore cresce a regime.
Soluzione adottata. Il sistema di controllo e` stato realizzato retroazionan-
do al sistema direttamente il segnale di h˙, e confrontandolo con l’andamento
della h˙ref della manovra di flare. La funzione di trasferimento considerata e`:
h˙
θi
=
−14.2052(s+ 0.8)(s+ 3.394)(s− 7.082)(s2 + 0.9532s+ 1.944)
(s+ 17.97)(s+ 0.9829)(s+ 0.4489)(s2 + 1.022s+ 1.89)(s2 + 1.963s+ 7.96)
(2.13)
Il controllore e` del tipo Proporzionale-Integrativo per assicurare che a
regime la h˙ sia pari a quella del segnale da inseguire (h˙∞ = 0) e che si
possa anche controllare l’andamento di h tramite il termine integrale. Le
prestazioni del sistema di controllo sono riportate in Tabella 2.9 e le funzioni
S(s) e T (s) sono riportate in figura 2.9.
Tabella 2.9: Prestazioni del sistema di controllo in h˙.
ΦM = 52.14
◦
KM = 5.01
||S||∞ = 2.39 = 7.56 dB
||T ||∞ = 1.44 = 3.17 dB
T (0) = 1.00 = 0 dB
S(0) = 0.00 = −∞ dB
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Figura 2.9: Diagrammi della S(s) e della T (s) del controllo in h˙
2.5 Sistema di controllo del piano latero-direzionale
Il piano laterale e` coinvolto nella costruzione del sistema di controllo in
atterraggio sostanzialmente per due motivi:
1. Tenere il velivolo allineato con la centerline della pista;
2. Dare insensibilita` alle raffiche laterali e alle raffiche in rollio, essendo
note le limitazioni in φ in atterraggio.
φ
ψ
Kpsi Kphi DemuxREF
AC dynamics, actuator
and SAS
Figura 2.10: Diagramma a blocchi del sistema di controllo nel piano laterale.
Lo schema di controllo in rotta potrebbe essere implementato utilizzando
una variabile di stato analoga alla deviazione angolare Γ del piano longitu-
dinale [2]. In questo lavoro, poiche` si considera solo la manovra nel piano
longitudinale, si e` fatto uso di un loop di controllo in ψ. Lo schema di
controllo e` mostrato in figura 2.10.
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Le caratteristiche dinamiche di ciclo aperto sono migliorate (benche` tutti i
requisiti dele qualita` di volo siano rispettate) con l’inserimento di un roll dam-
per ed uno yaw damper con filtro di wash out. La funzione di trasferimento
φ
δA
e` di seguito riportata:
φ
δA
=
−191.6215(s+ 15.91)(s+ 4.057)(s+ 0.631)(s+ 0.2494)
(s+ 18.98)(s+ 16.54)(s+ 2.429)(s+ 0.5306)(s+ 0.001895)(s2 + 4.073s+ 5.408)
(2.14)
Le prestazioni dell’inner loop, con controllore di tipo proporzionale, in φ
sono riportate in figura 2.11 ed in Tabella 2.10.
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Figura 2.11: Diagrammi della S(s) e della T (s) del controllo in φ
Tabella 2.10: Prestazioni del sistema di controllo in φ.
ΦM = 34.58
◦
KM = 15.71
||S||∞ = 1.75 = 4.87 dB
||T ||∞ = 1.80 = 5.10 dB
T (0) = 1.00 = 0 dB
S(0) = 0.00 = −∞ dB
A partire da questo autopilota e` stata estratta la funzione di trasferimento
in ψ di seguito riportata:
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ψ
φi
=
7.1465(s+ 20.2)(s+ 0.5559)(s+ 0.2)(s2 + 0.1187s+ 15.11)
s(s+ 19.64)(s+ 16.39)(s+ 3.63)(s+ 0.6082)(s+ 0.207)(s2 + 2.078s+ 13.26)
(2.15)
E’ stato costruito un autopilota in ψ, con controllore proporzionale, che
ha lo scopo di mantenere il velivolo con un orientamento di ψref = 0
◦. Le
prestazioni in ciclo chiuso del sistema di controllo sono riportate in figura
2.12 e in Tabella 2.11.
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Figura 2.12: Diagrammi della S(s) e della T (s) del controllo in ψ
Tabella 2.11: Prestazioni del sistema di controllo in ψ.
ΦM = 48.83
◦
KM = 7.78
||S||∞ = 1.97 = 5.87 dB
||T ||∞ = 1.28 = 2.14 dB
T (0) = 1.00 = 0 dB
S(0) = 0.00 = −∞ dB
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2.6 Simulazioni di atterraggio
Le due simulazioni sono state effettuate prima separatamente e poi sono
state inserite in un unico modello Simulink che simula tutta la manovra. Il
passaggio tra i due sistemi di controllo e` stato affidato alla comparazione
di quota attuale del velivolo e velocita` verticale attuale secondo la seguente
relazione
hact = −τ h˙act (2.16)
con τ = 2.67 sec. Si riportano di seguito i risultati delle simulazioni a partire
da due condizioni di trim diverse, quella di progetto con γ0 = 0
◦ ed una
con γ0 = −1◦. Osservando le figure 2.13 e 2.16 si puo` notare come siano
rispettate i vincoli di svolgimento della manovra, ed in particolare si osserva
che:
1. al momento della richiamata (figura 2.13) la differenza tra la quota del
velivolo ed il sentiero di discesa e` minore di 5 ft;
2. al momento dell’impatto al suolo (figura 2.16) il velivolo ha una velocita`
discensionale VZ < 2 ft/s;
Per verificare la robustezza del sistema di controllo della richiamata si
riportano i grafici relativi ad una simulazione con richiamata in presenza di
raffica verticale.
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2.6.1 Simulazioni con γ0 = 0
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Figura 2.13: Errore in quota nella fase di avvicinamento γ0 = 0◦.
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Figura 2.15: Manovra di flare γ0 = 0◦.
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Figura 2.16: Angoli caratteristici e velocita` verticale γ0 = 0◦.
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Figura 2.17: Escursione superfici di controllo γ0 = 0◦.
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Figura 2.18: Velocita` γ0 = 0◦.
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2.6.2 Simulazioni con γ0 = −1◦
Di seguito si riportano i risultati della simulazione con diverso angolo di
pendenza della traiettoria iniziale. E’ stato messo in evidenza il solo tratto
di avvicinamento, in quanto solo il sistema di avvicinamento automatico
risente di questa diversa condizione di trim.
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Figura 2.20: Errore in quota nella fase di avvicinamento γ0 = −1◦.
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Figura 2.21: Andamento della quota con γ0 = −1◦
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2.6.3 Simulazione con raffica verticale di intensita` 15 ft2/s2
 

 

 

  

  

  

  

 
 	




ﬁ
ﬀﬃﬂ
 
!ﬁ
ﬀﬃﬂ
ﬂ"!
ﬂ#$
!
%ﬁ
!&
!
 !')
(ﬃ*
'+
#-,
ﬃ.
 	$
"%/
0,
!1
/
243
658
7,9
:;ﬂ1
<ﬂ
#$
%8
!
 !
:;ﬂ1
<ﬂ
#$
%8
ﬂﬀ!
 !
Figura 2.26: Richiamata con raffica msv = 15 ft2/s2.
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Reti Neurali
3.1 Introduzione
La teoria classica del controllo parte dal presupposto che il modello fisico del
sistema da implementare sia descritto da un sistema di equazioni differenziali
o alle differenze. Esistono circostanze in cui il modello non e` noto o che il
sistema di equazioni differenziali non descriva con la necessaria accuratezza
le dinamiche del sistema, perche´ non si modellano alcuni tipi di non-linearita`
o perche´ nel sistema e` presente del rumore. In questi casi e` necessario rico-
struire artificialmente il sistema fisico partendo da esperimenti e osservando
l’evoluzione temporale del sistema: un approccio di questo tipo, basato sulla
costruzione di una black-box del sistema, e` tipico dell’identificazione di si-
stema. Le tecniche di identificazione di sistema sono largamente utilizzate
in relazione alla sintesi dei sistemi di controllo e spesso l’identificazione di
sistema e` implementata come parte integrante del controllore. Questo tipo
di controllo e` detto adattativo ed e` utilizzato quando il sistema e` tempo-
variante. Nelle applicazioni tipiche di controllori adattativi il modello fisico
e` valido in un certo intervallo di condizioni operative e quando ci si allontana
da queste il modello viene identificato in tempo reale ed il controllore effet-
tua un affinamento automatico dei parametri per adeguarsi al nuovo modello.
Dato che la maggior parte dei sistemi fisici presentano delle linearita` piu` o
meno marcate si e` sentita l’esigenza di utilizzare gli approcci tipici dell’iden-
tificazione di sistemi non lineari e della sintesi non lineare dei controllori: da
questo punto di vista giocano un ruolo fondamentale le reti neurali artificiali.
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In questo capitolo si metteranno in evidenza la struttura e alcuni schemi di
controllo generici basati su reti neurali e si riporteranno le applicazioni delle
reti neurali in campo aeronautico. La trattazione generale sulle reti neurali
e` tratta dal riferimento [6].
3.2 Il neurone artificiale
Un neurone artificiale ha la struttura riportata in figura 3.1.
Si possono distinguere due parti principali:
φ4
φ3
φ2
φ1
wi4
wi3
wi2
wi1
wi0
Σ
hi yi 1
1
bias
fi
Funzione di attivazione
4
3
2
1
Figura 3.1: Struttura di un neurone.
1. Il sommatore che effettua la somma pesata degli ingressi con l’aggiunta
di una costante detta bias ;
2. La funzione di attivazione che fornisce l’output del neurone e che puo`
essere lineare o non lineare: le funzioni di attivazione piu` usate in
ambito controllistico sono la tangente iperbolica e la lineare.
Piu` neuroni possono essere interconnessi a formare una rete come mostra-
to in figura 3.2 in cui si distinguono 2 livelli (layer), 3 ingressi (φi), 2 unita`
nascoste (hidden layer) e 2 uscite (yˆi).
La rete riportata in figura 3.2 e` detta completamente connessa poiche` tutti
gli ingressi di un livello sono connessi a tutte le unita` del livello successivo.
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Figura 3.2: Esempio di rete neurale.
L’uscita della rete ha la seguente espressione
yˆi(θ) = gi(θ) = Fi
(
nh∑
j=1
Wijfj
(
nφ∑
l=1
wjlφl + wj0
)
+Wi0
)
(3.1)
dove θ rappresenta il vettore di parametri modificabili della rete (pesi wjl e
Wij). Per determinare i pesi bisogna partire da un insieme di dati di ingresso
alla rete ed imporre, attraverso una procedura di addestramento, che le uscite
della rete siano uguali ad uscite prefissate. La procedura di addestramento
e` in linea di principio un problema di ottimizzazione.
3.3 Schemi di controllo basati su reti neurali
Esistono due categorie di controlli basati su reti neurali che differiscono solo
per il ruolo che riveste la rete neurale:
1. i metodi diretti nei quali la rete neurale implementa direttamente il
controllore e che deve essere addestrata in modo da funzionare da
controllore;
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2. i metodi indiretti che rappresentano un approccio piu` “convenzionale”
dell’utilizzo delle reti neurali, nel senso che i controllori sono sintetizzati
con le tecniche classiche o moderne ma il sistema su cui agiscono e` in
realta` una identificazione con reti neurali del sistema vero.
Tra i sistemi di controllo basati su reti neurali si citano:
• Controllo inverso diretto;
• Controllo con modello interno;
• Linearizzazione su retroazione;
• Feedforward con modello inverso ;
• Controllo ottimo.
Tra i metodi indiretti:
• Piazzamento dei poli approssimato;
• Controllo predittivo non lineare.
3.4 Lo schema scelto: “Internal Model Control”
Nel presente lavoro si e` studiata l’architettura Internal Model Control (IMC)
al fine di verificarne l’applicabilita` al controllo del volo ed in particolare al
sistema di atterraggio automatico. In figura 3.3 e` mostrata l’architettura
IMC.
L’architettura IMC basata su reti neurali e` discussa in [7], mentre l’archi-
tettura basata su controllori classici e` trattata in [8]. L’idea basilare dell’ar-
chitettura IMC e` che se il modello del sistema fisico P˜ e` abbastanza fedele
al sistema reale P allora l’errore retroazionato e` solo il disturbo d: se d e`
piccolo (al limite nullo) il modello inverso del sistema fisico Q riceve in in-
gresso il segnale di riferimento per produrre in uscita il valore della variabile
di controllo necessario al sistema reale P per seguire perfettamente il rife-
rimento r. L’architettura basata su reti neurali prevede due reti neurali:
una del modello diretto o rete forward ed una del modello inverso. L’adde-
stramento del modello diretto non presenta particolari problemi dato che lo
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Figura 3.3: Principio dell’Internal Model Control. Il sistema di controllo e` imple-
mentato con due reti neurali: un modello del sistema e un modello
inverso. L’ingresso “d” rappresenta un disturbo agente sull’uscita
del sistema.
schema di identificazione e` ricavabile direttamente dalle funzioni di trasferi-
mento del sistema e che le coppie di dati di ingresso-uscita possono essere
ricavate mediante simulazioni. Il modello neurale inverso, invece, presenta
alcune difficolta` nella sua realizzazione, la piu` significativa delle quali e` si-
curamente la mancanza di coppie ingresso-uscita adeguate. Questa difficolta`
deriva dal fatto che le funzioni di trasferimento dei sistemi fisici sono pro-
prie, e quindi le loro inverse sono improprie; si nota anche che le funzioni di
trasferimento possono presentare degli zeri nel semipiano positivo del piano
complesso (sistemi a fase non minima) e quindi le loro inverse presentano
dei poli instabili. Di seguito si dara` esempio delle difficolta` incontrate nel-
l’implementazione dell’architettura IMC facendo riferimento alla funzione di
trasferimento in quota con equilibratore del velivolo.
3.4.1 Identificazione del modello diretto con rete neu-
rale
I dati necessari all’identificazione della funzione di trasferimento h
δE
del veli-
volo sono stati ottenuti mediante simulazione. Secondo quanto riportato in
[9] a meno di calcolare l’input ottimale per le specifiche frequenze da identifi-
care, una soluzione puo` essere quella di dare un comando di equilibratore del
tipo multistep 3-2-1-1 che eccita in modo significativo un intervallo di fre-
quenze piu` elevato rispetto al gradino semplice o alla doppietta. Tipicamente
un velivolo con configurazione tradizionale ha una funzione di trasferimento
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in quota del tipo:
h
δE
=
K
(
s+ 1
TH1
) (
s+ 1
TH2
) (
s+ 1
TH3
)
s
(
s+ 1
TA
)
(s2 + 2ζpωps+ ω2p) (s
2 + 2ζspωsps+ ω2sp)
nella quale si riconoscono lo zero dipendente dal trim sulla curva Tn − V del
velivolo ( 1
TH1
) e gli zeri dipendenti dall’architettura del velivolo ( 1
TH2/3
). Il
velivolo considerato e` ad architettura convenzionale, quindi uno zero 1
TH2/3
e` a
fase non minima, e con un auto-throttle lo zero di bassa frequenza 1
TH1
e` stato
riportato nel semipiano negativo del piano complesso. Seguendo [6] e tenendo
conto che nell’architettura IMC e` disponibile durante le simulazioni il segnale
di errore e = P − P˜ si e` scelto di implementare un modello identificativo del
tipo ARMAX.
3.4.2 Identificazione del modello inverso
Al fine di identificare il modello inverso, si e` provveduto alla simulazione
del controllo IMC sintetizzato con funzioni di trasferimento. Da [8] sono
state tratte le proprieta` cui deve soddisfare il modello inverso Q di seguito
riassunte:
1. Stabilita`. Affinche` il controllore generi risposte limitate a ingressi limi-
tati: i poli di Q devono essere a parte reale negativa, ovvero P˜ deve
essere a fase minima;
2. Sistema proprio. Per evitare di dover differenziare i segnali in ingresso,
ovvero rispondere con un impulso ad un ingresso a gradino (fisicamente
irrealizzabile);
3. Causalita`. Il controllore non puo` necessitare di predizioni, deve avere
in ingresso solo valori correnti o passati, quindi il modello diretto non
deve presentare termini di ritardo puri.
Di seguito si riporta la procedura utilizzata per ottenere il soddisfacimento
delle tre proprieta` sopra accennate:
• La coppia di zeri 1
TH2/3
sono stati inglobati nel guadagno della funzione
di trasferimento, effettuando una approssimazione di bassa frequenza
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della funzione stessa. In questo modo pero` si sono persi anche i poli di
corto periodo ed il polo di attuazione;
• La funzione di trasferimento del modello inverso e` stata resa stretta-
mente propria inserendo dei filtri il cui ordine dipende dal voler segui-
re un segnale di riferimento costante o a rampa; dato che e` prevista
una riduzione lineare della quota nella manovra di atterraggio i filtri
implementati sono del secondo ordine del tipo:
f(s) =
2λs+ 1
(λs+ 1)2
ed il cui numero dipende dalla differenza tra grado del numeratore e
grado del denominatore della funzione di trasferimento inversa;
• La causalita` non ha indotto in particolari accorgimenti visto che non
sono presenti termini del tipo e−φt.
3.4.3 Simulazione del modello IMC e considerazioni
Le varie funzioni di trasferimento sono state implementate nell’architettura
IMC come mostrato in figura 3.4.
uh h
h
app
eh=h−happ
N(s)
D(s)
modello 
inverso
Nh(s)
Dh(s)
Hde di bassa
 frequenza
Band−Limited
White Noise
Nh(s)
Dh(s)
Approx
Figura 3.4: Diagramma di simulazione utilizzato
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Di seguito si riportano i grafici relativi alla simulazione del modello IMC.
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Figura 3.5: Segnale di riferimento e segnale di risposta del modello IMC.
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Figura 3.6: Segnale di controllo.
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Dall’osservazione delle figure 3.5 e 3.6 si possono notare le principali
caratteristiche dello schema Internal Model Control :
• l’uscita del sistema segue perfettamente l’ingresso di riferimento anche
in presenza di rumori a meno di picchi con elevata sovraelongazione
dovuti alla non perfetta cancellazione poli-zeri (figura 3.5), e comunque
i picchi sono presenti solo per ingressi a gradino, mentre sono assenti
per segnali a rampa;
• lo schema di controllo per funzionare correttamente necessita di elevati
ingressi di controllo (figura 3.6): questa caratteristica e` da imputare
all’elevato guadagno di alta frequenza della funzione di trasferimento
del modello inverso poiche` sono presenti i filtri per rendere propria la
stessa funzione di trasferimento.
3.4.4 Implementazione del modello con un attuatore
reale
Alla luce di quanto emerso nel precedente paragrafo l’architettura IMC e`
stata modificata inserendo nel ciclo di controllo un attuatore con limiti di
deflessione e di velocita` di deflessione, rappresentativo del modello di attua-
tore impiegato sui velivoli. Lo schema cos`ı modificato e` riportato in figura
3.7.
blocco di attuazione con limiti 
di deflessione e rate limiter
N(s)
D(s)
modello 
inverso
1
s
Nh(s)
Dh(s)
Hde di bassa
 frequenza
−K−
−K−
Band−Limited
White Noise
Nh(s)
Dh(s)
Approx
Figura 3.7: Schema di controllo dopo l’inserimento di un attuatore.
I risultati della simulazione di risposta al gradino sono riportati nelle
figure 3.8 e 3.9.
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Figura 3.8: Riferimento e uscita del modello.
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Figura 3.9: Ingresso di controllo.
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E’ possibile osservare come ponendo dei vincoli sull’escursione, e soprat-
tutto sulla velocita` di escursione, dell’attuatore, l’architettura non sia piu` ca-
pace di seguire il segnale di riferimento, ma produca un uscita che raggiunge
un valore di regime indipendente dell’ampiezza del gradino di riferimento.
Questa impossibilita` di inserire, allo stato attuale, dei vincoli sulla varibile
di controllo all’interno del ciclo ha portato a scartare l’architettura Inter-
nal Model Control per l’impiego come schema di controllo per un sistema di
atterraggio automatico.
3.5 Utilizzo tipico delle reti neurali in ambito
aeronautico
Le applicazioni delle reti neurali in ambito aeronautico sono rivolte maggior-
mente alle capacita` di approssimazione di funzioni delle reti neurali (gain
scheduling), alla identificazione on-line di sistema per controlli adattativi
ed alla possibilita` di rappresentare modelli inversi aumentati. In questo
paragrafo saranno riportate alcune applicazioni riportate in letteratura.
3.5.1 Gain Scheduling
L’applicazione delle reti neurali come alternativa allo scheduling dei guadagni
classico e` tratto da [10]. Questo tipo di applicazione sfrutta la capacita` delle
reti neurali di essere approssimatori universali di funzioni multidimensionali
unita alla capacita` dell’apprendimento in tempo reale delle reti. Uno schema
esemplificativo classico e la sua trasformazione basata su reti neurali tratto
da [10] sono riportati nelle figure 3.10 e 3.11. Tale schema si riferisce ad un
sistema di controllo globale del piano laterale di un velivolo da trasporto.
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Figura 3.10: Esempio di sistema di controllo lineare proporzionale-integrale.
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Figura 3.11: Sistema di controllo proporzionale-integrale basato su reti neurali.
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In figura 3.10 le matrici CI , CY , CB contengono i guadagni del sistema di
controllo per tutte le condizioni di volo, le matrici Hu e Hx sono le matrici
dell’ossevatore che concorrono a formare la stima dell’output del sistema
yS. In figura 3.11 Le matrici CI , CY , CB sono sostituite dalle reti neurali
NNI , NNF , NNB. Il blocco SV G (Scheduling Variable Generator) contiene
le equazioni algebriche ausiliarie che forniscono gli input ausiliari alle reti
neurali; il blocco CSG (Command State Generator) produce stati secondari
attraverso le equazioni cinematiche del velivolo. Tutti gli input ausiliari sono
inclusi nello scheduling vector a, che informa le reti delle variabili dinamiche
significative del sistema.
3.5.2 Architettura di inversione di modello aumentata
con reti neurali
Questa architettura e` stata tratta da [11] e si riferisce ad uno schema di
controllo Assetto comandato-Assetto mantenuto (ACAH) applicato ad un
convertiplano civile. In figura 3.12 e` riportato lo schema di controllo.
Figura 3.12: Architettura di inversione di modello adattativo aumentato con reti
neurali.
Il filtro sull’ingresso comandato ha lo scopo di limitare la velocita` del-
l’input, e come modello di riferimento per la risposta del sistema. In fi-
gura il blocco fˆ−1 rappresenta una pseudo-inversione di modello, ottenuta
considerando un ingresso fittizio di controllo U . La rete neurale serve per
minimizzare l’errore tra modello inverso ideale e modello pseudo-inverso.
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3.6 La soluzione proposta
La soluzione proposta in questo lavoro e` di sostituire il controllore piu` esterno
del ciclo di controllo (nel caso specifico il controllore in Γ ) con una rete neura-
le appositamente addestrata. Il sistema di controllo in atterraggio modificato
e` riportato in figura 3.13.
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Figura 3.13: Sistema di controllo in atterraggio modificato con il controllore
esterno basato su rete neurale.
La sintesi del controllore basato su reti neurali e` stata effettuata nei
seguenti passi:
1. Generazione dei dati a partire dal controllore classico;
2. Scelta di una architettura di identificazione;
3. Scelta dell’architettura della rete neurale e addestramento;
4. Simulazione del controllore neurale all’interno del sistema si atterraggio
automatico.
Generazione dei dati I dati sono stati generati sottoponendo al control-
lore un ingresso di tipo multistep 3-2-1-1 con la presenza di rumore e memo-
rizzando la risposta del controllore utilizzando il diagramma di simulazione
riportato in figura 3.14.
Modello di identificazione Seguendo le indicazioni di [6] il modello da
utilizzare nell’identificazione dipende dalla presenza e dall’entita` del rumore
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Figura 3.14: Schema di acquisizione dei dati.
presente nel sistema, e dalla presenza o meno del sistema di riferimento da
identificare (in questo caso del controllore) in modo da aver disponibile un
segnale di errore tra modello reale e modello identificato. Volendo identi-
ficare un sistema di controllo che sostituisca quello che ha generato i dati,
si utilizza un’architettura che non dipende dagli errori tra modello reale e
identificato (architettura ARMAX) ma che dipende solo dai valori attuali e
passati dell’uscita del sistema e dell’ingresso al sistema (architettura ARX).
Rimane da definire l’ordine del sistema: trattandosi dell’identificazione di un
controllore puramente proporzionale si sceglie di considerare solo il valore
attuale dell’ingresso e dell’uscita del sistema.
Architettura della rete I parametri fondamentali nella sintesi di una rete
neurale sono:
• numero di layer;
• numero dei neuroni per ogni layer;
• tipo di funzioni di attivazione per ogni layer.
La rete neurale e` stata costruita con l’ausilio di un toolbox fornito con [6] e
che permette di identificare sistemi con reti neurali con 2 layer e con la dispo-
nibilita` di sole due funzioni di attivazione: la funzione lineare e la tangente
iperbolica. Il numero di neuroni si determina con una procedura ”trial and
error´´ specificando un numero ragionevolmente elevato di neuroni e valu-
tando gli errori di approssimazione che si ottengono diminuendo il numero
di neuroni. La rete implementata e` costituita da 5 neuroni con funzioni di
attivazione lineare ed e` riportata in figura 3.15.
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Figura 3.15: Schema delle rete neurale ottenuta dopo l’addestramento.
3.6.1 Simulazione del sistema di atterraggio automati-
co con rete neurale
Le simulazioni condotte di seguito riportate si riferiscono al condizioni di
trim che differiscono per posizione del baricentro del velivolo, per la presenza
di raffiche, per diversi angoli di pendenza della traiettoria.
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Simulazione con γ0 = −0.5◦, XCG = 0.25c¯, senza raffiche (Condizione
di volo 1)
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Figura 3.16: Confronto della quota tra sistema di controllo neurale e classico nel
transitorio (CV1).
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Figura 3.17: Confronto delle variabili di controllo tra sistema di controllo neurale
e classico nel transitorio (CV1).
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Figura 3.18: Confronto degli angoli notevoli del piano longitudinale tra sistema
di controllo neurale e classico nel transitorio (CV1).
In questa condizione di volo il velivolo e` staticamente stabile. Le figure
riportate sono ingrandite per mettere in risalto il transitorio della manovra
di avvicinamento e la differenza di comportamento dei due controllori: il
controllore neurale tende a dare un comando di assetto Uθ di modulo piu`
elevato e con un tempo di salita minore (figura 3.17 centrale), ottenendo nel
breve periodo un minor scostamento di Γ dallo zero (figura 3.17 superiore)
e immettendo il velivolo in una traiettoria piu` vicina a quella ideale (figura
3.16).
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Simulazione con γ0 = −1◦, XCG = 0.45c¯, senza raffiche (CV2)
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Figura 3.19: Confronto della quota tra sistema di controllo neurale e classico nel
transitorio (CV2).
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Figura 3.20: Confronto delle variabili di controllo tra sistema di controllo neurale
e classico nel transitorio (CV2).
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Figura 3.21: Confronto degli angoli notevoli del piano longitudinale tra sistema
di controllo neurale e classico nel transitorio (CV2).
Il velivolo in questa condizione di volo e` staticamente instabile e la simu-
lazione e` stata effettuata per valutare il sistema di controllo neurale in una
condizione in cui il controllore classico non e` ottimizzato. Si nota tuttavia che
il velivolo risulta ancora stabilizzato ed il controllore immette il velivolo in
una traiettoria piu` vicina a quella ideale (figura 3.19) mediante un comando
di assetto piu` elevato in modulo (figura 3.20 centrale)
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Simulazione con γ0 = 0
◦, XCG = 0.35c¯, raffiche di intensita`msv = 15 ft2/s2
(CV3)
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Figura 3.22: Confronto della quota tra sistema di controllo neurale e
classico(CV3).
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Figura 3.23: Confronto delle variabili di controllo tra sistema di controllo neurale
e classico(CV3).
62
3 – Reti Neurali
                  
  
 
 
 
                  

  
 
 
                  




 


	   
  

    


 


   

ﬀ 


   

Figura 3.24: Confronto degli angoli notevoli del piano longitudinale tra sistema
di controllo neurale e classico (CV3).
Questa condizione di volo e` il punto di progetto del sistema di controllo
in avvicinamento e la simulazione e` stata condotta per valutare il compor-
tamento della rete neurale rispetto ai disturbi indotti dalla turbolenza. Si
evidenzia che per tutto il tempo in cui e` presente la turbolenza i due sistemi
di controllo presentano la stessa indifferenza ai disturbi. Questa circostanza
evidenzia una robustezza del sistema neurale almeno pari a quella del sistema
classico. Inoltre la rete neurale nel transitorio impone un comando d’assetto
piu` veloce e di maggior entita` in modo tale da avere comunque alla quota
di decisione un errore di posizione minore rispetto al sistema di controllo
classico
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Conclusioni e sviluppi futuri
4.1 Conclusioni
In questo lavoro, dopo aver esaminato le architetture di controllo basate su
reti neurali sperimentate in campo aeronautico, e` stato implementato un
nuovo utilizzo delle reti neurali. L’utilizzo delle reti neurali al posto dei
controllori classici porta potenzialmente ad una serie di vantaggi come la
riduzione dei punti di progetto dei controllori, una pari o maggiore robustezza
del sistema di controllo in ciclo chiuso. Per utilizzare le reti neurali in questo
modo si puo` ricorrere alla teoria dell’identificazione di sistema generale e
all’addestramento delle reti con tecniche generali. E’ altres`ı emerso che le
architetture basate su reti neurali tipiche di altri settori dell’ingegneria (come
ad esempio l’architettura IMC) non sono direttemante applicabili al controllo
del volo perche` emergono problemi nel rispetto delle escursioni dei comandi
di volo.
4.2 Sviluppi futuri
La naturale estensione di questo lavoro e` di ripensare l’impiego delle reti
neurali e delle architetture su di loro basate in campo aeronautico. In questo
lavoro, infatti, si e` effettuata un’analisi di applicabilita` delle architetture
tipiche delle reti neurali ricorrendo a strumenti informatici disponibili in
letteratura ma con campi di applicazione generali. Lo sviluppo di algoritmi
di addestramento delle reti che tengano conto esplicitamente di tutti i vincoli
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imposti dal sistema velivolo puo` essere il primo passo per la costruzione di
controllori basati su architetture non convenzionali.
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