Abstract. We consider scalar hyperbolic conservation laws in several space dimensions, with a class of random (and parametric) flux functions. We propose a Karhunen-Loève expansion on the state space of the random flux. For random flux functions which are continuosly differentiable with respect to the state variable u, we prove the existence of a unique random entropy solution. Using a Karhunen-Loève spectral decomposition of the random flux into principal components with respect to the state variables, we introduce a family of parametric, deterministic entropy solutions on high-dimensional parameter spaces. We prove bounds on the sensitivity of the parametric and of the random entropy solutions on the Karhunen-Loève parameters. We also outline the convergence analysis for two classes of discretization schemes, the Multi-Level Monte-Carlo Finite-Volume Method (MLMCFVM) developed in [21, 23, 22] , and the stochastic collocation Finite Volume Method (SCFVM) of [29] .
Introduction
Many problems in physics and engineering are modeled by hyperbolic systems of conservation or balance laws. As examples for these equations, we mention only the Shallow Water Equations of hydrology, the Euler Equations for inviscid, compressible flow and the Magnetohydrodynamic (MHD) equations of plasma physics, see, e.g. [7, 12] .
The simplest example for a system of hyperbolic conservation laws is the scalar (single) conservation law:
Here the unknown is u : R d → R and f j is the flux function in the j-th dimension. Solutions of (1.1) develop discontinuities in finite time even when the initial data is smooth and must be interpreted in the weak sense. Weak solutions to (1.1) are not unique, so (1.1) is augmented with additional admissibility criteria, or entropy conditions, [7, 28] . Well-posedness of entropy solutions in the scalar case in several space dimensions was obtained by Kruzkhov.
Numerical methods for approximating entropy solutions of systems of conservation laws have undergone extensive development and many efficient methods are available, see [9, 12, 13, 19] and the references therein. In particular, finite volume methods are frequently employed to approximate systems of conservation laws.
in the context of path simulations for stochastic ordinary differential equations [10, 11] . More recently, MLMC finite element methods for elliptic problems with stochastic coefficients were introduced by Barth, Schwab and Zollinger in [2] . More recent papers [21, 23, 22] propose MLMC algorithms for systems of conservation laws and systems of balance laws, with uncertain initial data and with uncertain source terms. One of the aims of the current paper is to extend and analyse the MLMC algorithm for scalar conservation laws with random flux functions. The existence result of random entropy solutions for SCL with bounded random flux functions shown in the present paper is the basis for the recent convergence analysis of Multilevel Monte-Carlo Front-tracking solvers for SCL with bounded random flux functions in [25] .
Another class of non-intrusive algorithms for random conservation laws are of the stochastic collocation finite volume method (SCFVM) type proposed in [3] , see also [29] . We will consider discretization of SCLs with bounded random flux functions using SCFVM in this paper. Based on a-priori sensitivity estimates in the present paper, we propose a novel anisotropic mesh selection procedure in the stochastic coordinates that serves to reduce the computational complexity of the stochastic FV method considerably.
The remainder of this paper is organized as follows: in Section 2, we introduce some preliminary notions from probability theory and functional analysis. The concept of random entropy solutions is introduced and the scalar hyperbolic conservation law with random initial data and random flux function is shown to be well-posed in Section 3. The MLMCFVM schemes are designed and analyzed in Section 4 SCFVM schemes are presented in Section 5. Finally, illustrative numerical experiments are discussed in Section 6.
Random fields
Our mathematical formulation of scalar conservation laws with random data and fluxes will use the concept of random variables taking values in function spaces. For the sake of completeness, we recapitulate basic concepts from Chapter 1 of [6] , and then add several remarks on spatial and on temporal correlation functions which will become useful in the ensuing developments. The presentation follows our earlier work [21] .
Let (Ω, F) be a measurable space, with Ω denoting the set of all elementary events, and F a σ-algebra of all possible events in our probability model. If (E, G) denotes a second measurable space, then an E-valued random variable (or random variable taking values in E) is any mapping X : Ω → E such that the set {ω ∈ Ω: X(ω) ∈ A} = {X ∈ A} ∈ F for any A ∈ G, i.e., such that X is a G-measurable mapping from Ω into E.
Assume now that E is a metric space; with the Borel σ-field B(E), (E, B(E)) is a measurable space and we shall always assume that E-valued random variables X : Ω → E will be (F, B(E)) measurable. If E is a separable Banach-space with norm • E and (topological) dual E * , then B(E) is the smallest σ-field of subsets of E containing all sets (2.1) {x ∈ E : ϕ(x) ≤ α}, ϕ ∈ E * , α ∈ R . Hence if E is a separable Banach space, X : Ω → E is an E-valued random variable iff for every ϕ ∈ E * , ω −→ ϕ(X(ω)) ∈ R 1 is an R 1 -valued random variable. Moreover, we have Lemma 2.1. Let E be a separable Banach-space and let X : Ω → E be an Evalued random variable on (Ω, F). Then the mapping Ω ∋ ω −→ X(ω) E ∈ R 1 is measurable.
Proof. Since E is separable, there exists a sequence {ϕ n } ⊂ E * such that for all x ∈ E holds (2.2)
x E = sup n∈N |ϕ n (x)| .
Hence we find (2.3) ∀ω ∈ Ω : X(ω) E = sup n∈N |ϕ n (X(ω))| which implies that ω −→ X(ω) E is an R 1 -valued random variable. The random variable X : Ω → E is called Bochner integrable if, for any probability measure P on the measurable space (Ω, F),
Here, a probability measure P on (Ω, F) is any σ-additive set function from Ω into [0, 1] such that P(Ω) = 1, and the resulting measure space (Ω, F, P) is a probability space. We shall always assume, unless explicitly stated, that (Ω, F, P) is complete.
If X : (Ω, F) → (E, E) is a random variable, L(X) denotes the law of X under P, i.e., (2.5) L(X)(A) = P({ω ∈ Ω : X(ω) ∈ A}) ∀A ∈ E .
The image measure µ X = L(X) on (E, E) is called law or distribution of X. A random variable taking values in E is called simple if it can take only finitely many values, i.e., if it has the explicit form (with χ A the indicator function of A ∈ F) (2.6)
x i χ Ai , A i ∈ F, x i ∈ E, N < ∞ .
We set, for simple random variables X taking values in E and for any B ∈ F, By density, for such X(·), and all B ∈ F, (2.8)
For any random variable X : Ω → E which is Bochner integrable, there exists a sequence {X m } m∈N of simple random variables such that, for all ω ∈ Ω, X(ω) − X m (ω) E → 0 as m → ∞. Therefore, (2.7) and (2.8) extend in the usual fashion by continuity to any E-valued random variable. We denote the integral (2.9) Ω X(ω) dP(ω) = lim m→∞ Ω X m (ω) dP(ω) ∈ E by E[X] ("expectation" of X).
We shall require for 1 ≤ p ≤ ∞ Bochner spaces of p-summable random variables X taking values in the Banach-space E. By L 1 (Ω, F, P; E) we denote the set of all (equivalence classes of) integrable, E-valued random variables X. We equip it with the norm (2.10)
More generally, for 1 ≤ p < ∞, we define L p (Ω, F, P; E) as the set of p-summable random variables taking values E and equip it with norm
For p = ∞, we denote by L ∞ (Ω, F, P; E) the set of all E-valued random variables which are essentially bounded. This set is a Banach space equipped with the norm
. Note that for any separable Banach-space E, and for any r ≥ p ≥ 1,
Hyperbolic Conservation Laws with random flux
We review classical results on SCLs with deterministic data, and develop a theory of random entropy solutions for SCLs with a class of random flux flunctions, proving in particular the existence and uniqueness of a random entropy solution with finite second moments.
We also propose a novel spectral decomposition of the random entropy solutions which is based on a Karhunen-Loève expansion in state space.
3.1. Deterministic scalar hyperbolic conservation laws. We consider the Cauchy problem for scalar conservation laws (SCL) such as (1.1). Introducing the flux function f (u)
we may rewrite (1.1) succinctly as
We supply the SCL (3.2) with initial condition 
, a unique entropy solution (see, e.g., [12, 28, 7] ). Moreover, for every t > 0, u(·, t) ∈ L 1 (R d ) and the (nonlinear) data-to-solution operator (3.4) S : u 0 −→ u(·, t) = S(t) u 0 , t > 0 has several properties which will be crucial for our subsequent development. To state the properties of {S(t)} t≥0 , we introduce some additional notation: for a Banach-space E with norm • E , and for 0 < T ≤ +∞, denote by C([0, T ]; E) the space of bounded and continuous functions from [0, T ] with values in E, and by L p (0, T ; E), 1 ≤ p ≤ +∞, the space of strongly measurable functions from (0, T ) to E such that for 1 ≤ p < +∞
are finite. The following existence result is classical (we refer to, e.g., [12, 13, 18, 9, 19] for a proof).
iv) The mapping S(t) is a uniformly continuous mapping from
, and
In our analysis of SCLs with random flux, we will require in particular results on the continuous dependence of entropy solutions on the flux function. In the statement of the following theorem, the (separable) Banach space C 1 (R, R d ) denotes the space of continuously differentiable functions from R to R d , equipped with the norm f C 1 = sup v∈R f (v) + sup v∈R f ′ (v) , with • denoting some vectornorm on R d . We write |f | C 1 when only the supremum of the derivative is meant.
Then the unique entropy solutions u and v of the SCL with initial data u 0 , v 0 and with flux functions f and g satisfy the Kružkov entropy conditions, and the a-priori continuity estimate
3.3. Random Flux. We are in particular interested in the case that the initial data u 0 and the flux functions f j in (1.1) are uncertain. Since the case of random u 0 was considered in detail in [21] , so that we address now in detail the case of random flux. To avoid technicalities, we first address spatially homogeneous random flux functions whose realizations are elements of the space E = C 1 (R; R d ). This space being separable, we define random flux functions in the usual fashion. 
We observe that a bounded random flux has finite statistical moments of any order. Of particular interest will be the second moment of a bounded random flux (i.e., its "two-point correlation in state-space"). 
. Then its covariance function, i.e., its centered second moment defined by (3.14) Cov
is well-defined for all v, v ′ ∈ R and there holds
As a bounded random flux has by definition finite second moments and is, P-a.s. a Lipschitz continuous function on R, its expectation
In particular, therefore, 
dP(ω).
is well-defined on R × R. Consider now arbitrary states u, u ′ ∈ R and v, v ′ ∈ R. Then we may write
We estimate the first term in this bound as above
Proceeding in the same way with the second term, we obtain
Let now
Taking square roots and adding the bounds, we obtain
which implies (3.15). 
is well-defined as an element of
3.4.
Parametric, deterministic flux. Often, in applications, rather than a bounded random flux function as in Definition 3.3 one is given a deterministic, parametric flux function f (y; u) which depends on a vector y = (y j ) j≥1 of (finitely or infinitely many) parameters in a set U of admissible parameter values.
Definition 3.6. A parametric, deterministic flux function is a function f (y; u) which, for every parameter instance y ∈ U , belongs to C 1 (R; R d ) and for which there exists a constant B(f ) < ∞ such that
We give several examples of parametric, deterministic flux functions.
Example 3.7. Consider a parametric, deterministic flux function which depends on a parameter vector y ∈ R J . Let y 0 ∈ R J denote a nominal parameter value and denote, for r > 0, U = B r (y 0 ) := {y ∈ R J ||y − y 0 | < r} denote the ball in R J of radius r > 0 centered at the nominal parameter value y 0 .
Then, for f ∈ C 2 (B r (y 0 ); C 1 (R; R d )) with some r > 0 there holds, by Taylor's theorem, for every u ∈ R, and every y ∈ B r (y 0 )
so that we may introduce the approximate flux function
. We remark that in Example 3.7 we did not require a structural hypothesis (apart from differentiability at the nominal parameter vector y 0 ) any particular functional form for the dependence of the parametric flux f on the parameter vector y. The approximate flux g(y; u) in (3.18), on the other hand, depends on y in an affine fashion. 
We remark that C R f describes the covariance structure of the random flow on the bounded set [−R, R] of states: as it is well-known from the theory of deterministic scalar conservation laws, given initial data u 0 ∈ L ∞ (R d ), by the a-priori bound (3.11) the unique entropy solution S(t)u 0 of (3.
For random flux and random initial data, therefore, choosing (3.20) R > ess sup
will ensure that C R f will "capture" all possible states, P-almost surely, for the class of initial data under consideration.
For every positive finite constant R, the integral operator C f is a compact, selfadjoint operator on L 2 (−R, R). By the spectral theorem, it admits for every fixed 
, there holds by Lemma 3.4 and by the eigenvalue equation (3.21)
Any bounded random flux f (ω; u) therefore admits, for every fixed 0 < R < ∞, a Karhunen-Loève expansion
We emphasize that the expansion (3.22) is, for R > 0 as in (3.20) , on the bounded subset [−R, R] of the state space R, rather than on a physical domain of definition of the solution (compare, however, Remark 3.9 ahead). In (3.22) , the nominal fluxf (u) = E[f (·; u)] and the sequence (Y R j ) j≥1 is a sequence of independent random variables given by
We remark that under suitable smoothness conditions on the two-point correlation function Cov[f ] of the random flux the convergence of the expansion (3.22) is a) pointwise with respect to u, and b) the convergence rates increase with increasing smoothness of Cov[f ] (see, e.g. [26] ). For our ensuing numerical analysis, it will be useful to relate the Karhunen-Loève expansion to a parametric, deterministic representation of the random flux, in terms of the principal components of its covariance. To this end, let us denote by y j ∈ [−1, 1] the values of rescaled realizations of Y R j (ω) which we denote by Y R j (ω). Note that |y j | ≤ 1 can always be achieved by rescaling the functions Ψ R j in the Karhunen-Loève expansion (3.22) to functions Ψ R j , so that (3.22) takes the form
Here, we denote (by slight abuse of notation) by f (y; u) the random flux f (ω; u) expressed in terms of the parameters
, |u| < R .
By (3.23), we associate the parametric, deterministic representation
We will use the parametric, deterministic form (3.25) of the flux to build deterministic numerical solution methods for the random scalar conservation law, instead of sampling methods such as Monte-Carlo Methods as considered in [23, 22] . Before doing so, we present a concrete construction of a probability distribution on the space of all flux functions.
3.5. Probability Measure. On the parameter domain U = [−1, 1] N , we define a probability measure as follows. Let Θ be the σ-algebra defined on U which is generated from the sets of the form . On the product sigma algebra Θ, we define the product probability measure
This construction renders (U, Θ, ρ) is a probability space. As the random coordinates y j are by assumption independent, identically uniformly distributed, for
Remark 3.9. The Karhunen-Loève expansion (3.23) has been developed for the spatially homogeneous random flux. In the case of spatially inhomogeneous random flux indicated in Remark 3.5, an expansion analogous to (3.23) is available. Here, the principal components Ψ R j depend on both, the spatial coordinate x and the state u. The parametric, deterministic expansion then takes the form
3.6. Random Entropy Solution. Based on Theorem 3.1, we will now formulate the SCL (3.1) -(3.3) for random initial data u 0 (ω; ·) and random flux f (ω; ·). To this end, we denote (Ω, F, P) a probability space. We assume given a Lipschitz continuous random flux f (ω; u) as in Definition 3.3 and random initial data u 0 , i.e., a
We assume further that
which is to say that
is well defined and we may impose for k ∈ N the k-th moment condition
where the Bochner spaces with respect to the probability measure are defined in Section 2. Then we are interested in random solutions of the random scalar conservation law (RSCL)
, is a random entropy solution of the SCL (3.31) with random initial data u 0 satisfying (3.27) -(3.30) for some k ≥ 2 and with a spatially homogeneous random flux f (ω; u) as in Definition 3.3 that is statistically independent of u 0 , if it satisfies the following,
For P-a.e ω ∈ Ω, u(ω; ·, ·) satisfies the following integral identity,
For any pair of (deterministic) entropy η and (stochastic) entropy flux Q(ω; ·) i.e., η, Q j with j = 1, 2, . . . , d are functions such that η is convex and such that Q
for all j, and for P-a.e ω ∈ Ω, u satisfies the following inequality
We remark that it is equivalent to assume that (3.33) holds for all Kružkov entropy functions η(u) = |u − k|, where k is any constant. Therefore, throughout what follows, we assume that η(u) = |u − k|. One main result of the present paper is (3.29) and the k-th moment condition (3.30) for some integer k ≥ 2. In particular, then, there exists a constant R < ∞ such that
Assume moreover that the random flux admits the representation (3.24) with (3.25) where the Lipschitz-continuous scaled flux components
with some R ≥R as in (3.34).
Then there exists a random entropy solution
which is "pathwise" unique, i.e., for P − a.e.ω ∈ Ω, described in terms of a nonlinear random mapping S(ω; t) which depends on ω only through the random flux, such that
and, withR as in (3.34),
Proof. We proceed in several steps.
Step 1: We construct candidates for random entropy solution in a "pathwise" fashion, i.e., for P-a.e. realization of the random flux f (ω; ·), and for given initial condition u 0 (ω; ·), there exists a unique entropy solution u(ω; x, t) ∈ C([0, T ]; L 1 (R d )) of the Cauchy problem (3.2), (3.3) with this realization of the random flux by the existence and uniqueness result Theorem 3.1. By (3.34) and by (3.9), there holds (3.39).
The parametric family of entropy solutions {u(ω; ·, ·) : P − a.e. ω ∈ Ω} is well-defined P-a.s. by Theorem 3.1 and satisfies (3.39) (which is basis for the Monte-Carlo Finite-Volume approximation to be discussed in the next section). To justify this, it remains to verify that this parametric family of entropy solutions is measurable, i.e., is a random variable taking values in
. To do so, we first consider a parametric, deterministic family of SCLs obtained by J-term truncations of the Karhunen-Loève parametrizations (3.22), (3.25) of the random flux. Again by the deterministic existence result, the Cauchy problems (3.2), (3.3) with these parametric, deterministic flux functions will admit unique random entropy solutions.
Moreover, by Theorem 3.2, for truncation to any finite number J of terms, these parametric, deterministic families of entropy solutions will be seen to depend Lipschitz continuously on the parameter vectors y j ∈ [−1, 1]
J , as mappings from
. Moreover, the Lipschitz constant will be shown to be uniform with respect to the number J of parameters, which follows from our assumption that B R ∈ ℓ 1 (N) for some R ≥R withR as in (3.34).
Step 2: Parametric, deterministic SCL. By assumption the bounded random flux in (3.2) admits the representation (3.24) with the parametric, deterministc flux f (y; u) as in (3.25) . For any y ∈ U = [−1, 1] N , the series (3.25) converges in C 1 (R; R d ) and its limit is, by the completeness of C 1 (R; R d ), a continuously differentiable flux function since the sequence {f J } J≥1 of J-term truncated partial sums, defined by
is a (uniformly w.r. to the parameter sequence y ∈ U ) Cauchy sequence in C 1 (R; R d ). By Theorem 3.1, for each finite truncation order J of the parametric flux function (3.26) there exists a unique entropy solution u J (y; x, t) of the parametric, deterministic SCL (3.2), i.e., of (3.2) with the parametric, deterministic flux f J (y; u). The same also holds for the limiting problem, where the parametric, deterministic flux f (y; u) is given by (3.23). We denote this parametric entropy solution by u(y; x, t). With the corresponding parametric solution operators S J (y; t) and S(y; t) as in (3.4), we may write for
By Theorem 3.2 for every y ∈ U and every t > 0
which tends to zero for J → ∞ uniformly with respect to y ∈ U due to our assumption that B R ∈ ℓ 1 (N). By Theorem 3.2, in particular, by the estimate
Step 3: Candidate random entropy solution.
Motivated by (3.24), we define a candidate for the random entropy solution of the SCL (3.2) with bounded random flux by setting, for every J ∈ N,
and then passing to the limit J → ∞.
Step 4: Measurability. We verify that the mapping Ω ∋ ω → u(ω; x, t) defined in (3.43) is measurable as a mapping from the probability space (U, Θ, ρ) introduced in Example 3.8 into the
equipped with its (natural) sigma algebra of Borel sets B(E).
By Theorem 3.1, for every J ∈ N the parametric, deterministic SCL (3.2) with the (Lipschitz) flux f J (y; u) defined in (3.40) admits a unique parametric, deterministic entropy solution u J (y; x, t). Upon inserting here y j = Y R j (ω) for j = 1, 2, . . . , J, the resulting random function u J (ω; x, t) := u J (y; x, t)| yj =Y R j (ω) j=1,2,...,J is measurable and, by uniqueness, coincides P-a.s. with the unique entropy solution of the SCL (3.2), with the random flux f
Since the sequence {f J } J≥1 of J-term truncations of the Karhunen-Loève expansion (3.25) is Cauchy in C 1 (R; R d ) uniformly with respect to the parameter vector y ∈ U = [− 1, 1] N , the continuous dependence result Theorem 3.2 implies that the corresponding sequence {u J (y; x, t)} J≥1 of (unique) entropy solutions is likewise
, and the dependence of this limit on the parameter vector y ∈ U (equipped with the ℓ ∞ (N) norm) is Lipschitz. We may therefore definē u(ω; x, t) :=ū(y; x, t)| yj =Y R j (ω) , j≥1 .
Sinceū(y; x, t) is the uniform limit (with respect to
, the functionū(ω; x, t) is the uniform in E strong limit of a family of measurable random variables taking values in E, thereforeū(ω; x, t) is strongly measurable as mapping from (Ω, F) into (E, B(E)), hence a random function.
Step 5: Verification of the entropy condition.
Having verified measurability ofū(ω; x, t), it remains to show that it satisfies the entropy conditions (3.32), (3.33), P-a.s. To this end, we first observe that for every J < ∞, by construction of the approximate parametric solutions u J (y; x, t), these solutions satisfy the entropy conditions (3.32), (3.33) pointwise for every y ∈ [−1, 1]
J . Therefore, the random functions
satisfy (3.32), (3.33), P-a.s., for every J. Since the entropy conditions (3.32), (3.33) are stable under strong limits in the space
, it follows that the limiting functionsū(y; x, t) andū(ω; x, t) satisfy (3.32), (3.33) for all y ∈ U resp. P-a.s.
Step 6: Identificationū(ω; ·, ·) = u(ω; x, t).
By the uniqueness of the entropy solution, for every J < ∞ the random function u J (ω; x, t) coincides, in the space
, P-a.s. with the "pathwise" entropy solutions of the SCL (3.2), (3.3) with truncated flux functions f J (y; u) in (3.40). The stability under passage to the limit in E and the uniqueness of entropy solutions complete the proof. Theorem 3.11 generalizes the existence result of [21] where the flux function in (3.2) was assumed to be deterministic. It ensures the existence of a unique random entropy solution u(ω; x, t) with finite k-th moments for bounded random flux and for independent random initial data
Multilevel Monte Carlo Finite Volume Method
4.1. Monte-Carlo Method. The Monte-Carlo Method is a "discretization" of the SCL random data f (ω; u), u 0 (ω; x) as in (3.27) -(3.29) with respect to ω. We also assume (3.30), i.e., the existence of k-th moments of u 0 for some k ∈ N, to be specified later. We shall be interested in the statistical estimation of the first and higher moments of u, ie., of
is defined as follows: given M independent, identically distributed samples u i 0 , i = 1, . . . , M , of initial data, the MC estimate of E[u(·; ·, t)] at time t is given by
where u i (·, t) denotes the M unique entropy solutions of the M Cauchy Problems (3.1) -(3.3) with initial data u i 0 and flux samples f i (·). We observe that by
we have from (3.8) -(3.10) for every M and for every 0 < t < ∞, by (3.10),
Using the i.i.d. property of the samples
of the random initial data u 0 , Lemma 2.1 and the linearity of the expectation E[·], we obtain the bound
) and the convergence result from [21] holds as well. 
and that the flux f (ω; u) is a random flux in the sense of Definition 3.3. Assume further that (3.28), (3.29) hold.
Then the MC estimates
and, for any M ∈ N, 0 < t < ∞, we obtain the error bound
4.2.
Finite Volume Method. So far, we considered the MCM under the assumption that the entropy solutions u i (ω; x, t) = S(ω; t) u i 0 (ω; x) for the Cauchy problem (3.1) -(3.3) with the random flux samples f (ω i ; u) and initial data sampleŝ u i 0 = u 0 (ω i ; x) are available exactly. In practice, however, numerical approximations of S(t)û i 0 must be computed by FVM. In [21] , we analyzed the error of the combined MC-FVM approximations. We recapitulate the classical Kuznetsov type error bounds for first order FVM for the deterministic SCL (3.2); these will be required for the convergence statement of the MLMC FVM and also for parametric collocation FVM in the subsequent chapters.
The FVM is based on a time step ∆t > 0 and a triangulation T of the spatial domain D ⊂ R d of interest. Here, a triangulation T will be understood as a set of open, convex polyhedra K ⊂ R d with plane faces such that the following conditions hold: the triangulation T is shape regular: if K ∈ T denotes a generic volume, we define the volume parameter
i.e., the maximum diameter of balls B r of radius r > 0 that can be inscribed into volume K for K ∈ T and define, in addition, for a generic mesh T , the shape regularity constants (where ∆x K := diam K)
We also denote by ∆x(T ) := max{∆x K : K ∈ T } the mesh width of T . For any volume K ∈ T , we define the set N (K) of neighboring volumes
We assume that the triangulation T are regular in the sense that there exists a constant B > 0 independent of ∆x(T ) such that the support size of the FV "stencil" at any element K ∈ T is uniformly bounded i.e, (4.10)
We introduce the CFL-number
where we implied a uniform discretization in time with constant time step ∆t and set t n = n∆t. The CFL constant λ is determined by a standard CFL condition (see e.g. [12] ) based on the maximum wave speed. To approximate (3.1)-(3.3), we use a time-explicit, first order FV scheme on T . It has the general form
where H : R (2k+1)
d → R, with k denoting the size of the stencil of the finite volume scheme, is continuous and where v n K denotes an approximation to the cell average of u at time t n = n∆t).
In our subsequent developments, we write the FVM in operator form. To this end, we introduce the operator H T (v) which maps a sequence v = (v K ) K∈T into H T ((v K ) K∈T ). Then the FVM (4.12) takes the abstract form
For the ensuing convergence analysis, we shall assume and use several properties of the FV scheme (4.13); these properties are satisfied by many commonly used FVM of the form (4.13), on regular or irregular meshes T in R d . To state the assumptions, we introduce further notation: for any initial data
With a vector v = (v K ) K∈T ∈ R #T , we associate the piecewise constant function
We denote space of all piecewise constant functions on T (i.e., the "simple" or "step" functions on T ) by S(T ). Given any v T ∈ S(T ), we define the (mesh-dependent) norms:
We denote the meshwidth of triangulation T by (4.18) ∆x(T ) = sup{diam(K) : K ∈ T } .
We shall assume the following properties of the FVM schemes used in the MC-FVM algorithms.
Assumption 4.2. We shall assume that the abstract FV scheme (4.13) satisfies
Lipschitz continuity: For any two sequences
or, equivalently, 
Convergence: If the CFL bound λ = ∆t/∆x(T ) is kept constant as ∆x(T ) →
Let us mention that (4.19), (4.20) and (4.21) do hold for monotone schemes on Cartesian meshes, see [12, 18] . Furthermore, the analysis of Kuzsnetsov, see e.g. [9] , implies that the optimal convergence rate is s = 1/2 in (4.24). In case of monotone schemes on general finite volume meshes, one might lose control of the total variation of the approximations, and the convergence rate, i.e., the s in (4.24) drops accordingly, see [5] .
Let us also mention that the work for the realization of scheme (4.12) -(4.15) on a bounded domain D ⊂ R d as (using the CFL stability condition (4.11), i.e., ∆t/∆x(T ) ≤ λ = const.)
.
MC-FVM.
In the Monte Carlo Finite Volume Methods (MC-FVMs), we combine MC sampling of the random initial data with the FVM (4.13). In the convergence analysis of these schemes, we shall require the application of the FVM (4.13) to random initial data
. Given a draw u 0 (x; ω) of u 0 , the FVM (4.13) -(4.15) defines a family v T (x, t; ω) of random grid functions. Then, if the FVM satisfies Assumption 4.2, the random grid functions Ω ∋ ω → v T (ω; x, t) defined by (4.11) -(4.15) satisfy, for every 0 < t < ∞, 0 < ∆x < 1, and every k ∈ N ∪ {∞}, the stability bounds
These bounds hold for all ω. We also have the error bounds
We next define and analyze the MC-FVM scheme. It is based on the straightforward idea of generating, possibly in parallel, independent samples of the random initial data and then, for each sample of the random initial data, to perform one FV simulation. The error of this procedure is bound by two contributions: a (statistical) sampling error and a (deterministic) discretization error. We express the asymptotic efficiency of this approach (in terms of overall error versus work). It will be seen that the efficiency of the MC-FVM is, in general, inferior to that of the deterministic scheme (4.13). The present analysis will constitute a key technical tool in our subsequent development and analysis of the multilevel MC-FVM ("MLMC-FVM" for short) which does not suffer from this drawback.
Definition of the MC-FVM Scheme.
We consider once more the initial value problem (3.1) -(3.3) with random initial data u 0 satisfying ((3.27) -(3.30) for sufficiently large k ∈ N (to be specified in the convergence analysis). The MC-FVM scheme for the MC estimation of the mean of the random entropy solutions then consists in the following:
denote the unique entropy solutions of the scalar conservation laws (3.1) -(3.3) for these data samples, i.e., 
obtained by (4.13) from the FV approximations v
samples by (4.14): specifically, the first moment of the random solution u(ω; ·, t) at time t > 0, is estimated as
Convergence Analysis of MC-FVM. We next address the convergence of E M [v T ] to the mean E(u) .
Theorem 4.5. Assume that
and that (3.27 (4.31) satisfies, for every M , the error bound
where C > 0 is independent of M and of ∆t as M → ∞ and as λ∆x = ∆t ↓ 0.
The convergence rate ∆x s > 0 is as in (4.24). 
so that we obtain from (4.33)
We sum up the foregoing considerations.
Remark 4.6. (Work vs. accuracy of MC-FVM) Let us add some comments on the exponent in (4.37). In the deterministic FV scheme, we obtain
and the error in terms of work bound (4.24) becomes
Assuming exact representation of the initial data, we obtain the exponent −s/(d+1) for the deterministic FVM as compared to −s/(d + 1 + 2s) for the MC-FVM. We see in particular in the (typical) situation of low order s of convergence and space dimension d = 2, 3 a considerably reduced rate of convergence of the MC-FVM, in terms of accuracy vs. work, is obtained. On the other hand, for high order schemes (i.e., when s ≫ d + 1) the MC error dominates and we recover in (4.38) the rate 1/2 in terms of work which is typical of MC methods.
Multilevel MC-FVM.
Next, we present and analyze a scheme that allows us to achieve almost the accuracy versus work bound (4.38) of the deterministic FVM also for the stochastic initial data u 0 and stochastic flux function f , rather than the single level MC-FVM error bound (4.37). 
where K denotes a generic finite volume cell K ∈ T . We also assume the family M = {T ℓ } ∞ ℓ=0 of meshes to be shape regular; if K ∈ T ℓ denotes a generic cell, we recall, for a generic mesh T ∈ M, the shape regularity constants κ(T ) defined in (4.8). We say that the family M of meshes is κ-shape regular, if there exists a constant κ(M) < ∞ such that with ρ K denoting the diameter of the largest ball insribed into K
Derivation of MLMC-FVM.
As in plain MC-FVM, our aim is to estimate, for 0 < t < ∞, the expectation (or "ensemble average") E[u(·, t)] of the random entropy solution of the SCL (3.1) -(3.3) with random initial data u 0 (ω; ·), ω ∈ Ω, satisfying (3.27) -3.30 for sufficiently large values of k (to be specified in the sequel). As in the previous section, E[u(·, t)] will be estimated by replacing u(·, t) by a FVM approximation. For ℓ ∈ N 0 , we denote in the present section the FV approximation v T by v ℓ (·, t) on mesh T ℓ ∈ M, where we assume that the CFL condition (4.11) takes the form (4.42) ∆t ℓ ≤ λ∆x ℓ , ℓ = 0, 1, 2, . . . , with a constant λ > 0 which is independent of ℓ. By the stability of the FVM scheme, we generate a sequence {v ℓ (·, t)} ∞ ℓ=0 of stable FV approximations on triangulation T ℓ for time steps of sizes ∆t ℓ which satisfy the CFL condition (4.42) with respect to grid T ℓ ∈ M. We set in what follows v −1 (·, t) := 0. Then, given a target level L ∈ N of spatial resolution, we may use the linearity of the expectation operator to write
We next estimate each term in (4.43) statistically by a multi-level Monte-Carlo method with a level-dependent number of samples, M ℓ ; this gives the MLMC-FVM estimator
where .31), and where v ℓ (·, t) denotes the grid-function on mesh T ℓ , computed under the assumption (4.42), i.e., that the time steps ∆t ℓ are chosen subject to the CFL constraint (4.11).
4.4.3.
Convergence Analysis. The MLMC-FVM mean field error
for 0 < t < ∞ and L ∈ N was analyzed in [21] for the SCL (3.2) with random initial data and deterministic flux. Analogous results hold for the more general 
As in [?]
, we arrive at the error bound
. Summing this error bound over all discretization levels ℓ = 0, . . . , L, we obtain 
where C is a constant independent of L and s.
Theorem 4.7 was proved (for deterministic flux functions) in [21] . The proof for random flux functions is a straightforward modification of the corresponding arguments presented in [21] . It is the basis for an optimization of the numbers M ℓ of MC samples across the mesh levels which yields the same result for random flux and random initial data, as for the case of deterministic flux and random initial data considered in [21] . The level dependent selection of the Monte Carlo sample sizes M ℓ proposed in [21] is based on the last term in the error bound (4.47): we select in (4.47) the M ℓ such that as ∆t ↓ 0, all terms equal the Kusznetsov bound ∆t s L in (4.24) at the finest level L resulting in
Here,Ĉ is some positive integer constant that is independent of l and of L.
As in [21] and under the assumption that s < d+1 2 , we obtain the following error estimate in terms of work (4.49)
Stochastic Collocation FVM
We now describe an alternative, deterministic approach to the numerical solution of the SCL with random flux. It is based on deterministic collocation approximation of the parametric, deterministic SCL
where the parametric flux function f (y; u) is as in (3.25) . We note that the parameter space
Moreover, by Theorem 3.11 the parametric SCL (5.1) admits, for every y ∈ U , a unique random entropy solution u(y; x, t). The parametric SCL (5.1) is equivalent to the RSCL (3.31) via the identification (5.2) u(ω; x, t) = u(y; x, t)| yj =Y R j (ω) . 5.1. Regularity of the random entropy solution. Given a finite KarhunenLoève truncation index J ∈ N and t > 0, the random entropy solution u J (·, t; ω) can be determined, according to (3.43) , by the numerical solution of the deterministic, parametric SCL
To quantify the parameter dependence of u J we fix y ∈ U and denote, for 1 ≤ j ≤ J < ∞, byỹ (j) a perturbation of y in the jth component only, i.e., y
and by Theorem 3.2 estimate (3.12), we find the a-priori bound
which implies that the random entropy solution depends Lipschitz-continuously on the parameter y j and that
. . , J . Here C > 0 depends only on u 0 and the Lipschitz constant of the random flux, but is independent of j, J, t.
We remark that estimate (5.4) could be used to scale the meshwidths in coordinate y j in the sFVM, in terms of the (bounds on) principal components of the flux. 
Stochastic Collocation.
We now propose a collocation type approximation of the parametric SCL (5.3). Since we work under mere Lipschitz continuity of the random flux, the dependence of the entropy solution of (5.3) on the parameter vector y is, in general, not better than Lipschitz; in particular, under the Lipschitz assumptions on the random flux, we do not have at our disposal in general a socalled "mixed regularity" of the parametric entropy solution which is necessary for high convergence rates of sparse tensor collocation approximations. We therefore now propose and analyze an anisotropic, full-tensor collocation approximation in the parameter domain [−1, 1]
J for Lipschitz functions with a sequence B = (B j ) j≥1 of coordinate-wise Lipschitz constants B j which we assume to be enumerated in decreasing magnitude, i.e.,
We start the construction of our interpolation in one dimension. Consider a stepsize h > 0 and a function
Here, C 1 (g) denotes the Lipschitz constant of g. Taking the supremum over x ∈ [−h, h] in this inequality, we find
Translation of this estimate implies 
and we have the error estimate
In the multivariate domain [−1, 1] J with J > 1, we interpolate analogously, but in an anisotropic fashion: to this end, we denote by I j the univariate interpolation operator I h from Lemma 5.1, applied to a function g(y) ∈ C 1 ([−1, 1] J ) with respect to coordinate y j , for 1 ≤ j ≤ J and with stepsize h j . We can and will assume in the following that the stepsizes h j can differ between coordinate directions. We also denote by h = (h 1 , .., h J ) the vector of coordinate-wise stepsizes, and by J . It will be convenient at times to interpolate functions g(y) of countably many variables y = (y j ) j≥1 . In this case, we assume that only finitely many stepsizes h j in h are strictly less than 1, say h 1 , h 2 , .., h J for some J ∈ N, and that h j = 1 for all j > J. Then, for all parameters j > J, we understand collocation with respect to co-ordinate y j to require only one collocation point given by y j = 0. With this understanding, the number of interpolation points is still finite and given by (5.10 )
where the formally infinite product is well-defined as
We now present an error bound for I h .
N , and that the sequence B = (B j ) j≥1 of coordinate-wise Lipschitz constants defined by
. Then for any vector h of stepsizes h j ∈ (0, 1] with h j = 1 for all j > J for some J ∈ N there holds the error bound
This is proved by using the univariate error bound (5.8) and induction on the number of dimensions.
The stochastic collocation approximation of the random SCL (3.31) will be based on applying the interpolation operator I h to the (or equivalently by (5.2)) parametric SCL (5.3). Note that (5.3) is formally obtained by truncating the parametric random flux f (y; u) in (3.25) to J terms. However, it is easily verified that the interpolation I h achieves the J-term truncation by (5.11). Application of the tensor product interpolant I h defined in (5.9) to the parametric SCL (5. 
.).
Under Assumption 4.2, this choice of collocation points and time steps results in a discretization error bound (4.24) which is uniform for all collocation points and in work O(∆x −d−1 ) per collocation point. To estimate the total complexity of this procedure, it remains to multiply by the number N (h) in (5.10) of collocation points. We next estimate N (h). To do so, we recall (5.4) and fix a tolerance 0 < h ≤ 1. We equilibrate the coordinate contributions to the error bound by choosing B j = CtB R j and by requiring ∀j ≥ 1 : Inserting this into (5.10) we find that
Using J = |log h| /b we find in case i ) (exponential Karhunen-Loève eigenvalue decay)
In case ii ), a similar analysis using Stirling's formula yields
These bounds indicate that in both cases the curse of dimensionality is present, but also that large parametersb and β indicate a weak dependence on the dimension as the discretization parameter h ↓ 0.
Numerical Experiments
Next, we test both the Multi-level Monte Carlo (MLMC) and the Stochastic collocation finite volume (SFV) methods, developed in the last sections with a series of numerical tests.
6.1. One-dimensional case. To this end, we consider the following one-dimensional scalar conservation law:
with random flux function,
where Φ j (u) and λ j are the eigenfunctions and eigenvalues of an integral operator defined on
For definiteness, we choose the following exponential covariance kernel,
the corresponding eigenvalues and eigenfunctions are given by,
where w j are the roots of (η 2 w 2 − 1) sin(wL) = 2ηw cos(wL)
Furthermore, we choose the random variables Y j to be uniformly distributed i.e, Y j ∈ U(0, 1), and reparametrize the random sequence by y = (y 1 , y 2 , . . .
. to obtain the following parametric conservation law, Then
Furthermore, the coefficients λ j in the expansion (6.4) decay quickly w.r.t. j as λ j ∼ j −k with k ≈ 2.5 (see Figure 1 ). y j λ j Φ j (u) .
In the ensuing numerical experiments, we assume δ = 0.2 which ensures strict convexity of the flux function for all possible realizations. This is used, in particular, to easily compute reference solutions for sufficiently small time (before shock formation) via the method of characteristics. It should be emphasized that strict convexity is not necessary for our theory to apply or our numerical methods to work. A typical path-wise flux function, used in our computation, is plotted in Fig. 2 .
We also choose the deterministic initial data,
and periodic boundary conditions. We compute the approximate random entropy solutions with the stochastic collocation finite volume method of the previous section. The results at time t = 0.1 are shown in figure 3 . A typical path wise solution is shown in the left. As seen from the figure, the path wise solution is still smooth at this early time as the wave has not yet steepened to form a shock. The mean of the solution (as well as mean ± standard deviation) are shown in the right of figure 3. Given the smoothness of pathwise solutions at this early time, the mean remains smooth. Furthermore, the variance is quite low and is concentrated in the middle region of the sign wave. Numerical results for the approximate random entropy solutions at time T = 0.5 are shown in figure 4 . A typical path wise solution is shown in the left of this figure. At this late time, the wave has steepened to form a shock wave in the middle, bordered by rarefactions and this structure is reflected in the path wise solution. The mean is shown in the right of figure 4 . The mean appears to more regular than a typical path wise solution. Furthermore, the variance has increased considerably. It is non-trivial throughout the domain but has a larger amplitude near the shock. The regularity of mean might be attributed to the subtle smoothing of stochastic shock profiles, see [27] .
In Fig. 5 (left) , we plot the error for the mean of the random entropy solution in L 1 (R) at time T = 0.1 with a third-order WENO3 method as the choice of spatial discretization. The results show the correct rate of convergence of the method. Further, to illustrate the anisotropic mesh selection procedure of the last section, we choose an anisotropic (weighted according to the expansion weights, as proposed in the last section) and present the corresponding L 1 (R) error as a function of mesh resolution. As seen in the figure, the adapted method (based on anisotropic mesh selection) performs as well (in terms of spatial resolution) as the method based on uniform mesh in the stochastic variables. However, the substantial efficiency gain is visible when inspecting the CPU time, shown in Fig. 5 (right) . This gain in efficiency demonstrates the utility of the anisotropic mesh selection procedure. In the next example, we retain the previous set-up but change the random coefficients in the expansion (6.3) to be normally distributed , i.e,
We remark that in this case, the random flux function is no longer uniformly bounded. Hence, the theory developed in the paper is no directly applicable to this case. However, we would like to investigate whether the numerical methods developed by us apply to this rather difficult configuration. To this end, we apply the stochastic collocation finite volume method and present results in Fig. 6 where we illustrate one typical configuration of the path-wise solution and the solution mean at time t = 0.2. For this computation, we have used a 5-th order WENO solver in the spatial variable and a third-order strong stability preserving (SSP) Runge-Kutta solver for time integration, on a uniform mesh of 64 cells. Note that the time step is determined by the standard CFL condition. The figure shows a pathwise solution that is still smooth. The initial sinus wave is steepening but has not yet steepened into a shock wave. In Fig. 7 , we demonstrate the convergence results for the solution mean. We plot the error vs. resolution as well as the error vs. computational time in this figure. The spatial discretizations considered are first order finite volume, second order ENO and third and fifth order WENO schemes. The numerical results clearly show that increasing the order of the underlying spatial discretization increases the efficieny (by reducing CPU time while maintaining numerical accuracy) of the method. In figure 8 , we present convergence results for Note that the stochastic collocation method is able to approximate the variance quite well too. Fig. 9 illustrates a discontinuous path-wise solution and the solution mean at t = 0.5, i.e. after shock formation. As in previous case, we note that the solution mean in this case is a smooth function.
The results with an anisotropic mesh selection are presented in Figures. 10 and  11 . The time of comparison in Figure 10 is t = 0.1. At this time, most of the pathwise solutions are smooth and the shock is yet to be formed. The same spatial and temporal solvers are used for both calculations-the only difference being the comparison between the anisotropic mesh (selected by the Karhunen-Loève expansion of the flux) and an isotropic mesh. As predicted by the theory and observed for the previous numerical experiment, the anisotropic mesh selection increases efficiency considerably by reducing the computational time (to compute a similar error level) by at least one order of magnitude, when compared with the isotropic mesh. Furthermore, in Figure 11 , we show the convergence results at time t = 0.5 (well after shock formation) and demonstrate that the presence of shocks does not impede the efficiency gained by using the anisotropic mesh selection procedure. Even at this later time, anisotropic mesh selection offers an order of magnitude speedup over the isotropic mesh. So far, we have presented numerical results only with stochastic collocation Finite Volume (FV) method. Next, we compare this method with the Multi-level Monte Carlo (MLMC) FV method that was proposed in section 4. Again the same initial data and flux function are used as in the previous numerical experiment. The following four schemes are compared: i) a MLMC approximation with first order spatio-temporal discrectization, ii) a MLMC approximation with a second order spatio-temporal discretization, iii) a stochastic collocation approximation with first order finite volume spatio-temporal discrectization, iv) a stochastic collocation approximation with a second order finite volume spatio-temporal discretization. All the four schemes are compared with respect to error vs. resolution as well as error vs. computational time at t = 0.1 (time before shock formation, P almost surely) in Figure 12 . The figure shows that the second order spatio-temporal discretizations have better resolution than the first-order discretizations. Furthermore, the MLMC FV approximation is more accurate at the resolutions that we consider. However, given the empirical convergence rates one can expect at finer mesh resolutions the stochastic collocation approximation will be more accurate. We emphasize that these findings are based on the anisotropic mesh version of the stochastic collocation method. The MLMC FV method is clearly more efficient in terms of computational time when compared with the stochastic collocation FV method. While some of this efficiency gain can be attributed to the fact that different codes are used for different methods with the MLMC code being optimized, the very nature of Multi level Monte Carlo type methods do suggest that they are computationally efficient for problems with low spatial regularity. Similar efficiency gains are also observed with the MLMC FV method when the approximate solutions are compared at a later time t = 0.5 (well past shock formation). These results are shown in Figure 13 . In the CPU-time versus error comparisons of the MLMC FV in these figures it is to be borne in mind that these results were obtained with two different implementations, and also on different computing hardware. 
Conclusion
Scalar conservation laws with random initial data as well as random flux functions are considered in this paper. An appropriate notion of random entropy solutions is proposed and these solutions are shown to exist under the assumption that the random flux function is (almost surely in the probability space) bounded as well as continuously differentiable. A novel Karhunen-Loève expansion on the state space is proposed and used to generate approximate (parametric, deterministic) solutions for the random conservation law. Two sets of numerical methods are analysed i) a Multi-level Monte Carlo finite volume method (MLMCFVM) and ii) a stochastic collocation finite volume method (SCFVM). Both methods are shown to converge and numerical experiments demonstrating them are presented. In particular, the sensitivity analysis of the solution for the random conservation law suggests a novel anistropic mesh selection strategy that improves the complexity of the SCFVM. Extensions of these numerical methods to systems of conservation laws with random fluxes with detailed numerical experiments can be found in [29] and in [22] .
