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Abstrat
Let {Xν} be a sequene of analyti sets onverging to some analyti
set X in the sense of holomorphi hains. We introdue a ondition whih
implies that every irreduible omponent of X is the limit of a sequene of
irreduible omponents of the sets from {Xν}. Next we apply the ondition
to approximate a holomorphi solution y = f(x) of a systemQ(x, y) = 0 of
Nash equations by Nash solutions. Presented methods allow to onstrut
an algorithm of approximation of the holomorphi solutions.
Keywords Analyti mapping, analyti set, Nash set, approximation
MSC (2000): Primary 32C25, 32C07; Seondary 65H10
1 Introdution
LetK denote the eld of omplex or real numbers. The following approximation
theorem is known to be true: every K-analyti mapping f : Ω→ Kk suh that
Q(x, f(x)) = 0 for x ∈ Ω, where Q is a K-Nash mapping (Ω desribed below),
an be uniformly approximated by a K-Nash mapping F : Ω → Kk suh that
Q(x, F (x)) = 0 for x ∈ Ω.
In the omplex ase the theorem was proved by L. Lempert (see [16℄, The-
orem 3.2) for every holomorphially onvex ompat subset Ω of an ane
algebrai variety and in the real ase it was proved by M. Coste, J. Ruiz
and M. Shiota (see [12℄, Theorem 1.1) for every ompat Nash manifold Ω . The
approximation theorem turned out to be a very strong tool with many important
appliations (see [12℄, [16℄).
The proofs of the theorem presented in [12℄, [16℄ rely on the solution to the
M. Artin's onjeture: a deep result from ommutative algebra for whih the
reader is referred to [1℄, [17℄, [18℄, [19℄, [20℄. Suh an approah enabled to reah
the goal in an elegant and relatively short way. On the other hand, it seems
to be very diult to apply the proofs in order to nd Nash approximations
for onrete analyti mappings hene it is natural to ask whether the theorem
an be obtained diretly. The latter question is strongly motivated by the
fat that approximating analyti objets by algebrai ounterparts is one of
entral tehniques used in numerial omputations. From this point of view it
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is important to develop theory of approximation that ould serve as a base for
nding numerial algorithms.
In Setion 3.2 of the present paper we give, using only some basi methods
of analyti geometry, a proof of a semi-global version of the theorem in the
omplex ase (see Theorem 3.8). The proof allows to onstrut an algorithm of
approximation of the mapping f whih is desribed in Subsetion 3.2.4.
The following loal version is an immediate onsequene of Theorem 3.8.
Theorem 1.1 Let U be an open subset of Cn and let f : U → Ck be a holo-
morphi mapping that satises a system of equations Q(x, f(x)) = 0 for x ∈ U.
Here Q is a Nash mapping from a neighborhood Uˆ in Cn ×Ck of the graph of
f into some Cq. Then for every x0 ∈ U there are an open neighborhood U0 ⊂ U
and a sequene {fν : U0 → Ck} of Nash mappings onverging uniformly to f |U0
suh that Q(x, fν(x)) = 0 for every x ∈ U0 and ν ∈ N.
In the loal situation the problem of approximation of the solutions of algebrai
or analyti equations was investigated by M. Artin in [2℄, [3℄, [4℄ and Theorem 1.1
an be derived from his results.
Our interest in Theorem 1.1 and its generalizations is partially motivated
by appliations in the theory of analyti sets. In partiular, papers [6℄[10℄
ontain a variety of results on approximation of omplex analyti sets by omplex
Nash sets whose proofs an be divided into two stages: (i) preparation, where
only diret geometri methods appear, (ii) swithing Theorem 1.1. Thus the
tehniques of the present artile allow to obtain many of these results in a purely
geometri way. As an example let us mention the following main theorem of
[9℄. Let X be an analyti subset of pure dimension n of an open set U ⊂ Cm
and let E be a Nash subset of U suh that E ⊂ X. Then for every a ∈ E
there is an open neighborhood Ua of a in U and a sequene {Xν} of omplex
Nash subsets of Ua of pure dimension n onverging to X ∩ Ua in the sense of
holomorphi hains suh that the following hold for every ν ∈ N : E ∩Ua ⊂ Xν
and µx(Xν) = µx(X) for x ∈ (E∩Ua)\Fν , where Fν is a nowhere dense analyti
subset of E ∩ Ua. Here µx(X) denotes the multipliity of X at x (see [11℄, [13℄
for the properties and generalizations of this notion).
In the proof of Theorem 3.8 we apply Theorem 3.1 from Setion 3.1 whih,
being of independent interest, is the rst main result of this paper. The aim
of Setion 3.1 is to develop a method of ontrolling the behavior of irreduible
omponents of analyti sets from a sequene {Xν} onverging in the sense of
holomorphi hains to some analyti set X. More preisely, we formulate on-
ditions whih guarantee that the numbers of the irreduible omponents of X
and of Xν are equal for almost all ν whih in the onsidered ontext implies
that every irreduible omponent of X is the limit of a sequene of irreduible
omponents of the sets from {Xν}.
Combining (the global version of) Theorem 1.1 with Theorem 3.1 one ob-
tains a new method of algebrai approximation of analyti sets extending the
approah of [6℄. Namely, let X be an analyti subset of U ×Ck of pure dimen-
sion n with proper projetion onto the Runge domain U ⊂ Cn. It is well known
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([24℄) that X is a subset of another purely n-dimensional analyti set X ′ given
by
X ′ = {(x, z1, . . . , zk) ∈ U ×C
k : p1(x, z1) = . . . = pk(x, zk) = 0},
where pi ∈ O(U)[zi] is unitary with non-zero disriminant, for i = 1, . . . , k. After
replaing the oeients of pi, for every i, by their Nash approximations on U
we obtain the set X˜ ′ approximating X ′. Clearly, this does not mean that some
omponents of X˜ ′ automatially approximate X. Yet, by Theorem 3.1 there is
a system of polynomial equations satised by the oeients of pi, i = 1, . . . , k,
with the following property. Let U˜ be any open relatively ompat subset of U. If
the Nash approximations of the oeients (used to dene X˜ ′) are lose enough
to the original oeients and also satisfy the equations then X ∩ (U˜ ×Ck) is
approximated by some omponents of X˜ ′∩ (U˜ ×Ck). The existene of the Nash
approximations of the oeients satisfying the equations mentioned above in
a neighborhood of U˜ follows by the global version of Theorem 1.1.
Finally let us reall that the onvergene of a sequene of analyti sets in
the sense of hains, appearing in Theorem 3.1, is equivalent to the (introdued
in [15℄) onvergene of urrents of integration over these sets in the weak-⋆
topology. The basi fats on holomorphi hains (and preliminaries on Nash
sets and analyti sets with proper projetion) are gathered in Setion 2 below.
2 Preliminaries
2.1 Nash sets
Let Ω be an open subset of Cn and let f be a holomorphi funtion on Ω. We
say that f is a Nash funtion at x0 ∈ Ω if there exist an open neighborhood U
of x0 and a polynomial P : C
n ×C → C, P 6= 0, suh that P (x, f(x)) = 0 for
x ∈ U. A holomorphi funtion dened on Ω is said to be a Nash funtion if it
is a Nash funtion at every point of Ω. A holomorphi mapping dened on Ω
with values in C
N
is said to be a Nash mapping if eah of its omponents is a
Nash funtion.
A subset Y of an open set Ω ⊂ Cn is said to be a Nash subset of Ω if and
only if for every y0 ∈ Ω there exists a neighborhood U of y0 in Ω and there exist
Nash funtions f1, . . . , fs on U suh that
Y ∩ U = {x ∈ U : f1(x) = . . . = fs(x) = 0}.
We will use the following fat from [21℄, p. 239. Let π : Ω×Ck → Ω denote the
natural projetion.
Theorem 2.1 Let X be a Nash subset of Ω ×Ck suh that π|X : X → Ω is a
proper mapping. Then π(X) is a Nash subset of Ω and dim(X) = dim(π(X)).
The fat from [21℄ stated below explains the relation between Nash and algebrai
sets.
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Theorem 2.2 Let X be a Nash subset of an open set Ω ⊂ Cn. Then every an-
alyti irreduible omponent of X is an irreduible Nash subset of Ω. Moreover,
if X is irreduible then there exists an algebrai subset Y of Cn suh that X is
an analyti irreduible omponent of Y ∩ Ω.
2.2 Analyti sets
Let U,U ′ be domains in Cn,Ck respetively and let π : Cn ×Ck → Cn denote
the natural projetion. For any purely n-dimensional analyti subset Y of U×U ′
with proper projetion onto U by S(Y, π) we denote the set of singular points
of π|Y :
S(Y, π) = Sing(Y ) ∪ {x ∈ Reg(Y ) : (π|Y )
′(x) is not an isomorphism}.
We often write S(Y ) instead of S(Y, π) when it is lear whih projetion is taken
into onsideration.
It is well known that S(Y ) is an analyti subset of U ×U ′, dim(Y ) < n (p.
[11℄, p. 50), hene by the Remmert theorem π(S(Y )) is also analyti. Moreover,
the following hold. The mapping π|Y is surjetive and open and there exists an
integer s = s(π|Y ) suh that:
(1) ♯(π|Y )−1({a}) < s for a ∈ π(S(Y )),
(2) ♯(π|Y )−1({a}) = s for a ∈ U \ π(S(Y )),
(3) for every a ∈ U \ π(S(Y )) there exists a neighborhood W of a and holomor-
phi mappings f1, . . . , fs : W → U
′
suh that fi ∩ fj = ∅ for i 6= j and
f1 ∪ . . . ∪ fs =(W × U ′) ∩ Y.
Let E be a purely n-dimensional analyti subset of U × U ′ with proper
projetion onto a domain U ⊂ Cn, where U ′ is a domain in C. The unitary
polynomial p ∈ O(U)[z] suh that E = {(x, z) ∈ U ×C : p(x, z) = 0} and the
disriminant of p is not identially zero will be alled the optimal polynomial
for E.
Finally, for any analyti subset X of an open set U˜ ⊂ Cm let X(k) ⊂ U˜
denote the union of all irreduible omponents of X of dimension k.
2.3 Convergene of losed sets and holomorphi hains
Let U be an open subset in Cm. By a holomorphi hain in U we mean the
formal sum A =
∑
j∈J αjCj , where αj 6= 0 for j ∈ J are integers and {Cj}j∈J is
a loally nite family of pairwise distint irreduible analyti subsets of U (see
[22℄, p. also [5℄, [11℄). The set
⋃
j∈J Cj is alled the support of A and is denoted
by |A| whereas the sets Cj are alled the omponents of A with multipliities
αj . The hain A is alled positive if αj > 0 for all j ∈ J. If all the omponents
of A have the same dimension n then A will be alled an n−hain.
Below we introdue the onvergene of holomorphi hains in U . To do this
we rst need the notion of the loal uniform onvergene of losed sets (p. [23℄).
Let Y, Yν be losed subsets of U for ν ∈ N. We say that {Yν} onverges to Y
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loally uniformly if:
(1l) for every a ∈ Y there exists a sequene {aν} suh that aν ∈ Yν and aν → a
in the standard topology of C
m,
(2l) for every ompat subset K of U suh that K ∩ Y = ∅ it holds K ∩ Yν = ∅
for almost all ν.
Then we write Yν → Y.
We say that a sequene {Zν} of positive n−hains onverges to a positive
n−hain Z if:
(1) |Zν | → |Z|,
(2) for eah regular point a of |Z| and eah submanifold T of U of dimension
m − n transversal to |Z| at a suh that T is ompat and |Z| ∩ T = {a},
we have deg(Zν · T ) = deg(Z · T ) for almost all ν.
Then we write Zν ֌ Z. By Z · T we denote the intersetion produt of Z and
T (f. [22℄). Observe that the hains Zν · T and Z · T for suiently large ν
have nite supports and the degrees are well dened. Reall that for a hain
A =
∑d
j=1 αj{aj}, deg(A) =
∑d
j=1 αj .
The following lemma from [22℄ will be useful to us.
Lemma 2.3 Let n ∈ N and Z,Zν , for ν ∈ N, be positive n-hains. If |Zν | →
|Z| then the following onditions are equivalent:
(1) Zν ֌ Z,
(2) for eah point a from a given dense subset of Reg(|Z|) there is a submani-
fold T of U of dimension m−n transversal to |Z| at a suh that T is ompat,
|Z| ∩ T = {a} and deg(Zν · T ) = deg(Z · T ) for almost all ν.
Let U ⊂ Cn be a domain and let π : U ×Ck → U be the natural projetion.
Theorem 2.4 below, taken from [6℄, will be applied in the proof of the main
result (s(π|Y ) is dened in Setion 2.2).
Theorem 2.4 Let Y, Yν , for ν ∈ N, be purely n-dimensional analyti subsets
of U ×Ck with proper projetion onto U suh that {Yν} onverges to Y loally
uniformly and s(π|Yν ) = s(π|Y ) for every ν. Moreover, assume that for every ν
the number of the irreduible omponents of Y does not exeed the number of
the irreduible omponents of Yν . Then for eah irreduible omponent A of Y
there is a sequene {Aν} onverging to A loally uniformly suh that every Aν
is an irreduible omponent of Yν and s(π|Aν ) = s(π|A) for almost all ν.
3 Approximation
3.1 Approximation of omponents of analyti sets
Our rst main result is the following theorem. Let U ⊂ Cn be a domain and let
π : U ×Ck → U denote the natural projetion. Let X ⊂ U ×Ck be an analyti
subset of pure dimension n with proper projetion onto U. Reall that s(π|X)
denotes the ardinality of the generi ber in X over U.
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Theorem 3.1 Let {Xν} be a sequene of purely n-dimensional analyti subsets
of U ×Ck with proper projetion onto U onverging loally uniformly to X suh
that s(π|X) = s(π|Xν ) for ν ∈ N. Assume that {(π(S(Xν)))(n−1)} onverges
to (π(S(X)))(n−1) in the sense of holomorphi hains. Then for every ana-
lyti subset Y of U ×Ck of pure dimension n suh that Y ⊂ X and for every
open relatively ompat subset U˜ of U there exists a sequene {Yν} of purely
n-dimensional analyti subsets of U˜ × Ck onverging to Y ∩ (U˜ × Ck) in the
sense of holomorphi hains suh that Yν ⊂ Xν for every ν ∈ N.
Remark 3.2 From the proof of Theorem 3.1 it follows that if Y ∩ (U˜ ×Ck) is
irreduible than Yν is irreduible as well for almost all ν.
Proof of Theorem 3.1. First the theorem will be proved under the following
extra hypotheses:
(1) U = U1 × U2 ⊂ Cn−1 ×C where U1, U2 are open balls,
(2) π(S(X)) is with proper projetion onto U1,
(3) there is a ompat ball B in U2 suh that (U1 ×B) ∩ π(S(X)) = ∅.
This will be done in two steps. Step 1 is of preparatory nature. Here we speify
several tehnial onditions whih may be assumed satised by X and Xν (for
large ν) without loss of generality. These onditions are used in Step 2 the idea of
whih is to show that for almost all ν the number of the irreduible omponents
of X ∩ (U˜ ×Ck) does not exeed the number of the irreduible omponents of
Xν ∩ (U˜ ×Ck) (in fat the numbers are equal). This is done by onstruting an
injetive mapping whih assigns to every irreduible omponent of X∩(U˜×Ck)
an irreduible omponent of Xν ∩ (U˜ ×Ck). Then Theorem 2.4 from Setion 2.3
may be applied whih ompletes the proof (under the hypotheses (1), (2), (3)
above).
Finally we show (Step 3) that (1), (2), (3) are not neessary.
Step 1. Without loss of generality we assume that X and Xν (for large ν) satisfy
the onditions speied below.
Denote
kˆ := max{♯(({x′} × U2) ∩ (π(S(X)))(n−1)) : x
′ ∈ U1}.
Let Σ′(X) be the subset of U1 of points x
′
for whih
♯(({x′} × U2) ∩ (π(S(X)))(n−1)) < kˆ.
Put Σ(X) = Σ′(X) ∪ ρ(π(S(X)) \ π(S(X))(n−1)), where ρ : U1 × U2 → U1 is
the natural projetion. (The losure is taken in U1 × U2. Generally, in this
paper, the topologial struture on any analyti set is indued by the standard
topology of C
m
in whih the set is ontained.)
Observe that Σ(X) is a nowhere dense analyti subset of U1 hene there are
x′0 ∈ U1 \Σ(X) and ompat balls B1, . . . , Bkˆ ⊂ U2 suh that B∩ (
⋃kˆ
i=1 Bi) = ∅
and Bi ∩Bj = ∅ for i 6= j. Moreover, eah Bi ontains preisely one y suh that
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(x′0, y) ∈ π(S(X))(n−1). Furthermore, sine U may be replaed by its relatively
ompat subset ontaining the xed U˜ , we may assume that there is r > 0 suh
that for every
x ∈ (U1 ×B) ∪ ({x
′
0} × (U2 \ (B1 ∪ . . . ∪Bkˆ)))
if (x, u), (x, v) ∈ X and u 6= v then ||u− v||Ck > r.
Next, by the fat that {π(S(Xν))(n−1)} onverges to π(S(X))(n−1) in the
sense of hains and again by the fat that one may pass on to a relatively ompat
subset of U, the following is assumed for large ν : π(S(Xν )) is with proper
projetion onto U1 and the ardinality of the generi ber of π(S(Xν))(n−1)
over U1 equals kˆ. Moreover, in every Bi there is preisely one y suh that
(x′0, y) ∈ π(S(Xν ))(n−1).
Fix x0 ∈ U1 × B. Let A ⊂ U1 × B ×Ck denote the ber in X over x0. For
every irreduible omponent Y of X dene AY := Y ∩A. For every suh Y there
is an ar
γY : [0, 1]→ ((U \ (π(S(X)))) ×C
k) ∩ Y
onneting all the points in AY . Let
r0 = inf{||u− v|| : (x, v), (x, u) ∈ X,u 6= v, x ∈
⋃
Y
π(γY ([0, 1]))}.
Then r0 > 0.
Pik any 0 < δ < min( r3 ,
r0
3 ).We omplete Step 1 by observing that for large
ν the following may be assumed:
(
⋃
Y
π(γY ([0, 1]))) ∩ π(S(Xν )) = ∅
and
dist(({x} ×Ck) ∩X, ({x} ×Ck) ∩Xν) < δ
for every x ∈ U (the latter due to the fat that U may be replaed by its
relatively ompat subset). (Here dist denotes the Hausdor distane.)
Step 2. We show that if X and Xν satisfy the assumptions made in Step 1
(whih holds for large ν) then the number of the irreduible omponents of X
does not exeed the number of the irreduible omponents of Xν . Therefore
by Theorem 2.4 for every irreduible omponent Y of X there is a sequene
of purely n-dimensional analyti sets {Yν} onverging to Y loally uniformly
suh that Yν ⊂ Xν and s(π|Y ) = s(π|Yν ) for almost all ν. Consequently, by
Lemma 2.3, {Yν} onverges to Y in the sense of holomorphi hains as required.
To do this we need the following laim. Let F ⊂ (U1 ×B ×C
k) ∩X be the
graph of a holomorphi mapping dened on U1×B. (Note that, by (1) and (3),
(U1 ×B ×Ck) ∩X is the union of suh graphs.) Put Σ = Σ(X).
Claim 3.3 Let X˜ =
⋃
a∈(U1\Σ)
Xa, where for every a ∈ (U1 \ Σ) by Xa we
denote the irreduible omponent of ({a}×U2×C
k)∩X ontaining ({a}×B×
C
k) ∩ F. Then X˜ is an analyti subset of ((U1 \ Σ)× U2 ×Ck).
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Proof of Claim 3.3. It is suient to hek that for every a ∈ U1 \ Σ there is
a ball B′ ⊂ U1 \ Σ entered at a suh that (B′ × U2 ×Ck) ∩ X˜ is an analyti
subset of B′ × U2 ×Ck.
Fix a0 ∈ U1 \ Σ and take a ball B′ ⊂ U1 \ Σ entered at a0. We hek
that (B′ × U2 ×C
k) ∩ X˜ equals the irreduible omponent (denoted by X ′) of
(B′ × U2 ×Ck) ∩X ontaining (B′ ×B ×Ck) ∩ F. First note that (B′ × U2 ×
C
k) ∩ X˜ ⊆ X ′ (an immediate onsequene of the fat that for every a ∈ B′ the
analyti set ({a}×U2×Ck)∩X ′ ontains ({a}×B×Ck)∩F so it must ontain
Xa as well).
For the onverse inlusion, suppose for a moment that X ′ * (B′×U2×Ck)∩
X˜. Then there is (a, b) ∈ (B′×B) suh that the number of points in ({(a, b)}×
C
k) ∩ X ′ is stritly greater than the number of points in ({(a, b)} ×Ck) ∩ X˜.
Sine X ′ is irreduible, there is an ar
γ : [0, 1]→ (((B′ × U2) \ π(S(X))) ×C
k) ∩X ′
onneting all the points in ({(a, b)} ×Ck) ∩X ′.
It is easy to see (at least when B′ is small whih we may assume) that there
is a homeomorphi deformation H : (B′×U2)→ (B′×U2), suh that H({a′}×
U2) ⊂ {a′} × U2 for every a′ ∈ B′, after whih the set π(S(X)) ∩ (B′ × U2)
beomes the union of graphs of onstant funtions dened on B′. Then the ar
H˜ ◦ γ, where H˜ = (H, idCk) : B
′ × U2 ×C
k → B′ × U2 ×C
k, an be deformed
by shifting along E˜ = H(π(S(X)) ∩ (B′ × U2)) to the ar
τ : [0, 1]→ ((({a} × U2) \ E˜)×C
k) ∩ H˜(X ′).
Consequently, H˜−1 ◦ τ is an ar onneting all the points of ({(a, b)}×Ck)∩X ′
whose image is ontained in ((({a} × U2) \ π(S(X))) × Ck) ∩ X ′. This means
that ({a} × U2 ×Ck) ∩X ′ is irreduible hene
({a} × U2 ×C
k) ∩ X˜ = ({a} × U2 ×C
k) ∩X ′
beause ({a}×B×Ck)∩F is ontained in both sets of the latter equation. On
the other hand, these sets have dierent number of points in generi bers over
{a} × U2, a ontradition.
Thus we have heked that (B′ × U2 × Ck) ∩ X˜ = X ′ whih implies the
analytiity and the proof is omplete.
Let us return to the proof of Theorem 3.1. For every irreduible omponent
Y of X selet one graph FY of a holomorphi mapping dened on U1 ×B suh
that FY ⊂ Y. Then, by Step 1, there is the uniquely determined graph FY,ν of
the holomorphi mapping dened on U1×B suh that FY,ν ⊂ Xν and suh that
dist(({x} ×Ck) ∩ FY , ({x} ×C
k) ∩ FY,ν) < δ
for every x ∈ U1 ×B (for δ piked in Step 1 ).
Now put Σν = Σ(Xν) and dene Y˜ν =
⋃
a∈U1\Σν
Ya,ν where Ya,ν is the
irreduible omponent of ({a}×U2×Ck)∩Xν ontaining ({a}×B×Ck)∩FY,ν .
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By Claim 3.3, applied to Xν , Y˜ν is an analyti subset of (U1 \ Σν) × U2 ×Ck
(learly, of pure dimension n with proper projetion onto (U1\Σν)×U2). Let Yν
be the losure of Y˜ν in U ×Ck. Note that Yν is analyti as Σν ×U2 is a nowhere
dense analyti subset of U and Y˜ν ⊂ Xν and Xν is with proper projetion onto
U (so its bers over U are loally bounded at every x ∈ Σν × U2). It is easy to
see that Yν is an irreduible omponent of Xν (otherwise ({a} × U2 ×Ck) ∩ Yν
would be reduible for some a ∈ U1 \ Σν , a ontradition with the denition of
Y˜ν).
We show that the mapping whih assigns to every irreduible omponent Y
of X the set Yν desribed above is injetive, whih ompletes the proof. To do
this it is suient to hek the following two fats for every xed irreduible
omponent Y of X :
(a) s(π|Y ) = s(π|Yν ),
(b) for x0 ∈ U1×B xed in Step 1 and for every (x0, v) ∈ Y there is (x0, vν) ∈ Yν
suh that ||v − vν || < δ.
Clearly, for every irreduible omponent Yν of Xν there is at most one Y satis-
fying (a) and (b).
Let us handle (a). Take x′0 piked in Step 1. We may assume that x
′
0 /∈ Σν
(otherwise it an be replaed by a point from an arbitrarily small neighborhood
of x′0 in U1 \ (Σ ∪ Σν) satisfying all the onditions speied for x
′
0 in Step 1 ).
Let CY , CY,ν denote the irreduible omponents of ({x′0} × U2 × C
k) ∩ Y,
({x′0} × U2 ×C
k) ∩Xν respetively ontaining ({x′0} ×B ×C
k) ∩ FY , ({x′0} ×
B ×Ck) ∩ FY,ν respetively.
Claim 3.4 The ardinalities of the generi bers in CY and CY,ν over {x′0}×U2
are equal.
Proof of Claim 3.4. Observe that the mapping
G : ({x′0} × (U2 \ B˜)×C
k) ∩ Y → ({x′0} × (U2 \ B˜)×C
k) ∩Xν ,
where B˜ = B1 ∪ . . . ∪ Bkˆ, given by G(x
′
0, y, u) = (x
′
0, y, v), where v is the
unique vetor in C
k
suh that ||u− v|| < δ, is a biholomorphism onto its image.
Moreover, sine, by the hoie of x′0, the interior of every Bi ontains preisely
one element from π(S(X)) and one from π(S(Xν)) and the intersetion of every
pair of distint Bi's is empty, we may apply the following laim.
Claim 3.5 Let D ⊂ C be a domain, ρ : D×Ck → D be the natural projetion
and let E ⊂ D × Ck be an irreduible analyti urve suh that ρ|E is proper.
Finally, let K1, . . . ,Ks ⊂ D be ompat balls, Ki ∩ Kj = ∅ for i 6= j and let
♯Ki ∩ ρ(S(E)) = 1 for every i = 1, . . . , s. Then E ∩ ((D \
⋃s
i=1Ki) × C
k) is
irreduible.
Proof of Claim 3.5. Put
E˜ = E ∩ ((D \
s⋃
i=1
Ki)×C
k).
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It is suient to show that for every a, b ∈ E˜ \ (ρ(S(E)) ×Ck) there is an ar
τ : [0, 1]→ E˜ \ (ρ(S(E)) ×Ck) suh that τ(0) = a, τ(1) = b.
Fix a, b ∈ E˜\(ρ(S(E))×Ck). Let Kˆ1, . . . , Kˆs be ompat balls inD, Ki  Kˆi
for i = 1, . . . , s, satisfying the hypotheses of the laim with a, b /∈
⋃s
i=1 Kˆi×C
k.
Irreduibility of E implies that there is an ar γ : [0, 1] → E \ (ρ(S(E)) ×Ck)
suh that γ(0) = a, γ(1) = b. Then τ an be obtained from γ as follows. For
every t ∈ [0, 1] suh that γ(t) /∈ (
⋃s
i=1 Kˆi ×C
k) put τ(t) = γ(t).
Take t ∈ [0, 1] suh that γ(t) ∈ Kˆi × Ck for some i. By the hypothesis
ρ(S(E)) ∩ Kˆi = {g} for some g ∈ D. Let σ be the segment passing through
ρ(γ(t)), onneting g with the uniquely determined h(t) ∈ ∂Kˆi. Then (σ×Ck)∩
E is the union of graphs of ontinuous funtions dened on σ. Let f ⊂ (σ×Ck)
be the one of these graphs for whih γ(t) ∈ f. Set τ(t) = (h(t), f(h(t))).
It is easy to hek that τ dened as above is an ar onneting a and b in
E˜ \ (ρ(S(E)) ×Ck).
Proof of Claim 3.4 (end). We show that
G(({x′0} × (U2 \ B˜)×C
k) ∩ CY ) = ({x
′
0} × (U2 \ B˜)×C
k) ∩ CY,ν ,
whih learly implies the assertion of the laim. To do this observe that, by
Claim 3.5, ({x′0} × (U2 \ B˜) ×C
k) ∩ CY is irreduible. Then G(({x′0} × (U2 \
B˜) × Ck) ∩ CY ) is irreduible as well beause G is a biholomorphism onto its
image. This implies that
G(({x′0} × (U2 \ B˜)×C
k) ∩ CY ) = ({x
′
0} × (U2 \ B˜)×C
k) ∩CY,ν
beause ({x′0}× (U2 \ B˜)×C
k)∩CY,ν is irreduible by Claim 3.5 and both sets
ontain ({x′0} ×B ×C
k) ∩ FY,ν (reall that, by Step 1, B ∩
⋃kˆ
i=1 Bi = ∅).
Proof of Theorem 3.1 (end). Now dene Y˜ =
⋃
a∈U1\Σ
Ya where Ya is the
irreduible omponent of ({a}×U2×Ck)∩ Y ontaining ({a}×B×Ck)∩FY .
By Claim 3.3, Y˜ is an analyti subset of (U1 \Σ)×U2×Ck (of pure dimension
n with proper projetion onto (U1 \Σ)×U2). Sine Y˜ is ontained in Y ∩ ((U1 \
Σ)× U2 ×Ck) whih is irreduible and n-dimensional, it holds
Y˜ = Y ∩ ((U1 \ Σ)× U2 ×C
k).
The latter fat implies that
Y ∩ ({x′0} × U2 ×C
k) = CY
and, onsequently, that the ardinalities of the generi bers in Y over U and
in CY over {x′0} × U2 are equal (beause {x
′
0} × U2 * π(S(X))).
Finally, observe that (in view of the fat that {x′0} × U2 * π(S(Xν ))) the
ardinalities of the generi bers in Yν over U and in CY,ν over {x
′
0} × U2 are
equal beause
Yν ∩ ({x
′
0} × U2 ×C
k) = CY,ν
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by the denition of Yν . Thus, in view of Claim 3.4, s(π|Y ) = s(π|Yν ) as required
in (a).
Let us turn to (b). Consider the ar γY dened in Step 1. Note that for
every γY (t) ∈ X, where t ∈ [0, 1], there is preisely one element (e(t), f(t)) ∈
Xν ⊂ U ×C
k
suh that π(γY (t)) = e(t) and the distane between (e(t), f(t))
and γY (t) is smaller than δ. Sine (π(γY ([0, 1]))) ∩ π(S(Xν )) = ∅ then
τ : [0, 1] ∋ t 7→ (e(t), f(t)) ∈ Xν
is an ar whose image is ontained in one irreduible omponent of Xν . On the
other hand, there is t0 suh that γY (t0) ∈ FY so τ(t0) ∈ FY,ν , whih implies that
the irreduible omponent ontaining τ([0, 1]) ontains FY,ν as well. Thus this
irreduible omponent must be Yν . To omplete the proof observe that for every
(x0, v) ∈ Y there is t′ ∈ [0, 1] suh that (x0, v) = γY (t′), τ(t′) = (x0, f(t′)) ∈ Yν ,
||v − f(t′)|| < δ.
Thus we have proved the theorem under the extra hypotheses (1), (2) and
(3) formulated at the beginning.
Step 3. Let us show that (1), (2) and (3) need not be assumed. Let {Xν} be a
sequene of analyti sets satisfying the hypotheses of Theorem 3.1 and let Y be
an analyti subset of U ×Ck of pure dimension n with Y ⊂ X. Fix an open set
U˜ ⊂⊂ U.
Cover U˜ by a nite number of domains E1, . . . , Es ⊂ U, Ei ⊂⊂ E˜i ⊂ U suh
that for every i ∈ {1, . . . , s} there is a polynomial automorphism Li : Cn → Cn
with the following property. The onditions (1), (2) and (3) are satised with
U,X replaed by Li(E˜i), βLi(X∩(E˜i×C
k)) respetively, where βLi : C
n×Ck →
C
n ×Ck is given by the formula βLi(x, z) = (Li(x), z).
By Step 2 for every i ∈ {1, . . . , s} there is a sequene {Yi,ν} of purely
n- dimensional analyti subsets of Ei×Ck, Yi,ν ⊂ (Ei×Ck)∩Xν , onverging to
(Ei×Ck)∩Y in the sense of hains. Let us hek that Yν = (
⋃s
i=1 Yi,ν)∩(U˜×C
k)
is, for large ν, an analyti subset of U˜ × Ck. One easily observes that this is
the ase as the onvergene in the sense of hains of {Xν} to X imply that for
almost all ν and for every i, j it holds
Yi,ν ∩ ((Ei ∩ Ej)×C
k) = Yj,ν ∩ ((Ei ∩ Ej)×C
k).
The latter equation also implies that {Yν} onverges to Y ∩ (U˜ × Ck) in the
sense of hains. Thus the proof of Theorem 3.1 is omplete.
3.2 Approximation of mappings
First let us note that in Theorem 1.1 (and in its generalizations) the spae C
n
ontaining U may be replaed by an ane algebrai variety. In fat, in the
global version of the approximation theorem (see [16℄, Theorem 3.2) the domain
of the approximated mapping is admitted to have singularities. Sine this ase
is redued to the one where the mapping is dened on an open subset of some
C
n
and the redution is of purely analyti geometri nature, we assume here
that U is an open subset of Cn.
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Our aim is to give a diret geometri proof of Theorem 1.1, or more preisely,
its semi-global version (Theorem 3.8). The proof is organized as follows. First
using Theorem 3.1 we prove in Setion 3.2.1 the following
Proposition 3.6 Let U be a domain in Cn and let f : U → Ck be a holomor-
phi mapping that satises a system of equations Q(x, f(x)) = 0 for x ∈ U. Here
Q is a Nash mapping from a neighborhood in Cn × Ck of the graph of f into
some C
q. Then there is R ∈ C[x, z1, . . . , zk] with R(x, f(x)) not identially zero
suh that the following holds. If for some open U˜ , U0 ⊂ U with U0 ⊂⊂ U˜ there is
a sequene {gν : U˜ → Ck} of Nash mappings onverging loally uniformly to f |U˜
suh that {{x ∈ U˜ : R(x, gν(x)) = 0}} onverges to {x ∈ U˜ : R(x, f(x)) = 0} in
the sense of hains then there is a sequene {fν : U0 → C
k} of Nash mappings
onverging uniformly to f |U0 suh that Q(x, f
ν(x)) = 0 for x ∈ U0, ν ∈ N.
Next in Setion 3.2.2 for any holomorphi mapping f : U → Ck, f = f(x),
and any R ∈ C[x, z1, . . . , zk] suh that R(x, f(x)) is not identially zero, we
onstrut a family Uf,R of open subsets of U suh that the following holds.
Proposition 3.7 Let f : U → Ck be a holomorphi mapping, where U is a
domain in C
n, let R ∈ C[x, z1, . . . , zk] be suh that R(x, f(x)) is not identially
zero on U and let U0 ∈ Uf,R. Then there are an open U˜ ⊂ Cn with U0 ⊂⊂ U˜
and a sequene {fν : U˜ → Ck} of Nash mappings onverging uniformly to f |U˜
suh that {{x ∈ U˜ : R(x, fν(x)) = 0}} onverges to {x ∈ U˜ : R(x, f(x)) = 0} in
the sense of hains.
Proposition 3.7 is proved in Subsetion 3.2.3. One of the main results of this
paper is the following semi-global version of the approximation theorem.
Theorem 3.8 Let U be a domain in Cn and let f : U → Ck be a holomorphi
mapping that satises a system of equations Q(x, f(x)) = 0 for x ∈ U. Here
Q is a Nash mapping from a neighborhood in Cn × Ck of the graph of f into
some C
q. Let R be any polynomial obtained by applying Proposition 3.6 with
f,Q. Then for every U0 ∈ Uf,R there is a sequene {f
ν : U0 → C
k} of Nash
mappings onverging uniformly to f |U0 suh that Q(x, f
ν(x)) = 0 for x ∈ U0
and ν ∈ N.
Proof. In view of the fat that R satises the assertion of Proposition 3.6, it is
suient to apply Proposition 3.7.
In order to haraterize those U0 for whih the presented methods work we
need an insight into Uf,R. Here let us just mention two speial ases whih
diretly follow by Subsetion 3.2.2
Corollary 3.9 (a) Let U be a domain in C. Then for every holomorphi map-
ping f : U → Ck and every R ∈ C[x, z1, . . . , zk], R(x, f(x)) not identially zero,
the family Uf,R ontains every open set U0 for whih there is a Runge domain
U˜ with U0 ⊂⊂ U˜ ⊂ U. Consequently, if f depends on one variable we have the
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global version of Theorem 1.1, rst proved by van den Dries in [14℄.
(b) Let U be a domain in Cn. Then for every holomorphi mapping f : U → Ck,
every R ∈ C[x, z1, . . . , zk], R(x, f(x)) not identially zero, and x0 ∈ U there is
an open neighborhood U˜ of x0 suh that U˜ ∈ Uf,R, whih implies Theorem 1.1.
3.2.1 Proof of Proposition 3.6
Proposition 3.6 is a onsequene of the following
Proposition 3.10 Let U, V be a domain in Cn and an algebrai subvariety of
C
mˆ
respetively. Let F : U → V be a holomorphi mapping. Then there is
a polynomial R in mˆ variables with R ◦ F not identially zero suh that the
following holds. If for some open U˜ , U0 ⊂ U with U0 ⊂⊂ U˜ there is a sequene
{Gν : U˜ → Cmˆ} of Nash mappings onverging loally uniformly to F |U˜ suh
that {{x ∈ U˜ : (R ◦ Gν)(x) = 0}} onverges to {x ∈ U˜ : (R ◦ F )(x) = 0} in
the sense of hains then there is a sequene {F ν : U0 → V } of Nash mappings
onverging uniformly to F |U0 .
First let us hek that Proposition 3.10 implies Proposition 3.6. Let f : U →
C
k
be the holomorphi mapping from Proposition 3.6. Put F (x) = (x, f(x)) and
mˆ = n+k. Let V be the intersetion of all algebrai subvarieties of Cmˆ ontain-
ing F (U). Then by Proposition 3.10 there is R ∈ C[x1, . . . , xn, z1, . . . , zk] satisfy-
ing the assertion of this proposition. Next x U0, U˜ as in Proposition 3.6, assume
(without loss of generality) that U0 is onneted and take an open onneted U1
with U0 ⊂⊂ U1 ⊂⊂ U˜ . Now let gν : U˜ → Ck be a sequene of Nash mappings
onverging loally uniformly to f |U˜ suh that {{x ∈ U˜ : R(x, g
ν(x)) = 0}}
onverges to {x ∈ U˜ : R(x, f(x)) = 0} in the sense of hains. Set Gν(x) =
(x, gν(x)). Then by Proposition 3.10 there is a sequene {F ν : U1 → V } of Nash
mappings onverging uniformly to F |U1 .
We need to show that the rst n omponents of F ν may be assumed to
onstitute the identity and that Q ◦ F ν = 0 for suiently large ν. To this end
denote Y = {(x, v) ∈ Uˆ ⊂ Cn×Ck : Q(x, v) = 0}, where Uˆ is the domain of Q.
Clearly, we may assume that F ν(U1) ⊂ Uˆ for almost all ν. Next observe that
F ν(U1) ⊂ Y for almost all ν. Indeed, take zˆ ∈ F (U1)∩Reg(V ) (the intersetion
is non-empty as F (U1) ⊂ Sing(V ) implies, by the onnetedness of U, that
F (U) ⊂ Sing(V )  V ). Let B be an open neighborhood of zˆ in Cn × Ck
suh that B ∩ V is a onneted manifold and let U2 be a non-empty open
subset of U1 suh that F (U2), F
ν(U2) ⊂ B for almost all ν. Then B ∩ V ⊂ Y
(otherwise F (U2) ⊂ V˜ where V˜ is an algebrai subvariety of Cn × Ck with
dim(V˜ ) < dim(V )). This implies that F ν(U2) ⊂ Y for almost all ν hene
F ν(U1) ⊂ Y beause U1 is onneted.
Let F˜ ν : U1 → Cn, for ν ∈ N, be the mapping whose omponents are the
rst n omponents of F ν . Sine {F˜ ν} onverges uniformly to the identity on U1
and U0 ⊂⊂ U1 there is a sequene Hν : U0 → U1 of Nash mappings suh that
F˜ ν ◦Hν = idU0 if ν is large enough. Consequently, F
ν ◦Hν(x) = (x, fν(x)) for
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x ∈ U0 and {fν : U0 → Ck} satises the assertion of Proposition 3.6.
Proof of Proposition 3.10. First observe that we may assume F (U) * Sing(V )
as otherwise V may be replaed by Sing(V ). Next, sine U is onneted, F (U)
is ontained in one irreduible omponent of V so we may assume that V is of
pure dimension, say m.
We may also assume that V ⊂ Cmˆ ≈ Cm × Cs is with proper projetion
onto C
m. Indeed, there is a C-linear isomorphism J : Cm+s → Cm+s suh
that J(V ) is with proper projetion onto Cm. Thus if there exists a sequene
Hν : U0 → J(V ) of Nash mappings onverging to J ◦ F |U0 then the sequene
{J−1 ◦Hν} satises the assertion of the proposition.
To omplete the preparations, by ρ : Cm ×Cs → Cm, ρ˜ : Cm ×C → Cm
denote the natural projetions. Passing to the image of V by a linear iso-
morphism arbitrarily lose to the identity, if neessary, we assume (in view of
F (U) * Sing(V )) that ρ(F (U)) * ρ(S(V )). Now the polynomial R is on-
struted as follows. Any C-linear form L : Cs → C determines the mapping
ΦL : C
m × Cs → Cm × C by ΦL(u, v) = (u, L(v)). Sine V is an algebrai
subset of C
m×Cs with proper projetion onto Cm then ΦL(V ) is an algebrai
subset of C
m ×C also with proper projetion onto Cm for every form L. Take
a form L suh that the bers of the projetions of ΦL(V ) and V onto C
m
have
generially the same ardinality and ρ(F (U)) * ρ˜(S(ΦL(V ))). The set ΦL(V ) is
desribed by the unitary polynomial in one variable (orresponding to the last
oordinate of C
m × C) whose oeients are polynomials in m variables and
whose disriminant is non-zero. The disriminant, denoted by R, is the poly-
nomial we look for. In fat, after the preparations, R depends only on m ≤ mˆ
variables (the last s = mˆ−m variables are dummy).
Let us show that R indeed has all the required properties. First R ◦ F is
not identially zero as ρ(F (U)) * ρ˜(S(ΦL(V ))). Next take U0, U˜ and Gν as
in Proposition 3.10. We need the following notation. For any holomorphi
mapping H : E → Cm, where E,E′ are open subsets of Cn, E′ ⊂ E, and any
algebrai subvariety X of Cm ×Cs denote
V(X,E′, H) = {(x, v) ∈ E′ ×Cs : (H(x), v) ∈ X}.
The mappings F,Gν are of the form F = (F˜ , Fˆ ), Gν = (G˜ν , Gˆν), for some
holomorphi F˜ : U → Cm, G˜ν : U˜ → Cm, Fˆ : U → Cs, Gˆν : U˜ → Cs.
In order to prove Proposition 3.10 it is suient to prove the following
Claim 3.11 For every irreduible omponent Y of V(V, U0, F˜ ) there is a se-
quene {Yν} of analyti subsets of U0 × Cs onverging to Y in the sense of
hains suh that Yν is an irreduible omponent of V(V, U0, G˜
ν) for every ν.
For the notion of the onvergene of holomorphi hains see Setion 2.3. Let
us hek that Proposition 3.10 indeed follows by Claim 3.11. To this end note
that graph(Fˆ ) ⊂ V(V, U0, F˜ ). Sine there is a sequene {Yν} of analyti sets
onverging to graph(Fˆ ) in the sense of hains then Yν = graph(H
ν) for almost
all ν, where Hν : U0 → C
s
is a holomorphi mapping. In fat, sine Yν is an
irreduible omponent of V(V, U0, G˜ν) whih is a Nash set then Yν is a Nash set
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as well. Consequently Hν is a Nash mapping. Obviously, Hν onverges to Fˆ so
(G˜ν , Hν) : U0 → V onverges to F |U0 as required.
Let us turn to the proof of Claim 3.11. First let us show that it is suient
to prove this laim in the ase where V is replaed by ΦL(V ) where L : C
s → C
is the linear form whih has been used to dene R. By analogy to the denition
of ΦL put ΨL(x, v) = (x, L(v)) for any x ∈ Cn, v ∈ Cs. Let π˜ : Cn ×C → Cn,
π : Cn × Cs → Cn denote the natural projetions. We need the following
obvious
Remark 3.12 Let Z ⊂ E×Cs be an analyti subset of pure dimension n with
proper projetion onto a domain E ⊂ Cn suh that s(π|Z) = s(π˜|ΨL(Z)). Then
for every irreduible analyti omponent Σ of ΨL(Z) there exists an irreduible
analyti omponent Γ of Z suh that ΨL(Γ) = Σ and s(π|Γ) = s(π˜|Σ).
Assume that Claim 3.11 holds with ΦL(V ) taken instead of V (s = 1).
We hek that it also holds with V. First observe that V(ΦL(V ), U0, F˜ ) =
ΨL(V(V, U0, F˜ )) and V(ΦL(V ), U0, G˜
ν) = ΨL(V(V, U0, G˜
ν)) for ν ∈ N and x
an irreduible omponent Y of V(V, U0, F˜ ). Then there are irreduible ompo-
nents Θν of ΨL(V(V, U0, G˜ν)), for ν ∈ N, suh that {Θν} onverges to ΨL(Y )
in the sense of holomorphi hains.
Next note that the fat that F˜ (U0) * ρ˜(S(ΦL(V ))) and the way L has been
hosen imply that the ardinalities of the generi bers in ΨL(V(V, U0, F˜ )),
V(V, U0, F˜ ), ΨL(V(V, U0, G˜
ν)) and in V(V, U0, G˜
ν) over U0 are equal for large ν.
Therefore, by Remark 3.12, for almost all ν there is an irreduible omponent Yν
of V(V, U0, G˜ν) suh that ΨL(Yν) = Θν and s(π|Yν ) = s(π|Y ). Thus it remains
to hek, in view of Lemma 2.3, that {Yν} onverges to Y loally uniformly.
Observe that otherwise there would be a subsequene {Yνµ} of {Yν} onverging
to a purely n-dimensional analyti set Z 6= Y. But then, by the fat that ΨL
preserves the ardinality of the generi ber in V(V, U0, F˜ ), it holds ΨL(Z) 6=
ΨL(Y ) whih ontradits the fat that {ΨL(Yν)} onverges to ΨL(Y ).
Now we turn to the proof of Claim 3.11 with V replaed by ΦL(V ). It holds
ΦL(V ) = {(y, z) ∈ C
m ×C : P (y, z) = 0}
where
P (y, z) = zt + zt−1c1(y) + . . .+ ct(y) ∈ (C[y])[z]
for some t ∈ N. We may assume that P treated as a polynomial in z has a
non-zero disriminant. Let us reall that the polynomial R is, by denition, this
disriminant.
To omplete the proof put
Xν = V(ΦL(V ), U˜ , G˜
ν) = {(x, z) ∈ U˜ ×C : P (G˜ν(x), z) = 0}
and
X = V(ΦL(V ), U˜ , F˜ ) = {(x, z) ∈ U˜ ×C : P (F˜ (x), z) = 0}.
Then
π˜(S(Xν)) = {x ∈ U˜ : R(G˜
ν(x)) = 0}
15
and
π˜(S(X)) = {x ∈ U˜ : R(F˜ (x)) = 0},
hene by the hypothesis the sequene {π˜(S(Xν ))} onverges to π˜(S(X)) in the
sense of holomorphi hains. Now it is suient to apply Theorem 3.1 and the
proof of Claim 3.11 is omplete. Consequently, we have also proved Proposi-
tion 3.10 and Proposition 3.6.
3.2.2 Constrution of Uf,R
Put x = (x1, . . . , xn), x
′ = (x1, . . . , xn−1) and π(x) = x
′. Let f : U → Ck,
f = f(x), be a holomorphi mapping where U is a domain in Cn and let
R ∈ C[x, z1, . . . , zk] be suh that R(x, f(x)) is not identially zero. We onstrut
the family Uf,R. The onstrution is reursive with respet to the number n of
the variables f depends on.
Let U0 be an open subset of C, n = 1. Then U0 ∈ Uf,R i U0 is a relatively
ompat subset of some open simply onneted subset of U (hene in this ase
Uf,R depends only on U).
Now assume that U0 is an open subset of C
n
for n > 1. Then U0 ∈ Uf,R
i there is a biholomorphism φ : Uˇ → Uˆ ⊂ U, where Uˆ , Uˇ are a domain and
a Runge domain respetively in C
n
with U0 ⊂⊂ Uˆ , and there is a domain
Uˇ1 ⊂ Cn−1 with Uˇ ⊂ Uˇ1 ×C suh that the following hold:
(1) R(φ(x), f(φ(x))) = H˜(x)W (x), x ∈ Uˇ , for some H˜ ∈ O(Uˇ) non-vanishing on
φ−1(U0) and some unitary polynomial W ∈ O(Uˇ1)[xn] suh that W−1(0) ⊂ Uˇ ,
(2) π(φ−1(U0)) ∈ Ug,S for some holomorphi mapping g : Uˇ1 → Cs, g = g(x′),
and some S ∈ C[x′, z1, . . . , zs] determined by f,R, φ,W below.
Given f,R, φ,W we obtain g, S as follows. Put f˜ = f ◦ φ. Then f˜ , φ are
of the form f˜ = (f1, . . . , fk), φ = (φ1, . . . , φn) for some fj , φi ∈ O(Uˇ) for
j = 1, . . . , k, i = 1, . . . , n. By (1) we have:
fj(x) = W (x)Hj(x) + rj(x),
φi(x) = W (x)Hˇi(x) + rˇi(x),
for x ∈ Uˇ , where rj(x), rˇi(x) ∈ O(Uˇ1)[xn] satisfy deg(rj), deg(rˇi) < deg(W ) and
Hj , Hˇi ∈ O(Uˇ) for j = 1, . . . , k, i = 1, . . . , n.
Next, there are optimal polynomials (for the denition onsult Setion 2.2)
W1, . . . ,Wsˆ ∈ O(Uˇ1)[xn] suh that W = W
k1
1 · . . . · W
ksˆ
sˆ and dim(W
−1
i (0) ∩
W−1j (0)) < n−1 for every i 6= j. Put d = deg(W ). For l = 1, . . . , sˆ, j = 1, . . . , k,
i = 1, . . . , n, the polynomials Wl, rj , rˇi are of the form:
Wl(x) = x
pl
n + x
pl−1
n al,1(x
′) + . . .+ al,pl(x
′),
rj(x) = x
d−1
n bj,0(x
′) + xd−2n bj,1(x
′) + . . .+ bj,d−1(x
′),
rˇi(x) = x
d−1
n ci,0(x
′) + xd−2n ci,1(x
′) + . . .+ ci,d−1(x
′).
Let s denote the number of all the oeients of Wl, rj , rˇi for all admissible
l, j, i. The mapping g : Uˇ1 → C
s
is dened by:
g = (A1, . . . , Asˆ, B1, . . . , Bk, C1, . . . , Cn)
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where Al = (al,1, . . . , al,pl), Bj = (bj,0, . . . , bj,d−1), Ci = (ci,0, . . . , ci,d−1) again
for all admissible l, j, i.
Let us turn to determining S. Replaing the holomorphi oeients
al,1, . . . , al,pl , bj,0, . . . , bj,d−1, ci,0, . . . , ci,d−1
for all l, j, i in Wl, rj , rˇi by new variables denoted by the same letters we obtain
polynomials Pl, wj , wˇi respetively. Put P = P
k1
1 · . . . · P
ksˆ
sˆ and dene:
αj = PSj + wj , βi = PSˇi + wˇi
for j = 1, . . . , k and i = 1, . . . , n, where Sj , Sˇi are new variables. Now divide
R(β1, . . . , βn, α1, . . . , αk) by P (treated as a polynomial in xn with polynomial
oeients) to obtain
(*) R(β1, . . . , βn, α1, . . . , αk) = W˜P + x
d−1
n T1 + x
d−2
n T2 + . . .+ Td,
where W˜ , T1, . . . , Td are polynomials suh that T1, . . . , Td depend only on the
tuple of variables u, where
u = (A1, . . . , Asˆ, B1, . . . , Bk, C1, . . . , Cn)
and Al = (al,1, . . . , al,pl), Bj = (bj,0, . . . , bj,d−1), Ci = (ci,0, . . . , ci,d−1) for all
admissible l, j, i.
Finally, put T (u) = (T1(u), . . . , Td(u)) and observe that T (g(x
′)) = 0 for
x′ ∈ Uˇ1. By Proposition 3.6 there is S ∈ C[x′, z1, . . . , zs] satisfying the assertion
of Proposition 3.6 with g, T, S taken in plae of f,Q,R. Any suh S is suitable
for our reursive denition.
Remark 3.13 For every holomorphi mapping f : Cn ⊃ U → Ck, polynomial
R ∈ C[x, z1, . . . , zk] with R(x, f(x)) not identially zero and every x0 ∈ U the
following holds. There is a neighborhood E of x0 in U suh that {x ∈ E :
R(x, f(x)) = 0} is either empty or with proper projetion onto an open subset
of some ane n−1 dimensional subspae of Cn. This fat, applied reursively in
the onstrution above, immediately implies that there is an open neighborhood
U˜ of x0 in U suh that U˜ ∈ Uf,R.
3.2.3 Proof of Proposition 3.7
The proposition is proved by indution on n (the number of the variables f
depends on). First suppose that U ⊂ C (i.e. n = 1) and x f,R satisfying the
assumptions of the proposition. Let U0 be any open relatively ompat subset
of some open simply onneted U˜ ⊂ U. Then
R(x, f(x)) = (x − x0)
α0 · . . . · (x− xm)
αmg(x)
for some m,α0, . . . , αm ∈ N, g ∈ O(U) suh that g(x) 6= 0 for x ∈ U0.
Put W (x) = (x − x0)α0 · . . . · (x − xm)αm . The mapping f is of the form
f = (f1, . . . , fk) for some fj ∈ O(U), j = 1, . . . , k. It holds
fj(x) = W (x)Hj(x) + rj(x), x ∈ U,
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where Hj ∈ O(U), rj ∈ C[x] for j = 1, . . . , k. Now dene fν = (fν1 , . . . , f
ν
k ) on
U˜ by fνj (x) = W (x)Hj,ν (x) + rj(x), ν ∈ N. Here {Hj,ν} is a sequene of poly-
nomials onverging loally uniformly to Hj on U˜ . It is lear that R(x, f
ν(x)) =
W (x)gν(x), for some gν ∈ O(U˜). The funtion g is non-vanishing on U0 therefore
shrinking U˜ , if neessary, we omplete the proof for n = 1.
Now suppose that n > 1. Let f,R be a holomorphi mapping and a polyno-
mial respetively satisfying the hypotheses of the proposition. Fix U0 ∈ Uf,R.
By the denition of Uf,R there exists a biholomorphism φ : Uˇ → Uˆ , where
Uˇ ⊂ Cn is a Runge domain, U0 ⊂⊂ Uˆ and Uˇ ⊂ Uˇ1 × C for some open on-
neted Uˇ1 ⊂ C
n−1, suh that (1) and (2) of Subsetion 3.2.2 are satised.
Next observe that to omplete the proof it is suient to show that there is
an open E with φ−1(U0) ⊂⊂ E ⊂ Uˇ and there are sequenes {f˜ν}, {φν} of Nash
mappings onverging loally uniformly on E to f˜ = f ◦φ, φ respetively in suh
a way that {{x ∈ E : R(φν(x), f˜ν(x)) = 0}} onverges in the sense of hains
to {x ∈ E : R(φ(x), f˜ (x)) = 0}. Indeed, given suh sequenes we may assume,
shrinking E if neessary, that φν |E is invertible for almost all ν. Moreover, there
is an open U˜ ⊂ φ(E) suh that U0 ⊂⊂ U˜ ⊂ φν(E) for almost all ν. Consequently,
{{x ∈ U˜ : R(x, f˜ν ◦ (φν)−1(x)) = 0}} onverges to {x ∈ U˜ : R(x, f(x)) = 0}
and we may set fν = f˜ν ◦ (φν)−1.
Before approximating f˜ , φ we show that there are Nash mappings
Aνl = (a
ν
l,1, . . . , a
ν
l,pl
), Bνj = (b
ν
j,0, . . . , b
ν
j,d−1), C
ν
i = (c
ν
i,0, . . . , c
ν
i,d−1),
for l = 1, . . . , sˆ, j = 1, . . . , k, i = 1, . . . , n, ν ∈ N, dened on some open set
E1 ⊂ Cn−1 with π(φ−1(U0)) ⊂⊂ E1 ⊂ Uˇ1 suh that the following hold. The
sequene {gν : E1 → Cs}, where gν = (Aν1 , . . . , A
ν
sˆ , B
ν
1 , . . . , B
ν
k , C
ν
1 , . . . , C
ν
n),
onverges uniformly to g|E1 and T1 ◦ g
ν = . . . = Td ◦ gν = 0 for ν ∈ N. Here g
is the mapping from the ondition (2) and T1, . . . , Td are polynomials given by
the equation (*) of Subsetion 3.2.2.
To this end, observe that by (2) it holds π(φ−1(U0)) ∈ Ug,S , where the
polynomial S is desribed in the previous subsetion. By the properties of S it
is suient to show that there is a sequene {hν : E˜1 → Cs} of Nash mappings
onverging loally uniformly to g|E˜1, where π(φ
−1(U0)) ⊂⊂ E˜1 ⊂ Uˇ1, suh that
{{x′ ∈ E˜1 : S(x′, hν(x′)) = 0}} onverges to {x′ ∈ E˜1 : S(x′, g(x′)) = 0} in the
sense of hains (then E1 may be taken to be any open set with π(φ
−1(U0)) ⊂⊂
E1 ⊂⊂ E˜1). This in turn is immediate by the indution hypothesis.
Using the omponents of Aνl , B
ν
j , C
ν
i dene on E = (E1×C)∩Uˇ the following
funtions:
W νl (x) = x
pl
n + x
pl−1
n a
ν
l,1(x
′) + . . .+ aνl,pl(x
′),
rνj (x) = x
d−1
n b
ν
j,0(x
′) + xd−2n b
ν
j,1(x
′) + . . .+ bνj,d−1(x
′),
rˇνi (x) = x
d−1
n c
ν
i,0(x
′) + xd−2n c
ν
i,1(x
′) + . . .+ cνi,d−1(x
′),
for l = 1 . . . , sˆ, j = 1, . . . , k, i = 1 . . . , n. Next put W ν = (W ν1 )
k1 · . . . · (W νsˆ )
ksˆ ,
where kj is the multipliity of the fator Wj of W (see Subsetion 3.2.2). Now
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dene f˜ν = (fν1 , . . . , f
ν
k ), φ
ν = (φν1 , . . . , φ
ν
n) by
fνj = W
νHνj + r
ν
j , φ
ν
i = W
νHˇνi + rˇ
ν
i
for j = 1, . . . , k, i = 1, . . . , n. Here {Hνj }, {Hˇ
ν
i }, are any sequenes of polyno-
mials onverging loally uniformly on E to Hj , Hˇi respetively. (Reall that
Hj , Hˇi are obtained in Subsetion 3.2.2 dividing fj , φi by W. The existene of
{Hνj }, {Hˇ
ν
i } follows by the fat that Uˇ is a Runge domain.) Clearly, {f˜
ν}, {φν}
onverge loally uniformly to f˜ |E , φ|E respetively.
Finally, the equation (*) from Subsetion 3.2.2, in view of the fat that
T1 ◦ gν = . . . = Td ◦ gν = 0, implies R(φν(x), f˜ν(x)) = H˜ν(x)W ν(x) for every
x ∈ E, where H˜ν ∈ O(E). Sine {W νl |E} onverges to Wl|E loally uniformly,
for l = 1, . . . , sˆ (where W1, . . . ,Wsˆ are optimal polynomials suh that W =
W k11 · . . . ·W
ksˆ
sˆ and dim(W
−1
i (0) ∩W
−1
j (0)) < n − 1 for every i 6= j) it holds:
{{x ∈ E :W ν(x) = 0}} onverges to {x ∈ E :W (x) = 0} in the sense of hains.
The funtion H˜ given by (1) is non-vanishing on φ−1(U0) therefore shrinking E
if neessary we obtain the required laim.
3.2.4 Algorithm
Based on the proof of Theorem 3.8, we present a reursive algorithm of Nash
approximation of a holomorphi mapping f : U → V ⊂ Cmˆ, where U is a
domain in C
n
and V is an algebrai variety. For ν ∈ N, the approximating
mapping fν = (fν1 , . . . , f
ν
mˆ) : U0 → V, returned as the output of the algorithm,
is represented by mˆ non-zero polynomials P νi (x, zi) ∈ (C[x])[zi], i = 1, . . . , mˆ,
suh that P νi (x, f
ν
i (x)) = 0 for x ∈ U0. For simpliity we restrit attention to
the loal ase i.e. U0 is an open neighborhood of a xed x0 ∈ U. More preisely,
we work with the following data:
Input: a holomorphi mapping f = (f1, . . . , fmˆ) : U → V ⊂ Cmˆ, f = f(x),
where U is an open neighborhood of 0 ∈ Cn and V is an algebrai variety.
Output: P νi (x, zi) ∈ (C[x])[zi], P
ν
i 6= 0 for i = 1, . . . , mˆ and ν ∈ N, with the
following properties:
(a) P νi (x, f
ν
i (x)) = 0 for every x ∈ U0, where f
ν = (fν1 , . . . , f
ν
mˆ) : U0 → V is
a holomorphi mapping suh that {fν} onverges uniformly to f on an open
neighborhood U0 of 0 ∈ Cn,
(b) P νi is a unitary polynomial in zi of degree independent of ν whose o-
eients (belonging to C[x]) onverge uniformly to holomorphi funtions on
U0 as ν tends to innity.
Before going into detail let us omment on the notation and the idea of the
algorithm. First, the meaning of the symbols V(m), S(V ) and the notion of the
optimal polynomial used below an be found in Subsetion 2.2. Next, in steps
2 and 5 we apply linear hanges of the oordinates. Having approximated the
mapping Jˆ ◦ f ◦J |J−1(U) : J
−1(U)→ Jˆ(V ), where Jˆ : Cmˆ → Cmˆ, J : Cn → Cn
are linear isomorphisms, one an obtain the output data for f following standard
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arguments. (Composing f and J does not lead to any diulties. As for Jˆ , it
is suient to use the fat that the integral losure of a ommutative ring in
another ommutative ring is again a ring.) Therefore, when the oordinates are
hanged, we write what (as a result) may be assumed about the mapping f, but
the notation is left unhanged.
The aim of steps 1-3 is to prepare the variety V so that the polynomial R
alulated in step 4 satises the assertion of Proposition 3.10 (p. the proof of
Proposition 3.10). Steps 5-9 are responsible for the fat that for fν1 , . . . , f
ν
m
dened in step 10 the sequene {{R(fν1 (x), . . . , f
ν
m(x)) = 0}} onverges to
{R(f1(x), . . . , fm(x)) = 0} in the sense of hains, in a neighborhood of 0 ∈ Cn,
as ν tends to innity. This property implies (p. the proof Proposition 3.10)
that there is an open neighborhood U0 of 0 ∈ Cn suh that for ν large enough the
set {(x, zm+1, . . . , zm+s) ∈ U0 × C
s : (fν1 (x), . . . , f
ν
m(x), zm+1, . . . , zm+s) ∈ V }
ontains a graph of the mapping x 7→ (fνm+1(x), . . . , f
ν
m+s(x)) approximating
the mapping x 7→ (fm+1(x), . . . , fm+s(x)) (here mˆ = m+ s). The latter fat is
used in step 11 to alulate P νm+1, . . . , P
ν
m+s. As for P
ν
1 , . . . , P
ν
m, these polyno-
mials are obtained in step 10 by applying the results of the algorithm swithed
for the lower dimensional ase in step 9.
Algorithm: 1. If f(U) ⊆ Sing(V ) then repeat replaing V by Sing(V ) until
f(U) * Sing(V ). Next replae V by V(m) suh that f(U) ⊂ V(m).
2. Apply a linear hange of the oordinates in C
mˆ
after whih ρ|V is a proper
mapping and ρ(f(U)) * ρ(S(V )), where ρ : Cm × Cs ≈ Cmˆ → Cm is the
natural projetion.
3. Choose a C-linear form L : Cs → C suh that the generi bers of ρ|V
and ρ˜|ΦL(V ) over C
m
have the same ardinalities and ρ(f(U)) * ρ˜(S(ΦL(V ))).
Here ρ˜ : Cm ×C → Cm is the natural projetion and ΦL(y, v) = (y, L(v)) for
(y, v) ∈ Cm ×Cs.
4. Calulate the disriminant R ∈ C[y] of the optimal polynomial P (y, z) ∈
(C[y])[z] desribing ΦL(V ) ⊂ C
m
y ×Cz.
5. Apply a linear hange of the oordinates in C
n
after whih R(ρ(f(x))) =
H˜(x)W (x) in some neighborhood of 0 ∈ Cn, where H˜ is a holomorphi funtion,
H˜(0) 6= 0 and W is a unitary polynomial in xn with holomorphi oeients
depending on x′ = (x1, . . . , xn−1) eah of whih vanishes at 0 ∈ Cn−1. Put
d = deg(W ).
6. Divide fi by W to obtain fi(x) = W (x)Hi(x) + ri(x) in some neighborhood
of 0 ∈ Cn, i = 1, . . . ,m. Here Hi is a holomorphi funtion and ri is a polyno-
mial in xn, deg(ri) < d, with holomorphi oeients depending on x
′.
7. Find optimal polynomialsW1, . . . ,Wsˆ in xn with holomorphi oeients de-
pending on x′ suh thatW = W k11 · . . .·W
ksˆ
sˆ and dim(W
−1
i (0)∩W
−1
j (0)) < n−1
for every i 6= j.
8. Treating Hi, i = 1, . . . ,m, and all the oeients of W1, . . . ,Wsˆ, r1, . . . , rm
as new variables (exept for the oeient 1 standing at the leading terms of
W1, . . . ,Wsˆ) apply the division proedure for polynomials to obtain:
R(WH1 + r1, . . . ,WHm + rm) = W˜W + x
d−1
n T1 + x
d−2
n T2 + . . . + Td. Here
T1, . . . , Td are polynomials depending only on the variables standing for the o-
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eients of W1, . . . ,Wsˆ, r1, . . . , rm. Moreover, T1(g) = . . . = Td(g) = 0, where g
is the holomorphi mapping whose omponents are these oeients (p. Sub-
setion 3.2.2).
9. If g is not onstant (i.e. it depends on n − 1 ≥ 1 variables) then apply
the Algorithm with f, V replaed by g and {u ∈ Cdˆ : T1(u) = . . . = Td(u) = 0}
respetively, where dˆ is the number of the omponents of g. As a result, for
every c(x′) whih is a oeient of some of W1, . . . ,Wsˆ, r1, . . . , rm one obtains
a sequene {Qνc (x
′, tc)} of unitary polynomials satisfying (a) and (b) above
with x, zi, {fν} replaed by x′, tc, {gν} respetively. Here {gν} is a sequene
of Nash mappings onverging to g in some neighborhood of 0 ∈ Cn−1 suh that
T1 ◦ g
ν = . . . = Td ◦ g
ν = 0 for every ν ∈ N (p. Subsetion 3.2.3). If g is
onstant then it is its own approximation yielding the Qνc 's immediately.
10. Approximate Hi, for i = 1, . . . ,m, by a sequene {Hνi } of polynomials.
Let W ν1 , . . . ,W
ν
sˆ , r
ν
1 , . . . , r
ν
m, for every ν ∈ N, be the polynomials in xn dened
by replaing the oeients ofW1, . . . ,Wsˆ, r1, . . . , rm by their Nash approxima-
tions (i.e. the omponents of gν) determined in step 9. Using Qνc (for all c) and
Hνi one an alulate P
ν
i ∈ (C[x])[zi], for i = 1, . . . ,m, satisfying (b) and (a)
with fνi = H
ν
i (W
ν
1 )
k1 · . . . ·(W νsˆ )
ksˆ+rνi being the i'th omponent of the mapping
fν (whose last mˆ −m omponents are determined by P νm+1, . . . , P
ν
mˆ obtained
in the next step). To alulate P ν1 , . . . , P
ν
m one an follow the standard proof of
the fat that the integral losure of a ommutative ring in another ommutative
ring is again a ring.
11. Put V ν = {(x, z) ∈ Cnx × C
m+s
z : z ∈ V, P
ν
i (x, zi) = 0 for i = 1, . . . ,m},
where z = (z1, . . . , zm, zm+1, . . . , zm+s). For i = 1, . . . , s and ν ∈ N take
P νm+i ∈ (C[x])[zm+i] to be the optimal polynomial desribing the image of
the projetion of V ν onto Cnx ×Czm+i .
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