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Abstract
Integrated Nested Laplace Approximation (Rue et al., 2009) provides a
fast and effective method for marginal inference on Bayesian hierarchical
models. This methodology has been implemented in the R-INLA package
which permits INLA to be used from within R statistical software. Although
INLA is implemented as a general methodology, its use in practice is limited
to the models implemented in the R-INLA package.
Spatial autoregressive models are widely used in spatial econometrics but
have until now been missing from the R-INLA package. In this paper, we
describe the implementation and application of a new class of latent models
in INLA made available through R-INLA. This new latent class implements
a standard spatial lag model, which is widely used and that can be used to
build more complex models in spatial econometrics.
The implementation of this latent model in R-INLA also means that all
the other features of INLA can be used for model fitting, model selection and
inference in spatial econometrics, as will be shown in this paper. Finally, we
will illustrate the use of this new latent model and its applications with two
datasets based on Gaussian and binary outcomes.
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1. Introduction
Interest in the Bayesian analysis of regression models with spatial depen-
dence has existed since spatial econometrics came into being in the late 1970s.
Hepple (1979) and Anselin (1982) point to key benefits, such as being able
to make exact, finite-sample inferences in models in which only large sample,
asymptotic inferences would be feasible, and in the examination of model
robustness to specification error (Hepple, 1979, p. 180). Anselin (1988, pp.
88–91) extends this discussion, but admits that Bayesian approaches had not
at that time been applied often in spatial econometrics. Hepple (1995a,b)
continued to follow up topics within Bayesian estimation, including Bayesian
model choice (Hepple, 2004). No software was available until the Spatial
Econometrics Library was made available within the Econometrics Toolbox
for Matlab, based on LeSage (1997, 2000).1
LeSage and Pace (2009) provide a summary of spatial econometrics mod-
els and their applications. For Bayesian inference, they used Markov Chain
Monte Carlo (MCMC) algorithms to estimate the posterior distributions
of the model parameters. These techniques give a feasible way of fitting
Bayesian models, but can be computationally intensive. In addition, while
the Matlab MCMC implementation does provide user access to change prior
values from their defaults, the time required to check non-default settings
may be considerable.
Bivand et al. (2014, 2015) describe how to use the Integrated Nested
Laplace Approximation (INLA, Rue et al., 2009) to fit some spatial econo-
metrics models. They focus on some models based on spatial autoregressive
specifications on the response and the error terms often used in spatial econo-
metrics. Because of the lack of an implementation of these models within
the R-INLA software at that time, Bivand et al. (2014, 2015) fit many differ-
ent models conditioning on values of the spatial autocorrelation parameter.
These conditioned models can be fitted with R-INLA and they are later com-
bined using Bayesian model averaging (BMA, Hoeting et al., 1999) to obtain
the posterior marginals of the parameters of the desired model.
INLA is based on approximating the posterior marginal distributions of
the model parameters by means of different Laplace approximations. This
provides a numerically fast method to fit models that can be applied to a wide
range of research topics. INLA is restricted to models whose latent effects
are Gaussian Markov Random Fields, but this class of models includes many
models used in practice in a range of disciplines.
In this paper we describe the implementation of a new latent class, that
1See http://www.spatial-econometrics.com/.
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we will call slm, within R-INLA that facilitates fitting spatial econometrics
models. This provides an alternative to fitting some of the models in the
Spatial Econometrics Library. In addition, this creates a faster approach for
Bayesian inference when only marginal inference on the model parameters is
required.
This new approach will make fitting a wide range of spatial econometrics
models very easy thought the R-INLA package. A flexible specification of
these models will allow the inclusion of smooth terms to explore non-linear
relationships between variables. The new laten effects for spatial economet-
rics can be combined with other latent effects to fit more complex models.
Furthermore, models will be fitted faster than with traditional MCMC, so
a larger number of models can be explored and different model selection
techniques can be used.
This paper has the following structure. After providing background de-
scriptions of some spatial econometrics models and the Integrated Nested
Laplace Approximation, we introduce the new slm latent model in Section 3.
A summary on the use of different likelihoods is included in Section 4. The
computation of the impacts is laid out in Section 5. Section 6.1 describes
some applications on model selection and section 6.2 deals with other issues
in Bayesian inference. Examples are included in Section 7, using the well-
known Boston house price data set and the Katrina business re-opening data
set, and a final discussion is given in Section 8.
2. Background
2.1. Spatial Econometrics Models
In this section we summarise some of the spatial econometrics models
that we will use throughout this paper. For a review on spatial econometrics
models see Anselin (2010). We will follow the notation used in Bivand et al.
(2014), which is in turn derived from Anselin (1988) and LeSage and Pace
(2009); LeSage and Pace (2010).
We will assume that we have a vector y of observations from n different
regions. The adjacency structure of these regions is available in a matrix
W , which may be defined in different ways. Unless otherwise stated, we
will use standard binary matrices to denote adjacency between regions, with
standardised rows. This is helpful in offering known bounds for the spatial
autocorrelation parameters (see, Haining, 2003, for details). Also, we will
assume that the p covariates available are in a design matrix X, which will
be used to construct regression models. Pace et al. (2012) have pointed
out challenges involved in estimating models of this kind that we intend to
address in further research.
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The first model that we will describe is the Spatial Error Model (SEM)
which is based on a spatial autoregressive error term:
y = Xβ + u;u = ρErrWu+ e; e ∼MVN(0, σ2In). (1)
Here, ρErr is the spatial autocorrelation parameter associated to the error
term. This measures how strong spatial dependence is. β is the vector of
coefficients of the covariates in the model. The error term e is supposed
to follow a multivariate Normal distribution with zero mean and diagonal
variance-covariance matrix σ2In. σ
2 is a global variance parameter while In
is the identity matrix of dimension n× n.
Alternatively, we can consider an autoregressive model on the response
(Spatial Lag Model, SLM):
y = ρLagWy +Xβ + e; e ∼MVN(0, σ2In). (2)
ρLag is now the spatial autocorrelation parameter associated to the autocor-
related term on the response.
Next, a third model that is widely used in spatial econometrics is the
Spatial Durbin model (SDM):
y = ρLagWy +Xβ +WXγ + e; e ∼MVN(0, σ2In). (3)
γ is a vector of coefficients for the spatially lagged covariates, shown as matrix
WX.
A variation of this model is the Spatial Durbin Error Model (SDEM), in
which the error is autoregressive:
y = Xβ +WXγ + u; u = ρErrMu+ e; e ∼MVN(0, σ2In). (4)
Here M is an adjacency matrix for the error term that may be different from
W .
All these models can be rewritten so that the response y only appears on
the left hand side. The SEM model can also be written as
y = Xβ + (In − ρErrW )−1e; e ∼MVN(0, σ2In); (5)
the SLM model is equivalent to
y = (In − ρLagW )−1(Xβ + e); e ∼MVN(0, σ2In); (6)
the SDM model is
y = (In − ρLagW )−1(X∗β′ + e); e ∼MVN(0, σ2In); (7)
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with X∗ = [X,WX], the new matrix of covariates with the original and
the lagged covariates and β′ = [β, γ], the associated vector of coefficients.
Finally, the SDEM can be written as
y = X∗β′ + (In − ρErrM)−1e; e ∼MVN(0, σ2In). (8)
For completeness, we will include a simplified model without spatial au-
tocorrelation parameters and lagged variables (Spatially Lagged X model,
SLX):
y = X∗β′ + e; e ∼MVN(0, σ2In), (9)
These are a set of standard models in spatial econometrics, focussing
on three key issues: spatially autocorrelated errors, spatially autocorrelated
responses and spatially lagged covariates. More complex models can be built
from these three standard models; the main difference is that those models
incorporate more than one spatial autocorrelation parameter.
2.2. The Integrated Nested Laplace Approximation
Bayesian inference on hierarchical models has often relied on the use of
computational methods among which Markov Chain Monte Carlo is the most
widely used. In principle, MCMC has the advantage of being able to handle
a large number of models, but it has it drawbacks, such as slow convergence
of the Markov chains and the difficulty of obtaining sampling distributions
for complex models.
Rue et al. (2009) have developed an approximate method to estimate the
marginal distributions of the parameters in a Bayesian model. In particular,
they focus on the family of Latent Gaussian Markov Random Fields models.
We describe here how this new methodology has been developed, but we refer
the reader to the original paper for details.
First of all, a vector of n observed values y = (y1, . . . , yn) are assumed to
be distributed according to one of the distributions in the exponential family,
with mean µi. Observed covariates and a linear predictor on them (possibly
plus random effects) may be linked to the mean µi by using an appropriate
transformation (i.e., a link function). Hence, this linear predictor ηi may
be made of a fixed term on the covariates plus random effects and other
non-linear terms.
The distribution of y will depend on a number of hyperparameters θ1.
The vector x of latent effects forms a Gaussian Markov Random Field with
precision matrix Q(θ2), where θ2 is a vector of hyperparameters. The hy-
perparameters can be represented in a unique vector θ = (θ1, θ2). It should
5
be noted that observations y are independent given the values of the latent
effects x and the hyperparameters θ. This can be written as
pi(y|x, θ) = ∏
i∈I
pi(yi|xi, θ) (10)
Here, xi represents the linear predictor ηi and I is a vector of indices over
1, . . . , n. If there are missing values in y these indices will not be included
in I.
The posterior distribution of the latent effects x and the vector of hyper-
parameters θ can be written as
pi(x, θ|y) ∝ pi(θ)pi(x|θ)∏
i∈I
pi(yi|xi, θ) ∝ (11)
∝ pi(θ)|Q(θ)|n/2 exp{−1
2
xTQ(θ)x +
∑
i∈I
log(pi(yi|xi, θ)}.
INLA will not try to estimate the joint distribution pi(x, θ|y) but the
marginal distribution of single latent effects and hyperparameters, i.e., pi(xj|y)
and pi(θk|y). Indices j and k will move in a different range depending on the
number of latent variables and hyperparameters.
INLA will first compute an approximation to pi(θ|y), p˜i(θ|y), that will
be used later to compute an approximation to pi(xj|y). This can be done
because
pi(xj|y) =
∫
pi(xj|θ,y)pi(θ|y)dθ. (12)
Hence, an approximation can be developed as follows:
p˜i(xj|y) =
∑
g
p˜i(xj|θg,y)× p˜i(θg|y)×∆g, (13)
Here, θg are values of the ensemble of hyperparameters in a grid, with asso-
ciated weights ∆g. p˜i(xj|θg,y) is an approximation to pi(xj|θg,y) and this is
thoroughly addressed in Rue et al. (2009). They comment on the use of a
Gaussian approximation and others based on repeated Laplace Approxima-
tions and explore the error of the approximation.
This methodology is implemented in the R-INLA package. It allows
for an easy access to many different types of likelihoods, latent models and
priors for model fitting. However, this list is by no means exhaustive and
there are many latent effects that have not been implemented yet. This is
the reason why we describe a newly implemented slm latent effect that has
many applications in spatial econometrics.
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3. The slm latent model in R-INLA
Although the INLA methodology covers a wide range of models, latent
models need to be implemented in compiled code in the INLA software to
be able to fit the models described earlier in this paper. Hence, the newly
implemented slm latent model fills the gap for spatial econometrics models.
This new latent model implements the following expression as a random effect
that can be included in the linear predictor:
x = (In − ρW )−1(Xβ + ε) (14)
Here, x is a vector of n random effects, In is the identity matrix of dimension
n × n, ρ is a spatial autocorrelation parameter (that we will discuss later),
W is a n×n weight matrix, X a matrix of covariates with coefficients β and
ε is a vector of independent Gaussian errors with zero mean and precision
τIn.
In this latent model, we need to assign prior distributions to the vector
of coefficients β, spatial autocorrelation parameter ρ and precision of the
error term τ . By default, β takes a multivariate Gaussian distribution with
zero mean and precision matrix Q (which must be specified); logit(ρ) takes
a Gaussian prior with zero mean and precision 10; and, log(τ) takes a log-
gamma prior with parameters 1 and 5 · 10−5. Other priors can be assigned
to these hyperparameters following standard R-INLA procedures.
Note that, as described in Section 2.1, spatial econometrics models can
be derived from this implementation. In particular, the SEM model is a
particular case of equation (14) with β = 0. The SLM model can be fitted
with no modification and the SDM model can be implemented using a matrix
of covariates made of the original covariates plus the lagged covariates.
The SDEM model simply takes two terms, a standard linear term on the
covariates (and lagged covariates), plus a slm effect with β = 0. Finally, the
SLX model can be fitted using a standard linear regression on the covariates
and lagged covariates and typical i.i.d. random effects.
3.1. Implementation
We will describe here the implementation of the new slm latent class. For
a Gaussian response (and similarly for non-Gaussian likelihoods) the model
can be written as
y = (I − ρW )−1(Xβ + ε)
It can be rewritten using x = (I−ρW )−1(Xβ+ε), so that with observations
y, then we have
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y = x + e
where e is a tiny error that is introduced to fit the model. This is the error
present in a Gaussian distribution and will not appear if another likelihood
is used.
By re-writing the slm as x in this way, we define it so that it suits the
f()-component in the R-INLA framework. Given this, we note that the slm
model is a Markov model with a sparse precision matrix, and so conforms to
the INLA framework. We provide a detailed proof in Appendix B and show
here the main results.
The mean and precision of (x, β) given the hyperparameters τ and ρ are
given by
E[x, β|τ, ρ] = 0 (15)
Prec[x, β|τ, ρ] =
[
τ(In − ρW ′)(In − ρW ) −τ(In − ρW ′)X
−τX ′(In − ρW ) Q+ τX ′X
]
(16)
Note that this precision matrix is highly sparse and symmetric. Efficient
computation using this new latent effect can be carried out using the GMRF
library, as described in Rue and Held (2005).
The full model can then be derived conditioning on different parameters.
Hence, the joint distribution of x, β, τ and ρ can be written as
pi(x, β, τ, ρ) = pi(x, β|τ, ρ)pi(τ, ρ) = pi(x, β|τ, ρ)pi(τ)pi(ρ)
pi(x|β, ρ) is a Gaussian distribution with mean and precision shown in
equations (15) and (16), respectively. The prior distribution of β is Gaussian
with zero mean and known precision matrix Q. This matrix is often taken
diagonal to assume that the coefficients are independent a priori. Also, it
may be worth rescaling the covariates in X to avoid numerical problems.
Including lagged covariates may lead to further numerical instability as they
may be highly correlated with the original covariates.
It is internally assumed that ρ is between 0 and 1 so that a Gaussian
prior is assigned to log(ρ/(1− ρ)). When computing In − ρW , ρ is re-scaled
to be in a range of appropriate values. See details in the description of the
R interface in Appendix A.
This implementation allows INLA to fit the models presented here to large
datasets faster than the Matlab code in the Spatial Econometrics Toolbox.
Using the house dataset from R package spdep (originally distributed in the
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Spatial Econometrics Toolbox; 25357 observations), we have been able to fit
the SEM model with 8 covariates around 8 times faster with R-INLA. We
have used 25000 samples (including burn-in) in the MCMC simulations.
4. Using different likelihoods
4.1. Binary response
The models described in Section 2.1 assume a Gaussian response but other
distributions can be used for the response. LeSage et al. (2011) consider a
binary outcome when studying the probability of re-opening a business in
New Orleans in the aftermath of Hurricane Katrina. Binary outcome yi is
modelled using a latent Gaussian variable y∗i as follows:
yi =
{
1 if y∗i ≥ 0
0 if y∗i < 0
. (17)
y∗i is the net profit, so that if it is equal or higher than zero the business will
re-open. y∗i is assumed to be a Gaussian variable that can be modelled using
the spatial econometrics models described in Section 2.1. Note that in this
case the variance of the error term is set to 1 to avoid identifiability problems
(LeSage et al., 2011; Bivand et al., 2014).
Several authors have assessed different methods for the estimation of spa-
tial probit models. Bille´ (2013) has compared the methods of Maximum
Likelihood (ML) and Generalised Method of Moments using a Monte Carlo
study and propose alternatives to avoid the inversion of |I − ρW | when fit-
ting the models. Calabrese and Elkink (2014) compare a larger number of
estimation methods for spatial probit models, including MCMC algorithms,
to estimate the spatial autocorrelation parameter and provide a study on the
predictive quality of each method.
Instead of using a “broken-stick” function such as the one shown in equa-
tion (17), R-INLA relies on standard logit and probit links, among others.
In our examples, the spatial probit is based on using a (continuous) probit
link function instead of the one shown in equation (17). Hence, differences
in some results can be expected.
4.2. Other likelihoods
R-INLA provides a number of likelihoods that can be used when defining
a model, so that an slm latent effect is included in the linear predictor.
However, attention should be paid so that the resulting model makes sense.
A particular problem of interest is whether all parameters in the model are
identifiable. For example, if the spatial probit model is used, τ must be set
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to one so that β can be properly estimated (LeSage and Pace, 2009). Using
other highly parameterised likelihoods (such as, for example, zero-inflated
models) obliges the analyst to pay attention to details to ensure that output
makes sense.
4.3. Additional effects
R-INLA makes it possible to include additional effects in the linear pre-
dictor. All models presented so far assume a spatial structure on the error
terms. Like Besag et al. (1991), it is possible to consider a model in which
there are two different random effects: one spatial with an autocorrelated
structured defined by the slm latent class plus unstructured random effects.
For example, the SLM model can be extended as follows:
y = (In − ρLagW )−1(Xβ + ) + u; u ∼MVN(0, σ2In) (18)
Note that the random effect u can have different structures.
Furthermore, other effects than linear can be explored for the covariates,
as R-INLA includes different types of smoothers, such as first and second
order random walks.
5. Computation of the Impacts
LeSage and Pace (2009) study how changes in the covariates in one area
will affect the response in other areas, and they consider different types of
impacts to measure these effects. For the linear models presented in Section
2.1, impacts can be defined as
∂yi
∂xjr
i, j = 1, . . . , n; r = 1 . . . , p (19)
This will measure the change in the response observed in area i when covari-
ate r is changed in area j. For the spatial probit models, the impacts are
defined as (LeSage et al., 2011):
∂Pr(yi = 1)
∂xjr
i, j = 1, . . . , n; r = 1 . . . , p (20)
In both cases, the impacts will produce a n×n matrix of impacts Sr(W )
for each covariate. The values on the diagonal of this matrix are called direct
impacts, as they measure the change in the response when the covariate is
changed at the same area (i.e., the value of covariate r in area i is changed).
In order to give an overall measure of the direct impacts, its average is often
computed and it is called average direct impact.
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Similarly, indirect impacts are defined as the off-diagonal elements of
Sr(W ), and they measure the change in the response in one area when
changes in covariate r happen at any other area. A global measure of the
indirect impacts is the sum of all off-diagonal elements divided by n, which
is called the average indirect impact.
Finally, the average total impact is defined as the sum of direct and indi-
rect impacts. This gives an overall measure of how the response is affected
when changes occur in a covariate at any area.
Bivand et al. (2014) summarise the form of the impacts for different mod-
els and provide some ideas on how to compute the different average impacts
with R-INLA and BMA. For a Gaussian response, the impacts matrix for
the SEM model is simply a diagonal matrix with coefficient βr in it, i.e.,
Sr(W ) = Inβr. For the SDM model, the impacts matrix is
Sr(W ) = (In − ρLagW )−1(Inβr +Wγr); r = 1, . . . , p. (21)
The impact matrix for the SLM model is the same as in equation (21) with
γr = 0, r = 1, . . . , v, i.e., the coefficients of the lag covariates are not consid-
ered.
In addition, the impacts matrix for the SDEM model is
Sr(W ) = (Inβr +Wγr); r = 1, . . . , p (22)
Finally, the SLX model shares the same impacts matrix as the SDEM model;
in both cases, the average impacts are the coefficients βr (direct) and γr
(indirect), for which inferences are readily available.
In the case of the spatial probit, the impacts matrices are similar but
they need to be premultiplied by a diagonal matrix D(f(η)), which is a n×n
diagonal matrix with entries f(ηi), i = 1, . . . , n, where f(ηi) is the standard
Gaussian distribution evaluated at the expected value of the linear predictor
of observation i. For example, for the spatial probit SDM model this is:
Sr(W ) = D(f(η))(In − ρLagW )−1(Inβr +Wγr); r = 1, . . . , v, (23)
where η is defined as
η = (In − ρLagW )−1(Xβr +WXγr); r = 1, . . . , v. (24)
The impacts matrix for other spatial probit models can be derived in a similar
way.
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5.1. Approximation of the impacts
Average direct, indirect and total impacts can be computed by summing
over the required elements in the impacts matrix (and dividing by n). In a
few simple cases, such as the SEM, SDEM and SLX models, the impacts can
be computed with R-INLA as the impacts are a linear combination of the
covariate coefficients. In general, the impacts cannot be computed directly
with R-INLA as they are a function on several parameters and INLA only
provides marginal inference.
From a general point of view, the average impacts can be regarded as the
product of two or three functions on some of the parameters in the model.
We will try to approximate the posterior marginal of the average impacts the
best we can.
Let us consider the Gaussian case first. For the SEM, the average direct
impact for covariate r is simply the posterior marginal of coefficient βr. So
this is a trivial case and inference is exact.
For the SDM model, the average total impact is
1
1− ρLag (βr + γr) (25)
Note how this is the product of two terms, one on ρLag and the other one on
βr+γr. The marginal of the first term can be easily obtained by transforming
the marginal of ρLag, using function inla.tmarginal() in R-INLA, and the
marginal of the second term can be obtained from the marginals of βr and γr
or using the linear combinations feature in R-INLA (see Section 6.2). This
also applies to the SLM model after taking γr = 0.
In order to approximate the impact, we will assume that both terms are
independent and compute the mean and variance of their product, and then
use a Normal distribution with these means and variances. If only a point
estimate is required, it can be obtained as the product of the means of the
first and second terms.
Remember that if X and Y are two independent random variables with
means µX and µY , and variances σ
2
X and σ
2
Y , respectively, the mean and
variance of their product X · Y are given by
µX·Y = µX · µY (26)
σ2X·Y = (µX · σY )2 + (µY · σX)2 + (σX · σY )2 (27)
Hence, in order to approximate the impacts in equation (25) we can take
X = 1/(1− ρLag) and Y = (βr + γr) and compute their means and variances
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with R-INLA. The impacts are approximated using a Gaussian distribution
with mean µX·Y and variance σ2X·Y as in equations (26) and (27).
Regarding the average direct impact for the SDM model, this is
n−1tr
(
(In − ρLagW )−1
)
βr + n
−1tr
(
(In − ρLagW )−1W
)
γr (28)
We can perform the same operation described before on the two terms that
appear in the sum, so that a final Gaussian approximation to the distribution
of the average direct impact is obtained.
For the SDEM and SLX models, the distribution of the average total
impact is the marginal distribution of βr + γr, whilst the associated direct
impact is given by
n−1tr
(
In
)
βr + n
−1tr
(
W
)
γr = βr (29)
Hence, inference on the impacts is exact for the SDEM and SLX models.
In the case of the spatial probit, the average total impacts are as before
but multiplied by
n∑
i=1
f(ηi)
n
(30)
The average direct impact is the trace of Sr(W ), which now takes a more
complex form as it involves D(f(η)), divided by n. For example, for the
SDM model it is
n−1tr[D(f(η))(In − ρLagW )−1(βr +Wγr)] = (31)
n−1tr[D(f(η))(In − ρLagW )−1]βr +
+n−1tr[D(f(η))(In − ρLagW )−1W ]γr)
In principle, the marginal of f(ηi) can be obtained with R-INLA by
transforming the marginal of ηi. Hence, the marginal of (30) is easy to
obtain, which also provides point estimates.
Note that, if we assume that the ηi’s are i.i.d., (30) is the average of a
large number of random variables. Hence, asymptotically its distribution will
be centered at the expectation of f(ηi) and will have a very small variance
(for a large number of observations). For this reason, we will assume that
(30) is constant so that the impacts can be derived as in the Gaussian case
and then multiplied by a constant. As an estimation of (30) we propose the
following:
n∑
i=1
f(ηˆi)
n
(32)
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where ηˆi is the posterior mean (or mode) of the linear predictor of observation
i. Alternatively, we could take
n∑
i=1
̂f(ηi)
n
(33)
Here, ̂f(ηi) represents a point estimate obtained from the marginal of f(ηi),
but this requires the transformation of a large number of marginal distribu-
tions and may be very time consuming.
6. Further topics
6.1. Some applications in Spatial Econometrics
LeSage and Pace (2009) not only describe how to fit Bayesian Spatial
Econometrics models using MCMC but also discuss how to take advantage
of the Bayesian approach to tackle a number of other issues. In this section we
aim at discussing other applications when dealing with spatial econometrics
models.
6.1.1. Model selection
R-INLA reports the marginal likelihood of the fitted model M, i.e.,
pi(y|M), which can be used for model selection, as described in LeSage and
Pace (2009, Section 6.3) and Bivand et al. (2014). For example, if we have
a set of m fitted models {Mi}mi=1 with marginal likelihoods {pi(y|Mi)}mi=1,
we may select the model with the highest marginal likelihood as the “best”
model.
Following a fully Bayesian approach, we could compute the posterior
probability of each model taking a set of prior model probabilities {pi(Mi)}mi=1
and combining them with the marginal likelihoods using Bayes’ rule:
pi(Mi|y) = pi(y|Mi)pi(Mi)∑m
j=1 pi(y|Mj)pi(Mj)
i = 1, . . . ,m (34)
If all models are thought to be equally likely a priori then the priors are
taken as pi(Mi) = 1/m, so that the posterior probabilities are obtained by
re-scaling the marginal likelihoods to sum up to one:
pi(Mi|y) = pi(y|Mi)∑m
j=1 pi(y|Mj)
i = 1, . . . ,m (35)
This model selection approach can be applied to models with very dif-
ferent structures. They could be models with different spatial structures,
different latent effects or based on different sets of covariates. In Section
14
7 we show an example based on comparing models with different spatial
structures in the second example on the Katrina business data.
In addition, R-INLA implements a number of criteria for model selection,
such as the Deviance Information Criterion (Spiegelhalter et al., 2002, DIC)
and Conditional Predictive Ordinate (Roos and Held, 2011, CPO). These
criteria can be used to compare different models and perform model selection
as well.
6.1.2. Variable selection
As a particular application of model selection we will discus here how to
deal with variable selection. In this case, models differ in the covariates that
are included as fixed effects. The number of possible models that appear
is usually very large. For example, 20 covariates will produce 220 possible
models, i.e., more than 1 million models to be fitted. As stated before,
posterior probabilities for each model can be computed using the marginal
likelihood as in equation (35). In principle, given that R-INLA fits models
very quickly and that a large number of models can be fitted in parallel on
a cluster of computers, it would be feasible to fit all possible models.
As an alternative approach, stepwise regression can be performed based
on any of the model selection criteria available. In particular, the DIC pro-
vides a feasible way of performing variable selection. This can be included
in a step-wise variable selection procedure which will not explore all possible
models but that can lead to a sub-optimal model.
6.1.3. Model averaging
Sometimes, an averaged model may be obtained from other fitted mod-
els. We have already pointed out how Bivand et al. (2014) use Bayesian
model averaging to fit spatial econometrics models using other models with
simpler random effects. However, a BMA approach can be used to combine
different models for other purposes. For example, when the adjacency ma-
trix is unknown we may fit different models using slightly different adjacency
matrices. LeSage and Pace (2009) discuss BMA in the context of spatial
econometrics. In Section 7 we have considered this in the second example on
the Katrina business data where different spatial structures are considered
using a nearest neighbour algorithm.
6.2. Other issues in Bayesian inference
So far, we have made a review of some existing and widely used Spatial
Econometrics models, and how these models can be fitted using INLA and its
associated software R-INLA. Now, we will focus on other general problems
that can be tackled using this new approach.
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6.2.1. Linear combinations and linear constraints on the parameters
R-INLA allows the computation of posterior marginals of linear combina-
tions on the latent effects. This can be very useful to compute some derived
quantities from the fitted models, such as some of the impacts described in
Section 5.
Furthermore, R-INLA allows the user to define linear constraints on any
of the latent parameters and other quantities, including the linear predictor.
This is useful, for example, to produce benchmarked estimates, i.e., model-
based estimates obtained at an aggregation level that must match a particular
value at a different aggregation level.
6.2.2. Prediction of missing values in the response
Missing values often appear in spatial econometrics because actual data
have not been gathered for some regions or the respondent was not available
at the time of the interview. Sometimes, missing data appear because of the
way surveys are designed as the sample is taken to be representative of the
whole population under study and many small areas may not be sampled
at all. Missing values may also appear in the covariates, but we will only
consider here the case of missing values in the response.
With R-INLA, a posterior marginal distribution will be obtained and
inference and predictions on the missing responses can be made from this.
Note that this is a prediction only and that uncertainty about the missing
values will not influence the parameter estimates.
The case of missing values in the covariates is more complex. First of
all, we will need to define a reasonable imputation model and, secondly,
the missing values and the parameters in the new imputation model will
be treated as hyperparameters in our approach, increasing the number of
hyperparameters and making a computational solution infeasible.
6.2.3. Choice of the priors
LeSage and Pace (2009) briefly discuss the choice of different priors for
the parameters in the model, and they stress the importance of having vague
priors. For the spatial autocorrelation parameter they propose a uniform
distribution in the range of this parameter. A Normal prior with zero mean
and large variance is used for β. A Gamma prior with small mean and large
variance is proposed for the variance σ2. However wise these choices may
seem, it is not clear how these priors will impact on the results.
Because of the way different models in the Spatial Econometrics Toolbox
are implemented, it is difficult to assess the impact of the priors, as using
different priors will require rethinking how the MCMC sampling is done.
New conditional distributions need to be worked out and implemented.
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R-INLA provides a simple interface with some predefined priors that can
be easily used. Other priors can be defined by using a convenient language
and plugged into the R-INLA software. Hence, it is easier and faster to
assess the impact of different priors.
For example, Gelman (2006) has suggested that Gamma priors for the
variances were not adequate for the variance parameter in Gaussian models
as they were too informative. Instead, they have proposed the use of a half-
Cauchy distribution. A model with this prior can be easily implemented by
defining the half-Cauchy prior and passing it to R-INLA.
7. Examples
7.1. Boston housing data
Harrison and Rubinfeld (1978) study the median value of owner-occupied
houses in the Boston area using 13 covariates as well. Note that the median
value has been censored at $50,000 and that we omit tracts that are censored,
leaving 490 observations (Pace and Gilley, 1997). The spatial adjacency that
we will consider is for census tract contiguities.
Bivand et al. (2014) use INLA and Bayesian model averaging to fit SEM,
SLM and SDM models to this dataset (but including all 506 tracts and using
a different representation of adjacency). Here we will use the new slm latent
model for R-INLA to fit the same models. In principle, we should obtain
similar results and we will benefit from all the other built-in features in
R-INLA (such as, summary statistics, model selection criteria, prediction,
etc.).
First of all, we have fitted the five models described in Section 2.1. Point
estimates of the fixed effects are summarised in Table 1. In addition, the
posterior marginal of the spatial autocorrelation parameters have been dis-
played in Figure 1, including posterior means. Note that these values are not
the ones reported in the R-INLA output and that we have re-scaled them
as explained in Section 3. In this case, the range used for the spatial auto-
correlation parameter is (−1, 1). This will make the summary statistics for
ρ directly comparable to those reported in Bivand et al. (2014).
In general, all our results match theirs as expected. However, the new
slm latent effects makes fitting these models with R-INLA simpler. Finally,
Figure 2 shows a map of the values of the slm latent effects for the SEM and
SDEM models.
7.1.1. Smoothing covariates
So far we have considered the squared values of NOX in our models but the
relationship between this covariate and the response may take other forms.
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SEM SLM SDM SDMlag SDEM SDEMlag SLX SLXlag
(Intercept) 3.54496 2.17320 1.97036 4.36640 5.12239
CRIM -0.00671 -0.00715 -0.00634 -0.00270 -0.00715 -0.00561 -0.00680 -0.01510
ZN 0.00015 0.00036 0.00045 -0.00007 0.00037 -0.00073 0.00049 0.00037
INDUS 0.00077 0.00177 -0.00004 0.00025 0.00051 0.00096 -0.00175 0.00193
CHAS1 -0.04650 -0.00221 -0.06222 0.11113 -0.04719 0.13349 -0.06492 0.19391
I(NOX^2) -0.15031 -0.23232 0.01125 -0.40866 -0.04965 -0.58568 0.08070 -1.05569
I(RM^2) 0.01036 0.00767 0.01040 -0.00904 0.01022 -0.00159 0.00936 -0.00668
AGE -0.00106 -0.00023 -0.00124 0.00181 -0.00100 0.00087 -0.00122 0.00236
log(DIS) -0.03331 -0.13998 -0.03985 -0.06532 -0.08237 -0.07643 -0.03843 -0.22079
log(RAD) 0.05889 0.06187 0.05174 -0.00358 0.05918 0.01387 0.04334 0.07781
TAX -0.00050 -0.00037 -0.00046 0.00032 -0.00047 0.00010 -0.00046 0.00012
PTRATIO -0.01785 -0.01256 -0.01295 -0.00197 -0.01572 -0.01576 -0.01153 -0.02655
B 0.00052 0.00024 0.00055 -0.00054 0.00049 -0.00007 0.00066 -0.00067
log(LSTAT) -0.22583 -0.21788 -0.21523 0.05178 -0.23317 -0.11227 -0.23428 -0.17951
DIC -10369.44 -10369.44 -10369.44 -10369.44 -10369.44
Table 1: Posterior means of the fixed effects coefficients, Boston housing data.
0.4 0.5 0.6 0.7 0.8
0
5
10
15
rho
de
ns
ity
SEM
SLM
SDM
SDEM
Figure 1: Posterior marginal of the spatial autocorrelation parameters with posterior
means (vertical lines), Boston housing data.
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Figure 2: Posterior means of the slm latent effects for the SEM and SDEM models, Boston
housing data.
In Section 4.3 we have discussed how R-INLA implements some latent effects
to smooth covariates. One of them is the second order random walk that we
have used here to smooth the values of nitric oxides concentration (parts per
10 million), which is covariate NOX. This smoother needs to be included
additively in all the other effects, so it is only readily available for the SEM,
SDEM and SLX models. This latent model has only an hyperparameter,
which is its precision. We have used a log-Gamma prior with parameters 1
and 1 in all models, so that the level of smoothing can be compared. The
results are shown in Figure 3.
SEM and SDEM show a similar linear effect, which is consistent with the
findings in Harrison and Rubinfeld (1978). The SLX model seems to provide
similar estimates of this effect but with considerably narrower credible inter-
vals. As no spatial random effects are included in this model, we believe that
the smoother on NOX is picking up residual spatial effects.
7.1.2. Impacts
Average direct, indirect and total impacts have been computed for the
models fitted to the Boston housing data set. In addition, for the SLM
and SDM models we have also fitted the models using maximum likelihood
and computed their impacts for purposes of comparison. Average direct
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Figure 3: Smoothed effects of nitric oxides concentration (NOX) for three spatial econo-
metrics models with 95% credible intervals.
impacts, average total impacts and average indirect impacts are provided as
supplementary materials. Impacts are very similar between ML and Bayesian
estimation for the models where we have computed them using functionin
the spdep package.
Inference on the different impacts is based on their respective posterior
marginal distributions provided by R-INLA. In addition to the posterior
means other statistics can be obtained, such as standard deviation, quantiles
and credible intervals. These posterior marginal distributions can also be
compared to assess how different models produce different impacts. Figure 4
shows the total impacts for NOX-squared under five different models. Given
that for models SLM and SDM we were using an approximation we have
included, in a thicker line, the distribution of the total impacts obtained
with the Matlab code in the Spatial Econometrics Toolbox for these two
models. The results clearly show that our approximation is very close to the
results based on MCMC. Furthermore, we have checked that similar accuracy
is obtained for all the covariates included in the model.
7.1.3. Prediction of missing values
As stated in Section 6.2.2, INLA and R-INLA can provide predictions of
missing values in the response. We will use this feature to provide predictions
of the 16 tracts with censored observations of the median values, treated as
missing values. This will allow us to use the complete adjacency structure and
to borrow information from neighbouring areas to provide better predictions.
With R-INLA, this is as simple as setting the censored values in the
response to NA. We will obtain a predictive distribution for the missing values
so that inference can be made from them. We have represented the five
marginal distributions obtained with the models in Figure 5 for 6 selected
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Figure 4: Total impacts for NOX-squared obtained with different models, Boston housing
data
areas. The vertical line shows where the censoring cuts in.
Areas 13 to 17 seem to have predicted values well below the cut-off point.
These ares are located in the city center, where house prices are likely to be
higher than average and that is why our model does not predict well there.
Furthermore, predicted values the remaining 11 areas with missing values
have a similar behaviour as in Area 312 (included in Figure 5), that is, the
cut-off point is close to the median of the predicted values.
Furthermore, in the supplementary materials we show the posterior means
of the slm latent effects for the SEM and SDEM models in the same way as
in Figure 2 for the incomplete data set. The main difference is that the new
maps include predictions for the areas with the censored observations but
the estimates in the common tracts are similar.
7.2. Business opening after Katrina
LeSage et al. (2011) study the probabilities of reopening a business in
New Orleans in the aftermath of hurricane Katrina. They have used a spatial
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Figure 5: Marginal distributions of the median housing values for 6 of the 16 areas with
censored observations, Boston housing data with full adjacency matrix. The legend is as
in Figure 4. Vertical lines shows where the censoring cuts in.
probit, as the one described in equation (17). Here we reproduce the analysis
with a continuous link function (i.e., a probit function) and the new slm latent
model, similarly as in Bivand et al. (2014).
7.2.1. Standard models
Table 2 shows point estimates (posterior means) of the fixed effects for
the five of the models discussed in Section 2.1. Furthermore, Figure 6 shows
the marginal distribution of the spatial autocorrelation parameters of five
different spatial econometrics models, including posterior means. The values
of the spatial autocorrelation parameters have been properly re-scaled to fit
in the correct range and not constrained to the (0,1) interval. In this example
ρ ranges from −3.276 to 1. Both fixed and spatial autocorrelation estimates
are very similar to those reported in Bivand et al. (2014). The posterior
mean of the spatial autocorrelation for the SDM differs but this may be
because Bivand et al. (2014) constrain ρ to be in the (0,1) interval. The
SDM model seems to have a weaker residual spatial correlation, probably
because the inclusion of the lagged covariates reduces the autocorrelation in
the response. According to these results, the spatial autocorrelation of the
SDM model could be zero.
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SEM SLM SDM SDMlag SDEM SDEMlag SLX SLXlag
(Intercept) -19.913 -7.995 -13.386 -12.715 -9.099
flood depth -0.433 -0.182 -0.500 0.089 -0.512 0.114 -0.333 0.058
log medinc 1.936 0.762 2.239 -0.961 2.148 -0.945 1.464 -0.592
small size -0.346 -0.405 -0.416 -1.021 -0.399 -0.562 -0.285 -0.718
large size -0.403 -0.481 -0.366 -1.509 -0.421 -1.876 -0.244 -1.023
low status customers -0.328 -0.475 -0.084 -1.578 -0.091 -1.609 -0.060 -1.079
high status customers 0.134 0.105 0.054 0.116 0.069 0.294 0.037 0.086
owntype sole proprietor 0.772 0.784 0.896 1.141 0.840 0.775 0.614 0.779
owntype national chain 0.084 0.132 0.182 1.758 0.174 2.593 0.117 1.137
DIC 664.4041 664.8661 Inf Inf 703.65
M. Lik. -386.37 -401.62 -435.43 -408.26 -410.85
Eff. N. P. 165.52 164.41 Inf Inf 16.83
Table 2: Summary of point estimates of the fixed effects coefficients, Katrina business
data.
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Figure 6: Posterior marginal of the spatial autocorrelation parameters for different models
with posterior means (vertical lines), Katrina business data.
7.2.2. Exploring the number of neighbours
LeSage et al. (2011) use a nearest neighbours method to obtain an ad-
jacency matrix for the businesses in the dataset. Also, they have explored
the optimal number of nearest neighbours by fitting the model using differ-
ent numbers of nearest neighbours and using the model with the lowest DIC
(Spiegelhalter et al., 2002) as the one with the optimal number of neighbours.
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For the 3-month horizon model, they compared a window of 8-14 neighbours,
probably because of the computational burden of MCMC, which they used
to fit their models.
The newly available slm model in R-INLA makes exploring the optimal
number of neighbours faster and simpler. We have increased the number of
neighbours considered, between 5 and 35, and fitted the SLM model using
different adjacency matrices. These adjacency matrices have been created
using the nearest neighbour algorithm with different values of the number of
neighbours. Figure 7 shows how the optimal number of neighbours seems to
be 22 according to both the DIC and the posterior probability (as explained
in Section 6.1) criteria. However, we believe that this should be used as a
guidance to set the number of neighbours as there may be other factors to
take into account. In particular, a nearest neighbour approach may consider
as neighbours businesses that are in different parts of the city, particularly if
the number of nearest neighbours is allowed to be high.
When computing the posterior probability, the prior probability of each
model is taken so that pi(Mi) ∝ 1, and there is no prior preference on the
number of neighbours. If we decide to favour adjancencies based on a small
number of neighbours we may use a more informative prior. For example,
we could take pi(k) ∝ 1
k2
so that neighbourhoods with a smaller number of
neighbours are preferred. Figure 7 shows the prior and posterior probability
for different values of the number of neighbours. Now it can be seen how our
prior information produces different posterior probabilities, with an optimal
number of neighbours of 8.
Finally, it is also possible to average over the ensemble of models using
Bayesian model averaging. This will produce a fitted model that takes into
account all the adjacency structures, weighted according their marginal like-
lihoods. Table 3 shows the estimates of the fixed effects for the model with
the highest posterior probability according to a uniform prior (pi(k) ∝ 1) and
an informative prior (pi(k) ∝ 1/k2), and the estimates obtained by averaging
over all the fitted models. These models should take into account the uncer-
tainty about the number of neighbours and can provide different estimates of
the fixed effects. As it happens, the posterior means and standard deviations
are slightly different, but we can observe higher differences in the case of an
informative prior.
7.2.3. Impacts
We have followed the method described in Section 5 to approximate the
impacts for the models fitted to the Katrina dataset. In this case, we do not
have any model fitted using ML with which to compare. The implementation
of the spatial probit in the Spatial Econometrics Toolbox is for a different
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Figure 7: DIC (top-left) and posterior probabilities (top-right) for spatial probit mod-
els with different adjacency structures based on a nearest neighbours approach using a
uniform prior, Katrina business data. Prior (bottom-left) and posterior (bottom-right)
probabilities for spatial probit models with different adjacency structures based on a near-
est neighbours approach using an informative prior, Katrina business data.
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Model with highest post. prob BMA models
Uniform prior Informative prior Uniform prior Informative prior
mean sd mean sd mean sd mean sd
(Intercept) -6.597 2.718 -8.278 2.864 -6.824 2.755 -7.329 2.801
flood depth -0.124 0.046 -0.195 0.047 -0.132 0.047 -0.156 0.047
log medinc 0.621 0.264 0.793 0.279 0.645 0.268 0.696 0.273
small size -0.407 0.187 -0.407 0.186 -0.422 0.187 -0.412 0.186
large size -0.415 0.441 -0.548 0.449 -0.441 0.442 -0.477 0.443
low status customers -0.429 0.202 -0.480 0.204 -0.430 0.203 -0.454 0.203
high status customers 0.100 0.170 0.126 0.171 0.105 0.171 0.106 0.171
owntype sole proprietor 0.793 0.261 0.753 0.260 0.789 0.261 0.779 0.261
owntype national chain 0.073 0.502 0.105 0.496 0.091 0.500 0.100 0.499
Table 3: Summary statistics of the covariate coefficients for the model with the highest
probability (under two different priors) and the BMA model (under two different priors.)
link, so our results cannot directly be compared to MCMC as reported in
LeSage et al. (2011). Direct impacts are shown in Table 4, whilst total and
indirect impacts are available as supplementary materials.
INLASEM INLASLM INLASDM INLASDEM INLASLX
flood depth -0.09265 -0.04060 -0.10893 -0.10748 -0.33284
log medinc 0.41391 0.16995 0.48790 0.45090 1.46436
small size -0.07402 -0.09044 -0.08972 -0.08379 -0.28465
large size -0.08611 -0.10719 -0.07831 -0.08847 -0.24439
low status customers -0.07014 -0.10594 -0.01691 -0.01917 -0.05987
high status customers 0.02861 0.02350 0.01175 0.01442 0.03744
owntype sole proprietor 0.16511 0.17499 0.19405 0.17634 0.61417
owntype national chain 0.01793 0.02945 0.03808 0.03661 0.11737
Table 4: Direct impacts, Katrina data set.
Inference on the impacts relies on the approximation to the marginal dis-
tributions of the impacts, as we have already seen in the Boston housing data
example. Figure 8 shows the approximation of the average total impacts for
flood depth for four models. In a thicker line we have included the posterior
marginal of the impacts fitted with the Matlab code provided in the Spatial
Econometrics Toolbox. As previously stated, MCMC results can be roughly
compared to our SLM model estimates but keeping in mind that different
link functions have been used and that differences may appear. In this case,
the quality of our approximations differ with the models. We have found sim-
ilar accuracy for all the other variables, which means that our approximation
appears to be acceptable.
The lack of agreement in some cases may be due to correlation between
the different paramaters that are involved in the computation of the impacts
and that we have ignored. This correlation could be taken into account when
deriving the marginal of the impacts, and it will probably change the mean
and standard deviation of the Gaussian approximation.
In order to give more insight on how our approximation can be improved
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we have included in Figure 8 a modified approximated marginal of the to-
tal impact so that it matches the standard deviation of the MCMC impact
marginal. As it cn be seen, when the standard deviations are corrected the
approximation really improves. Hence, we believe that our Gaussian approxi-
mation would be more reliable by providing a better estimate of the standard
deviation of the impacts.
The ratio of the standard deviation using MCMC and our Gaussian ap-
proximation was lower than one (between 0.35 and 0.81) in all but the SEM
model (1.62). This means that, in general, our Gaussian approximation over-
estimates the standard deviation of the total impacts. This ratio seems to
be related to the correlation between ρ and βr and, to a lesser extent, γr
for the models with lagged covariates. Positive correlation between ρ and βr
leads to a greater-than-one ratio, whilst negative correlation seems to lead
to a lower-than-one ratio
Note that in terms of point estimation our Gaussian approximation esti-
mates are very close to the MCMC values. When computing credible intervals
from these approximations, these are likely to be conservative.
8. Discussion and final remarks
In this paper we have described how the analysis of spatial econometrics
data requires the use of very specific models and how the Integrated Nested
Laplace Approximation offers an alternative to model fitting. Instead of
resorting to MCMC methods, INLA aims at providing approximate inference
on the marginal distribution of the model parameters. This methodology is
implemented in the R package R-INLA, which includes a particular latent
effect called slm which can be used to fit many spatial econometrics models.
We have also shown how impacts can be approximated when models are
fitted with R-INLA. We have developed a Gaussian approximation for the
marginals distribution of the impacts that provides good point estimates.
A better approximation to the posterior marginal of the impacts can be
obtained by correcting the posterior standard deviation of our Gaussian ap-
proximation.
It should be noted that are several the advantages of using INLA and
R-INLA. Not only model specification and fitting is very easy using R but
also the computational speed allows us to explore a large number of models.
When the model is not available within the range of latent models available in
R-INLA it is often possible to fit conditioned models, on one or two model
parameters, and then obtained the desired model by averaging over these
models. Furthermore, other important topics in Bayesian inference, such as
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Figure 8: Total impacts for flood depth obtained with different models, Katrina business
data. In the legend, “INLA” is for a Gaussian approximation using the INLA marginals,
“MCMC” is for marginals obtained from models fitted with the spatialprobit package using
MCMC, and “INLAsd” refers to a Gaussian approximation using the INLA marginals with
a corrected standard deviation.
prediction of missing responses, model selection and variable selection can
be tackled with INLA.
In the future, we expect to explore how to increase the number of Spatial
Econometrics models available in R-INLA and how to extend them. In
particular, we find that there is interesting work to do on models with more
than one spatial term, spatio-temporal models, the analysis of panel data
and how to account for measurement error in covariates, for example. We
will also explore other ways of obtaining an approximation to the impacts.
References
References
Anselin, L. (1982). A note on small sample properties of estimators in a
first-order spatial autoregressive model. Environment and Planning A,
28
14:1023–1030.
Anselin, L. (1988). Spatial Econometrics: Methods and Models. Kluwer,
Dordrecht.
Anselin, L. (2010). Thirty years of spatial econometrics. Papers in Regional
Science, 89:3–25.
Besag, J., York, J., and Mollie, A. (1991). Bayesian image restoration, with
two applications in spatial statistics. Annals of the Institute of Statistical
Mathematics, 43(1):1–59.
Bille´, A. G. (2013). Computational issues in the estimation of the spatial
probit model: A comparison of various estimators. The Review of Regional
Studies, 43:131–154.
Bivand, R. S., Go´mez-Rubio, V., and Rue, H. (2014). Approximate Bayesian
inference for spatial econometrics models. Spatial Statistics, 9:146–165.
Bivand, R. S., Go´mez-Rubio, V., and Rue, H. (2015). Spatial data anal-
ysis with R-INLA with some extensions. Journal of Statistical Software,
63(20):1–31.
Calabrese, R. and Elkink, J. A. (2014). Estimators of binary spatial au-
toregressive models: A Monte Carlo study. Journal of Regional Science,
54(4):664–687.
Gelman, A. (2006). Prior distributions for variance parameters in hierarchical
models. Bayesian Analysis, 3:515–533.
Haining, R. (2003). Spatial Data Analysis: Theory and Practice. Cambridge
University Press.
Harrison, D. and Rubinfeld, D. L. (1978). Hedonic housing prices and the
demand for clean air. Journal of Environmental Economics and Manage-
ment, 5:81–102.
Hepple, L. (1979). Bayesian analysis of the linear model with spatial depen-
dence. In Bartels, C. P. A. and Ketellapper, R. H., editors, Exploratory
and explanatory statistical analysis of spatial data, pages 179–199. Marti-
nus Nijhoff, Boston.
Hepple, L. (2004). Bayesian model choice in spatial econometrics. In LeSage,
J. P. and Pace, R. K., editors, Spatial and spatiotemporal econometrics, vol-
ume 18 of Advances in Econometrics, pages 101–126. Elsevier, Amsterdam.
29
Hepple, L. W. (1995a). Bayesian techniques in spatial and network economet-
rics: 1. model comparison and posterior odds. Environment and Planning
A, 27:447–469.
Hepple, L. W. (1995b). Bayesian techniques in spatial and network economet-
rics: 2. computational methods and algorithms. Environment and Planning
A, 27:615–644.
Hoeting, J., David Madigan and, A. R., and Volinsky, C. (1999). Bayesian
model averaging: A tutorial. Statistical Science, 14:382–401.
LeSage, J. and Pace, R. K. (2009). Introduction to Spatial Econometrics.
Chapman and Hall/CRC.
LeSage, J. P. (1997). Bayesian estimation of spatial autoregressive models.
International Regional Science Review, 20:113–129.
LeSage, J. P. (2000). Bayesian estimation of limited dependent variable
spatial autoregressive models. Geographical Analysis, 32:19–35.
LeSage, J. P., Pace, K. R., Lam, N., Campanella, R., and Liu, X. (2011).
New Orleans business recovery in the aftermath of Hurricane Katrina.
Journal of the Royal Statistical Society: Series A (Statistics in Society),
174:1007–1027.
LeSage, J. P. and Pace, R. K. (2010). Spatial econometric models. In Fischer,
M. and Getis, A., editors, Handbook of Applied Spatial Analysis, pages
355–376. Springer-Verlag, Heidelberg.
Pace, R. K. and Gilley, O. W. (1997). Using the spatial configuration of
the data to improve estimation. Journal of the Real Estate Finance and
Economics, 14:333–340.
Pace, R. K., LeSage, J. P., and Zhu, S. (2012). Spatial dependence in re-
gressors and its effect on performance of likelihood-based and instrumental
variable estimators. In Terrell, D. and Millimet, D., editors, Advances in
Econometrics, volume 30, pages 257–295, Bingley, UK. Emerald Group
Publishing Limited.
Roos, M. and Held, L. (2011). Sensitivity analysis in Bayesian generalized
linear mixed models for binary data. Bayesian Analysis, 6(2):259–278.
Rue, H. and Held, L. (2005). Gaussian Markov Random Fields. Theory and
Applications. Chapman & Hall/CRC.
30
Rue, H., Martino, S., and Chopin, N. (2009). Approximate Bayesian infer-
ence for latent Gaussian models by using integrated nested Laplace ap-
proximations. Journal of the Royal Statistical Society, Series B, 71(Part
2):319–392.
Spiegelhalter, D. J., Best, N. G., Carlin, B. P., and Van der Linde, A. (2002).
Bayesian measures of model complexity and fit (with discussion). Journal
of the Royal Statistical Society, Series B, 64(4):583–616.
31
Appendix A. R interface
The implementation of the slm latent model in R-INLA requires careful
attention to the different parameters included in the model. It can be defined
using the f() function in R-INLA as
f(idx, model="slm", args.slm=list(rho.min , rho.max, W, X, Q.beta),
hyper)
idx is an index to identify the region, and it can take any values, model="slm"
indicates that we are using a slm latent effect, args.slm sets some of the data
required to fit the model (including the prior on β) and hyper is used to set
the prior distributions for τ and ρ.
rho.min and rho.max indicate the range of the spatial autocorrelation
parameter ρ. This range will depend on the spatial weights matrix defined
in W. See for example Haining (2003) for details.
W is an adjacency matrix that defines the spatial structure of the data. In
spatial econometrics W is often taken to be row-standardised. R-INLA can
handle sparse matrices, as defined in the Matrix package, to make model
fitting faster.
X is the matrix of column-wise covariates. If an intercept is required in the
model, it must be included as a column of 1’s (possibly, in the first column).
Q.beta is a precision matrix for the vector of coefficients β. In principle,
it can take any form but we advise taking diagonal matrix with very small
values in the diagonal.
In order to set β = 0 we have considered a model with a matrix with zero
columns in R. This will mimic a model with no covariates at all.
If the covariates have very different scales it may important to re-scale
them. Otherwise, R-INLA may find some computational problems that may
prevent it from fitting the model. This is particularly important for large
datasets.
hyper can be used to assign prior distributions to τ and ρ in the same
way as the hyper parameter in the f() functions and that is described in the
R-INLA documentation.
The posterior marginal of ρ is reported (and constrained) on the interval
(0,1) and not in the range defined by rho.min and rho.max. Hence, in or-
der to make an appropriate interpretation of the results it must be linearly
transformed to fit in the (rho.min, rho.max) interval using, for example,
inla.tmarginal(). Note that if an initial value is assigned to ρ this must be
re-scaled to be in the (0,1) interval as well.
We will not include here any example with R code on the use of this
new latent class. The R files used to calculate the examples in Section 7 are
distributed as supplementary materials to this paper.
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Appendix B. Expression of slm as a Gaussian Markov Random
Field
In this Appendix we will show how the newly defined slm latent effect
can be expressed as a Gaussian Markov Random Field. We will denote the
vector of random effects as
x = (In − ρW )−1(Xβ + ε)
Here β has a Gaussian prior with zero mean and precision matrix Q, and
ε a Gaussian distribution with zero mean and precision matrix τIn, with τ
a precision parameter. Q is fixed when the latent effects are defined, so we
will treat it as constant. Although not explicitly written down, we are also
conditioning on hyperparameters τ and ρ in all the distributions that appear
below.
Internally, R-INLA works with the joint distribution of x and β, denoted
by [x, β]. We will show here that this can be expressed as a GMRF with a
sparse precision matrix, so that it conforms with the INLA framework.
First of all, we will work out the conditional distribution of x on β,
denoted by [x|β]. We will use this later because [x, β] = [x|β][β].
We are assuming that the joint distribution is Gaussian and, hence, the
conditional distribution [x|β] is also Gaussian, with
M = E[x|β] = (In − ρW )−1Xβ
and
V ar[x|β] = V ar[(In − ρW )−1Xβ + (In − ρW )−1ε|β] = (B.1)
(In − ρW )−1V ar[ε|β]((In − ρW )−1)′ =
(In − ρW )−1 1
τ
In((In − ρW )−1)′ =
1
τ
(In − ρW )−1(In − ρW ′)−1
The conditional precision can be expressed as
T = Prec[x|β] = τ(In − ρW ′)(In − ρW )
which is symmetric and highly sparse.
Hence, we can derive the joint distribution of x and β as
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[x, β] = [x|β][β] ∝ exp{−1
2
(x−M)′T (x−M)} exp{−1
2
β′Qβ} = (B.2)
exp{−1
2
(
x′Tx− x′TM −M ′Tx +M ′TM + β′Qβ
)
} =
exp{−1
2
(x, β)′P (x, β)}
Here P is the precision matrix of [x, β], which is given by
P =
[
T −T (In − ρW )−1X
−X ′(In − ρW ′)−1T Q+ τX ′X
]
= (B.3)[
τ(In − ρW ′)(In − ρW ) −τ(In − ρW ′)X
−τX ′(In − ρW ) Q+ τX ′X
]
Note that to obtain the previous result we have used that
x′TM = x′T (In − ρW )−1Xβ = (B.4)
x′(τ(In − ρW ′)(In − ρW ))(In − ρW )−1Xβ =
τx′(In − ρW ′)Xβ,
M ′Tx = (x′TM)′ = τβ′X ′(In − ρW )x,
and
M ′TM = β′X ′(In − ρW ′)−1T (In − ρW )−1Xβ = (B.5)
β′X ′(In − ρW ′)−1(τ(In − ρW ′)(In − ρW ))(In − ρW )−1Xβ =
τβ′X ′Xβ
Furthermore, from the final expression in equation (B.2) it is easy to see
that the expectation of [x, β] is
E[x, β] = 0
Hence, the expression of [x, β] as a Gaussian Markov Random Field has
zero mean and precision matrix P . Note how P is a block-matrix which
involves very sparse matrices, which allows for the use of the efficient algo-
rithms described in Rue and Held (2005) for fast computation on GMRF.
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Although Q can take any form, assuming that the coefficients are inde-
pendent a priori will lead to a diagonal matrix, which is also sparse. Finally,
it may be worth rescaling the covariates to avoid numerical problems. In-
cluding lagged covariates may lead to further numerical instability as they
may be highly correlated with the original covariates.
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Supplementary materials
We have prepared a number of R files to be distributed with this paper.
These files show how to obtain the results that we have presented here. Note
that all these examples require the use of several R packages. We provide
here a list of these files and a short description:
• boston-slm.R
Analysis of the Boston housing data set using the main spatial econo-
metrics models.
• boston-slm-impacts.R
Computation of the impacts for the Boston housing data example.
• boston-slm-full.R
Analysis of the Boston housing data set using the main spatial econo-
metrics models and the full adjacency matrix to perform prediction on
the missing values.
• katrina-slm.R
Analysis of the Katrina business data using the main spatial economet-
rics models with a spatial probit.
• katrina-slm-neigh.R
Selection of the number of optimal nearest neighbours for the adjacency
matrix using the Katrina business data.
• katrina-slm-impacts.R
Computation of the impacts for the Katrina business data example.
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Boston housing data: supplementary materials
SEM SLM SDM SDEM
mean 0.744 0.498 0.614 0.672
sd 0.033 0.029 0.043 0.043
0.025quant 0.674 0.439 0.522 0.582
0.975quant 0.803 0.552 0.689 0.750
Table B.5: Summary of the spatial autocorrelation parameters, Boston housing data.
MLSLM INLASLM MLSDM INLASDM INLASDEM INLASLX
CRIM -0.00758 -0.00758 -0.00750 -0.00744 -0.00715 -0.00680
ZN 0.00038 0.00038 0.00048 0.00048 0.00037 0.00049
INDUS 0.00189 0.00188 0.00003 -0.00000 0.00051 -0.00175
CHAS1 -0.00254 -0.00234 -0.04939 -0.04967 -0.04719 -0.06492
I(NOX^2) -0.24570 -0.24641 -0.06051 -0.05702 -0.04965 0.08070
I(RM^2) 0.00815 0.00814 0.00995 0.00992 0.01022 0.00936
AGE -0.00024 -0.00024 -0.00106 -0.00106 -0.00100 -0.00122
log(DIS) -0.14865 -0.14847 -0.05570 -0.05500 -0.08237 -0.03843
log(RAD) 0.06564 0.06562 0.05684 0.05640 0.05918 0.04334
TAX -0.00039 -0.00039 -0.00045 -0.00045 -0.00047 -0.00046
PTRATIO -0.01328 -0.01332 -0.01472 -0.01460 -0.01572 -0.01153
B 0.00026 0.00026 0.00051 0.00051 0.00049 0.00066
log(LSTAT) -0.23102 -0.23109 -0.22909 -0.22833 -0.23317 -0.23428
Table B.6: Direct impacts, Boston housing data.
MLSLM INLASLM MLSDM INLASDM INLASDEM INLASLX
CRIM -0.01422 -0.01429 -0.02353 -0.02373 -0.01276 -0.02189
ZN 0.00072 0.00072 0.00097 0.00098 -0.00036 0.00085
INDUS 0.00354 0.00355 0.00057 0.00055 0.00148 0.00018
CHAS1 -0.00477 -0.00441 0.12681 0.12833 0.08631 0.12899
I(NOX^2) -0.46137 -0.46454 -1.03340 -1.04266 -0.63533 -0.97500
I(RM^2) 0.01530 0.01534 0.00355 0.00355 0.00863 0.00268
AGE -0.00046 -0.00046 0.00149 0.00149 -0.00013 0.00114
log(DIS) -0.27913 -0.27991 -0.27339 -0.27593 -0.15880 -0.25922
log(RAD) 0.12327 0.12371 0.12508 0.12635 0.07305 0.12114
TAX -0.00073 -0.00073 -0.00035 -0.00035 -0.00036 -0.00034
PTRATIO -0.02494 -0.02511 -0.03874 -0.03915 -0.03148 -0.03808
B 0.00048 0.00048 0.00004 0.00003 0.00042 -0.00001
log(LSTAT) -0.43382 -0.43566 -0.42447 -0.42884 -0.34544 -0.41379
Table B.7: Total impacts, Boston housing data.
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MLSLM INLASLM MLSDM INLASDM INLASDEM INLASLX
CRIM -0.00665 -0.00671 -0.01603 -0.01628 -0.00561 -0.01510
ZN 0.00034 0.00034 0.00049 0.00050 -0.00073 0.00037
INDUS 0.00166 0.00167 0.00054 0.00056 0.00096 0.00193
CHAS1 -0.00223 -0.00207 0.17621 0.17800 0.13349 0.19391
I(NOX^2) -0.21568 -0.21813 -0.97289 -0.98564 -0.58568 -1.05569
I(RM^2) 0.00715 0.00720 -0.00640 -0.00637 -0.00159 -0.00668
AGE -0.00021 -0.00022 0.00255 0.00256 0.00087 0.00236
log(DIS) -0.13049 -0.13143 -0.21769 -0.22093 -0.07643 -0.22079
log(RAD) 0.05762 0.05809 0.06824 0.06995 0.01387 0.07781
TAX -0.00034 -0.00035 0.00010 0.00010 0.00010 0.00012
PTRATIO -0.01166 -0.01179 -0.02403 -0.02455 -0.01576 -0.02655
B 0.00022 0.00023 -0.00048 -0.00048 -0.00007 -0.00067
log(LSTAT) -0.20280 -0.20457 -0.19538 -0.20051 -0.11227 -0.17951
Table B.8: Indirect impacts, Boston housing data.
SEM SDEM
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Figure B.9: Posterior means of the slm latent effects for the SEM and SDEM models,
Boston housing data with full adjacency matrix.
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Katrina business data: supplementary materials
SEM SLM SDM SDEM
mean 0.609 0.514 -0.151 0.559
sd 0.091 0.097 0.451 0.123
0.025quant 0.401 0.298 -1.247 0.271
0.975quant 0.756 0.678 0.486 0.750
Table B.9: Summary of point estimates of the spatial autocorrelation parameters, Katrina
business data.
INLASEM INLASLM INLASDM INLASDEM INLASLX
flood depth -0.09265 -0.08372 -0.09113 -0.08361 -0.07730
log medinc 0.41391 0.35044 0.28266 0.25250 0.24525
small size -0.07402 -0.18649 -0.31777 -0.20185 -0.28208
large size -0.08611 -0.22103 -0.41445 -0.48225 -0.35650
low status customers -0.07014 -0.21844 -0.36739 -0.35702 -0.32026
high status customers 0.02861 0.04846 0.03773 0.07609 0.03482
owntype sole proprietor 0.16511 0.36083 0.45032 0.33905 0.39185
owntype national chain 0.01793 0.06072 0.42881 0.58103 0.35276
Table B.10: Total impacts, Katrina data set.
INLASLM INLASDM INLASDEM INLASLX
flood depth -0.04312 0.01781 0.02386 0.25554
log medinc 0.18049 -0.20524 -0.19840 -1.21912
small size -0.09605 -0.22805 -0.11806 0.00257
large size -0.11384 -0.33614 -0.39379 -0.11211
low status customers -0.11250 -0.35048 -0.33785 -0.26039
high status customers 0.02496 0.02598 0.06166 -0.00262
owntype sole proprietor 0.18584 0.25627 0.16271 -0.22232
owntype national chain 0.03127 0.39073 0.54442 0.23539
Table B.11: Indirect impacts, Katrina data set.
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