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The problem of reconstructing a two-dimensional (2D) current distribution in a 
superconductor from a 2D magnetic field measurement is recognized as a first-
kind integral equation and resolved using the method of Regularization.  
Regularization directly addresses the inherent instability of this inversion problem 
for non-exact (noisy) data.  Performance of the technique is evaluated for 
different current distributions and for data with varying amounts of added noise.  
Comparisons are made to other methods, and the present method is demonstrated 
to achieve a better regularizing (noise filtering) effect while also employing the 
generalized-cross validation (GCV) method to choose the optimal regularization 
parameter from the data, without detailed knowledge of the true (and generally 
unknown) solution.  It is also shown that clean, noiseless data is an ineffective test 
of an inversion algorithm. 
 
 
 
 
1. Introduction 
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Considerable effort has been spent to probe the local critical current density (Jc) of high-
temperature superconducting (HTS) materials.  Of particular interest is YBa2Cu3O7 coated-
conductors (CCs) and BiSrCaCuO (BSCCO) tapes, where current percolates and transport Jc 
values are frequently a macroscopic average of large local variations in Jc (Ref. 1-9).  Probing 
the local Jc may be done directly with transport measurements, but such measurements are 
destructive and provide information only in localized regions3,5.  Indirect methods of probing Jc, 
frequently done through a spatially resolved magnetic field measurement, can provide 
information about the local Jc over large areas1,2,4,10.  Under certain restrictions, a 2D map of the 
local Jc in a superconductor can be resolved from a 2D magnetic field measurement through 
inversion of the Biot-Savart law.  The local magnetic field required for the inversion may be 
obtained through magneto-optical imaging (MOI) or scanning Hall probe techniques11-15.   
This magnetic inverse problem has been addressed many times by a variety of methods2,16-23, 
but these methods may suffer from several shortcomings.  The inversion of the Biot-Savart law 
exhibits an inherent instability for non-exact (noisy) data, but the results of these methods are 
often only presented for clean (noiseless) data, which is a poor test of any method.  Experimental 
data always contains some level of noise, and the performance of any method should be 
evaluated in the presence of such noise, where the instability of the inversion problem is evident.  
Several of these methods require a user-chosen parameter, such as the cut-off frequency in the 
low-pass Fourier filtering method of Roth et al17 or the number of iterations in the conjugate-
gradient (CG) method of Wijngaarden et al18,23, but no systematic means of choosing these 
parameters is presented in those works.  While these parameters can be chosen empirically, it is 
preferable to have a means of choosing such parameters directly from the data.  These methods 
also fail to recognize the inversion of the Biot-Savart law as a member of a larger class of 
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integral equations that have been well studied in the literature.  Such shortcomings are overcome 
in the present work.  
  
Inversion of the Biot-Savart law, separate from the physical representation of reconstruction 
of current flow, requires the resolution of an integral equation.  If all the restrictions required for 
inversion of the Biot-Savart law are satisfied, then the problem of resolving a 2D current 
distribution from a 2D magnetic field measurement reduces to an integral equation of the form 
 
( ) ( ) ( )∫ =′′′′′−′−
A
yxfydxdyxgyyxxK ,,,  (1) 
 
where the integral kernel K is known, g is to be determined, and f is known at only a discrete 
number of points and with errors.  Equation (1) is a member of a larger class of equations known 
as Fredholm Integral Equations of 1st Kind and is characterized by an inherent instability for 
non-exact data, since small variations in f can produce large variations in g, and g does not 
depend continuously on f (Ref.24).  Such problems are termed ill-posed25.  The degree of ill-
posedness of Eq. (1) depends on the form of the kernel K, with very smooth kernels generally 
leading to highly ill-posed problems and δ-function-like kernels being highly desirable.  A 
consequence of this ill-posed nature is that the function g that best satisfies Eq. (1) for a given 
data set f may deviate greatly from the true solution.  First kind integral equations have been well 
studied in the literature and several methods exist for their evaluation24,26-35.  One of the most 
popular of these is the method of Regularization, developed by Phillips27 in 1962 and expanded 
by Tihkonov35 in 1963, which uses a priori information about the solution to replace Eq. (1) with 
a similar, but well-posed problem.  For regularization, the a priori information generally 
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concerns the smoothness (or the allowed oscillations) of g.  Integral equations such as Eq. (1) are 
not unique to the magnetic inverse problem and occur in many areas of science36-38.  An 
excellent primer on First Kind Equations is given by Wing24.  In this paper, the method of 
regularization is used to resolve the magnetic inversion problem for both thin film and slab 
geometry. 
 
 
2. Resolution of the magnetic inversion problem 
 
2.1. Formulation of the problem 
 
The geometry of the magnetic inversion problem is shown in Fig. 1.  To derive the current 
flow in a superconductor from a spatially resolved 2D magnetic field measurement Bz(x,y), it is 
necessary for the current to be adequately approximated as 2D, i.e. that the z-component of the 
current is zero.  It is also required that the superconductor be in a magneto-static state such that 
0=⋅∇ Jrr .  This condition can be incorporated by writing the current in terms of the scalar field 
g(x,y) (Ref. 39), 
 
( )( )kyxgJ ˆ,×∇= rr . (2) 
 
Substituting Equation (2) into the z-component of the Biot-Savart law gives 
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where the kernel ( )yxK ,  is given by 
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for slab geometry40, 
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for thin films of thickness a, and 
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when the concept of sheet currents is used39.  0µ  is the permittivity of free space, Bz is the z–
component of the magnetic field (perpendicular to the sample surface), z is the height of the 
measurement plane above the sample surface, and the z dependence of ( )yxK ,  has been 
suppressed.  In order to determine the current in a sample, Eq. (3) must be resolved for g(x,y).  
Once g(x,y) has been adequately determined, Eq. (2) can be applied to determine the current 
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vectors Jx and Jy.  Resolving g(x,y) from Eq. (3) when the data Bz is known only at a discrete 
number of points and with errors is the main topic of this paper, and is done with the method of 
Regularization as described in the next section.   
 
 
2.2. Regularization 
 
The method of regularization replaces the problem of inverting Eq. (3) with the problem of 
minimizing the functional 
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with respect to g, where the 2-norm is defined as ( ) ( )∫ ∫∞
∞−
∞
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= dxdyyxfyxf 22
2
,, .  The operator 
Ω is a user-defined measure of the smoothness of g, and λ is the regularization parameter that 
controls the trade-off between smoothness and the degree to which Eq. (3) is satisfied.  A 
common (and convenient) choice of Ω is the norm of an nth derivative of the unknown g.  It is 
desirable for the application of Eq. (2) that the first derivatives of g be smooth, so here Ω is 
chosen to be 
 
[ ] 2
2
2
2
2
2
y
g
x
gg ∂
∂+∂
∂=Ω . (8)  
 7
 
The value of Ω[g] will be larger when g is rapidly oscillating (noisy) and smaller when g is 
smooth.  With this choice for Ω it can be shown that the minimizer of Equation (7), gλ, is given 
by41 
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where ˆ denotes a Fourier transform.  The problem of minimizing C(g,λ) has been reduced to a 
simple Fourier transform with a filter function.  However, unlike other Fourier inversion 
methods16,17,21, the filter can be directly related back to the imposed smoothness condition on g.  
Using  
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as the definitions of the discrete Fourier transform (DFT) and inverse DFT (IDFT) respectively, 
the minimizer of the discrete version of Eq. (7) is given by 
 
∑∑−
=
−
=
−−
λλ ∆∆=
1
0
1
0
/2/2;
;; ˆ
ˆ1 M
v
N
u
MvmiNuni
uv
zuv
uv
yx
nm eK
B
Z
MN
g ππ  (11) 
 
where the filter Zuv;λ is 
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The second order accurate central difference approximation was used for the discrete version of 
Eq. (8), assuming a periodic extension of the {gnm;λ} (Ref. 42).  Let the discrete residual norm be 
defined as 
 
( ) ( ) 2
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where the discrete 2-norm is ∑∆∆=
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and the definition of discrete convolution is 
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,
.  The discrete norm ρ(λ) is a measure of the degree to which the 
regularized solution gλ satisfies Eq.(3). 
 
 Before Eq. (11) can be applied, it is necessary to choose a value for λ.  A large value of λ 
will result in gλ being quite smooth, with an unnecessary loss of detail.  A small value of λ will 
result in the residual norm ρ(λ) being small, but the regularized solution gλ may deviate 
considerably from the true solution.  It needs to be emphasized that a small value for the residual 
norm does not necessarily mean that gλ will be close to the true solution since the data Bz is 
inexact.  The value of λ may be chosen empirically by varying λ until the smoothness of either 
the scalar field g or the current vectors Jx and Jy appears most reasonable.  This can be rather 
subjective however, and a more systematic means of choosing the optimal λ is desired.  Before 
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discussing means of choosing λ, it is helpful to define what a ‘good choice’ of λ is.  The best 
choice of λ is one that minimizes the difference between the approximate and the exact solution 
as measured in some user-defined way.  Here, let the measure be the normalized true mean 
square error D(λ), 
 
( ) 2
2exact;
2
2exact;;D
nm
nmnm
g
gg −=λ λ , (14) 
 
where gexact is the exact (true) solution.  If we choose D(λ) as the goodness of fit criterion for an 
approximate solution gλ, then the minimizer of D(λ), λD,  is the best possible choice of λ for a 
given data set Bz.  More simply, smaller values for D(λ) represent better solutions than larger 
values.  In practice, gexact is generally unknown, and Eq. (14) cannot be minimized directly.  In 
this case, a means of choosing λ from the data Bz is desired, such that this choice of λ results in a 
solution close to the exact (unknown) solution as measured by our goodness of fit criterion, 
D(λ).  There are multiple methods for choosing λ from the data31,33,43, and one of the most 
successful is the generalized cross-validation (GCV) method of Wahba33.  The GCV method is 
based on statistical considerations, namely, that if an arbitrary element of Bz is left out, then the 
regularized solution should predict this missing data point well.  GCV also seeks to minimize the 
predictive mean square error.44  For a more detailed discussion of these points see Ref. 45.  
Using GCV, the optimal regularization parameter λGCV is the minimizer of    
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VGCV(λ) is a simple one-dimensional function of λ depending only on Kˆ and zBˆ .  The 
calculation of Kˆ and zBˆ  are already required for Eq. (11), and minimization of VGCV(λ) is 
relatively quick.   
 Once the function gλ has been determined, Eq. (2) still needs to be applied to determine Jx 
and Jy.  Since the data Bz contain noise so too will gλ, and differentiating a noisy function is itself 
an ill-posed problem46.  Small oscillations in gλ can cause large oscillations in its derivatives and 
therefore in Jx and Jy, and the method chosen to take the derivatives will obviously affect the 
values of Jx and Jy.  The method chosen to perform the required differentiation in this paper had a 
slight smoothing effect and proceeds as follows.  First, the point of interest (fn) plus a number of 
data points to the left (nL) and to the right (nR) were fit to a quadratic polynomial 
( )
RL nnnnnnn
fffff ++−− ,,,,,, 11 KK .  The estimate of the derivative at the point of interest fn is then 
the value of the analytical derivative of the polynomial at that point.  Throughout this work, 
unless stated otherwise, nR =  nL = 2 for a total of nR + nL + 1 = 5 data points fit to each 
polynomial, centered on the point of interest.  This was carried out in an efficient manner with 
the use of Savitsky-Golay coefficients47.  This method of calculating the derivatives results in a 
slight reduction of spatial resolution.  The quadratic polynomials are fit to five grid points, 
though they would be fully defined by only three.  For the examples of this work where noisy 
data has been used, this reduction in spatial resolution is less than that due to the added noise. 
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3. Numerical Results 
 
3.1.  L-curve analysis 
The regularization functional (Eq. (7)) imposes a trade-off between the smoothness of gλ and 
the degree to which Eq. (3) is satisfied.  This trade-off is shown graphically in Fig. 2, where the 
smoothing norm Ω[gλ] is plotted versus ρ(λ) for increasing values of λ.  The exact form of the 
current distribution is given in Fig. 3, and the data Bz have been corrupted with gaussian white 
noise with variance σ2 = 0.01 max{|Bz|}.  The smallest value of λ occurs in the upper left portion 
of the plot and the largest in the lower right.  It can be seen that small λ will result in the norm 
ρ(λ) being small and large λ will cause Ω[gλ] to be small.  The optimal value of λ as defined by 
the goodness of fit criterion, λD, is marked with an open circle in Fig. 2.  λD is often in the 
‘corner’ of the ‘L-curve’, which gets its name from its ‘L’ shape.   The inset shows the L-curve 
on a linear scale, where the data appears to lie entirely on the plot axes.  The corner, or point of 
maximum curvature of the L-curve, is another means of choosing the optimal λ (Ref. 48).  
Solutions to the left of the corner (λ < λD) represent ‘under-smoothed’ solutions, while solutions 
to the right of the corner (λ > λD) represent ‘over-smoothed’ solutions.  The L-curve 
demonstrates that minimizing the residual norm ρ(λ) is not an effective means of determining an 
approximate solution gλ.  As λ is reduced below λD, ρ(λ) continues to decrease, but gλ becomes 
dominated by noise as evidenced by the rapid increase in Ω[gλ].  For a discussion of why the L-
curve has its shape, and why the optimal λ lies in the corner of the L-curve, see Ref. 47.  It 
should be observed that λ varies fifteen orders of magnitude in Fig. 2, from 10-6 to 109.   
 12
   
 
3.2.  Regularization with noisy data 
 
Since Eq. (3) exhibits an inherent instability for non-exact (noisy) data, it is necessary to test 
any inversion algorithm in the presence of noise.  Figure 3 shows the exact (light curves) and 
reconstructed (black curves) current profiles for a uniform thin square, where the data Bz has 
been corrupted with varying amounts of gaussian white noise of variance σ2 = α max{|Bz|}, and 
the GCV method has been used to determine the regularization parameter.  For Fig. 3(a) there is 
no added noise (α = 0), and the exact and reconstructed current are in excellent agreement.  Note 
that λD > 0, due to the finite precision of the data.  For Fig. 3(b) α = 0.001, which is a noise level 
approximately equal to that typically obtained from the MOI technique49.  This is a relatively low 
noise level and results in very good agreement between the exact and reconstructed current as 
well, but note that λGCV has increased by more than fourteen orders of magnitude relative to the 
uncorrupted data.  Further increases in the added noise lead to larger values of λGCV, Fig. 3(c).  
Figure 3(d) is a 3D plot of noise corrupted data Bz with α = 0.2. The signal is barely 
distinguishable from the noise, but a good representation of the exact current distribution can still 
be obtained (Figs. 3(e) and 3(f)).  While it is unlikely that this extreme level of noise would ever 
be encountered measuring the magnetic field above a superconductor, it may be common in 
magnetic inversion problems in other areas, such as medical imaging.  It should be emphasized 
that no knowledge of the exact current distribution was used to obtain the reconstructed current 
in any of these examples, beyond the assumption of smoothness imposed by Ω[gλ].  The 
regularized solutions shown in Fig. 3(a,b,c,e, and f) were calculated using λGCV, the minimizer of 
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VGCV(λ), which depends only on the data and the integral kernel.  The minimizer of the true 
mean square error λD is also shown in Figs. 3(a,b,c, and f), and with the exception of the 
uncorrupted data (Fig. 3(a)) λGCV is within ~10% of λD in each case.  As the noise level is varied 
in Fig. 3, the optimal regularization parameter λD varies by nearly twenty-four orders of 
magnitude.  The regularized solution gλ is somewhat insensitive to small changes in λ, and 
varying λ by ~20% or more generally leads to negligible changes in gλ.  In this respect, Fig. 3 
demonstrates that λGCV can be an excellent approximation to λD.  For the uncorrupted data of Fig 
3(a), the success of the GCV method may appear to be somewhat dubious, since λGCV is nearly 
five orders of magnitude away from λD.  However, the figure clearly shows that the choice of 
λGCV provides excellent results.  For noiseless data, D(λ) generally exhibits a very shallow 
minimum, which results in a large range of values of λ (several orders of magnitude) that 
provide perfectly acceptable results.  Davies provides a maximum likelihood method for 
choosing the optimal value of λ that may provide better estimates of λD in the limit of clean 
data31, but otherwise led to under-smoothed solutions in numerical tests. 
 
 
3.3.  Comparison to other methods 
 
It is instructive to compare the performance of the present method to other methods under 
different test conditions.  The test conditions include uncorrupted (noiseless) data generated from 
a homogeneous current distribution and the more practical circumstance of noisy data and an 
inhomogeneous current distribution.  The methods for comparison are the present method, the 
Fourier-filtering method employed by Roth et al17 and the iterative CG method employed by 
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Wijngaarden et al18 (In Ref. 18 the CG method is referred to as CG-FFT).  The latter two 
methods are among the more successful in the literature and each exhibits a regularizing effect as 
well.   
 
 
3.3.1. Uncorrupted data with a homogeneous current distribution 
The first comparison is made using the homogeneous current distribution of Fig. 3 with 
uncorrupted (clean) data.  Figure 3(a) shows the results for the present method, and they are in 
excellent agreement.  Figure 4 shows the functions D(λ), VGCV(λ), and ρ(λ) for the data of Fig. 
3(a), where λD and λGCV have been marked with open circles.  ρ(λ) has been normalized by 
2
2;znm
B , and is a strictly increasing function of λ.  The values of λD and λGCV reveal that GCV 
may not be able to provide good estimates of λD in the limit of clean data, but because the 
minimum of D(λ) is extremely shallow in this instance, a very large range of values for λ 
produce equally acceptable results.  The minimum of D(λ) for this data set is D(λD) = 8.1µ10-8, 
but in this case any value of λ that gives D(λ) < 10-6 produces visually nearly identical results to 
those presented in Fig. 3(a).  Using the criterion D(λ) < 10-6, any value 10-25 < λ < ~7µ10-3 
produces equally acceptable results.  This is a range of over 27 orders of magnitude 
demonstrating that the present method is very insensitive to the value of λ for clean data. 
For the Fourier-filtering method of Roth et al17, a regularizing effect is achieved by low-pass 
filtering with a Hanning window.  For this method the approximate solution 
ck
g is given by Eq. 
(11) with the filter Zuv;λ replaced by ckuvZ ;  where  
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and the Boolean notation (x < y) has value 1 if true and 0 if false.  Here the cut-off frequency kc 
plays the role of the regularization parameter.  The normalized mean square error and residual 
norms for this method may be obtained by replacing gλ with ckg  in Eqs. (13) and (14) resulting 
in ρ(λ) → ρ(kc) and D(λ) → D(kc) respectively.  Figure 5(b) plots D(kc) and the normalized ρ(kc) 
function.  For kc = 0, ckg = 0 everywhere, and ρ(kc)/
2
2;znm
B  = D(kc) = 1.  The residual norm ρ(kc) 
is a constantly decreasing function of kc, and as kc → ∞, ckuvZ ;  → 1, and ρ(kc) → 0.  The mean 
square error D(kc) reaches a minimum value at kc = 1604 (marked with an open circle), which is 
the optimal regularization parameter in this instance.  Using the value of kc = 1604, the exact 
(light curve) and approximate (black curve) current distributions for this method are shown in 
Fig. 5(a), and are in excellent agreement.  Note that the minimum of D(kc) is again extremely 
shallow.  Using the same criterion D(kc) < 10-6, any value 135 < kc < 25000+  would have 
provided equally acceptable results.   
The iterative CG method also has a well-known regularizing (noise-filtering) effect, and in 
this method the number of iterations, k, acts as the regularizing parameter29,30.  Note that in this 
case the regularization parameter takes on only discrete (integer) values.  The exact form of the 
CG algorithm used here can be found in Refs. 18 and 50.  With k as the number of iterations, let 
gλ → gk, and as before, we define the residual and true mean square error norm for the CG 
method as ρ(λ) → ρ(k) and D(λ) → D(k) respectively.  For the CG method, besides choosing the 
optimal number of iterations k, an initial starting point for gk (k = 0) must be chosen.  Using 
gk=0 = 0, Fig. 5(d) shows the functions D(k) and the normalized residual norm for successive 
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iterations.  In this case, D(k=0) = ρ(k=0)/ 2
2;znm
B  = 1, and both functions exhibit a rapid initial 
decrease.  D(k) reaches a minimum at k = 40725 iterations, and again the minimum is very 
shallow.  The CG algorithm converged at ~100000 iterations in this example, and further 
iterations did not change the value of D(k).  Using the optimal value k = 40725 iterations, the 
exact (light curve) and approximate (black curve) current distributions for the CG method are 
shown in Fig. 5(c), and are in excellent agreement.  The function D(k) in Fig. 5(d) reaches values 
several orders of magnitude smaller than D(kc) or D(λ), though visually there is little difference 
between the solutions of Figs. 3(a), 5(a) and 5(c).  D(k) falls below 10-6 after only 19 iterations, 
and stopping the iterative CG procedure any time after 19 iterations would have produced 
visually equivalent results.  In Ref. 18, the starting value for gk=0 was Eq. (11) with Zuv;λ = 1.  
Using this starting value for gk=0 the results were nearly the same.  
In short, Figs. 3(a), 5(a) and 5(c) demonstrate that all three methods can produce excellent 
results with uncorrupted (noiseless) data.  They also show that all three methods are very 
insensitive to the choice of their respective parameters when the data is uncorrupted.  This 
insensitivity to the parameter value is one of the problems with testing a method with clean data, 
since it will be shown that choosing the correct parameter value is more critical with noisy data.  
Also, the minimum values and the shape of D(λ), D(k), and D(kc) are highly dependent on the 
precision of the data.  All the results presented in Figs. 3, 4, and 5 were computed with 16-digit 
arithmetic, and with that level of precision the ill-posedness of the problem is scarcely evident, 
and the CG method clearly produces superior results as measured by the functions D(λ), D(k), 
and D(kc).  When 8-digit arithmetic is used for the same problem, the present method of 
Regularization is superior, with D(λ) able to achieve smaller than values than either D(k) or 
D(kc). The minima of all three functions are less shallow using 8-digit arithmetic, though there is 
 17
still a significant insensitivity to the parameter values.  For noisy data, accuracy may be limited 
to 2-3 digits or less.  
 
3.3.2 Noisy data with an inhomogeneous current distribution 
 
While the present Regularization method, the Hanning filter method, and the CG method all 
perform extremely well with uncorrupted data, any effective comparison of methods must be 
performed with the more practical case of noisy data and an inhomogeneous current distribution.  
Figure 6(a) shows the chosen test current distribution while Fig. 6(b) presents the noisy data 
generated from the current distribution that will be used to test the multiple inversion methods.  
Note that that the data is corrupted with a very small amount of noise (σ2 = 0.001 max{|Bz|}), and 
that the added noise is barely detectable in the image.   
Figure 7(a) shows the results of the present method when applied to the data of Fig. 6(b).  
Current profiles through the center of the sample are shown for the exact (light curve) and 
approximate (black curve) current distribution, where λGCV was used to calculate the 
approximate solution.  The exact current profile is very well reconstructed, particularly where it 
is oscillating.  Shown in Fig. 7(b) are the GCV function VGCV(λ), the true mean square error 
D(λ), and the normalized residual norm ρ(λ).  The minimums of VGCV(λ) and D(λ) are marked 
with open circles.  The minimum of D(λ) is much sharper in this case, but the GCV method 
provides excellent results and λGCV is very close to λD.   Note that as λ → 0, ρ(λ) → 0 but D(λ) 
is far from its minimum value.  This demonstrates again that minimizing the residual norm ρ(λ), 
and hence finding the solution that best satisfies Eq. (3), is not an effective means for obtaining 
an approximate solution.  Here λD and λGCV are ~60% of their values for the data of Fig. 3(b), 
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even though the noise level is very similar.  The optimal value of λ is not only dependent on the 
noise present in the data, but also on the shape of the data and hence the shape of the current 
distribution.  
For the approximate solution in Fig. 7(c), the Hanning window method was employed.  The 
mean square error and normalized residual norms are plotted in Fig. 7(d).  D(kc) reaches its 
minimum value at kc = 131 (marked with an open circle), which is the optimal regularization 
parameter in this instance.  The minimum of D(kc) is much sharper here than in Fig. 5(b), and the 
approximate solution is much more sensitive to the choice of kc.  As an ad-hoc attempt to choose 
kc from the data, let Zuv;λ be replaced by ckuvZ ; in Eq. (15) and let VGCV(λ) → VGCV(kc).  The 
function VGCV(kc) is plotted in Fig. 7(d) as well, but the minimum of the ad-hoc GCV function 
(marked with an open circle) fails to provide an acceptable value of kc.  Another means of 
choosing kc from the data is the L-curve method47, but this method lead to over-smoothed results 
in numerical tests.  Jooss et al have shown that in many cases kc may simply be chosen 
empirically.16  However, here the value kc = 131 from the minimum of D(kc) was used to 
calculate the approximate solution (black curve) shown in Fig. 7(c), which is a very good 
approximation to the exact current profile (light curve).  The flat regions of the exact profile are 
perhaps better recovered than with the present method (Fig. 7(a)), though the oscillatory 
behavior is less well recovered.  Visually the solution may be equally acceptable to the results of 
the present method, but D(λGCV) reached a slightly smaller value than D(kc=131).  This is 
remarkable, as λGCV was determined automatically using only the data, while kc was chosen by 
directly minimizing the mean square error between the approximate and exact solutions (Eq. 14).  
In this instance, the filter derived from Regularization theory is superior to the Hanning window 
filter. 
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The results for the CG method are shown in Fig. 7(e).  For this example, the initial gk was 
again chosen to be zero everywhere.  With gk=0 = 0, Fig. 7(f) shows the functions D(k) and ρ(k) 
for successive iterations.  D(k) decreases with the number of iterations to a minimum value at 
k = 8, and then begins to increase.  Beyond k = 8, D(k) remains a strictly increasing function of k 
for at least an additional two thousand iterations.  The sharp minimum of D(k) demonstrates a 
much stronger dependence of the approximate solution on the number of iterations.  Initially, the 
kth iterate gk approaches the exact solution, but then diverges and becomes dominated by noise.  
This behavior of the CG method for noisy data is well known and is referred to as semi-
convergence29,30.  Due to the semi-convergent nature of the CG method, it is necessary to know 
when to ‘stop’ the iterative procedure.  This determination can be made empirically,18 but the 
GCV method is applicable in this case.  Observe that the minimum of D(k) is close to the first 
minimum of ρ(k).  As an approximation to the GCV function for the CG gradient method, 
Hansen gives 
 
( ) ( )( )2GCVV kNM
kk −
ρ≈ , (17) 
 
which is valid when NM >> k (Ref. 29).  When NM >> k, the denominator of Eq. (17) may be 
weakly stationary, and the first minimum of ρ(k) can provide a good estimate of the optimal 
number of iterations.  In this example, the minimum of D(k) occurred at 8 iterations, and the 
minimum of ρ(k) at 10 iterations.  The difference between D(k=8) and D(k=10) is not large, and 
Eq. (17) provides an acceptable estimate to the minimizer of D(k).  Figure 7(e) shows the exact 
current profile (solid light curve) and approximate current profiles (dotted and solid black 
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curves) for the CG method with k = 8.  Employing the method described in section 2.2 above for 
calculating the derivatives of gk results in the dotted curve in the Figure.  The current profile is 
dominated by noise, and the exact profile is poorly reproduced.  This is due to the large amount 
of noise that was present in the reconstructed stream function, gk=8.  Note that for the CG method, 
the normalized mean square error norm reached a minimum value of only 2.2µ10-3, whereas the 
for the present method and the Hanning window method values of 3.8µ10-6 and 9.8µ10-6 were 
obtained respectively.  This demonstrates that the CG method had much less of a regularizing 
effect than the other methods.  To compensate for the larger amount of noise, the method used to 
calculate the derivatives was then changed to have an increased smoothing effect.  The black 
curve of Fig. 7(e) was generated using nR = nL = 5 for a total of nR + nL + 1 = 11 data points fit to 
each quadratic polynomial for the calculation of the derivatives of gk.  Further increases in the 
values of nR and nL led to a reduced amount of noise in the flatter regions of the current profile, 
but the oscillatory behavior of the exact profile became poorly reproduced.  Of course, the exact 
current profile was used to determine the optimal nR and nL, defeating the purpose of using Eq. 
(17) to choose k.  For the application of Eq. (17) the initial guess of gk=0 = 0 is required.  For the 
proposed starting value for gk=0 in Ref. 18, D(k) after one iteration was more than 106 and did not 
fall below 106 in an additional five thousand iterations.  Therefore within five thousand 
iterations, no acceptable solution was found using Eq. (11) with Zuv;λ = 1 as the starting value for 
gk=0.  A variant of the CG algorithm, CGNE (Ref. 29), provided a superior regularizing effect, 
achieving a minimum of D(k) of 7µ10-5 after only 34 iterations.  However, this is still inferior to 
the regularizing effects of the present and Hanning window methods. 
 
3.4.  Other Geometries 
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All the examples presented so far have been for thin films using the concept of sheet currents 
in the fully penetrated state.  It is interesting to consider the performance of the techniques in 
other geometries as well.  Figure 8 provides an example of flux screening at a relatively low 
magnetic field.  In this example, the sample is an infinite strip of width 256 µm and thickness 0.3 
µm.  The magnetic field data was calculated analytically (using the formula present in Ref. 21) at 
a height of z = 3 µm above the sample surface.  The inset to the Figure shows the Bz profile at the 
sample surface, z = 0.  No noise was added to the data, and the exact current profile is plotted in 
the figure (solid curve) along with the results for the Hanning window (dotted curve), CG (short-
dash curve), and present (long-dash curve) methods.  For the present method, λ was chosen using 
GCV, and for the Hanning window and CG methods kc and k were chosen from the minima of 
D(kc) and D(k) respectively. All four profiles are nearly overlapping, and all methods perform 
equally well in the limit of flux screening with clean data.  For noise-corrupted data, 
performance was similar to that shown in Fig. 7, and λGCV again provided excellent estimates of 
λD. 
In numerical tests with slab geometry, the present method obtained results of quality equal to 
those for thin film geometry, including the performance of the GCV method.  Using slab 
geometry, Regularization and GCV have previously been applied to determine supercurrents in 
BiSrCaCuO (BSCCO) tapes.1,4 
 
3.5  Influence of the measurement height z 
 
The degree of ill-posedness of Eq. (3) is controlled in large part by the measurement height, 
z.  As z increases, the kernel K becomes smoother and the problem becomes more ill-posed.  
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Consequently, for increasing z, a greater degree of regularization (filtering) will be required, 
resulting in reduced accuracy and spatial resolution.  All three methods explored in this work 
(Regularization, Hanning window, and CG methods) performed equally well in the clean data 
limit over a large range of values of z.  This may appear contrary to the results of Ref. 18, but the 
comparisons made in that work are not representative of either the present method or the 
Hanning window method but rather with direct Fourier deconvolution (no regularization) 
equivalent to Zuv;λ = 1 in Eq. (11).  For noisy data, the present method and the Hanning window 
method produced similar results (when the optimal kc was known) at each value of z, and the CG 
method exhibited an insufficient regularizing effect.  Figure 9 demonstrates the influence of z on 
the approximate solution using the present method and the current distribution of Fig. 3.  In Fig. 
9, λD (triangles) and D(λD) (circles) are shown as a function of z for uncorrupted data (bottom 
two curves) and for noise corrupted data (top two curves) with σ2 = 0.001 max{|Bz|} (as in Fig. 
3(b)).  For both the uncorrupted and corrupted data it can be seen that D(λD) is an increasing 
function of z, and hence solution quality is decreasing.  Note that noisy data and a small value of 
z may provide better results than clean data (with 16-digits of precision) and a larger z.  The 
behavior of λD in the plot may appear counter-intuitive; as z increases, the problem becomes 
more ill-posed and more regularization is required, which would suggest λD should be an 
increasing function of z.  While λ controls the trade off between the residual norm ρ(λ) and the 
smoothing norm Ω[gλ], z has a large influence on the magnitude of ρ(λ).  This can be understood 
by noting that 
2
2;znm
B  diminishes rapidly with increasing z.  Therefore, even though λD is not an 
increasing function of z in Fig. 9, the values of λD do give more weight to the smoothing norm 
Ω[gλ] in Eq. (7) as z increases.   
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In practice, in may be difficult to know accurately the measurement height.  In the MOI 
technique for example, the indicator film itself may be 1-5 µm thick51,52, so the correct value of z 
to use may not be clear.  Also, the separation between the indicator film and the sample surface 
in the MOI technique, or sensor to sample distance in the scanning Hall probe method, may be 
difficult to quantify.  Figure 10 examines the effect of error in the value of the measurement 
height z used for the integral kernel K.  Using the homogeneous current distribution of Fig. 3, 
data Bz was generated at a height z = 5 µm above the sample surface.  No noise was added to the 
data.  For the inversion, ‘guess’ values zg = 1, 3, 5, 5.5, and 6 µm were used.  The present method 
of Regularization with GCV was used for the inversion.  Current profiles through the center of 
the sample for each value of zg are shown in the Figure.  For zg = 5 µm, the results are the same 
as that of Fig. 3(a).  When the true value of z is underestimated (zg < 5 µm), the value of the 
current density is generally underestimated and the current distribution appears over-smoothed.  
When z is overestimated (zg > 5 µm), large spikes occur in the profile at the sample edges and 
where the current changes sign, and current is observed outside of the sample opposite in 
direction to the current just inside the sample.  This suggests a procedure to determine the 
measurement height z.  The guess value of z (zg) used in the kernel may be overestimated, and 
then reduced until the current flowing outside the sample (in direction opposite to the current 
flowing inside the sample) is just reduced to zero.  Johansen et al have shown that current may 
be observed outside of the sample when the Bz data is obtained via the MOI technique, due to 
errors in Bz caused by the in-plane field effect of the indicator film.21 Laviano et al propose an 
iterative procedure to correct for this effect.51  A combination of the iterative procedure of that 
work, and the procedure described here, may be useful to estimate the effective value of z when 
the Bz data is obtained via the MOI technique and a good a priori estimate of z is not known.   
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4. Discussion 
 
There is a significant difference in the behavior of the Hanning window, CG, and 
Regularization methods for uncorrupted and corrupted data.  For uncorrupted data, the methods 
are very insensitive to the choice of their respective parameters, and excellent results can be 
obtained by all methods.  However, the magnetic inverse problem exhibits an inherent instability 
for noisy data, and the ill-posed nature of Eq. (3) is not very apparent when uncorrupted, high 
precision data is used.  For corrupted data, the ill-posed nature of Eq. (3) is clear as evidenced by 
the behavior of D(λ), D(kc) and D(k) in Figs. 7(b), (d), and (f).  The minima of D(λ), D(kc) and 
D(k) are much sharper, making a good choice of λ, kc, or k (and hence the degree of 
regularization) more important.  Since any experimental technique for making a spatially 
resolved Bz measurement (i.e. MOI or Hall probes) exhibits some level of noise, the performance 
of any method to resolve Eq. (3) should be evaluated under such a noise level, where the ill-
posedness of the problem is apparent.   
For the present method of Regularization (and for the CG method), GCV provides a 
remarkable means of choosing the optimal parameter automatically from the Bz data.  For the 
Hanning window method, no automated means of choosing kc was found, meaning that kc needs 
to be determined empirically.  In many cases, one has a well defined ‘guess’ of the true current 
distribution, and choosing kc empirically can yield excellent results.16,51  However, when the 
underlying current distribution is significantly varying on length scales approaching the spatial 
resolution of the Bz measurement (as in BSCCO tapes1,4), it is this author’s experience that in 
determining λ empirically, it can be rather subjective to establish the right balance between 
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spatial resolution and noise filtering.  In such an instance, there is a significant advantage to be 
able to apply the statistical considerations of the GCV method to determine the optimal 
parameter value.  There are limitations to the GCV method, however.  It was shown in Figs. 3 
and 4 and the GCV may fail in the clean data limit.  Also, as GCV is a statistical method, it may 
also fail in the limit of a small sample size (small number of grid points).45  In numerical tests, Nx 
= Ny = 64 or more was sufficient get excellent results.  
In this work, Jx and Jy were determined by application of Eq. (2) to the approximate stream 
function, g.  This method of calculating Jx and Jy was chosen for ease of comparison amongst the 
different methods.  However, it has been shown that Jx and Jy may be determined directly from 
the data, without first calculating an approximation for g.16,17  For example, for a thin film of 
finite thickness a, Jx can be determined directly by using the integral kernel 
 
( ) ( ) ( )wazx ew
aw
v
uvivuK 222
2
0 sinh
2
, −−⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−= πππ
µ) , (18) 
 
where 22 vuw += , and as before, ˆ denotes a Fourier transform and z is the height of the Bz 
measurement above the sample surface.  Inserting xK
)
for K
)
in Eq. (9) will yield Jx instead of gλ.  
The GCV method may now be applied (using the kernel xK
)
) to determine the optimal value of λ 
for resolving Jx directly from the data.  GCV produces excellent results in this instance as well, 
and allows all the noise filtering for the current components to be determined through statistical 
means, rather than applying smoothing polynomials to determine the derivatives of g as 
described in Sec. 2.2.  It can be seen from the integral kernels that resolving Jx from the data is a 
slightly more ill-posed problem than resolving g, and the values of λGCV for each are not 
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expected to be the same, even though the data set (Bz) is.  Once Jx has been determined, Jy may 
be found from 
 
v
uJJ xy
)) −= . (19) 
 
Note that determining Jy from Jx (or vice versa) is not an ill-posed problem. 
 The Regularization theory presented in this study was employed using the DFT.  This 
provides a very simple and computationally efficient implementation of Regularization and 
GCV.  However, the DFT has its implementation issues.  The DFT introduces a periodic 
continuation of the resolved solution (g or Jx) that requires Bz to be measured over an area 
significantly greater than the sample size (about twice the width of the sample).  Also, edge 
effects may give rise to spurious Fourier components.  These and other issues of the Fourier 
method are discussed in more detail in Refs. 16 and 18.  Due to these issues, there may be 
circumstances where it is preferred to implement Regularization theory with matrix inversion 
methods rather than through Fourier de-convolution.  In fact, this is the general case, as only 
special cases of ill-posed problems (such as convolution equations) offer the opportunity to use 
Fourier methods.  Minimizing the regularization functional of Eq. (7) is equivalent to solving the 
linear system 
 
( ) zBKgLLKK TTT =+ λ  (20) 
 
for g.  Here the assumption of the smoothness of g is incorporated through L.  For the one-
dimensional case, the second derivative operator is the tridiagonal matrix 
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which is equivalent to Eq. (8).  Eq. (20) is well-posed and may be inverted directly yielding 
 
z
1
λλ BKAg
T−=  (22) 
 
where LLKKAλ
TT λ+= .  In this case the preferred form of the GCV function is29 
 
( ) ( )2
2
2
GCV
trace
λV
#
zλ
KAI
BKg
−
−=  (23) 
 
where T1λ
# KAA −= .  As an alternative to Eq.(22), one may define zBKb T= , which allows Eq. 
20 to be written as 
 
bgAλ = . (24) 
 
The CG method may now be applied to Eq. (24).  This requires determination of both λ and the 
stopping index k, but it allows the regularizing effects of both methods to be incorporated.53,54     
Finally, discussion of the speed of the various methods is deserved.  The Fast Fourier 
Transform (FFT) is an algorithm for computing the DFT, and the FFT can certainly be employed 
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where appropriate.  Obvious symmetries in K(x,y) may also be exploited to save computation 
time and storage space, though no attempt to do so was made in this work.  It is well known that 
the time taken to compute the 2D FFT scales as N2M2 log2(NM) (Ref. 46), but quoting such 
scaling factors may be misleading.  For N = M = 512 the total time taken to compute the NµM 
arrays gλ, Jx, Jy, and J  from an N×M Bz data array was less than 25 seconds in 16-digit 
arithmetic on a Sun Blade 100 500 MHz UltraSPARC-Iie coded in FORTRAN.  Employing the 
FFT algorithm, the time taken to compute the DFTs of K and Bz, and the multiplication and 
IDFT required by Eq. (11), was only 22% of the total time taken to resolve gλ, Jx, Jy, and J  
from the data.  Only 7% of the total time taken was used to determine the minimum of VGCV(λ), 
and the remainder of the time (71%) was expended through file I/O, calculation of Jx, Jy, and J  
from gλ, and miscellany.  The Hanning window method is just as quick if a good value of kc is 
known a priori.  If kc needs to be determined empirically, Eq. 3 must be resolved repeatedly for 
each ‘guess’ value of kc.  In that case, there is a speed advantage to the present method, since 
λGCV is determined before an approximate solution is produced.  For the CG method, the 
calculation of one N×M DFT and one N×M IDFT are required for each iteration, which is 
significantly slower than the other two methods, though the speed of the CG method (as 
implemented in Ref. 18) scales in the sample size NM equivalently to FFT methods.  In any case, 
speed should be less of an issue than accuracy.  
 
4. Conclusion 
In summary, Regularization and GCV have been successfully applied to the problem of 
resolving 2D currents in superconductors from a 2D magnetic field measurement.  The 
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Regularization method produced excellent results over a large range of signal to noise ratios, and 
the GCV method was highly successful in choosing the regularization parameter automatically 
and objectively, from statistical considerations.  Direct implementation of the CG method 
produces superior results with high precision data, but here it was not found to have a sufficient 
regularizing effect for practical noise levels.  However, the direct CG method can successfully 
employ GCV for choosing the stopping index.  The Hanning window method exhibits a 
sufficient regularizing effect for noisy data, producing results nearly equivalent to the present 
method when a good value of kc is known.  Unfortunately, kc must be determined empirically at 
present.  The results of this study also show that any method for resolving Eq. (3) should be 
tested with noisy data.   
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Figure Captions 
 
 
Figure 1.  The geometry of the magnetic inverse problem.  The data Bz is assumed to measured 
on a rectangular grid of NµM data points a height z above the surface of the sample with grid 
spacing of ∆x and ∆y in the x and y directions respectively.  The surface of the sample is parallel 
to the measurement plane.  The sample is of arbitrary shape with uniform thickness a, which may 
be zero when the concept of sheet currents is used or infinite in the case of slab geometry. 
 
Figure 2.  L-curve demonstrating the trade off between Ω[gλ] and ρ(λ) imposed by the 
regularization functional.  For this example the concept of sheet currents was used, and a 
512µ512 point grid of Bz data with ∆x = ∆y = 1 µm was generated from a uniform square sample 
of size 200 x 200 µm at a height of z = 5 µm above the sample surface.  The data Bz where 
corrupted with gaussian white noise of variance σ2 = 0.01 max{|Bz|}.  The parameter λ varies 
from 10-6 in the upper left portion of the plot to 109 in the lower right.  The inset shows the same 
data on a linear scale.  The optimal value of λ, λD, is marked with an open circle.  λD often lies in 
the corner of the L-curve.  Solutions with λ < λD represent under-smoothed solutions, and 
solutions with λ > λD represent over smoothed solutions.   
  
Figure 3.  Reconstructed current distributions for a uniform square thin film with varying 
amounts of added noise.  For this example the concept of sheet currents was used, and a 
512µ512 point grid of Bz data with ∆x = ∆y = 1 µm was generated from a uniform square sample 
of size 200µ200 µm at a height of z = 5 µm above the sample surface.  The data Bz were 
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corrupted with gaussian white noise of variance σ2 = α max{|Bz|}.  a) Linear profile through the 
center of the sample for both the reconstructed current (black curve) and the exact current (light 
curve).  b) same as a) with α = 0.001  c) same as a) with α = 0.01  d) A 3D plot of the data Bz 
after being corrupted with noise with α = 0.2.  The signal is barely distinguishable from the 
noise.  The linear profile in the inset shows the uncorrupted data.  e) The streamlines of the 
reconstructed current for the noisy data of d).  The exact streamlines are uniformly spaced 
concentric squares.  f) same as a) with α = 0.2. 
 
Figure 4.  The functions D(λ), VGCV(λ), and ρ(λ) for the present method using the uncorrupted 
data generated from the homogenous current distribution of Fig. 3.   
 
Figure 5.  Application of the Hanning window and CG methods for the uncorrupted data of Fig. 
3.  a) Linear profiles through the center of the sample for the reconstructed current obtained 
using the Hanning window method (black curve) and for the exact current (light curve).  b) The 
functions D(kc) and the normalized ρ(kc) for the uncorrupted data of Fig. 3.  c) Linear profiles 
through the center of the sample for the reconstructed current obtained using the CG method 
(black curve) and for the exact current (light curve).  d) The functions D(k) and the normalized 
ρ(k) for the uncorrupted data of Fig. 3.   
 
Figure 6.  An inhomogeneous current distribution and corresponding noisy Bz data to be used in 
the comparison of the different inversion methods.  For this distribution the concept of sheet 
currents was used.  a) A density plot showing the absolute value of the critical current for the test 
distribution.  The sample is 256µ256 µm in size.  b) A 3D plot of the noisy data for the current 
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distribution of a).  The clean data was generated on a 512µ512 grid with ∆x = ∆y = 1 µm at a 
height of z = 5 µm above the sample surface.  The clean data was then corrupted with gaussian 
white noise of variance σ2 = 0.001 max{|Bz|}.   
 
Figure 7.  Comparison of the present method of Regularization to the Hanning window and 
iterative CG methods using the noisy data of Fig. 6(b).   a) The exact (light curve) and 
reconstructed (black curve) current profiles for the present method of Regularization.  b) The 
functions VGCV(λ),  D(λ), and the normalized ρ(λ) for the Regularization method.  c) Same as a) 
for the Hanning window method.  d) Same as b), with respective VGCV(kc), D(kc) and ρ(kc) 
functions.  e) Same as a) for the CG method.  The light-dotted and solid-black curves both 
represent the approximate solution for the CG method, with different methods used for 
calculation of the derivatives.  For the dotted curve, nR = nL = 2, and for the black curve nR = nL = 
5.   f)  Same as a) with respective D(k) and ρ(k) functions. 
 
Figure 8.  Comparison of the present method of Regularization, the Hanning window method, 
and the CG method for a case of flux screening at low magnetic fields.   The exact (solid black 
curve) profile is shown, along with the results for the Hanning window (dotted curve), CG 
(short-dash curve), and present (long-dash curve) methods.  The four profiles are nearly 
overlapping.  The Bz data for inversion was calculated analytically on a 512µ512 grid at a height 
of z = 3 µm above the sample surface with ∆x = ∆y = 1 µm.  The sample was 0.3 µm thick, 256 
µm wide, and extended beyond the measurement window in the ≤x directions.  The sample Jc 
was 1 MA/cm2 and the applied field was 0.2 mT.  The inset shows the profile of Bz for z = 0.   
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Figure 9.  Influence of the measurement height z on λD and D(λD).  For the bottom two curves, 
the uncorrupted data of Fig. 3 was used.  For the top two curves, the same data was corrupted 
with gaussian white noise of variance σ2 = 0.001 max{|Bz|}.  The triangles represent the values of 
λD and the circles the values of D(λD).    
 
Figure 10.  The effect of ‘guessing’ the wrong value of z on the approximate solution.  For this 
example the uncorrupted data of Fig. 3 was used.   Current profiles resolved from this data are 
shown, assuming measurement heights of 1, 3, 5, 5.5, and 6 µm.  The exact current distribution 
is shown as a solid black line, and the exact measurement height is z = 5 µm.   
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