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PHASE SEPARATION DYNAMICS IN ISOTROPIC
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Abstract. Lithium-ion batteries exhibit complex nonlinear dynamics, resulting from diffusion
and phase transformations coupled to ion intercalation reactions. Using the recently developed Cahn-
Hilliard reaction (CHR) theory, we investigate a simple mathematical model of ion intercalation in
a spherical solid nanoparticle, which predicts transitions from solid-solution radial diffusion to two-
phase shrinking-core dynamics. This general approach extends previous Li-ion battery models, which
either neglect phase separation or postulate a spherical shrinking-core phase boundary, by predicting
phase separation only under appropriate circumstances. The effect of the applied current is captured
by generalized Butler-Volmer kinetics, formulated in terms of diffusional chemical potentials, and
the model consistently links the evolving concentration profile to the battery voltage. We examine
sources of charge/discharge asymmetry, such as asymmetric charge transfer and surface “wetting”
by ions within the solid, which can lead to three distinct phase regions. In order to solve the fourth-
order nonlinear CHR initial-boundary-value problem, a control-volume discretization is developed
in spherical coordinates. The basic physics are illustrated by simulating many representative cases,
including a simple model of the popular cathode material, lithium iron phospate (neglecting crystal
anisotropy and coherency strain). Analytical approximations are also derived for the voltage plateau
as a function of the applied current.
Key words. nonlinear dynamics, Cahn-Hilliard reaction model, Butler-Volmer kinetics, inter-
calation, phase separation, surface wetting, Li-ion battery, nanoparticles, lithium iron phosphate
AMS subject classifications.
1. Introduction. The discovery of lithium iron phosphate (LixFePO4, LFP) as
a cathode material for lithium-ion batteries has led to unexpected breakthroughs in
the mathematical theory of chemical kinetics coupled to phase transformations [10].
Since its discovery in 1997 as a “low power material” with attractive safety and
economic attributes [62], LFP has undergone a remarkable reversal of fortune to
become the cathode of choice for high-power applications [70, 44, 68], such as power
tools and electric vehicles [63, 78], through advances in surface coatings and reduction
to nanoparticle form.
A striking feature of LFP is its strong tendency to separate into stable high den-
sity and low density phases, indicated by a wide voltage plateau at room temperature
[62, 70] and other direct experimental evidence [29, 76, 30, 1, 61, 19]. Similar phase-
separation behavior arises in many other intercalation hosts, such as graphite, the
typical lithium insertion anode material, which exhibits multiple stable phases. This
has inspired new approaches to model the phase separation process coupled to elec-
trochemistry, in order to gain a better understanding of the fundamental lithium-ion
battery dynamics.
The first mathematical model on two-phase intercalation dynamics in LFP was
proposed by Srinivasan and Newman [66], based on the concept of a spherical “shrink-
ing core” of one phase being replaced by an outer shell of the other phase, as first
suggested by Padhi et al. [62]. By assuming isotropic spherical diffusion, the sharp,
radial “core-shell” phase boundary can be moved in proportion to the current. This
single-particle model was incorporated into traditional porous electrode theory for
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Li-ion batteries [32, 58] with Butler-Volmer kinetics and concentration dependent dif-
fusivity and fitted to experiments. The shrinking-core porous-electrode model was
recently extended and refitted by Dargaville and Farrell [24].
In recent years, the shrinking-core hypothesis has been called into question be-
cause different phase behavior has been observed experimentally [48, 17, 1, 30, 19]
and predicted theoretically [10]. It has become clear that a more realistic parti-
cle model must account for two-phase thermodynamics [39, 65, 50, 49, 80], crystal
anisotropy [65, 3, 67], coherency strain [20], surface energy [21], and reaction limita-
tion in nanoparticles [65, 3, 2], and electrochemical interactions between large numbers
of such particles in porous electrodes [36, 4, 37, 60]. In larger, micron-sized particles,
the shrinking-core model may still have some relevance due to solid diffusion limita-
tion and defects (such as dislocations and micro cracks) that can reduce coherency
strain [65, 12, 26]. Moreover, diffusion becomes more isotropic in larger particles
due to the increased frequency of point defects, such as channel-blocking Fe anti-site
defects in LFP [52].
Regardless of the details of the model, fundamental questions remain about the
dynamics of phase separation driven by electrochemical reactions, even in the simplest
case of an isotropic strain-free spherical particle. When should we expect core-shell
phase separation versus pure diffusion in a solid solution? What other transient phase
morphologies are possible? How are reaction kinetics affected by phase separation?
Traditional battery models, which place artificial spherical phase boundaries and as-
sume classical Butler-Volmer kinetics, are not able to answer these questions.
In this article, we formulate a simple mathematical model that captures the es-
sential features of bulk phase separation coupled to Faradaic intercalation reactions in
a single solid nanoparticle. The model is based on a recently developed mathematical
theory of chemical reaction and charge transfer kinetics based on nonequilibrium ther-
modynamics [10], which we review in Section 2. In the case of an isotropic, strain-free
spherical particle, the resulting Cahn-Hilliard reaction (CHR) equations are formu-
lated for Butler-Volmer (BV) kinetics and regular solution thermodynamics in Section
3. The model predicts smooth concentration profiles limited by radial diffusion with
smooth voltage profiles versus state of charge in cases of solid-solution thermodynam-
ics (Section 4) and radial phase separation with a flat voltage plateau in cases of two
stable phases (Section 5), which are strongly affected by surface wetting (Section 6).
After summarizing the results, in Section 7 we present the control-volume numerical
scheme for the CHR model that allows us to accurately solve this stiff fourth-order
nonlinear initial-boundary-value problem.
2. Background. A systematic approach to describe chemical kinetics coupled to
phase transformations has recently been developed by Bazant [10], based on nonequi-
librium thermodynamics. The theory leads to a general reaction-diffusion equation of
the form,
(2.1)
∂ci
∂t
= ∇ ·
(
Mici∇δG
δci
)
+Ri
({
δG
δcj
})
where ci is the concentration, Mi the mobility, and Ri the volumetric reaction rate
of species i, assuming homogeneous kinetics. The diffusive flux (second term) and
the reaction rate (third term) are both expressed in terms of diffusional chemical
potentials,
(2.2) µi =
δG
δci
2
defined as variational derivatives of the total free energy functionalG[{ci}]. Physically,
µi(x) is free energy required to add a continuum “particle” (delta function) of species
i to the system at position x.
For the conversion of reactants {Ar} to products {Bp}, given that the stoichio-
metric coefficients are sr and sp for reactants and products, respectively,
(2.3)
∑
r
srAr →
∑
p
spBp,
assuming thermally activated kinetics, the reaction rate has the general variational
form,
(2.4) R =
k0
γ‡
[
exp
(∑
r
sr
kBT
δG
δcr
)
− exp
(∑
p
sp
kBT
δG
δcp
)]
where γ‡ is the activity coefficient of the transition state and Ri = ±siR (+ for
products, − for reactants). A mathematical model of the general form (2.1) was
perhaps first proposed by Hildebrand et al. to describe nanoscale pattern formation
in catalytic surface reactions [42, 41] and corresponds to specific models for the free
energy (G) and the transition state (γ‡). In the case of electrochemical reactions
involving ions and electrons, different assumptions that also account for electrostatic
energy lead to Bazant’s generalizations of the classical Butler-Volmer and Marcus
theories of charge transfer for concentrated solutions and solids [10]. Fehribach and
O’Hayre [35] and Lai and Cuicci [50, 51] have also recently recast the Butler-Volmer
equation in terms of electrochemical potentials, but without relating the exchange
current to chemical activities or using the general variational formulation (2.2).
The variational reaction-diffusion equation (2.1) unifies the Cahn-Hilliard and
Allen-Cahn equations from phase-field modeling in a general formulation of non-
equilibrium chemical thermodynamics for reacting mixtures. These classical equa-
tions, widely used in materials science and applied mathematics [5], are special cases
of Eq. (2.1) that correspond to rate limitation by diffusion,
(2.5)
∂c
∂t
= ∇ ·
(
Mc∇δG
δc
)
(Cahn-Hilliard)
or by linear reaction kinetics for a small thermodynamic driving force,
(2.6)
∂c
∂t
= −k δG
δc
(Allen-Cahn)
respectively [65, 10]. The general equation (2.1) can be applied to many problems in
chemical or electrochemical dynamics [10]. In the case of ion intercalation in Li-ion
battery nanoparticles, it has mainly been studied in two limiting cases.
For reaction-limited anisotropic nanoparticles, the general theory can be reduced
to the Allen-Cahn reaction (ACR) equation,
(2.7)
∂c
∂t
= R
({
δG
δc
})
(ACR)
for the depth-averaged ion concentration c(x, y) along the active surface where inter-
calation reactions occur, as shown by Bai et al. [3] and Burch [11], building on the
seminal paper of Singh et al. [65]. The ACR model has been applied successfully
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to predict experimental data for LFP, using generalized Butler-Volmer kinetics and
accounting for coherency strain, by Cogswell and Bazant [20, 21, 10]. An impor-
tant prediction of the ACR model is the dynamical suppression of phase separation
at high rates [3, 20], as it becomes favorable to spread reactions uniformly over the
particle surface, rather than to focus them on a thin interface between stable phases.
The ACR model has also been used to predict a similar transition in electrochemical
deposition of Li2O2 in Li-air battery cathodes, from discrete particle growth at low
currents to uniform films at high currents [43].
For larger particles, the Cahn-Hilliard reaction (CHR) model,
(2.8)
∂c
∂t
+∇ · F = 0, F = −Mc∇δG
δci
, −nˆ · F = R
({
δG
δc
})
(CHR)
describes bulk phase separation driven by heterogenous reactions, which are localized
on the surface and described by a flux matching boundary condition [10]. This general
model was first posed by Singh, Ceder and Bazant [65] but received less attention until
recently. For Butler-Volmer kinetics, Burch and Bazant [12, 11] and Wagemaker et
al. [71] solved the CHR model in one dimension to describe size-dependent miscibility
in nanoparticles. Dargaville and Farrell [26, 23] first solved the CHR in two dimensions
(surface and bulk) for a rectangular particle using a least-squares based finite-volume
method [25] and examined the transition to ACR behavior with increasing crystal
anisotropy and surface reaction limitation. They showed that phase separation tends
to persist within large particles, similar to the shrinking core picture, if it is not
suppressed by coherency strain and/or fast diffusion perpendicular to the most active
surface.
3. Cahn-Hilliard Reaction Model. In this work, we solve the CHR model
with generalized Butler-Volmer kinetics for a spherical host particle with the inter-
calated ion concentration varying only in the radial direction. Spherical symme-
try is also the most common approximation for solid diffusion in traditional Li-ion
battery models [32, 79]. This simple one-dimensional version of the CHR model is
valid for large, defective crystals with negligible coherency strain and isotropic diffu-
sion [65, 11, 26, 23]. It may also be directly applicable to low-strain materials such
as lithium titanate [59], a promising long-life anode material [77]. We simulate phase
separation dynamics at constant current, which sometimes, but not always, leads to
shrinking-core behavior. Related phase-field models of isotropic spherical particles,
including the possibility of simultaneous crystal-amorphous transitions, have also been
developed and applied to LFP by Tang et al. [69, 68], Meethong et al. [53, 54, 55],
and Kao et al [45], but without making connections to charge-transfer theories from
electrochemistry. Here, we focus on the electrochemical signatures of different modes
of intercalation dynamics – voltage transients at constant current – which are uniquely
provided by the CHR model with consistent Butler-Volmer reaction kinetics [10]. We
also consider the nucleation of phase separation by surface wetting [3], in the absence
of coherency strain, which would lead to a size-dependent nucleation barrier [21] and
symmetry-breaking striped phase patterns [31, 20].
3.1. Model formulation. Consider the CHR model (2.8) for a spherical, isotropic,
strain-free, electron-conducting particle of radius Rp with a concentration profile
c(r, t) of intercalated ions (number/volume). As first suggested by Han et al. for
LFP [39], we assume the chemical potential of the Cahn-Hilliard regular solution
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model [16, 13, 14],
(3.1) µ = kBT ln
(
c
cm − c
)
+ Ω
(
cm − 2c
cm
)
− κ
c2m
∇2c,
where kB is Boltzmann’s constant, T the absolute temperature, Ω the enthalpy of
mixing per site, κ the gradient energy penalty coefficient, Vs the volume of each
intercalation site, and cm = V
−1
s is the maximum ion density. Although we account
for charge transfer at the surface (below), we set the bulk electrostatic energy to zero,
based on the assumption each intercalated ion diffuses as a neutral polaron, coupled
to an adjacent mobile electron, e.g. reducing a metal ion such as Fe3+ + e− → Fe2+
in LFP. (For semiconducting electrodes, imbalances in ion and electron densities lead
to diffuse charge governed by Poisson’s equation in the CHR model [10].)
The mobility M in the flux expression (2.8) is related to the tracer diffusivity
D by the Einstein relation, D = MkBT . For thermodynamic consistency with the
regular solution model, the tracer diffusivity must take into account excluded sites
(3.2) D = D0
(
1− c
cm
)
= MkBT
where D0 is the dilute-solution limit, which leads to the “modified Cahn-Hilliard
equation” [57]. This form also follows consistently from our reaction theory, assuming
that the transition state for solid diffusion excludes two sites [10].
At the surface of the particle, R = Rp, the insertion current density I(t) is related
to the voltage V (t) and surface flux density F (Rp, t), where F = FRˆ is the radial
flux. By charge conservation, the current is the integral of the surface flux times the
charge per ion ne,
(3.3) I = −neF (Rp, t),
where e is the electron charge. Electrochemistry enters the model through the current-
voltage relation, I(V, c, µ), which depends on c and µ at the surface. Here, we adopt
thermodynamically consistent, generalized Butler-Volmer kinetics for the charge-transfer
rate [10], given below in dimensionless form.
We also impose the “natural” or “variational” boundary condition for the fourth-
order Cahn-Hilliard equation,
(3.4)
∂c
∂r
(Rp, t) = c
2
m
∂γs
∂c
,
where γs(c) is the surface energy per area, which generally depends on ion concentra-
tion. The natural boundary condition expresses continuity of the chemical potential
and controls the tendency for a high or low concentration solid phase to preferen-
tially “wet” the surface from the inside [15, 21]. Together with symmetry conditions,
F (0, t) = 0 and ∂c∂R (0, t) = 0, we have the required four boundary conditions, plus the
current-voltage relation, to close the problem.
3.2. Dimensionless equations. To nondimensionalize the system, we will use
several basic references to scale the model, which include the particle radius Rp for the
length scale, the diffusion time
R2p
D0
for the time scale, the maximum ion concentration
cm for the concentration scale and the thermal energy kBT for any energy scale. The
dimensionless variables are summarized in Table 3.1.
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Table 3.1
Dimensionless variables in the CHR model.
c˜ = ccm t˜ =
D0
R2p
t r˜ = rRp ∇˜ = Rp∇ F˜ =
Rp
cmD0
F
µ˜ = µkBT Ω˜ =
Ω
kBT
κ˜ = κR2pcmkBT
I˜ =
Rp
cmneD0
I I˜0 =
Rp
cmneD0
I0
η˜ = ekBT η V˜ =
eV
kBT
V˜ Θ = eV
Θ
kBT
γ˜s =
γs
RpcmkBT
β = 1κ˜
∂γ˜s
∂c˜
With these definitions, our model takes the dimensionless form,
∂c˜
∂t˜
= − 1
r˜2
∂
∂r˜
(
r˜2F˜
)
(3.5)
F˜ = −(1− c˜)c˜ ∂µ˜
∂r˜
(3.6)
µ˜ = ln
c˜
1− c˜ + Ω˜(1− 2c˜)− κ˜∇˜
2c˜(3.7)
∂c˜
∂r˜
(0, t˜) = 0,
∂c˜
∂r˜
(1, t˜) = β(3.8)
F˜ (0, t˜) = 0, F˜ (1, t˜) = I˜ .(3.9)
In order to relate the current to the battery voltage, we assume generalized Butler-
Volmer kinetics [10],
I˜ = I˜0
(
e−αη˜ − e(1−α)η˜
)
(3.10)
η˜ = µ˜+ V˜ − V˜ Θ(3.11)
I˜0 = c˜
α(1− c˜)1−αeα(Ω˜(1−2c˜)−κ˜∇2c˜) = (1− c˜)eαµ˜(3.12)
where I˜ is the nondimensional insertion current density (per area), I˜0 the nondimen-
sional exchange current density, α the charge transfer coefficient, η˜ the nondimensional
surface or activation overpotential, V˜ the nondimensional battery voltage, and V˜ Θ the
nondimensional reference voltage for a given anode (e.g. Li metal) when the particle is
homogeneous at c˜ = 12 . The derivation of this rate formula assumes that the transition
state for charge transfer excludes one surface site, has no enthalpic excess energy, and
has an electrostatic energy (1− α) times that of the electron plus the ion in the elec-
trolyte. It is common to assume α = 12 , but we will relax this assumption below. In
equilibrium, η˜ = 0, the interfacial voltage, ∆V˜ = V˜ − V˜ Θ is determined by the Nernst
equation, ∆V˜eq = −µ˜. Out of equilibrium, the overpotential, η˜(t) = ∆V˜ (t)−∆V˜eq(t),
is determined by solving for the transient concentration profile.
3.3. Governing parameters. Dimensionless groups are widely used in fluid
mechanics to characterize dynamical regimes [8], and recently the same principles
have been applied to intercalation dynamics in Li-ion batteries [65, 36]. The CHR
model is governed by four dimensionless groups, Ω˜, κ˜, β and I˜ (or V˜ ) with the following
physical interpretations.
The ratio of the regular solution parameter (enthalpy of mixing) to the thermal
energy can be positive or negative, but in the former case (attractive forces) it can be
interpreted as
(3.13) Ω˜ =
Ω
kBT
=
2Tc
T
,
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i.e. twice the ratio of the critical temperature Tc =
Ω
2kB
, below which phase separation
is favored, to the temperature T . Below the critical point, T < Tc (or Ω˜ > 2), the
thickness and interfacial tension of the diffuse phase boundary scale as λb =
√
κ/cmΩ
and γb =
√
κΩcm, respectively [16], so the dimensionless gradient penalty
(3.14) κ˜ =
κ
cmkBTR2p
= Ω˜
(
λb
Rp
)2
 1
equals Ω˜ times the squared ratio of the interfacial width (between high- and low-
density stable phases) to the particle radius, which is typically small.
The parameter β is the dimensionless concentration gradient at the particle sur-
face, β = 1κ˜
∂γ˜s
∂c˜ , which we set to a constant, assuming that the surface tension γs(c)
is a linear function of composition. Letting ∆γs =
∂γs
∂c˜ be the difference in surface
tension between high-density (c˜ ≈ 1) and low-density (c˜ ≈ 1) phases,
(3.15) β =
Rp
λb
∆γs
γb
 1
we can interpret β as the ratio of particle size to the phase boundary thickness times
the surface-to-bulk phase boundary tension ratio, ∆γsγb . In cases of partial “wetting”
of the surface by the two solid phases, this ratio is related to the equilibrium contact
angle θ by Young’s Law,
(3.16) cos θ =
∆γs
γb
.
Partial wetting may occur in the absence of elastic strain (as we assume below), but
complete wetting by the lower-surface-energy phase is typically favored for coherent
phase separation because γb  |∆γs| [21]. In any case, for thin phase boundaries, we
typically have β  1.
Finally, the current density is scaled to the diffusion current,
(3.17) I˜ =
I
3necmV/(τDA)
=
Rp
necmD0
I,
where V = 43piR
3 is the volume of the sphere, necmV represents the maximum charge
that can be stored in the sphere, A = 4piR2p is the surface area and τD = R
2
p/D0 is
the diffusion time into the particle. I˜ = 1 is equivalent to the particle that can be
fully charged from empty in 13 unit of diffusion time τD with this current density.
The exchange current has the same scaling. Rate limitation by surface reactions or
by bulk diffusion corresponds to the limits I˜0  1 or I˜0  1, respectively, so this
parameter behaves like a Damkoller number [65, 36].
3.4. Simulation details. For a given dynamical situation, either the current or
the voltage is controlled, and the other quantity is predicted by the model. Here we
consider the typical situation of “galvanostatic” discharge/charge cycles at constant
current, so the model predicts the voltage V , which has the dimensionless form,
V˜ = neVkBT . The electrochemical response is typically plotted as voltage versus state of
charge, or mean filling fraction,
(3.18) X =
∫
c dV
4
3piR
3
pcm
.
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Table 3.2
Parameter settings for LFP [20, 21] used in the numerical simulations, except as otherwise noted.
Parameter Value Unit Parameter Value Unit
Rp 1× 10−7 m Ω 0.115 eV
κ 3.13× 109 eV/m D0 1× 10−14 m2/s
c(r, 0) 10 mol / m3 cm 1.379× 1028 m−3
n 1 - α 0.5 -
V Θ 3.42 V I0 1.6× 10−4 A/m2
The reference scale for all potentials is the thermal voltage, kBTe , equal to 26 mV at
room temperature.
In the following sections, we perform numerical simulations for the parameter set-
tings in Table 3.2, which have been fitted to experimental and ab initio computational
results for LFP [52, 3, 20, 2], but we vary Ω˜ to obtain different dynamical behaviors,
which may represent other Li-ion battery materials. Reports of the lithium diffusivity
in the solid vary widely in the literature and reflect different modeling approaches.
Fits of the shrinking core model to experimental data yield D = 8× 10−18 [66, 24],
but this is five orders of magnitude smaller than the anisotropic perfect-crystal diffu-
sivity Db ≈ 10−12 m2/s along the fast b axis predicted by ab initio calculations [56].
Here, we use the value D = 10−14 m2/s, as predicted for a 1% density of Fe anti-site
defects blocking the b-axis channels in particles of size 0.1-1.0 µm [52], which also lead
to more isotropic diffusion.
Even larger discrepancies for the exchange current density arise in the battery
literature. This is partly due to different surface coatings on the active particles,
but there is clearly also a need for improved mathematical models to fit experimental
data, since charge-transfer reaction rates are difficult to calculate from first principles.
Fits to the shrinking core model yield I0 = 3× 10−6 [66] or 5× 10−5 A/m2 [24], but
much larger values up to 19 A/m2 have also been reported [72, 46]. Here, we use
the intermediate value, I0 = 1.6 × 10−4 A/m2 [2], obtained from experiments by
fitting to a simple model of composite-electrode phase transformation dynamics [4],
assuming a uniform reaction rate over each particle, as we do in our isotropic model
here. (Larger local values of I0 per surface site would be implied by inhomogeneous
filling, e.g. by intercalation waves [65, 3, 20, 21]. The same study also quantitatively
supports the Marcus-Hush-Chidsey theory of charge transfer from the carbon coating
to the solid [2], but here we adopt the simpler Butler-Volmer equation used in all of
battery models.)
In our simulations, we consider a typical active nanoparticle of size Rp = 100 nm.
Using the parameters above for LFP, solid diffusion is relatively fast, allowing us to
focus on the novel coupling of reaction kinetics with phase separation [10]. In this
exercise, we initially neglect surface wetting (by setting β = 0) and coherency strain,
both of which are important for an accurate description of LFP [20, 21]. In later
sections, we also consider β > 0 and α 6= 12 for the more interesting cases of phase
separation (Ω˜ > 2). We employ a control volume method (described below) for the
spatial discretization of the system and the ode15s solver in MATLAB for the time
integration. Consistent with common usage, we report the total current in terms
of the “C-rate”, C/n, which means full charge or discharge (i.e. emptying or filling)
of the particle in n hours; for example, “C/10” and “10C” mean full discharge in 10
hours or 6 minutes, respectively.
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4. Solid Solution. Our model predicts simple diffusive dynamics with slowly
varying concentration and voltage transients under “solid solution” conditions, where
configurational entropy promotes strong mixing. The regular solution model predicts
that bulk solid solution behavior occurs at all temperature if there are repulsive forces
between intercalated ions, Ω < 0, or above the critical temperature T > Tc for
attractive ion-ion forces, Ω > 0. Here, we consider finite-sized particles and examine
current-voltage transients in both of these cases of solid-solution thermodynamics.
4.1. Repulsive forces. A negative enthalpy of mixing, Ω < 0, reflects mean-
field attraction between ions and vacancies, or equivalently, repulsion between interca-
lated ions that promotes homogeneous intercalation. Consider galvanostatic (constant
current) charge and discharge cycles with Ω = −0.0514eV or Ω˜ = −2. When the cur-
rent is small, I˜  1, diffusion is fast, and the ions remain uniformly distributed
inside the particle during intercalation dynamics, as shown in Fig. 4.1. At high cur-
rents, I˜  1 (not considered here), diffusion becomes rate limiting, and concentration
gradients form, as in prior models of spherical nonlinear diffusion [32, 66, 79].
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Fig. 4.1. Constant current cycling of a spherical intercalation particle, composed of a solid
solution of lithium ions with repulsive forces (Ω˜ = −2). Left: profiles of dimensionless concentration
c˜(r˜) (local filling fraction) at different mean compositions (average filling fraction, X) at constant
current C/1. The vertical dimension in the plots shows the concentrations, while the horizontal
circle denotes the planar cross section at the equator of the sphere. Right: voltage versus state
of charge (filling fraction) at different currents. The ten voltage curves represent C-rates of =
±10−4C,±10−2C,±100C,±102C,±104C.
Given the Butler-Volmer symmetry factor, α = 0.5, and assuming uniform com-
position, the total voltage drop between anode and particle surface is given by
(4.1) V˜ = V˜ Θ − µ˜(c˜)− 2 sinh−1
(
I˜
2I˜0(c˜)
)
,
where V is the battery voltage, V Θ is the constant reference voltage for a given
anode, and I˜0(c˜) the exchange current density at the given concentration profile. The
simulated discharge curves in Fig. 4.1 fit this expression well and exhibit no voltage
plateau (a signature of phase separation discussed below). The model exhibits a
positive internal resistance, since the battery voltage decreases for I > 0 (discharging)
and increases for I < 0 (charging). According to Eq. (4.1), the voltage increment,
or overpotential, has two sources: concentration changes at the surface that shift the
Nernst equilibrium interfacial voltage (second term, concentration overpotential) and
Butler-Volmer charge-transfer resistance (third term, activation overpotential).
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4.2. Weak attractive forces or high temperature. When the mixing en-
thalpy per site Ω is positive, there is an effective repulsion between ions and vacancies,
or equivalently, an attraction between ions that promotes phase separation into Li-rich
and Li-poor phases. This tendency is counteracted by configurational entropy, which
always promotes the mixing of ions and vacancies and leads to homogeneous solid so-
lution behavior at high temperature T . Below the critical temperature, T < Tc =
Ω
2kB
,
attractive forces overcome configurational entropy, leading to stable bulk phase sepa-
ration.
For T > Tc, the numerical results are consistent solid solution behavior. For
example, we use the same parameters in Table 3.2, except for the Ω = 2.57 × 10−2
eV, or Ω˜ = 1, so the absolute temperature is twice the critical value, T/Tc = 2. As
shown in Fig. 4.2, the voltage varies less strongly with filling fraction, in a way that
resembles previous empirical fits of the flat voltage plateau (below) signifying phase
separation. There is no phase separation, however, and the concentration profile (not
shown) is very similar to the case of repulsive interactions in Fig. 4.1.
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Fig. 4.2. Cycling of a high temperature solid solution with attractive forces (Ω˜ = 1) with other
parameters from Fig. 4.1.
4.3. Capacity. When the particle is charged or discharged at a high rate, the
total capacity, defined as the filling fraction X reached when the voltage drops below
some threshold on discharge, will be significantly reduced. In a simple spherical
diffusion model, by the scaling of Sand’s time ts ∼ 1I2 [7, 9] and charge conservation,
the total capacity C scales as, C = Its ∼ I−1. In our CHR model, we observe a
different scaling of the capacity from the numerical simulations. In a simple power
law expression, C ∼ Iγ , the exponent γ is no longer simply the constant −1 as in
the spherical diffusion model and generally depends on material properties, such as
wetting parameter β, gradient penalty constant κ, and regular solution parameter Ω.
A sample of the scaling dependence on current with different values of κ is shown in
Fig. 4.3, where γ ≈ 0.5.
5. Phase Separation. In some materials, such as LFP, the attractive forces
between intercalated ions are strong enough to drive phase separation into Li-rich
and Li-poor solid phases at room temperature, for T < Tc, or Ω˜ > 2 in the regular
solution model. Phase separation occurs because the homogeneous chemical potential
is no longer a monotonic function of concentration. This has a profound effect on
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Fig. 4.3. Capacity C versus current with different gradient penalty constant κ˜ in a solid solution
(Ω˜ = β = 0).
battery modeling that is predicted from first principles by the CHR model.
5.1. Strong attractive forces or low temperature. In order to simulate
a representative model, we again use the parameters in Table 3.2 but set the Ω =
1.15 × 10−1 eV, or Ω˜ = 4.48 > 2, which is a realistic value of the enthalpy per site
value in LFP [20]. Very different from the uniformly filling behavior in Fig. 4.1,
phase separation occurs suddenly when the composition passes the linearly unstable
spinodal points in µ. The concentration profiles develop sharp boundaries between
regions of uniform composition corresponding to the two stable phases, as shown in
Fig. 5.1. The new phase appears at the surface and propagates inward, as shown
in Fig. 5.2, once the surface concentration enters the unstable region of the phase
diagram.
After phase separation occurs, the CHR model for an isotropic spherical particle
predicts similar two-phase dynamics as the shrinking core model, but without empir-
ically placing a sharp phase boundary. Instead, the diffuse phase boundary appears
from an initial single-phase solid solution at just the right moment, determined by
thermodynamic principles, and there is no need to solve a moving boundary problem
for a sharp interface, which is numerically simpler.
The CHR model also predicts the subtle electrochemical signatures of phase sepa-
ration dynamics [10]. Without any empirical fitting, phase separation naturally leads
to a flat voltage plateau, as shown in Fig. 5.3. The constant-voltage plateau reflects
the constant chemical potential of ion intercalation in a moving phase boundary (in
the absence of coherency strain, which tilts the plateau [20]). At high currents, the
initial charge transfer resistance, or activation overpotential, is larger, as signified by
the jump to the plateau voltage (derived below), and over time, solid diffusion limi-
tation, or concentration overpotential, causes the voltage to fall more rapidly during
discharging, or increase during charging.
5.2. Voltage Plateau Estimation. As we see from Fig. 5.1-5.3, our model
system always undergoes phase separation, which leads to a voltage plateau. In the
case without surface wetting, i.e. β = 0, we can derive an accurate approximation
of the voltage plateau value, since the concentration within each phase is relatively
uniform, especially when the current is not very large. Therefore, we may ignore the
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Fig. 5.1. Dynamics of phase separation during ion intercalation (Ω˜ = 4.48). Concentration
distributions within the spherical particle are shown at different currents for large currents 1C (top
left), 10C (top right), 100C (bottom left) and 1000C (bottom right). The x-axis represents the
nondimensional radial position r˜ and the y-axis presents the overall average filling fraction X of
the whole particle, which can be also seen as the time dimension. The warmer color in the figure
indicates a higher local filling fraction.
Fig. 5.2. Shrinking core dynamics of phase separation in an isotropic spherical particle
(Ω˜ = 4.48 and no surface wetting). The vertical dimension in the plots shows the concentrations,
while the horizontal circle denotes the planar cross section at the equator of the sphere. The current
is of 1C and X the overall filling fraction of lithium ions.
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Fig. 5.3. Phase separating particle (Ω˜ = 4.48) voltage vs. filling fraction plot at different
C-rates ±1C, ±10C, ±100C and ±1000C.
gradient penalty term κ∇2c, leaving only the homogeneous chemical potential,
(5.1) µ˜ ≈ ln c˜
1− c˜ + Ω˜(1− 2c˜).
The stable composition of each phase approximately solves µ˜ = 0, where the homoge-
neous free energy at these two concentrations takes its minimum. During ion insertion,
the surface concentration is approximately the larger solution c˜l of this equation. In
the case I > 0, the plateau voltage is given by
(5.2) V ≈ V Θ − 2kBT
e
sinh−1
(
Iˆ
4(1− c˜l)
)
.
where Iˆ = I˜
I˜0(c˜=
1
2 )
is the ratio of the applied current to the exchange current at half
filling At low currents, the agreement between this analytical approximation and the
numerically determined voltage plateau is excellent, as shown in 5.4.
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Fig. 5.4. Comparison of the simulated voltage plateau from Fig. 5.3 (solid curves) and the
analytical approximation of Eq. (5.2) (dashed curves) for I > 0.
The voltage profile can be understood physically as follows. As a result of our
assumption of spherical symmetry, the intercalation reaction must proceed into the
outer “shell phase”, which is metastable and resists insertion/extraction reactions.
This thermodynamic barrier leads to the voltage jumps associated with phase sepa-
ration in Fig.5.4. In the case of lithiation, the shell has high concentration and thus
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strong entropic constraints inhibiting further insertion that lower the reaction rate, in-
crease the overpotential, and lower the voltage plateau when phase separation occurs.
This behavior is very different from anisotropic models, where the phase boundary is
allowed to move along the surface as an intercalation wave [65, 3, 20, 21] and insertion
occurs with higher exchange current at intermediate concentrations, although the ac-
tive area is reduced, which leads to suppression of surface phase separation at high
currents [3, 20], since higher exchange current density immediately leads to a higher
charging/discharging current density, if the ratio of them does not change.
5.3. Butler-Volmer Transfer Coefficient. In the preceding examples, we set
the Butler-Volmer the transfer coefficient to α = 0.5 as in prior work with both
CHR [3, 20] and diffusive [32, 66] models. This choice can be justified by Marcus
theory of charge transfer when the reorganization energy is much larger than the
thermal voltage [10, 7], but in battery materials this may not always be the case. In
our isotropic model, charge-transfer asymmetry (α 6= 0.5) mainly manifests itself via
strong broken symmetry between charge and discharge in the activation overpotential,
as shown in the voltage plots of Fig. 5.5. A smaller value of α leads to a lower voltage
plateau while discharging (I > 0), but does not much affect the voltage plateau during
charging (I < 0).
0 0.2 0.4 0.6 0.8 1
1
1.5
2
2.5
3
3.5
Filling Fraction X
Vo
lta
ge
 (V
)
 
 
alpha = 0.0
alpha = 0.1
alpha = 0.2
alpha = 0.3
alpha = 0.4
alpha = 0.5
0 0.2 0.4 0.6 0.8 1
3.5
3.55
3.6
3.65
3.7
3.75
3.8
3.85
3.9
Filling Fraction X
Vo
lta
ge
 (V
)
 
 
alpha = 0.0
alpha = 0.1
alpha = 0.2
alpha = 0.3
alpha = 0.4
alpha = 0.5
Fig. 5.5. Effect of the Butler-Volmer charge transfer symmetry coefficient α on the voltage
during battery discharging (left) and charging (right) with constant current ±1C.
6. Phase Separation with Surface Wetting. The wetting of a solid surface
by two immiscible fluids, such as water and air, is very familiar, but it is not widely
appreciated that analogous phenomena also occur when binary solids “wet” a fluid or
solid surface and play a major role in nanoparticle intercalation [21]. The only major
difference is that coherent (defect-free) solid-solid interfaces have much lower tension
than solid-fluid interfaces due to stretched, rather than broken, bonds. As a result,
a stable contact angle cannot form, and one phase tends to fully wet each surface in
equilibrium (Θc = 0, pi), regardless of the bulk composition. The competition between
different phases to wet a surface can promote the nucleation of a phase transformation
via the instability of a surface wetting layer. In particular, the wetting of certain
crystal facets of LFP particles by either LiFePO4 and FePO4 ensures the existence of
surface layers that can become unstable and propagate into the bulk, as a means of
surface-assisted nucleation [21].
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6.1. Shrinking cores and expanding shells. In this section, we show that
surface wetting characteristics have a significant effect on the concentration profile
and voltage during insertion, even in an isotropic spherical particle. Mathematically,
we impose the inhomogeneous Neumann boundary condition, ∂c˜∂r˜ (1, t˜) = β, where, as
described above, β > 0 promotes the accumulation of ions at the surface, or wetting
by the high density phase. In this case, during ion insertion, the surface concentration
will be always higher than the remaining bulk region, if we start from a uniform low
concentration. As a result, the surface hits the spinodal point earlier than other places
inside the particle, which means the Li-rich phase always nucleates at the surface. In
an isotropic particle, this leads to the shrinking core phenomenon, as in the cases
without surface wetting (β = 0) described above.
The case of surface de-wetting (β < 0) is interesting because surface nucleation is
suppressed, and more than two phase regions can appear inside the particle. During
insertion, the surface concentration is now always lower than in the interior, espe-
cially when the current is small. Therefore, an interior point will reach the spinodal
concentration earlier than the surface, so the high-density phase effectively nucleates
somewhere in the bulk, away from the surface.
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Fig. 6.1. Phase boundary motion during ion insertion in a spherical particle with surface de-
wetting (β = −17.9, Ω = 4.48) at different large currents 1C, 10C, 100C and 1000C. The warmer
color in the figure indicates a higher local filling fraction.
As a result, there is an “expanding shell” at the same time as a shrinking core
of the low density phase. This unusual behavior is shown in Fig. 6.1 for β = −17.9
at several currents. The surface energy is γ = −90 mJ/m2 at maximum filing, if
we assume the γ is a linear function of concentration. A detailed demonstration of
this concentration dynamics is shown in Fig. 6.2. The middle Li-rich region expands
inward and outward simultaneously, it first fills up the Li-poor phase located at the
center, and finally it fills the whole particle.
Since the surface is always in the lower stable concentration after the initial phase
separation, which does not vary according to the surface derivative β, we should
expect the voltage has very weak dependence on the surface de-wetting condition.
The voltage - filling fraction plot in Fig. 6.3 confirms this intuition. When I < 0,
the strong surface de-wetting will make the surface concentration very closed to zero,
which will make the chemical potential extremely sensitive to small perturbation in
concentration, therefore, we only show the results with relatively weak surface de-
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Fig. 6.2. Concentration profiles (left) and voltage transients (right) for ion insertion at
currents ±1C, ±10C, ±100C and ±1000C in a phase separating spherical particle (Ω˜ = 4.48 and
surface de-wetting β = −17.9).
wetting (β ≥ −10).
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Fig. 6.3. Effect of a negative surface wetting parameter (β < 0) on the voltage during discharg-
ing at 1C (left) and charging at −1C.
6.2. Voltage efficiency. In the limit of zero current at a given filling, the voltage
given by the Nernst equation has a unique value V (X) corresponding to thermody-
namic equilibrium. When a current is applied, energy is lost as heat due to various
resistances in the cell, and there is a voltage gap ∆V between charge and discharge at
the same filling. The voltage efficiency is 1−∆V/V0. To account for transient effects,
we define the voltage gap for a given current magnitude |I| as the voltage at half
filling (X = 0.5) during galvanostatic charging starting from nearly full with I < 0,
minus that during discharging starting from nearly empty with I > 0.
In Fig. 6.4, we show how different parameters, such as the current, mixing en-
thalpy, and surface wetting condition affect the voltage gap. For our single particle
model with surface nucleation, the voltage gap vanishes at zero current, in contrast to
experiments [34] and simulations [33, 36, 37, 60] with porous multi-particle electrodes.
There is no contradiction, however, because the zero-current voltage gap is an emer-
gent property of a collection of particles with two stable states, resulting from the
mosaic instability of discrete transformations (which can also been seen in an array
of balloons [33]).
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Fig. 6.4. The gap of the charging and the discharging voltage when the particle is half filled,
X = 0.5, under several conditions including current, Ω˜ and surface wetting. The β shown in the
legend is the nondimensional concentration derivative at the particle surface, which denotes the
surface wetting condition.
In the case without surface wetting (β = 0), the voltage gap is smaller for solid
solutions (Ω˜ < 2) than for phase separating systems (Ω˜ > 2), since it is more diffi-
cult to insert ions into the high concentration stable state than into an intermediate
concentration. With strong surface de-wetting by the ions (β < 0) and phase sepa-
ration (Ω˜ > 2), however, the gap can be even smaller than in the solid solution case
without surface wetting, because the persistence of the low density phase promotes
easy intercalation. This is an important observation because it shows the possibility
of improving the voltage efficiency by engineering the solid-solid contact angle of the
active particles.
7. Numerical Methods and Error Convergence. The CHR model is fourth-
order in space and highly nonlinear and thus requires care to solve numerically with
accuracy and efficiency. Naive finite difference or finite volume methods would be
unstable or inaccurate. In order to obtain the solutions above, we developed a new
conservative numerical scheme to solve the CHR model with second-order accurate
discretization, described in this section.
7.1. Numerical Scheme. Great effort has been devoted for solving the Cahn-
Hilliard equation numerically with different boundary conditions, and several numer-
ical schemes have been employed, e.g. finite difference [18, 27, 64], finite element
[6, 81, 74], spectral method [40], boundary integral [28], level set [38], discontinuous
Galerkin [75] and multi-grid methods [47, 73].
As our problem is associated with the flux boundary condition, the finite volume
method is a more convenient and suitable choice for discretization [11, 22, 25]. Fur-
thermore, the finite volume method may be superior to other methods by its perfect
mass conservation and the capability for capturing the concentration shock during
phase separations.
The finite volume method handles the integral form of the Cahn-Hilliard equa-
tion. Using the divergence theorem we may update the change of average concentra-
tion within a small volume by calculating the difference of the inward and outward
fluxes over the corresponding volume boundary. In the recent literature, two basic
approaches for estimating the concentrations and their derivatives at the boundary
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have been developed.
Burch [11] uses the finite difference type technique to extrapolate the desired un-
known values with the known average concentration in each control volume. This ap-
proximation method is highly efficient in low dimensional cases with a well-structured
grid. Cueto-Felgueroso and Peraire [22], Dargaville and Farrell [25] develop a differ-
ent least squares based technique, which is more suitable for high dimensions cases
with un-structured grids. They use the concentrations and their partial derivatives
on the control volume boundaries to predict the centroid concentrations nearby, and
find the “most probable” boundary values (concentrations and derivatives) by least
square minimizing the prediction errors in centroid concentrations.
However, as we are mostly focusing on the activities exactly on the particle sur-
face, the finite volume method can only provide us information about the average
concentration in the shell closed to the surface. It may take additional computation
cost to extrapolate the surface condition and this will introduce additional error as
well.
In order to avoid such extrapolation, we propose a numerical scheme that can
immediately provide information on the particle surface and still keep the benefits of
the finite volume method in conservation and shock toleration, which is inspired by
our numerical method for solving the 1D nonlinear spherical diffusion problem [79].
Similar to the finite volume method, our numerical scheme indeed handles the integral
form of the original PDE system. We work with dimensionless variables, but drop
the tilde accents for ease of notation. Since the phase boundary may propagate to
any location in the sphere, a non-uniform mesh may not be as helpful as the case in
normal nonlinear diffusion problem, so we use uniform grids.
Consider a N -point uniform radial spatial mesh within the sphere, r1, r2, r3, · · · ,
rN , while r1 = 0 is at the sphere center and rN is right on the surface. Here we define
that ∆r = rj+1 − rj , for any j ∈ {1, 2, · · · , N − 1} and make c1, c2, c3, · · · , cN to be
the concentration on these grid points.
If we integrate the Eqn. 3.5 over a shell centered at a non-boundary grid point ri
with width ∆r, which is equivalent to the volume Vi between [ri − ∆r2 , ri + ∆r2 ], by
divergence theorem we have,
(7.1)
∫
Vi
∂c
∂t
dV = −
∫
Vi
∇ · FdV = −
∫
∂Vi
n · FdS.
We can further write both sides of the above equation in the following form,
(7.2)
∫ ri+ ∆r2
ri−∆r2
4pir2
∂c
∂t
dr = 4pi((ri − ∆r
2
)2Fi− 12 − (ri +
∆r
2
)2Fi+ 12 ).
while Fi− 12 = F
∣∣∣
ri−∆r2
and Fi+ 12 = F
∣∣∣
ri+
∆r
2
.
The left hand side of the above Eqn. 7.2 can be approximated by,
(7.3)
∫ ri+ ∆r2
ri−∆r2
4pir2
∂c
∂t
dr =
∂
∂t
(
1
8
Vi−1ci−1 +
3
4
Vici +
1
8
Vi+1ci+1 +O(∆r
3)).
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This can be also written in a matrix form for each small volume on each row,
(7.4)

∫ r1+ ∆r2
r1
4pir2 ∂c∂tdr∫ r2+ ∆r2
r2−∆r2
4pir2 ∂c∂tdr∫ r3+ ∆r2
r3−∆r2
4pir2 ∂c∂tdr
...∫ rN−1+ ∆r2
rN−1−∆r2
4pir2 ∂c∂tdr∫ rN
rN−∆r2 4pir
2 ∂c
∂tdr

≈M ∂
∂t

c1
c2
c3
...
cN−1
cN .

,
while M is the mass matrix,
(7.5) M =

3
4V1
1
8V2 0 0 · · · 0 0 0
1
4V1
3
4V2
1
8V3 0 · · · 0 0 0
0 18V2
3
4V3
1
8V4 · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · 18VN−2 34VN−1 14VN
0 0 0 0 · · · 0 18VN−1 34VN

.
In fact, this is the major improvement of our method from the classical finite
difference method. Instead of having a diagonal mass matrix in the finite volume
method, we hereby use a tri-diagonal mass matrix in our new numerical scheme.
Since each column of the this matrix sum to the volume of the corresponding shell,
this indicates that our method must conserve mass with a correct volume.
Before we approximate the flux F , we will give the approximation formula for the
chemical potential µi at each grid point ri. when i = 2, 3, · · · , N − 1,
µi = ln
ci
1− ci + Ω(1− 2ci)− κ∇
2ci = ln
ci
1− ci + Ω(1− 2ci)− κ(
2
ri
∂c
∂r
+
∂2c
∂r2
)
= ln
ci
1− ci + Ω(1− 2ci)− κ(
ci−1 − 2ri + ci+1
∆r2
+
2
ri
ci+1 − ci−1
2∆r
) +O(∆r2).
(7.6)
For i = 1, by symmetric condition at the center and the isotropic condition,
∇2c1 = 3∂2c1∂r2 and ∇c1 = 0, then,
(7.7)
µ1 = ln
c1
1− c1 +Ω(1−2c1)−3κ
∂2c1
∂r2
= ln
c1
1− c1 +Ω(1−2c1)−3κ
2c2 − 2c1
∆r2
+O(∆r2).
For i = N , since we have the boundary condition n · κ∇cN = ∂γs∂c , when ∂γs∂c is
only a constant or a function of cN , we can assume a ghost grid point at rN+1, while
the concentration at this point satisfies ∇cN = cN+1−cN−12∆r = β, which is equivalent
to cN+1 = 2∆rβ + CN−1,
(7.8) µN = ln
cN
1− cN + Ω(1− 2cN )− κ(
2
rN
β +
2CN−1 − 2CN + 2∆rβ
∆r2
+O(∆r2)).
With the chemical potential on each grid point, we can estimate the right hand
side of the Eqn. 7.2. For each midpoint of two grid points, the flux Fi+ 12 satisfies,
(7.9) Fi+ 12 = −(1−
ci + ci+1
2
)
ci + ci+1
2
µi+1 − µi
∆r
+O(∆r2).
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For center of the sphere, again by the symmetric condition we have
(7.10) F
∣∣∣
r=0
= 0.
And finally for the particle surface the flux is given by the current, which is also
our boundary condition.
(7.11) F
∣∣∣
r=1
= −Fs.
This finishes the discretization of the original partial differential equations system
to a time dependent ordinary differential equations system. We use the implicit ode15s
solver for the time integration to get the numerical solution.
7.2. Error Convergence Order. As we demonstrated in the derivation of this
numerical method, the discretization has error terms in second or higher orders. Thus,
we may expect the error convergence order in the spatial meshing should be also in
the second order. This will be confirmed by the numerical convergence test.
In the error convergence test, we use small current density 10−4C. We will also
assume no surface wetting in this test. As we are mostly interested in the voltage
prediction from this single particle ion-intercalation model, we will define the error
as the L2 norm of the difference in voltage comparing to the standard curve, which
will use the solution from very fine grid (3001 uniform grid points in our case) as the
reference solution.
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Fig. 7.1. Error convergence test with the very small current density 10−4C, while no surface
wetting is assumed. The error is defined as the l2 norm of the voltage vector difference from the
reference solution over the square root of length of this vector. The error converges in second order
as suggested by the figure on the left. We also plot the error in voltage during ion intercalation of
all these grid point cases (solution from 11 points to 1001 points compare to the reference solution
from 3001 grids) in the right figure, where we observe oscillations when the grid is coarse.
The plot of error convergence is shown in the left half of Fig. 7.1, which is
consistent with our previous expectation. The absolute error in voltage shown in the
right hand side in the same figure signifies that we will have trouble with oscillations
after the phase separation if the grid is not fine enough.
As we see from Fig. 7.2, with 21 grid points, we may get different oscillation
sizes in the solutions, which is sensitive to the parameter Ω˜. While comparing to
the concentration distribution on the right, a larger parameter Ω˜ leads to a smaller
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Fig. 7.2. Voltage prediction plot with different Ω˜ using 21 grid points on the left. We see
more oscillations in larger Ω˜. The right hand side is the concentration distribution with different Ω˜
when the filling fraction X = 1
2
. Higher Ω˜ value indicates a thinner phase boundary thickness. The
current density is set to be 10−4C, and no surface wetting is assumed in both of these simulations.
interfacial width, we need a fine enough grid which is with the grid size smaller than
the interfacial width to capture the propagating shock without creating oscillations.
Therefore, in the choice of grid point number, we need to be careful about all
conditions such as the radius, Ω˜ and κ in order to get the desired accuracy with good
stability, but without paying too much for the computation cost.
8. Conclusion. In summary, we have studied the dynamics of ion intercalation
in an isotropic spherical battery intercalation particle using the heterogeneous CHR
model with Butler-Volmer reaction kinetics [10]. The model predicts either solid
solution with radial nonlinear diffusion or core-shell phase separation, depending on
the thermodynamic, geometrical, and electrochemical conditions. The model is able
to consistently predict the transient voltage after a current step, regardless of the
complexity of the dynamics, far from equilibrium. Surface wetting plays a major role
in nucleating phase separation. The simplifying assumptions of radial symmetry and
negligible coherency strain maybe be applicable to some materials, such as lithium
titanate anodes or defective lithium iron phosphate cathodes, while the basic prin-
ciples illustrated here have broad relevance for intercalation materials with complex
thermodynamics and multiple stable phases.
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