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1. INTRODUCTION 
The time-dependent neutron thermalization acquired in the last few 
years a great deal of attention. In particular, the solution to the initial value 
problem was proved to exist and to be unique under the assumptions that 
neutrons are scattered isotropically in the laboratory system and that the 
scattering kernel is square integrable after symmetrization [l-5]. Only 
recently the isotropic elastic scattering in solids has been taken into 
account [6]. 
However, all the above-mentioned papers do not give explicit forms of the 
solutions to the initial value problems which could be directly applied to 
the interpretation f experiments. The explicit form of the solution with the 
effective separation of the contributions from various types of spectra was 
given only in case of plane geometry and one-velocity neutrons [7]. 
In this paper we will give an effective solution to the initial value problem 
in neutron thermalization assuming isotropic scattering of neutrons. Two 
typical geometries will be considered: an infinite slab and a bounded convex 
body. 
The results obtained for various physical situations by Albertoni and 
Montagnini [l], Mika [3] and Borysiewicz and Mika [6, 81 will be used 
extensively in this paper. 
2. FORMULATION OF THE PROBLEM 
The time-dependent neutron transport equation in moderating media can 
be written symbolically: 
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In the sequel we will use subscripts p and b to denote the plane geometry 
and the bounded convex body, respectively. Before specifying the operator AJ 
for both geometries we have to introduce first he spaces in which the func- 
tion # will be defined. 
In plane geometry we choose as the Hilbert space HP the Cartesian product 
of three spaces H, = H(x) @ H(v) @ H(p). Each of them is a Hilbert 
space of complex valued functions square summable over an appropriate 
domain of the corresponding variable. These domains are: [- a, u] for the 
space variable X, [0, co) for the velocity v and [- 1, I] for the angular 
variable TV. The scalar product and the norm in HP will be written 
and 
( j-, g), = j”, dx 1,” vu2 dv !‘1,dtLf(x, 21, PL) g(x, vu, PI) (2.2) 
IV 112, = K.fLfM1’“~ (2.3) 
In bounded geometry we proceed similarly and choose 
Hb = H(r) @ H(v) @ H(P). 
The space H(o) has already been introduced in plane geometry and H(r) 
and H(P) are defined in a completely analogous way. The vector r covers 
the volume of the body V and the unit vector S2 in the direction of neutron 
velocity covers the unit sphere. The scalar product and norm in H, read 
For the sake of brevity we shall use the symbols HI, and Hlb to denote the 
subspaces H(x) @ H(o) and H(r) @ H(o), respectively. 
For any fixed value of SZ the subspace H(r) can be represented as a Hilbert 
space of complex-valued functions of variables rn and s. The vector r, 
lies in the plane which is perpendicular to the direction of !Z% and located 
outside the body. It covers the surface Vo which is the projection of V on 
that plane. The variable s varies from sl(rQ , S2) to s,(ro , Q) which define 
the boundaries of the body. With this definition the scalar product in Hlb 
can be written, after making use of Fubini’s theorem, in two equivalent forms: 
(5 dlb = j,” 212 dv Jy d&(r, V) g(r,) 
=j:e”duj~*d,r,j:~~:~~~ dsf(r, - sQ, v)g(ro - sP, w). (2.6) 
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It is seen that the scalar product defined by Eq. (2.6) does not depend on the 
choice of SZ. 
With the above introduced variables the transport operator can be written 
in plane geometry as 
4f = - vp ; - v.+) f (x, vu, p) + j,” zP dv’K(v, v’) ,I: d$f(x, v’, /L’) 
(2.7) 
for f E H, and in a bounded geometry: 
A, f = - VQ grad f - vi?(v) f (r, a, ~2) 
+ 1,” V” dv’K(v, v’) j,, dQ’f(r, v’Q’) (2.8) 
for f E Hb . The isotropic symmetric kernel K(v, v’) is related to the differ- 
ential scattering cross section in the same way as in Ref. 8. It was shown there 
that, in general, K(v, D’) consists of two terms: the inelastic term &(v, v’) 
corresponding to an operator compact in H(v) and the elastic term K,(v, v’) 
proportional to S(v - v’) and representing a bounded operator. In free gas 
and liquid moderators the elastic term is absent. 
The domains of A, and A, can be defined in a usual way (see Refs. 3, 1, 
and 8). It is easy to show that both D(A,) and D(A,) are dense in the cor- 
responding spaces. It is to be noted that the function I/ in Eq. (2.1) is related 
to the neutron density in the phase space as specified in Ref. 8. 
From the above stated properties of A, and A, it follows (see Appendix A) 
that both operators are infinitesimal generators of strongly continuous semi- 
groups of operators, thus providing the solution to Eqs. (2.1) subject to the 
initial condition specifying the neutron distribution at the moment t = 0. 
This solution may be expressed as a strong limit of Riemann sums 
(2.9) 
where R(h, A) is the resolvent operator (hl - A)-l and I,$, stands for the 
function describing the initial distribution of neutrons. We have assumed 
that &, E H, or #,, E Hb , dependent on the geometry considered. The real 
number p is chosen so that the line of integration is on the right to all sin- 
gularities of the integrand. 
As concerns the spectrum of A, it was shown in Ref. 8 that the half-plane 
Re h < - h* is contained in the spectrum and the remaining part of the 
spectral plane belongs to the resolvent set except for a set of eigenvalues of 
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finite multiplicity located in the strip - h* < Re /\ < - h* + Jj K /I . At 
each of the eigenvalues the resolvent operator has a pole. 
From the assumption that the scattering kernel is isotropic one can prove 
that the discrete eigenvalues for Re h > - h* are real. The proof can be 
easily obtained by modifying the arguments employed in Ref. 1. 
By combining the results of Refs. 3 and 8 we can easily see that all the 
above statements for A, are also valid in plane geometry for A, (see Appen- 
dix A). 
In the next section we shall write the effective form of the integral in 
Eq. (2.9) using the above stated information about the spectrum of A, and A, 
directly related to the properties of the resolvent operators Ii(X, A,) and 
&i 4). 
3. THE EFFECTIVE FORM OF THE SOLUTIONTOTHE INITIALVALUE PROBLEM 
Let us denote the real eigenvalues of A in the region Re X > - A* by t?$ ,
j = 1,2,..., /3j > &+1 and the eigenfunctions corresponding to pj by #Q~ , 
i= 1,2 ,..., si, where sj is the multiplicity of the eigenvalue & . 
The operators adjoint to A, and A, can be obtained by changing the sign 
of the term with a gradient in the definition of A, and A, and modifying the 
boundary conditions appropriately. It can be easily shown that the corre- 
sponding domains D(Az) and D(A,*) are dense in Hilbert spaces H, and Hb , 
respectively, and the eigenvalue spectra for Re h > - h* of the operators 
and their adjoints are identical. For each set of eigenfunctions of A corre- 
sponding to a given eigenvalue /3j we can define a set of eigenfunctions of A*, 
4; , i = 1, 2,... sj , by the relations: 
$,*ii(x, v, P) = #pji(x, v - P); 
&Xr, v, a) = f&ii(r, v - 9. (3.1) 
Take an eigenfunction #jii corresponding to an eigenvalue j3j .It satisfies 
the equation 
where 
(/lj - T - K) & = 0, (3.2) 
af TDf = - w z - =qv>f(x, v, p); 
T,g = - vsL gradg - vZ(v)g(r, v, SL). (3.3) 
The domains of T, and Tb are identical with D(AJ and D(A,), respectively. 
It can be shown (see, for bounded geometry, an elegant proof of Vidav [9]), 
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that the region Re X > - A* is contained in the resolvent set of I’ and R(h, 2’) 
is there a bounded, defined everywhere, operator. For plane geometry it has 
a form: 
1 x - 
J 
dx’ exp - 
VP --a [ 
x +v;z(v) (x - xJ,]f(xT, 8, /A), p > 0 
w, TP) f = (3.4) 
1 
I 
.a 
VP 0 
dx’ exp [ - A +vy(v) (X - x’)] f(~‘, v, p), TV < 0, 
and for a bounded convex body: 
R(X, Tb) g = i /s2’rQ’n) ds’ exp [ - A + I’(‘) (s’ - s)] g(re - s’Q, v, n). 
s 
(3.5) 
From the properties of Tit follows that we can write Eq. (3.2) in the form: 
(Pi- T)(I--(A, T)Wh =O (3.6) 
or 
(1 - wu lGii = 0 (3.7) 
where 
B(h) = R(h, T) K. (3.8) 
The assumption that the scattering is isotropic implies that the operators K
and B(h) can be written as 
K=KP; B(h) = B(X) P, P-9) 
where P is a projection operator defined by 
J’,f = + ,‘, 4f (x,v, t4; 
P,g = & I,, dQf (r, v, W. (3.10) 
It is now seen that Eq. (3.7) and hence also Eq. (3.2) are equivalent to the 
following equation: 
V - QW) @a = 0 (3.11) 
where 
Q(h) = PW) (3.12) 
is an integral operator, in the literature ferred to as Peierls operator, defined 
on the subspace Hi . The explicit forms of Q(h) can be found in Refs. 1 and 3. 
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The functions 4bji and tiji are related to each other by the equations: 
a& = Pst,,; #jlji = B(pj) @ji * (3.13) 
Since both the operators P and B(X) are bounded the correspondence b tween 
#ii and Qii is one to one. 
We shall prove now the following property of the eigenfunctions of A and 
A*: 
(#ji,#i*i)#Oo, j=192,***; i = 1, 2 ,...) sj, 
Using Eqs. (3.13) and (3.1) after some algebra we get 
X 
I 
a dX'Opjf(X', W) MD(X - X's V; pj),); 
--d 
Re ($bji ,$&) = j- v2 do J d,rObji(r, W) 
0 V 
X 
s 
W@&', s> W(r - r', w; PI), 
V 
where 
Oji = K~ji 
and 
M&, a; A) = 
1 
w(h + dqv)) exp - [ 
A+;-w[*,]; 
1 
M,(r, a; A) = ___ 
w2 1 r 1 exp [ 
- ii + z'(') 1 r I] . 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
It can be shown that the Fourier transforms of the functions MP and Mb 
s m dxM,(x, v; A)ecioE = NJw, a; A); (3.18) -m 
J 
d,rM,(r, u; A) e-+ = N,(p, w; A) 
whole space 
exist and have the form 
N&J, v; A) = 
2 
(A + aC(o))a + vacua ’ 
WA + qg) 
Nb(p, ‘; ‘) = + + wqv))2 + w2p2 ’ (3.19) 
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Expressing the functions M, and Mr, by N, and Nb , respectively, we can 
write Eqs. (3.15) in the form: 
Re (hei ’ 6% = & 1,” O2 dv j,,oI, space daPNb(P, 0; &) 1 X&P, V) I2 , 
(3.20) 
where 
(3.21) 
Since the functions z,LBii and lCIbji are assumed to be different from zero, it 
follows that 1 x&w, w) I2 and / X&P, V) I2 are positive on a set of positive 
measure. The functions N, and N, are positive for X = & . Therefore we 
obtain that 
Re Wit ,Iclj’i> > 0, 
which proves the property (3.14). 
(3.22) 
It is seen from Eq. (3.13) that the eigenfunctions of A and A* correspond- 
ing to each pj can be made biorthogonal. From this it follows that the pole of 
A(A, A) at each pi is a simple pole. This is sufficient toshow that the residue 
of the function R(X, A) f for f E D(A) at A = & has the form: 
(3.23) 
The above expression is valid for any fixed values of the variables X, w, and p 
in plane geometry and of r and v in bounded geometry. In writing Eq. (3.23) 
we have assumed that the eigenfunctions are normalized so that 
ohi 7 s;, = 1. 
If we now deform the line of integration in Eq. (2.9) to pick the contribu- 
tions from the m first discrete igenvalues & we can write the solution to the 
initial value problem for I& E D(A) as follows: 
(3.24) 
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It has been shown [l-3, 61 that in case of isotropic scattering in free gas and 
solid moderators the number of discrete eigenvalues in the region 
Re h > - X* is finite. As concerns liquids there is an indication in the paper 
of Ukai [lo] that this number may be infinite for a bounded body. In such 
a case the residual term includes also the contributions from discrete igen- 
values left over in the interval - h* < /3 < Pm . 
To exhibit the time behavior of the residual term Z(t) in Eq. (3.24) we 
first observe that for fixed values of the space and velocity variables the term 
R(h, A) I& in Eq. (2.9) is an analytical function of h in the region 
r = (A ( Re h > - h*, h # /?j ,j = I,2 ,... }
It has been shown by Vidav [9] that for X E r 
R(h, A) = Ii(1, B(h)) R(h, T). (3.25) 
An expression for R( 1, B(h)) can be obtained from the solution of the 
equation 
(I- B(4)f = g, g E H. (3.26) 
From Eqs. (3.9) we get 
f = B(h) Pf + g. (3.27) 
Operating on both sides of Eq. (3.27) with the operator P and using 
Eq. (3.12) we obtain also 
(1 - Q,(4) Pf = J-l?, (3.28) 
which is to be understood as the integral equation for Pf E HI . 
Equations (3.26) and (3.28) are completely equivalent and the relationship 
between f and Pf is given by Eq. (3.27). H ence for h E r, unity belongs to the 
resolvent set ofQ(X). Solving Eq. (3.28) for Pf and using Eqs. (3.27) and (3.25) 
we arrive at the following expression for R(X, A). 
R(A, A) = [W, T) =(I, Q(A)) P + 11 W, T). (3.29) 
The behavior of the function /I R(h, A) ]I for h = /3 + iv, 117 I-+ CO can be 
inferred from the relation 
II Q(h) 11~1 = 0 (+) 
uniformly in - X* < /3* < /3 < co for I r] / -+ 00 and E > 0; which is 
established in Appendix B, and from the estimate 
II R(k T) II $$, for -a3<<<<+, (3.31) 
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which is proved in Ref. 8 for bounded geometry, and is seen to be valid also 
in plane geometry. From Eqs. (3.29) to (3.31) we conclude that the function 
I/ R(h, A) 11 is bounded for / 7 1 ---f CD uniformly for any fi from the interval 
- h* < /3* < /3 < co. We are interested in /3* < Pm . 
Assuming now I,& E D(A) and resorting to the resolvent identity 
Wh -4 40 = Jw, 4 AIL0 + $0 3 (3.32) 
we see that the integrand function in Eq. (2.9) vanishes for I 7 1 -+ 00, 
uniformly in the interval p* < /3 < p. Therefore the straight line 
(h I h = /3* + iv, - cc < 77 < CO} can be chosen for the path of integration 
in the residual term, Z(t). 
Assuming further that A&, E D(A) and applying the resolvent identity 
twice we obtain 
As fi* < 0 the last two integrals vanish and taking the absolute value of 
both sides of Eq. (3.33) we get the estimate 
I Z(t) / Ge; jm dq’ I W* + i7’, A) A%, I 
@*” + 7’9 
(3.34) 
--m 
valid for almost all values of variables (x, V, p) in plane or (r, et, Q) in bounded 
geometry, respectively. From Eq. (3.33) we have also 
II W II < g jm 4 
II W* + i7’> 4 A’#, II 
(B*” + 7’2) * 
(3.35) 
--00 
The integrals in RHS of Eqs. (3.34) and (3.35) exist in ordinary sense. The 
set of functions #, such that $,, E D(A) and A#o E D(A) is dense in H. 
APPENDIX A 
Some of the results for plane geometry used in the paper have not been 
so far proved in an explicit form. However, they can be easily obtained by 
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analogy with the results derived for the bounded geometry. Here we shall 
give an indication of some of the proofs. 
The existence of a semigroup for the operator A, given by Eq. (2.7) follows 
from the two facts. First, the operator TP (Eq. (3.3)) generates a semigroup. 
This fact was proved first by lLIarti [ 111. Second, the operator K is bounded 
since it is a product of two bounded operators: the isotropic scattering 
operator whose boundedness was shown by Borysiewicz and Mika [8] and the 
projection operator (Eq. (3.9)) 1 . h b w nc o viously is bounded. Now the addition 
of the bounded operator to the operator being an infinitesimal generator of a 
strongly continuous semigroup of operators does not change this property and 
our conjecture is proved. 
To show that the region Re h ,< - A* is contained in the spectrum of A, 
we will use the sequence of functions defined for Re X < - A*: 
where 
P<V<S 
otherwise (A4 
and b, is the normalization constant. 
It is obvious that qs E D(A,). Th en it is easy to show that with the proper 
choice of b, we can normalize qs so that ]I q6 jj = 1. Using the standard 
procedure we see also that lim 6+o 11 (AI - T,) qs I/ = 0 for Re h < - A* 
which shows that the region Re h < - A* is contained in the spectrum of T, . 
The proof that A, h as the same property will be complete if we can show that 
lims,o // Kqs 11 = 0. This can be done by only a slight modification of the 
proof presented by Borysiewicz and Mika [8]. Finally we have proved that 
the region Re ,4 < - X* is contained in the spectrum of A,. Here we make 
use of the fact that spectrum is a closed set. 
The next problem to be considered for plane geometry is the nature of the 
spectrum of A, for Re h > - h *. We can employ here two approaches. 
First, that used by Mika [3] and Borysiewicz and Mika [6], based upon the 
approach introduced to the neutron transport heory by Lehner and Wing [7], 
and second, the method introduced by Vidav [9] and employed for a bounded 
geometry by Borysiewicz and Mika [8]. We will not reproduce here the 
corresponding proofs which can be easily obtained by slight modifications 
of the proofs given in the above papers. As the result one obtains that for 
Re h > - A* the spectrum of A, consists of a set of isolated eigenvalues 
which are the poles of the resolvent operator. The remaining part of the 
half-plane Re h > - A* is contained in the resolvent set of A, . 
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APPENDIX B 
We look for an estimate of I/ Q(h)/l, X = /3 + in, for p + A* > 0, 
/ 7 j + c0.l Equation (3.12) entitles us to consider /j PR(A, 7’) jj instead of 
11 Q(h) I/ . We make use of the relation 
The operator PR(X, T) on the subspaces HI, and Hlb can be defined 
respectively by the equations 
PR(h, T,) h = Ia dx’p,(x - x’, v; A) &‘, v); 
-a 
PR(X, Tb) h = Iv d,r’q& - r’, v; A) h(r’, v) P.2) 
valid for h E HI . In Eqs. (B.2) we use 
q&c, o; A) = &E (--- x + y(w) , x ,); 
4&, v; 4 = & 
exp - 
[ 
x + ;w , r ,] 
I r I2 (B-3) 
and 
E(z) = ,r e-zt $; Re z > 0; 1x1 #O. 
The functions defined by Eqs. (B.3) can be expressed as inverses of their 
Fourier transforms as follows 
qbh w; 4 = & SlhoIe space d,pL( I p I , v; A) eipr (B.4) 
with 
1 
zln- w9 vi 4 = x + vqv) 2 
z+l 
Z-1 (B-5) 
1 The symbols 11 1) and ( , ) will denote 11 Jja, and ( , )nI throughout this Appendix. 
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For instance, in plane geometry the first of Eqs. (B.4) gives the following 
estimate for the bilinear form in Eq. (B.l) 
~IQJ,~)I~IWJ,~/ u-3.7) 
where F(w, v) and G(w, v) are the Fourier transforms of the functionsf(x, V) 
and g(x, v) which are additionally defined for 1 x 1 > a as equal to zero. 
The function (z/2) In (z + l)/(z - 1) in Eq. (B.5) is sectionally holomorphic 
in the plane cut from - 1 to 1, and tends to a finite limit for x tending to 
infinity and to an internal point of the cut. For z + f 1 it has logarithmic 
singularities. 
Fixing /I > - A* and letting j 7 / + CO we have to consider two cases 
(i) If I z F 1 I is bounded away from 0, 
i * VW 
(ii) If z -+ & 1, which is possible only when (~/VW) + & 1 and 
) w / -+ CO, then, for sufficiently arge / 7 1 and small 1 z T 1J we have 
from which we get 
IL(l~l,v;~)I =o(+& E>O. (B.lO) 
Using Eqs. (B.l), (B.7), (B.8), (B.lO), the inequality 
I F(w, v) I - I G(w, 4 I G S (I &J, 4 I2 + I %J> ~1 I”) (B.11) 
and Parseval identity we can write 
II PW, T,) II = 0 (+) 3 E>O (B.12) 
uniformly in - A* < /3* < /3 < co. 
In bounded geometry a similar estimate is obtained. 
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