The negative impact of the reduction of vegetation cover is already being felt in the Zambezi Region in northeastern Namibia. The region has been undergoing various land cover changes in the past decades. To understand the historical trend of vegetation cover (increase or decrease), we analyzed 8-km resolution Global Inventory Monitoring and Modeling Studies (GIMMS) from the Advanced Very High Resolution Radiometer (AVHRR) and 0.25 ⇥ 0.25 (resampled to 8 km) resolution Global Precipitation Climatology Center (GPCC). We used the Time Series Segmented Residual Trends (TSS-RESTREND) method. We found that the general trajectory of vegetation cover was negative. Pixel-wise analysis and visual interpretation of historical images both revealed clear signs of vegetation cover change. We observed a single breakpoint in the vegetation trajectory which correlated to the 1991-1992 drought in southern Central Africa. Potential drivers of land cover change are the (il)legal expansion of subsistence farming, population growth, and wood extraction. These findings will serve as a reference for decision makers and policymakers. To better understand the human-induced land cover change at the micro scale and sub-regional level, we recommend using higher resolution remote sensing datasets and historical documents to assess the e↵ect of demographic change, disease, civil unrest, and war.
Introduction
Land degradation is one of the most serious and pervasive global environmental problems we face [1, 2] . This is especially the case in dryland ecosystems, where any slight change in land cover can easily lead to significant land degradation [3, 4] . Land degradation has been defined as the "reduction in the capacity of the land to provide ecosystem goods and services and assure its functions over a period of time for the beneficiaries of these" [5] (p.1). Land degradation usually occurs due to long-term reduction in temporal and spatial vegetation cover and primary productivity [6] . Land degradation is categorized as vegetation degradation, soil degradation, and unsustainable water use practices [3] . Broadly speaking, land degradation is caused by the complex interaction of natural factors (e.g., droughts) and unsustainable anthropogenic land use practices (e.g., overexploitation of natural vegetation cover [5] [6] [7] . Globally, human-induced land degradation has negatively a↵ected the well-being of at least 3.2 billion people [2] . Consequently, the impact of these anthropogenic activities is leading to a situation in which we could potentially lose 10% of the world's annual global product in biodiversity and ecosystem services [2] . As a result, understanding the dynamics of land use and land cover change has become the central focus of environmental research around the world [8] .
Measures that might prevent and/or avoid land degradation are therefore welcome and shown to be more beneficial in the long term for ecosystem sustainability and human well-being compared to land restoration measures [2] . It is therefore important to improve our understanding of the dynamics of land degradation. This new understanding will assist in improving the current natural land resources management strategies that better protect the environment and ensure food security. Ensuring food security is essential, most especially for the most vulnerable people in rural communities. In this study we focus on the increase (greening) or decrease (browning) of vegetation cover change [9] .
Africa accounts for 65% of the world's extensive cropland degradation [10] . The impact of anthropogenic activities and conflict over the use of land resources in Africa has been recognized as a major problem [11] . Thiombiano and Tourino-Soto [10] (p.2), listed the main causes of land degradation in Africa as: "demography growth, conflicts and wars with expanded refugees settlements, inappropriate soil management, deforestation, shifting cultivation, insecurity in land tenure, variation of climate conditions and intrinsic characteristics of fragile soils in diverse agro-ecological zones."
In Southern Africa, for example Namibia, land degradation has been identified as a major and urgent issue [3] . Namibia is one of the driest countries in sub-Saharan Africa. About 22% of the land area is classified as desert, 70% as arid to semi-arid, and 8% as dry sub-humid [12] . Consequently, any slight reduction in vegetation cover may have a significantly negative impact on the environment [3] as well as the livelihoods, and social and cultural lives of the people [13] . In Namibia, 70% of the population is subsistence farmers [3] . Most are rural dwellers and depend on natural land resources for their livelihood [3, 14] .
The negative impact of the reduction in vegetation cover is already being felt in the Kavango and Zambezi Regions in the northeast of the country [3, 15] . For example, studies in the Zambezi Region all reported di↵erent forms of vegetation cover change (gains and losses) [16] [17] [18] [19] . To address land degradation, the government launched Namibia's Programme to Combat Desertification (NAPCOD) in 1994, after the country became a signatory to the international Convention to Combat Desertification (CCD) in the same year [20] .
In this study we characterize the historical trajectory of the vegetation trend for the 34 years (1982-2015) in the Zambezi Region (formerly Caprivi) of northeastern Namibia. The region has the largest savannah woodland cover in the country [13] , comprising a mixture of trees, shrubs, and grasses [17, 19] . The region is very important for agriculture due to its fertile soils and high rainfall [19] . Current historical vegetation-related studies in the region are mainly forest inventories [21, 22] or categorical in nature [16, 17, 19] . Moreover, to the best of our knowledge, there are no studies characterizing the general trajectory of the region's vegetation trend.
The main objective of this study is therefore to characterize the historical trend in vegetation greening or browning in the region in the last 34 years (1982-2015) . The specific objectives of this study are to:
(i) analyze the general trajectory of vegetation shift (greening or browning) in the Zambezi Region in the last 34 years (1982-2015);
(ii) analyze the potential factors that might explain the observed vegetation shift during this period .
To characterize the vegetation trajectory, we used time series remote sensing data and the Time Series Segmented Residual Trends (TSS-RESTREND) method [23] . The use of TSS-RESTREND allows the separation of human-induced vegetation cover change from that caused by natural climatic factors [23] [24] [25] . TSS-RESTREND is a significant method because it addresses the drawbacks of two widely used methods in assessing dryland vegetation: Residual Trends (RESTREND) [25] and Breaks For Additive Seasonal and Trend (BFAST) [26, 27] . RESTREND was developed to assess human-induced land degradation over drylands [25] . There is a strong relationship in the drylands between vegetation productivity and precipitation [1, 25] . Precipitation is a more dominant factor for vegetation productivity in drylands [25] . This strong relationship makes it di cult to separate vegetation cover changes due to precipitation from those caused by human activities [1] . The Residual Trends (RESTREND) method [25] was developed to remove this strong relationship. When climate variability is accounted for, land degradation due to human activities can be better identified [25] . However, the main drawback of RESTREND is its inability to provide reliable results when there is no strong linear relationship between the variability in the vegetation index and precipitation [23] . Similarly, BFAST was developed to detect points where there was a change in the relationship between the vegetation index and precipitation [23, 26, 27] . The drawback of BFAST is its sensitivity to interannual variability in climate over dryland ecosystems [28] . Consequently, when a phenological vegetation signal is missing, BFAST interprets this as a breakpoint [23] . Both drawbacks are addressed and implemented in the TSS-RESTREND method and have been successfully used to assess land degradation in dryland Australia [23] . Since Australia and Namibia have a similar dry environment, TSS-RESTREND is very suitable. Using TSS-RESTREND to assess vegetation cover change is unique and provides results that di↵er from previous studies considered by this study [16] [17] [18] [19] .
We anticipate that the results of our long-term vegetation analysis will provide additional information on the historical trajectory of vegetation cover in the Zambezi Region. This additional information may inform policy decision-making regarding natural resources conservation and management in the region and elsewhere.
Materials and Methods

Study Area
The Zambezi Region has a land area of 14,528 km 2 , with a total population of 98,849. It shares a border with Angola, Botswana, Zimbabwe, and Zambia [29, 30] . The region receives the highest annual precipitation in the entire country (500-700 mm/year) [31, 32] , in contrast to the national mean (<250 mm/year) [3] and the southwestern and coastal areas (<50 mm/year) [31] . The annual evaporation rate in the region is about 2500 mm [32] . There is a distinct wet season, which begins in November and ends in April. The region has average winter and summer temperatures of 5 C and 35 C [32] . The vegetation cover in the region is mainly woodland savanna and open grassland [13, 19] . The topography of the region is flat, with the height above sea level from 930 m in the east to 1100 m in the west [32] . The region has eight constituencies: Kongola, Judea Lyaboloma, Linyanti, Sibbinda, Katima Mulilo Rural, Kabbe South, Kabbe North and Katima Mulilo Urban ( Figure 1 ) [33] . Apart from Katima Mulilo Urban, the land is communal, administered by traditional authorities. The region has several conservancies, but the most relevant for this study is the Salambala Conservancy because of its long history of communal land administration [19] . A conservancy is an area set aside and managed by local communities who have rights to live within, use, and manage wildlife and other natural resources for personal and tourism purposes [34, 35] . The Salambala Conservancy has a core area that is surrounded by 19 villages [36] . The core area is strictly for tourism and wildlife management [36] , and all other activities (e.g., grazing, farming, and illegal wood harvesting) are prohibited. 
Satellite Data
We downloaded a total of 816 raster images (two images per month) of 8-km resolution Global Inventory Monitoring and Modeling Systems (GIMMS) normalized difference vegetation index (NDVI) data [38] . The current version of the 8-km GIMMS (NDVI3g.v1) is available from 1981 to 2015 [38, 39] . Only raster time series from 1982 to 2015 (816 raster images) were used, because the 1981 dataset is incomplete. All downloaded raster images were used, and none was excluded. The NDVI3g.v1 was generated from the Advanced Very High Resolution Radiometer (AVHRR) sensor using the ration between visible (0.58-0.68 µm) channel one and near-infrared (0.725-1.10 µm) spectral bands [40] . The equation is written as:
The bi-monthly raster time series were resampled using a common 8-km grid with the nearest neighbor interpolation algorithm, and re-projected to the Universal Transverse Mercator (UTM) coordinate reference system. Finally, the bi-monthly rasters were aggregated to monthly rasters [38] , creating 408 NDVI raster images with 12 images per year. During aggregation, the maximum value composite (MVC) technique was applied, and quality flags [38] were used to retain only good quality pixels [9] . The MVC works by retaining the maximum NDVI value for each pixel, which is later used to create the final composite image [41] . Using MVC means the impact and risk of contaminated pixels interfering with the detection of changes within the time series is minimized [42] .
The time series precipitation data used was the Global Precipitation Climatology Centre (GPCC), available from 1979 to present [43] . The monthly GPCC 0.25° × 0.25° degree resolution data was downloaded and processed [44] . The GPCC was resampled to a common 8-km grid and re-projected onto the UTM reference system. The precipitation data used was from 1980-2015 (two years earlier than the NDVI), because this information is required by the processing algorithms during analysis to calculate the maximum rainfall accumulation months. Thus, 432 gridded monthly 
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The bi-monthly raster time series were resampled using a common 8-km grid with the nearest neighbor interpolation algorithm, and re-projected to the Universal Transverse Mercator (UTM) coordinate reference system. Finally, the bi-monthly rasters were aggregated to monthly rasters [37] , creating 408 NDVI raster images with 12 images per year. During aggregation, the maximum value composite (MVC) technique was applied, and quality flags [37] were used to retain only good quality pixels [9] . The MVC works by retaining the maximum NDVI value for each pixel, which is later used to create the final composite image [40] . Using MVC means the impact and risk of contaminated pixels interfering with the detection of changes within the time series is minimized [41] .
The time series precipitation data used was the Global Precipitation Climatology Centre (GPCC), available from 1979 to present [42] . The monthly GPCC 0.25 ⇥ 0.25 degree resolution data was downloaded and processed [43] . The GPCC was resampled to a common 8-km grid and re-projected onto the UTM reference system. The precipitation data used was from 1980-2015 (two years earlier than the NDVI), because this information is required by the processing algorithms during analysis to calculate the maximum rainfall accumulation months. Thus, 432 gridded monthly precipitation rasters were used. GPCC products are gridded and generated using gauges from ca. 67,200 ground stations [44] .
For this study, we used precipitation because it is the dominant factor determining vegetation productivity in drylands [25] .
Data Analysis
We used R (R Core Team, 2019) [45] with GIMMS [37] to download NDVI3g.v1 and TSS-RESTREND [23] to perform the analysis. For graphics production and visual interpretation, we used a combination of ArcMap (version 10.5.1) [46] , R (R Core Team, 2019) [45] , Inkscape (version 0.92.3) [47], and Google Earth Pro.
Pixel-wise analysis was performed using the Time Series Segmentation and Residual Trend (TSS-RESTREND) analysis method [23] to characterize the increased or decreased trajectory of vegetation change. Since TSS-RESTREND was designed to work on a single pixel [23] , we wrote an R script that iterated over each pixel across the time series, fit the pixel-wise TSS-RESTREND model, and wrote out the values for each pixel. RESTREND performs a pixel-by-pixel correlation of NDVI and precipitation using the optimal accumulation period and o↵set months [23] . The residuals are computed by taking the di↵erence between the observed and predicted NDVI [23] . An ordinary least squares linear regression model is fitted for the residual and time [23] . The equation takes the following form:
where x is the time in years, 0 is the intercept, 1 is the slope, and i = 1982, . . . ,2015.
One of the main drawbacks of the standard RESTREND algorithm [25] is that it only works well if there is a strong correlation between the vegetation index and precipitation [23] . BFAST, on the other hand, iteratively decomposes the time series into trend, seasonal, and remainder components [48] . BFAST fits a linear piecewise harmonic model using the ordinary least squares moving sum (OLS-MOSUM) to test for structural changes within time series data [41] .
The decomposition model takes the following form:
where Y t is the original observed data time series (TS) at time t, T t is the trend, S t is the seasonal, and e t is the remaining unexplained variation within the TS, respectively [26] . The main drawback with BFAST is its sensitivity to interannual variation in climate [28] . It will therefore identify a skipped phenological cycle as a breakpoint [23] . TSS-RESTREND has addressed both drawbacks in RESTREND and BFAST [23] . TSS-RESTREND can segment a time series and test residual monotonicity, and the consistency in the vegetation precipitation relationship (VPR) [23] . TSS-RESTREND fits a multivariate regression between the VPR residual and a dummy variable (0 before a breakpoint, and 1 after). The model takes the following form:
where x is time in years, 0 is the intercept, 1 is the slope, 2 is the o↵set at the breakpoint position, 3 is the change in slope at the breakpoint position, z is the dummy variable (0 or 1), and i = 1982, . . . ,2015.
To determine how vegetation cover change was distributed across the Zambezi Region, we analyzed the area on two levels: (i) the whole region; and (ii) pixel-wise.
During the analysis, the methods used to fit the models were based on whether a breakpoint was detected or not [23] . If a breakpoint was detected, the type and nature of the breakpoint determined which TSS-RESTREND technique was used in the final analysis [23] . All these processes were automated and implemented in the TSS-RESTREND method. The details concerning how the TSS-RESTREND method works can be found in [23, 49] . Here we give only a brief overview of the TSS-RESTREND method. First, the highest correlation of the combinations between the optimal precipitation accumulation period (1-24 months) and o↵set period (0-3 months) was calculated per pixel [23] . Second, the calculated optimal precipitation accumulation period was then used to fit an ordinary least squares method (OLS) with the NDVI to produce the relation between the vegetation and precipitation across the whole time series (ctsVPR) [23] . The residuals of the ctsVPR were then calculated by recording the di↵erence between the observed and predicted NDVI [23] . This di↵erence was then referred to as the VPR residuals [23] . BFAST was then applied to the VPR residuals to check for any breakpoints, and the Chow test was used to test if any detected breakpoint(s) was/were significant [23] . If the Chow test was non-significant, a regression model was fitted between the VPR residuals against time. This form of regression is referred to as a residual trend analysis (RESTREND) [23, 25] . On the other hand, if the Chow test was significant in its VPR residuals, the time series was divided at the breakpoint. A multivariate regression analysis of the VPR residuals and time was performed separately on either side of the breakpoint [23] . This regression is known as the segmented-RESTREND [23] . However, if the Chow test was significant in its VPR, the NDVI max of the time series was divided at the location of the segmented breakpoint, and the VPR was recalculated on both sides of the breakpoint [23] . Having calculated the VPR, the optimal accumulation period was standardized and used to fit a multivariate regression with the NDVI max [23] . Standardizing made it possible to compare all the optimal accumulation and o↵set periods across all the breakpoints [23] .
We also performed a visual interpretation of historical Google Earth satellite images. We interpreted the images by comparing the earlier time period (1984) to the current time (2015 and 2019) images across our study area. We also conducted field trips in 2006 and 2017 to perform a visual assessment of vegetation cover change in the region. (Figure 2a ). The temporally reordered VPR over the length of the time series indicates a clear negative response of NDVI max to precipitation (Figure 2b ). Furthermore, the total break height (BH) of the standardized VPR was significant and negative (BH = 0.125, p = 0.000057, and R 2 = 0.519). The residual change (rc) is significant and negative (p = 0.000000951, R 2 = 0.636, rc = 0.101) (Figure 2d ). The total change (TC) is also negative and significant (TC = 0.226, p = 0.000057).
Results and Discussion
The most significant breakpoint was detected in 1989 (p = 0.0000753; Figure 2a ). The detected breakpoint corresponds to the drought period (1991) (1992) in southern Central Africa [50] . However, the impact of the drought was minimal in Namibia compared with other countries in the region (e.g., Zambia and Zimbabwe) [50] . Figure 3a ,b shows the pixel-by-pixel distribution of the vegetation trend. The total change in NDVI (Figure 3a ) depicts most of the pixels as unchanged. However, the total residual change (Figure 3b ) depicts a wide distribution of positive, negative, and unchanged pixels. The negative pixels indicate locations of vegetation cover loss caused by anthropogenic activities, not climatic factors. This is because the NDVI variability associated with climatic factors has been removed and any negative trend in the residuals indicates human-induced vegetation cover loss [25] . However, other natural processes (e.g., forest fires, plant disease, vegetation successional patterns, wild animal grazing, etc.) are also potential drivers of the observed negative trend in vegetation cover. Yet during the study period there were no reports of widespread natural changes. Such natural influences were therefore negligible. We observed that vegetation cover change occurred close to settlements and mostly around road infrastructures (Figure 3a,b ). We provide a detailed discussion of the potential factors driving vegetation cover change in Section 3.2. Our findings regarding the overall trajectory of vegetation cover resonate with similar results by de Blécourt 2018 et.al., and Kamwi et. al. 2017 [17,18] , who reported vegetation cover change in the Zambezi Region during the same period. Furthermore, the observed vegetation cover change in the region reflects similar observations reported in other regions of Namibia (e.g., Okavango [15, 52] and Ohangwena [53, 54] ). The observed vegetation cover change in the Zambezi Region reflects the historical nature of vegetation cover change in Namibia [55] [56] [57] . Moreover, similar patterns of vegetation cover change have been reported in Angola [58] and Zambia [59] .
Our analysis of historical Google Earth images also confirms the negative trend in vegetation cover shown in Figure 2a . We observed that forest areas cleared for farming and settlement purposes were visible signs of intensive agricultural activity (e.g., p1 in Figures 3a,b and 4a-d) . We also observed that pixels showing vegetation greening were the locations of human activity (e.g., p2 in Figures 3a,b and 4e-h) . However, some greening pixels (e.g., p3 in Figures 3a,b and 4i-l) were now overgrown by new vegetation. Location p3 is within the Bwabwata National Park, where the former South African Defence Force (SADF) camps and training areas were located. These observations from Google Earth images also showed vegetation cover loss had expanded beyond our study period (1982-2015) (see Figure 4d p1 : 2019, and Figure 4h p2: 2019). We also observed the expansion of vegetation cover loss in the region during our field trips in 2006 and 2017. [17, 18] , who reported vegetation cover change in the Zambezi Region during the same period. Furthermore, the observed vegetation cover change in the region reflects similar observations reported in other regions of Namibia (e.g., Okavango [15, 51] and Ohangwena [52, 53] ). The observed vegetation cover change in the Zambezi Region reflects the historical nature of vegetation cover change in Namibia [54] [55] [56] . Moreover, similar patterns of vegetation cover change have been reported in Angola [57] and Zambia [58] .
Our analysis of historical Google Earth images also confirms the negative trend in vegetation cover shown in Figure 2a . We observed that forest areas cleared for farming and settlement purposes were visible signs of intensive agricultural activity (e.g., p1 in Figure 3a ,b and Figure 4a-d) . We also observed that pixels showing vegetation greening were the locations of human activity (e.g., p2 in Figure 3a ,b above. p1 shows the approximate location of degraded pixels between 1984 (left-hand column) and 2015 (middle column), covering the period of our NDVI data. The greening pixel (p2) is due to human activity (possibly farms or surface grasses). The right-hand column represents the situation beyond our study period. The location (p3) shows evidence of forest regeneration. We used images on December 31 for 1984 and 2015. For the images in the third column on the right, we used the best quality images closest to the same altitude as in 1984 and 2015.
Potential Direct and Indirect Causes of Vegetation Cover Change: 1982-2015
Following the categorization of Geist and Lambin [8, 60] , an in-depth literature review revealed that vegetation cover change in the region was driven by the full interplay of demographic [13] , ecological (e.g., floods) [61] , and environmental factors (e.g., topography) [19] . The main direct causes of vegetation cover change included subsistence farming, infrastructure development (e.g., roads), settlements, and (il)legal wood extraction (e.g., for firewood and housing construction) [13, 17, 19] . Although the effect of the identified drivers varied across different years, the resolution of our data (8 km) did not allow small-scale abrupt changes to be registered. However, the combined effect of the individual factors was revealed in the trend, which corresponded with previous studies in the region (e.g., [17] [18] [19] ).
Recent studies indicate that woodland conversion to farmland persists in the region [18] due to population growth, leading to an increased demand for land for farming and construction [3, 23] . For example, the land area cleared for farming quadrupled from 701.8 ha in 1970 to 3161.3 ha in 2006 [19] . Similarly, the need for grazing areas increased the pressure and demand for land areas in the region, as the number of cattle in the region increased from 100,000 in 1989 to 151,000 in 2012 [19] . In 2012 the density of cattle was about 100:666 large stock unit (LSU) which is close to the region's carrying capacity of 160:635 LSU [19] . The high density has increased the pressure on land and land resources. Figure 3a ,b above. p1 shows the approximate location of degraded pixels between 1984 (left-hand column) and 2015 (middle column), covering the period of our NDVI data. The greening pixel (p2) is due to human activity (possibly farms or surface grasses). The right-hand column represents the situation beyond our study period. The location (p3) shows evidence of forest regeneration. We used images on December 31 for 1984 and 2015. For the images in the third column on the right, we used the best quality images closest to the same altitude as in 1984 and 2015.
Following the categorization of Geist and Lambin [8, 59] , an in-depth literature review revealed that vegetation cover change in the region was driven by the full interplay of demographic [13] , ecological (e.g., floods) [60] , and environmental factors (e.g., topography) [19] . The main direct causes of vegetation cover change included subsistence farming, infrastructure development (e.g., roads), settlements, and (il)legal wood extraction (e.g., for firewood and housing construction) [13, 17, 19] . Although the e↵ect of the identified drivers varied across di↵erent years, the resolution of our data (8 km) did not allow small-scale abrupt changes to be registered. However, the combined e↵ect of the individual factors was revealed in the trend, which corresponded with previous studies in the region (e.g., [17] [18] [19] ).
Recent studies indicate that woodland conversion to farmland persists in the region [18] due to population growth, leading to an increased demand for land for farming and construction [3, 16] . For example, the land area cleared for farming quadrupled from 701.8 ha in 1970 to 3161.3 ha in 2006 [19] . Similarly, the need for grazing areas increased the pressure and demand for land areas in the region, as the number of cattle in the region increased from 100,000 in 1989 to 151,000 in 2012 [19] .
In 2012 the density of cattle was about 100:666 large stock unit (LSU) which is close to the region's carrying capacity of 160:635 LSU [19] . The high density has increased the pressure on land and land resources. The carrying capacity mentioned above does not account for the region's large elephant herd (about 8726) [61] , nor is the largest population of migratory elephants in Africa (about 200,000) accounted for. This population is mainly located in the Chobe National Park in Botswana, on the southern border of the Zambezi Region [62] .
Infrastructure expansion, including roads and settlements, is another factor driving vegetation cover change in the region. The length of (minor and main) roads was 699.9 km in 1970 but increased to 2385.0 km by 2006 [19] . An important road is the Trans Zambezi Highway (TZH) (formerly Trans Caprivi Corridor (TCC)) [19, 63] . The TZH connects the Copperbelt in Zambia, the Democratic Republic of Congo, and the Walvis Bay seaport in Namibia. It has become an important trade route and has improved access to tourist and inland areas in the Zambezi Region [19] . In addition, the construction of the TZH has resulted in new settlements and farms, usually close to this new road [19] . Consequently, the increase in settlements and population in close proximity to the road has potentially contributed to activities causing the vegetation cover change we have observed (see Figure 3a ,b) [3, 60] .
According to our in-depth literature review, (il)legal extraction of wood is the third direct cause of vegetation cover change in the region. Barnes et al. [64] estimated an annual harvest of 220,000 m 3 , 18,500 m 3 , and 59,400 m 3 of fuel wood in the region. The wood extraction statistics in the region reflect the national pattern. The national statistics show the annual wood harvest to be 1,022,700 m 3 of fuel wood and 334,400 m 3 of poles, amounts which are projected to be 2,631,000 m 3 and 745,000 m 3 by 2030 [64] . Moreover, illegal wood harvesting activities have also been reported to be occurring in the region [13, 65, 66] .
Indirect causes of vegetation cover change in the region include demographic, ecological (e.g., floods), and environmental factors (e.g., topography). According to o cial census data the population in the region was 90,422 in 1991, but this increased to 97,176 by 2015 [30] , with a total of 36,243 agricultural households recorded in the 2013/2014 agricultural census [67] . Like population growth, the number of households also increased in the region. In 1991 the number of households was 18,061, in 2001 and 2011 there were 16,839 and 21,283, respectively [30] . The increase in the number of households agrees with similar studies by de Blécourt et al. [18] . The drop in population and number of households in 2001 was due to the human immunodeficiency virus (HIV)/acquired immune deficiency syndrome (AIDS) epidemic, which infected about 40% of the region's people [68, 69] , and to the electoral rezoning of the region [19] . However, improved healthcare and the availability of antiretroviral drugs [70, 71] brought population growth to the region. This led to the conversion of large expanses of woodland into agricultural farmland [16] , settlements, and other land use, such as fields for cattle grazing [3, 19] .
Recently, recurrent floods have driven the migration and resettlement of people and livestock seeking higher elevation areas, mostly close to roads [3, 16, 19] . For example, the 2009 floods a↵ected about 700,000 people in six regions in northern Namibia (Zambezi, Kavango, Ohangwena, Omusati, Oshana, and Oshikoto), displacing 55,000 people, 28,000 of whom had to be relocated [72] . The floods of 2011 a↵ected 138,300 people, 60,000 lost their properties, and 18,000 had to be relocated [72] . In the Zambezi Region the 2009 floods displaced about 23,000 people, destroying about 7017 homes and 71 km of roads with estimated damages of 19 million US dollars [65] . Other flood events included: (i) 2002 and 2003, which a↵ected about 12,000 people; (ii) 2004, which a↵ected more than 20,000 people; (iii) 2007, which displaced about 15,000 people [19] ; (iv) 2010, which a↵ected 50,000 people, with 17,109 requiring relocation [73] ; (v) 2011, which required the relocation of 10,954 people [74] ; and (vi) 2012, with 11,000 people relocated [75] . The extent of flood during 2009, 2011, and 2012 were mapped to cover an area of 542 km 2 , 720 km 2 , and 673 km 2 , respectively [60] . All these flood events contributed to an increase in settlements and placed further pressure on land and the demand for natural land resources for housing, farming, and grazing [3, 16, 19] . The demand increased the amount of wood extracted and the land area cleared for farming and grazing [16, 19] . It has been suggested that the amount of wood harvested could be higher than the reported o cial statistics [36] .
Our own field observations and interviews, corroborated by other authors [54, 76, 77] , reveal that other factors contributing to loss of vegetation cover in the region include land tenure, longstanding traditional land inheritance [19] , and non-harmonized land management practices between the state government and traditional authorities [19] . Colpaert et al. [19] also noted that expanding the protected areas led to more pressure on the remaining communal land. This expansion resulted in regional conflicts [19] and people resettling in protected areas [16, 20, 36] . All these anthropogenic activities may explain the vegetation cover change in the region, and why this is largely occurring close to the road (see Figure 3a ,b).
Conclusions
Our findings provide a better understanding of the long-term trajectory of the vegetation cover trend in the Zambezi Region of northeastern Namibia in the last 34 years (1982-2015) . Our analysis reveals the long-term trajectory of vegetation cover change to be negative. There are visible signs of vegetation cover change. We observed the vegetation cover change to be mostly around road infrastructures with high population densities. An in-depth literature review revealed the main drivers of vegetation cover change in the region to be subsistence farming, infrastructure expansion, including settlements, and (il)legal wood extraction for firewood.
Population growth and land tenure insecurity (including customary land rights) are among the major indirect drivers of vegetation cover change. The spatial trend of vegetation cover and the visible anthropogenic signs we have observed suggest there is a distinct correlation. It appears these drivers have potentially contributed significantly to driving the vegetation cover change observed by this study. To this end, any land use policy should include additional measures to enhance food and energy security and provide incentives for rural dwellers to properly and sustainably use and manage land resources. These measures will help reverse vegetation browning in the Zambezi Region and elsewhere in Namibia. Of particular concern are the unregulated expansion of farming and illegal wood harvesting activities. These undesirable land use activities are severely impacting vegetation cover and the wildlife population. This requires the relevant authorities and conservation o cials to address the problem of unwanted activities by strengthening forest governance and enhancing the capacity of the region's law enforcement authorities to act.
Capturing land cover change using coarse resolution data (8 km in this study) is challenging [23, 28] , though such data have been successfully used to characterize land cover change (e.g., [23, 25] ). Future studies might therefore explore higher resolution datasets and historical documents to assess the e↵ect of demographic change, disease, civil unrest, and war.
