Cloud computing applications (CCA) are defined by their elasticity, on-demand provisioning and ability to address, cost-effectively, volatile workloads. These new cloud computing (CC) applications are being increasingly deployed by organizations but without a means of managing their performance proactively. While CCA provide advantages and disadvantages over traditional client-server applications, their unreliable application performance due to the intricacy and the high number of multi connected moving parts of its underlying infrastructure, has become a major challenge for software engineers and system
Introduction
As Cloud Computing is more largely adopted by organizations, the measurement of the performance of this infrastructure becomes a major concern [1] . The utilization of Cloud Computing Applications (CCA) can be justified by financial reasons [2] , even as this type of application contains more components and is geographically displaced than the standard client-server applications [3] . It is important to introduce the underlying concepts of CC as this experiment aims to address one of its performance characteristics.
One of the frequently cited sources for the definition of CC is the one by the US National Institute of Standards and Technology (NIST), that proposes that "Cloud computing (CC) is a model for enabling convenient, on demand network access to a shared pool of configurable computing resources (e.g. networks, servers, storage, applications and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction" [4] .
From this definition CC is a technology that relies on the connectivity provided mainly by the Internet to allow access to shared pools of resources, whose utilization should be easily obtained and relinquished with good cost-effectiveness and without much administrative effort; these shared resources would permit a high degree of elasticity based on variable workloads and could be managed by a service level agreement (SLA) describing the expected behavior and performance of specific CCA. The notion of "Quality in Use" of a CCA is directly linked to the quality of the network infrastructure as well as the configuration of the pooled resources [5] .
A number of authors cite the advantages [2] and disadvantages [1, 3, 6] of utilizing CC technology. It is important to identify that CC is not a solution for all the computing problems that exist and that it can be misused in lieu of other more adequate technologies. From the standard NIST definition, [4] it is possible to see that a CC relies on a number of different components, which can be configured, according to the needs of the users. This also means that the concept presupposes that the configuration of a cloud isn't static, meaning that at a certain moment a particular component might be hosting a different number of services and customers, depending not just on the requested workload by the end-users, but also on the availability of remaining resources, on the infrastructure, to host the said requests. In this case, when a performance issue happens, it is hard to pinpoint the exact point of degradation.
This research aims to address one of the cloud disadvantages that emerge from this greater number of interrelated components: The unreliability of CCA performance due to the intricacy of the multi connected dynamic parts of its underlying infrastructure. Since many nodes interact to process the data, it is hard to pinpoint performance issues. This research explores that characteristic with the investigation of the most 3 relevant performance measures for root cause analysis (RCA) of performance degradation events in the experiment.
Performance measurement of information systems is challenging: ensuring quality of information systems has long been a concern both for organizations and software engineers. Juran [7] had already identified in the 1970's that measuring the quality of software, systems and Information Technology (IT) services is challenging, in part caused by the immaturity of software engineering itself and by organizations seldom able to follow up with the rapidly evolving technologies [8] .
Software measurement can be conducted from different perspectives: the internal perspective, which measures the quality of how well built and maintainable the software system is; and the external perspective that is interested in how well the software system fits its functional obligations and technological environment, and its quality when used. From the external perspective, performance log measures try to reflect the actual utilization of the system by its end-users, who are one of the stakeholders of the software and are using it to perform a task for achieving a particular business goal [5] . These software product measurement perspectives (i.e. internal and external) are documented in the ISO 25023 standard.
Measuring the performance as perceived by an end-user has been a concern for software engineering researchers since the early 60's [8] and some experiments have explored various proposals [9] [10] [11] [12] [13] [14] [15] [16] . Initially, researchers have used end-user's surveys since it is easier than trying to actually measure the end-user's perceived performance using internal and external measures in a distributed computing environment such as a CCA environment characterized by the intricacy of the multi connected dynamic parts of its underlying infrastructure. However, surveys have a number of limitations, including not being good for following trends in real time, not providing a good source for cause and effect, and low response rates, vulnerability to responder's bias and being generally time-consuming efforts [17] . To overcome these limitations and complement survey data, it is possible to use automated and user-independent performance quality measurements as proposed over the years.
The literature describes that software systems performance measurement can be conducted in many ways. One popular approach is to use the datacenter logs [9] : An IT infrastructure typically offers readily available logs of different resource consumption and utilization levels for operating systems (OS), applications, computers and IT infrastructure components like telecommunication devices. Logs are often composed of binary files that include data from different components in a system, containing large quantities of detailed information and are typically stored in a file or database for later analysis.
Recently, many commercial, open source, and easily accessible log tools have been made available for collecting, analyzing and generating performance dashboards that render different measures of the infrastructure components that are used by an application [10] [11] [12] [13] suggesting that these measures can be utilized to identify performance degradation events and to ascertain which are the potential root causes (RC) for these events.
At a high level, Croll [14] suggests that cloud performance should be approached from a business perspective initially, analyzing the positive and detrimental effects that it eventually brings to the company's objectives [14] . Others have proposed automated software tools to simulate access to services and to measure:
1. The response times [15] ; 2. The third-party performance evaluation services [16, 17] and 3. Comparative tests amongst different providers [18] .
In contrast, a number of other approaches propose the collection of internally derived measures of different service configurations over the same infrastructure [19] , but do not provide details on how this can actually be done within an industry context. However, reporting performance from the end-user perspective has not been undertaken in previous works. To tackle this as unobtrusively as possible, we choose to monitor 4 performance logs and use the data collected to identify degraded or appropriate quality levels for an industry-based CCA.
The research reported here investigates how this data can be analyzed and interpreted, including the measurement results on the organizational goals, and in particular the performance as perceived by endusers. This work extends the Performance Measurement Framework for Cloud Computing Applications proposed by Bautista et al. [5] (Bautista's Framework), which is based on the COSMIC model, to support generic software as illustrated in Fig. 2 . This paper applies the measurement framework to represent the performance of an actual CCA from the end-user perspective and experiments on how to identify the most relevant performance measures for identifying RC for performance degradation on Cloud Computing Systems (CCS). This paper is structured as follows. Section 1 introduces the research issue and the research environment. Section 2 presents the related works, and Section 3, the methodology. Section 4 reports on the experiment for collecting, analyzing and correlating the collected performance data as well as the data analysis. Section 5 presents the conclusion and future work.
Related Works
This section presents the related work approaches to measuring system performance, end-user performance measurement and the performance measurement framework for CCA, highlighting the elements relevant to this research.
Approaches to measuring system performance
The problem of measuring system performance has been explored by numerous authors and many tools are now available for collecting, measuring and displaying the values of performance log data [20] , such as: memory use, processor use and at times telecom and disk usage.
Direct measures are extracted straight from the data-source and are usually self-sufficient to represent any given state, such as processor utilization. Indirect measures are measures that are obtained from combining, deriving and calculating other measures: for example, number of completed jobs per second. Different data collection approaches are implemented in these tools: Some install agents on the equipment that report the log data back into a performance management database [21, 22] ; others use a popular internet standard protocol, SNMP 1 [11, 23] , that collects the data directly. Other tools store the results of the measurements locally on performance logs [10, 12, 13] . These results are typically used for monitoring purposes or stored and processed for posterior use.
The data processed as they are collected usually have some level of pre-defined thresholds that, when exceeded, trigger an action, such as restarting a service, rebooting a computer or generating an alarm. The data processed or analyzed a posteriori (secondary data) are frequently used for troubleshooting, root cause analysis, management and decision making purposes. Some of these data collection tools are capable of doing a first level of processing (i.e. alerts, restarts and reboots) as well as storing the data for further analysis [24, 25] .
Two main concerns have been documented on the current measurement collection approaches when the processing is performed at the moment of the data collection: 1) Is the actual processing affecting the collected measures? More specifically, is the measuring process intruding on the measured system? 2) When the processing is done a posteriori, is there a risk of impacting the data quality and, consequently, not being able to take decisions in a timely fashion? [26] [27] [28] .
CC increases the difficulty of understanding the behaviour of the service delivery infrastructure. It is harder to identify what are the paths that the service follows inside a CCS infrastructure in order to reach the client and, accordingly, it is harder to identify clearly each point of failure. Additionally, defining quality characteristics and effectively managing such infrastructures is hard and its measurement process involves many steps and both computational and human effort to complete.
To study CCS performance, two approaches from the literature are promising for this research:
-Design and set up a set of experiments that deploy a customized application on different commercial Cloud Computing Platforms (CCP), thus measuring the performance of the infrastructure [29] .
-Use stochastic methods to simulate the user interaction with a customized system, comparing the effects of network I/O on user response [30] .
The first approach offers a set of equations that allow the comparison of different systems. On the other hand, the second approach demonstrates the cause-effect of user interactions with a system. The following limitations have already been identified by the authors of both papers [29, 30] :
-Customizing an application is not always feasible within a CCS context [29] , considering that many applications are constructed by third parties and integrated into a CCS.
-Stochastic simulations are, by definition, non-generalizable [30] , given that the components that compose that particular stochastic scenario are not necessarily translatable to other experiments.
For measuring CCS performance, there should be an alternative that offers a fair compromise of time to decision and generalization capacity.
End-user performance measurement
The concern with the user's ability to efficiently interact with computer systems has long been raised. For instance [31] , in the 60's suggests that different users can have different backgrounds and abilities for exploring different degrees of information and, even if the application user's interfaces can be standardized, the same is not guaranteed for user behaviour.
During the 80's and the 90's, researchers [32] [33] [34] discussed that end-user perceived performance of a software based system is a complex attitudinal construct, involving four key concepts describing what would be a software based system that displays good quality from their perspective:
1. It should improve the average quality of the user's daily work; 2. It should make the user's job easier; 3. It should save the user's time and effort; and 4. It should fulfill the needs and requirements of the user's tasks.
Fagan and Neil [35] discussed the potential impact of self-efficacy, including to fully exploit a technology. They report the impact of user anxiety, experience, IT support and utilization of computer systems on the end-user experience. One of their key findings is that, whenever a software-based system was described by an end-user as having a good technical response (for example, saving the user's time and fulfilling the needs and requirements of the user's tasks), the actual end-user performance was also reported as good.
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The individuality of the performance perception and user experience has been explored in [36] , where the authors reported that different individuals (i.e. end-users) would display variable responses to fluctuating user experience when using software-based systems. The perceived usefulness and task-related expectation of a system has also been positively related to the end-user satisfaction [37] . Five performance characteristics are also proposed as relevant for a typical end-user: 1) task success; 2) time-on-task; 3) errors; 4) efficiency; and 5) learnability [38] . These research results reinforce the concept that a typical end-user wants to be able to perform the required tasks in a timely fashion, with the least possible amount of effort.
Two studies have also reported that:
1) When an end-user feels prepared for the task to be performed with the utilization of a specific software-based system, that user will frequently present a greater degree of satisfaction and tolerance to failure whilst engaging the task [39] ; 2) The application delivery chain, which is "the sum of all interconnected components that are involved in making an application available to the end-user" is getting increasingly more complex every year (i.e. this makes "seeing the big picture", understanding all its elements and the origin of problems, a harder task for the datacenter technical analysts [40] ).
From these related works, a number of findings are useful to guide the development of this research:
-Understanding cloud computing performance is a technically challenging task, and being able to identify, comprehend and act upon a performance-degrading event on a timely fashion is difficult.
-Users are able to identify degraded performance of systems by interacting with them. System analysts do not usually have the same interaction with systems and, without the aid of measures and indicators, it might be impossible to remediate performance degradations without impacting the end-user performance as well.
-Monitoring cloud computing performance using datacenter logs involves interpreting a large amount of data: to be able to provide useful information for timely decisions, an automated approach for the data collection, processing and presentation is necessary.
Performance measurement framework for cloud computing
This research leverages the performance measurement model proposed by Bautista et al. [5] (Bautista's Model), which is based on the COSMIC model for generic software [41] , represented in Fig. 1 . Bautista's model is represented in Fig. 2 .
Fig. 1. COSMIC model of generic software (adapted from [42])
Legend:
The COSMIC generic software model presented in Fig. 1 also enables the connection between the CCAthe application, with the cloud computing system (CCS). The CCA is the software layer which consumes resources from the I/O and Storage Hardware in order to provide services to the users, devices and other software. The CCS is the combination of the hardware, software, telecommunications equipment and its specific configurations that allow a CCA to perform the requested services.
It describes the cloud computing system (CCS) and its detailed attributes that can determine the system's performance, specifically quantifying the efficiency and reliability concepts, through measurement functions that assign values to the properties, thus allowing actual measurement and evaluation. This framework proposes to use and share different performance log measures across different concepts, using a mechanism of entries and exits as communication channels. Performance log measures are obtained as the result of a measurement method, and are analysed by analysis functions that read the data on a storage system.
Fig. 2. Generic performance measurement framework -Bautista et al. [5]
This proposed model considers that three fundamental outcomes are generated by a software-based system whenever a request is made: it either a) performs the service correctly, b) incorrectly or c) does not perform at all. If the system performs correctly, it is feasible to measure its response speed. If the system performs incorrectly, it is feasible to measure its system's reliability. If the system does not perform, it is feasible to identify a system's availability issue. These outcomes are represented in Fig. 3 . These three types of outcomes have been mapped to the definition of quality as described in both use model and the ISO software product quality model in ISO 25010. The related performance sub-concepts identified in this mapping are: efficiency (i.e. time behavior, resource utilization, capacity) and reliability (i.e. maturity, availability, fault tolerance, recoverability) as the key determinants of the performance for a CCA.
Fig. 4. Bautista model: Performance concepts and sub concepts relationships [5]
Bautista et al. [5] describe performance as a service that either completes or not a request, and attains different degrees of efficiency and reliability while doing it -see Fig. 4 .
Methodology
The experiment conducted in this work involved 700 CCS components within this corporate email CCA, located in a single physical location, and collecting anywhere from 80 to 570 different performance data sources, per component, at a specific time. The total size of data collected is 2.4 GB, with approximately 500.000 rows and 483.000.000 cells. These CCS components are disposed in a topology (see Fig. 5 ) composed of desktops, servers and network components producing the log data listed in Tables 1 and 2 . The processing has been executed by 5 virtual machines (VMs) where one is configured as a host and four are configured as slave nodes running the Anaconda -Python for Hadoop -package through which the experimental data is collected, organized and processed.
From this high-level network diagram, it is possible to see that between the VM-Host, which is the node where the end-user interaction happens and the data that is stored in the CCA database, represented by the Mbx/Db CCS component, at least 14 different CCS components can influence the end-user perceived performance at any time. Each of the individual CCS components can generate a number of measures 9 depending on its specific characteristics. Sub-sections 3.1-3.4 provide further information on how the performance characteristics are associated, organized and extracted.
Fig. 5. High-level network topology of a CCS
During the experiment, 2.4 GB of data is collected from 34 nodes on a single physical location, as per the following steps:
1. Collect real life data from the cloud based e-mail application. 2. Identify the most relevant performance measures for RCA of each time series. 3. Explore any potential anomalies in the measures identified 4. Describe intra-component and trans-component correlations. 5. Provide any additional information that can guide decisions on the situation of the end-user perceived performance at any given time.
Description of the industry case study
The environment of this experiment is defined by a hybrid cloud which provides the end-users with e-mail functionality. The cloud hosts databases (Microsoft SQL Server), e-mail (Microsoft Exchange), directory services (Microsoft Active Directory), DNS servers (Red Hat Enterprise Linux Bind), virtualization servers (Citrix XenDesktop); the clients run Microsoft Outlook on Microsoft Windows 7 machines.
The Network infrastructure is provided by third parties, and is mainly comprised of Cisco switches, routers and firewall appliances. High availability is attained by load balancing and redundancy of resources. All the performance and application logs are centralized in a logging service, in order to provide accountability and compliance to the particular industry regulators. 
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The total amount of machines on the network is approximately 120.000, and the experiment targeted 700 at a single physical location. These 700 machines share the same networking components, while the cloud infrastructure is shared by all users.
The experiment collected the performance logs generated by the 700 machines of the targeted physical location, as well as those from the cloud infrastructure; those logs are already collected as part of incident management approaches and the data used is a secondary copy of the original one. The volume of processed data was very large, and the processing was completed on an Apache-Spark machine cluster of 2 master and 4 slave nodes. The respective configurations of these machines are Xeon E31230 3.2 GHz (8 cores) 16 GB of ram and each VM running on 4 virtual cores with 8 GB of ram. The OS used was Red Hat Enterprise Linux 64bit. The language selected for the creation of the processing algorithms is Python, mainly due to the convenience of using this language for statistical calculation with the Pandas module.
This environment is a live production setting, and the hardware used for the processing is part of an innovation lab that is used to test and develop new services.
Relationship between performance measures for CCA, platform and software engineering concepts
Mapping the performance measures from the CC platform into the quality concepts of the Bautista's model is a needed step in order to establish a relationship between performance data and ISO quality concepts. This data is typically collected using the performance logs. In this list we are trying to have the most granular possible performance data provided by the log tools. Table 1 presents an excerpt of the full list of performance data and from which CCS component types the data are collected; Appendix1 presents the complete list.
It is important to notice that while there are only 57 types of log data in the table presented in Appendix 1, 24 of them have a name containing "*": this means that this particular data source is applied to multiple disks, processors, processes, network interfaces and will fluctuate depending on the activity level at any given moment. An expanded description of each measure can be found in the documentation of the original sources, as created by the owner of the appropriate systems [10, 12, 13] . The data presented in Table 2 describes the association of the above measures with the quality concepts of Bautista's Model for efficiency (i.e. time behavior, resource utilization, capacity) and for reliability (i.e. maturity, availability, fault tolerance, recoverability). It is possible to identify some imbalances in the quantity of performance log data types associated with each concept, similar to what has been already reported by Bautista et al. This could lead to a discussion on how to effectively design a CCA, which is not within the scope of the research reported here. The complete list of associations is also part of Appendix 1. 
Principal component extraction based on variance and kurtosis
The original research and experimentation conducted by Bautista uses a combination of particular statistical methods in order to obtain a list of the most relevant measures to be analyzed. In the next iteration of this research, a different approach is implemented, which is the time series analysis: the data sets of values are considered not as a matrix of self-contained values but as an interactive result considering previous values. In this type of data, the selection of random samples from the data contained in the matrix of performance log values only makes sense if random times, containing all the types of data, can be selected. In the experimental setup reported in Section 3, the performance log file is considered as potentially endless, with each of the lines of the file being a new interaction of the system. This requires a more proactive and online process where each of the features, which will be stored in the columns in the files, consists of a string of multiplexing values that can disturb other values within the same log column -vertically, in a matrix perspective -and also across multiple measures in the same time interval-horizontally, again, using the matrix.
An example of such interactions would be "\Paging File(*)\% Usage". This performance log measure describes how much of the page file is being used by the local operational system. In practice, it means that a) there is a need for paging (e.g., the main memory is exhausted) and b) the act of reading this file is causing I/O reads and writes on the local disk. Ultimately, the higher the utilization, the more indication will be given that there is a significant time degradation on the task. This time degradation is being caused by disk I/O that are slower than memory I/O.
As the counter collects data, the time series will show a "history", the values within itself representing different relevancies as the time goes by. For example, a sequence of values, such as: 5, 6, 50, 100 would suggest that the performance is degrading, whereas the same values, in the reverse order: 100, 50, 6, 5 would represent an improvement in the time behavior. Intrinsically, each of these values would have an impact on the measures collected for the same sampling according to its values. The "100" value should also contain more Disk I/O Read/Write, as long as the values of multiple features had been sampled on the same time axis.
In the end-user performance theory described by Davis [32] , software-based systems have to help the users to perform the required tasks in a timely fashion. We consider that the linearly-performing features, the ones with more symmetry and reduced variance, would induce the end-user to expect a standardized response. Consequently, disturbances to the end-user perspective can be identified by the peaks or asymmetries in the resulting time series.
Considering these effects, it is possible, using the end-user performance theory and Independent Component Analysis (ICA) [43] , to justify choosing both Kurtosis and Variance as initial approaches for feature selection. These symmetry and variability fit the description of ICA: in neural networks, amongst many other disciplines, the identification of the multivariate data requires a large amount of calculations. ICA has been recently developed as a way to represent the non-Gaussian data in terms of independent, or as independent as possible, components. The variance and kurtosis analysis is a preliminary approach for this technique and leaves room for further improvements to the initial technique.
Detecting anomalies on seasonal and time series
Considering that one of the concerns of this research is how the end-user perceived performance of CCA can be modeled in a way that timely analysis can be enacted upon the data, it is important to describe an approach through which "timely analysis" can be done. The objective is to provide, as early as possible, some kind of information to a datacenter analyst that would help in identifying issues potentially affecting the end-user performance.
One of the key differences of this research from [5] is the analysis of the view of performance data as a time series: a time series has some well-known properties such as seasonality, momentum, interval and unicity of the data points [44] . The idea of interpreting the data as a time series also allows the possibility of forecasting, cycling and trending.
The concept invoked here, though, is that of the anomaly detection. An anomaly is any feature value that is positioned outside of an expected model. In this research, the Holt-Winters technique of exponential smoothing [45] is used on the code in Algorithm 2 presented in Section 3.6. This statistical method was selected because it is one of the simplest forms of exponential smoothing and thus serves as a starting point for approaching the problem of anomaly detection.
The algorithms for Holt-Winters exponential smoothing are available in multiple languages such as R and Python. This algorithm in particular has 2 important drawbacks: first, it tends to produce lagging results, meaning that burst-type variations take at least one full cycle interaction to compute. Additionally, seasonal data is hard to be taken into account unless the moving average windows can be fixed around the seasonality. This leads to a poor forecasting capability for this particular method, as exposed in the conclusions as an opportunity for further research.
Results and Discussion
The experiment has used Bautista's model [5] in a real world setting: A widely used corporate e-mail CCA. This section presents the setup of the experimental environment, data preparation, feature extraction, correlation, anomaly detection, example of correlations and an indicator.
Setup
To activate the log collection, each different operational system (either a desktop OS's, servers or network component) has to be configured to generate these logs. This can be achieved in different ways depending on the CCS. For the experimental setup, we chose a centralized Hadoop Distributed File System (HDFS) configured to be the main data collector.
As described in Section 3, for the definition of the scope of the experiment, we must be able to collect the data from a real life application. This can be performed by leveraging the OOZIE Coordinator which implements workflow execution on multiple triggers. Algorithm 1 demonstrates, in pseudocode, the high level configuration for the OOZIE Coordinator for this task.
Algorithm 1 -Oozie coordinator Algorithm For (1){ If (file exists, extension=csv) Run (http://url:9000/perfman/organization); } This configuration will invoke the organization algorithm when a new file, having a .csv extension, is added on /perfman/. The workflow of the processes is shown in Fig. 6 and the relevant algorithms are discussed in section 4.3 and 4.5. Fig. 6 presents the experiment components and relationships as a sequence of executions of the algorithms to produce the desired outcomes. It also shows that not all operations could be performed using the Spark dataframes and had to be done using Pandas dataframes because of Spark limitations for calculating the kurtosis.
Fig. 6. Experiment components and relationships

Data preparation
Since the volume of data will be very large (see Section 4.1), an approach for processing very large amounts of data in real-time is through the use of the recent Big Data technology Apache Spark [46] , which is both faster than Hadoop and simpler to learn and program. Spark supports APIs for Scala, Java and Python. This chosen algorithmic approach allows processing a very large amount of log data, coming from multiple CCS Three data preparation activities have been carried out:
1. Data organization: the files are loaded in HDFS and shared by the individual nodes as they are created. When a new file is detected, the workflow coordinator invokes the organization algorithm, which scans for new files and loads them in memory. This starts the data cleanup step. 2. Data cleanup: two main processes happen: conversion to percentiles, so that all measures can be plotted in the same space, and conversion of qualitative measures characterized as H according to Table 3 , so that all measures conform to the "lowest is better" qualitative approach. Some dataframes might contain null values: these must also be cleaned up. Once completed, the dataframe segregation algorithm is invoked. 3. Dataframe segregation: conversion of the .csv data into either a Pandas or a Spark dataframe.
Pandas dataframes are used for the calculation of kurtosis, variance and anomaly detection, and the Spark dataframes are used for the vertical correlation. The dataframes also do not necessarily have the same format (i.e. meaning, the number of rows and columns) as it depends on the ability of a particular node to log information. This activity returns the Pandas and Spark dataframes to the correlator function for the feature extraction, described next.
Feature extraction
The feature extraction activity, represented as an intermediary step in Fig. 5 , is necessary in order to provide the 30 most significant features that are extracted via the kurtosis and the variance analysis of each performance data source, identifying, for the datacenter analyst, the elements in which the highest peaks and variance are located.
This process reduces the dataframes to a more manageable size, with the fixed width of the 30 most relevant columns. These reduced dataframes are part of the desired outcomes, as they contain the most variant performance log measures which could potentially represent the measures that better explain any degraded performance and are passed into the correlator function, described in 4.5. Algorithm 2 contains the pseudocode for the features extraction. The initial approach of the 30 most relevant performance log measures follows the findings of previous research where 38 features explained most of the variance of performance log data samples [47] . In this particular experiment, the 30 features contained at least 98% of the cumulative variance of the data set. This algorithm also has a dependency on the Pandas dataframes, because the kurtosis and variances formulae are not implemented on Spark as of the writing of this paper. It also means that this particular code cannot be distributed to the child nodes, which reduces the processing turnaround.
Correlation analysis
The correlation analysis activity of the experiment allows the datacenter analyst to identify candidate relationships between different performance measures across the CCS components or internally within a particular component. Although not inferring causality, it sheds light on similarity, patterns and equivalences between the values of the performance log measures. The correlation analysis of the most relevant performance measures is executed in two ways: intra-component and trans-component:
Intra-component performance data correlation
On a performance log following the .csv format, the performance measures are displayed each in a column. When correlating performance measures on the same time-frame, these performance measures are located side-to-side, referred to here as an intra-component correlation.
Trans-component performance data correlation
This activity is akin to the intra-component correlation, only that, in this case, the columns with the same name are correlated across all the nodes that contain that particular performance log measure. Again, not inferring causality, it is possible to recognize the similarity of loads, resource consumption and even widespread issues which affect more than one node. The computations necessary in order to calculate the trans-node correlations can be distributed to the Spark cluster and are significantly faster when running in multi-node tenancy than in single node.
Intra-node correlations
Intra-node correlations will clarify the relationships between performance measures within the same CCS component, thus helping to identify issues that affect a single component.
Trans-node correlations
Trans-node correlations would assist in investigating issues that involve the same performance measure but affect multiple nodes.
Anomaly detection
The anomaly detection implementation has the potential for providing useful information for the datacenter analyst with regards to providing solutions to performance and resource utilization incidents. The anomalies are calculated by the Holt-Winters (second order) algorithm, which considers that the most recent values have a larger weight on the current measures than more distant ones (i.e. older events): empirical observations of datacenter analysts often assume that a recent fluctuation in processor utilization would impact end-user performance more -at that moment -than more distant fluctuations.
This implementation uses an anomaly ratio of 25% above the predicted level, as well as a time span of 100 observations. As for any autoregressive method, the longer the data is collected, the greater its forecasting precision will be [48] . Algorithm 3 presents the pseudocode for its implementation. This algorithm reads the list of performance logs and uses the exponential smoothing technique to identify the candidate anomalies, marking that particular feature, in time, with an X. This could help the datacenter analyst in identifying potential sources for issues on the time series that need to be focused upon.
Application of the model
In this activity the measures emerging from the extracted features are mapped back to the concepts described in Table 2 . This mapping helps in interpreting the results where the results follow a textual presentation such as:
Anomaly detected (Time X, Measurement Name Y, Performance concept Z)
The Bautista performance model includes a set of formulae for representing the performance concepts presented in Table 2 and fully listed in Appendix 1. Table 3 shows an excerpt of the extensive list present in the same appendix of all the adapted formulae, following the same philosophy. In the next section these formulae are discussed in more detail. Since this research focuses on the performance measures obtained from different components and OS's, considering that the collected measures are all quantitative values, the formulae are qualitative evaluations of the values of these measures on an ordinal scale. In Table 3 , L means "lowest is better" -e.g., a value closer to zero represents a better performance to the end-user, whereas H means that the higher the value, the best will be the performance to the end-user. Only 8 performance log measures were evaluated within the H scale category, whereas 49 others were evaluated within the L category. This research has no control on this characteristic of the log measures but a search for a greater balance between the 2 categories could be explored by the log tool developers and vendors that use such counters [9] [10] [11] [21] [22] [23] . In order to simplify the calculation process, a conversion is made whenever a measure fits the H description, so that, after being transformed into a percentage, these 8 measures are then rewritten in terms of 100-value, so that they can be "the lowest, the better".
Discussion
This first experiment processed a large amount of data: 2.4 GB, with approximately 500.000 rows and 483.000.000 data points. Processing the full data set for feature extraction, anomaly detection and correlation required 7 hours on the utilized processing infrastructure.
In order to verify if the 7 hours for the processing of the total data points was a constant, we attempted the segmentation of data in 5 chunks of ~300 MB as represented in Fig. 7 , reporting the time that it took to process the data in each of the cases. The base dataset had a size of 983 MB and took 16 minutes to process. Each additional data set contained the previous ones, so the first trial only had 983 MB, with a length of 16 minutes, whereas the 3 rd trial had 1500MB and took 100 minutes to be processed by the algorithms described in section 4. Fig. 7 shows that in this experiment, the relationship between time and data size is not linear. This could be caused by large number of possible data relations and data length. This could be further explored in terms of searching for an optimum ratio of processing time, size and time series accuracy. This data has been processed using the algorithm from section 3.4 which led to the extraction of the most relevant features. Table 4 represents an excerpt of the extracted components: it contains the most frequently extracted features as well as the frequency of their representations.
Fig. 7. Non-linear processing lengths, 5 trials, 500 MB chunks X axis: Megabytes processed Y axis Processing Time, in minutes
The measures represented in Table 4 are good candidates for an initial investigation of the most frequent root-cause sources for end-user performance degradation events.
The extracted features have been intra and trans correlated, as described in Section 4.4. The Correlation Table for the intra-node correlated performance measures of one node is presented in Table 5 . The list of the trans-node correlations between different machines for the same performance measure is presented in Table 6 . These are candidate performance measures for being part of the RCA process for performance degradation events.
The data in Table 5 allows to identify, for example, that BESClientUI has an 89% correlation ratio to both (pnamain)\% Processor Time, (pnamain)\% User Time and (nvvsvc)\IO Read Operations/sec. This could indicate that, whenever troubleshooting issues involve one of these particular processes, the other processes could potentially be likewise affected. Table 6 shows the trans-node correlations for one particular performance measure. We can see that, for the (svchost#1)\IO Read Operations/sec performance measure, there is a high correlation level between nodes 0,1,2,3 and 6: this means that if an issue was to be found in one of these CCS components, which impacted the selected measure, it would be appropriate to also investigate the correlated CCS components for similarities. Table 7 contains an index of all the measures that have been trans-node correlated during this experiment. Some of them present a large number of correlations, while others correlate only to a single component. When investigating systemic issues or when evaluating distinct users and locations, the findings in this table could be used to guide the identification of possible similarities in otherwise segregated scenarios, thus simplifying the RCA for the degradation events. The anomaly detection algorithm was able to detect different occurrences of anomalies when an anomaly is defined as a difference of 25% of the value observed versus the forecasted value using the Holt-Winters algorithm. Table 8 presents a list of the measures which displayed anomalies in 3 different CCS components. The anomaly detection, as well as the time stamp of each individual event, can be mapped back to the enduser reports of degraded performance to positively map the possible causes to the performance degrading events. These can be candidate RC's for the degradation events.
From Tables 7 and 8 it can be observed, for example, that the measure \Process(Svchost) is a possible candidate for being a RC on performance degradation events: it is seen as trans correlated (i.e. affecting multiple CCS components) as well as intra correlated (on a particular component). It would be possible to narrow the investigation over this particular measure and, in solving this issue, potentially improving the end-user perceived performance for multiple end-users. The application of Bautista's model involves the manual association of the measures to the performance concepts proposed in the ISO 25010 standard which, in this experiment, has produced the following distribution:
-"capacity": 10 measures -"availability": 5 measures -"time behavior": 27 measures -"fault tolerance": 9 measures -"resource utilization": 780 measures -"maturity": 58 measures It is possible to identify an imbalance between the quantity of measures. This is because the resource utilization measures are multiplied by the number of processes running on a CCS component which represents, at a macro scale, that more resources are being consumed by a particular application. Given the imbalances in the quantity of components for each concept, it was necessary to create a form of aggregatoran indicator -for each performance concept. In order to construct such an indicator, the following process was selected:
1-All the values were initially converted to percentages so that they can be represented on the same scale. For the values with a quality evaluation of "H" in Table 3 the value was further converted into a "100-value" so that the lower the number, the best would be the expected end-user performance. 2-After normalizing all the values to percentages, all the values were plotted on a virtual plane. 3-These points were distributed concentrically over a radial graph, so that the distance in between each and the 0, central point, were equivalent to their values (point 10, being for example 5 units closer -or shorter -to the center than point 15). 4-Using the formula in Algorithm 3 for calculating the area of a circumscribed polygon of N sides, written in Python, the value for the area of each point, as represented in Fig. 8 , was calculated. The values for the calculated areas were then represented across the time for the experiment, representing different levels of capacity, availability, time behavior, fault tolerance, resource utilization and maturity. 1  83  165  247  329  411  493  575  657  739  821  903  985  1067  1149  1231  1313  1395  1477  1559  1641  1723  1805  1887  1969  2051  2133  2215  2297  2379  2461  2543  2625  2707  2789 In Fig 8, closer to the center means that the resource is freer. The area of this polygon can represent the utilization of the resources.
The multiple areas can be represented in the form of a single time series that respects the quality evaluation of either L or H where appropriate. Essentially, this novel indicator would be able to demonstrate, across a timeline, the events with the highest potential to provide a degraded performance for the end-user. 
Conclusion
This experiment demonstrated that, for the studied case, it has been possible to extract the most relevant performance measures for identifying performance degradation of CCA (Tables 4, 5, 6) using only performance logs. These measures were correlated intra-node and trans-node in order to expose possible degradation events. Anomaly calculation using the Holt-Winters algorithm helped to identify the most relevant performance measures for root cause analysis of the performance degradation events (Tables 7 and  8 ). These measures should represent the end-user perspective of the performance degradation events given that they are associated with the relevant degradation events and the respective performance measures.
The experimentation modified the original theoretical proposal with the utilization of time series analysis on the performance data in order to determine the performance of a CCA from the perspective of an end-user. An indicator for each performance concept has been introduced, using a formula for calculating the area for an N-Sided circumscribed polygon.
The resulting measurement model can serve as a basis for continuous improvement and cost-effectiveness analysis of a CCA. Industry can also benefit by implementing these algorithms in internal quality measurement systems, possibly provoking the discussion around the topic of end-user performance measurement. Using the indicator to monitor the relative performance levels of the system is simpler than investigating the multitude of performance measures generated by the components of the CCA in order to identify possible performance degradation events.
As an experiment, the conclusions are limited to this particular case. Further applications of the same methodological approach should be performed in order to verify its generalization capacity. Any CCA that is capable of logging performance data in the compatible CSV format could be used in these further investigations. Additionally, the application of the experiment does involve costs in terms of work, processing time, and these have not been evaluated here.
A few challenges were also faced and some opportunities for further research have been identified. Starting with the challenges, we describe how they emerged, and what was done to circumvent them.
Challenges encountered during this research:
1) Theoretical Challenge: Manual association of performance log measures and performance concepts.
This association of performance log measures and performance concepts, inspired from Bautista et al.'s original work [5] , remains manual: it is therefore lengthy and prone to human error. An index would be useful for more easily associating the performance log measures and the concepts.
2) Technological Challenge: Spark.
Spark allows the distribution of data to be computed on the slave nodes, aiming to increase performance. Unfortunately, Spark lacks support for the most interesting statistical methods employed in this experiment and, therefore, had to be used in tandem with Pandas, a mathematical package which is very popular amongst Python developers. The processing time could be significantly reduced with a similar software tool supporting all the required functions.
3) Measure Design Challenge
We have observed a disparity in the number of performance log measures associated to each ISO concept. This could be because the discussion of how to properly design measures is not easily mastered in the software industry [42] or because the concern with performance has led to a growing number of measures of all sorts. A discussion with the creators of software with the logging capabilities could take place so that these measures are designed in order to support the quality evaluation.
Opportunities for further research include:
1) Different data sizes and experimental setup configurations (machine types, processing power, number of slave and controller nodes): as seen in Fig. 7 , there appears to be a nonlinear relation between the data size and the processing time. This could be investigated further to verify if there is an optimum configuration that achieves the best timely response for calculating the indicator. 2) Data optimization: in this experiment, 30 performance log measures contained 98% of the sample variance. This could be used to reduce the total number of collected measures, potentially simplifying the required calculations and reducing processing time of the collected data. 3) Anomaly detection: In this experiment, we investigated anomaly detection using only the Holt-Winters algorithm. Other avenues could explore the identification of a better performing, more precise algorithm, or even forecasting algorithms.
