for sufficiently small. This proves i).
Part ii) can be proved similarly. Finally, part iii) follows directly from (4). Abstract-In the above paper, a composite energy function learning control approach was proposed to asymptotically eliminate the mismatch between the desired and actual periodic trajectory of a system. Upon review of this result, there appear to be several philosophical and technical issues that invalidate the result including the use of a resetting condition and the lack of boundedness of the learning estimate. The intent of this comment is to highlight these technical errors, especially since the boundedness of the learning estimate has historically been a problematic issue.
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I. COMMENTARY
In [11] , a so-called composite energy function (CEF)-based learning control approach was proposed to asymptotically eliminate the mismatch between the desired and actual periodic trajectory of a system containing nonglobal Lipschitzian functions and unknown, time-varying periodic parameters. This is an important problem that has been examined by various researchers using Lyapunov-based techniques. A few examples of these results are provided in [3] - [6] , and [8] (for an in-depth overview of various learning controllers, see [9] and [10] ). Although eliminating the mismatch between the desired and actual periodic trajectory of a system containing a general periodic nonlinear function is well motivated, the result in [11] formulates the problem in a manner that yields an impractical controller that lacks robustness. For example, the problem formulated in [11] requires that the parametric uncertainty of the actual system be periodic. It is not clear what actual control problem has naturally occurring time-varying, periodic parametric uncertainty. A more realistic (and previously solved) problem is based on the practical assumption that the desired trajectory is periodic, resulting in a disturbance by a nonlinear function that is composed of parametric uncertainty as a function of the desired trajectory that can be bounded by a known constant. The CEF approach is also predicated on the restrictive resetting condition (i.e., as stated in [11, Remark 3] , the assumption that e i (0) = 0 8i 2 N + is crucial for the CEF algorithm). That is, the system is required to return to the same initial configuration after each learning trial. This assumption is similar to the early betterment learning controllers (see [1] and [2] ). However, several authors have demonstrated the deficiency and lack of robustness of controllers that are formulated based on this assumption. For example, Heinzinger et al. provided several examples in [7] that illustrated the lack of robustness of these controllers to variations in the initial conditions of the system. Motivated by the results from the betterment learning research, several researchers investigated the use of repetitive learning controllers. One of the advantages of the repetitive learning scheme is that the requirement for the system to return to the exact same initial condition after each learning trial is replaced by the less restrictive requirement that the desired trajectory of the system be periodic (the result in [11] requires both assumptions). An example of a Lyapunov-based controller that solves the problem of eliminating the mismatch between the desired and actual periodic trajectory of a system containing a general unknown and bounded, time-varying periodic nonlinear function is provided in [4] . A hybrid learning/adaptive controller is also presented in [4] that illustrates how controllers can be constructed to compensate for periodic disturbances via a learning control element and nonperiodic disturbances via an adaptive control element. From a review of the CEF approach, there also appear to be several technical issues. The first issue is concerned with the proof that the time derivative of the nonnegative CEF is negative. Specifically, to examine the stability of the developed controller, a CEF denoted by Ei(t) 2 , is defined in [11] as follows:
8i 2 N+ where V (ei) 2 is a nonnegative function, v 2 denotes a learning gain, 2(t) 2 m2n is an unknown continuous and bounded, time-varying periodic parameter matrix, 9 i (t) 2 m2n is learning estimate for 2(t), and ei(t) 2 n denotes the tracking error during the ith learning cycle defined as follows:
In (2), xi(t) 2 n denotes the output state, and x d (t) 2 n denotes the desired state. Development is then provided to prove that the time derivative of (1) 
then
However, there is no development that proves that e1(t) will not remain small for large 2(t) and, hence, the inequality given in (4) may be invalid, and the time derivative of the CEF may be positive. Thus, the CEF may become unbounded. Moreover, since [11, Part B] is predicated on (5), perfect learning convergence may not be ensured. The boundedness of the learning estimate and the control is a second technical issue. Specifically, [11] asserts that T 0 trace[(9i 0 2) T (9i 0 2)] d 2vE1(T): (6) However, as stated previously, E1(T ) may not be upper bounded due to the possible fallacy of (4). Moreover, assuming (4) could somehow be proven to be valid, the result in [11] only asserts that the control input is a member of L2 over an interval. However, the fact that the control input is a member of L2, does not prove that the control (or the learning estimate) is bounded (i.e., a member of L 1 ). The lack of boundedness of the learning estimate is a significant problem that has historically been an issue for learning controllers. An in-depth discussion of this issue is provided in [4] .
