This work is devoted to averaging principle of a two-time-scale stochastic partial differential equation on a bounded interval [0, l], where both the fast and slow components are directly perturbed by additive noises. Under some regular conditions on drift coefficients, it is proved that the rate of weak convergence for the slow variable to the averaged dynamics is of order 1 − ε for arbitrarily small ε > 0. The proof is based on an asymptotic expansion of solutions to Kolmogorov equations associated with the multiple-time-scale system.
Introduction
In a previous paper [4] The stochastic perturbation W t is an L 2 (D)-valued Wiener process with respect to a filtered probability space (Ω, F , F t , P).
In many applications, it is of interest to describe dynamics of the slow variable. Since exact solution is hard to be known, a simple equation without fast component, which can capture the essential dynamics of slow variable, is highly desirable. The fundamental method to approximate slow solution x ǫ t (ξ) to equation (1.1) is the so-called averaging procedure. Under some conditions, it has been proven that the slow solution x ǫ t (ξ) to problem (1.1) converges (as ǫ tends to 0), in a suitable sense, to solution of the so-called averaged equation, obtained by eliminating fast component via taking the average of the coefficient F over the slow equation.
Once one has proved the validity of averaging principle, a critical question arises as to how do we determine the rate of convergence for this procedure. In Bréhier [4] , it has been proved that the strong convergence (approximation in pathwise) order is 1 2 − ε while the weak convergence (approximation in law) order is 1 − ε, for arbitrarily small ε > 0, on condition that the slow motion equation is a deterministic parabolic equation. Due to the arbitrariness of ε we may say that strong (resp. weak) convergence order is 1 2 − (resp. 1 − ). If an additive noise is included in the slow motion equation, the strong convergence order will decrease to 1 5 . In this case, unfortunately, the methods used to prove the weak order will be invalid. The main difficulty is due to the fact that tactics depend on the time derivative of solution to the averaged equation, which does not exist in any general way with the case where the slow motion equation is perturbed with a noise. In a more recent work following the procedure inspired by Bréhier [4] , Dong et al. [8] establish weak order 1 − in stochastic averaging for one dimensional Burgers equation only in the particular case of an additive noise on the fast component.
Unlike in the above-mentioned papers, where the noise acts only in the fast motion, in the present paper we study a class of stochastic partial differential equations on the bounded interval D = [0, l] of R, involving two separated time scales, which can be written as: Assumptions on regularity of the drift coefficients F and G will be given below. The noises W 1 t (ξ) and W 2 t (ξ) are independent Wiener processes which will be detailed in next section. The coefficients of noise strength σ 1 and σ 2 are positive constants. The coupled stochastic partial differential equation in form of (1.2) arises from many physical systems when random spatio-temporal forcing is taken into account, such as diffusive phenomena in media, epidemic propagation and transport process of chemical species.
So far, the explicit order for weak convergence in averaging has not be extended to the general situation when both the fast and slow components are directly perturbed with some noises. In the current article, we will show that the weak order 1 − can be achieved even when there is a noise in the slow motion equation. More precisely, we prove that for any T > 0 and a class of test functions φ : L 2 (D) → R, with continuous and bounded derivatives up to the third order,
for any r ∈ (0, 1), where C is a constant independent of ǫ (see Theorem 3.1). In the estimate above, the averaged motionX t solves the equation
, where µ x is the unique mixing invariant measure for fast variable with frozen slow component (see equation (3.1) ). In order to prove (1.3), we adopt an asymptotic expansion scheme as in [4] to decompose Eφ(x ǫ t ) with respect to the scale parameter ǫ in form
where the functions u 0 , u 1 and r ǫ are determined recursively and obey certain linear evolutionary equations. First of all, we identify leading term u 0 as Eφ(X t ) by a uniqueness argument. To this purpose, we introduce the Kolmogorov operators with parameter to construct an evolutionary equation that describes both u 0 and Eφ(X t ). Moreover, this also allows us to characterize the expansion coefficient u 1 by a Poisson equation associated with the generator of fast process so that we obtain an explicit expression of u 1 . As a result, some a priori estimates guarantee the boundedness of function u 1 .
The next key step consists in estimate for the remainder term described by a linear equation depending on L 2 u 1 and ∂u1 ∂t , where L 2 is the Kolmogorov operator for slow motion equation with frozen fast component. Due to the presence of unbounded operator L 2 , we have to reduce the problem to its Galerkin finite dimensional version. Since the noise is included in the slow motion equation, the Itô formula is employed to derive an explicit expression for ∂u1 ∂t , which is related to the third derivative of φ. This is the reason why we have to require the test function to be 3-times differentiable. After bounding the terms L 2 u 1 and ∂u1 ∂t , the remainder r ǫ in the expansions can be estimated by standard evolution equation method and the weak error with an explicit order is achieved, where Itô's formula is used again to overcome the non-integrability of r ǫ at zero point. We would like to stress that, due to the regular conditions imposed on noise in slow component (see (2.4) and (2.5)), the solution process to slow equation enjoys values in the domain of dominating linear operator. This allows estimates using techniques similar to those in Bréhier [4] .
Up to now, to our knowledge, this is the first to obtain the weak convergence order for averaging of stochastic partial differential equations in the case of a noise acting directly on the slow motion equation. It is certainly believable that our method can be applied to stochastic Burgers equation with regular noise such that weak order 1 − in averaging is obtained. This will extend work of Dong et al. [8] , as we do not require the slow motion equation is deterministic.
Averaging method plays a prominent role in the study of qualitative behavior of dynamical systems with two time scales and has a long and rich history. Their rigorous mathematical justification was due to Bogoliubov [3] for the deterministic dynamical system. Further developments to ordinary differential equations of the averaging theory can be found in Volosov [28] , Besjes [2] and Gikhman [13] . The averaging result for stochastic differential equations of Itô type was firstly introduced in Khasminskii [16] , being an extension of the theory to stochastic case. Since then, much progress has been made for multiple-timescale stochastic dynamical systems in finite dimensions, see for instance [9, 10, 14, 17, 18, 19, 20, 21, 22, 26, 27, 29, 31] and the references therein. In particular, averaging for finite dimensional stochastic systems with non-Gaussian noise may be found in [32, 33, 34, 35] . In a series of recent papers, Cerrai and Freidlin [5] and Cerrai [6] studied an infinite dimensional version of averaging principle for partial differential equations of reaction-diffusion type with additive and multiplicative Wiener noise, respectively, where global Lipschitz conditions were imposed. In contrast to Lipschitz setting, averaging principle for parabolic equations with polynomial growth coefficients was explored in Cerrai [7] . For the extensions to stochastic parabolic equations with non-Gaussian stable noise, we are referred to Bao et al. [1] . For related works on averaging for infinite dimensional stochastic dynamical systems we refer the reader to [30, 11, 12, 23, 25, 15] .
The rest of the paper is arranged as follows. Section 2 is devoted to the general notation and framework. The ergodicity of fast process and the main result are introduced in Section 3. Then some a priori estimates is presented in Section 4. In Section 5, we present an asymptotic expansion scheme. In the final section, we state and prove technical lemmas applied in the preceding section.
Throughout the paper, the letter C below with or without subscripts will denote positive constants whose value may change in different occasions. We will write the dependence of constant on parameters explicitly if it is essential.
Notations and preliminary results
To rewrite the system (1.2) as an abstract evolutionary equation, we present some notations and recall some well-known facts for later use. Let {e k (ξ)} k≥1 denote the complete orthonormal system of eigenfunctions in H such that, for k = 1, 2, . . .,
We would like to recall the fact that
, which generates a strongly continuous semigroup {S t } t≥0 on H, defined by, for any h ∈ H,
Here, for the sake of brevity, we omit to write the dependence of the spatial variable ξ. It is straightforward to check that {S t } t≥0 is a contractive semigroup on H. For γ ∈ [0, 1] we defined the operator (−A) γ by
with domain
Using the spectral decomposition of A, the semigroup {S t } t≥0 enjoys the following smooth property.
Proposition 2.1. For any γ ∈ [0, 1] there exists a constant C γ > 0 such that
1)
2)
For the perturbation noises we suppose the following setting. For i = 1, 2, let W i t be the Wiener process on a stochastic base (Ω, F , F t , P) with a bounded covariance operator Q i : H → H defined by Q i e k = λ i,k e k , where {λ i,k } k∈N are nonnegative and {e k } k∈N is the complete orthonormal basis in H. Formally, for i = 1, 2, Wiener processes W i t can be written as the infinite sums (cf. Da Prato and Zabczyk [24] )
where {B (i) t,k } k∈N are mutually independent real-valued Brownian motions on stochastic base (Ω, F , F t , P). For the sake of simplicity we prefer to assume that both Q 1 and Q 2 have finite trace, that is there exists a positive constant C such that
Moreover, we also assume
Concerning the drift coefficients F and G we shall impose the following conditions.
(H.1) For each fixed u ∈ H, the mapping F (u, ·) : H → H is of a class C 3 , with bounded derivatives, uniformly with respect u ∈ H. Also suppose that for any v ∈ H, the mapping F (·, v) : H → H is of class C 3 , with bounded derivatives, uniformly for v ∈ H.
(H.2) For each fixed u ∈ H, the mapping G(u, ·) : H → H is of a class C 2 , with bounded derivatives, uniformly with respect u ∈ H. Also suppose that for any v ∈ H, the mapping G(·, v) : H → H is of class C 2 , with bounded derivatives, uniformly with respect v ∈ H. Moreover, we assume that
where G ′ v denotes the derivative with respect to v and · L(H) denotes the operator norm on L(H).
Remark 2.1. Under (H.1) and (H.1), it is not difficult to verify that there exist positive constants K F and K G such that
which means F, G : H × H → H are Lipschitz continuous.
Once introduced the main notations, system (1.2) can be written as
By virtue of conditions (2.6) and (2.7), it is easy to check that system (2.8) admits a unique mild solution, which, in order to emphasize the dependence on the initial data, is denoted by (X ǫ t (x, y), Y ǫ t (x, y)). This means that for any t > 0, it holds P − a.s. that
Moreover, by using standard arguments, we have the following lemma.
Lemma 2.1. Under (H.1) and (H.2), for any T > 0 and x, y ∈ H, there exists a positive constant C T such that for any x, y ∈ H and ǫ ∈ (0, 1],
To study weak convergence, we need to introduce some notations in connection with the test function. If X is a Hilbert space equipped with inner product (·, ·) X , we denote by C k (X , R) the space of all k−times continuously Fréchet differentiable functions φ : Thanks to Riesz representation isomorphism, we may get the identity for x, h ∈ X :
For φ ∈ C 2 (X , R), we will identify the second derivative D 2 xx φ(x) with a bilinear operator from X × X to R such that
On some occasions, we also use the notations φ ′ , φ ′′ and
Ergodicity of Y x t and averaging dynamics
For fixed x ∈ H consider the problem associate to fast motion with frozen slow component
Notice that the drift G : H × H → H is Lipshcitz continuous. By arguing as before, for any fixed slow component x ∈ H and any initial data y ∈ H, problem (3.1) has a unique mild solution denoted by Y x t (y). Now, we consider the transition semigroup P x t associated with process Y x t (y), by setting for any ψ ∈ B b (H) the space of bounded functions on H,
By adopting a similar approach used in [11] , we can show that
for some constant C > 0. This implies the existence of an invariant measure µ x for the Markov semigroup P x t associated with system (3.1) on H such that
for any ψ ∈ B b (H) (for a proof, see, e.g., [6] , Section 2.1). We recall that in [7] it is proved the invariant measure has finite 2−moments:
, which implies that µ x is the unique invariant measure for P x t . This allows us to define an H-valued mappingF by averaging the coefficient F with respect to the invariant measure µ
x , that is,
and then, by using the condition (2.6), it is immediate to check that
According to the invariant property of µ x , (3.3) and (2.6), we have
which means thatF
Using this limit and Assumptions (H.1), it is possible to show that
Now we introduce the effective dynamics:
By using the notations introduced in Section 2 it can be written as an abstract evolutionary equation in form
For any initial datum x ∈ H, the equation (3.9) admits a unique mild solution, which means that there exists a unique adapt processX t (x) such that
Moreover, for any T > 0 it can be easily proved that
Thanks to averaging principle (see Cerrai [6] for details), we have that the limit
for any fixed T > 0. This means that the slow process X ǫ t (x, y) enjoys strong convergence to the averaging processX t (x). Moreover, the strong order in averaging is 1 5 − (Bréhier [4] ). The weak convergence using test functions is obvious. Our aim is to establish rigorously weak error bounds for the limit of slow process with respect to scale parameter ǫ. The main result of this paper is the following, whose proof is postponed in the end of Section 5.
θ ) for some θ ∈ (0, 1] and y ∈ H. Then, under (H.1) and (H.2), for any r ∈ (0, 1), T > 0 and φ ∈ C Lemma 4.1. Let the conditions (H.1) and (H.2) be satisfied and fix x, y ∈ H and T > 0. Then for any r ∈ (0, 1 2 ) there exists a constant C r,T > 0 such that for any 0 < s ≤ t ≤ T , we have
Proof. We can write
In the next, we estimate separately the different terms in (4.1). By using (2.2), for the first term we have
For the second term, by Lemma 2.1 and Hölder's inequality, we obtain
Concerning the third term, by using (2.2), we can deduce that
In view of Lemma 2.1 and Minkowski inequality, we get
here we have used fact
s 1−r ds < +∞ in the last step. For the forth term, we directly have
The final term on the right-hand side of the (4.1) can be treated as follows:
here the last inequality following from fact AS t L(H) ≤ Ct −1 for t > 0. Note that for any r ∈ (0, 1 2 ), it holds
which implies that
By taking (4.2)-(4.6) into account, we can deduce that
Lemma 4.2. Let the conditions (H.1) and (H.2) be satisfied and fix x, y ∈ H and T > 0. Then for any r ∈ (0, 1 4 ) there exists a constant C r,T > 0 such that for any 0 < s ≤ t ≤ T , we have
Proof. We have the decomposition
By (2.2), it is immediate to check that
By Minkowski inequality and Lemma 2.1, one can estimate J ǫ 2 (t, s) as follows: 9) where, the last step is due to the inequality 1 − e −a ≤ C r a r for a > 0, r ∈ (0, 1). Concerning J ǫ 3 (t, s), according to (2.2), Lemma 2.1 and Minkowski inequality, we get
Recalling that we have assumed r ∈ (0, 1 4 ), it follows that
Therefore, we obtain
Collecting together (4.8)-(4.12), we obtain
Proof. For any t ∈ [0, T ] we write X ǫ t (x, y) as
which implies
by making use of Minkowski inequality. If we take r ∈ (0, 
(4.14)
By using a completely analogous way, due to Lemma 4.2, it is possible to show that
which, together with (4.14), allows us to get the estimate
Thus, it remains to estimate AX ǫ,3
t (x, y). By straightforward computations and condition (2.5), we get
This, together with (4.13) and (4.15), yields
Lemma 4.4. Let the conditions (H.1) and (H.2) be satisfied and fix x ∈ H and T > 0. Then for any r ∈ (0, 1 4 ) there exists a constant C r,T > 0 such that for any 0 < s ≤ t ≤ T , we have
Proof. It holds that
According to (2.2), we obtain
For the second term on the right-hand side of (4.16), by using (3.10) we have
Concerning the third term on the right-hand side of (4.16), we deduce
and then, by using once more (3.10), this yields
By using arguments analogous to those used in Lemma 4.1, we have
Therefore, collecting all estimate of terms appearing on the right-hand side of (4.16), we obtain
Lemma 4.5. Assume that x ∈ D((−A) θ ) for some θ ∈ (0, 1]. Then, under conditions (H.1) and (H.2), we have thatX t ∈ D((−A)), P − a.s., for any t ∈ [0, T ] and ǫ > 0. Moreover, it holds that
Proof. The proof is analogous to that of the previous Lemma 4.3. We writē
t (x), we have
and then, thanks to (3.10), we get
and then, according to Minkowski inequality and Lemma 4.4, for a fixed r 0 ∈ (0,
On the other hand, as shown in the Lemma 4.3, we have
Therefore, collecting all estimates of terms appearing on the right-hand side of (4.17), we can conclude the proof.
Asymptotic expansions
One of the main tools that we are using in order to prove the main result is Itô's formula. On the other hand, here the operator A is unbounded, and then we can not apply directly Itô's formula. Therefore we have to proceed by Galerkin approximation procedure, to this purpose we need to introduce some notations. For arbitrary n ∈ N, let H (n) denote the finite dimensional subspace of H, generated by the set of eigenvectors {e 1 , e 2 , · · · , e n }. Let P n :
denote the orthogonal projection defined by
which is the generator of a strongly semigroup {S t,n } t≥0 on H (n) taking the form
Similarly, for arbitrary n ∈ N and γ ∈ R, one can define the (−A n ) γ :
For each n we consider the approximating problem of (2.8):
with initial conditions X ǫ,n 0 := x (n) = P n x, Y ǫ,n 0 := y (n) = P n y, where F n and G n are respectively defined by
Such a problem is the finite dimensional problem with Lipschitz coefficients. Under the assumption (H.1) and (H.2), it is easy to show that the problem (5.1)-(5.2) admits a unique strong solution taking values in
Moreover, for any fixed ǫ > 0 and x, y ∈ H it holds that
For any fixed x ∈ H, we consider frozen problem associate with equation (5.2) in form
Under (H.1) and (H.2), it is easy to check that such a problem admits a unique strong solution denoted by Y x,n t (y (n) ), which has a unique invariant measure µ x,n on finite dimensional space H (n) . The averaged equation for finite dimensional approximation problem (5.1) can be defined as follows:
The averaging principle guarantees 6) and the above limit is uniform with respect to n ∈ N. By triangle inequality we obtain
which, together with (3.11) and (5.6), yields
Remark 5.1. Note that for any T > 0 and φ ∈ C 3 b (H, R) we have
According to the approximation results (5.3) and (5.7) the first and last terms above converge to zero as n goes to infinity. In order to prove Theorem 3.1 we have only to show that for any r ∈ (0, 1), it holds
for some constant C θ,r,T,φ,x,y independent of the dimension index n.
Remark 5.2. For all n ∈ N, the regular conditions on drift coefficients F and G presented in (H.1) and (H.2) are still valid for F n and G n , respectively, but replacing H by H (n) . In particular, the boundedness on derivatives associated with F n and G n are uniform with respect to dimension n. As a result, all properties satisfied by (X and for the transition semigroup P x,n t corresponding to (5.4), respectively. Moreover, all estimates for (X ǫ,n t , Y ǫ,n t ), Y x,n t and P x,n t are uniform with respect to n ∈ N. Similarly,F n andX n t inherit all properties described forF andX t , respectively, with all estimates uniform with respect to n ∈ N.
Remark 5.3.
In what follows, the letter C below with or without subscripts will denote generic positive constants independent of ǫ and dimension n, whose value may change from one line to another.
Let φ be the test function as in Theorem 3.1. As usual, we use the notation (X ǫ,n t (x, y), Y ǫ,n t (x, y)) to denote the solution to equation (5.1)-(5.2) with initial value (X ǫ,n
We now introduce two differential operators associated with the fast variable system (5.2) and slow variable system (5.1) in finite dimensional space, respectively:
where Q 1,n := Q 1 P n and Q 2,n := Q 2 P n for any n ∈ N. It is known that u ǫ n is a solution to the forward Kolmogorov equation:
. Also recall the Kolmogorov operator for the averaged system (5.5) is defined asL
If we setū
(5.10)
Then the weak difference at time T can be rewritten as
Henceforth, for the sake of brevity, we will omit to write the dependence of the temporal variable t and spatial variables x and y in some occasion. For example, we often write u ǫ instead of u ǫ n (t, x, y). Our aim is to seek an expansion for u ǫ n (T, x, y) with the form
where u 0,n and u 1,n are smooth functions which will be constructed below, and r ǫ n is the remainder term. The rest of this section is devoted to the proof of Theorem 3.1. We will proceed in several steps, which have been structured as subsections.
The leading term
Let us first determine the leading term. Now, substituting expansions (5.11) into (5.9) yields
By comparing orders of ǫ, we obtain
It follows from (5.12) that u 0,n is independent of y, which means u 0,n (t, x, y) = u 0,n (t, x).
We also impose the initial condition u 0,n (0, x) = φ(x). Since µ x,n is the invariant measure of a Markov process with generator L n 1 , we have
which, by invoking (5.13), implies
so that u 0,n andū n satisfy the same evolution equation. By using a uniqueness argument, such u 0,n has to coincide with the solutionū n and we have the following lemma:
Lemma 5.1. Assume (H.1) and (H.2). Then for any x, y ∈ H (n) and T > 0, we have u 0,n (T, x, y) =ū n (T, x).
Construction of u 1,n
Let us proceed to carry out the construction of u 1,n . Thanks to Lemma 5.1 and (5.10), the equation (5.13) can be rewritten as
and hence we get an elliptic equation for u 1,n with form
where ρ n is of class C 2 with respect to y, with uniformly bounded derivatives. Moreover, it satisfies for any t ≥ 0 and x ∈ H (n) ,
For any y ∈ H (n) and s > 0 we have
Indeed, by the invariant property of µ x,n and Lemma 6.5 in the next section,
This, in view of (3.4) and (3.3), yields
which implies the equality (5.14). Therefore, we get , y) . Therefore, we can set
Lemma 5.2. Assume (H.1) and (H.2). Then for any x, y ∈ H (n) and T > 0, we have
(5.16)
Proof. As known from (5.15), we have
This implies that
Then, in view of Lemma 6.5 and (3.6), this implies:
Determination of remainder r ǫ n
Once u 0,n and u 1,n have been determined, we can carry out the construction of the remainder r ǫ n . It is known that
which, together with (5.12) and (5.13), implies
In order to estimate the remainder term r ǫ n we need the following crucial lemmas. Lemma 5.3. Assume that x, y ∈ H (n) . Then, under conditions (H.1) and (H.2), for any T > 0 and θ ∈ (0, 1] we have
Proof. According to (5.15), we have
here η h,x,n t is the mild solution (also strong solution) of variation equation corresponding to the problem (5.5) in form
Keep in mind thatX
Hence, as (5.17) holds, from the above estimate and (3.6) we get
Lemma 5.4. Assume x ∈ H (n) and y ∈ H (n) . Then, under conditions (H.1) and (H.2), for any T > 0 we have
Proof. As known, for any x ∈ H (n) it holds
We will carry out the estimate of |L n 2 u 1,n (t, x, y)| in two steps.
Directly, we have
By making use of (6.8), the above yields
where we used Lemma 6.5 in the last step. By Lemma 6.6 and (3.6), we have
Together with (5.19) , this allows us to get
which means
By differentiating twice with respect to x ∈ H (n) in u 1,n (t, x, y), for any x, h, k ∈ H (n) we have
By taking Lemma 6.9 and Lemma 6.5 into account, we can deduce
Next, thanks to Lemma 6.8 and Lemma 6.6 it holds
Parallel to (5.22), we can obtain the same estimate for J 3,n (t, x, y, h, k), that is,
Thanks to Lemma 6.7 and (3.6), we get
Collecting together (5.21), (5.22), (5.23) and (5.24), we obtain
so that, as the operator Q 1 has finite trace (see (2.4)), we get 
Proof. By a variation of constant formula, we have
) is a constant, only depending on ǫ > 0, to be chosen later. Now, we estimate the two terms in the right hand side of (5.26). Firstly, note that u ǫ n (0, x, y) =ū n (0, x), it holds
By lemma 5.2, we have
By using Itô's formula and taking the expectation we obtain
Then, due to Lemma 2.1 and 4.3, for any r ∈ (0,
By using again Itô's formula, we get
Then, thanks to Lemma 4.5 and (3.10) it holds
which, in view of (5.27) and (5.28), means that
so that, due to Lemma 2.1 and 4.3, this easily implies that
Next, we estimate the second term in the right hand side of (5.26). Thanks to Lemma 5.3 and Lemma 5.4, we have
and, according to the previous Lemma 2.1 and Lemma 4.3, this implies that
which, together with (5.29), completes the proof.
Proof of Theorem 3.1 Now we finish proof of main result introduced in Section 3
Proof. We stress that we need only to prove (5. Proof. See Proposition B.6 in [4] .
After we have study the first order derivative ofX n t (x), we introduce the second order derivative ofX n t (x) with respect to x in directions h, k ∈ H Proof. We shall follow the approach of [4, Proposition C.2]. For any t 0 > 0, we setF t0,n (x, y, t) =F n (x, y, t) −F n (x, y, t + t 0 ), whereF n (x, y, t) := EF n (x, Y x,n t (y)).
Thanks to Markov property we may write that F t0,n (x, y, t) =F n (x, y, t) − EF n (x, Y x,n t+t0 (y)) =F n (x, y, t) − EF n (x, Y x,n t0 (y), t).
In view of the assumption (H.1),F n is Gâteaux-differentiable with respect to x at (x, y, t). Therefore, we have for any h ∈ H (n) that D xFt0,n (x, y, t) · h = D xFn (x, y, t) · h − ED x F n (x, Y Note that there exists a constant c > 0, such that, for any y 1 , y 2 ∈ H (n) , it holds F n (x, y 1 , t) −F n (x, y 2 , t) = EF n (x, Y Returning to (6.3), by (6.6) and (6.11) we conclude that D xFt0,n (x, y, t) · h ≤ Ce −ct (1 + x + y ) h .
By taking the limit as t 0 goes to infinity we obtain
Proceeding with similar arguments above we can obtain similar result concerning the second order differentiability.
Lemma 6.9. There exist constants C, c > 0 such that for any x, y, h, k ∈ H (n) and t > 0 it holds
