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Abstract 
This paper is an extensive survey of literature on complex network communities and 
clustering. Complex networks describe a widespread variety of systems in nature and society 
especially systems composed by a large number of highly interconnected dynamical entities. 
Complex networks like real networks can also have community structure. There are several 
types of methods and algorithms for detection and identification of communities in complex 
networks. Several complex networks have the property of clustering or network transitivity. 
Some of the important concepts in the field of complex networks are small-world and scale-
free networks, evolving networks, the relationship between topology and the network’s 
robustness, degree distributions, clustering, network correlations, random graph models, 
models of network growth, dynamical processes on networks, etc. Some current areas of 
research on complex network communities are those on community evolution, overlapping 
communities, communities in directed networks, community characterization and 
interpretation, etc. Many of the algorithms or methods proposed for network community 
detection through clustering are  modified versions of or inspired from the concepts of 
minimum-cut based algorithms, hierarchical connectivity  based algorithms, the original 
Girvan–Newman algorithm, concepts of modularity maximization, algorithms utilizing 
metrics from information and coding theory, and clique based algorithms. 
 
 
 
1. Introduction 
1.1 Complex Networks 
Complex networks describe an extensive variety of systems in nature and society esp. 
systems composed by a large number of highly interconnected dynamical entities.   The 
Internet, social networks, business networks, large circuits, network of chemicals linked by 
chemical reactions, transportation networks, power networks, network of citations of 
documents/ web pages, etc, are some of the popularly cited examples of complex networks. 
Two of the many important questions in this field are: a) are there any unifying principles 
underlying the topology complex networks, and b) from the perspective of nonlinearity, how 
colossal networks of interacting and/or communicating dynamical systems will behave 
collectively, given their individual dynamics and coupling architecture. One of the intuitive 
approaches to capture the global properties of such complex systems is to model them as 
graphs, where nodes represent the dynamical units, and links/edges represent the interactions 
between the nodes. It has now been widely recognized that the topology and evolution of real 
world complex networks are controlled by various organizing principles of topology and 
dynamics. Researchers have been addressing structural and topological issues of complex 
networks, e.g. a) characterization of the complex interconnection architectures, to 
comprehend the unifying principles that are the foundations of real-world complex networks, 
and b) constructing models to simulate the growth and replicate the structural properties of 
these complex networks. Researchers have also addressed the complex networks’ dynamics, 
e.g. characterization of the collective behaviour of large ensembles of dynamical systems that 
interact through complex interconnections topology. Some of the important concepts in the 
field of complex networks are small-world and scale-free networks, evolving networks, the 
relationship between topology and the network’s robustness, degree distributions, clustering, 
network correlations, random graph models, models of network growth,  dynamical processes 
on networks, etc. [1-4] 
1.2 Network Communities 
Community structures are quite common in real networks. Complex networks have 
community structure if the nodes of the networks can be grouped into sets of nodes where 
each set of nodes is densely connected, at least, internally. For non-overlapping network 
communities, the complex network should split into groups of nodes with dense connections 
internally, but sparser connections between the groups. Overlapping network communities 
are also possible, and they are found in many real world complex networks e.g. social 
networks. An alternative way of expressing the network community concept, inclusive of the 
overlapping and non-overlapping issues, is that, pairs of nodes are more likely to be 
connected if they are both members of the same community(ies), and less likely to be 
connected if they are not members of the same communities. The communities can 
themselves also join together to form meta-communities, and that those meta-communities 
can join together, and so on in a hierarchical fashion. It is now well accepted that the 
identification of the community structure of complex networks provides insight into the 
relationships between network function and topology. There are several types of methods and 
algorithms for detection and identification of communities in complex networks. But, 
roughly, these methods can be divided into 4 categories (not exclusive): a) node-centric 
(algorithms utilizing the information  that each node in a group satisfies certain properties) b) 
group-centric (algorithms utilizing the connections within a group as a whole, i.e. the group 
as a single entity satisfies certain properties without zooming into node-level), c) network-
centric (algorithms utilizing the process of partitioning of the whole network into several 
disjoint sets), and d) hierarchy-centric (algorithms utilizing the processes of construction of 
hierarchical structures of communities). There are other categories of algorithms/methods of 
community detection in complex networks, but they are not being discussed here. The 
optimal methods to detect network communities vary depending on applications, complex 
networks, computational resources etc. Some current lines of research on complex network 
communities are those on community evolution, overlapping communities, communities in 
directed networks, community characterization and interpretation, etc.[5-8]. 
1.3 Clustering 
Several complex networks have the property of clustering or network transitivity. It is the 
property that two vertices of the network that are both adjacent of the same third vertex have 
an increased probability of also being adjacent of one another. Clustering of network 
communities is the task of grouping a set of nodes in such a way that nodes in the same group 
(cluster) are more similar, in some measure(s), to each other, than to those in other groups 
(clusters), based on the above mentioned adjacency property. The choice or design of 
clustering algorithms and their corresponding controlling functions, e.g. distance 
measure/norm, threshold/cut-offs for similarity/dissimilarity measures, number of final 
expected stable clusters, degrees of randomization, criteria for cluster partitioning or merging, 
etc., depend on the complex networks being clustered and the nature and function of the 
communities to be identified in them. Clustering of network communities can also be 
formulated as a multi-objective optimization problem. The differences in the 
cluster/community models and their properties reflect the differences between the various 
clustering and network community detection algorithms. Some popular cluster/community 
models are a) connectivity models, e.g. hierarchical clustering algorithms create models 
utilizing distance-based interconnections between nodes or already existing communities, b) 
centroid models, e.g. models those characterize clusters/ network communities by mean 
vectors computed from set of properties of  sets of nodes , c) distribution models based on 
statistical distributions of the values features of the nodes in multidimensional space, d) 
density models, based on density or sparseness of connections/ regions in data space, and a 
very important category e)  subspace models e.g. in bi clustering/co-clustering where 
clusters/network communities are modelled with respect to both cluster members and 
pertinent set of features of the nodes, g) graph-based models e.g  models/ algorithms based on 
quasi-cliques- subset of nodes in a graph/complex network, where a significant fraction of 
node pairs in the subset are connected by edges, considered as cluster/ community seeds for 
building up larger clusters or communities. Many of the algorithms or methods proposed for 
network community detection through clustering are  modified versions of or inspired from 
the concepts of minimum-cut based algorithms, hierarchical connectivity  based algorithms, 
the original Girvan–Newman algorithm, concepts of modularity maximization, algorithms 
utilizing metrics from information and coding theory, and clique based algorithms [9-12]. 
2. Classification of Community Detection Clustering Algorithms in Complex 
Networks 
Community detection clustering algorithms in complex networks can be classified in the 
following ways: 
2.1 Hierarchy based algorithms 
Hierarchy based algorithms is one of the main type of community detection clustering 
algorithms in complex networks. Silva et al. [13] utilized the concept of topological orders 
among input data represented as graph, and developed an algorithm to obtain clusters in 
different scales. The algorithm consisted of initially the network construction from input data, 
and secondly, the hierarchical partitioning of the formed network. The algorithm, although 
being completely free of the computation of the physical distances among input data, was 
found to constantly produce a connected graph with heavily linked nodes within a community 
and sporadically linked nodes among different communities. The authors applied their 
algorithm to the problem of pixel clustering.  
Zhang et al.[14] proposed a hierarchical clustering approach, based on the graph diffusion 
kernels of networks, to reveal the community organization of different levels of complex 
networks. They verified the method on some networks with well-known community 
structures, and found that the algorithm is an effective one.  
Guang Xu et al.[15] proposed a new algorithm, called Latent Community Discovery, for 
community detection in complex social networks. Specifically, their algorithm divides the 
core actors, based on a hierarchical probabilistic model and a statistical topic model, which 
are normalized by the network arrangement in data. Their algorithm is inspired from the 
Pareto Principle, which accounts for the uneven existence of two different types of network 
actors, esp. the core actors who typically occupy only a small share of the nodes, but have a 
large influence on the complex network. They tested their algorithm on three large social 
networks, and found its performance competitive to the existing popular algorithms for this 
category of problems.  
de Oliveira et al. [16] propose a clustering algorithm based on graph theoretic representations 
and community discovery in complex networks. Initially, they represent the input data as a 
network, and then divide the network into sub-networks to create data groups. In the first 
stage, each of the nodes has a randomly assigned initial angle. This initial angle is gradually 
modified according to agreement with the neighbours’ angle. Ultimately the network reaches 
a steady state. In this state the nodes in the same cluster have comparable angles. This process 
is repeated and results in a hierarchical and graded divisive clustering. Simulations by the 
authors demonstrate that this algorithm has the potential to find clusters in different forms, 
compactness and proportions. The algorithm also has the capability to generate clusters with 
diverse refinement grades. Furthermore, the proposed algorithm is also robust and efficient.  
2.2 Information theoretic algorithms 
Information theoretic algorithms are another major type of community detection clustering 
algorithms in complex networks. Cravino et al. [17] employed the 
overlapping community arrangement of a linkage of tag/labels to improve text clustering. 
Based on a small data set of news clips/ excerpts, the authors construct a network of co-
occurrence of user-defined labels of metadata fields in news excerpts. They describe a 
weighted cosine similarity closeness measure, which takes into account both the excerpt 
vectors and the tag vectors. Thereafter, they compute the tag weight using the correlated tags 
that are existing in the discovered community, and then use the ensuing vectors together with 
a novel distance metric, to identify socially biased document clusters.  
Yang et al. [18] proposed a unsupervised graphical clustering algorithm for finding 
community in complex networks by determining  the dissimilarity between nodes and 
incorporating them into a dissimilarity distance matrix, which when sorted according to the 
scores, becomes equivalent to an intensity image, and the clusters are indicated by dark 
blocks of pixels along the main diagonal.  
It is now acknowledged that trust in electronic commerce has become one of the most 
significant concerns in online applications, with consumers searching for the best trustworthy 
of goods and service providers and looking for ways of confirmation of which service 
providers are the most trusted. Zhang et al. [19] have studied the critical problem of trust 
network and trust community clustering for, the analysis of the users most trusted 
relationship, for electronic commerce applications. In their model, the nodes represent the 
various subjects involved in the trust, the connections denote relationships, and the weight of 
the links indicates the strength of the relationships. Initially, the algorithm constructs a trust 
network having the weight value of links. Subsequently, the clustering properties of the 
relationship according to the weights and the path lengths are analysed. Finally, the algorithm 
categorizes the most trusted subjects for a user to the same cluster. Two metrics, i.e. direct 
trust information degree and global trust information degree are utilized to assess trust 
relationships among the subjects. This principle also gives an efficient shortest path algorithm 
to construct trust networks.  All the above information generated are incorporated into the 
clustering algorithm based on coefficient and path length, for e-commerce trust network 
community.  
Zhang and Zhong [20] dealt with this problem considering the aspects of small world nature 
of trust communities and the metric local trust recommendation degree.  
Piccardi et al. [21] analysed the issue of clustering of financial time series, based on the 
network community analysis methodology i.e. the partitioning the nodes of a network. A 
network with n nodes is associated to the set of n time series, and the weight of the link which 
quantifies the similarity between the two corresponding time series, is defined according to a 
metric based on symbolic time series analysis. Thereafter, probing for network clusters leads 
to identification of groups of nodes (i.e. Time series) with strong similarity. The authors 
verify the algorithm on US and Italian stock exchange time series data and the steadiness of 
the clusters over time is seen to be satisfactory and better than those achieved using the 
minimal spanning tree and the hierarchical tree based algorithms.  
Piccardi and Calatroni [22] studied the same problem in its full generality, according to the 
same methodology, in a previous work, and found satisfactory results.  
Though community detection in social networks is usually based on graph clustering 
employing the structural information i.e. linkage structure or node topology, for group 
identification, but Huang and Yang [23] used the semantic information present in the posts of 
social media to find hidden communities in these media.  They incorporated the assumption 
that content issued by users may express relations between users/entities. This method is 
suitable for detecting communities in networks which continuously evolve e.g. social 
networks.  
Liu et al. [24] applied the concept of network community clustering to an important 
biomedical problem known as functional analysis of protein cavities. It is known that 
functions of a protein are chiefly determined by its structure, and surface cavities i.e. pockets 
or clefts, are generally considered as possibly active sites where the protein carries out the 
functions. The authors proposed a feasible solution to the problem of functional assignment 
by protein cavity clustering i.e. geometrical clustering based on geometrical community 
structure of pocket similarity networks. Firstly, they introduce a pocket similarity network to 
methodically describe structural correspondence among pockets. The pockets are connected 
if they have structural similarity beyond a certain threshold. Thereafter, the surface pockets 
are clustered into structurally related pocket groups via a graded process. The authors then 
reference these these small pocket groups as structural patterns which represent similar 
functions in different proteins. Their experimental results show identified pocket groups are 
biologically meaningful in terms of their functional features.  
Rui and FengMing [25] proposed an algorithm to construct a distributed trust network in 
information sharing and exchange channels e.g. instant messengers, file-sharing tools etc.  
But, it is well known that the formation of the communities is a self-organizing and evolving 
autonomous phenomenon, being regulated primarily through internal and member dynamics 
of the community. For example, users join communities based on their interests. These kinds 
of network communities are highly vulnerable to the spreading of malicious software, 
pilfering of user's information, attack by malicious users. Thus, to form safe and reliable 
communities, the authors present an algorithm by incorporating the trust value of nodes 
computed based on their past behaviours, and constructing the communities based of 
similarity in trust values.  
XIE et al. [26] propose a new algorithm for detecting community structures in a weighted 
complex networks. The method constructs a weighted complex network with respect to the 
similarity between document pairs calculated by the cosine function, and then the algorithm 
searches for the dense sets, applies it to cluster text documents represented by the vector 
space model.  
ZHANG et al. [27] dealt with the issue of trust in e-commerce based on social networks using 
the metric of trust information degree based on mutual information between subjects. They 
incorporated their previously developed metrics direct trust information degree and global 
trust information degree to build trust relations among subjects. Clustering coefficient and 
global trust information degree were adopted to construct trust community.  
Guan-yu [28] has developed an algorithm (named Mapping Vertex into Vector algorithm) 
which converts all vertices in network into vectors, and find the communities in large scale 
complex networks through clustering, based on the similarity between these vertex vectors.  
You-yuan et al. [29] addressed the problem of web services clustering with the help of the 
detection of community structure in complex networks. They did this by proposing an 
algorithm in which the words are denoted by nodes, and the edge-weights of the network are 
computed from the words’ co-appearances. The authors applied the Newmann’s algorithm to 
this network and extracted the clusters of words.  Thus service clustering was achieved by 
using the relationship between the words and the services, and that too with acceptable levels 
of precision and accuracy, as claimed by the authors.  
 
3. Modularity based community detection 
Modularity based community detection happens to be another major type of community 
detection clustering algorithms in complex networks. Liu and Li [30] developed a novel 
metric representation, the co-neighbour modularity matrix, to assess the quality of 
community/clustering identification, by which the problem of community detection is 
transformed to that of a problem of clustering of eigenvectors in Euclidean space. Thereafter, 
the network community architecture is identified with spectral clustering algorithm. One 
major advantage of this algorithm is that it is free from the noise generated by the initial 
mean points of clustering e.g. in k-means category of algorithms.  
Scibetta et al. [31] addressed the strategy of a division of the network into clusters or district 
metered areas for the detection of water losses from water distribution networks, since the 
measurement of incoming/outgoing flows for each cluster or district metered area allows for 
a quantification of water losses. The authors use the community detection approach 
developed in the complex network theory to identify clusters or district metered areas in 
water distribution systems. The method aims to find solutions satisfying the constraints of 
maximization of modularity and the reduction of the number of communities. The authors 
claim that the method is adequately scalable.  
Sharma and Purohit [32] have also applied the spectral clustering algorithm for tracking 
community formation in complex social networks.  
Zhuhadar et al. [33] have proposed the design of a visual recommender system to recommend 
learning resources to cyber learners within the same community, by using a community 
detection algorithm on the large scale complex networks of cyber learners and learning 
resources, based on Web Usage data of the subjects. Their algorithm uses a heuristic which 
initially accomplishes clustering by force-based visualization algorithm. Subsequently, the 
algorithm utilizes the information on network modularity to choose good decompositions 
from those found using visualization algorithm.  
Yu and Ding [34] applied modularity clustering objective function for network community 
discovery. They have shown that a normalized form modularity clustering is equivalent to the 
prevalent normalized cut spectral clustering. They then use this information to interpret and 
solve the modularity clustering problem, and further corroborate the algorithm on some data 
collections.  
4. Other algorithms 
It is popularly accepted that social networks offer a dominant abstraction of the organization 
and dynamics of varied kinds of people or people-to-technology interaction, and also endorse 
the use of collaborative technologies for partnerships among different groups. It is also 
acknowledged that finding subgroups within social networks is important for understanding 
and possibly influencing the formation and evolution of online communities. In this context, 
Sharma and Joshi [35] address the issues of tracking online communities in large scale 
complex social networks. They infer the dynamics of the communities to a significant extent 
from the online interactions of the nodes by tracking the evolution of known sub-
communities over time.  
Verma and Butenko [36] use the clique relaxation concept of k-community for network 
community identification. The clique relaxation  of k-community  is a connected subgraph 
such that endpoints of each edge have at the minimum k shared neighbours within the 
subgraph. An important aspect of this method is that it does not use any previous information 
about the organization of the network. By defining a cluster as a k-community, the proposed 
algorithm aims to provide a clustering of a network into k-communities with varying values 
of k.  
Lu et al. [37] proposed a novel Network Community Structure Clustering Algorithm Based 
on the Genetic Theory. Their work puts forward the idea of applying a clustering ensemble 
based genetic algorithm in the domain of complex social network mining. Their procedure 
introduces clustering ensemble into the crossover operator, and then utilizes the clustering 
information of the parents to generate new individuals. This seems to avoid the problems that 
are triggered by merely swapping strings between crossover operators without consideration 
of their contents. In population generation, Markov random walk approach is used to sustain 
the diversity of the entities as well as the clustering accuracy. The algorithm also uses a local 
searching mechanism in crossover operators to reduce the searching space and improve the 
speed of convergence.  
Eagle et al. [38] demonstrate in what way using network community identifying methods can 
be used to recognize sub-goals in problems in a logic tutor, and then those community 
structures can be utilized to produce high level hints among sub-goals. The authors do this by 
presenting a new data structure, the Interaction Network, for representing interaction-data 
from open problem solving environment tutors.  
5. Conclusion 
The topology and evolution of real world complex networks are controlled by various 
organizing principles of topology and dynamics and happens to be a major research area. 
Researchers have been addressing structural and topological issues of complex networks as 
well as complex networks’ dynamics for quite some time. Some of the important concepts 
that has evolved in the field of complex networks are small-world and scale-free networks, 
evolving networks, the relationship between topology and the network’s robustness, degree 
distributions, clustering, network correlations, random graph models, models of network 
growth,  dynamical processes on networks, etc. Researchers apply several types of methods 
and algorithms for detection and identification of communities in complex networks which 
can be generally divided into 4 categories. The optimal methods to detect network 
communities vary depending on applications, complex networks, computational resources 
etc. Some current lines of research on complex network communities are those on community 
evolution, overlapping communities, communities in directed networks, community 
characterization and interpretation, etc.  
Several complex networks have the property of clustering or network transitivity. Many of 
the algorithms or methods proposed for network community detection through clustering are  
modified versions of or inspired from the concepts of minimum-cut based algorithms, 
hierarchical connectivity  based algorithms, the original Girvan–Newman algorithm, concepts 
of modularity maximization, algorithms utilizing metrics from information and coding 
theory, and clique based algorithms. Consequently, Community Detection Clustering 
Algorithms in Complex Networks can be broadly classified into Hierarchy Based Algorithms 
and Information Theoretic Algorithms. Moreover there has been lot of research work carried 
out by eminent researchers in the fields of both Hierarchy Based Algorithms and Information 
Theoretic Algorithms as well as Modularity based community detection. Also, in case of 
social networks finding sub groups is important for understanding and possibly influencing 
the formation and evolution of online communities. Researchers have inferred the dynamics 
of the communities to a significant extent from the online interactions of the nodes by 
tracking the evolution of known sub-communities over time. Researchers have also used the 
clique relaxation concept of k-community for network community identification wherein by 
defining a cluster as a k-community the aim is to provide a clustering of a network into k-
communities with varying values of k. Work has also been carried out based on genetic 
theory and a novel Network Community Structure Clustering Algorithm has been proposed 
based on it. Apart from these, significant research work has also been carried out based on 
network community identifying methods which can be used to recognize sub-goals in 
problems in a logic tutor, and then those community structures can be utilized to produce 
high level hints among sub-goals. 
As can be seen community detection in complex networks is an active research area and has 
got real life applications in the fields of large scale engineering, social media analysis, 
biomedical data analysis, online education, business and economics etc. It is hoped that this 
survey will be of great help to the scientific community and senior researchers. 
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