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Abstract. The best method for computing the adjoint matrix of an order n matrix in an arbitrary commutative ring requires O(n β+1/3 log n log log n) operations, provided the complexity of the algorithm for multiplying two matrices is γn β + o(n β ). For a commutative domain -and under the same assumptions -the complexity of the best method is 6γn β /(2 β − 2) + o(n β ). In the present work a new method is presented for the computation of the adjoint matrix in a commutative domain. Despite the fact that the number of operations required is now 1.5 times more, than that of the best method, this new method permits a better parallelization of the computational process and may be successfully employed for computations in parallel computational systems.
Statement of the problem
The adjoint matrix is a transposed matrix of algebraic complements. If the determinant of the matrix is invertible, then the inverse matrix may be computed as the adjoint matrix divided by the determinant. The adjoint matrix of a given matrix A will be denoted by A * : A * = det(A)A −1 . The best method for computing the adjoint matrix of an order n matrix in an arbitrary commutative ring requires O(n β+1/3 log n log log n) operations (see [1] and [2] ). For a commutative domain the complexity of the best method is 6γn β /(2 β − 2) + o(n β ) (see [3] ). It is asssumed that the complexity of the algorithm for multiplying two matrices is γn β + o(n β ). In a commutative domain the algorithm is based on applications of determinant identities [3] , [4] . It generalizes in a commutative domain the following formula for the inverse matrix A −1 :
-is an invertible matrix with invertible block A.
In the present work a new method is proposed for the computation of the adjoint matrix in a commutative domain. Despite the fact that the number of operations required is now 1.5 times more, than that of the algorithm described in [1] , this new method permits a better parallelization of the computational process.
This new method generalizes in a commutative domain the following factorization of the inverse matrix A −1 :
The second section is devoted to the proof of the determinant identity of column replacement, which is used as the basis of the proposed method for computing the adjoint matrix. In the third section additional theorems are proved, which are fundamental for the new method. In the fourth section the algorithm and a small example are presented for the computation of the adjoint matrix. Finally, in the fifth section, a discussion is presented of the algorithm along with its advantages.
Identity of column replacement
Let B be a matrix of order n and assume two different columns fixed. We denote by B {x,y} the matrix which is obtained from B after replacing the two fixed columns by the columns x and y, respectively.
Theorem 1. (Identity of column replacement.)
For every matrix B ∈ R n×n and columns a, b, c, d ∈ R n the following identity holds
Proof. Let O denote the zero matrix of order n, and let o ∈ R n denote the zero column. Looking at the determinant equation
we observe the following: The determinant on the right is obtained from the determinant on the left by subtracting the second block row from the first. Moreover, using Laplace's expansion theorem, every determinant may be expanded by the first n rows according to the formula
where i and j are the numbers of the fixed columns c and b in the matrix B {c,b} , and the matrices B { * ,b} and B {c, * } are obtained from B {c,b} by deleting rows c and b, respectively.
On the right-hand side of (2) we apply the identities det(B { * ,b} , −c) = (−1)
, and obtain identity (1) .
⊓ ⊔
For example, for the matrix of order 2 the identity of column replacement is as follows a c b d
3 Fundamental theorems
and the following identity holds
Proof. Let δ i,j be the determinant of matrix A after replacing its column i by column j of matrix C, and let δ ′ i,j be the determinant of matrix B after replacing its column i by column j of matrix D.
It is then obvious that A * C = (δ i,j ) and
. . , n, and that the elements of matrix F = (f i,j ) can be expressed as f i,j = αδ ′ i,j − βδ i,j . Let us first examine an arbitrary minor of order two of the matrix F :
Here δ ij pq (and also δ ′ ij pq ) is the determinant of the matrix A (B) after replacing columns i and p by columns j and q of the matrix C (D).
Consequently, every minor of order two of the matrix F is divisible by αβ. We next examine an arbitrary minor of order k of the matrix F (2 < k ≤ n). Moreover, let this be the left upper corner minor of matrix F . We denote by F ′ the matrix of order k corresponding to this minor, and by G the matrix of order k − 1, which is formed by those minors of order two of the matrix F ′ , in which there appears the corner element f 11 .
Then we can write Sylvester's determinant identity
Every element of the matrix G is divisible by αβ, since it a minor of order two of the matrix F . Therefore, det(G) is divisible by (αβ) k−1 . The element f 11 = αδ ′ 11 − βδ 11 , considered as a polynomial of elements of the matrix A = (a i,j ), does not have common multiples with αβ. Consequently, det(F ′ ) is divisible by (αβ) k−1 .
To prove the last claim of the theorem we examine the matrix identity
The right-hand side is the product of the matrices on the left-hand side. Corresponding to this matrix identity we have the determinant identity α n ·α n−1 β n−1 · det A = α n det F , from which follows (3). ⊓ ⊔ 
Proof. Let us myltiply the matrix A from the left by the terms of the right-hand side of (4), sequentially, begining with the last term. We obtain step by step the following:
Note that the elements of the matrix F * are minors of order n − 1 of the matrix F and according to Theorem 2 they are divisible by (αβ) n−2 , and that we need to use identity (3) .
Here γ 2−2n A * and the last three factors on the right-hand side of (5) are matrices over R.
Proof. Let us myltiply the matrix A from the left by the terms of the right-hand side of (5) sequentially, begining with the last term. We obtain step by step the following:
Since α and β are minors of order n, and the elements of the matrices A * and B * are minors of order n − 1, then according to the conditions of this theorem and by Theorem 2 all divisions are exact.
Consequence. Let R be a commutative domain, 0 = γ ∈ R, A = A C B D a matrix of order 2n (n ≥ 2) over R, such that every minor of order k is divisible by γ k−1 , A, B, C, D square blocks,
Then, every minor of order s of matrix F is divisible by (αβ) s−1 ,
The algorithm
Using the theorems we proved about the factorization of the adjoint matrix we now introduce the algorithm for computing it along with the determinant of a given matrix.
Let R be a commutative domain, 0 = γ ∈ R, A = A C B D a matrix of order 2n = 2 N over R, such that every minor of order k is divisible by γ k−1 . Moreover, we assume that all minors, on which a division is performed during the computation of the adjoint matrix, are non-zero.
The inputs to the algorithm are the matrix A and the number γ = 1.
The outputs from the algorithm are γ 1−2n |A| and γ 2−2n A * . Note here that the determinant of the matrix has been divided by γ 2n−1 , and that the adjoint matrix has been divided by γ 2n−2 .
Algorithm ParAdjD
, and γ. A, B, C, D ∈ R n×n , γ ∈ R.
Output: {γ 1−2n |A|, γ 2−2n A * }.
If the matrix
A is of order two, then output:
otherwise, proceed to the next point. 2. Concurrently compute { α, A * }=ParAdjD(A, γ) and { β, B * }=ParAdjD(B, γ).
Concurrently compute
N = γ −1 B * D and M = γ −1 A * C, and then F = αN − βM. 4. Compute { ϕ, F * }=ParAdjD(F, αβ). 5. Concurrently compute ϕ ′ = γ −1 ϕ, H = α −1 γ −1 F * A * and L = β −1 γ −1 F * B * . 6. Concurrently compute H ′ = α −1 (ϕ ′ A * + M H) and L ′ = −α −1 M L. Output: ϕ ′ , H ′ L ′ −H L .
Example
1. We concurrently compute 3. We compute 6, 12 −18 6 −18 = ParAdjD(F, (−2) · 9).
4. We concurrently compute ϕ ′ = γ −1 ϕ = 6,
We concurrently compute
and 
Discussion on the algorithm
We now compare the above algorithm with the one found in [3] . One recursive step in the algorithm found in [3] consists of 6 matrix multiplications and two recursive calls. In this case only two matrix multiplications may be computed concurrently with the rest. Therefore, the parallel implementation of one reccursive step of this algorithm consists of six sequential steps: four matrix multiplications and two recursive calls.
One recursive step in the algorithm described above consists of 6 matrix multiplications and three recursive calls. In this case three matrix multiplications may be computed concurrently with the other multiplications and two, of the three, recursive calls may be executed concurrently. Therefore, the parallel implementation of one reccursive step of the algorithm described above consists of five sequential steps: three matrix multiplications and two recursive calls.
This way, despite the fact that the algorithm described above has 50% more operations, its depth is 25% less.
For the computations in both algorithms it is assumed that the leading minors at every step are different from zero. If this assumption fails, we have to pivot rows, or columns, to make sure the leading minor is not zero.
The main difference of the new algorithm is that the choice of the nonzero leading minor is made independently within the local submatrix in each of the parallel branches. After that, this submatrix, together with its (pivot) permutation matrix, is used in further computations. We do not consider pivots in the above algorithm, as this will be the topic of another paper.
By contrast, in the algorithm found in [3] , if a nonzero leading minor needs to be found the whole computational process stops during its search. Moreover, the search for this minor is done by the least diagonal block, and in case no pivot is found the search may be extended to the whole matrix.
