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GLOBAL FLUCTUATIONS FOR LINEAR STATISTICS OF β-JACOBI ENSEMBLES
IOANA DUMITRIU AND ELLIOT PAQUETTE
Abstract. We study the global fluctuations for linear statistics of the form
∑
n
i=1
f(λi) as n→∞, for C1
functions f , and λ1, . . . , λn being the eigenvalues of a (general) β-Jacobi ensemble [18, 29]. The fluctuation
from the mean (
∑
n
i=1
f(λi)− E
∑
n
i=1
f(λi)) is given asymptotically by a Gaussian process.
We compute the covariance matrix for the process and show that it is diagonalized by a shifted Cheby-
shev polynomial basis; in addition, we analyze the deviation from the predicted mean for polynomial test
functions, and we obtain a law of large numbers.
1. Introduction
Global fluctuations for linear statistics, also known as central limit theorems, have been of interest to the
random matrix community for almost as long as the limiting properties of empirical spectral distributions
(also known sometimes as laws of large numbers). A variety of models and eigenvalue distributions have
been studied from this point of view, starting with the classical Gaussian and Wishart matrices [34, 36],
generalizations thereof (Wigner and Wishart-like matrices) [3,11,21,32,37,42,43], tridiagonal models [17,39],
different eigenvalue potentials [25], β-ensembles [19, 28], classical compact groups [15, 44], banded matrices
[2, 21], permutations [7] and so on. The methods of approach range from the classical method of moments
[2, 17], to free probability [12, 21, 30, 35] and stochastic calculus [11].
To put it more concretely, we are interested in the following problem. A linear statistic of an n×n matrix
A with eigenvalues λ1, λ2, . . . , λn is a functional of the form
F(A) :=
n∑
i=1
f(λi) ,
where f is a function (we sometimes refer to them as test functions) belonging to a certain class (which,
depending on the ensemble to whom A belongs, may be as restrictive as the class of polynomials, or as wide
as L2). The first issue at hand is to calculate the limit of 1nF(A) as n → ∞ (in case this exists), in other
words, to find the limiting empirical spectral distribution for the eigenvalues of A (also known as the law of
large numbers). The second issue is to examine the fluctuation from the mean, e.g., study
Xf,A := F(A)− EF(A) ,
perhaps under a suitable scaling, and prove that Xf,A converges in distribution, here to a centered Gaussian
variable whose variance depends on f . The term “global” in “global fluctuations” refers to the fact that all
eigenvalues contribute similarly to F(A).
The Jacobi ensemble (also known as Double Wishart) is one of many on which such studies have been
performed. They were introduced in connection with the MANOVA procedure of statistics for measuring
the likelihood of a multivariate linear model [4,36], and found to be of interest in quantum conductance and
log-gas theory [6, 20]. One can describe them through their eigenvalue distributions
dµJ(λ1, . . . , λn) :=
1
Z
∏
i
λ
β
2 [n1−n+1]−1
i (1 − λi)
β
2 [n2−n+1]−1
∏
i<j
|λi − λj |β ,(1)
where Z = Z(n, n1, n2, β) is a normalization constant. In full generality, β > 0, while n1 and n2 need not
be positive integers; in fact, the only constraints (which relate to the integrability of the measure) are that
n1, n2 ≥ n− 1.
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In the case that β ∈ {1, 2, 4} and n1, n2 ∈ N, they admit full matrix models (as J = W 1/21 (W1 +
W2)
−1W 1/21 , whereW1,W2 are Wishart matrices, hence the “double Wishart” name. For an extensive study
of the β = 1 case, as well as a clear exposition of how these models arose, we refer to [36]; the other cases
(β = 2, 4) can be dealt with similarly.
Recently, it was shown that in these “classical” cases a different kind of model can be constructed, starting
from random projections, rather than random Wishart matrices; or, equivalently, that “chopping off” an
appropriate corner of a unitary Haar matrix will yield a matrix whose singular values, squared, are distributed
according to (1) (discovered in [14], rediscovered in [18]).
The greatest generality is achieved by the tridiagonal model [18,29], which covers any β > 0, and removes
the condition that n1, n2 ∈ N. We give the model below (hereafter referred to as the Edelman-Sutton model,
as it appears most clearly in their work [18]). Given the matrix Bβ defined as
Bβ =


cns
′
n−1
−sn−1c′n−1 cn−1s′n−2
−sn−2c′n−2 cn−2s′n−3
. . .
. . .
−s1c′1 c1

 ,(2)
with the variables ci, si, i = 1, . . . , n, and c
′
j , s
′
j , j = 1, . . . , (n − 1) obeying the distribution laws and
relationships {
c1, c2, . . . , cn, c
′
1, c
′
2, . . . , c
′
n−1
}
mutually independent,(3)
ci ∼
√
Beta(β2 (n1 − n+ i), β2 (n2 − n+ i)) and c′j ∼
√
Beta(β2 j,
β
2 (n1 + n2 − 2n+ 1 + j))(4)
si =
√
1− c2i and s′j =
√
1− c′2j ,(5)
the eigenvalues of A = BβB
T
β are distributed according to (1) (see [18]).
We are interested in the behavior of Xf,A as n→∞ with (n1 + n2 − 2n) growing linearly in n and with
β fixed. This is the only scaling regime in which the limiting spectral distribution is truly Jacobi.
If either n1 ≫ n or n2 ≫ n, in the case when β = 1, 2, 4, the Wishart matrices in the full models have
W1 ≈ βn1In, respectively, W2 ≈ βn2In. For example if n2 ≫ n and n2 ≫ n1, this heurestic predicts that
the Double Wishart model behaves like
W1(W1 +W2)
−1 ≈W1(W1 + βn2Id)−1 ≈W1/(βn2),
so that appropriately rescaling, Wishart behavior should appear. These heurestics are studied rigorously in
Jiang [23]. (The symmetric regime, n1 ≫ n and n1 ≫ n2, predicts Wishart behavior with a huge shift in
eigenvalues.)
Conversely, in the sublinear growth cases, i.e. where (n1 + n2 − 2n) ≪ n, the Jacobi ensemble takes on
behavior that looks much more like the classical compact groups. This connection is explicit for β = 1, 4
and fixed values of n1 − n and n2 − n (see Proposition 3.1 of [24]). These heurestics predict the correct
limiting spectral distributions as well. In the superlinear case, the limiting spectral distribution is a point
mass (easily seen also from 3, which shows that the matrix BβB
T
β is very close to a mulitple of the identity),
while in the sublinear case, the limiting spectral distribution is the arcsine law. These statements about
the limiting spectral distributions are straightforward exercises following the approach of Trotter [49]. We
sketch this approach in the proof of the following proposition.
Proposition 1.1. Let f be a continuous test function on [0, 1].
(1) If n1 + n2 − 2n = o(n), then
1
n
n∑
i=1
f(λi)→P 1
π
∫ 1
0
f(x)√
x(1 − x) dx.
(2) If n1/n→ p and n2/n→ q, then
1
n
n∑
i=1
f(λi)→P
∫ 1
0
f(x) dµ(x),
2
where µ has density
dµ(x) :=
p+ q
2π
√
−(x− λ−)(x − λ+)
x(1 − x) 1[λ−,λ+] dx,
and
λ± :=
[√
p
p+q (1− 1p+q )±
√
1
p+q (1 − pp+q )
]2
.
(3) If n1 + n2 − 2n = ω(n) and if (n1 − n)/(n1 + n2 − 2n)→ λ, then
1
n
n∑
i=1
f(λi)→P f(λ).
Proof. Regardless of the scales of n1 − n and n2 − n, the limiting eigenvalue distribution can be understood
by computing A∞ = B∞BT∞. (Note that on taking the β parameter to infinity, the Beta(βx, βy) variable in
the matrix model converges in probability to xx+y . Replacing the Beta variables by these limits in Bβ gives
the matrix B∞.)
By applying Stirling’s approximation, it can be shown that there is a constant C depending only on β so
that
E
∣∣∣∣∣ci −
√
n1 − n+ i
n1 + n2 − 2n+ 2i
∣∣∣∣∣
2
≤ C
i
.
A similar bound holds for c′i and for cisi. Applying all these bounds, it follows that
(6) E
∥∥BβBTβ −B∞BT∞∥∥2F = O(log n).
From the fundamental realization of Trotter [49], any o(n) bound on the expected-square Frobenius norm
suffices to show that the ESDs of two matrix models are converging together as n→∞.
It is now elementary to check that the limiting spectral distribution for B∞BT∞ is that which is stated in
the theorem in the sublinear and superlinear cases. In the linear case, we compute the limiting distribution
by way of the Jacobi differential recurrence formula, which we do in proving Theorem 5.1 (see (45)). 
In our study of the linear scaling regime, we apply a wide array of methods, starting with the method
of moments (which often boils down to path-counting), special functions (orthogonal polynomial) theory
and generating functions, as well as one important result from the work of Anderson and Zeitouni [2] (more
details in Section 4).
As mentioned in the introductory paragraph, the study of global fluctuations of linear statistics for random
matrices spans a wide literature, and covers a broad spectrum of models. We will only mention here a few
works that are either closely related in scope, in model, or those that have served as inspiration for our study.
The method of moments, introduced by Wigner himself [51,52] and used for proving central limit theorems
for polynomials of Wishart matrices by Jonsson [26], has been employed with great success by Sinai and
Soshnikov [42], Soshnikov [43], Pe´che´ and Soshnikov [38], etc., to obtain both central limit theorems for traces
of large powers of random matrices and universality results for the fluctuations of the extremal eigenvalues
in the case of Wigner and Wishart matrices. The method of moments has also been used by Dumitriu and
Edelman [17] to calculate the fluctuations in the case of β-Hermite and β-Laguerre ensembles (generalizations
of the Gaussian and central Wishart ensembles for β = 1, 2, 4), in the case of polynomial functions. It is also
one essential ingredient in the work of Anderson-Zeitouni [2] on band matrices.
It is worth mentioning that the method of moments is essentially equivalent in spirit (though not necessar-
ily in form) to the Stieltjes transform methods used by Bai and Silverstein (e.g., [3]) to calculate central limit
theorems for generalized Wishart matrices; for a good reference on the methodology involved, we recommend
[4].
Another method for computing fluctuations of linear statistics involves a stochastic calculus approach
introduced by Cabanal-Duvillard [11] to prove a central limit theorem for Wishart matrices in the case
β = 2; stochastic calculus was also used by Guionnet [21] in computing fluctuations for a class of band
matrices and sample covariance matrices, and by Guionnet and Zeitouni [22] to calculate large deviations
for a wide class of random matrices.
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Other approaches to calculating fluctuations for linear functionals for β-ensembles include the Capitaine
and Casalis work [12], which, through free probability, obtains results for both Wishart and Jacobi (Double
Wishart) matrices in the case β = 2. The later work of Kusalik, Mingo, and Speicher [30] builds on [12] and
on results obtained by Mingo and Nica [35] to obtain fluctuations (second-order asymptotics) for random
matrices (also in the case β = 2). Finally, Chatterjee [13] has introduced the Stein method to computing
central limit theorems for a wide class of random matrices, for analytic potentials.
Specifically in the case of β-Jacobi ensembles, for an “extremal” class of β-Jacobi ensembles (when n1 =
o(
√
n2) and n = o(
√
n2)), as mentioned before, Jiang [23] has established a series of important results, among
which are the calculations of fluctuations, through approximation methods.
For all β-Jacobi ensembles of fixed parameters, Killip [28] proved that the fluctuations of macroscopic
statistics obey a CLT; this result is similar to the one we obtain, but in the case that f = χI where I is a
(fixed, independent of n) finite union of intervals in [0, 1] and under a different normalization. It is unclear
how Killip’s result changes if the parameters of the ensemble scale with n, which is the regime studied
here. In addition, while our method does not allow us to obtain any results for discontinuous functions, it
seems that going in the opposite direction – using Killip’s results to obtain fluctuation theorems for smooth
functions – would need microscopic statistics, i.e. where the lengths of the intervals shrink with n. As Killip
notes, the microscopic regime is much more difficult and is not covered in [28].
Last but by no means least, we would like to mention that the most comprehensive results for linear
functionals in the case of β-ensembles found in the literature have been obtained by Johansson [25]. The
fluctuations obtained in [25] are true for any β > 0, in the case of Hermitian matrices, for a large class
of (polynomial) potentials, and for a large class of functions f (in its full generality, Johansson’s work is
applicable to H17/2 functions, where Hα stands for the corresponding Sobolev space). The methods are
analytical and make heavy use of potential theory. In addition to the fluctuations, Johansson was also able
to obtain the deviation from the mean (second-order asymptotics), for the same class of functions.
Johansson’s results subsume the work [17] in the case of β-Hermite matrices (general β, fixed potential
V (x) = x2), and have served as a “moral” (albeit not technical) inspiration to us in our quest.
1.1. Our results. Our purpose in this paper is to calculate the global fluctuations for β-Jacobi ensembles,
for as large a class of functions f as possible. By using concentration properties of the Jacobi ensemble and
making use of a theorem by Anderson and Zeitouni [2], cited below, we were able to obtain the fluctuations
for all β in the case of C1 test functions on [0, 1].We only obtain the deviation from the mean for polynomial
test functions, and conjecture the deviation should extend to a larger class of functions.
Our asymptotic analysis will occur in the proportional scaling regime, and so we will make the following
assumptions on the growth of n1 and n2.
Assumption 1.2. Let n1 = pn and n2 = qn for some fixed p, q ≥ 1 having p+ q > 2.
Chebyshev polynomials are an essential ingredient to our proof, both for their analytic properties and
their combinatorial ones. We define the shifted Chebyshev polynomials of the first kind, Γ, by
Γn(x) = 2Tn
(
2x− λ+ − λ−
λ+ − λ−
)
where Tn are the standard Chebyshev polynomials of the first kind, satisfying Tn(cos θ) = cosnθ. By making
a change of variables, it immediately follows that {Γn(x)}∞n=0 are a complete orthonormal system for L˜2(Ω),
the weighted L2 space induced by the inner product
〈f, g〉 = 1
2π
∫ λ+
λ−
f(x)g(x)
1√
(λ+ − x) (x− λ−)
dx.
Using this inner product, we define the Chebyshev coefficients
(7) fˆ(n) = 〈f,Γn〉 = 1
2π
∫ λ+
λ−
f(x)Γn(x)
1√
(λ+ − x) (x− λ−)
dx.
Our main result is given below.
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Theorem 1.3. Let A be an n × n β-Jacobi matrix, with n1, n2 satisfying Assumption 1.2. For any fixed
k ∈ N, the k-tuple (XΓ1,A, . . . , XΓk,A) converges in distribution to the k-tuple of independent centered normal
variables (Y1, . . . , Yk), where Yi has variance
2
β i. Further, for any f continuously differentiable on [0, 1], the
variable Xf,A converges in distribution to a centered normal variable Yf , with variance given by
σ2f :=
2
β
∞∑
n=1
n|fˆ(n)|2,
where fˆ(n) is the nth Chebyshev coefficient, defined as in (7).
Remark 1.4. In analogy with Fourier series on the unit circle, it is alluring to consider the condition above
for f as requiring one half a derivative, in the L2 sense; we would expect for
τ2f =
∞∑
n=1
n2|fˆ(n)|2
to behave like the square-L2 norm of f ′, and this can be easily established. Precisely,
τ2f =
1
2π
∫ λ+
λ−
|f ′(x)|2
√
(λ+ − x)(x − λ−)dx,
where the proof follows from the identity T ′n(x) = nUn−1(x), with U the Chebyshev polynomial of the second
kind, and the orthonormality of {Un} with the weight
√
1− x2. Since τ2f ≥ σ2f , given the C1 condition for f
on [λ−, λ+], the variance in the Theorem 1.3 is finite.
Remark 1.5. Note that the case when p = q = 1 is not covered. This is the case when neither one of the
exponents of the ensemble grows to ∞; the method of proof collapses since one of the main ingredients, the
ability to get uniform tail bounds for entries of the matrix is no longer true at the “bottom right” corner of
the matrix, and as such the errors can no longer be accurately estimated by the same means. We present
the results of some numerical simulations for this case in Section 6. We also note that the theorem is proven
by Johansson in the β = 2 case by methods of orthogonal polynomial theory [24].
Our second result concerns the deviation from the mean, and is restricted to polynomial functions.
Theorem 1.6. For any polynomial φ,
E tr(φ(A)) = n
∫ λ+
λ−
φ(x)dµ(x) + ( 2β − 1)
∫ λ+
λ−
φ(x)dν(x) + o( 1n ),
where µ is as defined in Theorem 1.1 and ν is the signed measure with density
dν := 14δλ− +
1
4δλ+ −
1
2π
√
−(x− λ+)(x− λ−)
1(λ−,λ+) dx.
To structure of the paper follows the method of proof, which takes the following steps:
Step 1. Prove a “central limit theorem” for polynomials;
Step 2. Find the class of polynomials which diagonalizes the covariance matrix for the resulting Gaussian
process;
Step 3. Use concentration techniques to show that C1[0, 1] linear statistics can be approximated by poly-
nomial test functions in such a way that the variance of the difference of the two is small for all
n.
Step 4. Prove that the approximation works asymptotically.
The rest of the paper is structured as follows: after a reparameterization of the model (Section 1.2), Section
2 covers Step 1 in the above “recipe”: show that the fluctuations are Gaussian when the test functions are the
monomials. The proof extends the mechanism that was employed in [17] for the β-Hermite and β-Laguerre
ensembles. In Section 3 we show that the limiting covariance is diagonalized in shifted Chebyhsev basis; the
method employed is original and has to do with the generating function of the covariance matrix. Section 4
contains the proof that the matrix model satisfies the necessary conditions to apply the Anderson-Zeitouni
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theorem. Section 5 contains the proof of Theorem 1.6 (calculating the deviation from the mean for analytic
functions). Section 6 contains experimental results for the case that p = q = 1. Finally, we have included
three Appendices. Appendix A, which is the longest of the three, contains the symmetric function theory
results necessary for the calculation of the deviation (Section 5); more explicitly, it contains the proof that
the series expansion of the functional F(A) for monomialf has a “palindromic” quality (the mechanism here
is similar to the one employed in [17]). Appendix B shows the existence of a Poincare´ inequality for Beta
variables that is stronger than what can be proven using general log-concave theory. Finally Appendix C
shows a theorem of independent interest, which we proved in the course of an unsuccessful attempt to obtain
our main result by a different approximation method: that “square root of beta” variables can be coupled
to Gaussian variables in such a way as to have small variance.
1.2. Reparameterization. While the parameters given naturally arise in the full matrix model (which
exists only for β = 1, 2, 4), e.g., as the size ratios of the two Wishart matrices involved, we choose to work
with a slightly different set of parameters for the purposes of this problem. Define parameters a and b by
a :=
1
p+ q
and b :=
p
p+ q
.
As we shall see, a and b allow us to express the results in a “cleaner”, perhaps more natural form. They
expose symmetries of the asymptotics, which are invariant under the involution a 7→ 1− b, b 7→ 1− a.
For the regime of consideration of Theorem 1.3 the parameters a and b take on values in the triangle
0 < a < 12 , and a < b < 1− a. The limiting spectral distribution will have support given by
λ± =
[√
b(1− a)±
√
a(1− b)
]2
.
The reciprocal expression 2β appears frequently, with some terms having polynomial dependence upon it.
Thus in the proofs we have used α in place of 2β . The Jacobi ensemble density, with these parameters, is
expressed as
(8) dµJ(λ1, . . . , λn) =
1
Z
∏
i
λ
n
α
[
b
a−1
]
+
1
α−1
i (1− λi)
n
α
[
1−b
a −1
]
+
1
α−1∏
i<j
|λi − λj |
2
α .
The tridiagonal matrix model with these parameters is given A = BβB
t
β where
(9) Bβ =


cns
′
n−1
−sn−1c′n−1 cn−1s′n−2
−sn−2c′n−2 cn−2s′n−3
. . .
. . .
−s1c′1 c1

 ,
{
c1, c2, . . . , cn, c
′
1, c
′
2, . . . , c
′
n−1
}
mutually independent,
ci ∼
√
Beta( nbαa + α
−1(i− n), n(1−b)αa + α−1(i − n) and c′i ∼
√
Beta(α−1i, nαa + α
−1(i − 2n+ 1),
si =
√
1− c2i and s′i =
√
1− c′2i .
2. Polynomial Fluctuations
2.1. Traces of Powers and Path Counting. When the linear statistic f is a polynomial, it can be
computed explicitly using powers of the matrix model. By linearity, this reduces to the study of monomials
tr(Ak), and by the tridiagonality of A, there is a simple combinatorial expansion for this trace. In particular,
these traces can be expressed in terms of certain lattice paths. In this section we will study these lattice
paths and develop their combinatorial properties. We will use these combinatorial properties to compute the
covariance of the limiting Gaussian process for polynomial test functions. Their properties are not needed
for the proof that the limiting fluctuations are Gaussian.
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Definition 2.1. An alternating bridge is a lattice path from (0, 0) to (2k, 0) using only the steps (1, 1),
(1, 0), and (1,−1) none of whose odd steps travel up and none of whose even steps travel down. Let A2k
denote the collection of all such lattice paths. Likewise, let Lk denote the collection of all lattice paths of
length k without the alternating property.
Remark 2.2. These paths bear some similarity to the alternating Motzkin Paths which have been used to
study the Laguerre Ensemble [16]. These paths differ in that Motzkin paths are restricted to stay above the
x-axis, while these are allowed to go above and below the axis.
For a lattice path w¯ starting at (0, k) with sequence of vertical coordinates {w0 = k, w1, w2, . . .} and an
n× n matrix M , define Mw¯ to be the product
Mw¯ =
∏
i=0
Mw2i,w2i+1M
T
w2i+1,w2i+2 =
∏
i=0
Mw2i,w2i+1Mw2i+2,w2i+1 ,
provided that all n ≤ wi ≤ 1. If the lattice path w¯ walks off the edge of the matrix, in the sense that either
some wi > n or wi < 1, then define Mw¯ = 0.
Example 2.3. A lattice path w¯ and its associated product Mw¯.
4
5
6
Provided the matrix M is at least
6 × 6, this lattice path w¯ would
produce the product Mw¯ =
M6,5M
T
5,5M5,4M
T
4,5M5,5M
T
5,6.
Expanding the trace,
trAk =
n∑
i=1
[(
BβB
T
β
)k]
i,i
.
The diagonal entries [(BβB
T
β )
k]i,i can be written in terms of alternating bridges, since for all 1 ≤ i ≤ n,[(
BβB
T
β
)k]
i,i
=
∑
w¯∈A2k
(Bβ)w¯+i ,
where w¯+ i is the lattice path w¯ shifted up by i. For convenience, define A˜2k,n to be all alternating bridges
that are shifted up to start at coordinates between 1 and n; we will refer to these lattice paths as tridiagonal
trace paths. In terms of these paths, we can write the trace of a power of a matrix as
trAk =
∑
w¯∈A˜2k,n
Aw¯.
When n is large and k is fixed, each Aw¯ is approximated by a substantially simpler quantity: every entry
in a 2k×2k principal submatrix on the diagonal of A is strongly approximated by a deterministic tridiagonal
band matrix (c.f. Lemmas 2.19 and 2.19). Thus, endow an alternating bridge with a weight by giving each
horizontal edge weight x and each inclined edge weight y. Define the weight of the bridge to be the product
of the weights of its edges, and define pk(x, y) to be the sum of all the weights over all the paths in A2k. If
we let h(w¯) denote the number of horizontal steps taken by path w¯, then
pk(x, y) =
∑
w¯∈A2k
xh(w¯)y2k−h(w¯).
We are interested in finding the exponential generating function for these pk, i.e. we will compute
P(t) =
∞∑
k=0
tk
k!
pk(x, y),
and show that
(10) P(t) = et(x
2+y2)I0(2xyt),
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where I0 is the modified Bessel function of the first kind.
These polynomials exhibit some nice combinatorial properties. Suppose that a path w¯ ∈ A2k has i
up-steps. Because the path returns to 0, it must also have i down-steps. Down-steps must be placed in
odd positions, and up-steps must be placed in even positions; as a result, the placement of the up-steps is
independent from the placement of the down-steps. Thus, there are exactly
(
k
i
)(
k
k−i
)
paths in A2k having 2i
inclined steps. Note, this argument also shows that the number of inclined steps must be even. Consequently,
the number of horizontal steps is even as well, and we have shown
(11) pk(x, y) =
k∑
l=0
(
k
l
)2
x2ly2(k−l) = y2k2F1(−k,−k, 1; (x/y)2k).
For definitions and properties of the hypergeometric function 2F1, see [1, page 556]. As a consequence, we
are able to compute the size of A2k by simply evaluating this polynomial at x = y = 1,
|A2k| =
k∑
i=0
(
k
i
)2
=
(
2k
k
)
.
While the alternating structure naturally lends itself to describing traces of A, there is another way to
view A2k which lends itself better to computing P(t). If w¯ = w1w2 · · ·w2k−1w2k, for steps wi, then the
concatenation of the steps w2i−1w2i is one of (2, 1), (2,−1) or (2, 0). Moreover, if it is either of the first two,
then by the alternating structure, w2i−1w2i must have been (1, 0)(1, 1) or (1,−1)(1, 0) respectively. If it was
a horizontal step, then there are two possibilities, either (1, 0)(1, 0) or (1,−1)(1, 1).
Definition 2.4. By concatenating pairs of steps, alternating bridges w¯ are in bijective correspondence
with lattice paths in Lk whose horizontal steps are 2-colored. Let those horizontal steps corresponding to
(1, 0)(1, 0) be colored red, and let those horizontal steps corresponding to (1,−1)(1, 1) be colored blue.
Example 2.5. Two alternating bridges with the overlaid Lk path.
2
1
0
2
1
0
Inclined Step. Red Step,(1, 0)(1, 0). Blue Step, (1,−1)(1, 1).
Lemma 2.6. Let w¯ ∈ A˜2k,n be given, and define Sw¯ (m) to be the number of times w¯ walks from height m
to height m+ 1 or back, and let Sw¯(m) be the number of times that w¯ walks horizontally at height m. Both
Sw¯(m) and S
w¯
 (m) are even.
Proof. Let u¯ be the colored lattice path from Lk that corresponds to w¯. Let v be the number of steps that
u¯ makes between height m and height m + 1 and back. Because u¯ returns to its starting height, v is even.
Let R be the number of red horizontal steps (i.e. those resulting from a (1, 0)(1, 0) pattern) that u¯ makes
at height m, and let B be the number of blue horizontal steps (those resulting from a (1,−1)(1, 1) pattern)
that u¯ makes at height m+ 1. Because Sw¯(m) = v + 2R and S
w¯
 (m) = v + 2B, both are always even. 
The correspondence between colored Lk and A2k allows the polynomials pk(x, y) to be represented in a
third way. We will define the weight of an uncolored path p ∈ Lk to equal the sum of the weights over
all alternating bridges w¯ to which its colorings correspond. Suppose that an alternating bridge w¯ is in
correspondence with a colored path p, one with r red edges and b blue edges. Recall that h(p) is the number
of horizontal steps the path takes, and therefore the weight of w¯ is (xy)k−h(p)x2ry2b. There are
(
h(p)
r
)
ways
of placing the r red edges on the path (after which the placement of the b blue edges is determined). As the
possible colorings of a fixed path p are in bijective correspondence with {1, 0}h(p), it follows that the sum of
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the weights corresponding to all different colorings of a given path p is (xy)k−h(p)(x2+y2)h(p). In conclusion,
pk(x, y) can be written as
pk(x, y) =
∑
p∈Lk
(xy)k−h(p)(x2 + y2)h(p).
The subset of the lattice paths Lk that fixes a given horizontal edge is in bijective correspondence with
Lk−1, simply by removing the given edge. By inclusion-exclusion, it follows immediately that the lattice
paths in Lk that have no horizontal steps are counted by
|Lk| −
(
k
1
)
|Lk−1|+
(
k
2
)
|Lk−2| −
(
k
3
)
|Lk−3|+ · · · =
{(k
k
2
)
k even
0 k odd .
The correspondence between Lk with a fixed horizontal edge and Lk−1 decreases the statistic h(p) by exactly
1, and so this inclusion-exclusion formula carries over to pk as
pk(x, y)−
(
k
1
)
(x2 + y2)pk−1(x, y) +
(
k
2
)
(x2 + y2)2pk−2(x, y) + · · · =
{
(xy)k
(k
k
2
)
k even
0 k odd .
This recurrence can be recast in terms of the exponential generating function P(t) to read
P(t)e−t(x
2+y2) = 1 +
x2y2t2
2!
(
2
1
)
+
x4y4t4
4!
(
4
2
)
+
x6y6t6
6!
(
6
3
)
+ · · · = I0(2xyt).
Thus, we have shown (10),
P(t) = et(x
2+y2)I0(2xyt).
Working with this function proves to be somewhat complicated, and it will be convenient to instead use the
Laplace transform of P(t). Let Lt[f(t)](ω) denote the Laplace transform in the variable t
Lt[f(t)](ω) =
∫ ∞
0
e−ωtf(t)dt.
When applicable, Ls,t will denote the Laplace transform in both variables. The calculation of the Laplace
transform of P(t) is simplified greatly by some elementary properties of the Laplace transform and the
known Laplace transforms of modified Bessel functions. All of these properties are available for reference
in [1, Chapter 29]; properties of the modified Bessel functions are available in [1, Chapter 9]. The Laplace
transform of the modified Bessel functions In is given by
(12) Lt[In(ct)](ω) =
cn(
ω +
√
ω2 − c2)n 1√ω2 − c2 , ω > c.
If for some real value of ω0, the Laplace transform is finite, then for any ω in the half plane ℜω > ω0, the
Laplace transform is finite. Further, the transform satisfies the following identities
Lt[e
ktf(t)](ω) = Lt[f(t)](ω − k),(13)
Lt[tf(t)](ω) = − d
dω
Lt[f(t)](ω).(14)
We will show that a priori, the Laplace transform of P(t) is finite in the half plane ℜω > (x+ y)2. This
follows as In(2xyt) satisfies the simple estimate
0 ≤ In(2xyt) ≤ e2xyt,
for t > 0, 2xy > 0, and thus
0 ≤ P(t) ≤ et(x+y)2 .
Identity (13) makes computing the Laplace transform of P(t) a simple substitution into (12), as
Lt[P(t)](ω) = Lt[e
t(x2+y2)I0(2xyt)](ω) = Lt[I0(2xyt)](ω − x2 − y2) = 1√
(ω − x2 − y2)2 − 4x2y2 .
Using (14), it is possible to compute the Laplace transform of ∂xP(t), which arises later.
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Lemma 2.7.
Lt[∂xP(t)](ω) =
2x(ω + y2 − x2)(
(ω − x2 − y2)2 − 4x2y2
) 3
2
, ω > (x+ y)2.
Proof. This is a straightforward application of (13), (14) and the identity I0(t)
′ = I1(t).
Lt[∂xP(t)](ω) = Lt[2xte
t(x2+y2)I0(2xyt) + 2yte
t(x2+y2)I1(2xyt)](ω)
= −∂ωLt[2xet(x
2+y2)I0(2xyt) + 2ye
t(x2+y2)I1(2xyt)](ω)
= −∂ω
[
2x√
ω˜2 − 4x2y2
+
2y√
ω˜2 − 4x2y2
2xy
ω˜ +
√
ω˜2 − 4x2y2
]
,
where ω˜ is ω − x2 − y2. Thus
Lt[∂xP(t)](ω) =
2x(ω˜ + 2y2)
(ω˜2 − 4x2y2)
3
2
=
2x(ω + y2 − x2)(
(ω − x2 − y2)2 − 4x2y2
) 3
2
, ω > (x+ y)2.

Remark 2.8. In a manner of speaking, we have circuitously arrived at the regular generating function for
pk(x, y), since it is possible to deduce the generating function from the exponential generating function by
way of the Laplace transform, as follows. Let PR(t) denote the generating function,
P
R(t) =
∞∑
k=0
tkpk(x, y).
The effect of taking the Laplace transform on an exponential generating function can be understood using
the Gamma function.
Lt[P(t)](ω) =
∫ ∞
0
e−ωtP(t)dt
=
∫ ∞
0
e−ωt
∞∑
k=0
tk
k!
pk(x, y)dt.
The order of summation and integration can be interchanged because t
k
k! pk(x, y) is always positive for t > 0,
x, y ∈ R,
Lt[P(t)](ω) =
∞∑
k=0
∫ ∞
0
e−ωt
tk
k!
pk(x, y)dt.
Make the change of variables s = ωt, so that
Lt[P(t)](ω) =
∞∑
k=0
∫ ∞
0
e−s
sk
ωk+1k!
pk(x, y)ds
=
∞∑
k=0
ω−k−1pk(x, y)ds
= PR(ω−1)ω−1.
Thus, putting everything together,
P
R(ω) =
1√
(1− ω(x2 + y2))2 − 4ω2x2y2
.
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2.2. Asymptotic Normality of Fluctuations. We show in this subsection that polynomial test func-
tions asymptotically have jointly normal fluctuations. This is the first component of Theorem 1.3, and we
summarize the precise claim in the following proposition.
Proposition 2.9. Let A be an n × n β-Jacobi matrix, with parameters as described in Section 1.2. For
any fixed k ∈ N, the k-tuple (Xx1,A, Xx2,A, . . . , Xxk,A) converges in distribution to a centered multivariate
normal random variable.
The method of proof will be the computation of the moments. Recall that a multivariate normal variable
has mixed moments characterized by the Wick formula, which we will state precisely.
Proposition 2.10. A centered random vector (Z1, Z2, . . . , Zk) is a multivariate normal if and only if for
each word m ∈ [k]l , the mixed moments satisfy
E
∏
i∈m
Zi =
{
0 if l is odd,∑
G
∏
{a,b}∈E(G) EZmaZmb if l is even,
where the sum is over all graphs G that are perfect matchings on the vertices [k], and where E(G) is the edge
set of this graph.
To prove Proposition 2.9, it suffices to show that all the mixed moments asymptotically obey the Wick
formula. Thus, our first goal is to show that the moments have the correct form.
Proposition 2.11. For a fixed word m ∈ [k]l ,
E
∏
i∈m
Xxi,A =
{
O(n−1/2) if l is odd,∑
G
∏
{a,b}∈E(G) EXxma ,AXxmb ,A +O(n
−1/2) if l is even,
where the sum is over all graphs G that are perfect matchings on the vertices [k], and where E(G) is the edge
set of this graph.
This nearly proves Proposition 2.9, but it remains to show that the covariances have a limit. We will
delay this proof as we will identify the limiting covariance explicitly, and we begin in the direction of proving
Proposition 2.11. In the sequel, fix some word m ∈ [k]l . We will write the mixed moment indicated by m in
a way that exposes its asymptotically relevant terms. The first step is to write the mixed moment in terms
of tridiagonal trace paths.
E
∏
u∈m
Xxk,A = E
∏
u∈m
[∑
w¯∈A˜2u,n
Aw¯ − EAw¯
]
=
∑
w¯1,...,w¯l
E
l∏
i=1
[Aw¯i − EAw¯i ] ,(15)
where the sum is over all tridiagonal trace paths (w¯1, . . . , w¯l) ∈ A˜2m1,n × A˜2m2,n × · · · × A˜2ml,n.
Each nonzero random variable Aw¯ is a product of terms of matrix entries. More specifically, by Lemma 2.6
trace paths visit each matrix entry an even number of times, and so Aw¯ is a polynomial in the random
variables {c2i } and {(c′i)2}. Thus for each tridiagonal trace path w¯i for which Aw¯i 6≡ 0, it is possible to define
random variables qw¯ij with 1 ≤ j ≤ 2n− 1 so that
(1) qw¯ij is a polynomial in c
2
j for 1 ≤ j ≤ n;
(2) qw¯ij+n is a polynomial in (c
′
j)
2 for 1 ≤ j ≤ n− 1;
(3) Aw¯i =
∏2n−1
j=1 q
w¯i
j ;
(4) The smallest nonzero coefficient of each qw¯ij is 1.
We will write qw¯ij (x) for the corresponding polynomial in x, while when no argument is provided, we mean
the random variable defined above. This decomposition breaks a random variable Aw¯i into a product of
independent random variables. Further, each polynomial has the form qw¯ij (x) = x
ai,j (1 − x)bi,j for some
non-negative integer powers. Note, however, that most of these polynomials are identically 1.
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We will use these polynomials to alternately express the difference Aw¯ − EAw¯ . Specifically, we telescope
in the following way.
Aw¯i − EAw¯i =
2n−1∏
j=1
[
(qw¯ij − Eqw¯ij ) + Eqw¯ij
]− 2n−1∏
j=1
Eqw¯ij
=
∑
S⊂[2n−1]
S 6=∅

∏
j∈S
(qw¯ij − Eqw¯ij )
∏
j 6∈S
Eqw¯ij

 .(16)
In this last step we omit the empty set precisely because it is the term canceled by EAw¯i .
Note that in (15) we require a product of l of these terms. Thus, by applying the (16) multiple times, we
can write
(17)
l∏
i=1
[Aw¯i − EAw¯i ] =
∑
S1...Sl
l∏
i=1
∏
j∈Si
(qw¯ij − Eqw¯ij )
∏
j 6∈Si
Eqw¯ij ,
where it is important to note that the sum is over nonempty subsets of [2n− 1].
In expectation, we will see that each difference term qw¯ij − Eqw¯ij that appears in the product contributes
a factor of n−1/2, and thus that the magnitude of (17) is at most O(n−l/2). To show this, we require the
ability to estimate moments of the terms that appear in the right hand side of (17). This is expressed in the
following lemma.
Lemma 2.12. Fix a polynomial q(x) = xa1(1−x)a2 , and fix an n ∈ N. There is a constant C = C(m, a1, a2)
so that
max
1≤i≤n
E
∣∣q(c2i )− Eq(c2i )∣∣m ≤ Cn−m/2, and
max
1≤i≤n−1
E
∣∣q((c′i)2)− Eq((c′i)2)∣∣m ≤ Cn−m/2.
Proof. In the current parameterization, we recall that c2i and (c
′
i)
2 are mutually independent Beta random
variables with parameters
c2i ∼ Beta( nbαa + α−1(i− n), n(1−b)αa + α−1(i − n)), and
(c′i)
2 ∼ Beta(α−1i, nαa + α−1(i− 2n+ 1)).
The primary tool in this proof is the Poincare´ inequality for Beta random variables. From Lemma B.1, a
Beta variable X ∼ Beta(p1, p2) satisfies a Poincare´ inequality
Var f(X) ≤ 1
4(p1 + p2)
E |f ′(X)|2 ,
for any Lipschitz function f on [0, 1]. Let M denote the collection of all Beta variables appearing in the
matrix model. We note that for all these variables, the sum of their parameters is at least nα
[
1
a − 2
]
. By
hypothesis on the parameters of the matrix, a < 1/2, and thus there is a constant C so that
max
X∈M
sup
‖f‖Lip<∞
[
Var f(X)
E |f ′(X)|2
]
≤ C
n
.
Further, by applying each of these inequalities to q(X) for any X ∈ M, we see that for any Lipschitz f,
Var f(q(X)) ≤ C
n
E |f ′(q(X))q′(X)|2 .
Note that |q′(x)| ≤ (a1 + a2) on [0, 1], and thus
Var f(q(X)) ≤ C(a1 + a2)
2
n
E |f ′(q(X))|2 ,
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for all Lipschitz functions on the interval and any X ∈M. It is well known that a Poincare´ inequality implies
exponential integrability (see [10]). Precisely,
E exp
[ |g(X)− Eg(X)| √n
12(a1 + a2)
√
C
]
≤ 2,
for every X ∈M. By expanding the exponential in its series, the claim follows. 
As a consequence of Lemma 2.12, it is possible to estimate the contribution of any product of terms as in
(17).
Lemma 2.13. There is a constant C = C(l,max1≤i≤lmi) so that for any l-tuple (w¯1, . . . , w¯l) ∈ A˜2m1,n ×
A˜2m2,n × · · · × A˜2ml,n, ∣∣∣∣E∏li=1 [Aw¯i − EAw¯i ]
∣∣∣∣ ≤ Cn−l/2.
Furthermore, the dominant contribution is given by
D(w¯i)i :=
∑
s1...sl
l∏
i=1

(qw¯isi − Eqw¯isi ) ∏
j 6=si
Eqw¯ij

 ,
with the sum over all l-tuples (s1, . . . , sl) ∈ [l]2n−1, and∣∣∣∣∣E
l∏
i=1
[Aw¯i − EAw¯i ]− ED(w¯i)i
∣∣∣∣∣ ≤ Cn−(l+1)/2.
Proof. We recall (17):
l∏
i=1
[Aw¯i − EAw¯i ] =
∑
S1...Sl
l∏
i=1
∏
j∈Si
(qw¯ij − Eqw¯ij )
∏
j 6∈Si
Eqw¯ij ,
where the sum is over nonempty subsets Si ⊂ [2n− 1]. Taking expectations, most of these of summands will
be 0. This is because for each word w¯i, there are at most 4mi nontrivial polynomials q
w¯i
j , where w¯i ∈ A˜2mi,n.
Thus, there are at most 24m124m2 · · · 24ml nonzero summands of the form
(18) PS1,...,Sl := E
l∏
i=1
∏
j∈Si
(qw¯ij − Eqw¯ij )
∏
j 6∈Si
Eqw¯ij ,
and thus it suffices to show the desired bound for an arbitrary term such as this. From each Si, pick an
arbitrary ji. Each q
w¯i
j is a random variable supported on [0, 1], and thus both |qw¯ij −Eqw¯ij | ≤ 1 and |Eqw¯ij | ≤ 1.
Therefore, the term in (18) can be bounded by
|PS1,...,Sl | ≤ E
∣∣∣∣∣
l∏
i=1
(qw¯iji − Eqw¯iji )
∣∣∣∣∣ ≤ 1l
l∑
i=1
E
∣∣qw¯iji − Eqw¯iji ∣∣l ,
where we have applied the arithmetic-geometric mean inequality. By applying Lemma 2.12, we conclude
that there is a constant C that depends only on max1≤i≤lmi and l so that
|PS1,...,Sl | ≤ Cn−l/2.
Summing over all possible nonzero summands, the first conclusion follows. Note that the same argument
shows that if σ := |S1|+ |S2|+ · · ·+ |Sl| > l, then the same argument (with the same constant no less) shows
|PS1,...,Sl | ≤ Cn−σ/2,
from which the second conclusion follows. 
Having established these bounds, we introduce the notion of a dependency graph.
Definition 2.14. For any tuple of tridiagonal trace paths (w¯1, w¯2, . . . , w¯l) , define the dependency graph G
to be a graph with vertex set [l] and i 6↔ j if and only if Aw¯i and Aw¯j are functions of mutually independent
random variables.
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The family of vector variables
Ξ :=
{
(Aw¯i)i∈S
}
S
,
where S ranges over all connected components of G, is a mutually independent family of random variables.
The importance of these connected components is that there are very few l-tuples of tridiagonal trace paths
that have few connected components in their dependency graph. Moreover, it is possible to estimate exactly
how many trace paths have such dependency graphs. This motivates the following definition.
Definition 2.15. For any χ ∈ {1, 2, . . . , ⌊l/2⌋}, let Bχ be the collection of all l-tuples in A˜2m1,n×A˜2m2,n×
· · · × A˜2ml,n whose dependency graphs have χ connected components and no isolated vertices. For any such
word tuple of words, let E = E(w¯1, . . . , w¯l) denote the edge set of the dependency graph.
When l is even, Bl/2 is the collection of all l-tuples of trace paths whose dependency graphs are perfect
matchings. With this definition, we can count the number of l-tuples of trace paths having a particular
number of connected components.
Lemma 2.16. For any χ ∈ N, there is a constant C = C(χ,max1≤i≤lmi) so that |Bχ| ≤ Cnχ.
Proof. This ultimately stems from the observation that there are only finitely many entries in the matrix
that depend on a given entry. Thus, once any arbitrary trace path in a connected component has been
chosen, the remainder of the trace paths must start nearby. Formally, we begin by bounding the number of
ways to construct a connected component on s vertices.
Without loss of generality, suppose these s-tuples are chosen from A˜2m1,n×A˜2m2,n× · · ·× A˜2ms,n. As we
would like choices having a connected dependency graph, we overcount by first choosing a desired spanning
tree and then filling out the graph. As there are only ss−2 such spanning trees, we lose at most a constant
factor.
Let M = max1≤i≤lmi, and choose the first trace path in the tuple arbitrarily; there are
∣∣∣A˜2m1,n∣∣∣ possible
choices for this path. Traversing the vertices of the tree in a depth first search, each vertex traversed must
depend on the previously chosen path w¯prev ∈ A˜2mprev ,n. This forces the choice of w¯new ∈ A˜2mnew,n to have
that Aw¯new depends on Aw¯prev , and thus the starting point of w¯new must be no more than mnew +mprev
steps from the starting point of the previous. Thus there are at most 4M |A2M | ways to choose the new
path. This bound holds for every vertex explored in the depth first search, and we arrive at the bound that
there are at most [4M |A2M |]s · n ways to choose trace paths having dependency graph spanned by a given
tree.
Summing over all possible partitions of l with χ parts, i.e. all multisets of naturals {si} so that s1+ s2+
· · ·+ sχ = l, and choosing components of these sizes for each, we arrive at the bound that there is a constant
C so that |Bχ| ≤ Cnχ.

It is now possible to identify the asymptotically relevant portions of an arbitrary mixed moment, and
hence prove Proposition 2.11.
Proof of Proposition 2.11. In terms of the notation Bχ, we recall (15) and rewrite it as
E
∏
u∈m
Xxk,A =
∑
w¯1,...,w¯l
E
l∏
i=1
[Aw¯i − EAw¯i ]
=
⌊l/2⌋∑
χ=1
∑
(w¯1,...,w¯l)∈Bχ
E
l∏
i=1
[Aw¯i − EAw¯i ] ,(19)
noting that this sum contains no l-tuples of words with isolated vertices in their dependency graphs, as these
vanish identically on taking expectations. By Lemma 2.13, there is a constant C1 sufficiently large that∣∣∣∣∣E
l∏
i=1
[Aw¯i − EAw¯i ]
∣∣∣∣∣ ≤ C1n−l/2,
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for every word in the sum. Also, by Lemma 2.16 there is a constant C2 sufficiently large that for all
1 ≤ χ ≤ l/2, |Bχ| ≤ C2nχ. It is immediate that if l is odd, then by (19),∣∣∣∣∣E ∏
u∈m
Xxk,A
∣∣∣∣∣ ≤
⌊l/2⌋∑
χ=1
C1n
−l/2C2nχ = O(n−1/2).
If l is even, however, then applying the same bound to terms for which χ < l/2,
E
∏
u∈m
Xxk,A =
∑
(w¯1,...,w¯l)∈Bl/2
E
l∏
i=1
[Aw¯i − EAw¯i ] +O(n−1/2)
=
∑
(w¯i)i∈Bl/2
∏
{a,b}∈E
E [Aw¯a − EAw¯a ] [Aw¯b − EAw¯b ] +O(n−1/2).(20)
It only remains to show that the Wick word has the same form, i.e. it should be shown that
(21) W :=
∑
G
∏
{a,b}∈E(G)
E [Xxma ,AXxmb ,A] ,
where G ranges over all perfect matchings of [l], has the same asymptotically relevant terms as (20). We
recall (15), due to which we may rewrite
W =
∑
G
∏
{a,b}∈E(G)
∑
A˜2ma,n×A˜2mb,n
E [Aw¯a − EAw¯a ] [Aw¯b − EAw¯b ] ,
where the inner sum may be taken over all pairs of l-tuples. For a fixed perfect matching G, every possible
tuple (w¯1, . . . , w¯l) is represented exactly once. After commuting the inner sum and the product, we may
write
W =
∑
(w¯1,...,w¯l)
∑
G
∏
{a,b}∈E(G)
E [Aw¯a − EAw¯a ] [Aw¯b − EAw¯b ] .
As before, we may ignore l-tuples whose dependency graphs have an isolated vertex, and thus we write
W =
l/2∑
χ=1
∑
(w¯i)i∈Bχ
∑
G
∏
{a,b}∈E(G)
E [Aw¯a − EAw¯a ] [Aw¯b − EAw¯b ] .
We will bound the contribution of terms having χ < l/2, and we note that there is a constant C3 so that for
any pairing G and any tuple of paths (w¯i)i,∣∣∣∣∣∣
∏
{a,b}∈E(G)
E [Aw¯a − EAw¯a ] [Aw¯b − EAw¯b ]
∣∣∣∣∣∣ ≤ C3n−l/2,
which follows from applying Lemma 2.13. Writing C4 = (2l)!/2
l/l! for the number of perfect matchings on
[l], we have
l/2−1∑
χ=1
∑
(w¯i)i∈Bχ
∑
G
∏
{a,b}∈E(G)
|E [Aw¯a − EAw¯a ] [Aw¯b − EAw¯b ]| ≤
l/2−1∑
χ=1
C2n
χ · C4 · C3n−l/2 = O(n−1/2).
For each tuple of words (w¯i)i ∈ Bl/2, there is exactly one choice of pairing G so that so that the product is
nonzero, and thus
W =
∑
(w¯i)i∈Bl/2
∏
{a,b}∈E
E [Aw¯a − EAw¯a ] [Aw¯b − EAw¯b ] +O(n−1/2),
which completes the proof on comparison with (20). 
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2.3. Computing the Covariance. We now turn to showing that all possible the pairwise covariances
Cov(Xxk,A, Xxl,A) have limits and produce an expression for that limiting covariance. We will use Ck,l to
denote the covariance we eventually show to be the limit. These covariances can be described in terms of
the polynomials pk(x, y) introduced in Section 2.1. The exact form of the covariance is given by an integral
against a parameter σ. In terms of σ, define the expressions
(22) x =:=
√
(b+ σ)(1− a+ σ)
1 + 2σ
, and y =:=
√
(1− b + σ)(a+ σ)
1 + 2σ
.
The matrix Ck,l for k, l ≥ 1 can now be defined by
(23) Ck,l :=
α
4
∫ 0
−a
1
1 + 2σ
[
(∂xpk∂xpm + ∂ypk∂ypm) (1− x2 − y2)− (∂xpk∂ypm + ∂ypk∂xpm) (2xy)
]
dσ.
Remark 2.17. In this form, the integrand is separated into positive and negative parts. We can check that
x2 + y2 < 1 for all −a ≤ σ ≤ 0. Furthermore, because pk have all positive coefficients, x is nonnegative, and
y is nonnegative, it follows that
(∂xpk∂xpm + ∂ypk∂ypm) (1− x2 − y2) ≥ 0 , and
(∂xpk∂ypm + ∂ypk∂xpm) (2xy) ≥ 0,
for all −a ≤ σ ≤ 0. To check that x2+ y2 < 1, we clear the denominator and expand the terms to show that
this is equivalent to
b(1− a) + (1− b)a < 1 + 2σ + 2σ2.
The quadratic on the right is increasing for −1/2 < σ < 0, and thus to show the inequality, it suffices to
show that
b(1− a) + (1 − b)a = a+ b(1− 2a) < 1− 2a+ 2a2.
Using that 1− 2a > 0 and b < 1− a, the inequality follows.
Our primary purpose in this section is to prove the following Proposition.
Proposition 2.18. For each fixed k, l ∈ N, as n→∞,
Cov(Xxk,A, Xxl,A) = E
[
Xxk,AXxl,A
]
= Ck,l +O(n
−1/2).
Note that combining this Proposition with Proposition 2.11, we have proven Proposition 2.9. We turn
immediately towards proving Proposition 2.18. We recall that by (15), we have
E
[
Xxk,AXxl,A
]
=
∑
w¯k,w¯l
E [Aw¯k − EAw¯k ] [Aw¯l − EAw¯l ] .
By Lemma 2.16, there is a constant Kχ so that there are at most Kχ · n such words. Applying the second
portion of Lemma 2.13, we have that there is a constant Kk∨l so that∣∣∣E [Xxk,AXxl,A]−∑
w¯k,w¯l
ED(w¯k,w¯l)
∣∣∣ ≤ Kχn ·Kk∨l · n−3/2,
where we recall that D(w¯k,w¯l) is given by
D(w¯k,w¯l) =
∑
sk,sl
∏
i∈{k,l}
[
(qw¯isi − Eqw¯isi )
∏
j 6=si
Eqw¯ij
]
,
with the sum over all choices of sk, sl ∈ [2n− 1]. Thus, it suffices to analyze the quantity
∑
w¯k,w¯l
ED(w¯k,w¯l)
and show it has the desired limit. Note that by the construction of qw¯isi , each of q
w¯k
sk
and qw¯lsl are independent
if sk 6= sl, and thus we have
E
[
Xxk,AXxl,A
]
=
∑
w¯k,w¯l
2n−1∑
t=1
E
[
qw¯kt − Eqw¯kt
] [
qw¯lt − Eqw¯lt
] [∏
j 6=t Eq
w¯k
j Eq
w¯l
j
]
+O(n−1/2).
We define rt so that
(24) rt :=
∑
w¯k,w¯l
E
[
qw¯kt − Eqw¯kt
] [
qw¯lt − Eqw¯lt
] [∏
j 6=t Eq
w¯k
j Eq
w¯l
j
]
,
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and note that by commuting sums in the previous equation, we have
(25) E
[
Xxk,AXxl,A
]
=
2n−1∑
t=1
rt +O(n
−1/2).
Let {zi}2n−1i=1 be the enumeration of all the Beta variables in M, where zi = (ci)2 for 1 ≤ i ≤ n and
zi = (c
′
i−n)
2 when n+1 ≤ i ≤ 2n− 1. This makes each qw¯ij a polynomial in zj. The first step in the analysis
amounts to using Taylor approximation to pull the expectations inside the qw¯ij polynomials.
Lemma 2.19. There is a constant K = K(k, l) so that for all 1 ≤ t ≤ 2n− 1,
|rt| ≤ Kn−1.
Moreover, it is possible to identify the dominant contribution rDt , which is given by
rDt := Var(zt)
∑
w¯k,w¯l
[
qw¯kt
′
(Ezt)
] [
qw¯lt
′
(Ezt)
] [∏
j 6=t q
w¯k
j (Ezj)q
w¯l
j (Ezj)
]
,
and which has ∣∣rt − rDt ∣∣ ≤ Kn−3/2.
Proof. The first claim follows from Lemma 2.12 and from the fact that the number of trace paths that
depend on zt is bounded by some K = K(k, l). The second claim will follow from Taylor approximation.
For any polynomial qw¯kj or q
w¯l
j , it is possible to bound the maximums of the derivatives over [0, 1] in terms
of k and l. Each polynomial has the form qw¯ij (x) = x
a1i,j (1− x)a2i,j , and hence its first and second derivatives
can be bounded by a1i,j + a
2
i,j and (a
1
i,j + a
2
i,j)
2. These parameters a1 and a2 can in turn be bounded by i,
to yield
max
x∈[0,1]
∣∣∣qw¯ij ′∣∣∣ ≤ 4i and max
x∈[0,1]
∣∣∣qw¯ij ′′∣∣∣ ≤ (4i)2,
for either i ∈ {k, l}. These imply that the 0th order approximation has error∣∣qw¯ij (zj)− qw¯ij (Ezj)∣∣ ≤ 4i |zj − Ezj | ,
and the 1st order approximation has error∣∣∣qw¯ij (zj)− qw¯ij (Ezj)− qw¯ij ′(Ezj)(zj − Ezj)∣∣∣ ≤ 8i2 |zj − Ezj |2 .
We recall the definition of rt, which was given by
rt =
∑
w¯k,w¯l
E
[
qw¯kt − Eqw¯kt
] [
qw¯lt − Eqw¯lt
]
︸ ︷︷ ︸
(i)
[∏
j 6=t Eq
w¯k
j Eq
w¯l
j
]
︸ ︷︷ ︸
(ii)
.
Using 1st order approximation for term (i), we bound
(26) D(i) :=
∣∣∣E [qw¯kt − Eqw¯kt ] [qw¯lt − Eqw¯lt ]− E [qw¯kt ′(Ezt)qw¯lt ′(Ezt)(zt − Ezt)2]∣∣∣ ≤ K1n−3/2,
with the constant implicitly depending on k, l, and the constants assured by Lemma 2.12. Using the 0th
order approximation for term (ii), we will bound the difference between (ii) and its approximation. This
will be done by replacing each zj by Ezj one term at a time. As there are at most 2k + 2l non-constant
polynomials qw¯kj and q
w¯l
j , this reduces bounding (ii) to bounding, for any fixed u,
∆u :=
[
qw¯ku (Ezu)q
w¯l
u (Ezu)− Eqw¯ku (zu)Eqw¯lu (zu)
] ∏
j<u
j 6=t
qw¯kj (Ezj)q
w¯l
j (Ezj)
∏
j>u
j 6=t
Eqw¯kj (zj)Eq
w¯l
j (zj).
Recalling that all qw¯ij are almost surely less than 1, this can be bounded by
|∆u| ≤
∣∣qw¯ku (Ezu)qw¯lu (Ezu)− Eqw¯ku (zu)Eqw¯lu (zu)∣∣ ≤ (4k + 4l)E |zu − Ezu| ≤ K2n−1/2.
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These bounds applied to the difference of (ii) and its approximation show
(27) D(ii) :=
∣∣∣∏
j 6=t Eq
w¯k
j (zj)Eq
w¯l
j (zj)−
∏
j 6=t q
w¯k
j (Ezj)q
w¯l
j (Ezj)
∣∣∣ ≤ ∑
1≤u≤2n−1
q
w¯k
u q
w¯l
u 6=1
|∆u| ≤ (2k + 2l) ·K2n−1/2.
By combining Lemma 2.12 with Cauchy-Schwarz, one has that (i) is at most K3n
−1. Therefore, we can
combine both of (26) and (27) to show∣∣rt − rDt ∣∣ ≤∑
w¯k,w¯l
|(i)|
∣∣D(ii)∣∣+ ∣∣D(i)∣∣ ∣∣∣[∏
j 6=t q
w¯k
j (Ezj)q
w¯l
j (Ezj)
]∣∣∣
≤
∑
w¯k,w¯l
K3n
−1 · (2k + 2l) ·K2n−1/2 +K1n−3/2 · 1.
As the sum is only over paths that depend upon t, the proof is complete. 
All the expectations in rDt are approximately equal to one of two values, Ezt and Ezt+n (or t− n in the
case t > n), on account of the trace paths being forced to overlap. Thus, this can be expressed in terms of
the polynomials pk(x, y) for values of t for which the trace paths are sufficiently far from the matrix edge.
The values of x and y are given in terms of the expectations of matrix entries. Put s(t) = t if 1 ≤ t ≤ n,
and put s(t) = t− n if n+ 1 ≤ t ≤ 2n− 1. The values of x and y are given by
(28) x(t) :=
√
E [c2s(1− (c′s)2)] and y(t) :=
√
E [(c′s)2(1 − (cs)2)].
Note that these are not exactly the expressions for x and y given in (22), but we will show that these two
quantities are strongly related. In what follows, we unequivocally mean the x and y given in (28).
Lemma 2.20. Define ξDt to be
ξt := r
D
t −
1
4

Var(c
2
s)
[(
x∂xpk(x,y)
Ec2s
− y∂ypk(x,y)1−Ec2s )
)(
x∂xpm(x,y)
Ec2s
− y∂ypm(x,y)1−Ec2s )
)]
1 ≤ t ≤ n
Var(c′2s )
[(
y∂ypk(x,y)
Ec′2s
− x∂xpk(x,y)1−E(c′s)2 )
)(
y∂ypm(x,y)
Ec′2s
− x∂xpm(x,y)1−E(c′s)2 )
)]
n+ 1 ≤ t ≤ 2n− 1.
There is a constant K = K(k, l) so that for all k + l ≤ t ≤ n − k − l and n + k + l ≤ t ≤ 2n − k − l − 1,∣∣ξDt ∣∣ ≤ Kn−2.
Proof. We show the proof for 1 ≤ t ≤ n. The proof for t > n is identical. We recall that rDt is given by
rDt = Var(zt)
∑
w¯k,w¯l
[
qw¯kt
′
(Ezt)
] [
qw¯lt
′
(Ezt)
] [∏
j 6=t q
w¯k
j (Ezj)q
w¯l
j (Ezj)
]
.
This splits nicely as rDt = Var(zt)Mt(w¯k)Mt(w¯l), where we define
Mt(w¯i) :=
∑
w¯i
[
qw¯it
′
(Ezt)
] [∏
j 6=t q
w¯i
j (Ezj)
]
.
This Mt(w¯i) is essentially computable from just two expectations, Ezt and Ezt+n. Letting
Mt(w¯i)
D :=
∑
w¯i
[
qw¯it
′
(Ezt)
] [∏
j 6=t
1≤j≤n
qw¯ij (Ezt)q
w¯i
j+n(Ezt+n)
]
,
we show that
∣∣Mt(w¯i)−MDt (w¯i)∣∣ is O(n−1).We will require the formulae for Ezt = Ec2t and Ezt+n = E(c′t)2,
and so we recall the precise distributions of these entries,
c2i ∼ Beta( nbαa + α−1(i− n), n(1−b)αa + α−1(i− n)) and (c′i)2 ∼ Beta(α−1i, nαa + α−1(i− 2n+ 1)).
Their expectations are given by
Ezt = Ec
2
t =
nb
αa + α
−1(t− n)
n
αa + α
−1(2t− n) =
b− a+ 2a tn
1− 2a+ 2a tn
(29)
Ezt+n = E(c
′
t)
2 =
α−1t
n
αa + α
−1(2t− n) =
a tn
1− 2a+ 2a tn
.(30)
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Each of these expectations, as a function of t, is uniformly Lipschitz continuous over 0 ≤ t ≤ n with constant
K1 · n−1 for some K1 depending only on the ensemble parameters. By the same method used in the proof
of Lemma 2.19, it is straightforward to show that there is a constant K2 = K2(k, l) so that∣∣Mt(w¯i)−MDt (w¯i)∣∣ ≤ K2n−1.
We recall the notation of Lemma 2.6, where we defined Sw¯i (t) to be the number of horizontal steps of w¯i
from level i to i and Sw¯i (t) to be the number of steps of w¯i from level i to i+1 or vice versa. The polynomial
qw¯it may be identified precisely in terms of these counts. Recalling the matrix model (9), the variables ct
and st appear only in the t
th row from the bottom of the matrix. It follows that
qw¯it (c
2
t ) = c
Sw¯i (t)
t (1− c2t )
S
w¯i

(t)/2
,
and thus, differentiating,
qw¯it (z)
′ =
Sw¯i (t)z
Sw¯i (t)/2−1(1− z)Sw¯i (t)/2
2
− S
w¯i
 (t)z
Sw¯i (t)/2(1− z)Sw¯i (t)/2−1
2
=
Sw¯i (t)q
w¯i
t (z)
2z
− S
w¯i
 (t)q
w¯i
t (z)
2(1− z) .(31)
We now relate MDt (w¯i) to expressions containing pi(x, y). The essential realization is that
(32)
∑
w¯i
Sw¯i (t)
[∏
1≤j≤n q
w¯i
j (Ezt)q
w¯i
j+n(Ezt+n)
]
=
∑
w¯∈A2i
h(w¯)xh(w¯)y2i−h(w¯) = x∂xpi(x, y),
where h(w¯i) is the number of horizontal steps w¯i makes, and x and y are defined earlier. This is a direct
consequence of the bijection between paths w¯1 ∈ A˜2i,n that have a single marked horizontal edge at level t
and paths w¯2 ∈ A2i having a single marked horizontal edge. This is given by the map that simply vertically
shifts w¯1 to start at 0; note that this is invertible on account of the mark being forced to lie at level t. For
n−k− l ≥ t ≥ k+ l, every summand on the left hand side of (32) is exactly the summand given on the right
when identifying paths via this bijection (note that for t too close to the matrix edge, some of the paths on
the left hand side will be 0, destroying the identity). Similar reasoning shows
(33)
∑
w¯i
Sw¯i (t)
[∏
1≤j≤n q
w¯i
j (Ezt)q
w¯i
j+n(Ezt+n)
]
= y∂ypi(x, y).
By combining (31), (32),and (33), it follows that
MDt (w¯i) =
x∂xpi(x, y)
2Ezt
− y∂ypi(x, y)
2E[1− zt] .
The conclusion of the lemma follows more or less immediately. By Lemma 2.12, the variance of zt can
be controlled by K3n
−1, with K3 depending only on the matrix parameters. The moduli of Mt(w¯i) and
Mt(w¯i)
D can be controlled by some K4 = K4(k, l), and so
|ξt| =
∣∣Var(zt)Mt(w¯k)Mt(w¯l)−Var(zt)MDt (w¯k)MDt (w¯l)∣∣ ≤ K3n−1 · 2K4 ·K2n−1,
completing the proof. 
On account of the variance being of the order of n−1, summing these expressions takes the form of a
Riemann sum. We thus conclude the proof of the limiting covariance formula by showing that this Riemann
sum converges to the integral given by Ck,l.
Proof of Proposition 2.18. By Lemma 2.19 and (25),
EXxk,AXxl,A =
[∑2n−1
t=1
rDt
]
+O(n−1/2).
For 1 ≤ t ≤ n, Lemma 2.20 shows that
(34)
n∑
t=1
rDt =
n−k−l∑
t=k+l
Var(c2t )
4
[(
x∂xpk(x, y)
Ec2t
− y∂ypk(x, y)
1− Ec2t
)(
x∂xpm(x, y)
Ec2t
− y∂ypm(x, y)
1− Ec2t
)]
+O(n−1/2).
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We will show that the variance of these Beta variables is of order n−1. To concisely describe the integrand
that results in the limit, put τ to be the variable over which the integral is taken, and define e(τ) and e′(τ)
as
(35) e(τ) :=
b− a+ 2aτ
1− 2a+ 2aτ and e
′(τ) :=
aτ
1− 2a+ 2aτ 0 ≤ τ ≤ 1,
so that for τ = t/n, e(τ) = Ec2t and e
′(τ) = E(c′t)
2 (see (29)). We will reuse the notation x and y by putting
(36) x(τ) :=
√
e(τ)(1 − e′(τ)) and y(τ) :=
√
e′(τ)(1 − e(τ)).
This definition is now consistent with (22), after making a change of variables. We recall the variances of
these Beta variables,
Var c2t =
α
n
(
b
a +
t
n − 1
) (
1−b
a +
t
n − 1
)
(
1
a +
2t
n − 2
)2 ( 1
a +
2t
n − 2 + αn
) = αa
n
(
b − a+ a tn
) (
1− b− a+ a tn
)
(
1− 2a+ 2a tn
)3 +O(n−2)(37)
Var(c′t)
2 =
α
n
(
t
n
) (
1
a +
t
n − 2
)
(
1
a +
2t
n − 2
)2 ( 1
a +
2t
n − 2 + αn
) = αa
n
(
a tn
) (
1− 2a+ a tn
)
(
1− 2a+ 2a tn
)3 +O(n−2),
where we may choose the constants in the error terms to depend only on the ensemble parameters (and not
t). By virtue of the αn factor, the sum
∑n
t=1 r
D
t takes the form of a Riemann sum. The integrand, exposed
on the right hand side of (34), is Lipschitz continuous in t/n, and thus the convergence of the Riemann sum
to the integral occurs with rate O(n−1). This shows
(38)
n∑
t=1
rDt =
αa
4
∫ 1
0
(b− a+ aτ) (1− b− a+ aτ)
(1− 2a+ 2aτ)3
(
x∂xpk
e(τ)
− y∂ypk
1− e(τ)
)(
x∂xpm
e(τ)
− y∂ypm
1− e(τ)
)
dτ +O(n−1/2).
Applying the same reasoning to n+ 1 ≤ t ≤ 2n− 1, it follows that
(39)
2n−1∑
t=n+1
rDt =
αa
4
∫ 1
0
(aτ) (1− 2a+ aτ)
(1− 2a+ 2aτ)3
(
y∂ypk
e′(τ)
− x∂xpk
1− e′(τ)
)(
y∂ypm
e′(τ)
− x∂xpm
1− e′(τ)
)
dτ +O(n−1/2).
The sum of these two integrals (38) and (39) and the associated error bounds show that the limiting covariance
exists, and their sum provides an expression for the limit. The remainder of the proof will show that this
expression can be alternately expressed in the form given by Ck,l (defined in (23)). The primary difference
is a change of variables. Take σ = a(τ − 1). The integrals become
n∑
t=1
rDt =
α
4
∫ 0
−a
e(σ)(1 − e(σ))
(1 + 2σ)
(
x∂xpk
e(σ)
− y∂ypk
1− e(σ)
)(
x∂xpm
e(σ)
− y∂ypm
1− e(σ)
)
dσ +O(n−1/2)(40)
2n−1∑
t=n+1
rDt =
α
4
∫ 0
−a
e′(σ)(1 − e′(σ))
(1 + 2σ)
(
y∂ypk
e′(σ)
− x∂xpk
1− e′(σ)
)(
y∂ypm
e′(σ)
− x∂xpm
1− e′(σ)
)
dσ +O(n−1/2).(41)
The sum of these integrals can be shown to equal Ck,l by checking the coefficients in front of the terms
∂xpk∂xpm, ∂ypk∂ypm, ∂xpk∂ypm and ∂ypk∂xpm. The coefficient on ∂xpk∂xpm in the sum of the integrands
(40) and (41) is given by[
e(σ)(1− e(σ))
(1 + 2σ)
x2
e(σ)2
+
e′(σ)(1 − e′(σ))
(1 + 2σ)
x2
1− e′(σ)2
]
=
[1− e(σ)][1− e′(σ)] + e(σ)e′(σ)
1 + 2σ
=
1− x2 − y2
1 + 2σ
.
Similar manipulations show that the coefficients on each of the other terms agree with the coefficients in the
integrand of Ck,l, completing the proof. 
3. Diagonalizing the Covariance Matrix
We proceed by showing that the covariances are diagonalized by the appropriate Chebyshev polynomial
basis. This will be done by verifying that certain generating functions agree. We would like to show that
the infinite covariance matrix can be decomposed as
C = LΛLt,
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for the diagonal matrix Λ = diag(0, 1, 2, 3, 4, . . .), and some lower triangular matrix L. The Ln,k entry of
this matrix is the coefficient of the kth Chebyshev polynomial Γk(x) in the expansion of x
n. Define the
exponential covariance generating function C (s, t) as
C (s, t) =
∑
k,l>0
sk
k!
tl
l!
Ck,l,
and define the exponential generating function of LΛLt analogously,
T (s, t) =
∑
k,l>0
sk
k!
tl
l!
[
LΛLt
]
k,l
.
We will show that these generating functions are equal by computing their bivariate Laplace transforms and
showing they are the same, from which it follows that C = LΛLt.
3.0.1. Computing Ls,t[T ]. The coefficients Ln,k can be computed by a recursive formula, but they have a
useful Fourier-like expansion. Define θ in terms of x so that
cos(θ) =
2x− λ− − λ+
λ+ − λ− ,
from which it follows that
2 cos(nθ) = 2Tn(cos θ) = 2Tn
(
2x− λ− − λ+
λ+ − λ−
)
.
Expand 12e
tx as a series in t,
1
2e
tx = 12
∞∑
n=0
tn
n!
xn = 12
∞∑
n=0
tn
n!
(
λ++λ−
2 +
λ+−λ−
2 cos θ
)n
= 12
∞∑
n=0
k∑
k=0
Ln,k
tn
n!
2 cos kθ =
∞∑
n=0
n∑
k=0
Ln,k
tn
n!
cos kθ,
where we have used the definition of Ln,k as the coefficient of the k
th Chebyshev polynomial in the expansion
of xn.
The Fourier interpretation allows for the matrix multiplication LΛLt to be carried out by an integral.
Consider the kernel KN (θ, φ), which will formally play the role of Λ, given by
KN (θ, φ) =
N∑
k=1
k cos kθ · cos kφ.
This allows for T to be given by
T (s, t) = lim
N→∞
1
4π2
∫ π
0
∫ π
0
e
t
(
λ+λ−
2 +
λ+−λ−
2 cos θ
)
KN(θ, φ)e
s
(
λ++λ−
2 +
λ+−λ−
2 cos θ
)
dφdθ,
as the coefficient on tksl would be
lim
N→∞
1
π2
∫ π
0
∫ π
0

 k∑
j=0
Lk,j
tk
k!
cos jθ

( N∑
k=1
k cos kθ · cos kφ
) l∑
j=0
Ll,j
sl
l!
cos jφ

 dφdθ,
which by the orthogonality of {cos jθ}∞j=0 on [0, π], is exactly (LΛLt)k,l when N > min(k, l). Further, these
integrals can be evaluated, as the expression ez cos θ has an expansion in terms of Bessel functions. Namely,
ez cos θ = I0(z) + 2
∞∑
k=1
Ik(z) cos kθ,
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(see [1, p. 376]). This defines the Fourier coefficients of ez cos θ, from which it follows that T (s, t) can be
rewritten as
T (s, t) = ec(t+s) lim
N→∞
1
4π2
∫ π
0
∫ π
0
ert cos θKN (θ, φ)e
rs cosφdθdφ
= ec(t+s)
∞∑
k=1
kIk(rt)Ik(rs),
where c =
(
λ++λ−
2
)
and r =
(
λ+−λ−
2
)
.
Again, we will require the Laplace transform of this generating function. Each summand kIk(rt)Ik(rs) is
positive for s, t > 0, and so commuting the sum and the Laplace transform is justified.
Ls,t[T (s, t)](η, ω) =
∞∑
k=1
kLs,t
[
ec(t+s)Ik(rt)Ik(rs)
]
(η, ω)
=
∞∑
k=1
k
rk(
ω˜ +
√
ω˜2 − r2)k
1√
ω˜2 − r2
rk
(η˜ +
√
η˜2 − r2)k
1√
η˜2 − r2 ,
where ω˜ = ω − c. This has the form for the series expansion of x(1−x)2 . After simplifying, this expression is
Ls,t[T (s, t)](η, ω) =
r2√
η˜2 − r2√ω˜2 − r2
[√
(ω˜ + r)(η˜ − r) +
√
(ω˜ − r)(η˜ + r)
]2 .(42)
3.0.2. Computing Ls,t[C ]. We will now turn to computing the Laplace transform of C . The integrand of
Ck,l is not positive, but it can be split into two integrals whose integrands are positive (see Remark 2.17)
Ck,l = Lk,l −Rk,l,
with
Lk,l =
α
4
∫ 0
−a
1
1 + 2σ
[(∂xpk∂xpm + ∂ypk∂ypm)] dσ,
and
Rk,l =
α
4
∫ 0
−a
1
1 + 2σ
[
(∂xpk∂xpm + ∂ypk∂ypm) (x
2 + y2) + (∂xpk∂ypm + ∂ypk∂xpm) (2xy)
]
dσ.
As pl(x, y) has all positive coefficients, and both x and y are positive on the domain of integration, each
of these integrands is positive. Defining generating functions for each array,
L (s, t) =
∑
k,l>0
sk
k!
tl
l!
Lk,l and R(s, t) =
∑
k,l>0
sk
k!
tl
l!
Rk,l,
we can write
L (s, t) =
α
4
∫ 0
−a
1
1 + 2σ
[(∂xP(s)∂xP(t) + ∂yP(s)∂yP(t))] dσ, and
R(s, t) =
α
4
∫ 0
−a
1
1 + 2σ
[
(∂xP(s)∂xP(t) + ∂yP(s)∂yP(t)) (x
2 + y2)(43)
+ (∂xP(s)∂yP(t) + ∂yP(s)∂xP(t)) (2xy)
]
dσ,
where we have commuted sum and integral by the positivity of the integrands. Recall that P(t) = P(t, x, y)
is the exponential generating function for the polynomials pk(x, y), and from (10), it is jointly analytic in all
variables. As −a > −1/2, it follows that the integrands are continuous for all −a ≤ σ ≤ 0, and all s, t. In
particular, each of L and R is finite for all s, t, and it follows that we can write C (s, t) as the sum of these
two functions, so
C (s, t) = L (s, t)−R(s, t).
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The joint Laplace transforms in s and t will be computed for both of these expressions. This makes heavy
use of Lemma 2.7. Additionally, it requires that the order of integration be switched, which requires an
argument. We prove a simplified statement, by whose method it is easily seen that these integrals can be
exchanged.
Lemma 3.1. Suppose that ω > λ+ and that η > λ+, then∫
s,t>0
∫ 0
−a
e−ωt−ηs
1 + 2σ
∂xP(s)∂xP(t)dσdsdt =
∫ 0
−a
∫
s,t>0
e−ωt−ηs
1 + 2σ
∂xP(s)∂xP(t)dσdsdt,
and each is finite.
Proof. We begin by maximizing x + y over σ ∈ [−a, 0], where it is seen that the maximum is attained at
σ = 0, at which point,
(x(0) + y(0))2 =
(√
b(1− a) +
√
a(1− b)
)2
= λ+.
Thus, it follows that (x + y)2 < λ+ < ω for all −a ≤ σ ≤ 0. Recall that P(t) is given by et(x2+y2)I0(2xyt),
and thus
∂xP(t) = 2xte
t(x2+y2)I0(2xyt) + 2yte
t(x2+y2)I1(2xyt).
Using that 0 ≤ In(2xyt) ≤ e2xyt for all n, it follows that
0 ≤ ∂xP(t) ≤ 2(x+ y)et(x+y)
2
,
for x, y ≥ 0. It follows that there is a constant C so that for all −a ≤ σ ≤ 0,
0 ≤ e
−ωt−ηs
1 + 2σ
∂xP(s)∂xP(t) < C(x + y)
2e−(ω−(x+y)
2)t−(η−(x+y)2)s).
Using the bound on x+ y derived above,
0 ≤ e
−ωt−ηs
1 + 2σ
∂xP(s)∂xP(t) < Cλ
2
+e
−(ω−λ+)t−(η−λ+)s).
Thus, provided that ω > λ+ and η > λ+, the order of integration may be reversed by Fubini. 
We can now compute the bivariate Laplace transform of C (s, t).
Lemma 3.2.
Ls,t[C (s, t)](η, ω) =
α
8
∫ 1
(1−2a)2
n1 − n2ρ
(p1 − p2ρ)
3
2 (r1 − r2ρ)
3
2
dρ,
where these parameters are given by
n1 = −ωη[(1− λ− − λ+)2]− (ω + η)λ−λ+(1− λ− − λ+)− (1− λ− − λ+ + 2λ−λ+)λ−λ+
n2 = −ωη[1− λ− − λ+ + 2λ−λ+] + (ω + η − 1)λ−λ+
p1 = ω(1− λ− − λ+) + λ−λ+
p2 = ω − ω2
r1 = η(1 − λ− − λ+) + λ−λ+
r2 = η − η2.
Proof. We start by commuting the integration in σ and the Laplace transform in (43). To evaluate these
Laplace transforms, we recall Lemma 2.7, where the Laplace transform Lt[∂xP(t)] was computed to be
Lt[∂xP(t)](ω) =
2x(ω + y2 − x2)(
(ω − x2 − y2)2 − 4x2y2
) 3
2
, ω > (x+ y)2.
The quantity x2 − y2 simplifies to
x2 − y2 = b− a
1 + 2σ
.
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The Laplace transform of ∂xP(t) can be rewritten as
Lt[∂xP(t)](ω) =
2x(1 + 2σ)2(ω(1 + 2σ)− (b− a))
((ω2 − ω)(1 + 2σ)2 − (1− 2a)(1− 2b)ω + (b− a)2)
3
2
, ω > λ+,
for σ ∈ [−a, 0]. By symmetry, the Laplace transform ∂yP(t) is
Lt[∂yP(t)](ω) =
2y(1 + 2σ)2(ω(1 + 2σ) + (b− a))
((ω2 − ω)(1 + 2σ)2 − (1 − 2a)(1− 2b)ω + (b− a)2)
3
2
, ω > λ+.
Define ∆(ω) to be
∆(ω) =
(
(ω2 − ω)(1 + 2σ)2 − (1− 2a)(1− 2b)ω + (b− a)2) ,
and define ρ = (1 + 2σ)2. We will now split the computation of C (s, t) into two pieces for simplicity’s sake.
The first piece is
Ls,t [∂xP(s)∂xP(t) + ∂yP(s)∂yP(t)] (η, ω)
= 4ρ2
(x2 + y2)[ωηρ+ (b− a)2]− (b− a)2(ω + η)
∆(ω)
3
2∆(η)
3
2
.
The second piece is
Ls,t [∂xP(s)∂yP(t) + ∂yP(s)∂xP(t)] (η, ω)
=
8xyρ2[ωηρ− (b− a)2]
∆(ω)
3
2∆(η)
3
2
.
Combining these two pieces,
Ls,t[C ](η, ω) = α
∫ 0
−a
ρ2
[
((x2 + y2)(1− x2 − y2)− 4x2y2)ωηρ+ ((x2 + y2)(1− x2 − y2) + 4x2y2)(b − a)2]
√
ρ∆(ω)
3
2∆(η)
3
2
+
ρ2
[−(b− a)2(ω + η)(1 − x2 − y2)]
√
ρ∆(ω)
3
2∆(η)
3
2
dσ.
We simplify some of these expressions,
((x2 + y2)(1 − x2 − y2)− 4x2y2)
= 12ρ
−2 [(−4a(1− a) + 1)(−4b(1− b) + 1)] + 12ρ−1 [1− 2b(1− b)− 2a(1− a)] ,
((x2 + y2)(1 − x2 − y2) + 4x2y2)
= 12ρ
−1 [ρ− 1 + 2b(1− b) + 2a(1− a)] ,
1− x2 − y2
= 12ρ
−1 [ρ+ (1− 2a)(1− 2b)] .
After changing the integration to be over ρ, we produce the desired formula. 
We will explicitly evaluate the integral in Lemma 3.2 to conclude that
Lemma 3.3.
Ls,t[C (s, t)] = α
d2[√
(ω˜ + d)(η˜ − d) +
√
(ω˜ − d)(η˜ + d)
]2√
ω˜2 − d2
√
η˜ − d2
,
where d =
(
λ++λ−
2
)
, ω˜ = ω −
(
λ++λ−
2
)
and η˜ = η −
(
λ++λ−
2
)
.
By comparing with the expression for Ls,t[T (s, t)] derived in (42), this lemma completes the proof of the
diagonalization of the covariances.
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Proof. Differentiating both sides, it can be shown that∫
n1 − n2ρ
(p1 − p2ρ)
3
2 (r1 − r2ρ)
3
2
dρ =
−2
(p1r2 − p2r1)2
2n2p1r1 − n1(p1r2 + p2r1) + ρ(2n1p2r2 − n2(p1r2 + p2r1)
(p1 − p2ρ)
1
2 (r1 − r2ρ)
1
2
.
The indefinite integral can be greatly simplified, plugging in some of the n, p, and r terms.∫
n1 − n2ρ
(p1 − p2ρ)
3
2 (r1 − r2ρ)
3
2
dρ =
2((1− λ− − λ+)(η + ω) + 2λ−λ+)− 2ρ(ω + η − 2ωη)
(η − ω)2 (p1 − p2ρ)
1
2 (r1 − r2ρ)
1
2
.
The antiderivative will now be evaluated at both endpoints. At ρ = 1, it becomes
2
2ωη − (ω + η)(λ− + λ+) + 2λ−λ+
(η − ω)2
√
(ω − λ−)(ω − λ+)
√
(η − λ−)(η − λ+)
.
To evaluate at ρ = (1 − 2a)2, it is helpful to work with a and b instead of λ±. Using the formulae
λ−λ+ = (b− a)2 and λ− + λ+ = 2(a+ b− 2ab),
the antiderivative evaluated at ρ = (1− 2a)2 is simply
4
(η − ω)2 .
At last we can give a single expression for the Laplace transform of the covariance function:
Ls,t[C (s, t)] =
α
4
[√
(ω − λ−)(η − λ+)−
√
(ω − λ+)(η − λ−)
]2
(η − ω)2
√
(ω − λ−)(ω − λ+)
√
(η − λ−)(η − λ+)
.
Recall that r =
(
λ++λ−
2
)
, ω˜ = ω−
(
λ++λ−
2
)
and η˜ = η−
(
λ++λ−
2
)
. We rewrite this expression in terms of
these modified parameters to get
Ls,t[C (s, t)] = α
d2[√
(ω˜ + d)(η˜ − d) +
√
(ω˜ − d)(η˜ + d)
]2√
ω˜2 − d2
√
η˜ − d2
= αLs,t[T (s, t)].

4. Extension to Continuously Differentiable Test Functions
We learned the idea for the extending the CLT from the appendix of Anderson-Zeitouni [2]. Roughly
speaking, one would like to extend a CLT for polynomial test functions to a CLT for a larger class of
functions, the hope being to invoke the density of the polynomials. However, it needs to be assured that
error-in-approximation produces small error in the fluctuations when evaluated on the empirical process. The
property of a matrix ensemble that allows one to execute this is a type of global concentration of eigenvalues.
See also Proposition 11.6 in [2] and Lemma 1 of [41] for related approaches.
Proposition 4.1. Let {An} be an ensemble of matrices with compact spectral support S, and let V : C1(S)→
R be a postive semidefinite quadratic form for which there is constant C1 so that V (f) ≤ C21‖f‖2Lip for all
f ∈ C1(S). Suppose that {AN} satisfies a polynomial-type CLT, i.e. for all polynomials g,
tr g(An)− E tr g(An)⇒ N(0, V (g))
and additionally Var tr g(An)→ V (g). If the ensemble satisfies a Poincare´ type concentration inequality, i.e.
(44) Var(tr f(An)) ≤ C22‖f‖2Lip.
for some constant C2 independent of n and any Lipschitz f on S, then the polynomial CLT extends to all
C1 functions f : S → R, as
tr f(An)− E tr f(An)⇒ N(0, V (f)).
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Proof. We recall the quadratic Wasserstein metric
W2(µ, ν)
2 = inf E (X − Y )2 ,
with the infimum over all couplings (X,Y ) with marginals µ and ν respectively. For a random variable X ,
we let LX denote its law. It is well known that W2(LXn,LX)→ 0 if and only if Xn ⇒ X and EX2n → EX2
(see Theorem 7.12 of [50]). For any f ∈ C1(S), let Zf denote a centered normal random variable with
variance V (f). Thus for any polynomial g, W2(L(tr g(An)− E tr g(An)),LZg)→ 0.
Let f be any C1(S) function. By Weierstrass approximation of the derivative of f , there is a sequence of
polnomials pk so that ‖f − pk‖Lip → 0 as k → ∞. It follows that V (pk) → V (f) from its continuity with
respect to the Lipschitz seminorm, and hence that W2(LZpk ,LZf )→ 0 as k →∞. For any k we can bound,
W2 (L(tr f(An)− E tr f(An)),LZf ) ≤
W2 (L(tr f(An)− E tr f(An)),L(tr pk(An)− E tr pk(An)))
+W2 (L(tr pk(An)− E tr pk(An)),LZpk)
+W2 (LZpk ,LZf ) .
By the concentration inequality, it is possible to bound
E [tr f(An)− E tr f(An)− tr pk(An)− E tr pk(An)]2 ≤ C21‖f‖2Lip,
from which it follows that W2 (L(tr f(An)− E tr f(An)),L(tr pk(An)− E tr pk(An))) ≤ C1‖f‖Lip by the
definition of the Wasserstein metric as the infimum over couplings. Likewise
W2 (LZpk ,LZf ) =
∣∣∣√V (pk)−√V (f)∣∣∣ ≤√V (pk − f) ≤ C2‖f‖Lip.
Therefore, from the polynomial CLT,
lim sup
n→∞
W2 (L(tr f(An)− E tr f(An)),LZf ) ≤ (C1 + C2)‖f − pk‖Lip.
Taking k →∞ completes the proof. 
Note that the moment-method proof used for the polynomial CLT implies Var tr(g(An))→ V (g), and that
the bound of V (f) ≤ C‖f‖Lip follows from Remark 1.4. To show that linear statistics of the Jacobi ensemble
satisfy a Poincare´ inequality, we will work directly with the joint eigenvalue density function. Recall (8),
which stated
dµJ (λ1, . . . , λn) =
1
Z
∏
i
λ
n
α
[
b
a−1
]
+
1
α−1
i (1− λi)
n
α
[
1−b
a −1
]
+
1
α−1∏
i<j
|λi − λj |
2
α .
We first show that the Jacobi ensemble satisfies a log-Sobolev inequality, which is strictly stronger than the
Poincare´ inequality. Define the entropy of a non-negative measurable function f with respect to a probability
measure µ by
Entµ(f) :=
∫
f log fdµ−
(∫
fdµ
)(
log
∫
fdµ
)
,
if
∫
f log(1 + f)dµ < ∞ and +∞ otherwise. Our tool in this direction is a consequence of the well-known
Bakry-Emery condition, the content of which is contained in the following proposition (see Proposition 3.1
of [9]).
Proposition 4.2. Suppose that dµ = e−Udx is supported on a convex set Ω. If there is a c > 0 so that for
all x ∈ int(Ω), HessU(x) ≥ c Id, where Id is the identity matrix and ≥ is the partial ordering on positive
semidefinite matrices, then for all smooth functions f on Rn,
Entµ(f
2) ≤ 2
c
∫
|∇f |2 dµ.
To prove the log-Sobolev inequality with the appropriate constant, we need only check that the condition
of Proposition 4.2 is satisfied. This we do in showing the following lemma.
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Lemma 4.3. The Jacobi ensemble satisfies a log-Sobolev inequality
EntµJ (f
2) ≤ 2
c
∫
|∇f |2 dµJ ,
with c = 4nα min
{
b
a − 1, 1−ba − 1
}
.
Proof. We will employ Proposition 4.2, and thus we begin by computing the Hessian of the logarithm of the
density. Let p := nα
[
b
a − 1
]
+ 1α − 1, and let q := nα
[
1−b
a − 1
]
+ 1α − 1. The first derivative is given by
d
dλi
(log(dµJ )) =
p
λi
− q
1− λi +
1
α
∑
j 6=i
1
|λi − λj | .
The second derivative is thus
d2
dλ2i
(log(dµJ )) = − p
λ2i
− q
(1− λi)2 −
1
α
∑
j 6=i
1
(λi − λj)2
.
The mixed partials are just
d
dλj
d
dλi
(log(dµJ )) = − 1
α
1
(λi − λj)2
.
By the method of Gershgorin discs we conclude that the smallest eigenvalue of Hess(− log dµJ ) is at least
min
1≤i≤n
0≤λi≤1
[
p
λ2i
+
q
(1 − λi)2
]
≥ 4min{p, q} ≥ 4n
α
min
{
b
a − 1, 1−ba − 1
}
.

It is now a simple manner to show the needed concentration inequality and prove Theorem 1.3.
Proof of Theorem 1.3. From Proposition 2.9 and Proposition 4.1, it suffices to demonstrate a constant C so
that Var tr f ≤ C‖f‖2Lip, with the Lipschitz norm on [0, 1], for all Lipschitz f. This is turn follows from the
somewhat sharper inequality that
Var tr f ≤ C
∫
|∂λi(f(λi))|2 dµJ (λ1, . . . , λn) =
C
n
∫
|∇ tr f |2 dµJ (λ1, . . . , λn),
where in the last step we have used the symmetry of the linear statistic. It is a standard fact that the
log-Sobolev inequality implies the Poincare´ inequality with half the constant (see [31, Chapter 5]). Thus by
Lemma 4.3 we have that for all smooth functions f,
Var tr f ≤ α
4nmin
{
b
a − 1, 1−ba − 1
} ∫ |∇ tr f |2 dµJ(λ1, . . . , λn).
Extension to Lipschitz functions follows from the density of smooth functions in L2, and the proof is complete.

5. Computing the Expectation
In this section, we will prove Theorem 1.6. To establish the theorem for polynomial linear statistics φ,
a proof will be given that follows a similar tract to the analogous statement proven for the Laguerre and
Hermite ensembles in [17]. The key to this method of proof is establishing a certain palindromy. Recall that
a polynomial p(z) = anz
n+an−1zn−1+ · · ·+a1z+a0 is palindromic in z if anzn+an−1zn−1+ · · ·+a1z+a0 =
a0z
n + a1z
n−1 + · · ·+ an−1z + an, or equivalently that p(z) = znp(z−1).
Theorem 5.1. The scaled moment 1nE tr(A
k) has a series expansion
1
nE tr(A
k) =
∞∑
j=0
ηk(j, α)n
−j
whose coefficients ηk(j, α) are palindromic polynomials in (−α) of degree j.
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While the proof of this palindromy works for all of these coefficients η simultaneously, only the palindromy
of ηk(0, α) and ηk(1, α) are required for Theorem 1.6. Especially, palindromy forces ηk(0, α) to have no α
dependence, and it forces ηk(1, α) to be a multiple of 1 − α. As will be seen, this allows the α = 0 case to
be used to study the arbitrary α case. As the proof of Theorem 5.1 requires symmetric function theory, we
delay the proof to Appendix A to allow a brief introduction to the relevant symmetric function theory.
Proof of Theorem 1.6 for polynomial φ. Formally, let m˜(x) be the moment generating function for the en-
semble, and expand each moment asymptotically around n =∞, i.e.
m˜(x) =
1
n
∞∑
k=0
E tr(Ak)
xk
=
∞∑
k=0
x−k
∞∑
j=0
ηk(j, α)n
−j ,
then one has, to order 1n ,
m˜(x) =
∞∑
k=0
x−k
(
ηk(0, α) +
ηk(1, α)
n
)
+O(n−2).
The α-dependence of either of these terms is completely determined by Theorem 5.1, as ηk(0, α) can have
no α dependence, and ηk(1, α) is a multiple of (1− α). Define m0(x) and m1(x) so that
m˜(x)
∣∣
α=0
= m0(x) +
1
nm1(x) +O(n
−2).
In this notation, the palindromy shows that
m˜(x) = m0(x) + (1− α) 1nm1(x) +O(n−2).
Further, the α = 0 case, for fixed n, is relatively simple. As observed by Sutton [46], the Jacobi matrix
model tends to a deterministic one as α → 0; precisely, it has eigenvalues that are the roots of Jr,sn , the
Jacobi polynomial of degree n and parameters
r = n
(
b
a − 1
)
, s = n
(
1−b
a − 1
)
.
Suppose that the roots of Jr,sn are given by {λi}ni=1. Then for α = 0, the moment generating function takes
on the form
m˜(x) =
1
n
∞∑
k=0
n∑
i=1
λki
xk
=
1
n
n∑
i=1
1
x− λi =
1
n
(ln Jr,sn (x))
′ =
1
n
Jr,sn
′(x)
Jr,sn (x)
.
Using the differential recurrence for Jacobi polynomials, it follows that m˜(x) satisfies a formal power series
equation
(45) m˜2 +
r+1
n − x r+s+2n
x(1 − x) m˜+
1 + r+s+1n
x(1− x) +
m˜′
n
= 0.
It follows that the constant-order term m0 satisfies
am20 +
b− a− (1− 2a)x
x(1 − x) m0 +
1− a
x(1 − x) = 0.
This leads to an explicit form for m0,
m0 =
(a− b) + (1− 2a)x−
√
(b− a− (1 − 2a)x)2 − 4a(1− a)x(1 − x)
2ax(1 − x)
=
(a− b) + (1− 2a)x−
√
(x− λ−)(x − λ+)
2ax(1− x) ,
where
λ± =
[√
b(1− a)±
√
a(1− b)
]2
.
Note that λ± are always real, and that they are always on [0, 1]. They are 0 and 1 exactly when a = b
and when a = 1− b, respectively. Taking an inverse Stieltjes transform gives absolutely continuous part
dµ(x) =
√
−(x− λ−)(x − λ+)
2πax(1 − x) 1[λ−,λ+].
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This integrates to 1, as it can be shown that∫ λ+
λ−
√
−(x− λ−)(x − λ+)
x(1 − x) = π
[
1−
√
λ−λ+ −
√
(1− λ−)(1 − λ+)
]
= 2πa.
Note that this implies that the distribution has no discrete part.
In the same fashion, one can also derive an explicit form for m1. Pulling out the
1
n terms from (45), one
is left with
2am0m1 +
(b− a)− (1− 2a)x
x(1 − x) m1 +
1− 2x
x(1− x)am0 +
a
x(1 − x) + am
′
0 = 0.
Solving for m1,
m1 =
−x+ 12 (λ− + λ+) +
√
(x− λ+)(x− λ−)
2(x− λ+)(x− λ−) .
To recover the density, one again applies the inverse Stieltjes transform. When x is neither λ+ nor λ−, the
limit limǫ→0m1(x+ iǫ) exists, and
lim
ǫ→0
m1(x+ iǫ) = − 1
2π
√
−(x− λ+)(x − λ−)
1(λ−,λ+)(x).
Computing the inverse Stieltjes transform at either of the poles, it is seen that there are point masses, so
that the entire signed measure is
ν(x) = 14δλ−(x) +
1
4δλ+(x) −
1
2π
√
−(x− λ+)(x− λ−)
1(λ−,λ+)(x).

6. Numerics for the Extremal Case
In this section, we investigate the choice p = q = 1, which was not covered by Theorem 1.3. The method
of proof breaks down in this extreme case, and so we have run a numerical simulation to help conjecture if
the theorem extends.
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Figure 1. Experimental data for different values of β, with n = 5000 and 50000 samples
of each. All experiments were run in Matlab R2010B, using the Edelman-Sutton matrix
model.
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In the alternate parameterization we have that a = 12 and b =
1
2 . The density of the Jacobi ensemble
becomes
(46) dµJ (λ1, . . . , λn) =
1
Z
∏
i
λ
β
2−1
i (1− λi)
β
2−1
∏
i<j
|λi − λj |β .
Note that the constraining potential no longer carries any dependence on n. However, because the particles
are forced to lie on [0, 1] (physically speaking, they are trapped in an infinite potential well), it is likely that
we have some limiting behavior. For polynomial test functions and β = 2, this case is covered by a theorem
of Johansson (see Theorem 3.1 of [24]).
However, the method of proof used here breaks down in the case a < 12 , as it requires the entries of the
sparse matrix model to have uniform variance estimates on the order of n−1. When a = 12 , the matrix model
entries are
ci ∼
√
Beta(β2 i,
β
2 i) and c
′
i ∼
√
Beta(β2 i,
β
2 (i+ 1)).
The variances of entries ci and si are on the order of i
−1, for which reason many of the arguments in later
sections are no longer valid. To see how different the a = b = 12 case is from the a <
1
2 case, consider taking
f(x) = x. It is easily seen that
Xx1,A →
∞∑
i=1
(c2i − 12 )(1− (c′i)2 − (c′i−1)2),
with the convergence in L2. Note that while a normal limit is expected if the summands are becoming
infinitesimal (and this is what happens when a < 12 ), the normal limit here must follow from something else;
in particular, the staircase dependency structure of the variables can not be ignored. We invite the reader to
check that the variable is symmetric and to note how much cancellation occurs in computing the second and
fourth moments (they are 1/(8β) and 3/(64β2) respectively). Again, the fact that this variable is normally
distributed follows from the mentioned theorem of Johansson.
Appendices
A. Symmetric Functions
To find the asymptotic distribution of the traces, we will appeal to Kadell’s integral formula [27]. This
formula makes use of Jack functions, and so we will provide a skeletal introduction to the relevant portions
of symmetric function theory. A more expansive treatment is available in Macdonald’s book [33], whose
notation we will follow.
By a partition λ, we mean a non-increasing sequence of positive integers. The notation λ ⊢ n, read ‘λ
partitions n,’ means that the sum of the parts of λ equal n. There is an important pictorial representation
of a partition called a Young diagram. The diagram representation of a partition (λ1, . . . , λn) is drawn
by placing λ1 boxes horizontally in a row, placing λ2 boxes horizontally below that, continuing through n
and left justifying each row. Having drawn a diagram representation, we can easily define the conjugate1
partition λ′ to be that partition represented by reflecting the diagram across the vertical axis and rotating
counterclockwise by a quarter turn.
Example A.1. The partition λ = (5, 4, 1) is to the left, and its conjugate λ′ = (3, 3, 2, 2, 1) is to the right.
1This is also called the transpose.
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Many formulas in symmetric function theory have sums or products computed from statistics of the
diagram representation. For our purposes, we will need the arm length a, arm co-length a′, leg length l, and
leg co-length l′ of a box s. The statistics a(s) and a′(s) are the number of boxes to the right and to the left
of box s, respectively. Likewise, the statistics l(s) and l′(s) are the number of boxes below and above box s.
Example A.2.
This is λ = (6, 5, 5).
s
a(s) = 1
a′(s) = 3
l(s) = 0
l′(s) = 2
The ring of symmetric functions Λ, are all those formal power series with complex coefficients2 in the
indeterminates {x1, x2, . . .}, that are symmetric under permutation of the indices. In this application, the
symmetric functions will be evaluated at some point y = (y1, y2, . . . , yn) ∈ Cn, where it is understood that
f(y) = f(y1, y2, . . . , yn, 0, 0, . . .). In this way, symmetric functions specialize to symmetric polynomials.
The symmetric functions of interest here are the power sums, as they describe traces. For an integer k,
define pk by
pk = x
k
1 + x
k
2 + x
k
3 + · · · ,
and for a partition λ = (λ1, λ2, . . . , λn), define pλ by
pλ = pλ1pλ2 · · · pλn .
These are called the power sum symmetric functions, and {pλ}λ are a basis for Λ. Note that the trace of a
power of a matrix trAk can alternately be expressed as pk evaluated at the eigenvalues of A.
The second basis we require are the Jack symmetric functions Pαλ . For those interested, there is a concise
introduction available in Stanley’s paper [45]. By virtue of being a basis, it is possible to write pk as a finite
linear combination of {Pαλ }λ⊢k.
There are multiple normalizations for the Jack functions in the literature. In citing some theorems, we
will require a second normalization, Jαλ . The two are related, as J
α
λ = c(λ, α)P
α
λ , where
(47) c(λ, α) =
∏
s∈λ
(αa(s) + l(s) + 1) ,
using the arm length a(s) and leg length l(s).
One final tool we will use is the Macdonald automorphism ωα. It is defined in terms of the symmetric
power functions by ωαpk = αpk; it is extended to each pλ as a multiplicative homomorphism; and at last it
is extended to all Λ as a C-linear transformation. This automorphism acts on the Jack functions in a nice
way as well, as by a formula of Stanley [45],
(48) ω−1/αJα
−1
λ′ = (−α)|λ|Jαλ .
2More often in the literature on Jack functions, these coefficients are defined to be from Q(α), but the distinction here is
immaterial.
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A.1. Kadell’s Integral. Kadell’s integral (see [27]) is a generalization of Selberg’s integral [40], which states
the following ∫
[0,1]n
∏
i<j
|xi − xj |2/α
n∏
i=1
xr−1i (1− xi)s−1dx =
n∏
i=1
Γ(1 + iα )Γ(r +
i−1
α )Γ(s+
i−1
α )
Γ(1 + 1α )Γ(r + s+
n+i−2
α )
.
It was generalized to include the Jack function P
1/α
λ (x) in the integrand. Letting W (n, α, r, s) be the
integrand of Selberg’s integral, Kadell’s integral is
(49)
∫
[0,1]n
P
1/α
λ (x)W (n, α, r, s)dx = n!v
α
λ
n∏
i=1
Γ(λi + r +
n−i
α )Γ(s+
n−i
α )
Γ(λi + r + s+
2n−i−1
α )
,
where the term vαλ is defined as
(50) vαλ =
∏
i<j
Γ(λi − λj + j−i+1α )
Γ(λi − λj + j−iα )
.
Our goal is to show that ∫
[0,1]n
P
1/α
λ
P
1/α
λ (In)
W (n, α, r, s)dx,
where In = (1, 1, . . . 1) has n 1
′s, has a quasi-palindromic property. The constant P 1/αλ (In) is computable in
terms of diagram statistics. From formula VI.10.20 of [33],
(51) P
1/α
λ (In) =
∏
s∈λ
(
n+αa′(s)−l′(s)
αa(s)+l(s)+1
)
= 1c(λ,α)
∏
s∈λ
(n+ αa′(s)− l′(s))
where c(λ, α) is the constant that relates Jαλ and P
α
λ (see (47)). To compare the two, we will convert Kadell’s
expression using Γ functions into a Young diagram formula.
Recall that a quotient of Γ functions, also known as the Pochhammer symbol (x)k, may be expressed
alternately as
Γ(x+ k)
Γ(x)
= (x)k = (x)(x + 1) · · · (x+ k − 1),
when k is a natural number. Define the generalized Pochhammer symbol (t)µ (also known as the shifted
factorial) to be
(52) (t)µ =
∏
s∈µ
(
t+ a′(s)− 1α l′(s)
)
.
In terms of these expressions, (51) can be rewritten as
(53) P
1/α
λ (In) =
(nα )λ(α)
|λ|
c(λ, α)
.
We will need a closely related quantity to c(λ, α), so define c′(λ, α) to be∏
s∈λ
(αa(s) + l(s) + α) .
Both c(λ, α) and c′(λ, α) can be expressed as products of Γ terms, which we will need to rewrite Kadell’s
integral. Write out the terms in α−|λ|c′(λ, α) by going from right to left along the first row of the diagram
of λ. There are λ1 − λ2 terms that have l(s) = 0 :
( 0α + 1 + 0)(
0
α + 1 + 1) · · · ( 0α + 1 + λ1 − λ2 − 1) =
Γ(λ1 − λ2 + 1)
Γ(1)
.
There are then λ2 − λ3 terms that have l(s) = 1 :
( 1α + 1 + λ1 − λ2)( 1α + 1 + λ1 − λ2 + 1) · · · ( 1α + 1 + λ1 − λ3 − 1) =
Γ(λ1 − λ3 + 1+ 1α )
Γ(λ1 − λ2 + 1+ 1α )
.
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This pattern continues until at last there are λn terms that have l(s) = n− 1 :
(n−1α + 1 + λ1 − λn)(n−1α + 1 + λ1 − λn + 1) · · · (n−1α + λ1) =
Γ(λ1 + 1 +
n−1
α )
Γ(λ1 − λn + 1 + n−1α )
.
Writing out all the terms in the first row gives
Γ(λ1 − λ2 + 1)
Γ(1)
Γ(λ1 − λ3 + 1 + 1α )
Γ(λ1 − λ2 + 1 + 1α )
Γ(λ1 − λ4 + 1 + 2α )
Γ(λ1 − λ3 + 1 + 2α )
· · · Γ(λ1 + 1 +
n−1
α )
Γ(λ1 − λn + 1 + n−1α )
.
Inducting over the rows, it follows that c′(λ, α) can be written as
(54) c′(λ, α) = (α)|λ|
∏
i<j
Γ(λi − λj + 1 + j−i−iα )
Γ(λi − λj + 1 + j−iα )
n∏
i=1
Γ(λi + 1 +
n−i
α )
If one does the same expansion along the first row for c(λ, α), one gets
Γ(λ1 − λ2 + 1α )
Γ( 1α )
Γ(λ1 − λ3 + 2α )
Γ(λ1 − λ2 + 2α )
Γ(λ1 − λ4 + 3α )
Γ(λ1 − λ3 + 3α )
· · · Γ(λ1 +
n
α )
Γ(λ1 − λn + nα )
.
Repeating the analogous procedure for the rest of the rows, we eventually conclude
(55) c(λ, α) = (α)|λ|
∏
i<j
Γ(λi − λj + j−iα )
Γ(λi − λj + j−i+1α )
n∏
i=1
Γ(λi +
n−i+1
α )
Γ( 1α )
.
Equations (54) and (55) allow (50) to be rewritten as
(56) vαλ =
(α)|λ|
c(λ,α)
n∏
i=1
Γ(λi +
n−i+1
α )
Γ( 1α )
.
We can repeat the same procedure as used for c and c′ to show that (t)λ can be computed by
(57) (t)λ =
n∏
i=1
Γ(t− i−1α + λi)
Γ(t− i−1α )
.
This allows the expression in (56) for vαλ to be replaced by
(58) vαλ =
(α)|λ|
c(λ,α)
n∏
i=1
Γ(λi +
n
α − i−1α )
Γ( 1α )
Γ(nα − i−1α )
Γ(nα − i−1α )
= (α)
|λ|
c(λ,α)
(
n
α
)
λ
n∏
i=1
Γ( iα )
Γ( 1α )
.
Combine this expression for vαλ with Kadell’s integral formula (49) and the simplified expression (53) for
P
1/α
λ (In) to get ∫
[0,1]n
P
1/α
λ (x)
P
1/α
λ (In)
W (n, α, r, s)dx
=
c(λ, α)
(nα )λ(α)
|λ| n!
(α)|λ|
c(λ, α)
(
n
α
)
λ
n∏
i=1
Γ( iα )
Γ( 1α )
n∏
i=1
Γ(λi + r +
n−i
α )Γ(s+
n−i
α )
Γ(λi + r + s+
2n−i−1
α )
=
n∏
i=1
Γ(1 + iα )
Γ(1 + 1α )
Γ(λi + r +
n−i
α )Γ(s+
n−i
α )
Γ(λi + r + s+
2n−i−1
α )
.
Let µJ be the (
1
α , r, s)-Jacobi ensemble measure on [0, 1]
n. This has density function proportional to
W (n, α, r, s), but it is appropriately renormalized to be a probability measure. This normalization is given
by Selberg’s integral.
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The integral expression above can be rewritten as∫
[0,1]n
P
1/α
λ (x)
P
1/α
λ (In)
dµJ (x)
=
n∏
i=1
Γ(1 + iα )
Γ(1 + 1α )
Γ(λi + r +
n−i
α )Γ(s+
n−i
α )
Γ(λi + r + s+
2n−i−1
α )
1∫
W (n, α, r, s)dx
=
n∏
i=1
Γ(λi + r +
n−i
α )
Γ(r + n−iα )
Γ(r + s+ 2n−i−1α )
Γ(λi + r + s+
2n−i−1
α )
=
(
r + n−1α
)
λ(
r + s+ 2n−2α
)
λ
.(59)
A.2. Palindromy.
Lemma A.3. Let ∫
[0,1]n
P
1/α
λ (x)
P
1/α
λ (In)
dµJ (x) =
∞∑
k=0
ρ(k, λ, α)n−k
be the series expansion about n =∞. The coefficients ρ(k, λ, α) are skew-palindromic in that
ρ(k, λ, α) = (−α)kρ(k, λ′, 1α )
Proof. In the calculation that follows, let f(λ, α, t) = f(t) = αa′(t)− l′(t), for tableau block t ∈ λ. Starting
from the formula computed in (59), and applying formula (52) gives(
nb
aα
)
λ(
n
aα
)
λ
=
∏
t∈λ
nb+ af(t)
n+ af(t)
=
∏
t∈λ
b+ anf(t)
1 + anf(t)
=
∏
t∈λ
(
b
(
1 + abnf(t)
) ∞∑
k=0
(− anf(t))k
)
= b|λ|
∏
t∈λ
(
1 + (1− 1b )
∞∑
k=1
(− anf(t))k
)
.
Let M(λ, k) be the collection of all k-element multisets sampled from λ. If τ ∈ M(λ, k) is such a multiset,
let mτ (t) denote the multiplicity of t ∈ τ and let ǫτ (t) be the characteristic function for t ∈ τ. The sum can
be written as:
= b|λ|
∞∑
k=0
n−k

 ∑
τ∈M(λ,k)
∏
t∈λ
(−af(t))mτ (t) (1− 1b )ǫτ (t)

 .
This gives an explicit form for the coefficients f(k, λ, α). Mapping λ to λ′ induces a bijection mapping the
collection M(λ, k) to M(λ′, k). In the conjugate, the arm co-length a′ and leg co-length l′ are reversed, so
that f(t) becomes αl′(t)− a′(t). Thus f(λ, α, t) = −αf(λ′, α−1, t), so that∑
τ∈M(λ,k)
∏
t∈λ
(−af(λ, α, t))mτ (t) (1− 1b )ǫτ(t) = (−α)k ∑
τ∈M(λ′,k)
∏
t∈λ′
(−af(λ′, α−1, t))mτ (t) (1− 1b )ǫτ (t)

Let J
1/α
λ be the Jack functions renormalized by
(60) J
1/α
λ = c(λ, α)P
1/α
λ .
34
Expand the symmetric power function pk as
pk =
∑
λ⊢k
ξ(λ, α)J
1/α
λ .
By applying Stanley’s formula (see (48)), it follows (see [17]) that
(61) ξ(λ, α) = (−α)1−|λ|ξ(λ′, α−1).
One last piece is needed. The normalization factor J
1/α
λ (In) can be computed by relating (53) and the
definition of Jαλ in (60). These two combined give that
J
1/α(In)
λ =
(
n
α
)
λ
(α)|λ| =
∏
t∈λ
(n+ αa′(t)− l′(t)) ;
expand this as a polynomial in n, i.e. put
∏
t∈λ
(n+ αa′(t)− l′(t)) =
|λ|∑
j=0
ζ(j, λ, α)nj .
Because the product can be expressed as∏
t∈λ
(n+ αa′(t)− l′(t)) =
∏
t∈λ′
(
n+ (−α) (α−1a′(t)− l′(t))) ,
it follows that
(62) ζ(j, λ, α) = (−α)|λ|−jζ(j, λ′, α−1).
Proof of Theorem 5.1. Expand p[k] in the Jack function basis:
1
nEαp[k] =
1
n
∑
λ⊢k
ξ(λ, α)EαJ
1/α
λ
= 1n
∑
λ⊢k
ξ(λ, α)J
1/α
λ (In)Eα
J
1/α
λ
J
1/α
λ (In)
.
Apply Lemma A.3, and expand J
1/α
λ (In). Note that the alternative normalization used in the Lemma cancels
out.
1
nEαp[k] =
1
n
∑
λ⊢k
ξ(λ, α)

 k∑
j=0
ζ(j, λ, α)nj



 ∞∑
j=0
ρ(j, λ, α)n−j


=
k∑
j=−∞
nj−1
(∑
λ⊢k
ξ(λ, α)
k∑
l=0
ζ(l, λ, α)ρ(l − j, λ, α)
)
,
with ρ(l − j, λ, α) = 0 for negative l − j.
This gives a formula for ηk(j, α), namely that
ηk(j, α) =
∑
λ⊢k
ξ(λ, α)
k∑
l=0
ζ(l, λ, α)ρ(l + j − 1, λ, α).
The j < 0 terms vanish, which can be seen because the trace can naturally be bounded as
1
n |Eαpk| ≤ 1nEα
n∑
i=0
|xi|k ≤ 1nn = 1,
as the Jacobi distribution is supported on [0, 1]n.
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We will show that each ηk(j, α) is palindromic. Applying Lemma A.3, (61), and (62), these can be written
as
ηk(j, α) =
∑
λ⊢k
ξ(λ, α)
k∑
l=0
ζ(l, λ, α)ρ(l + j − 1, λ, α)
=
∑
λ⊢k
(−α)1−kξ(λ′, α−1)
k∑
l=0
(−α)k−lζ(l, λ′, α−1)(−α)l+j−1ρ(l + j − 1, λ′, α−1)
= (−α)j
∑
λ⊢k
ξ(λ′, α−1)
k∑
l=0
ζ(l, λ′, α−1)ρ(l + j − 1, λ′, α−1)
The sum is over all partitions of k, so taking conjugates makes no difference. Thus,
ηk(j, α) = (−α)jηk(j, α−1).
The last claim we make is that ηk(j, α) is a polynomial in α of degree j. This is more involved, and
requires that we appeal to Edelman and Sutton’s tridiagonal matrix model (see the start of Section 3). The
moment 1nEpk =
1
nE tr(A
k) can be written in terms of a sum over alternating bridges (see Section 3.1),
1
nE trA
k = 1n
∑
w¯∈A2k
E (Bβ)w¯+i .
A priori, these expectations are moments of random variables distributed as the square root of a Beta
random variable. However, by Lemma 2.6, the alternating bridge visits each matrix entry an even number
of times. Thus, any term in the sum takes the form
E
k∏
i=1
c2m2i−1ω2i−1 s
2n2i−1
ω2i−1 c
′2m2i
ω2i s
′2n2i
ω2i ,
where ωi ranges over the matrix entries referenced by the bridge w¯ and
∑2k
0 mi = k. By independence, this
expectation is a product of terms of the form
Ec2mω s
2n
ω and Ec
′2m
ω s
′2n
ω
By Lemma A.4, each such Beta moment admits a series expansion around n =∞ and a K so that
E (Bβ)w¯+i =
∞∑
m=0
n−mαmΩw¯+i,m(n),
where 0 < Ωw¯+i,m(n) < K
m for all n. Moreover, this constant K can be chosen independently of w¯ + i.
Thus the entire trace admits such a series expansion,
1
nE tr(A
k) =
1
n
n∑
i=1
∑
w¯∈A2k
∞∑
m=0
n−mαmΩw¯+i,m(n)
=
∞∑
m=0
n−mαm
(
1
n
n∑
i=1
∑
w¯∈A2k
Ωw¯+i,m(n)
)
.
Because the cardinality of A2k is at most
(
2k
k
)
, the sum Ωm(n) =
1
n
∑n−k
i=k+1
∑
w¯∈A2k Ωw¯+i,m(n) satisfies
an estimate 0 < Ωm(n) <
(
2k
k
)
Km = CKm. Thus there are two expansions for the trace, valid for all n
sufficiently large, i.e.
(63)
∞∑
j=0
η(j, α)n−j =
1
n
E tr(Ak) =
∞∑
j=0
Ωj(n)α
jn−j
The left hand side expansion shows that the n→∞ limit must exist. Thus
η(0, α) = lim
n→∞
∞∑
j=0
η(j, α)n−j = lim
n→∞
∞∑
j=0
Ωj(n)α
jn−j = lim
n→∞Ω0(n).
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In particular, η(0, α) has no α dependence. The proof now proceeds by induction. Suppose that for all j < l,
the term η(j, α) is a polynomial in α of degree j. It should be shown that η(l, α) is a polynomial in α of
degree l. The limit
lim
n→∞n
l

 1
nE tr(A
k)−
l−1∑
j=0
η(j, α)n−j

 = lim
n→∞
∞∑
j=0
η(j + l)n−j = η(l, α)
exists by virtue of the η expansion, and by substituting the right hand side of (63), it follows that
η(l, α) = lim
n→∞n
l

 ∞∑
j=0
Ωj(n)α
jn−j −
l−1∑
j=0
η(j, α)n−j

 = lim
n→∞
l−1∑
j=0
[
Ωj(n)α
j − η(j, α)]nl−j +Ωl(n)αl.
By the inductive hypothesis, this limit can be written in the form
η(l, α) = lim
n→∞ f0(n) + f1(n)α + f2(n)α
2 + · · ·+ fl(n)αl,
and the limit exists for each fixed α. Take l+1 distinct values of α. The convergence is uniform on this finite
set α0, . . . , αl, and so each fi(n) converges, where 0 ≤ i ≤ l. Thus η(j, α) is a polynomial of degree l in α,
concluding the proof. 
Lemma A.4. Let fr(n) and fs(n) be positive real-valued functions defined on N so that
0 < fr(n) ≤ C2, 0 < fs(n) ≤ C2i, C1 < fr(n) + fs(n),
where Ci are some positive constants. Let r = α
−1fr(n)n, s = α−1fs(n)n, and let X ∼ Beta(r, s). There is
an asymptotic expansion
E
[
Xk(1−X)l] = ∞∑
m=0
n−mαmpm(n),
and a constant K depending only on k, l, C1, and C2 so that 0 < pm(n) < K
m.
Proof. The expectation, which can be computed using Euler’s Beta integral formula, gives that
E
[
Xk(1−X)l] = (r)k(s)l
(r + s)k+l
.
Substituting in the definitions for r and s and writing out the Pochhammer symbols gives
=
k−1∏
i=0
α−1frn+ i
α−1(fr + fs)n+ i
l−1∏
i=0
α−1fsn+ i
α−1(fr + fs)n+ k + i
All rational terms in this product produce similar asymptotic series expansions, and so we will only examine
one. Working with a term from the left hand product,
α−1frn+ i
α−1(fr + fs)n+ i
=
(
α−1frn+ i
α−1(fr + fs)n
)(
1
1 + iα−1(fr+fs)n
)
Provided that n is sufficiently large (depending on C1 and α), this can be expanded as a series.
α−1frn+ i
α−1(fr + fs)n+ i
=
α−1frn+ i
α−1(fr + fs)n
∞∑
m=0
(fr + fs)
−m n−mαm
=
fr
fr + fs
+
∞∑
m=1
(
fr
fr+fs
+ i
)
(fr + fs)
−m
n−mαm
=
∞∑
m=1
p˜m(n)n
−mαm.
37
The coefficients p˜m(n) satisfy an estimate
0 < p˜m(n) < (C1C2 + k)(C1)
−m.

B. Poincare´ Inequality for Beta
Lemma B.1. Let Y ∼ Beta(p, q). For any Lipschitz function f on [0, 1],
Var f(Y ) ≤ 1
4(p+ q)
E |f ′(Y )|2 .
We note that in the case that both p and q are greater than 1, the density is log-concave, and it is possible
to use the general theory outlined by Bobkov in [8] to produce an equivalent bound, but we require the
inequality to hold for all p and q positive, and thus we use an alternative technique.
Proof. We begin by showing the analogous bound for the translated random variable X = 2Y − 1, and write
Y = T (X) := 12 (X + 1). The density of Y is given by
dµβ
dx
=
1
Zp,q
(1− x)p−1(1 + x)q−1.
We will show that for any Lipschitz function f on [−1, 1], that
(64) Var f(X) ≤ 1
p+ q
E
[
(1 −X2) |f ′(X)|2
]
.
As will be seen in the proof, this inequality is attained taking f to be a multiple of the linear Jacobi
polynomial (for definitions, see [47]). The proof follows from (64), as
Var f(Y ) = Var(f ◦ T )(X)
≤ 1
p+ q
E
[
(1−X2) |(f ◦ T )′(X)|2
]
≤ 1
p+ q
E|(f ◦ T )′(X)|2
=
1
p+ q
E|(f ′ ◦ T )(X)|2 1
2
2
=
1
4(p+ q)
E|f ′(Y )|2.
The method of proof follows the general outline in the notes of Bakry [5]. Define the Jacobi differential
operator L to be
Lf = (1− x2)f ′′(x) + (q − p− (p+ q)x)f ′(x),
and define the carre´ du champ operator Γ by
Γ(f, g) = (1− x2)f ′(x)g′(x).
It can be checked by integration by parts that for all C2 functions on [−1, 1] that the Dirichlet form E(f, g)
associated to L satisfies
E(f, g) := −
∫ 1
−1
f(x)(Lg)(x)dµβ(x) =
∫ 1
−1
Γ(f(x), g(x))dµβ(x).
The spectrum of L restricted to L2(µβ) is non-positive, with eigenvalues yn = −n(n + p + q − 1) for non-
negative integers n. Further, its eigenfunctions are given by the Jacobi polynomials P p−1,q−1n (x), which when
normalized form a complete orthonormal system for L2(µβ). From the density of the polynomials in L
2(µβ),
it is an immediate consequence that
p+ q = −y1 = inf
f∈L2(µ)
Ef(X)=0
E(f, f)
Var f(X)
= inf
f∈L2(µ)
Ef(X)=0
∫ 1
−1 Γ(f(x), g(x))dµβ(x)
Var f(X)
,
which upon rewriting, gives (64). 
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C. Coupling Bound for
√
Beta
We provide an auxiliary lemma regarding the square root of Beta variables that appear in the matrix
entries. Note that because one of the parameters of the c′i family is not Ω(n) for all i, this approximation
can not be applied to every matrix entry with uniform error.
Lemma C.1. If Y is distributed as
√
Beta(np, nq), then
2(p+ q)√
q
√
n
(
Y −
√
p
p+ q
)
⇒ N(0, 1),
as n→∞, where p, q are fixed positive constants. Moreover, it is possible to couple Y to a standard normal
X so that
Var
(
Y −
√
q
2(p+ q)
√
n
X
)
≤ Kp,q
n2
,
for some Kp,q > 0, independent of n, and continuous in p, q positive, provided that n > max{ 1p , 1q }.
Proof of C.1. Let Y be distributed as
√
Beta(np, nq). Put
µ =
√
p
p+ q
, σ =
√
q
2n(p+ q)
.
Note that these are not exactly the mean or standard deviation of Y , however,
Y˜ =
Y − µ
σ
⇒ N(0, 1).
Moreover, it will be shown that there is an X distributed as N(0, 1) so that
E(Y˜ −X)2 ≤ K
n
.
for some K = K(p, q) depending continuously on p, q positive. Note that this implies Lemma C.1 after
dividing through by σ.
The primary machinery here is Talagrand’s transport inequality, which bounds the square L2-Wasserstein
distance of Y˜ and X , with X distributed as N(0, 1). We use a special case of Theorem 1.1 of [48], which
states
Proposition C.2 (Talagrand). Let Y˜ be a random variable given by probability measure ν˜, which is absolutely
continuous with Lebesgue measure, and let γ be a standard Gaussian measure. There is a standard normal
random variable X so that
E(Y˜ −X)2 ≤ 2
∫
log dν˜dγ dν˜.
The density dνdy of Y can be computed to be
dν
dy
= 2y(y2)np−1(1− y2)nq−1 Γ(np+ nq)
Γ(np)Γ(nq)
for y ∈ [0, 1]. It follows that density of Y˜ is given by
dν˜
dy
= 2σ(µ+ yσ)2np−1(1 − (µ+ yσ)2)nq−1 Γ(np+ nq)
Γ(np)Γ(nq)
,
and thus the Radon-Nikodym derivative dν˜dγ (y) is a product of four terms
dν˜
dγ
(y) = (µ+ yσ)2np−1︸ ︷︷ ︸
(i)
(1− (µ+ yσ)2)nq−1︸ ︷︷ ︸
(ii)
ey
2/2
︸ ︷︷ ︸
(iii)
2σ
Γ(np+ nq)
Γ(np)Γ(nq)
√
2π︸ ︷︷ ︸
(iv)
.
The logs of terms (i) and (ii) can be controlled by Taylor expansion. Explicitly,
ln[1 + y]g = g ln(1 + y) ≤ g
[
y − y
2
2
+
y3
3
]
,
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for all y > −1, and all g > 0. Note that both produce a nonzero constant term, by virtue of the relationship
ln(a+y) = ln(a)+ ln(1+y/a). This bound is applied to the logs of both (i) and (ii) after suitable rearrange-
ment. This bounds the sum of the logs by a polynomial in y of degree 6. We can bound the log of term (i)
as
ln
[
(µ+ yσ)2np−1
]
= (2np− 1) lnµ+ (2np− 1) ln
[
1 +
y
√
q
γ
√
2pn
]
≤ (2np− 1)
[
lnµ+
y
√
q
γ
√
2pn
− 12
(
y
√
q
γ
√
2pn
)2
+ 13
(
y
√
q
γ
√
2pn
)3]
.
Applying the same to term (ii),
ln
[
(1− (µ+ yσ)2)nq−1] ≤
(nq − 1)
[
ln(1 − µ2)−
(
2
y
√
p√
2qn
+
[
y√
2n
]2)
− 12
(
2
y
√
p√
2qn
+
[
y√
2n
]2)2
− 13
(
2
y
√
p√
2qn
+
[
y√
2n
]2)3]
.
From this form, it is easy to see that the coefficients of this polynomial depend continuously on p and q.
Further, the coefficients of y4, y5, and y6 already decay at least as fast as 1/n. The coefficient of y3 decays
like n−1/2, so some amount of control over EY˜ 3 will need to be gained. The coefficients of the lower order
terms to do not a priori decay at all, but there is strong cancellation. The constant term is
C0(p, q) := (2n p− 1) ln (µ) + (n q − 1) ln
(
1− µ2) ,
the linear term has coefficient
C1(p, q)√
n
:=
(2n p− 1)σ
µ
− 2 (n q − 1)µσ
1− µ2 ,
and the quadratic term has coefficient
−1
2
+
C2(p, q)
n
:= −1/2 (2n p− 1)σ
2
µ2
+ (n q − 1)
(
− σ
2
1− µ2 − 2
µ2σ2
(1− µ2)2
)
.
The − 12 in the quadratic term represents the asymptotically Gaussian portion, and it annihilates term (iii).
This leaves four sources of error that need to be controlled to show the desired O(n−1) bound:
(1) |EY˜ | ≤ C(p, q)n− 12 to control the linear term.
(2) |EY˜ 3| ≤ C(p, q)n− 12 to control the cubic term.
(3) |E(Y˜ )k| ≤ C(p, q) to control the second, fourth, fifth, and sixth terms.
(4) The constants from the Taylor approximation and the constants from part (iv) of the Radon-Nikodym
derivative need to cancel to order O(n−1).
The raw moments of Y are easily computable, and their formula follows immediately from Euler’s Beta
integral,
E (Y )k =
Γ(n(p+ q))Γ(np+ k2 )
Γ(n(p+ q) + k2 )Γ(np)
.
Appropriate control over the first 6 raw moments could be achieved by taking sufficiently many terms from
the Stirling approximation and canceling terms. To some extent, doing such a procedure is necessary, as this
is necessary to get the precise control over the first and third raw moments. However, we will not need to
do this for all 6 moments, because we can appeal to a Poincare´ inequality. Provided that n > max{ 1p , 1q },
the density dν˜dy is log-concave. Thus if it can be shown that Y˜ has constant order variance, we can use the
Poincare´ inequality to bound higher moments by lower moments, i.e.
Var f(Y˜ ) ≤ CE|f ′(Y˜ )|2,
applied to f(Y˜ ) = (Y˜ )k, gives
EY˜ 2k ≤
(
EY˜ k
)2
+ Ck2EY˜ 2k−2.
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Because of the log-concavity, C can be taken to be 12E|Y˜ |2 (see Corr 4.3 of [8]), which is continuous in p and
q. Thus provided that E|Y˜ | can be bounded by some continuous function in p and q, iterating the Poincare´
inequality gives constant order bounds that are continuous in p and q for all absolute moments. Further,
E|Y˜ | ≤
√
E
(
Y˜
)2
,
so the problem has been reduced to finding good bounds for the first three raw moments of Y˜ .
By appealing to Stirling’s formula, and using that the error-in-approximation is bounded by the first
omitted term in the asymptotic expansion, the first three moments of Y˜ can be bounded by∣∣∣E(Y˜ )∣∣∣ ≤ √q
4
√
p(p+ q)
n−
1
2 ,∣∣∣∣E(Y˜ )2
∣∣∣∣ ≤ 1,∣∣∣∣E(Y˜ )3
∣∣∣∣ ≤ 8p+ q4√qp(p+ q)n−
1
2 .
It only remains to control the constant terms. The log of (iv) can be approximated by Stirling’s formula:∣∣∣∣∣∣ln
[
2σ
Γ(n(p+ q)
Γ(np)Γ(nq)
√
2π
]
−

−np lnµ2 − nq ln(1− µ2) + ln q√p
(p+ q)
3
2


∣∣∣∣∣∣ ≤ 112 1n 1√p√q√p+ q .
Comparing this with the constants produced by the Taylor approximation on terms (i) and (ii), it is seen
that only the O(n−1) term remains.

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