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This paper describe a working system that can detect human head stably and fast.
The methods of face detection, face-hair tracking that makes use of depth information
eectively are proposed in order to achieve stable and real time performance. These
method are combined eciently to realize a high performance head tracking system.
In general, face detection is carried out through the pyramid search in order to
detect faces of any sizes. The computation cost of this approach is too high for
video rate processing. There were also methods that used stereo camera to detect
faces. Although the improvement of the detection accuracy can be expected with
the help of depth information, the face detection in two images and the additional
stereo processing make the computation cost more than twice as the case of using a
single camera. This paper proposes a fast and stable method for face detection using
a stereo camera. We realizes video rate face detection by using the depth information
to reduce the number of the classications signicantly. It is not only faster but also
gives more accurate detection results than the case of using a single camera.
Our face tracking system is constructed by combining an Improved Color Distinc-
tiveness Tracker and our face detection method. Our method uses face classier to
detect faces in video images, and uses both the inside and outside pixels of the de-
tected face region to train the target and background colors automatically for tracking
faces. Moreover, we improve the robustness of the tracking system to the changes in
environments by updating target and background colors according to the tracking re-
sults and adding the constraint that the 3D size of the same head should be constant
to stabilize the face tracking by making use of the depth information.
Hair tracking system consists of the Improved K-means Tracker and our face detec-
tion method. K-means Tracker is a method of object tracking by performing K-means
clustering in 5D feature space for describing both color and position of a pixel to sep-
arate the target and the background. In this paper, we propose a new 6D K-means
Tracker by adding the depth as the sixth dimension to the feature to make the posi-
tion of pixels described in real 3D space, which make the separation of the target and
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キーとして利用 [2]，マシンインターフェース [3] など，人と機械とのコミュニケーショ
ンの高度化や，個人識別による入退室管理 [4]，ATMの認証 [5]など，セキュリティシス
テムの高度化へ応用されるなど利用価値が高く，顔画像に関する研究が盛んに行われて







て検出するなど経験則に基づく手法が多く，エッジ [19, 20, 21, 22]，テクスチャや色




次元の特徴量を処理できるようになってきたため，機械学習による手法 [28, 29, 30]が提
案されるようになった．これらの手法では，顔と非顔にラベリングされた大量の画像を学
習することで自動的に顔モデルを作成できるため，汎用性の高い識別器を構築することが
4 第 1章 はじめに
図 1.1 顔画像に関する処理





る．学習法として他にも，部分空間法 [32]，SVM（Support Vector Machine）[33]，確率
密度推定 [34]，AdaBoost[35]を用いた手法などがある．
図 1.2 ニューラルネットワークを用いた顔検出例 [28]
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がある．また，FPGA（eld-programmable gate array）[39]や GPU[40]を用いた並列
処理によって高速化している手法もあるが，特別なハードウェアが必要となる．
図 1.3 セグメンテーションによる背景領域の削減 [38]（左：顔モデル，右：セグメン
テーション結果）
近年，奥行き情報を利用した顔検出や認識の研究 [41, 42] も行われており，Microsoft
社から Kinect用の顔追跡ライブラリ（Face Tracking SDK[43, 44, 45]）も提供されてい
る．R.I. Hgら [41]は，Kinectを用いて顔の RGB-Dデータベースを構築し，顔検出シ














Y.Yacoob ら [47] は，顔検出と目検出で得られた幾何学的な位置関係から肌の色と髪の
色を取得してモデル化し，髪色モデルと類似した画素を連結することで髪領域を検出し
ている．K.Lee ら [49] は，色と画素位置の情報を用いた，Graph-Cut[50, 51] や belief
propagation[52]による顔・髪・背景領域のセグメンテーションを行っている．P.Julianら
[53]は単純な統計髪型モデルを用いて頭部の髪領域を表現し，active contour model[54]















図 1.4 髪領域検出例 [53]（上：髪モデル，下：セグメンテーション結果）








テンプレートマッチングによる追跡手法 [58, 59, 60, 61]は，最も基礎的なものであり，
あらかじめ用意した追跡対象の部分画像と入力画像を照らしあわせることで，入力画像中
の対象の位置を決定する．図 1.5は，テンプレートマッチングを用いた追跡例である．こ









チング [62, 63, 64]が提案されているが，テンプレートへの背景混入による誤差の蓄積や
成否の判定自体が難しいといった問題がある．
Mean Shift法
Mean Shift法 [65]を用いた追跡手法 [66, 67, 68, 69, 70]は，追跡対象を色ヒストグラ
ムで表し，ヒストグラムの類似度を用いた山登り計算により探索範囲を移動させることで
追跡を行う．また，Mean Shift を拡張して対象の大きさや姿勢の変化に対応した CAM





図 1.5 テンプレートマッチングを用いた追跡例 [59]
いった問題や，ヒストグラムの幅の変動など対象の大きさの変化に追従しづらいといった
問題がある．
図 1.6 Mean Shiftを用いた追跡例 [67]
点群追跡
計算コストや精度の改善のため，テンプレートマッチングのような画素単位のマッチン
グではなく，画像中の特徴点群を追跡する手法 [73, 74, 75, 76]が提案されている．これ
らの手法は，初期フレームで対象上の特徴点を検出 [77, 78, 79, 80]し，Lucas-Kanadeア
ルゴリズム [81]を用いて特徴点群の追跡を行っている．図 1.7は，Lucas-Kanadeアルゴ




図 1.7 Lucas-Kanadeアルゴリズムを用いた特徴点追跡例 [76]
MCMCを用いた手法
MCMC（Markov Chain Monte Carlo）[82]を用いた，運動予測に基づくCondensation
（Conditional Density Propagation）やParticle Filterと呼ばれる追跡手法 [83, 84, 85, 86]
が近年よく利用されている．これらの手法では，ランダムサンプリングによる仮説の生
成と各仮説の尤度推定によって事後分布が推定され，追跡対象の状態が確率的に推定さ














情報より獲得した 3D の AAM（Active Appearace Model）[88, 89] を利用することに
1.2 従来手法 11
図 1.8 Condensationを用いた追跡 [83]（上：1フレームの処理，下：頭部位置を追跡した例












































































ステレオカメラが PTU(Pan-Tilt Unit)の上に搭載されており，PID制御 [101, 102, 103]
により，顔を画像中央に捉えるように自動的に追尾し，広範囲の追跡を行うことができる．













本研究グループが提案している K-means Tracker[104, 105, 106, 107, 108, 109, 110,
111]は，3次元の色情報と 2次元の画素位置情報からなる 5次元特徴空間において，画素
単位のクラスタリングを行いビデオレートでの非剛体物体の追跡に成功している．また，







6D K-menas Trackerを組み合わせることで髪の追跡を実現する．提案手法 1で検出され
た顔領域より，追跡する人や照明環境に応じた初期のターゲット・背景モデルを自動的に







第 2章：奥行き情報を用いた顔検出の高速化［研究業績 3, 4］
本章では，ステレオカメラによって得られるスパースな奥行き情報を利用し，既存の識
別器 [36, 93]を用いた顔検出を高速かつ高精度に行う手法について説明する．























































本手法では，ステレオカメラとして Point Grey Research 社の Bumblebee Stereo
Vision Camera（図 2.2）を用いる．ステレオ処理は，エリアベースの手法で行われてお
り，画像中の各画素ごとに奥行き情報を取得することが出来る．





















jIright[x+ i][y + j]  Ileft[x+ i+ d][y + j]j (2.1)






Ireft はそれぞれ右画像と左画像，f は焦点距離，B はカメラ間距離である．このように，
20 第 2章 奥行き情報を用いた顔検出の高速化
(a)左カメラで撮影された画像 (b)右カメラで撮影された画像
図 2.3 ステレオ画像







































赤と青の 2 つのグループに分ける．これら 2 種類のサンプル配置をフレームごとに切り








































































































































開始サイズ 20 20 式 (2.3)の Isize
スケール倍率 1:25N (N = 0; 1; 2; :::) 1:25N (N = 0; 1)
実験環境は次のようになっている．PCはWindows XP，Pentium(R) 4 CPU 3.0GHz
(2 CPUs)，1024MB RAMのものを使用し，顔識別器は OpenCV[93]のライブラリ関数
を利用している．
2.3.2 処理速度の実験結果
用意した 2種類の画像系列に対し，提案手法による顔検出実験を行った．系列 1は 1人
が映っているもので，系列 2は 2人が映っているものである．ステレオ画像のうち一方の
画像では各探索領域において式 (2.3)で求められた Isize で探索し，もう一方はその 1.25
倍のサイズで探索している．
図 2.15，図 2.16に提案手法を用いて系列 1（1人），系列 2（2人）に対し顔検出を行った
際の処理時間のグラフをそれぞれ示す．横軸はフレーム番号で，縦軸は処理時間 (msec)
32 第 2章 奥行き情報を用いた顔検出の高速化
である．緑色 (◆)のグラフは検出にかかる時間，オレンジ色 (■)のグラフはステレオ処
理にかかる時間であり，青色 (▲)のグラフは 1フレーム全体の処理時間となっている．
図 2.15 処理速度　系列 1（１人）
図 2.16，図 2.15より，ステレオ処理にかかる時間はほぼ一定で 10msec程度となって
おり，検出にかかる時間によって全体の処理時間が変化しているが，ほとんどのフレーム
において 33msec以内で全ての処理が終わっている．系列 2では 2人の人が映っているた
め，系列１に比べて探索領域が増え，検出に要する時間が全体的に多くなっている．
国際会議や国内大会において，様々な環境で提案手法を用いた顔検出のデモを行った



















列 4は映っているのは 1人で動きが早いもの，系列 5は 2人の人物が映っているような
ものを用いた．提案手法 1の場合は，各探索領域において式 (2.3)で求めた Isize とその
1.25倍の計 2スケールを探索，提案手法 2の場合は，右画像で Isize，左画像でその 1.25
倍の計 2スケールを探索した．比較実験の結果を表 2.2に示す．表の数値は 101フレーム













画像系列 3 4 5a 5b
全探索 82(8) 52(20) 54(22) 83(22)
提案手法 1 87 77 55 92












提案手法 1，2の検出数を比べると，系列 3，5では違いが見られなかったが，系列 4に
ついては検出数が多くなっている．系列 3，5では映っている人がほぼ正面を向いていて，
動きも早くなく，比較的検出されやすい状況であったため，差が見られなかったと考えら
れる．一方，系列 4 では検出数が 1 割以上増加しているが，次のような理由が考えられ









36 第 2章 奥行き情報を用いた顔検出の高速化
(a)右画像
(b)左画像




図 2.19 ステレオ画像の検出結果例 2























































































































































図 3.2 弁別性マップの算出 [98]
48 第 3章 顔検出と色弁別度追跡法を組み合せた顔追跡システム

















図 3.4 対象の見え方の変化 [98]
弁別性マップは各画素に弁別度を持つ 2次元分布であり，分散共分散行列M を用いる
ことで弁別度の高い部分にフィットする楕円を求めることができる．時刻 t  1での分散
共分散行列をMt 1 とすると時刻 tでの対象の存在しうる範囲 S を
S : (x  x)TM 1t 1(x  x) < K (3.2)



















































































































54 第 3章 顔検出と色弁別度追跡法を組み合せた顔追跡システム
では，顔識別器により画像中から正確な顔領域が得られるので，得られた顔領域を基に自
































































追従カメラシステム [103]」で用いられている方式を Pan-Tilt Unitの速度制御方式に採
用している．システム構築に使用している機材は，計算機が Intel Core i5-750 の CPU
を搭載した PC，ステレオカメラが PointGrey Research 社の Bumblebee2，Pan-Tilt



























































































系列 1 系列 2 系列 3 系列 4
弁別度 LUT固定 0.61 0.45 0.30 0.33

















系列 1 系列 2 系列 3 系列 4
弁別度 LUT固定 長軸 5.21 43.86 34.01 6.19
短軸 1.07 29.43 31.87 1.97
弁別度 LUT変動 長軸 4.42 4.12 5.82 6.22
短軸 1.61 1.29 1.49 4.41
64 第 3章 顔検出と色弁別度追跡法を組み合せた顔追跡システム
(a)弁別度 LUT固定 (b)弁別度 LUT変動
図 3.13 手動登録と自動登録の比較（系列 1）
3.3 実験 65
(a)弁別度 LUT固定 (b)弁別度 LUT変動
図 3.14 手動登録と自動登録の比較（系列 2）
66 第 3章 顔検出と色弁別度追跡法を組み合せた顔追跡システム
(a)弁別度 LUT固定 (b)弁別度 LUT変動
図 3.15 手動登録と自動登録の比較（系列 3）
3.3 実験 67
(a)弁別度 LUT固定 (b)弁別度 LUT変動
図 3.16 手動登録と自動登録の比較（系列 4）

































x座標 y座標 長軸 短軸
安定化処理なし 93.61 20.10 49.38 28.98
楕円制約 2.13 1.13 3.70 0.49


























70 第 3章 顔検出と色弁別度追跡法を組み合せた顔追跡システム
















円と中心位置を示している．図 3.21(a)の CAM Shiftでは，1段目に示している顔検出
の結果から対象の情報だけの色ヒストグラムを構築しているため，髪の色が混入して頭部
全体が対象領域として追跡されている．また，対象と似た色の背景が重なると追跡楕円が
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表 3.4 CAM Shiftと提案手法の追跡楕円パラメータの標準偏差（単位：画素）
x座標 y座標 長軸 短軸
CAM Shift 96.53 27.30 58.36 89.56









図 3.21 CAM Shift法と提案手法の比較
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を次元拡張することで追跡の安定化が期待できる．

























和田ら [104]によって提案された K-means trackerでは，初期フレームにおいて配置さ
れた非ターゲットクラスタ中心同士の幾何的関係を変化させずに再配置を行っていたた
め，回転や大きさの変化など追跡対象の形状変化に追従することが難しかった．この問題
を解決するために，華ら [105, 106, 107, 114]は長軸，短軸，傾きの自由度を持った可変
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楕円をターゲットラベルの付いた画素群に当てはめる方法を提案した．これにより，入力
画像中の追跡対象の大きさや形状の変化にも追従できるようになった．華らの手法をベー










池らが提案した K-means trackerをベースとし，戚らのように奥行き情報を追加した 6D









の特徴を 3次元色空間 c = [R;G;B]T と 2次元座標空間 p = [x; y]T からなる 5次元ベク
トル f = [c;p]T として扱う．2つの画素 a，bの特徴ベクトル fa，fb 間の距離は，色空間
内と座標空間内のユークリッド距離に重み を用いて次式のように定義される．
d(fa; fb) = kcfa   cfbk2 + kpfa   pfbk2 (4.1)
ただし，0 <  < 0:5である．
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るように可変楕円のパラメータが毎フレーム更新される．
現フレームにおける可変楕円内のターゲット点の集合を S，可変楕円内のターゲット点











[y   c]T 1[y   c] = J (4.3)
ここで，



































fN1 = fs1 (4.6)











ここで， fTi は i番目のターゲットクラスタ中心を表す特徴ベクトル，nはターゲットク
ラスタ中心の数，m0 はこれまでに決定している非ターゲットクラスタ中心の数，d(a;b)
は 5次元空間内における a，b 間の距離である．DT(fsl) < DN(fsl) なら，画素 fsl は非
ターゲットクラスタ中心と判定する．
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なる．それぞれの処理段階に分けて，K-means trackerにおける処理手順を説明する．
図 4.2 K-means trackerの処理手順
Step 1：追跡対象の初期化
初期フレーム (t = 0)において，追跡対象の色構成に合わせた数 (n)のターゲットクラ
スタ中心点を手動で指定し，背景上の一点 b を指定する．指定されたターゲットクラス










と非ターゲットクラスタ中心 fNj ; (j = 1  m)との最短距離
DN(fu) = min
j=1m
fd(fu; fNj )g (4.11)
をそれぞれ計算する．DT(fu) < DN(fu) であれば，その画素はターゲット点とし，そう
でなければ非ターゲット点とすることでクラスタリングを行う．サーチエリア楕円内の全
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ての画素に対してこの処理を行い，ターゲットとしてクラスタリングされた画素を用いて
ターゲットクラスタ中心を更新する．ターゲットクラスタ i にクラスタリングされた画素













cTi + (1  )ct 1Ti (4.13)
ここで， ct 1Ti は 1フレーム前のターゲットクラスタ中心の色，  は 1次遅れ系でター







中心が選ばれる．更新後の非ターゲットクラスタ中心点の画素における位置 (x; y) と色
(R;G;B) より各非ターゲットクラスタ中心の特徴ベクトルを更新し，t = t + 1 として
Step 2に進む．





















ように，背景上の注目画素（▲）について，ターゲットが小さい場合はDT > DN となり
背景としてクラスタリングされるが，ターゲットが大きくなると DT < DN となりター
ゲットとしてクラスタリングされてしまう．
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図 4.4 画像内のターゲットサイズ問題
4.2 FB-Clustering Tracker
戚ら [112] は，5 次元の K-means Tracker の問題を解決するために，奥行き情報の
導入とマハラノビス汎距離によって 2 次元座標空間内の距離評価を行う手法を提案し，
FB-Clustering Tracker（Foreground and Background Clustering Tracker）と名付けた．
FB-Clustering Trackerでは，ターゲットと背景をより分離しやすくして類似背景色問
題を解決するために，各画素を 3次元色空間 c = [R;G;B]Tと 2次元座標空間 p = [x; y]T
に加え，1次元の距離 dからなる 6次元ベクトル f = [c;p; d]T とした．2つの画素 a，b
の特徴ベクトル fa，fb 間の距離は，色特徴ベクトルの距離 dc，座標特徴ベクトルの距離
dp，奥行き要素の距離 dz に重み 1，2 を用いて次式のように定義される．
d(fa;fb) = dc(ca; cb) + 1dp(pa;pb) + 2dz(da; db) (4.14)
色特徴ベクトルの距離 dc は，照明変化などの影響を少なくするため相関値によって評価
され，色空間内の 2つの特徴ベクトルのなす角で与えられる．








(pa   pb)T 1(pa   pb) (4.16)
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奥行き要素の距離 dz は，ユークリッド距離で評価される．




























換した上で画素間の空間的近接性を評価する 6D K-means Tracker を提案する．本章で
は，各画素の位置情報を 3次元化することで，K-means Trackerの 2つの問題を同時に
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解決しつつ提案システムを構築する方法について述べる．提案システムの特徴は，以下の
ようになっている．
 3 次元の色情報と 3 次元の空間位置情報からなる 6 次元特徴空間における 6D
K-means Trackerにより，安定な追跡を行う．





測が行えるようになってきた．本髪追跡システムで用いる 6D K-means Tracker は，画
素単位のクラスタリングを行っており，奥行き情報による拡張を行うため，画素毎の奥




に取得することができる．また，計測可能な距離範囲は 500mm  10000mmとなってい
る．図 4.6にKinectで取得された画像例を示す．距離画像については，距離値を 0  255
に圧縮して表示しており，明るいほど Kinectまでの距離が近いことを意味している．
図 4.5 Microsoft社の Kinect





情報を活用し，奥行き特徴を K-means Trackerの 5次元特徴空間に追加して 6次元に拡
張する（図 4.7参照）．これによって，K-means Trackerの類似背景色問題とターゲット
サイズ問題が同時に解決される．
画素の位置 (x; y)を表現する 2次元ベクトルを 3次元カメラ座標空間 (X;Y; Z)に射影
する．
p2 = [xy]
T ! p3 = [XYZ]T (4.18)
また，追跡対象を構成する画素の色の類似性と空間的近接性を同時に表現するために，各
画素の特徴を 3 次元色空間 c3 = [RGB]T と 3 次元カメラ座標空間 p3 = [XYZ]T か
らなる 6次元ベクトル f6 = [c3 p3]T として扱う．2つの画素 a; b間の距離 d(fa6 ; fb6 )は，




6 ) = jjca3   cb3 jj2 + jjpa3   pb3 jj2 (4.19)
ターゲットと背景が空間的に離れていれば，サーチエリア内に混入したターゲットと類
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図 4.7 6次元特徴空間
本手法では，クラスタが未知である注目画素 fu6 からターゲットクラスタ中心 fT6 への




fd(fTi6 ; fu6 )g (4.20)
DNT = min
j=1m
fd(fNTj6 ; fu6 )g (4.21)
ここで，n;mは，それぞれターゲットクラスタ中心と非ターゲットクラスタ中心の個数
であり，nは追跡初期フレームで設定され（4.4.2参照），mはフレーム毎に動的に設定さ
れる（4.3.3参照）．DT とDNT を比較することによって，注目画素 fu6 がターゲットクラ
スタか非ターゲットクラスタにクラスタリングされる．
fu6 ! Traget if fDT(t) < DNT(t)g: (4.22)







































































実験では，CPU が Intel Core i5-750，メモリが 2GB の汎用 PC を用いている．1 フ
レームの処理時間について，顔検出処理は約 14ms，追跡処理は，対象が一人の場合，約




















































x座標 y座標 長軸 短軸
従来手法 4.33 4.6 13.19 12.06
提案手法 0.63 0.67 1.07 1.19
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ターゲットとパーティクルの距離について，色情報 c = [R;G;B]T のみを用いた d1 と，
それに奥行き情報 z を加えた d2 として 2 種類定義した．d1 は，ターゲットの色 ct と
パーティクルの色 cp のユークリッド距離とする．
d1 = kct   cpk2 (4.25)
d2 は，ターゲットの奥行き zt とパーティクルの奥行き zp のユークリッド距離を加え，重
み を用いて次のように定義する．
d2 = kct   cpk2 + kzt   zpk2 (4.26)
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(a)Particle Filter 1（d1） (b)Particle Filter 2（d2） (c)提案手法
図 4.20 Particle Fileterと提案手法の比較
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図 4.21 重心の軌跡（画像の x，y座標）
図 4.22 各フレームの基点と重心の距離（画素）
































frame 1 frame 94
frame 97 frame 213
frame 215 frame 421
frame 424 frame 539
図 4.23 複数対象の追跡
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(a) 髪追跡 (b) 頭部（顔と髪）追跡














割合を hRate1  hRate4とし，方向判定を以下のように行う．また，推定結果の例を図
4.27に示す．図中の赤い矢印が推定結果を表している．
図 4.26 頭部姿勢推定の処理
右方向 if(hRate3 > 0:2 and hRate4 < 0:1)
左方向 else if(hRate4 > 0:2 and hRate3 < 0:1)
下方向 if(hRate4 > 0:3 and hRate3 > 0:3)
上方向 else if(hRate1 < 0:7 and hRate2 < 0:7)








































































第 4章では，5次元の K-means Tracerを奥行き情報により拡張した 6次元特徴空間に
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図 A.1 Haar-like特徴のパターン [36]
Adaboostによって選択された複数の特徴を線形結合することで強識別器が構築される．
図 A.2 AdaBoostで選択された特徴 [36]
A.2 積分画像
矩形領域の平均輝度値の差で表される Haar-like特徴は，図 A.3に示すような積分画像
（Integral Image）を用いることで高速に計算することができる．式 (A.1) のように，積
分画像を ii(x; y)，原画像を i(x; y)とすると，積分画像の各画素値には，画像左上端から







s(x; y) = s(x; y   1) + i(x; y) (A.2)
ii(x; y) = ii(x  1; y) + s(x; y) (A.3)
s(x; y) は，各画素位置から画像上端までの列の総和を表しており，s(x; 1) = 0，




の総和は 4つの値の加減算で求めることができる．積分画像における 1の値は領域 Aの
総和を表しており，2は A+B，3は A+C，4は A+B +C +Dであり，領域Dの総
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