The huge amount of available spoken documents has raised the need for tools to perform automatic searches within large audio databases. These collections usually consist of documents with a great variability regarding speaker, language or recording channel, among others. Reducing this variability would boost the performance of query-by-example search on speech systems, especially in zero-resource systems that use acoustic features for audio representation. Hence, in this work, a technique to compensate the variability caused by speaker gender is proposed. Given a data collection composed of documents spoken by both male and female voices, every time a spoken query has to be searched, an alternative version of the query on its opposite gender is generated using voice conversion. After that, the female version of the query is used to search within documents spoken by females and vice versa. Experimental validation of the proposed strategy shows an improvement of search on speech performance caused by the reduction of gender variability.
Introduction
The amount of available spoken documents is steadily increasing, which leads to the need for tools to perform automatic searches within large audio databases. These data collections usually comprise documents of diverse sources with a great variability regarding content, speaker, language or recording conditions, among others. Searching within this type of databases using written keywords requires knowledge about the language being spoken, which makes these approaches unpractical for under-resourced languages and multilingual environments. Hence, the use of spoken queries has gained the attention of the research community, since these strategies allow to approach this task as a pattern matching problem.
In query-by-example search on speech (QbESOS), first a set of features is extracted from the queries and documents, and then a matching between the queries and documents is performed in order to find occurrences of the queries in the documents, which is usually carried out by means of dynamic time warping (DTW) algorithm [1] or any of its variants. The flexibility of these methods has attracted the interest of the research community, leading to the organization of international competitions [2, 3, 4, 5, 6, 7, 8] . The use of cross-lingual approaches such as phoneme posteriorgram representation [9] is common in QbESOS, as they enable the use of acoustic models available for one language when performing a search in spoken documents in a different language [10, 11] . In the last years, the interest in zero-resource QbESOS approaches has raised since they do not require any modelling, resources or knowledge about any language. In zero-resource QbESOS, the use of acoustic features such as Mel-frequency cepstral coefficients (MFCCs) or perceptual linear predictive coefficients (PLPs), which are typical in other speech processing tasks, is quite common, with or without further processing of the features [12, 13, 14] . The extraction of a large set of features and a posterior selection of those more relevant for the task has also been proposed [15] , leading to an improvement of the results achieved using standard speech recognition features such as MFCCs.
It is straightforward to believe that QbESOS systems based on acoustic features are very sensitive to data variability. Given that such features are used for tasks such as speaker identification or gender classification, it seems obvious that they retain information about those characteristics which might act as nuisance when performing search on speech, since all the information regarding the speaker is irrelevant for this task. This suggests that a query would be easily found in a document spoken by that person or by another with a similar voice.
In this paper, a technique to compensate the variability in QbESOS is proposed, which aims at searching for queries within documents with similar voices. The approximation presented in this paper reduces the problem to searching for queries in documents spoken by people of the same gender. Since a query spoken by a female might appear in a document spoken by a male and vice versa, the use of voice conversion to modify the gender of the speaker is proposed in this work. Given that most voice conversion techniques require a parallel corpus between the source and target speaker to train the conversion function, the voice conversion technique presented in [16] was used, because it does not present that limitation.
The proposed technique for gender variability compensation was assessed in the evaluation framework defined for the Query by Example Search on Speech task at MediaEval 2014 (QUESST 2014) [6] . This experimental framework consists of a large collection of documents and queries in multiple languages and recording conditions, and the goal of the task is to perform spoken document retrieval: for each document-query pair, a score must be assigned such that the higher the score, the higher the chance that the query was pronounced within the document. The experimental validation showed that the proposed technique for gender variability compensation improved the results with respect to the reference system. In addition, a comparison was also established with a system using log-likelihood scores of a gender classifier as side information [17] , but this approach was also outperformed by the technique proposed in this paper.
The rest of this paper is organized as follows: Section Figure 1 presents an overview of the proposed technique for gender variability compensation in a QbESOS scenario. First, the database of documents must be classified by gender. After that, when a spoken query is fed to the system, its gender must be detected and, in case it is a male query, it is transformed into a female one using voice conversion and vice versa. After that, the male and female queries are searched within the male and female documents, respectively. Hence, the proposed system comprises three different stages: gender classification, gender conversion, and search. The rest of this Section describes the implementation for these blocks used in this work.
Gender variability compensation in QbESOS

Gender classification
In this paper, a gender classifier based on Gaussian mixture model (GMM) log-likelihood ratio was used. Given male and female GMMs, the likelihood of a test utterance given each GMM is computed and their log-likelihood ratio is calculated, assigning the most likely gender to that utterance [18] . It must be noted that using such approach for gender detection might lead to classification errors, but gender detectors usually have a classification performance close to 100% and, in addition, given the nature of the approach presented here, the apparent gender of the voice is more relevant than is actual gender. In other words, if the speaker of a query is a male with a high-pitched voice, performing a female-to-male conversion would be more convenient than doing a male-to-female conversion, since the latter would result in a rather high-pitched voice.
Gender conversion
The gender of a speaker is mainly determined by the fundamental frequency (F0) and formant frequencies of their voice [19] . Modifying these parameters in the proper way results in a change of the perceived speaker gender, and this can be accomplished by means of voice conversion. This technique consists in modifying the voice characteristics of a source speaker in order to make it sound like a target speaker. Typical voice conversion techniques require a parallel corpus to train the transformation functions, which is not available in this scenario. Hence, the technique proposed in [16] was used in this work. This approach is based on frequency warping (FW) combined with amplitude scaling (AS), which consists in applying a linear transform in the cepstral domain [20] :
where x is a Mel-cepstral vector, A denotes a FW matrix, b represents an AS vector, and y is the transformed version of x. As mentioned before, traditional FW+AS strategies perform a training stage in order to obtain the transformation parameters to turn a given source speaker into its corresponding target speaker. In the method proposed in [16] , the FW curve is simplified and defined piecewise by means of three linear functions. Hence, there are some parameters to be defined, which are: the frequencies where the discontinuities are produced fa and f b ; the angle α between the 45-degree line and the first linear function; and the angle β between the 45-degree line and the second linear function, which is defined as β = kα (0 < k < 1). Values of α greater than 0 move the formants to higher frequencies, so they result in a transformation function suitable for performing male-to-female conversion. On the contrary, negative values of α yield suitable female-to-male conversion functions.
The AS vector b is defined by randomly giving values to a set of weighted Hanning-like bands equally spaced in the Melfrequency scale [21] as fully described in [16] . Finally, FW+AS is complemented with a scaling of the fundamental frequency proportional to the value of α [16] .
Search
The strategy for QbESOS described in [15] was employed in this paper. It comprises three stages: feature extraction, search, and score normalisation. Details on the system are given below.
First, a large set of features, which is summarised in Table  1 , was extracted from the queries and the documents using the OpenSMILE toolkit [22] . After that, the feature selection procedure proposed in [23] was performed in order to keep only those features that are relevant for the task. This technique relies on the contribution of each feature to the best alignment path in terms of correlation, and has shown to improve performance in zero-resource QbESOS experiments [15] .
After feature extraction, given a query Q = {q1, . . . , qn} and a document D = {d1, . . . , dm} of n and m frames respectively, with vectors qi and dj of F features and n m, DTW finds the best alignment path between these two sequences. Among the available variants of DTW, subsequence DTW [24] (S-DTW) was used in this system, since it allows the alignment of a short sequence with a part of a longer sequence. First, a cost matrix M ∈ n×m is defined such that its rows correspond to the frames of the query and its columns correspond to the frames of the document:
where c(qi, dj) is a function that defines the cost between query vector qi and document vector dj, and
Pearson's correlation coefficient r is used as cost function in this system [25] since it empirically showed a superior performance compared with other metrics: 
where qi · dj denotes the dot product of qi and dj. A mapping function is applied to r(qi, dj) in order to turn it into a cost function defined in [0,1]:
Once matrix M is computed, the best alignment path between Q and D can be obtained following the S-DTW algorithm. First, the end of the best alignment path b * is selected as the lowest cumulative cost among all the possible ones:
After obtaining the end of the matching path, its starting point a * is computed by backtracking the path with the lowest cost starting at b * . In case several occurrences of query Q must be detected in document D, n-best paths can be achieved by backtracking the n end points with the lowest cost.
A score must be assigned to each detection of a query Q in a document D in order to measure how reliable that detection is. In this system, first the cumulative cost of the warping path is length-normalised [26] and, after that, z-norm is applied [27] .
Experimental framework
The experimental framework of MediaEval 2014 Query by Example Search on Speech task (QUESST 2014) [6] was used to assess the approach proposed in this paper. This database is multilingual, since it includes speech in six different languages, namely Albanian, Romanian, Basque, Czech, non-native English, Slovak. In addition, there is a high data variability in terms of speaker, discourse and acoustic conditions, as the data includes read and spontaneous speech, broadcast speech and lectures recorded in clean and noisy scenarios. This database tries to simulate a real search application, so the queries were recorded in an isolated manner (not cut from longer recordings), and there are three different types: exact matches (T1), morphological variations (T2) and both syntactic and morphological differences (T3), which imply word reordering and word inflections [6] . Two different experiments were defined for QUESST 2014 evaluation, namely development (Dev) and evaluation (Eval); they share the same search documents but the queries differ, as summarised in Table 2 . Two different evaluation metrics were used in this work to assess search on speech performance, namely the maximum term weighted value (MTWV) 1 and the minimum normalised cross-entropy cost minCnxe [28] , in accordance with the experimental protocol defined for QUESST 2014. It must be noted that these metrics were adopted instead of actual TWV and actual Cnxe, in order to ignore performance loss caused by calibration issues.
Experiments and results
Before presenting the experimental results, some configuration aspects of the system deserve a mention. In the gender classification approach, the features used were 19 MFCCs augmented with energy, delta and acceleration coefficients, and only voiced frames were considered. The GMMs were trained using the FA sub-corpus of Albayzin database [29] , which comprises around 4 hours of speech uttered by 200 different speakers (100 of each gender). The number of mixtures of the GMMs was empirically set to 1024. With respect to the voice conversion strategy used to transform the queries, the parameters fa, f b and k were set to 700 Hz, 3000 Hz and 0.5 according to [16] , while the parameter α was set to π/24 for male-to-female conversion and −π/24 for female-to-male conversion. Given that the queries of QUESST 2014 database were recorded as isolated words, they have silence intervals before and after the actual query. These silence intervals were automatically removed using the voice activity detection approach described in [30] . With respect to the feature selection approach, and following the results reported in [15] , the most relevant 130 features were used for audio representation.
The top rows of Table 3 show the performance achieved when searching the documents, regardless query and document gender, both using original and converted queries. The Table  also shows the results achieved when applying the gender variability compensation approach proposed in Section 2. An increase of performance by 3% and 2% in terms of MTWV was obtained on Dev and Eval data, respectively. This effect was also observed in terms of minCnxe. Since no strategy for dealing with query variations (types T2 and T3) was implemented, it is interesting to see the results achieved on type T1 queries only, which is shown on the bottom rows of Table 3 . In this case, it can be seen that the results are significantly higher than when evaluating all types of queries, as expected. In addition, the same performance boost when applying the gender variability compensation technique is observed. In order to further validate the proposed approach, it was compared with the strategy proposed in [17] , where side information was used during the calibration process of the search scores to try to cope with channel and language mismatch. Hence, an experiment was performed in which the loglikelihood scores obtained by the gender classifier, both for documents and queries, were used as side information for score calibration. As shown in Table 3 , the proposed gender variability compensation approach outperforms this strategy, which did not succeed at improving the performance of the reference system.
Further experiments were done in order to observe whether the improvements in performance shown in Table 3 resulted from searching for queries within documents spoken by speakers of the same gender. Hence, individual experiments were done considering all the possible combinations of query and document genders (female queries -female documents, male queries -male documents, female queries -male documents, male queries -female documents). Figure 2 shows the results of those experiments, were the blue bars correspond to the MTWV achieved with the original queries (so gender matching occurs in the two experiments on the left) and the red bars represent the MTWV obtained with the converted queries (so gender matching occurs in the two experiments on the right). As shown in the Figure, MTWV is bigger when the gender of documents and queries is equal, and this effect is observed in both Dev and Eval experiments, which proves the validity of the technique presented in this work. performing the reference system where no gender variability compensation was performed. This strategy was also compared with a system that used the log-likelihood ratios of queries and documents, provided by a gender classification system, as side information for score calibration, and the results of the gender variability compensation approach showed to be superior in all the experimental cases.
Conclusions and future work
The proposed strategy made use of a voice conversion approach to transform the gender of a query into its opposite. This simple technique for variability compensation enhanced the results of the reference system, suggesting that more sophisticated approaches might improve the results presented in this paper. Specifically, in future work, voice conversion will be used to transform both queries and documents into the same (or a similar) voice, since this procedure is expected to reduce the acoustic variability to a great extent, hence boosting the performance of zero-resource query-by-example search on speech strategies.
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