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Abstract
This thesis has three goals related to the automorphism groups of finite p-groups. The
primary goal is to provide a complete proof of a theorem showing that, in some asymptotic
sense, the automorphism group of almost every finite p-group is itself a p-group. We originally
proved this theorem in a paper with Martin; the presentation of the proof here contains
omitted proof details and revised exposition. We also give a survey of the extant results
on automorphism groups of finite p-groups, focusing on the order of the automorphism
groups and on known examples. Finally, we explore a connection between automorphisms
of finite p-groups and Markov chains. Specifically, we define a family of Markov chains on
an elementary abelian p-group and bound the convergence rate of some of those chains.
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Notation and Terminology
Let G be a group.
• If x, y ∈ G, then [x, y] = x−1y−1xy.
• G′ = [G,G] = 〈[x, y] : x, y ∈ G〉
• Z(G) = the center of G
• Φ(G) = the Frattini subgroup of G
• Inn(G) = the group of inner automorphisms of G
• Out(G) = Aut(G)/Inn(G) = the group of outer automorphisms of G
• Cn = the cyclic group on n elements
• d(G) = the minimum cardinality of a generating set of G. If G is a free group, then
d(G) is called the rank of G. If G is a finite elementary abelian p-group, then d(G) is
the dimension of G as an Fp-vector space and thus is called the dimension of G.
• GL(d,Fq) = the general linear group of dimension d over the finite field Fq
• [n
k
]
q
= the Gaussian (or q-binomial) coefficent. This equals the number of k-dimensional
subspaces of an Fq-vector space of dimension n.
• Gn(q) = the Galois number. This equals the total number of subspaces of an Fq-vector
space of dimension n.
5
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Chapter 1
Introduction
For any fixed prime p, a non-trivial group G is a p-group if the order of every element of
G is a power of p. When G is finite, this is equivalent to saying that the order of G is a
power of p. The study of p-groups (and particularly finite p-groups) is an important subfield
of group theory. One motivation for studying finite p-groups is Sylow’s Theorem 1, which
states that if G is a finite group, p divides the order of G, and pn is the largest power of p
dividing the order of G, then G has at least one subgroup of order pn. Such subgroups are
called the Sylow p-subgroups of G. The fact that G has at least one Sylow p-subgroup for
each prime p dividing the order of G suggests that in some heuristic sense, finite p-groups
are the “building blocks” of finite groups, and that to understand finite groups, we must first
understand finite p-groups. This thesis studies the automorphism groups of finite p-groups,
but this introductory chapter begins with a description of two other aspects of finite p-group
theory, both to give a sense for what p-group theorists study, and because they are relevant
to the main question addressed in this thesis.
It turns out that understanding finite p-groups (whatever that means) is quite hard.
Mann [68] has a wonderful survey of research and open questions in p-group theory. Much
of the research relies on a basic fact about finite p-groups: they are nilpotent groups. A
group G is nilpotent if the series of subgroups H0 = G, H1 = [G,G], H2 = [H1, G], . . . ,
eventually reaches the trivial subgroup. Here, [Hi, G] denotes the subgroup of G generated
by all commutators consisting of an element in Hi and an element in G. If m is the smallest
positive integer such that Hm is trivial, then we say that G is nilpotent of class m, or just of
class m. When G is a finite p-group and the order of G is pn, the class of G is at least 1 and
at most n − 1. Finite p-groups of class 1 are the abelian p-groups, and those of class n − 1
are said to be of maximal class.
One triumph in finite p-group theory over the past 30 years has been the positive res-
olution of the five coclass conjectures via the joint efforts of several researchers. While we
have no hope of a complete classification of finite p-groups up to isomorphism (see Leedham-
Green and McKay [59, Preface]), the coclass conjectures do offer a lot of information about
finite p-groups. Mann [68, Section 3] has a short discussion of the subject, and the book
by Leedham-Green and McKay [59] is devoted to a proof of the conjectures and related
research. We will state only one of the conjectures here. The coclass of a finite p-group of
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order pn and class m is defined to be n−m. The coclass Conjecture A states that for some
function f(p, r), every finite p-group of coclass r has a normal subgroup K of class at most
2 and index at most f(p, r). If p = 2, one can require K to be abelian.
Another aspect of p-group theory is the enumeration of finite p-groups by their order and
related questions, as described in Mann [68, Section 1]. Let g(k) equal the number of groups
of order at most k, let gnil(k) equal the number of nilpotent groups of order at most k, let
gp(k) equal the number of p-groups of order at most k, and let gp,2(k) equal the number of
p-groups of order at most k and class 2. It is known that
lim
k→∞
g2(k)
gnil(k)
= 1.
It is an open question as to whether or not
lim
k→∞
gnil(k)
g(k)
= 1;
if so, it would imply that most finite groups are 2-groups. Pyber [81] has shown the weaker
result that
lim
k→∞
log gnil(k)
log g(k)
= 1.
Higman [41] and Sims [85] show that gp(p
n) and gp,2(p
n) are both given by the formula
p(2/27)k
3+o(k3) (using little-oh notation). It is an open problem to evaluate
lim
n→∞
gp,2(p
n)
gp(pn)
.
It is possible that the limit is 1 and that most p-groups have class 2.
This thesis explores the structure of the automorphism groups of finite p-groups and the
connections between these automorphism groups and other topics. There are three principal
goals. The first goal is to prove Theorem 2.1, which says that, in a certain asymptotic sense,
the automorphism group of a finite p-group is almost always a p-group. A weaker version of
this result was announced by Martin in [69], and Helleloid and Martin [39] prove the general
result. The presentation of the proof in this thesis contains some omitted proof details and
revised exposition.
There are many reasonable asymptotic senses in which one could ask if the automorphism
group of a finite p-group is almost always a p-group. The most obvious is to sort p-groups
by their order as in the above questions about the number of p-groups. Nilpotence class is
another important invariant that one might consider, while the coclass conjectures suggest
that an approach using coclass might be more successful. As it happens, Theorem 2.1 does
not use any of these parameters, instead turning to the minimum cardinality of a generating
set of the p-group and an invariant known as the lower p-length. While it would be of great
interest to prove analogous theorems using the invariants suggested above, it seems that the
proofs would require very different machinery.
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Chapter 2 contains a statement of Theorem 2.1 and an outline of the proof, while Chap-
ters 3 through 6 and Appendix A complete the full proof. The proof relies on a variety
of topics: analyzing the lower p-series of a free group via its connection with the free Lie
algebra; counting normal subgroups of a finite p-group; counting submodules of a module
via Hall polynomials; and using numerical estimates on Gaussian coefficients. Some of the
intermediate results may be of independent interest, including Theorems 4.12, 5.1, and 6.1.
The second goal of this thesis is to survey much of what is known about the automorphism
groups of finite p-groups. The latter part of this introductory chapter discusses what is
known in general about these automorphism groups. Chapter 7 focuses on three other
topics: explicit computations on the automorphism groups of finite p-groups; constructions
of finite p-groups whose automorphism groups satisfy certain conditions; and examples of
finite p-groups for which it is known whether or not the automorphism group is itself a
p-group.
There are aspects of the research on the automorphism groups of finite p-groups that
are largely omitted in this survey. We mention three here. The first is the conjecture that
|G| ≤ |Aut(G)| for all non-cyclic finite p-groups G of order at least p3. This has been verified
for many families of p-groups, and no counter-examples are known; there is an old survey
by Davitt [19]. The second is the (large) body of work on finer structural questions, like
how the automorphism group of an abelian p-group splits or examples of finite p-groups
whose automorphism group fixes all normal subgroups. The third is the computational
aspect of determining the automorphism group of a finite p-group. Eick, Leedham-Green,
and O’Brien [26] describe an algorithm for constructing the automorphism group of a finite
p-group. This algorithm has been implemented by Eick and O’Brien in the GAP package
AutPGroup [28]. There are references in [26] to other related research as well.
There are a few survey papers that also summarize some results on automorphism groups.
Corsi Tani [14] gives examples of finite p-groups whose automorphism group is a p-group;
all these examples are included in Chapter 7 along with some others. Starostin [87] and
Mann [68] survey open questions about finite p-groups, and each include a section on au-
tomorphism groups. In particular, Starostin focuses on specific examples related to the
|G| ≤ |Aut(G)| conjecture and finer structural questions.
The third goal of this thesis is to explore a connection between the automorphisms
of a finite p-group and random walks. Chapter 8 focuses on computing the convergence
rate of a certain Markov chain on a finite abelian p-group that has been “twisted” by an
automorphism. Appendix B contains numerical estimates used in this computation. The
introduction to Chapter 8 briefly mentions the appearance of automorphisms of p-groups in
two other contexts, namely projections of random walks and supercharacter theory.
We conclude this introduction with some general results about the automorphism group
of a finite p-group, for the most part following the survey of Mann [68]. First, we can
identify three subgroups of Aut(G) which are themselves p-groups. The inner automorphism
group Inn(G) is trivially a p-group. More interestingly, let Autc(G) be the automorphisms
of G which induce the identity automorphism on G/Z(G) (where Z(G) is the center of G),
and let Autf(G) be the automorphisms of G which induce the identity automorphism on
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G/Φ(G) (where Φ(G) is the Frattini subgroup of G, defined as the intersection of all maximal
subgroups of G). Then Autc(G) and Autf (G) are p-groups, both of which contain Inn(G).
More results on Autc(G) are given by Curran and McCaughan [17].
The next result is a theorem of Gaschu¨tz [30], which states that all finite p-groups G
have outer automorphisms. Furthermore, unless G is cyclic of order p, there is an outer
automorphism whose order is a power of p. It is an open question of Berkovich as to whether
this outer automorphism can be chosen to have order p. Schmid [84] extends Gaschu¨tz’
theorem to show that if G is a finite nonabelian p-group, then there is an outer automorphism
that acts trivially on Z(G). Furthermore, if G is neither elementary abelian nor extraspecial,
then Out(G) has a non-trivial normal p-subgroup. Webb [91] proves Gashu¨tz’s theorem and
Schmid’s first generalization in a simpler way and without group cohomology. If G is not
elementary abelian nor extraspecial, then Mu¨ller [74] shows that Autf(G) > Inn(G).
As mentioned earlier, one prominent open question is whether or not |G| ≤ |Aut(G)| for
all non-cyclic p-groups G of order at least p3. A related question concerns the automorphism
tower of G, namely
G = G0 → G1 = Aut(G0)→ G2 = Aut(G1)→ · · · ,
where the maps are the natural maps from Gi to Inn(Gi). For general groups G, a theorem of
Wielandt shows that if G is centerless, then the automorphism tower ofG becomes stationary
in a finite number of steps. Little is known about the automorphism tower of finite p-groups.
In particular, it is not known whether or not there exist finite non-trivial p-groups G other
than D8 with Aut(G) ∼= G.
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Chapter 2
The Automorphism Group is Almost
Always a p-Group
Over the next five chapters, we will prove that, in some asymptotic sense, the automorphism
group of a finite p-group is almost always a p-group. This chapter begins with some ex-
amples of automorphism groups of finite p-groups and related computational data. All of
the examples are discussed in greater detail in Chapter 7, which is a survey of results on
the automorphism groups of finite p-groups. We continue with a precise statement of the
main theorem, Theorem 2.1, as well as an outline of the proof. The following chapters (and
Appendix A) give the details of the proof. A weaker version of this result was announced by
Martin in [69], and Helleloid and Martin [39] prove the general result.
2.1 Examples and Computational Data
The claim that the automorphism group of a finite p-group is almost always a p-group may
not seem entirely plausible, since many common finite p-groups have an automorphism group
that is not a p-group. The first finite p-groups that spring to mind are probably the abelian
ones. Any finite abelian p-group G is isomorphic to Cpλ1 × Cpλ2 × · · · × Cpλk for some
choice of integers λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0, where Cm denotes the cyclic group of order m.
Macdonald [66, Chapter II, Theorem 1.6] offers an exact formula for the order of Aut(G) in
terms of λ1, λ2, . . . , λk which shows that Aut(G) is a p-group if and only if p = 2 and the
integers λi are not all distinct.
Another family of finite p-groups consists of the Sylow p-subgroups G of the general linear
groups over Fq, where q is a power of p. Pavlov [80] and Weir [94] offer an explicit description
of the automorphisms of G and an exact determination of the structure of Aut(G) in terms
of semi-direct products of elementary abelian and cyclic groups. It follows from their work
that Aut(G) is a p-group if and only if p = q = 2.
A third family of finite p-groups familiar to group theorists consists of the extraspecial
p-groups. These are the nonabelian p-groups G whose center, commutator subgroup, and
Frattini subgroup are all equal to each other and isomorphic to Cp. Winter [97] shows that
11
Aut(G) ∼= H ⋉ 〈θ〉, where θ is an automorphism of order p− 1 and the quotient of H by the
(elementary abelian) inner automorphism group of G is a certain subgroup of a symplectic
group. As a consequence, Aut(G) is not a p-group for any prime p.
Besides these explicit examples of automorphism groups which are not p-groups, Bryant
and Kova´cs [10] show that any finite group occurs as a certain quotient of Aut(G) for some
finite p-group G. Of course, if this finite group is not a p-group, then Aut(G) will not be a
p-group. But in the course of proving the main theorem, we will show that the quotient in
question is in fact almost always trivial.
Finding finite p-groups whose automorphism group is a p-group is reasonably easy when
p = 2 and quite difficult when p > 2. In the case of p = 2, as mentioned before, if G is an
abelian 2-group and (in the notation used above) the integers λi are not all distinct, then
Aut(G) is a 2-group. The automorphism group of the dihedral 2-group D2n (for n ≥ 3) is
the 2-group C×2n−1 ⋉ C
n−1
2 . The automorphism group of the generalized quaternion 2-group
Q2n (for n ≥ 4) is the 2-group C2n−1 ⋉ (C2n−3 × C2) (see Zhu and Zuo [100]). Newman and
O’Brien [77] offer three more infinite families.
When p > 2, the known examples of finite p-groups whose automorphisms groups are
p-groups are much more complicated. In [45], for every integer n ≥ 2, Horosˇevski˘ı constructs
such a p-group with class n and, for every integer d ≥ 3, constructs such a p-group that is
minimally generated by d elements. Furthermore, Horosˇevski˘ı shows in [45] and [46] that
for any prime p, if G1, G2, . . . , Gn are finite p-groups whose automorphism groups are p-
groups, then the automorphism group of the iterated wreath product G1 ≀ G2 ≀ · · · ≀ Gn is
also a p-group. The other known examples arise from complicated and unnatural-looking
constructions (see Webb [92]). As previously mentioned, Chapter 7 offers a more detailed
survey of the automorphism groups of specific p-groups.
In a computational vein, Eick, Leedham-Green, and O’Brien [26] describe an algorithm
for constructing the automorphism group of a finite p-group. This algorithm has been
implemented by Eick and O’Brien in the GAP package AutPGroup [28]. Compiled with
the gracious help of Eamonn O’Brien (personal communication) and the GAP packages
AutPGroup and SmallGroups [28], Table 2.1 summarizes data on the proportion of small p-
groups whose automorphism group is a p-group. (More information about the SmallGroups
package can be found in Besche, Eick and O’Brien [7].) Our ability to compute the massive
amount of data encapsulated in Table 2.1 is a testament to the power of the AutPGroup
algorithm.
Table 2.1 does not offer enough data to make any firm conjectures, but we can make
some observations. First, the behavior for p = 2 and for p > 2 seems to be different; the
proportions in the table for p = 2 are much higher than for p > 2. We have no explanation
for this other than the na¨ıve guess that p-groups “often” have automorphisms of order p−1,
which prevents the automorphism group from being a p-group unless p = 2. The second
observation is that for 2 ≤ p ≤ 5 and 3 ≤ n ≤ 7, the proportion shown in the table is a
non-decreasing function of n. Finally, for 3 ≤ p ≤ 5 and 3 ≤ n ≤ 7, the proportion shown in
the table is a non-decreasing function of p.
Again, this is hardly enough data to make any conjectures, but we might begin to hope
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Order p = 2 p = 3 p = 5
p3 3 of 5 0 of 5 0 of 5
p4 9 of 14 0 of 15 0 of 15
p5 36 of 51 0 of 67 1 of 77
p6 211 of 267 30 of 504 65 of 685
p7 2067 of 2328 2119 of 9310 11895 of 34297
Table 2.1: The proportion of p-groups of a
given order whose automorphism group is
a p-group.
that the proportion of p-groups of order pn whose automorphism group is a p-group tends
to a limit as p or n goes to infinity, and perhaps even that the limit is 1. These questions
remain open (see Mann [68, Question 9]). Indeed, our main theorem does show that the
automorphism group of a finite p-group is almost always a p-group, but the asymptotic sense
in which we mean “almost always” does not refer to the order of the group. The next section
will explain what we mean by “almost always” and will state the main theorem.
2.2 The Main Theorem
The precise statement of our theorem depends on the lower p-series of a group. The lower p-
series of a group G is the descending series of subgroups G1 ≥ G2 ≥ · · · defined inductively
by G1 = G and Gi+1 = G
p
i [G,Gi]. Here, G
p
i is the subgroup generated by p-th powers
of elements of Gi, and [G,Gi] is the subgroup generated by commutators consisting of an
element from G and an element from Gi. Section 3.1 explores the properties of the lower
p-series in more detail; for the moment, it suffices to know that each Gi is a characteristic
subgroup of G and that the quotients Gi/Gi+1 are all elementary abelian p-groups. Since
Gi/Gi+1 is an elementary abelian p-group, it is also an Fp-vector space, and we will refer
to the dimension dim(Gi/Gi+1) of Gi/Gi+1 when we mean the dimension of Gi/Gi+1 as an
Fp-vector space. We say that G has lower p-length n if the number of non-identity terms in
its lower p-series is n. Also, for any group G, we let d(G) denote the smallest cardinality
of a generating set of G. As we will see later, every p-group G with lower p-length n and
d(G) = d is finite, and there are finitely many such p-groups. Finally we can state the main
theorem.
Theorem 2.1. Let rp,d,n be the proportion of p-groups G with lower p-length at most n and
d(G) = d whose automorphism group is a p-group. If n ≥ 2, then
lim
d→∞
rp,d,n = 1.
If d ≥ 5, then
lim
n→∞
rp,d,n = 1.
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If one of the following conditions is satisfied:
• n = 2,
• n ≥ 3 and d ≥ 17,
• n ≥ 4 and d ≥ 8, (2.1)
• n ≥ 5 and d ≥ 6, or
• n ≥ 10 and d ≥ 5,
then
lim
p→∞
rp,d,n = 1.
Some of the given conditions on d and n are necessary. For example, the only p-group
with lower p-length 1 and d(G) = d is Cdp , so rp,d,1 = 0 for p > 2 or d > 1. Similarly, the
only p-group with lower p-length n and d(G) = 1 is Cpn, so rp,1,n = 0 for p > 2 or n > 1.
However, it is not clear what conditions on d and n are absolutely necessary in Theorem 2.1.
2.3 An Outline of the Proof of the Main Theorem
The proof of Theorem 2.1 breaks down into three parts, which are presented in Chapters 3,
5, and 6, and are assembled to prove Theorem 2.1 at the end of this chapter. In this section,
we will outline the structure of the proof.
The first step is to connect the enumeration of finite p-groups to an analysis of certain
subgroups and quotients of free groups. In fact, we will prove bijections between certain
families of finite p-groups and certain orbits of subgroups of a free group. Let F be the free
group of rank d and let Fn be the n-th term in the lower p-series of F . It turns out that
the action of Aut(F/Fn+1) on the vector space Fn/Fn+1 induces an action of GL(d,Fp) on
Fn/Fn+1, and the Aut(F/Fn+1)-orbits on the subgroups of F/Fn+1 lying in Fn/Fn+1 are also
the GL(d,Fp)-orbits. We say that an orbit is regular if it has trivial stabilizer, that is, if the
size of the orbit equals the size of the group that is acting.
For any finite p-group G, write A(G) for the group of automorphisms of G/Φ(G) induced
by Aut(G), where Φ(G) is the Frattini subgroup of G. We shall see that if A(G) is a p-group
then so is Aut(G); in fact, our main goal is to prove that A(G) is almost always trivial (in
the same asymptotic sense as in Theorem 2.1). In Chapter 3, after defining and investigating
the lower p-series, we prove the following theorem.
Theorem 2.2. Fix a prime p and integers d, n ≥ 2. Let F be the free group of rank d and
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define the following sets:
Ad,n = {normal subgroups of F/Fn+1 lying in F2/Fn+1}
Bd,n = {normal subgroups of F/Fn+1 lying in F2/Fn+1
and not containing Fn/Fn+1}
Cd,n = {normal subgroups of F/Fn+1 lying in Fn/Fn+1}
Dd,n = {normal subgroups of F/Fn+1 contained in the
regular GL(d,Fp)-orbits in Cd,n}
Ad,n = {Aut(F/Fn+1)-orbits in Ad,n}
Bd,n = {Aut(F/Fn+1)-orbits in Bd,n}
Cd,n = {Aut(F/Fn+1)-orbits in Cd,n} = {GL(d,Fp)-orbits in Cd,n}
Dd,n = {regular GL(d,Fp)-orbits in Cd,n}.
Then there is a well-defined map πd,n : Ad,n → {finite p-groups} given by L/Fn+1 7→ F/L,
where L/Fn+1 ∈ Ad,n. Furthermore πd,n induces bijections
Ad,n ↔ {p-groups H of lower p-length at most n with d(H) = d}
Bd,n ↔ {p-groups H of lower p-length n with d(H) = d}
Dd,n ↔ {p-groups H in πd,n(Cd,n) with A(H) = 1}.
In order to understand the usefulness of this theorem, note that Ad,n is in bijection with
finite p-groups H of lower p-length at most n with d(H) = d, and this bijection restricts to a
bijection between Dd,n and some of these p-groups whose automorphism groups are p-groups.
As we will see in Chapter 4, F/Fn+1 is a finite group, and so Ad,n is finite. Therefore the
ratio |Dd,n|/|Ad,n| is well-defined and is at most the proportion of p-groups H with lower
p-length at most n and d(H) = d whose automorphism group is a p-group; in the notation
of Theorem 2.1, |Dd,n|/|Ad,n| ≤ rp,d,n. So to prove the limiting statements about rp,d,n from
Theorem 2.1, it suffices to prove the same limiting statements about |Dd,n|/|Ad,n|. We state
this formally as a corollary of Theorem 2.2.
Corollary 2.3. Suppose that
lim
d→∞
|Dd,n|
|Ad,n| = 1
for n ≥ 2,
lim
n→∞
|Dd,n|
|Ad,n| = 1
for d ≥ 5, and
lim
p→∞
|Dd,n|
|Ad,n| = 1.
for d and n satisfying one of the conditions in (2.1). Then Theorem 2.1 is true.
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We will prove the hypotheses of Corollary 2.3 in two steps. Namely, we will show that the
ratios |Cd,n|/|Ad,n| and |Dd,n|/|Cd,n| satisfy the same limiting statements (using the results
of Chapters 5 and 6 respectively), and therefore so does the ratio |Dd,n|/|Ad,n|. Both of
these steps require some knowledge of the structure of Fn/Fn+1. In Chapter 4, we prove that
Fn/Fn+1 is isomorphic (as a FpGL(d,Fp)-module) to part of the free Lie algebra over Fp.
In particular, this lets us use the combinatorics of the free Lie algebra to compute certain
parameters of the group F/Fn+1 (see Corollary 4.13).
To prove that the ratios |Cd,n|/|Ad,n| and |Dd,n|/|Cd,n| satisfy the desired limiting state-
ments, we obtain explicit lower bounds for each in Theorems 2.4 and 2.6 respectively. To
state these bounds, we define, for any number x > 1, the quantities
C(x) =
∞∑
r=−∞
x−r
2
and D(x) =
∞∏
j=1
1
1− x−j . (2.2)
Theorem 2.4. Fix a prime p and integers d and n so that either n ≥ 3 and d ≥ 6 or n ≥ 10
and d ≥ 5. Let F be the free group of rank d and let di be the dimension of Fi/Fi+1 for
i = 1, . . . , n. Then
1 ≤ |Ad,n||Cd,n| ≤ 1 + C(p
15/16)C(p)n−2D(p)n−2pdn−1−dn/4+d
2−11/16.
Corollary 2.5. If n ≥ 2, then
lim
d→∞
|Cd,n|
|Ad,n| = 1.
If d ≥ 5, then
lim
n→∞
|Cd,n|
|Ad,n| = 1.
If d and n satisfy one of the conditions in (2.1), then
lim
p→∞
|Cd,n|
|Ad,n| = 1
Theorem 5.1 gives an upper bound on the number of normal subgroups of a finite p-group,
and the proof of Theorem 2.4 applies this theorem to the quotient F/Fn+1. Corollary 2.5 will
follow using bounds on dn from Lemma A.4, showing that |Cd,n|/|Ad,n| satisfies the desired
limiting statements.
Theorem 2.6. Fix a prime p and integers d and n so that either n = 2 and d ≥ 10 or
n ≥ 3 and d ≥ 3. Let F be the free group of rank d and let di be the dimension of Fi/Fi+1
for i = 1, . . . , n. Let
c1 =
{
C(p)5D(p)4p17/4 : n = 2 and d ≥ 10
C(p)2D(p)p3/4 : n ≥ 3.
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Let
c2 =
{
−d : n = 2
d2 − dn/2 : n ≥ 3.
Then
(a)
1 ≤ |Cd,n| · |GL(d,Fp)||Cd,n| ≤ 1 + c1p
c2.
(b)
1 ≤ |Cd,n||Dd,n| ≤
1 + c1p
c2
1− c1pc2 .
Corollary 2.7. If n ≥ 2, then
lim
d→∞
|Dd,n|
|Cd,n| = 1.
If d ≥ 3, then
lim
n→∞
|Dd,n|
|Cd,n| = 1.
If n = 2 and d ≥ 10, or n ≥ 3 and d ≥ 5, or n ≥ 4 and d ≥ 3, then
lim
p→∞
|Dd,n|
|Cd,n| = 1
In proving Theorem 2.6, we use the Cauchy-Frobenius Lemma to estimate |Cd,n| by
analyzing the submodule structure of Fn/Fn+1 as an FpGL(d,Fp)-module. As part of this
analysis, we use the theory of Hall polynomials to count the number of submodules of fixed
type of a finite module over a discrete valuation ring. Corollary 2.7 will follow using bounds
on dn from Lemma A.4, showing that |Dd,n|/|Cd,n| satisfies the desired limiting statements.
In stating Theorems 2.4 and 2.6, we have judged it more satisfactory to give explicit
numerical bounds, even though the proof of Theorem 2.1 requires only asymptotic bounds.
However, since we have no expectation that our proof method gives bounds that are sharp,
we have opted for (relatively) clean explicit bounds rather than the best possible.
Appendix A contains combinatorial estimates, including bounds on Gaussian coefficients,
that are needed in Chapters 5 and 6.
2.4 Concluding Remarks on the Main Theorem
In this section, after formally proving Theorem 2.1 by citing results from the previous section,
we will state some minor variants and consequences.
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Theorem 2.1. Let rp,d,n be the proportion of p-groups G with lower p-length at most n and
d(G) = d whose automorphism group is a p-group. If n ≥ 2, then
lim
d→∞
rp,d,n = 1.
If d ≥ 5, then
lim
n→∞
rp,d,n = 1.
If one of the following conditions is satisfied:
• n = 2,
• n ≥ 3 and d ≥ 17,
• n ≥ 4 and d ≥ 8,
• n ≥ 5 and d ≥ 6, or
• n ≥ 10 and d ≥ 5,
then
lim
p→∞
rp,d,n = 1.
Proof. This follows directly from Corollaries 2.3, 2.5, and 2.7.
Corollary 2.8. Let sp,d,n be the proportion of p-groups G with lower p-length at most n and
d(G) ≤ d whose automorphism group is a p-group. If n ≥ 2, then
lim
d→∞
sp,d,n = 1.
Proof. This follows directly from Theorem 2.1 and the trivial observation that while the
number of p-groups generated by at most d elements and with lower p-length at most n is
finite, the number of p-groups with lower p-length at most n is infinite.
Corollary 2.9. Let tp,d,n be the proportion of p-groups G with lower p-length n and d(G) = d
whose automorphism group is a p-group. If n ≥ 2, then
lim
d→∞
tp,d,n = 1.
If d ≥ 5, then
lim
n→∞
tp,d,n = 1.
If d and n satisfy one of the conditions in 2.1, then
lim
p→∞
tp,d,n = 1.
Proof. The number of p-groups G with lower p-length n and d(G) = d is |Bd,n|, so tp,d,n ≥
|Dd,n|/|Bd,n|. As Dd,n ⊆ Bd,n∪{Fn/Fn+1} ⊆ Ad,n, it follows from Theorem 2.1 that (|Bd,n|+
1)/|Dd,n| → 1 for each of the limits (with corresponding conditions on d and/or n) in
question. Since |Ad,n| → ∞ in each case, Theorem 2.1 implies that |Dd,n| → ∞ as well. This
proves that |Bd,n|/|Dd,n| → 1 for each of the limits in question.
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Corollary 2.10. Let up,d,n be the proportion of p-groups G with lower p-length n and d(G) ≤
d whose automorphism group is a p-group. If n ≥ 2, then
lim
d→∞
up,d,n = 1.
Proof. This corollary follows from Corollary 2.9 just as Corollary 2.8 follows from Corol-
lary 2.1.
Using Corollary 2.8, Henn and Priddy [40] prove the following theorem.
Theorem 2.11 (Henn and Priddy [40]). Let vp,d,n be the proportion of p-groups P with lower
p-length at most n and d(P ) ≤ d that satisfy the following property: if G is a finite group with
Sylow p-subgroup P , then G has a normal p-complement. If n ≥ 2, then limd→∞ vp,d,n = 1.
As mentioned earlier in this chapter, the following question remains unanswered.
Question. Let wp,n be the proportion of p-groups with order at most p
n whose automorphism
group is a p-group. Is it true that limn→∞wp,n = 1?
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Chapter 3
The Lower p-Series and the
Enumeration of p-Groups
If we hope to prove that the automorphism group of almost every p-group is itself a p-group,
there are two initial questions to answer: what do we mean by “almost always”, and how
do we relate the set of finite p-groups (and their automorphism groups) to something we
can actually work with? As mentioned in Chapter 2, the answer to both of those questions
starts with the lower p-series, a central series defined for all groups. This chapter begins
with an introduction to the lower p-series and its basic properties. It follows with the
connection between the lower p-series and automorphisms, and it closes with theorems on
the correspondence between p-groups in a variety and orbits of subgroups of a free group.
3.1 The Lower p-Series
The lower p-series of a group was introduced independently by Skopin [86] and Lazard [58].
It is described in detail by Huppert and Blackburn [49, Chapter VIII] (under the name λ-
series) and by Bryant and Kova´cs [10]. It has also been called the lower central p-series, the
lower exponent-p central series, or the Frattini series.
The lower p-series is particularly suited to computer analysis of finite p-groups and forms
the basis of the p-group generation algorithm of Newman [76]. This algorithm is described
in greater detail in O’Brien [78]. It was modified in [79] and [26] to construct automorphism
groups of finite p-groups. It should also be mentioned that results on the lower p-series
have appeared in [26] and [78], while the link between the lower p-series and automorphisms
described in Section 3.2 is an extension of results that Higman [41] and Sims [85] used to
count finite p-groups.
Definition. Fix a prime p. For any group G, the lower p-series G = G1 ≥ G2 ≥ · · · of G
is defined by Gi+1 = G
p
i [Gi, G] for i ≥ 1. G is said to have lower p-length n if Gn is the last
non-identity term in the lower p-series.
For an example of the lower p-series, suppose that G is a finite abelian p-group. Then
all commutators of elements in G are trivial, so Gi+1 = G
p
i . We can say precisely what each
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subgroup Gi is. Recall that a partition λ of n is a sequence of integers λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0
such that
∑k
j=1 λj = n. A finite abelian p-group of order p
n has type λ if it is isomorphic to
Cpλ1 × Cpλ2 × · · · × Cpλk .
So suppose that G has type λ. For each positive integer i, define a new partition λ(i) by
λ
(i)
j = max {λj − i+ 1, 0} for j = 1, 2, . . . , k. Then Gi is a finite abelian p-group of type λ(i).
In particular, Gi is non-trivial if and only if i ≤ λ1, and so the lower p-length of G is λ1.
For a second example of the lower p-series, let G be the group of (n+ 1)× (n+1) upper
triangular matrices with entries in Fp and ones on the diagonal; this is a Sylow p-subgroup
of GL(n + 1,Fp). Then Gi consists of all matrices in G whose entry in position (j, k) is 0 if
0 < k − j < i.
Before we list some basic facts about the lower p-series, recall that a subgroup is fully
invariant if every endomorphism of the group restricts to an endomorphism of the subgroup.
For any group G, we write G = γ1(G) ≥ γ2(G) ≥ · · · to denote the lower central series of
G, where γi+1(G) = [γi(G), G]. The following proposition states five fundamental properties
of the lower p-series; the first four facts are proved in Huppert and Blackburn [49, Chapter
VIII, Theorem 1.5 and Corollary 1.6] and the fifth fact is obvious by induction.
Proposition 3.1. For any group G and for all positive integers i and j,
1. [Gi, Gj] ≤ Gi+j.
2. Gp
j
i ≤ Gi+j.
3. Gi = γ1(G)
pi−1γ2(G)
pi−2 · · · γi(G).
4. Gi+1 is the smallest normal subgroup of G lying in Gi such that Gi/Gi+1 is an elemen-
tary abelian p-group and is central in G/Gi+1.
5. Gi is fully invariant in G.
As we will see, the fact that Gi/Gi+1 is elementary abelian, and therefore an Fp-vector
space, is a key reason we are able to prove the main theorem. It is also important that the
lower p-length has a special significance for finite groups.
Proposition 3.2. Let G be a finite group. Then G is a p-group if and only if G has finite
lower p-length.
Proof. Since the order of Gi/Gi+1 is a power of p for all i, it is clear that if G is not a
p-group, then G has infinite lower p-length. In the other direction, suppose G is a p-group.
It suffices to show that if Gi is non-trivial, then Gi+1 < Gi. Since G is nilpotent, [Gi, G] < Gi
(see Kurzweil and Stellmacher [56, Lemma 5.1.6]). Then Gi/[Gi, G] is a non-trivial abelian
p-group. Hence
Gi/[Gi, G] > (Gi/[Gi, G])
p = Gpi [Gi, G]/[Gi, G],
and so Gi > G
p
i [Gi, G] = Gi+1.
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Note that if G is a finite p-group, then G2 = Φ(G), the Frattini subgroup of G (see, for
example, Kurzweil and Stellmacher [56, Lemma 5.2.8]). As a consequence, the Burnside Basis
Theorem says that the smallest cardinality d(G) of a generating set of G equals dim(G/G2),
and that any lift to G of a generating set of G/G2 generates G.
We are actually interested in the lower p-series of free groups of finite rank as well as
that of finite p-groups. The reason is that the lower p-series of a finite p-group is related to
the lower p-series of a free group in the following way. Let G be a finite p-group, and let F
be the free group of rank d(G). Then G is isomorphic to F/U for some normal subgroup U
of F . It is easy to see by induction that Gi ∼= FiU/U for all i; namely, if Gi ∼= FiU/U , then
Gi+1 ∼= (FiU/U)p[FiU/U, F/U ]
∼= F pi [Fi, F ]U/U
∼= Fi+1U/U.
It follows that the lower p-length of G is n, where Fn+1 is the first term in the lower p-series
of F that is contained in U . The lower p-series of F will be discussed in detail in Chapter 4,
but we mention here that the groups F/Fn are finite p-groups for all n.
3.2 The Lower p-Series and Automorphisms
In this section we collect some necessary facts linking the lower p-series and automorphisms.
The first proposition is fundamental to our overall proof strategy, while the remaining propo-
sitions are easy technical lemmas that will be used in Section 3.3. To begin, suppose that
G is a finite p-group, and let d = d(G). Any automorphism of G induces an element of
Aut(G/G2) ∼= GL(d,Fp). Thus we obtain a map from Aut(G) to GL(d,Fp) and an exact
sequence
1→ K(G)→ Aut(G)→ A(G)→ 1,
where A(G) is a subgroup of GL(d,Fp). The group K(G) acts trivially on G/G2, and hence
on each factor Gi/Gi+1 (see Huppert and Blackburn [49, Chapter VIII, Theorem 1.7]). As
Aut(G) acts on each Gi/Gi+1 and the kernel of the action contains K(G), we obtain an
action of A(G) on each Gi/Gi+1. The following key proposition is due to P. Hall [36, Section
1.3].
Proposition 3.3. If G is a finite p-group, then so is K(G).
Proof. Suppose σ ∈ K(G) has order q, where q is a prime not equal to p or q = 1. Any
coset xG2 of G2 in G is fixed by σ, since σ acts trivially on G/G2. The orbit of an element
of xG2 under σ has size 1 or q, and |xG2| is a power of p, so some element of xG2 is fixed by
σ. Every coset of G2 contains an element fixed by σ, and since G2 is the Frattini subgroup
of G, these coset representatives generate G. Thus σ fixes G and q = 1. Hence K(G) is a
p-group.
Proposition 3.4. If G is a finite p-group and σ is an endomorphism of G that induces an
automorphism on G/G2, then σ is an automorphism of G.
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Proof. The image of G under σ contains coset representatives for each coset of G/G2. These
coset representatives generate G, so the image of G under σ is all of G. Hence σ is an
automorphism.
Let F be the free group of rank d with free generating set y1, y2, . . . , yd.
Proposition 3.5. If U is a proper fully invariant subgroup of F , then U ≤ F2 and d(F/U),
the smallest cardinality of a generating set of F/U , equals d.
Proof. Suppose U 6≤ F2 is a fully invariant subgroup of F . The elements ya11 · · · yadd , with
0 ≤ ai < p, form a complete set of coset representatives for the cosets of F2 in F , so U
contains an element y in a coset ya11 · · · yadd F2 with some ai nonzero. Then the endomorphism
of F that sends yj to 1 for j 6= i and sends yi to ya
−1
i
k for some k = 1, . . . , d sends y into the
coset ykF2. Since k was arbitrary, this shows that U contains coset representatives of ykF2
for all k = 1, . . . , d. These cosets generate F/F2, and so the coset representatives generate
F . Hence U = F .
Finally, since d(F ) = d(F/F2), any normal subgroup U of F contained in F2 satisfies
d(U) = d.
Proposition 3.6. Let U be a fully invariant subgroup of F contained in F2 and suppose that
G = F/U is a finite p-group. Then any automorphism σ of F/F2 lifts to an automorphism
of G.
Proof. Since F is free, there is an endomorphism σ′ of F such that σ′(yi) ∈ σ(yiF2) for all
i = 1, . . . , d. Therefore σ′(y) ∈ σ(yF2) for all y ∈ F . Then σ′ induces σ on F/F2, and since
U is fully invariant, maps U to itself. So σ′ induces an endomorphism σ′′ of G. But σ′′
induces σ, an automorphism of F/F2 ∼= (F/U)/(F2/U) ∼= G/G2. By Proposition 3.4, σ′′ is
an automorphism of G. Thus σ lifts to an automorphism σ′′ of G.
3.3 Enumerating Groups in a Variety
In this section, we develop a general strategy for enumerating certain sets of p-groups and
apply this strategy to prove Theorem 2.2. The key idea to use the theory of varieties of
groups. Our exposition follows Neumann [75, Sections 1.2–1.4].
Let X∞ be the free group freely generated by X = {x1, x2, . . . }. A word w is an element
of X∞. A word w is a law for a group G if α(w) = 1 for every α ∈ Hom(X∞, G). Each subset
W of X∞ defines a variety of groups V consisting of all groups for which each word in W is
a law. For example, the class of abelian groups forms the variety V defined by the singleton
set W = {x1x2x−11 x−12 }. More relevant to our investigations is the variety of p-groups of
lower p-length at most n. This variety is defined by (for example) the set W = (X∞)n+1.
For each positive integer d, the variety V contains a relatively free group of rank d. This
is the group F/U , where F is the free group of rank d and U is the (fully invariant) subgroup
of F generated by the values α(w) for all α ∈ Hom(X∞, F ). In the variety of abelian groups,
the relatively free group of rank d is (isomorphic to) Zd. In the variety of p-groups of lower
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p-length at most n, the relatively free group of rank d is F/Fn+1. By Proposition 3.5, the
smallest cardinality of a generating set of F/U is d(F/U) = d. The relatively free group of
rank d has a generating set of cardinality d, called a set of free generators, such that every
mapping of this generating set into the group can be extended to an endomorphism.
When the relatively free group G of rank d in a variety V is a finite non-trivial p-group,
we can describe K(G) and A(G) precisely. In particular, by taking V to be the variety of p-
groups of lower p-length at most n and G = F/Fn+1, we can findK(F/Fn+1) and A(F/Fn+1).
Furthermore, questions about groups in V and their automorphism groups can be translated
into questions about certain orbits of subgroups of G. This is the content of Theorems 3.7
and 3.8, from which Theorem 2.2 follows by specializing to the variety of p-groups of lower
p-length at most n.
Theorem 3.7. Suppose that G is the relatively free group of rank d in a variety of groups
V , and suppose that G is a finite p-group. Let A be the set of normal subgroups of G lying
in G2, and let A be the Aut(G)-orbits in A. Then
π : A → {H ∈ V : d(H) = d}
L 7→ G/L,
where L ∈ A, is a well-defined bijection.
Fix L ∈ A and let H = G/L. Write NAut(G)(L) for the normalizer of L in Aut(G) and
B(L) for the normal subgroup of NAut(G)(L) that acts trivially on H. Then,
1→ B(L)→ NAut(G)(L)→ Aut(H)→ 1
is exact. The subgroup B(L) is isomorphic to the direct product of d copies of L. If L = G2,
then Aut(G) = NAut(G)(G2), K(G) = B(G2), and A(G) = Aut(G/G2) ∼= GL(d,Fp).
Proof. By Proposition 3.6, any automorphism of F/F2 ∼= G/G2 lifts to an automorphism of
G. Thus A(G) is isomorphic to the full automorphism group of G/G2, namely GL(d,Fp).
Up to isomorphism, G/L depends only on the orbit of L, so π is well-defined on A.
To prove that π is surjective, consider any group H ∈ V with d(H) = d. Evidently H is
isomorphic to G/L for some normal subgroup L of G. If L were not contained in G2, then
we could choose h1 ∈ L \G2 and extend {h1} to a generating set {h1, h2, . . . , hd} of G. But
then H ∼= G/L would be generated by the images of h2, . . . , hd, contradicting d(H) = d. So
L is contained in G2, and H is in the image of the map π.
To prove that π is injective, suppose that L and M are in A and G/L ∼= G/M . Let
β : G/L → G/M be an isomorphism. By [75, Theorem 44.21], there is an endomorphism
γ : G → G so that the diagram in Figure 1 commutes. Then γ induces β, and β induces
an automorphism on G/G2, since (G/L)/(G2/L) and (G/M)/(G2/M) are canonically iso-
morphic to G/G2. It follows from Proposition 3.4 that γ is an automorphism of G. From
Figure 1, it is also clear that γ(L) ≤ M . Thus γ(L) = M , and L and M are in the same
Aut(G)-orbit.
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Gγ

// G/L
β

G // G/M
Figure 1
If we take L = M , we find that any automorphism of H = G/L is induced by an
automorphism of G, so that Aut(H) ∼= NAut(G)(L)/B(L).
Let g1, g2, . . . , gd be a set of free generators for G, and let ℓ1, ℓ2, . . . , ℓd be any elements
of L. Since G is relatively free, the map σ that sends gi to giℓi for all i = 1, . . . , d extends
to an endomorphism of G. Then σ acts trivially on G/L, and hence acts trivially on G/G2,
so σ is an automorphism by Proposition 3.4. Conversely, any automorphism of G that acts
trivially on G/L must act on each gi as multiplication by an element of L. Thus B(L) is
isomorphic to the direct product of d copies of L. The specialized statements for L = G2
follow directly from the definition of K(G) and the fact that G/G2 ∼= (Cp)d.
Theorem 3.8. Suppose that G is the relatively free group of rank d in a variety of groups V ,
and suppose that G is a finite p-group with lower p-length n ≥ 2. Let C be the set of normal
subgroups of G lying in Gn, and let C be the Aut(G)-orbits in C. Then the map π defined in
Theorem 3.8 restricts to a well-defined bijection
π|C : C → {H ∈ V : d(H) = d and H/Hn ∼= G/Gn}
L 7→ G/L,
where L ∈ C.
The subgroup K(G) of Aut(G) acts trivially on C, so A(G) ∼= Aut(G)/K(G) ∼= GL(d,Fp)
acts on C, and the Aut(G)− and GL(d,Fp)−orbits on C are identical.
Fix L ∈ C and let H = G/L. Write NAut(G)(L) for the normalizer of L in Aut(G) and
B(L) for the normal subgroup of NAut(G)(L) that acts trivially on H. There is a natural
isomorphism K(G)/B(L) ∼= K(H), and this extends to an exact sequence
1→ K(G)/B(L)→ Aut(H)→ NGL(d,Fp)(L)→ 1.
In particular, A(H) ∼= NGL(d,Fp)(L).
Proof. Let L ∈ A and write H = G/L. Then H/Hn ∼= G/GnL is isomorphic to G/Gn if
and only if L ≤ Gn. This shows that π|C is a well-defined bijection. As noted in Section 3.2,
K(G) acts trivially on Gn ∼= Gn/Gn+1, and by Theorem 3.7, A(G) ∼= GL(d,Fp). Thus
A(G) ∼= GL(d,Fp) acts on C, and the Aut(G)−orbits and GL(d,Fp)−orbits on C are identical.
Now suppose L ∈ C. Then
1→ K(G)→ NAut(G)(L)→ NGL(d,Fp)(L)→ 1
is exact. By the exact sequence in Theorem 3.7, every automorphism in K(H) is induced
by an automorphism in NAut(G)(L). Since G/G2 ∼= H/H2, the automorphism in NAut(G)(L)
26
must act trivally on G/G2, that is, it must be in K(G). Therefore K(G) surjects onto K(H).
The kernel of this map is B(L), so K(G)/B(L) ∼= K(H). The above exact sequence induces
the exact sequence
1→ K(G)/B(L)→ NAut(G)(L)/B(L)→ NGL(d,Fp)(L)→ 1.
By the second exact sequence in Theorem 3.7, it follows that
1→ K(G)/B(L)→ Aut(H)→ NGL(d,Fp)(L)→ 1
is exact.
We can specialize Theorems 3.7 and 3.8 to prove Theorem 2.2, restated here for conve-
nience.
Theorem 2.2. Fix a prime p and integers d, n ≥ 2. Let F be the free group of rank d and
define the following sets:
Ad,n = {normal subgroups of F/Fn+1 lying in F2/Fn+1}
Bd,n = {normal subgroups of F/Fn+1 lying in F2/Fn+1
and not containing Fn/Fn+1}
Cd,n = {normal subgroups of F/Fn+1 lying in Fn/Fn+1}
Dd,n = {normal subgroups of F/Fn+1 contained in the
regular GL(d,Fp)-orbits in Cd,n}
Ad,n = {Aut(F/Fn+1)-orbits in Ad,n}
Bd,n = {Aut(F/Fn+1)-orbits in Bd,n}
Cd,n = {Aut(F/Fn+1)-orbits in Cd,n} = {GL(d,Fp)-orbits in Cd,n}
Dd,n = {regular GL(d,Fp)-orbits in Cd,n}.
Then there is a well-defined map πd,n : Ad,n → {finite p-groups} given by L/Fn+1 7→ F/L,
where L/Fn+1 ∈ Ad,n. Furthermore πd,n induces bijections
Ad,n ↔ {p-groups H of lower p-length at most n with d(H) = d}
Bd,n ↔ {p-groups H of lower p-length n with d(H) = d}
Dd,n ↔ {p-groups H in πd,n(Cd,n) with A(H) = 1}.
Proof. Take V to be the variety of p-groups of lower p-length at most n. Applying Theo-
rems 3.7 and 3.8 with G = F/Fn+1, A = Ad,n, A = Ad,n, C = Cd,n, C = Cd,n, and π = πd,n
proves all but the statements about Dd,n. As for those, a subgroup L/Fn+1 ∈ Cd,n is in a
regular GL(d,Fp)-orbit if and only if NGL(d,Fp)(L/Fn+1) = 1. By Theorem 3.8, this occurs
precisely when A(F/L) = 1. Thus the bijection for Dd,n is proved.
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Chapter 4
The Lower p-Series of a Free Group
Let F be the free group of rank d with free generating set y1, y2, . . . , yd. As explained in
Chapter 3, there is an intimate connection between the lower p-series of finite p-groups and
the lower p-series of F . As a result, Chapters 5 and 6 rely on a detailed understanding
of the quotients Fn/Fn+1. In this chapter, we analyze the FpGL(d,Fp)-module structure
of Fn/Fn+1 and power and commutator maps from Fn/Fn+1 to Fn+1/Fn+2. Our main tool
will be the connection between the lower p-series of F and the free Lie algebra described
in Theorem 4.8. The results of Theorem 4.8 appear several times in the literature with
varying degrees of correctness and detail. The best references are Bryant and Kova´cs [10]
and Huppert and Blackburn [49, Chapter VIII]. The proof given below seems to be the first
time that a complete proof has been written down.
4.1 The Free Lie Algebra
We will say just enough about free Lie algebras for our purposes. More information about
free Lie algebras can be found in Garsia [29] and Reutenauer [82]. Our discussion follows
Bryant and Kova´cs [10].
Let K be any field and let A = {x1, . . . , xd} be an alphabet on d letters. Write A∗ for
the set of all A-words and An for the set of all A-words of length n. Let K[A∗] denote
the free associative K-algebra on the generators x1, x2, . . . , xd; equivalently, K[A
∗] is the
non-commutative algebra of polynomials
f =
∑
w∈A∗
fww
with coefficients fw ∈ K. The algebra K[A∗] is graded by degree; let K[An] denote the
homogeneous component of degree n. Also, K[A∗] is a Lie algebra under the Lie bracket
[f, g] = fg− gf . Let K[Λ∗] denote the Lie subalgebra of K[A∗] generated by x1, . . . , xd and
the Lie bracket. Then K[Λ∗] is the free Lie algebra over K on x1, . . . , xd. It is also graded
by degree; let K[Λn] be the homogeneous component of K[Λ∗] of degree n.
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The group GL(d,K) acts as the group ofK-automorphisms on theK-vector space K[A1].
This action extends to the K-vector spaces K[An] and K[Λn], and so these may be regarded
as KGL(d,K)-modules.
It will be convenient to specify a basis of K[Λn]. Lexicographically order the set A∗,
where x1 < x2 < · · · < xd. A word w is a Lyndon word if it is smaller than all of its proper
non-trivial tails. Let L be the set of Lyndon words, and let Ln be the set of Lyndon words
of length n. Inductively define the right standard bracketing b[w] of w ∈ L by
b[w] = w
if w ∈ A and otherwise by
b[w] = [b [w1] , b [w2]] ,
where w = w1w2 and w2 is the longest proper tail of w that is a Lyndon word.
Theorem 4.1 (Reutenauer [82, Proof of Theorem 5.1]). If w ∈ L, then
b[w] = w +
∑
w<v
fvv
for some fv ∈ K. The set {b[w] : w ∈ Ln} forms a basis for K[Λn].
4.2 The Free Lie Algebra and Fn/Fn + 1
The connections between the free Lie algebra and Fn/Fn+1 given in Theorems 4.8 and 4.9
rely on several theorems and lemmas in the literature. We begin with the connection be-
tween Fn/Fn+1 and the lower central series of F . For each positive integer n, let Sn =
γn(F )/γn(F )
pγn+1(F ). If sn ∈ γn(F ), let sn denote the image of sn in Sn.
Theorem 4.2 (Huppert and Blackburn [49, Chapter VIII, Theorem 1.9(b) and (c)]). For
each positive integer n, there is a bijection
σn : S1 × S2 × · · · × Sn → Fn/Fn+1
(s1, s2, . . . , sn) 7→ sp
n−1
1 s
pn−2
2 · · · snFn+1.
When p is odd or p = 2 and n = 1, this map is an isomorphism. When p = 2 and n ≥ 2,
this map restricts to an isomorphism
S2 × · · · × Sn → (Fn ∩ γ2(F ))Fn+1/Fn+1.
The next theorem connects the lower central series of F and the free Lie algebra.
Theorem 4.3 (Magnus, see Reutenauer [82, Corollary 6.16]). For each positive integer n,
there is a canonical isomorphism
αn : γn(F )/γn+1(F )→ Z[Λn]
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satisfying
α1 : yiγ2(F ) 7→ xi
for i = 1, . . . , d and
αn : [zj , zk]γn+1(F ) 7→ [αj(zjγj+1(F )), αk(zkγk+1(F ))]
for all zj ∈ γj(F ) and zk ∈ γk(F ) such that j + k = n.
Corollary 4.4. For each positive integer n, there is a canonical isomorphism
βn : Sn → Fp[Λn]
induced by αn. Furthermore,
β = β1 × β2 × · · · × βn : S1 × S2 × · · · × Sn → Fp[Λ1]⊕ Fp[Λ2]⊕ · · · ⊕ Fp[Λn]
is an isomorphism.
We also need some results from commutator calculus.
Theorem 4.5 (P. Hall, adapted from Leedham-Green and McKay [59, Theorem 1.1.30]).
Let a and b be elements of a group G. Then for all positive integers m,
(ab)p
m
= ap
m
bp
m
[b, a](
pm
2 )
∞∏
i=3
∏
j
c
ei,j
i,j
for some elements ci,j ∈ γi(G) and some integers ei,j. Each integer ei,j is a Z-linear combi-
nation of
(
pm
1
)
,
(
pm
2
)
, . . . ,
(
pm
i
)
.
Corollary 4.6. Let a and b be elements of a group G. Then for all positive integers m,
(ab)p
m ≡
{
a2
m
b2
m
[a, b]2
m−1
mod γ2(G)
2mγ3(G)
2m−1
∏m
r=2 γ2r(G)
2m−r : p = 2
ap
m
bp
m
mod γ2(G)
pm
∏m
r=1 γpr(G)
pm−r : p > 2.
Furthermore,
(ab)p
m ≡
{
a2
m
b2
m
[a, b]2
m−1
mod Gm+2 : p = 2
ap
m
bp
m
mod Gm+2 : p > 2.
Proof. Given a positive integer j, write j = kpr with r ≥ 0 and k relatively prime to p. Then(
pm
j
)
is divisible by pm−r. It follows that any Z-linear combination e of
(
pm
1
)
,
(
pm
2
)
, . . . ,
(
pm
i
)
is divisible by m− s, where ps is the largest power of p less than or equal to i. This shows
that each c
ei,j
i,j from Theorem 4.5 is in γi(G)
pm−s. Then Theorem 4.5 implies that
(ab)p
m ≡
{
a2
m
b2
m
[b, a](
2m
2 ) mod γ3(G)
2m−1
∏m
r=2 γ2r(G)
2m−r : p = 2
ap
m
bp
m
mod γ2(G)
pm
∏m
r=1 γpr(G)
pm−r : p > 2.
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Next, we must show that [b, a](
2
m
2 ) ≡ [a, b]2m−1 mod γ2(G)2m when p = 2. But
[b, a](
2
m
2 ) = [b, a]2
m−1(2m−1)
= [b, a]2
2m−1−2m−1
= [b, a]2
2m−1
[a, b]2
m−1
,
and [b, a]2
2m−1 ∈ γ2(G)2m , proving the claim. Finally, the congruences modulo Gm+2 follow
directly from the previous congruences and the fact that γi(G)
pm−i+2 ∈ Gm+2 by Proposi-
tion 3.1.
Corollary 4.7. Let a and b be elements of a group G. Let i be a positive integer and suppose
a ∈ γi(G). Then for all positive integers m,
[ap
m
, b] ≡
{
[a, b]2
m
[a, [a, b]]2
m−1
mod Gm+i+2 : p = 2
[a, b]p
m
mod Gm+i+2 : p > 2.
Proof. Let H = 〈a, [a, b]〉. Then γ2(H) is the normal closure of [a, [a, b]] in H by Huppert [48,
Chapter III, Lemma 1.11]. So γ2(H) ≤ γ2i+ 1(G). Furthermore, γj(H) ≤ γji+1(G) for all
j ≥ 2. Thus for p = 2,
γ2(H)
2mγ3(H)
2m−1
m∏
r=2
γ2r(H)
2m−r ≤ γ2i+1(G)2mγ3i+1(G)2m−1
m∏
r=2
γi2r+1(G)
2m−r
≤ Gm+i+2,
and for p > 2,
γ2(H)
pm
m∏
r=1
γpr(H)
pm−r ≤ γ2i+1(G)pm
m∏
r=1
γipr+1(G)
pm−r
≤ Gm+i+2.
By Corollary 4.6,
[ap
m
, b] = a−p
m
b−1ap
m
b
= a−p
m
(b−1ab)p
m
= a−p
m
(a[a, b])p
m
≡
{
[a, b]2
m
[a, [a, b]]2
m−1
mod Gm+i+2 : p = 2
[a, b]p
m
mod Gm+i+2 : p > 2.
These preliminaries and some extra work lead to the following two theorems.
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Theorem 4.8. Let n be a positive integer. If p is odd or p = 2 and n = 1, then there is an
FpGL(d,Fp)-module isomorphism
qembn : Fn/Fn+1 → Fp[Λ1]⊕ · · · ⊕ Fp[Λn]
sp
n−1
1 s
pn−2
2 · · · snFn+1 7→ β(s1, s2, . . . , sn),
where β is the isomorphism from Corollary 4.4 and si ∈ γi(F ) for i = 1, . . . , n. If p = 2 and
n ≥ 2, then there is an F2GL(d,F2)-module isomorphism
qembn : Fn/Fn+1 → E ⊕ F2[Λ3]⊕ · · · ⊕ F2[Λn]
s2
n−1
1 s
2n−2
2 · · · snFn+1 7→ β(s1, s2, . . . , sn) + β1(s1)2,
where si ∈ γi(F ) for i = 1, . . . , n and E ⊂ F2[A1] ⊕ F2[A2] is an extension of F2[Λ2] by
F2[Λ
1].
Proof. If p is odd or p = 2 and n = 1, then
qembn = β ◦ σ−1n ,
and hence qembn is an isomorphism by Theorem 4.2 and Corollary 4.4. In all cases, induction
on n immediately shows that the action of FpGL(d,Fp) commutes with qembn, so that if
qembn is an isomorphism, then it is an FpGL(d,Fp)-module isomorphism.
If p = 2 and n ≥ 2, then qembn is injective since each βi is injective. Let
E = im(qembn) ∩ (F2[A1]⊕ F2[A2]).
Clearly qembn is surjective. The map β1 is surjective, so E +F2[A
2] = F2[A
1]⊕F2[A2]. The
map β2 is surjective, so E ∩ F2[A2] = F2[Λ2]. It follows that E is an extension of F2[Λ2] by
F2[Λ
1].
It remains to show that qembn is a homomorphism when p = 2 and n ≥ 2. Let s, t ∈
Fn/Fn+1. Write
s = s2
n−1
1 s
2n−2
2 · · · snFn+1 and
t = t2
n−1
1 t
2n−2
2 · · · tnFn+1
with si, ti ∈ γi(F ) for i = 1, . . . , n. We know
qembn(s) + qembn(t) = β(s1, s2, . . . , sn) + β1(s1)
2 + β(t1, t2, . . . , tn) + β1(t1)
2,
and we must show that this equals qembn(st).
Note that [ti, si]
2n−i−1 ∈ Fn+i−1 for all i. From Corollary 4.6 and the fact that Fn/Fn+1
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is abelian, we find
st = s2
n−1
1 s
2n−2
2 · · · snt2
n−1
1 t
2n−2
2 · · · tnFn+1
=
(
n∏
i=1
s2
n−i
i t
2n−i
i
)
Fn+1
=
(
n∏
i=1
(siti)
2n−i [ti, si]
2n−i−1
)
Fn+1
= (s1t1)
2n−1 [t1, s1]
2n−2(s2t2)
2n−2 · · · (sntn)Fn+1
= (s1t1)
2n−1([t1, s1]s2t2)
2n−2 · · · (sntn)Fn+1
qembn(st) = β(s1, s2, . . . , sn) + β(t1, t2, . . . , tn)
+(β1(s1) + β1(t1))
2 + β2([t1, s1])
= β(s1, s2, . . . , sn) + β1(s1)
2 + β(t1, t2, . . . , tn) + β1(t1)
2
= qembn(s) + qembn(t).
Thus qembn is a homomorphism when p = 2 and n ≥ 2, completing the proof.
Theorem 4.9. For each positive integer n and j = 1, . . . , d, define the following maps:
pown : Fn/Fn+1 → Fn+1/Fn+2
sFn+1 7→ spFn+2
Fcomj,n : Fn/Fn+1 → Fn+1/Fn+2
sFn+1 7→ [s, yj]Fn+2
comj : Fp[A
∗] → Fp[A∗]
f 7→ [f, xj ]
Unless p = 2 and n = 1, the diagram below on the left commutes and pown is an injective
homomorphism. The diagram below on the right commutes and Fcomj,n is a homomorphism.
Fn/Fn+1
pown
&&NN
NN
NN
NN
NN
N
qembn // Fp[A
∗]
Fn+1/Fn+2
qembn+1
88qqqqqqqqqq
Fn/Fn+1
Fcomj,n

qembn // Fp[A
∗]
comj

Fn+1/Fn+2
qembn+1
// Fp[A
∗]
Proof. Let s ∈ Fn/Fn+1. Write s = spn−11 sp
n−2
2 · · · snFn+1 with si ∈ γi(F ) for i = 1, . . . , n. Of
course, sp
n−i
i ∈ Fn for i = 1, . . . , n. Using Corollary 4.6 with G = Fn, if p > 2 or n ≥ 2,
(sp
n−1
1 s
pn−2
2 · · · sn)p ≡ sp
n
1 s
pn−2
2 · · · spn mod Fn+2.
So pown(s) = s
pn
1 s
pn−1
2 · · · spnFn+2. It is clear that qembn(s) = qembn+1(pown(s)). Thus
pown = qemb
−1
n+1 ◦ qembn is an injective homomorphism unless p = 2 and n = 1.
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The map comj is an (additive) homomorphism by the linearity of the Lie bracket. The
commutator identity [ab, c] = [a, c]b[b, c] and the fact that Fn+1/Fn+2 is central in F/Fn+2
show that
[sp
n−1
1 s
pn−2
2 · · · sn, yj] = [sp
n−1
1 , yj]
sp
n−2
2
···sn[sp
n−2
2 , yj]
sp
n−3
3
···sn · · · [sn, yj]
≡ [spn−11 , yj][sp
n−2
2 , yj] · · · [sn, yj] mod Fn+2.
If p > 2, then Corollary 4.7 shows that
[sp
n−1
1 s
pn−2
2 · · · sn, yj] ≡ [s1, yj]p
n−1
[s2, yj]
pn−2 · · · [sn, yj] mod Fn+2,
and clearly qembn+1(Fcomj(s)) = comj(qembn(s).
If p = 2, note that [si, [si, yj]]
2n−i−1 ∈ Fn+i for all i. Thus by Corollaries 4.6 and 4.7,
[s2
n−1
1 s
2n−2
2 · · · sn, yj] ≡ [s1, yj]2
n−1
[s1, [s1, yj]]
2n−2 [s2, yj]
2n−2 · · · [sn, yj] mod Fn+2
≡ [s1, yj]2n−1([s1, [s1, yj]][s2, yj])2n−2 · · · [sn, yj] mod Fn+2
qembn+1(Fcomj(s)) = [β(s1, s2, . . . , sn), xj ] + [β1(s1), [β1(s1), xj]]
= [β(s1, s2, . . . , sn), xj ] + [β1(s1)
2, xj ]
= comj(qembn(s)).
Thus in either case, Fcomj = qemb
−1
n+1 ◦ comj ◦ qembn is a homomorphism.
We conclude this section with two corollaries of Theorem 4.8. First, the dimension of
K[Λi] is given by Witt’s formula:
dim(K[Λi]) =
1
i
∑
j|i
µ(i/j) · dj,
where µ is the Mo¨bius function (see Reutenauer [82, Appendix 0.4.2]). Thus Theorem 4.8
tells us the dimension of Fn/Fn+1.
Corollary 4.10. Let n be a positive integer. The dimension of Fn/Fn+1 is
dn =
n∑
i=1
1
i
∑
j|i
µ(i/j) · dj.
We also need to know some numerical bounds on dn, but these are computed in Lem-
mas A.3 and A.4. For the second corollary, let V be the natural FpGL(d,Fp)-module. Then
Fp[Λ
1] ∼= V and Fp[Λ2] ∼= V ∧V as FpGL(d,Fp)-modules. Therefore Theorem 4.8 tells us the
following fact.
Corollary 4.11. Let n ≥ 2. Then Fn/Fn+1 contains a FpGL(d,Fp)-submodule isomorphic
to an extension of V ∧ V by V , where V is the natural FpGL(d,Fp)-module.
This will be needed to apply Theorem 6.3 to groups of lower p-length 2.
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4.3 The Expansion of Subgroups of F/Fn+ 1
The remainder of this chapter is devoted to proving the following theorem and corollary.
Corollary 4.13 will be combined with Theorem 5.1 to prove Corollary 5.2, which gives upper
bounds for the number of normal subgroups of F/Fn+1 with certain properties.
Theorem 4.12. Fix a prime p and integers d ≥ 3 and i ≥ 2. Suppose that U is a normal
subgroup of F lying in F2. Let
Q = (U ∩ Fi)Fi+1/Fi+1
R = (U2 ∩ Fi+1)Fi+2/Fi+2
S = (Up[U, F ] ∩ Fi+1)Fi+2/Fi+2.
Viewing Q, R, and S as Fp-vector spaces, their dimensions satisfy dim(R) ≥ dim(Q) and
dim(S) ≥ (3/2) dim(Q).
The third isomorphism theorem lets us replace F by F/Fn, giving the following corollary.
Corollary 4.13. Fix a prime p and integers d ≥ 3, n ≥ 3, and 2 ≤ i < n. Let G = F/Fn+1.
Suppose that U is a normal subgroup of G lying in G2. Let
Q = (U ∩Gi)Gi+1/Gi+1
R = (U2 ∩Gi+1)Gi+2/Gi+2
S = (Up[U,G] ∩Gi+1)Gi+2/Gi+2.
Then dim(R) ≥ dim(Q) and dim(S) ≥ (3/2) dim(Q).
To prove Theorem 4.12, we will build up to an analogous result for the free Lie algebra
(Lemma 4.18) and then apply Theorem 4.8. Informally, the result for the free Lie algebra
says that if we start with a finite-dimensional subspace W of Fp[A
∗] and add to it the
subspace generated by {[W,xi] : i = 1, . . . , d}, we get a new subspace whose dimension is
at least (3/2) dim(W ). It seems reasonable to describe this as investigating the “expansion
of a subspace when taking commutators”, hence the title of this section.
We need to define three more maps:
com : {subspaces of Fp[A∗]} → {subspaces of Fp[A∗]}
W 7→ [W,Fp[Λ1]]
comj,n : Fp[A
n] → Fp[An+1]
comj,n = comj |Fp[An]
projn : Fp[A
∗] → Fp[An]
the projection map onto Fp[A
n]
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Lemma 4.14. The following diagram commutes:
Fp[A
∗]
projn

comj
// Fp[A
∗]
projn+1

Fp[A
n] comj,n
// Fp[A
n+1]
If n = 1, then the kernel of comj,n is spanned by xj. If n > 1, then comj,n is injective.
Proof. The only statements requiring proof are those about the kernel and injectivity of
comj,n. Without loss of generality, we may assume that j = 1. Suppose that w ∈ Ln. Unless
n = 1 and w = x1, we see that x1w is smaller than w, and hence smaller than all of its
proper non-trivial tails. So x1w ∈ Ln+1. Furthermore, w is the longest tail of x1w that is a
Lyndon word, so b[x1w] = −[b[w], x1]. Thus the image of b[w] under com1,n is the negative
of a basis element in Ln+1, unique for each w. It follows that the kernel of com1,1 is spanned
by x1 and com1,n is injective for n > 1.
Lemma 4.15. Fix d ≥ 3 and n ≥ 2. Suppose that W is a subspace of Fp[Λn]. Then
dim(com(W )) ≥ (3/2) dim(W ).
Proof. Let Fp[Λ
∗]ij denote the free Lie algebra on two generators xi and xj ; there is a natural
embedding of Fp[Λ
∗]ij into Fp[Λ
∗]. Let Fp[Λ
n]ij be the homogeneous component of degree n
in Fp[Λ
∗]ij.
First, we claim that if f and g are distinct elements of Fp[Λ
n] and [f, xi] = [g, xj], then in
fact f, g ∈ Fp[Λn]ij. We may assume that i, j > 1. Suppose that f /∈ Fp[Λn]ij. Then writing
f =
∑
w∈Ln
fwb[w],
there must be some word w ∈ Ln where fw 6= 0 and w contains a letter other than xi and xj .
We may assume that w contains the letter x1, and since w ∈ Ln, it must be that w starts
with x1. In that case, by Theorem 4.1, there is a word beginning with x1 that appears in f
with non-zero coefficient. Thus there is a word beginning with x1 and ending with xi that
appears in [f, xi] with non-zero coefficient. No such word can appear in [g, xj], contradicting
the fact that [f, xi] = [g, xj]. Hence f ∈ Fp[Λn]ij and similarly g ∈ Fp[Λn]ij .
Note that Fp[Λ
n]ij ∩ Fp[Λn]kl = 0 if {i, j} 6= {k, l} (the letters xi and xj appear in every
element of Fp[Λ
n]ij since n > 1). Choose i and j so that dim(W ∩ Fp[Λn]ij) is as small as
possible; in particular this intersection has dimension at most (1/2) dim(W ). Let X be a
complement to W ∩ Fp[Λn]ij in W .
We can define a more restrictive commutator map on subspaces by comij : • 7→ [•,Fp[Λ1]ij ].
Obviously comij(W ) ⊆ com(W ). Using Lemma 4.14 and the above claim,
dim(comij(W )) = dim(comij(W ∩ Fp[Λn]ij)) + dim(comij(X))
≥ dim(W ∩ Fp[Λn]ij) + 2 dim(X)
≥ (3/2) dimW.
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Lemma 4.16. Fix d ≥ 2. Suppose that W is a subspace of Fp[Λ1]. Then dim(W +
com(W )) ≥ (3/2) dim(W ).
Proof. Recalling Lemma 4.14, this is clear if dim(W ) = 1, and otherwise
dim(com1,1(W )) ≥ dim(W )− 1,
implying the result since W and com(W ) are disjoint.
Lemma 4.17. Let p = 2. Suppose that W is a subspace of E, where E is defined in
Theorem 4.8. Then dim(W + com(W )) ≥ (3/2) dim(W ).
Proof. Let X = W ∩ F2[Λ2] and let Y be a complement to X in W . Note that dim(Y ) =
dim(proj1(Y )). By Lemma 4.16,
dim(proj1(Y ) + com(proj1(Y ))) ≥ (3/2) dim(proj1(Y )).
By the commutative diagram in Lemma 4.14, it follows that Y +com(Y ) contains a subspace
of dimension at least (3/2) dim(Y ) that has trivial intersection with F2[Λ
3]. By Lemma 4.15,
com(X) ≤ F2[Λ3] contains a subspace of dimension at least (3/2) dim(X). Then
dim(W + com(W )) ≥ (3/2) dim(X) + (3/2) dim(Y ) = (3/2) dim(W ).
Lemma 4.18. Fix d ≥ 3. Let
Un =
{
Fp[Λ
1]⊕ · · · ⊕ Fp[Λn] : p is odd or n = 1
E ⊕ F2[Λ3]⊕ · · · ⊕ F2[Λn] : p = 2 and n ≥ 2.
Suppose that W is a subspace of Fp[A
∗] contained in Un. Then dim(W + com(W )) ≥
(3/2) dim(W ).
Proof. The proof will be by induction on n. When p is odd and n = 1, Lemma 4.16 gives
the result. When p = 2 and n = 2, Lemma 4.17 gives the result. So assume that p is odd
and n > 1 or that p = 2 and n > 2. Assume the result holds for n− 1. Let X = W ∩ Un−1.
By the inductive hypothesis,
dim(X + com(X)) ≥ (3/2) dim(X).
Furthermore, X + com(X) ≤ Un. Let Y be a complement to X in W . By the commutative
diagram in Lemma 4.14, com(projn(Y )) = projn+1(com(Y )). By the definition of X and Y ,
dim(projn(Y )) = dim(Y ). By Lemma 4.15,
dim(projn+1(com(Y ))) ≥ (3/2) dim(projn(Y )).
Thus com(Y ) contains a subspace of dimension at least (3/2) dim(projn(Y )) that has trivial
intersection with Un. Therefore
dim(W + com(W )) ≥ (3/2) dim(X) + (3/2) dim(Y ) = (3/2) dim(W ).
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Proof of Theorem 4.12. Replacing U by (U ∩ Fn)Fn+1 does not change Q, R, or S, so we
may assume that Fn+1 ≤ U ≤ Fn. Recall that by Corollary 4.9, pown is injective. Since
pown(Q) = R, it follows that dim(R) ≥ dim(Q).
Also by Corollary 4.9,
S = qemb−1n+1(qembn(U) + (com ◦ qembn)(U)).
Since qembn is injective, and
dim(qembn(U) + (com ◦ qembn)(U)) ≥ (3/2) dim(qembn(U))
by Lemma 4.18, it follows that dim(S) ≥ (3/2) dim(Q).
It is reasonable to wonder if the factor of 3/2 in Lemma 4.18 (and hence in Theorem 4.12)
is the best possible. It almost certainly is not; intuitively a factor of about d seems right,
but this appears to be much harder to prove and is an interesting question in its own right.
Fortunately, 3/2 suffices for our purposes.
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Chapter 5
Counting Normal Subgroups of Finite
p-Groups
The goal of this chapter is to prove Theorem 2.4. Recall from Chapter 2 that if
Ad,n = {normal subgroups of F/Fn+1 lying in F2/Fn+1},
Ad,n = {Aut(F/Fn+1)-orbits in Ad,n},
Cd,n = {normal subgroups of F/Fn+1 lying in Fn/Fn+1}, and
Cd,n = {Aut(F/Fn+1)-orbits in Cd,n} = {GL(d,Fp)-orbits in Cd,n},
then Theorem 2.4 essentially shows that the number of GL(d,Fp)-orbits in Cd,n is large
relative to the number of orbits in Ad,n. This is nominally a result about counting orbits,
but we can actually show that the number of subgroups in Cd,n is so large that even if every
orbit in Cd,n was regular (that is, if Cd,n was as small as possible) and if every orbit in
Ad,n \ Cd,n was trivial (that is, if Ad,n \ Cd,n was as big as possible), Theorem 2.4 would still
hold.
5.1 The Number of Normal Subgroups of a Finite p-
Group
Given a finite p-group G of lower p-length n and non-negative integers u1, . . . , un, we can
form a set S(G, u1, . . . , un) of normal subgroups of G by
S(G, u1, . . . , un) = {U ⊳G : dim((U ∩Gi)Gi+1/Gi+1) = ui for i = 1, . . . , d}.
Our goal in Theorem 5.1 is to give an upper bound on the size of S(G, u1, . . . , un). Spe-
cializing this bound to F/Fn+1 and summing over certain choices of u1, . . . , un will give us
an upper bound on the size of Ad,n \ Cd,n, allowing us to prove Theorem 2.4. The bound in
Theorem 5.1 depends on certain parameters of the group which are difficult to work out in
general, but were calculated for F/Fn+1 in Corollary 4.13.
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An alternate way to view S(G, u1, . . . , un) is to note that
(U ∩Gi)Gi+1/Gi+1 ∼= (U ∩Gi)/(U ∩Gi+1)
by the Second Group Isomorphism Theorem. Then
U ∩G1 ≥ U ∩G2 ≥ · · · ≥ U ∩Gn+1
is a central series of U with elementary abelian quotients of order pu1 , pu2, . . . , pun (in that
order). The set S(G, u1, . . . , un) consists of all normal subgroups U of G whose associated
series has specified quotients.
Furthermore, each subgroup U ∈ S(G, u1, . . . , un) determines the following data, which
we will denote collectively by Θ(U):
1. A subgroup J of Gn, given by U ∩Gn;
2. A normal subgroup K of H , given by UGn/Gn; and
3. A complement to Gn/J in UGn/J , given by U/J .
In fact, the data Θ(U) uniquely determines U ∈ S(G, u1, . . . , un). Given Θ(U), the subgroup
UGn is uniquely determined as the inverse image of K in G. Then the complement to Gn/J
in UGn/J given by Θ(U) is V/J for a unique normal subgroup V of G. Thus U = V and
Θ(U) uniquely determines U .
There does not seem to be any prior literature on the number of normal subgroups of an
arbitrary finite p-group. Birkhoff [8] gave an exact formula for the number of subgroups of a
finite abelian p-group, but Theorem 5.1 is apparently unrelated to that result. It is unclear
how good the upper bound in Theorem 5.1 is in general; it is simply sufficient for our needs.
Theorem 5.1. Suppose G is a finite p-group with lower p-length n. Let gi = dim (Gi/Gi+1)
for all i = 1, . . . , n. Suppose u1, u2, . . . , un are integers satisfying 0 ≤ ui ≤ gi for all i =
1, . . . , n, and define S(G, u1, . . . , un) as above. Suppose that for each U ∈ S(G, u1, . . . , un)
and 1 ≤ i ≤ n,
dim((U2 ∩Gi)Gi+1/Gi+1) ≥ vi
and
dim((Up[U,G] ∩Gi)Gi+1/Gi+1) ≥ wi.
Then
|S(G, u1, . . . , un)| ≤
[
g1
u1
]
p
n∏
i=2
[
gi − wi
ui − wi
]
p
p(gi−ui)(u1+···+ui−1−v1−···−vi−1).
Proof. The proof will be by induction on n. If n = 1, then G is elementary abelian of
dimension g1. In this case, |S(G, u1)| counts the number of subgroups of G of dimension u1,
and this number is
[
g1
u1
]
p
.
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For our inductive hypothesis, suppose that n ≥ 2 and that the result holds in H = G/Gn,
a p-group of lower p-length n − 1. For 1 ≤ i ≤ n − 1, it is clear that Hi = Gi/Gn and
gi = dim(Hi/Hi+1). Thus
|S(H, u1, . . . , un−1)| ≤
[
g1
u1
]
p
n−1∏
i=2
[
gi − wi
ui − wi
]
p
p(gi−ui)(u1+···+ui−1−v1−···−vi−1).
Since there is a bijective correspondence between subgroups U ∈ S(G, u1, . . . , un) and data
Θ(U), we can give an upper bound for |S(G, u1, . . . , un)| by giving an upper bound for the
number of possibilities for Θ(U). First, J = U ∩ Gn is a subspace of Gn of dimension un.
Furthermore, J must contain Up[U,G] ∩ Gn, which by assumption has dimension at least
wn. Thus the number of choices for J is at most
[
gn−wn
un−wn
]
p
.
Next, we can show that K = UGn/Gn ∈ S(H, u1, . . . , un−1). Namely, for each i =
1, . . . , n− 1,
(K ∩Hi)Hi+1/Hi+1 = (UGn/Gn ∩Gi/Gn)(Gi+1/Gn)/(Gi+1/Gn)
∼= (UGn ∩Gi)Gi+1/Gi+1 (5.1)
∼= (U ∩Gi)Gi+1/Gi+1,
and so dim (K ∩Hi)Hi+1/Hi+1 = ui. It follows that K ∈ S(H, u1, . . . , un−1). So there are
at most |S(H, u1, . . . , un−1)| choices for K.
Finally, we must bound the number of complements U/J to Gn/J in UGn/J . Note that
Gn/J is central in UGn/J since Gn is central in G. It follows from (say) Lubotzky and
Segal [64, Lemma 1.3.1] that the number of complements to Gn/J in UGn/J is
|Hom((UGn/J)/(Gn/J), Gn/J)| = |Hom(UGn/Gn, Gn/J)|
= |Hom(K,Gn/J)|
= |Hom(K/K2, Gn/J)|.
The dimension of Gn/J is hn − un. Also,
dim(K/K2) = dim(K)− dim(K2)
=
n−1∑
i=1
dim((K ∩Hi)Hi+1/Hi+1)−
n−1∑
i=1
dim((K2 ∩Hi)Hi+1/Hi+1).
Note that K2 = U2Gn/Gn, and a similar calculation to Equation 5.1 shows that
(K2 ∩Hi)Hi+1/Hi+1 ∼= (U2 ∩Gi)Gi+1/Gi+1,
which by hypothesis has dimension at least vi. Thus
dim(K/K2) ≤ u1 + · · ·+ un−1 − (v1 + · · ·+ vn−1)
43
and
|Hom(K/K2, Gn/J)| ≤ p(gn−un)(u1+···+un−1−v1−···−vn−1).
Using the inductive hypothesis gives
|S(G, u1, . . . , un)| ≤ |S(H, u1, . . . , un−1)|
·
[
gn − wn
un − wn
]
p
· p(gn−un)(u1+···+un−1−v1−···−vn−1)
≤
[
g1
u1
]
p
n∏
i=2
[
gi − wi
ui − wi
]
p
p(gi−ui)(u1+···+ui−1−v1−···−vi−1).
Corollary 5.2. Fix d ≥ 3 and n ≥ 3. Let F be the free group of rank d and let di =
dim(Fi/Fi+1) for each i ≥ 1. Then
|S(F/Fn+1, 0, u2, . . . , un)| ≤ D(p)n−1
n∏
i=2
p(ui−ui−1/2)(di−ui),
where
D(p) =
∞∏
j=1
1
1− p−j .
Proof. Letting G = F/Fn+1 in Theorem 5.1, it is clear that gi = di. Since u1 = 0, each
U ∈ S(F/Fn+1, 0, u2, . . . , un) is contained in G2, and so G3 contains U2 and Up[U,G]. Thus
we can choose v1 = v2 = w1 = w2 = 0. By Corollary 4.13, for 3 ≤ i ≤ n, we can choose
vi = ui−1 and wi = ⌈(3/2)ui−1⌉. Finally, Lemma A.2 Equation A.1 gives an upper bound for
the Gaussian coefficient
[
gi−wi
ui−wi
]
p
. The formula from Theorem 5.1 becomes
|S(F/Fn+1, 0, u2, . . . , un)| ≤ D(p)n−1
n∏
i=2
p(ui−wi)(di−ui)+(di−ui)ui−1
≤ D(p)n−1
n∏
i=2
p(ui−(3/2)ui−1)(di−ui)+(di−ui)ui−1
≤ D(p)n−1
n∏
i=2
p(ui−ui−1/2)(di−ui).
5.2 A Proof of Theorem 2.4
We can now prove Theorem 2.4 and Corollary 2.5, restated here for convenience.
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Theorem 2.4. Fix a prime p and integers d and n so that either n ≥ 3 and d ≥ 6 or
n ≥ 10 and d ≥ 5. Let F be the free group of rank d and let di be the dimension of Fi/Fi+1
for i = 1, . . . , n. Then
1 ≤ |Ad,n||Cd,n| ≤ 1 + C(p
15/16)C(p)n−2D(p)n−2pdn−1−dn/4+d
2−11/16.
Proof. Note that a normal subgroup U of F/Fn+1 lies in F2/Fn+1 if and only if U ∈
S(F/Fn+1, 0, u2, . . . , un) for some integers u2, . . . , un. Also, U lies in Fn/Fn+1 if and only
if un = · · · = un−1 = 0. If U does not lie in Fn/Fn+1, then 1 ≤ un−1 < wn ≤ un, so un ≥ 2.
Thus, using Corollary 5.2, we find
Ad,n = Cd,n ∪
⋃
u2,...,un
S(F/Fn+1, 0, u2, . . . , un)
and
|Ad,n| ≤ |Cd,n|+
∑
u2,...,un
D(p)n−1
n∏
i=2
p(di−ui−1/2)(di−ui),
where the sums are over
0 ≤ ui ≤ dj for i = 2, . . . , n− 2,
1 ≤ un−1 ≤ dn−1, and
2 ≤ un ≤ dn.
The above sum is precisely the quantity D(p)n−1A1(0) from the statement of Lemma A.5.
Hence
|Ad,n| ≤ |Cd,n|+ C(p15/16)C(p)n−2D(p)n−1pd2n/4−15/16−dn/4+dn−1 .
Since |Cd,n| is the number of subspaces of a dn-dimensional Fp-vector space, denoted Gdn(p)
in Appendix A, it follows from Lemma A.2 and the fact that 2− 9p(1−dn)/2/2 > 1 that
|Ad,n|/|Cd,n| ≤ 1 + C(p15/16)C(p)n−2D(p)n−1pd2n−15/16−dn/4+dn−1/Gdn(p)
≤ 1 + C(p15/16)C(p)n−2D(p)n−2pdn−1−dn/4−11/16.
Now Ad,n \ Cd,n are the Aut(F/Fn+1)-orbits on Ad,n \ Cd,n, so
0 ≤ |Ad,n| − |Cd,n| ≤ |Ad,n| − |Cd,n|.
Also |Cd,n| ≤ |Cd,n| · |GL(d,Fp)|, since Cd,n falls into |Cd,n| orbits, each of size at most
|GL(d,Fp)|. Then
0 ≤ |Ad,n||Cd,n| − 1
=
|Cd,n|
|Cd,n|
( |Ad,n| − |Cd,n|
|Cd,n|
)
≤ |GL(d,Fp)|
( |Ad,n| − |Cd,n|
|Cd,n|
)
≤ C(p15/16)C(p)n−2D(p)n−2pdn−1−dn/4+d2−11/16.
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Therefore
1 ≤ |Ad,n||Cd,n| ≤ 1 + C(p
15/16)C(p)n−2D(p)n−2pdn−1−dn/4+d
2−11/16.
Corollary 5.3. If n ≥ 2, then
lim
d→∞
|Cd,n|
|Ad,n| = 1.
If d ≥ 5, then
lim
n→∞
|Cd,n|
|Ad,n| = 1.
If d and n satisfy one of the conditions in (2.1), then
lim
p→∞
|Cd,n|
|Ad,n| = 1
Proof. When n = 2, the sets Ad,n and Cd,n are the same, so trivially
lim
d→∞
|Cd,n|
|Ad,n| = limp→∞
|Cd,n|
|Ad,n| = 1.
For all other cases, we will use Theorem 2.4. We have the inequality
dn−1 − dn/4 + d2 − 11/16 = −1
4
(
dn − 4dn−1 − 4d2 + 11
4
)
≤ −1
4
(
dn
n
− 30d
n−1
7(n− 1) − 4d
2 +
11
4
)
. (5.2)
When n ≥ 3 and d → ∞, the quantity (5.2) has limit −∞. Combined with Theorem 2.4,
this shows that
lim
d→∞
|Cd,n|
|Ad,n| = 1.
When d ≥ 5 and n→∞, the quantity (5.2) is asymptotically −dn/4n, which shows that
lim
n→∞
|Cd,n|
|Ad,n| = 1.
Finally, by Lemma A.4 Equation A.5,
dn−1 − dn/4 + d2 − 11/16 ≤ 0
for all values of d and n satisfying one of the conditions in (2.1) (except the condition n = 2,
which we have already dealt with). This, combined with Theorem 2.4 and the fact that C(p)
and D(p) go to 1 as p→∞, implies that
lim
p→∞
|Cd,n|
|Ad,n| = 1.
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Chapter 6
Counting Submodules
In this chapter we shall prove Theorem 2.6. This depends on estimating |Cd,n|, the number of
GL(d,Fp)-orbits on subspaces of Fn/Fn+1, via the Cauchy-Frobenius Lemma. To do this, we
obtain in Theorem 6.2 an upper bound for the number of submodules of an Fp 〈g〉-module,
where g ∈ GL(d,Fp). Theorem 6.3 strengthens this bound in a special case to deal with
F2/F3. Both theorems draw heavily on the theory of Hall polynomials, which count the
number of submodules of fixed type and cotype of a finite module over a discrete valuation
ring.
6.1 The Number of Submodules of a Module
Suppose M is an FpGL(d,Fp)-module. Let g ∈ GL(d,Fp). We want to count the number of
subspaces ofM (viewed as an Fp-vector space) fixed by g, which is the number of submodules
of M as a Fp 〈g〉-module. We note that when M is the natural FpGL(d,Fp)-module, Eick
and O’Brien [27] give an explicit formula for this number. The following preliminaries are
based on Macdonald [66, Chapter IV, Section 2].
Any Fp 〈g〉-module M can be viewed as an Fp[t]-module, where t.v = gv for all v ∈ M .
Furthermore, the number of Fp 〈g〉-submodules of M equals the number of Fp[t]-submodules
ofM . Let Φ be the set of all polynomials in Fp[t] which are irreducible over Fp, and let P be
the set of all partitions of non-negative integers. Let U be the set of all functions µ : Φ→ P .
Since Fp[t] is a principal ideal domain, M has a unique decomposition of the form
M ∼=
⊕
f∈Φ
⊕
i
Fp[t]
(f)µi(f)
,
for some µ ∈ U . Here, µi(f) is the i-th part of µ(f). Let
Mf =
⊕
i
Fp[t]
(f)µi(f)
.
For each f ∈ Φ, let Fp[t]f denote the localization of Fp[t] at the prime ideal (f). Then
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Fp[t]f is a discrete valuation ring with residue field of order q = p
deg(f), and Mf is a finite
Fp[t]f -module. We call µ(f) the type of Mf .
Any submodule N of M can be written N = ⊕f∈ΦNf with Nf ⊆ Mf for each f ∈ Φ.
That is, every submodule of M is the direct sum of submodules of the summands Mf .
By Macdonald [66, Chapter II, Lemma 3.1] the type λ of any Fp[t]-submodule or quotient
module of Mf satisfies λ ⊆ µ(f).
Both Theorems 6.2 and 6.3 depend on Theorem 6.1, where we calculate the number
of submodules of fixed type in a module of fixed type over a discrete valuation ring. This
generalizes Birkhoff’s formula for the number of subgroups of a finite abelian p-group (see [8]);
to recover Birkhoff’s result, let a be the ring of p-adic integers. The reliance of Theorem 6.1
(and its proof) on the theory of Hall polynomials is hidden in the citation of results from
Macdonald [66, Chapter II]. While we will not pursue this connection, it should be noted
that the quantity S(α′, β ′, q) appearing in Theorem 6.1 is equal to
∑
µ∈P g
λ
µν(q), where g
λ
µν(q)
is the Hall polynomial corresponding to λ, µ, and ν, and so Theorem 6.1 can also be phrased
as a result about a sum of Hall polynomials.
Theorem 6.1. Let a be a discrete valuation ring with maximal ideal p and let k = a/p be
the residue field of order q. Let α = (α1, α2, . . . , αr) and β = (β1, β2, . . . , βs) be partitions
with β ⊆ α and let M be a finite a-module of type α′. Then the number of submodules of M
of type β ′ is
S(α′, β ′, q) =
s∏
i=1
[
αi − βi+1
βi − βi+1
]
q
qβi+1(αi−βi),
where βs+1 is taken to be 0.
Proof. The proof is by induction on β1. If β1 = 0, then S(α
′, β ′, q) = 1 and the result holds.
Suppose β1 > 0, and let the smallest part of β
′ be t, so that either β1 = · · · = βt > βt+1 and
t < s, or β1 = · · · = βs and t = s. Write
β = (β1 − 1, β2 − 1, . . . , βt − 1, βt+1, . . . , βs).
Let N be any submodule of M of type β
′
, and let x be any element of M with ptx = 0,
pt−1x 6= 0, and ax ∩ N = 0. Then 〈N, x〉 has type β ′. There are S(α′, β′, q) choices for N ,
and for each N it follows from [66, Chapter II, Equation 1.8] that the number of choices for
x is just
qα1+···+αt(1− qβt−αt−1). (6.1)
On the other hand, fix a submodule L of M of type β ′; we can count the number of choices
of N and x so that L = 〈N, x〉. Here N is a submodule of L of type β′ whose quotient has
type (t), and by [66, Chapter II, Equation 4.13], the number of choices for N is
1− qβt+1−βt
1− q−1 q
Ps
i=1 (
βi
2 )−
Ps
i=1 (
βi
2 )
=
1− qβt+1−βt
1− q−1 q
t(βt−1).
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Given N , it follows from [66, Chapter II, Equation 1.8] that there are
qβ1+···+βt(1− q−1)
choices for x. Thus any submodule L of M of type β ′ arises as 〈N, x〉 in
qβ1+···+βt+t(βt−1)(1− qβt+1−βt)
ways. The total number of submodules L of M of type β ′ is then
S(α′, β ′, q) =
S(α′, β
′
, q)qα1+···+αt(1− qβt−αt−1)
qβ1+···+βt+t(βt−1)(1− qβt+1−βt)
=
S(α′, β
′
, q)qα1+···+αt(1− qβt−αt−1)
q2tβt−t(1− qβt+1−βt) , (6.2)
where the second inequality uses β1 = · · · = βt. By induction, we know that
S(α′, β
′
, q) =
s∏
i=1
[
αi − βi+1
βi − βi+1
]
q
qβi+1(αi−βi)
=
t−1∏
i=1
[
αi − βi+1 + 1
βi − βi+1
]
q
q(βi+1−1)(αi−βi+1)
·
[
αt − βt+1
βt − βt+1 − 1
]
q
qβt+1(αt−βt+1)
·
s∏
i=t+1
[
αi − βi+1
βi − βi+1
]
q
qβi+1(αi−βi)
=
s∏
i=1
[
αi − βi+1
βi − βi+1
]
q
qβi+1(αi−βi)
·
t−1∏
i=1
qαi−βi+1+1 − 1
qαi−βi+1 − 1 q
βi+1+βi−αi−1 · q
βt−βt+1 − 1
qαt−βt+1 − 1q
βt+1
=
s∏
i=1
[
αi − βi+1
βi − βi+1
]
q
qβi+1(αi−βi)
·q2(t−1)βt−α1−···−αt−1−(t−1) · q
βt−βt+1 − 1
qαt−βt+1 − 1q
βt+1
=
s∏
i=1
[
αi − βi+1
βi − βi+1
]
q
qβi+1(αi−βi) · q
2tβt
qα1+···+αt+t
· 1− q
βt+1−βt
1− qβt−αt−1 .
Substituting this expression into Equation 6.2 gives the result.
Using Theorem 6.1, the techniques of Appendix A, and the definitions of C(x) and D(x)
from Equation 2.2, we can give an upper bound for the total number of submodules of a
finite Fp 〈g〉-module M . Note that every subspace of M is a Fp 〈g〉-module if and only if g
acts as a scalar on M , that is, as multiplication by an element of Fp.
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Theorem 6.2. Fix d ≥ 2 and g ∈ GL(d,Fp). Suppose that M is an Fp 〈g〉-module. Let
m = dimFp(M) and let SM be the number of submodules of M . Then either g acts as a
scalar on M and SM = Gm(p), or g does not act as a scalar and
logp SM ≤ (m2 − 2m+ 2)/4 + 2ε,
where ε = logp(C(p)D(p)).
Proof. Write M = ⊕ki=1Mi, where for each i, Mi =Mfi for some fi ∈ Φ and dimFp Mi = mi.
Case 1: k ≥ 2.
Each submodule of M is a direct sum of submodules of the summands Mi, so SM =∏k
i=1 SMi ≤ Gm1(p)Gm−m1(p). Then by Lemma A.2,
SM ≤ C(p)2D(p)2pm21/4+(m−m1)2/4 ≤ C(p)2D(p)2p(m2−2m+2)/4,
since 0 < m1 < m.
Case 2: k = 1.
In this case, M =Mf for some f ∈ Φ. Let u = deg(f) and q = pu, and let M have type
α′ as a Fp[t]f -module, where α = (α1, . . . , αr).
Subcase 2.1: α has at least two parts.
If β = (β1, . . . , βs) and β ⊆ α, then by Theorem 6.1 and Lemma A.2 Equation A.1, the
number of submodules of M of type β ′ is
S(α′, β ′, q) ≤
s∏
i=1
D(q)q(βi−βi+1)(αi−βi)+βi+1(αi−βi)
= D(q)s
s∏
i=1
qβi(αi−βi).
Thus
SM =
∑
β′⊆α′
S(α′, β ′, q)
≤ D(q)r
∑
β′⊆α′
r∏
i=1
qβi(αi−βi)
≤ D(q)r
r∏
i=1
αi∑
βi=0
qβi(αi−βi)
≤ D(q)rC(q)r
r∏
i=1
qα
2
i /4,
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where the last inequality follows from Lemma A.1. Now D(q) ≤ D(p) and C(q) ≤ C(p) so,
remembering that u(α1 + · · ·+ αr) = m and using Lemma A.6,
logp SM ≤ u(α21 + · · ·+ α2r)/4 + rε (6.3)
≤ ((uα1)2 + · · ·+ (uαr)2 + 4rε)/4
≤ ((m− 1)2 + 1 + 8ε)/4
≤ (m2 − 2m+ 2)/4 + 2ε,
if m ≥ 4ε+ 1. For m < 4ε+ 1,
logp SM ≤ m2/4
≤ (m2 − 2m+ 2)/4 + (m− 1)/2
≤ (m2 − 2m+ 2)/4 + 2ε.
Subcase 2.2: α has one part.
In this case, α1 = m/u. If u ≥ 2, then by Lemma A.2 Equation A.1,
SM =
∑
0≤β1≤α1
[
α1
β1
]
q
≤ C(q)D(q)qm2/4u2
≤ C(p)2D(p)2pm2/4u
≤ C(p)2D(p)2p(m2−2m+2)/4,
since u ≥ 2. On the other hand, if u = 1, then f = t − c for some c ∈ Fp and M ∼=
⊕m{Fp[t]/(f)} so that g acts as the scalar c on M and SM = Gm(p).
The next theorem strengthens the preceding result when the module structure is known
more precisely and will be needed to deal with groups of lower p-length 2.
Theorem 6.3. Fix d ≥ 2 and g ∈ GL(d,Fp) with g 6= 1. Suppose that V is an Fp 〈g〉-module
on which g acts non-trivially and that M is an Fp 〈g〉-module extension of V ∧ V by V . Let
v = dimFp(V ), let m = dimFp(M) = v(v + 1)/2, and let SM be the number of submodules of
M . Then
logp SM ≤ (m− 4)2/4 + C,
where ε = logp (C(p)D(p)) and
C =
{
ε+ 2m− 4 : m ≤ 45
5ε+ 4 : m > 45.
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Proof. First, if v ≤ 9, then m ≤ 45. In this case,
SM ≤ Gm(p)
≤ C(p)D(p)pm2/4
= C(p)D(p)p(m−4)
2/4+2m−4,
proving the result. So we may assume that v ≥ 10.
Write M = ⊕ki=1Mi, where for each i, Mi =Mfi for some fi ∈ Φ and dimFp Mi = mi; we
may assume that m1 ≥ m2 ≥ · · · ≥ mk. Note that m1 + · · ·+mk = m. Then V = ⊕mi=1πMi
where π is the projection from M onto V .
Fix 0 < t < k and set W = M1 ⊕ · · · ⊕ Mt. Also let w = dimW = m1 + · · · + mt.
Then SM ≤ Gw(p)GM−w(p) since any submodule of M is a direct sum of submodules of the
summands Mi. By Lemma A.2,
SM ≤ C(p)2D(p)2pw2/4+(M−w)2/4.
When 4 ≤ w ≤M − 4, it follows that
SM ≤ C(p)2D(p)2p4+(M−4)2/4 and
logp SM ≤ (M − 4)2/4 + 2ε+ 4,
proving the result. If we cannot choose t so that 4 ≤ w ≤ m− 4, then since m > 9 implies
that m1 6≤ 3, it must be that m1 ≥ m − 3 and k ≤ 4. Write Y = M2 ⊕ · · · ⊕Mk; then
y = dimY ≤ 3. (It is possible that Y is the zero module and that y = 0.) At this point we
need to prove a technical claim which we will use twice.
Claim: Suppose that V is the direct sum of Fp 〈g〉-modules A and B of dimensions a ≥ 4
and v − a over Fp, and suppose that A ⊂ M1π. If g acts as a scalar c on A, then c = 1 and
A⊗ B is the direct sum of a copies of B.
Proof of claim: If V = A⊕B, then V ∧ V ∼= (A∧A)⊕ (B ∧B)⊕ (A⊗B). If g acts as a
scalar c on A, then A ∼= ⊕{Fp[t]/(t− c)}a and M1 =Mf1 with f1 = t− c. In this case g acts
as the scalar c2 on A∧A, so A∧A ∼= {Fp[t]/(t− c2)}a(a−1)/2. If c 6= 1, then A∧A 6⊆M1 and
hence A ∧ A ⊆ Y . But then a(a − 1)/2 = dim(A ∧ A) ≤ dimY ≤ 3, which is impossible.
Therefore c = 1. Since g acts on V non-trivially, the action on B is non-trivial and A ⊗ B
is the direct sum of a copies of B.
Now take A = πM1 and B = πY so that V = A ⊕ B. Suppose that g acts on A as a
scalar c. Since v ≥ 7 and dimB ≤ dim Y ≤ 3, we see that a ≥ 4, and by the claim, c = 1
and A⊗ B is the direct sum of a copies of B. If B is the zero module, this contradicts the
fact that g acts non-trivially on V . Otherwise, v − a > 0. Since B is the image of Y , it
follows that A⊗B ⊆ Y , and a(v− a) ≤ dimY ≤ 3, which is false. Therefore g does not act
on πM1 as a scalar, and hence does not act on M1 as a scalar.
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We may assume that M1 = Mf where f has degree u over Fp and M1 and M1π have
types α′ and β ′ respectively, where β ⊆ α. Write α = (α1, . . . , αr) and β = (β1, . . . , βs).
Case 1: u > 1.
Writing SM1 for the number of submodules of M1, we have
SM1 ≤ Gm1/u(q)
≤ C(q)D(q)qm21/4u2
≤ C(p)D(p)pm21/4u
≤ C(p)D(p)pm21/8.
Then
SM ≤ SM1Gy(p)
≤ C(p)2D(p)2pm21/8+y2/4
≤ C(p)2D(p)2pm2/8+9/4
≤ C(p)2D(p)2p(m−4)2/4+9/4,
where the last line uses the fact that m ≥ 14. Thus logp SM ≤ C + (m− 4)2/4.
Case 2: u = 1.
In this case, f = t− c for some c ∈ Fp. Since g does not act as a scalar on M1 or πM1,
we know α2 ≥ β2 > 0.
By Equation 6.3,
logp SM ≤ (α21 + · · ·+ α2r)/4 + rε,
so
logp SM ≤ logp SM1 + logp Gy(p) ≤ (α21 + · · ·+ α2r + y2)/4 + (r + 1)ε.
Subcase 2.1: α1 ≤ m− 4
If r = 2, then
logp SM ≤ (α21 + α22 + y2)/4 + 3ε
≤ ((m− 4)2 + 42 + 02)/4 + 3ε
≤ (m− 4)2/4 + C.
If r = 3, then
logp SM ≤ (α21 + α22 + α23 + y2)/4 + 4ε
≤ ((m− 4)2 + 32 + 12 + 02)/4 + 4ε
≤ (m− 4)2/4 + C.
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Finally, if 4 ≤ r ≤ m, then by Lemma A.6, we get
logp SM ≤ ((m− r)2 + r)/4 + (r + 1)ε.
The right-hand side is maximized at r = 4 or r = m. Since m > 45 and ε ≤ 6, it turns out
that it is maximized at r = 4, where we get a bound of (m− 4)2/4 + 5ε+ 1.
Subcase 2.2: α1 ≥ m− 3.
So we may assume that α1 ≥ m− 3. Then α2 + · · ·+ αr + y ≤ 3, and so β2 + · · ·+ βs +
dim(πY ) ≤ 3. Since β1+ · · ·+βs+dim(πY ) = v ≥ 10, it follows that β1 ≥ 7 and β1−β2 ≥ 4.
Note that β1 − β2 is the number of summands of πM1 that are isomorphic to Fp[t]/(f − c).
So write πM1 = A⊕C, where a = dimA = β1 − β2 and g acts as the scalar c on A and not
on C. Set B = C ⊕ πY . Then V = A ⊕ B and by the claim, c = 1 and A ⊗ B is a direct
sum of a copies of B. Then A⊗B is contained in Y plus the components of M1 that g does
not act as a scalar on, so that aβ2 ≤ dim (A⊗B) ≤ α2 + y ≤ 3, which is impossible.
6.2 A Proof of Theorem 2.6
We can now prove Theorem 2.6 and Corollary 2.7, restated here for convenience.
Theorem 2.6. Fix a prime p and integers d and n so that either n = 2 and d ≥ 10 or n ≥ 3
and d ≥ 3. Let F be the free group of rank d and let dn be the dimension of Fn/Fn+1. Let
c1 =
{
C(p)5D(p)4p17/4 : n = 2 and d ≥ 10
C(p)2D(p)p3/4 : n ≥ 3.
Let
c2 =
{
−d : n = 2
d2 − dn/2 : n ≥ 3.
Then
(a)
1 ≤ |Cd,n| · |GL(d,Fp)||Cd,n| ≤ 1 + c1p
c2.
(b)
1 ≤ |Cd,n||Dd,n| ≤
1 + c1p
c2
1− c1pc2 .
Proof. Let (Cd,n)g be the set of elements of Cd,n fixed by g. Then |(Cd,n)g| is just the number
of submodules of Fn/Fn+1 viewed as a Fp 〈g〉-module. We explain first why only the identity
element of GL(d,Fp) can act as a scalar on Fn/Fn+1. By Corollary 4.11, Fn/Fn+1 has a
FpGL(d,Fp)-submodule M which is isomorphic to an extension of V ∧ V by V , where V is
the natural FpGL(d,Fp)-module. If g ∈ GL(d,Fp) acts on Fn/Fn+1 as a scalar c ∈ Fp, then
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it acts on V as the scalar c, and hence on V ∧ V as the scalar c2. Thus c = c2 and c = 1, so
that g is the identity on V , that is, the identity element in GL(d,Fp).
Suppose first that n > 2. We know from Theorem 6.2 that if g 6= 1,
|(Cd,n)g| ≤ C(p)2D(p)2p(d2n−2dn+2)/4.
By the Cauchy-Frobenius Lemma,
|GL(d,Fp)| · |Cd,n| =
∑
g∈GL(d,Fp)
|(Cd,n)g|
= |Cd,n|+
∑
16=g∈GL(d,Fp)
|(Cd,n)g|
≤ |Cd,n|+ (|GL(d,Fp)| − 1)C(p)2D(p)2p(d2n−2dn+2)/4.
By Equation A.2 and the fact that 2− 9p(1−dn)/2/2 > 1,
|Cd,n| ≥ D(p)pd2n/4−1/4.
Since |GL(d,Fp)| ≤ pd2 , it follows that
1 ≤ |GL(d,Fp)| · |Cd,n||Cd,n|
≤ 1 + C(p)2D(p) p(d2n−2dn+2)/4+d2−d2n/4+1/4
= 1 + c1p
d2−dn/2.
If n = 2, then F2/F3 is an extension of V ∧ V by V , and using the estimates of Lemma 6.3
and the argument above we obtain
1 ≤ |GL(d,Fp)| · |Cd,n||Cd,n|
≤ 1 + c1p−d.
This proves part (a).
To prove part (b), we observe that |Cd,n| =
∑ |GL(d,Fp)|/|GL(d,Fp)(w)|, where the sum
is over all GL(d,Fp)-orbits in Cd,n and |GL(d,Fp)(w)| is the order of the stabilizer in GL(d,Fp)
of any element w of the orbit under consideration. Now |Dd,n| is just the number of orbits
for which |GL(d,Fp)(w)| = 1, so
|Cd,n| ≤ |GL(d,Fp)| · |Dd,n|+ |GL(d,Fp)|(|Cd,n| − |Dd,n|)/2.
That is,
(2/|GL(d,Fp)|)|Cd,n| − |Cd,n| ≤ |Dd,n|,
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so that
|Cd,n|
|Dd,n| ≤
|Cd,n|
2|Cd,n|/|GL(d,Fp)| − |Cd,n|
≤ |Cd,n| · |GL(d,Fp)|/|Cd,n|
2− |Cd,n| · |GL(d,Fp)|/|Cd,n|
≤ 1 + c1p
c2
1− c1pc2 .
Corollary 6.4. If n ≥ 2, then
lim
d→∞
|Dd,n|
|Cd,n| = 1.
If d ≥ 3, then
lim
n→∞
|Dd,n|
|Cd,n| = 1.
If n = 2 and d ≥ 10, or n ≥ 3 and d ≥ 5, or n ≥ 4 and d ≥ 3, then
lim
p→∞
|Dd,n|
|Cd,n| = 1
Proof. It is clear from Theorem 2.6 that the first two limits hold. For the third limit, note
that by Lemma A.4 Equation A.5,
d2 − dn/2 < −3/4
for all values of d and n for which Equation A.5 holds. For the finitely many values of d and
n for which Equation A.5 does not hold but n = 2 and d ≥ 10, or n ≥ 3 and d ≥ 5, or n ≥ 4
and d ≥ 3, a computer check shows that
d2 − dn/2 < −3/4.
Combined with Theorem 2.6, this shows that
lim
p→∞
|Cd,n|
|Ad,n| = 1
for the given values of d and n.
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Chapter 7
A Survey on the Automorphism
Groups of Finite p-Groups
This chapter constitutes a survey of some of what is known about the automorphism groups
of finite p-groups. The focus is on three topics: explicit computations for familiar finite
p-groups; constructions of finite p-groups whose automorphism groups satisfy certain con-
ditions; and the discovery of finite p-groups whose automorphism groups are or are not
p-groups themselves.
7.1 The Automorphisms of Familiar p-Groups
There are several familiar families of finite p-groups for which some information about their
automorphism groups is known. In particular, for a couple of these families, the automor-
phism groups have been described in a reasonably complete manner. The goal of this section
to present these results as concretely as possible. We begin with a nearly exact determina-
tion of the automorphism groups of the extraspecial p-groups. The next subsection discusses
the maximal unipotent subgroups of Chevalley groups, for which Gibbs [31] describes six
types of automorphisms that generate the automorphism group. For type Aℓ, Pavlov [80]
and Weir [94] have (essentially) computed the exact structure of the automorphism group.
The last three subsections summarize what is known about the automorphism groups of
the Sylow p-subgroups of the symmetric group, p-groups of maximal class, and certain stem
covers. We note that Barghi and Ahmedy [6] claim to determine the automorphism group
of a class of special p-groups constructed by Verardi [90]; unfortunately, as pointed out in
the MathSciNet review of [6], the proofs are incorrect.
7.1.1 The Extraspecial p-Groups
Winter [97] gives a nearly complete description of the automorphism group of an extraspe-
cial p-group. (Griess [35] states many of these results without proof.) Following Winter’s
exposition, we will present some basic facts about extraspecial p-groups and then describe
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their automorphisms.
Recall that a finite p-group G is special if either G is elementary abelian or Z(G) = G′ =
Φ(G). Furthermore, a non-abelian special p-group G is extraspecial if Z(G) = G′ = Φ(G) ∼=
Cp. The order of an extraspecial p-group is always an odd power of p, and there are two
isomorphism classes of extraspecial p-groups of order p2n+1 for each prime p and positive
integer n, as proved in Gorenstein [34, Theorem 5.2]. When p = 2, both isomorphism classes
have exponent 4. When p is odd, one of these isomorphism classes has exponent p and the
other has exponent p2.
Any extraspecial p-group G of order p2n+1 has generators x1, x2, . . . , x2n satisfying the
following relations, where z is a fixed generator of Z(G):
[x2i−1, x2i] = z for 1 ≤ i ≤ n,
[xi, xj ] = 1 for 1 ≤ i, j ≤ n and |i− j| > 1, and
xpi ∈ Z(G) for 1 ≤ i ≤ 2n.
When p is odd, either xpi = 1 for 1 ≤ i ≤ 2n, in which case G has exponent p, or xp1 = z
and xpi = 1 for 2 ≤ i ≤ 2n, in which case G has exponent p2. When p = 2, either x2i = 1 for
1 ≤ i ≤ 2n, or x21 = x22 = z and x2i = 1 for 3 ≤ i ≤ 2n.
Recall that if two groups A and B have isomorphic centers Z(A)
φ∼= Z(B), then the central
product of A and B is the group
(A× B)/{(z, φ(z)−1) : z ∈ Z(A)}.
All extraspecial p-groups can be written as iterated central products as follows. If p is odd,
let M be the extraspecial p-group of order p3 and exponent p, and let N be the extraspecial
p-group of order p3 and exponent p2. The extraspecial p-group of order p2n+1 and exponent
p is the central product of n copies of M , while the extraspecial p-group of order p2n+1 and
exponent p2 is the central product of n − 1 copies of M and one copy of N . If p = 2, the
extraspecial 2-group of order 22n+1 and x21 = x
2
2 = 1 is isomorphic to the central product
of n copies of the dihedral group D8, while the extraspecial 2-group of order 2
2n+1 and
x21 = x
2
2 = z is isomorphic to the central product of n− 1 copies of D8 and one copy of the
quaternion group Q8.
One of the isomorphism classes can be viewed more concretely. The group of (n + 1)×
(n+ 1) matrices with ones on the diagonal, arbitrary entries from Fp in the rest of the first
row and last column, and zeroes elsewhere is an extraspecial p-group of order p2n+1. When
p is odd, this is the extraspecial p-group of exponent p. When p = 2, this is the central
product of n copies of D8.
In [97], Winter states the following theorem on the automorphism groups of the ex-
traspecial p-groups for all primes p (an explicit description of the automorphisms follows the
theorem).
Theorem 7.1 (Winter [97]). Let G be an extraspecial p-group of order p2n+1. Let I = Inn(G)
and let H be the normal subgroup of Aut(G) which acts trivially on Z(G). Then
58
1. I ∼= (Cp)2n.
2. Aut(G) ∼= H ⋊ 〈θ〉, where θ is an automorphism of order p− 1.
3. If p is odd and G has exponent p, then H/I ∼= Sp(2n,Fp), and the order of H/I is
pn
2 ∏n
i=1 (p
2i − 1).
4. If p is odd and G has exponent p2, then H/I ∼= Q ⋊ Sp(2n − 2,Fp), where Q is a
normal extraspecial p-group of order p2n−1, and the order of H/I is pn
2 ∏n−1
i=1 (p
2i − 1).
The group Q⋊ Sp(2n− 2,Fp) is isomorphic to the subgroup of Sp(2n,Fp) consisting of
elements whose matrix (aij) with respect to a fixed basis satisfies a11 = 1 and a1i = 0
for i > 1.
5. If p = 2 and G is isomorphic to the central product of n copies of D8, then H/I
is isomorphic to the orthogonal group of order 2n(n−1)+1(2n − 1)∏n−1i=1 (22i − 1) that
preserves the quadratic form ξ1ξ2 + ξ3ξ4 + · · ·+ ξ2n−1ξ2n over F2.
6. If p = 2 and G is isomorphic to the central product of n − 1 copies of D8 and one
copy of Q8, then H/I is isomorphic to the orthogonal group of order 2
n(n−1)+1(2n +
1)
∏n−1
i=1 (2
2i − 1) that preserves the quadratic form ξ1ξ2+ξ3ξ4+· · ·+ξ22n−1+ξ2n−1ξ2n+ξ22n
over F2.
The automorphisms in Aut(G) can be described more explicitly. First, the automorphism
θ may be chosen as follows. Let m be a primitive root modulo p with 0 < m < p. Then
define θ by θ(x2i−1) = x
m
2i−1 and θ(x2i) = x2i for 1 ≤ i ≤ n and by θ(z) = zm. Next, the
inner automorphisms are the p2n automorphisms σ such that σ(z) = z and σ(xi) = xiz
di for
each i and some choice of integers 0 ≤ di < p.
It remains to describe H . For each x ∈ G, let x denote the coset xZ(G). Now G/Z(G)
becomes a non-degenerate symplectic space over Fp with the symplectic form (x, y) = a,
where [x, y] = za and 0 ≤ a < p. The symplectic group Sp(2n,Fp) acts on G/Z(G),
preserving the given symplectic form. Let T ∈ Sp(2n,Fp) and let A = (aij) be the matrix
of T relative to the basis {xi} (with 0 ≤ aij < p). Each element x ∈ G can be uniquely
expressed as x =
(∏2n
i=1 x
ai
i
)
zc with 0 ≤ ai, c < p. Define φ : G→ G by
φ(x) =
[
2n∏
i=1
(
2n∏
j=1
x
aij
j
)ai]
zc.
Then φ induces T on G/Z(G), and φ is an automorphism of G if and only if T is in the
subgroup of Sp(2n,Fp) to which H/I is isomorphic (as given in statement 3, 4, 5, or 6 of
Theorem 7.1, depending on p and the isomorphism class of G).
Note that the set of automorphisms φ does not necessarily constitute a subgroup of H ,
and so it is not obvious that H splits over I (and Winter does not address this issue).
However, as Griess proves in [35], when p = 2, H splits if n ≤ 2 and does not split if n ≥ 3.
Griess also states, but does not prove, that when p is odd, H always splits over I. This
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Type Chevalley Group
Aℓ PSLℓ+1(Fq)
Bℓ P(O
′
2ℓ+1(Fq))
Cℓ PSp2ℓ(Fq)
Dℓ P(O
′
2ℓ(Fq))
Table 7.1: The Chevalley groups of types
Aℓ, Bℓ, Cℓ and Dℓ.
observation is also made in, and can be deduced from, Isaacs [50] and [51] and Glasby and
Howlett [32].
A short exposition of this proof when p is odd and G has exponent p was communicated
via the group-pub-forum mailing list by Isaacs [52]. Let J/I be the central involution of
the symplectic group H/I, and let P be a Sylow 2-subgroup of J . Then J is normal in H ,
|P | = 2, and the non-identity element of P acts on I by sending each element to its inverse.
Then 1 = CI(P ) = I ∩NH(I). On the other hand, by the Frattini argument, H = JNH(P ),
and since P ≤ J ∩ NH(P ), it follows that H = INH(P ). But this means that NH(P ) is a
complement of I in H , and so H splits over I. According to Griess [35], the proof when G
has exponent p2 is more technical.
7.1.2 Maximal Unipotent Subgroups of a Chevalley Group
Associated to any simple Lie algebra L over C and any field K is the Chevalley group G of
type L over K. Table 7.1 lists the Chevalley groups of types Aℓ, Bℓ, Cℓ, and Dℓ over the
finite field Fq, as given in Carter [12]. A few clarifications are necessary: the entry for type
Bℓ requires that Fq have odd characteristic; O2ℓ+1(Fq) is the orthogonal group which leaves
the quadratic form ξ1ξ2 + ξ3ξ4 + · · · + ξ2ℓ−1ξ2ℓ + ξ22ℓ+1 invariant over Fq; and O2ℓ(Fq) is the
orthogonal group which leaves the quadratic form ξ1ξ2 + ξ3ξ4 + · · ·+ ξ2ℓ−1ξ2ℓ invariant over
Fq. Gibbs [31] examines the automorphisms of a maximal unipotent subgroup of a Chevalley
group over a field of characteristic not two or three. We are only interested in finite groups,
so from now on we will let K = Fq, where Fq has characteristic p > 3 and q = p
n. In this
case, the maximal unipotent subgroups are the Sylow p-subgroups of the Chevalley group.
After some preliminaries on maximal unipotent subgroups, we will present his results.
Let Σ, Σ+, and π denote the sets of roots, positive roots, and fundamental roots, respec-
tively, of L relative to some Cartan subalgebra. Then the Chevalley group G is generated by
{xr(t) : r ∈ Σ, t ∈ Fq}. One maximal unipotent subgroup U of G is constructed as follows.
As a set,
U = {xr(t) : r ∈ Σ+, t ∈ Fq}.
For any r, s ∈ Σ+ and t, u ∈ Fq, the multiplication in U is given by
xr(t)xr(u) = xr(t+ u)
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[xs(u), xr(t)] =
{
1 : r + s is not a root∏
ir+js∈Σ
xir+js(Cij,rs(−t)iuj) : r + s is a root.
Here i and j are positive integers and Cij,rs are certain integers which depend on L. The
order of U is qN , where N = |Σ+|, and U is a Sylow p-subgroup of G.
Gibbs [31] shows that Aut(G) is generated by six types of automorphisms, namely graph
automorphisms, diagonal automorphisms, field automorphisms, central automorphisms, ex-
tremal automorphisms, and inner automorphisms. Let the subgroup of Aut(G) generated
by each type of automorphism be denoted by P , D, F , C, E, and I respectively. Let Pr be
the additive group generated by the roots of L and let rN be the highest root. Label the
fundamental roots r1, r2, . . . , rℓ.
1. Graph Automorphisms: An automorphism σ of Pr that permutes both π and Σ induces
a graph automorphism of U by sending xr(t) to xσ(r)(t) for all r ∈ π and t ∈ Fq. Graph
automorphisms correspond to automorphisms of the Dynkin diagram, and so types
Aℓ (ℓ > 1), Dℓ (ℓ > 4), and E6 have a graph automorphism of order 2, while the graph
automorphisms in type D4 form a group isomorphic to S3.
2. Diagonal Automorphisms: Every character χ of Pr with values in F
∗
q induces a diagonal
automorphism which maps xr(t) to xr(χ(r)t) for all r ∈ Σ+ and t ∈ Fq.
3. Field Automorphisms: Every automorphism σ of Fq induces a field automorphism of
U which maps xr(t) to xr(σ(t)) for all r ∈ Σ+ and t ∈ Fq.
4. Central Automorphisms: Let σi be endomorphisms of F
+
q . These induce a central
automorphism that maps xri(t) to xri(t)xrN (σi(t)) for i = 1, . . . , ℓ and all t ∈ Fq.
5. Extremal Automorphisms: Suppose rj is a fundamental root such that rN − ri is also a
root. Let u ∈ F∗q. This determines an extremal automorphism which acts trivially on
xri(t) for i 6= j and sends xrj (t) to
xrj (t)xrN−rj (ut)xrN ((1/2)NrN−rj ,rjut
2).
Here NrN−rj ,rj is a certain constant that depends on the type. In type Cℓ, rN − 2rj is
also a root, and the map that acts trivially on xi(t) for i 6= j and sends xrj (t) to
xrj (t)xrN−2rj(ut)xrN−rj((1/2)NrN−2rj ,rjut
2)xrN ((1/3)C12,rN−rj ,rjut
3)
is also an automorphism of U .
Steinberg [88] showed that the automorphism group of a Chevalley group over a finite
field is generated by graph, diagonal, field, and inner automorphisms, which shows that P ,
D, and F are, in fact, subgroups of Aut(U). It is easy to see that the central automorphisms
are automorphisms, and a quick computation verifies this for the extremal automorphisms
as well. Note that by multiplying an extremal automorphism by a judicious choice of central
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automorphism, the xrN (·) term in the description of the extremal automorphisms disap-
pears. Therefore, it is legitimate to omit the xrN (·) term in the definition of an extremal
automorphism, and this is what we will use for what follows.
Gibbs does not compute the precise structure of Aut(U). This has been done in type
Aℓ, however, for all characteristics; Pavlov [80] computes Aut(U) over Fp, while Weir [94]
computes it over Fq (although his computations contain a mistake which we will address in
a moment). We will present the result for type Aℓ as explicitly as possible, pausing to note
that it does seem feasible to compute the structure of Aut(U) for other types in a similar
manner.
As mentioned before, in type Aℓ, we can view U as the set of (ℓ+1)× (ℓ+1) upper trian-
gular matrices with ones on the diagonal and arbitrary entries from Fq above the diagonal.
There are
(
ℓ+1
2
)
positive roots in type Aℓ, given by ri + ri+1 + · · ·+ rj for 1 ≤ i ≤ j ≤ ℓ. Let
Ei,j be the (ℓ + 1) × (ℓ + 1) matrix with a 1 in the (i, j)-entry and zeroes elsewhere. Then
xr(t) = I+ tEi,j, where r = ri+ri+1+ · · ·+rj . In particular, xri(t) = I+ tEi,i+1. In type Aℓ,
some of the given types of automorphisms admit simpler descriptions; we will be content to
describe their action on the elements xri(t).
As mentioned, in type Aℓ there is one nontrivial graph automorphism of order 2, and
it acts by sending xri(t) to xrn+1−i(t). The diagonal automorphisms correspond to selecting
χ1, . . . , χn ∈ F∗q and mapping xri(t) to xri(χit). This is equivalent to conjugation by a
diagonal matrix of determinant 1. The diagonal automorphisms form an elementary abelian
subgroup of order (p−1)n−1. The field automorphisms of Fq are generated by the Frobenius
automorphism and form a cyclic subgroup of order n.
Let a1, . . . , an generate the additive group of Fq. Then the elements xri(aj) for i, j =
1, . . . , n generate U . The central automorphisms are generated by the automorphisms τmj
which send xrj (am) to xrj (am)xrN (1) and fix xri(ak) for i 6= j and k 6= m, where j = 2, . . . , ℓ−
1 and m = 1, . . . , n. (When j = 1 or j = ℓ, this automorphism is inner.) The extremal
automorphisms are generated by the automorphism that sends xr1(t) to xr1(t)xrN−r1(t) and
fixes xri(t) for 2 ≤ i ≤ ℓ and the automorphism that sends xrℓ(t) to xrℓ(t)xrN−rℓ(t) and fixes
xri(t) for 1 ≤ i ≤ ℓ − 1. Finally the inner automorphism group is, of course, isomorphic to
U/Z(U) (the center of U is generated by xrN (t)).
It is not hard to use these descriptions to deduce that
Aut(U) ∼= ((I ⋊ (E × C))⋊ (D ⋊ F ))⋊ P.
Furthermore E×C is elementary abelian of order qn(ℓ−2)+2, D is elementary abelian of order
(q−1)ℓ, F is cyclic of order n, and I has order q(ℓ2+ℓ−2)/2. It follows that the order of Aut(U)
is
2n(q − 1)ℓq(ℓ2+ℓ+2nℓ−4n+2)/2.
The error in Weir’s paper [94] stems from his claim that any g ∈ GLn(Fp) acting on
Fq induces an automorphism of U that maps xri(ak) to xri(g(ak)), generalizing the field
automorphisms. However, it is clear that g must, in fact, be a field automorphism, as for
any t, u ∈ Fq,
[xr1(t), xr2(u)] = xr1+r2(tu) = [xr1(tu), xr2(1)] .
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Applying g to all terms shows that g(tu) = g(t)g(u).
7.1.3 Sylow p-Subgroups of the Symmetric Group
The automorphism groups of Sylow p-subgroups of the symmetric group for p > 2 were
examined independently by Bondarchuk [9] and Lentoudis [60, 61, 62, 63]. Their results are
reasonably technical. They do show that the order of the automorphism group of the Sylow
p-subgroup of Spm is
(p− 1)mpn(m),
where
n(m) = pm−1 + pm−2 + · · ·+ p2 + 1
2
(m2 −m+ 2)p− 1.
Note that the Sylow-p subgroup of Spm is isomorphic to the m-fold iterated wreath product
of Cp.
7.1.4 p-Groups of Maximal Class
A p-group of order pn is of maximal class if it has nilpotence class n − 1. Many examples
are given in [59, Examples 3.1.5], with the most familiar being the dihedral and quaternion
groups of order 2n when n ≥ 4. It is not too hard to prove some basic results about the
automorphism group of an arbitrary p-group of maximal class. Our presentation follows
Baartmans and Woeppel [4, Section 1].
Theorem 7.2. Let G be a p-group of maximal class of order pn, where n ≥ 4 and p is
odd. Then Aut(G) has a normal Sylow p-subgroup P and P has a p′-complement H, so that
Aut(G) ∼= H ⋊ P . Furthermore, H is isomorphic to a subgroup of Cp−1 × Cp−1.
The proof of this theorem begins by observing that G has a characteristic cyclic series
G = G0 ⊲ G1 ⊲ · · · ⊲ Gn = 1; that is, each Gi is characteristic and Gi/Gi+1 is cyclic (see
Huppert [48, Lemmas 14.2 and 14.4]). By a result of Durbin and McDonald [25], Aut(G)
is supersolvable and so has a normal Sylow p-subgroup P with p′-complement H , and the
exponent of Aut(G) divides pt(p − 1) for some t > 0. The additional result about the
structure of H comes from examining the actions of H on the characteristic cyclic series and
on G/Φ(G). Baartmans and Woeppel remark that the above theorem holds for any finite
p-group G with a characteristic cyclic series.
Baartmans and Woeppel [4] follow up these general results by focusing on automorphisms
of p-groups of maximal class of exponent p with a maximal subgroup which is abelian. More
specifically, the characteristic cyclic series can be taken to be a composition series, in which
case Gi = γi(G) for i ≥ 2 and G1 = CG(G2/G4). Baartmans and Woeppel assume that G2
is abelian.
In this case, they show by construction that H ∼= Cp−1 × Cp−1. Furthermore, P is
metabelian of nilpotence class n − 2 and order p2n−3. (Recall that a metabelian group is
a group whose commutator subgroup is abelian.) The group Inn(G) has order pn−1 and
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maximal class n − 2. The commutator subgroup P ′ is the subgroup of Inn(G) induced
by G2. Baartmans and Woeppel do explicitly describe the automorphisms of G, but the
descriptions are too complicated to include here.
Other authors who investigate automorphisms of certain finite p-groups of maximal class
include: Abbasi [1]; Miech [70], who focuses on metabelian groups of maximal class; and
Wolf [98], who looks at the centralizer of Z(G) in certain subgroups of Aut(G).
Finally, in [55], Juha´sz considers more general p-groups than p-groups of maximal class.
Specifically, he looks at p-groups G of nilpotence class n− 1 in which γ1(G)/γ2(G) ∼= Cpm ×
Cpm and γi(G)/γi+1(G) ∼= Cpm for 2 ≤ i ≤ n− 1. He refers to such groups as being of type
(n,m). Groups of type (n, 1) are the p-groups of maximal class of order pn.
Assume that n ≥ 4 and p > 2. As with groups of maximal class, the automorphism
group of a group G of type (n,m) is a semi-direct product of a normal Sylow p-subgroup P
and its p′-complement H , and H is isomorphic to a subgroup of Cp−1×Cp−1. Juha´sz’ results
are largely technical, dealing with the structure of P , especially when G is metabelian.
7.1.5 Stem Covers of an Elementary Abelian p-Group
In [93], Webb looks at the automorphism groups of stem covers of elementary abelian p-
groups. We start with some preliminaries on stem covers. A group G is a central extension
of Q by N if N is a normal subgroup of G lying in Z(G) and G/N ∼= Q. If N lies in [G,G] as
well, then G is a stem extension of Q. The Schur multiplier M(Q) of Q is defined to be the
second cohomology group H2(Q,C∗), and it turns out that N is isomorphic to a subgroup
of M(Q). Alternatively, M(Q) can be defined as the maximum group N so that there exists
a stem extension of Q by N . Such a stem extension is called a stem cover.
Webb takes Q to be elementary abelian of order pn with p odd and n ≥ 2. Let G be a
stem cover of Q. Then N = Z(G) = [G,G] =M(Q) ∼= Q∧Q and has order p(n2). Therefore
Autc(G) are the automorphisms of G which act trivially on G/N ∼= Q. Each automorphism
α ∈ Autc(G) corresponds uniquely to a homomorphism α ∈ Hom(Q,N) via the relationship
α(gN) = g−1 · α(g) for all g ∈ G. Of course, Hom(Q,N) is an elementary abelian p-group
of order n
(
n
2
)
, and so Aut(G) is an extension of a subgroup of Aut(Q) ∼= GL(n,Fp) by an
elementary abelian p-group of order n
(
n
2
)
. Webb proves that the subgroup of Aut(Q) in
question is usually trivial, leading to her main theorem.
Theorem 7.3 (Webb [93]). Let G be elementary abelian of order pn with p odd. As n→∞,
the proportion of stem covers of G with elementary abelian automorphism group of order
pn(
n
2) tends to 1.
7.2 Quotients of Automorphism Groups
Not every finite p-group is the automorphism group of a finite p-group. A recent paper in
this vein is by Cutolo, Smith, and Wiegold [18], who show that the only p-group of maximal
class which is the automorphism group of a finite p-group is D8. But there are several extant
results which show that certain quotients of the automorphism group can be arbitrary.
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7.2.1 The Quotient Aut(G)/Autc(G)
Theorem 7.4 (Heineken and Liebeck [38]). Let K be a finite group and let p be an odd prime.
There exists a finite p-group G of class 2 and exponent p2 such that Aut(G)/Autc(G) ∼= K.
The construction given by Heineken and Liebeck can be described rather easily. Let K
be a group generated by elements x1, x2, . . . , xd. Let D
′(K) be the directed Cayley graph
of K relative to the given generators. Form a new digraph D(K) by replacing every arc in
D′(K) by a directed path of length i if the original arc corresponded to the generator xi.
Then Aut(D(K)) = K.
Let v1, v2, . . . , vm be the vertices of D(K). Let G be the p-group generated by elements
v1, v2, . . . , vm where
1. G′ is the elementary abelian p-group freely generated by
{[vi, vj ] : 1 ≤ i < j ≤ m}.
2. For each vertex vi, if vi has outgoing arcs to vi1 , vi2 , . . . , vik , then
vpi = [vi, vi1 · · · vik ].
Heineken and Liebeck show that Aut(G)/Autc(G) ∼= K when |K| ≥ 5. (They give a special
construction for |K| < 5.) As Webb [93] notes, G is a special p-group.
They are actually able to determine the automorphism group of G much more precisely,
at least when |K| ≥ 5. Let the vertices of D′(K) be called group-points; they are naturally
identified with vertices of D(K). Let S be the set of vertices of D(K) consisting of the group-
point e corresponding to the identity ofK and all vertices that can be reached along a directed
path from e that does not pass through any other group-points. Assume that the vertices
of D(K) are labeled so that v1, . . . , vs are the elements of S. The central automorphisms
which fix vs+1, vs+2, . . . , vm generate an elementary abelian p-group U of dimension s|G′| =
(1/2)ks2(ks− 1). Every central automorphism of G is of the form ∏v∈K v−1αvv, where the
elements αv ∈ U and v ∈ K are uniquely determined. Thus Autc(G) is the direct product of
the conjugates of U in Aut(G) and Aut(G) = U ≀K. It follows that Aut(G) has order kpℓ,
where ℓ = (1/2)k2s2(ks− 1) and s = (1/2)d(d+ 1) + 1 when d ≥ 2 and s = 1 when d = 1.
Lawton [57] modifies Heineken and Liebeck’s techniques to construct smaller groups G
with Aut(G)/Autc(G) ∼= K. He uses undirected graphs which are much smaller, and the
p-groups he defines is significantly simpler.
Webb [92] uses similar, though more complicated techniques, to obtain further results.
She defines a class of graphs called Z-graphs; it turns out that almost all finite graphs are
Z-graphs (that is, the proportion of graphs on n vertices which are Z-graphs goes to 1 as
n goes to infinity). To each Z-graph Λ, Webb associates a special p-group G for which
Aut(G)/Autc(G) ∼= Aut(Λ). The set of all special p-groups that arise from Z-graphs on n
vertices is denoted by G(p, n).
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Theorem 7.5 (Webb). Let p be any prime. Then the proportion of groups in Gp,n whose
automorphism group is (Cp)
r, where r = n2(n− 1)/2, goes to 1 as n→∞.
The reason the group (Cp)
r arises as the automorphism group is that for G ∈ G(p, n),
Autc(G) is isomorphic to Hom(G/Z(G), Z(G)), and hence it is isomorphic to (Cp)
r. Webb
then shows that Aut(G)/Autc(G) is usually trivial.
Theorem 7.6 (Webb). Let K be a finite group which is not cyclic of order five or less. Then
for any prime p, there is a special p-group G ∈ G(p, 2|K|) with Aut(G)/Autc(G) ∼= K.
In particular, Theorem 7.6 extends Heineken and Liebeck’s result to the case p = 2. Note
that in Theorems 7.4 and 7.6, the constructed groups are special and Autc(G) = Autf(G),
so that these theorems also prescribe Aut(G)/Autf(G). The p = 2 analogue of Heineken
and Liebeck’s result was discussed by Hughes [47].
7.2.2 The Quotient Aut(G)/Autf(G)
Bryant and Kova´cs [10] look at prescribing the quotient Aut(G)/Autf (G), taking a different
approach from Heineken and Liebeck in that they assign Aut(G)/Autf(G) as a linear group
(and they do not bound the class of G).
Theorem 7.7 (Bryant and Kova´cs [10]). Let p be any prime. Let K be a finite group with
dimension d ≥ 2 as a linear group over Fp. Then there exists a finite p-group G such that
Aut(G)/Autf(G) ∼= K and d(G) = d.
This theorem is non-constructive, in contrast to the results of Heineken and Liebeck. To
understand the main idea, let F be the free group of rank d. By Theorems 3.7 and 3.8,
if U is a normal subgroup of F with Fn+1 ≤ U ≤ Fn, then G = F/U is a finite p-group
and Aut(G)/Autf(G) is isomorphic to the normalizer of U in GL(d,Fp). Bryant and Kova´cs
show that if n is large enough, then Fn/Fn+1 contains a regular FpGL(d,Fp)-module, which
shows that any subgroup K of GL(d,Fp) occurs as the normalizer of some normal subgroup
U of F with Fn ≤ U ≤ Fn+1.
7.3 Orders of Automorphism Groups
The first two subsections in this section describe some general theorems about the orders
of automorphism groups of finite p-groups. The third subsection gives the order of the
automorphism group of an abelian p-group, and the last subsection offers many explicit
examples of p-groups whose automorphism group is a p-group. As proved in Chapters 2
through 6, in some asymptotic senses, the automorphism group of a finite p-group is almost
always a p-group. However, as mentioned in Section 2.4, the answer to the following question
is unknown.
Question. Let wp,n be the proportion of p-groups with order at most p
n whose automorphism
group is a p-group. Is it true that limn→∞wp,n = 1?
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7.3.1 Nilpotent Automorphism Groups
In [99], Ying states two results about the occurrence of automorphism groups of p-groups
which are p-groups, the second being a generalization of a result of Heineken and Liebeck [37].
Theorem 7.8. If G is a finite p-group and Aut(G) is nilpotent, then either G is cyclic or
Aut(G) is a p-group.
Theorem 7.9. Let p be an odd prime and let G be a finite p-group generated by two elements
and with cyclic commutator subgroup. Then Aut(G) is not a p-group if and only if G is the
semi-direct product of an abelian subgroup by a cyclic subgroup.
Heineken and Liebeck [37] also have a criterion which determines whether or not a p-
group of class 2 and generated by two elements has an automorphism of order 2 or if the
automorphism group is a p-group. If p is an odd prime and G is a p-group that admits
an automorphism which inverts some non-trivial element of G, then G is an s.i. group (a
some-inversion group). Clearly if G is an s.i. group, it has an automorphism of order 2. If
G is not an s.i. group, it is called an n.i. group (a no-inversion group).
Theorem 7.10. Let p be an odd prime and let G be a p-group of class 2 generated by two
elements. Choose generators x and y such that
〈x,G′〉 ∩ 〈y,G′〉 = G′,
and suppose that
〈x〉 ∩G′ = 〈xpm〉 and 〈y〉 ∩G′ = 〈ypn〉 .
1. If either xp
m
= 1 or yp
n
= 1, then G is an s.i. group.
2. If xp
m
= [x, y]rp
k 6= 1 and ypn = [x, y]spl 6= 1 with (r, p) = (s, p) = 1, and (n− l + k −
m)(k − l) is non-negative, then G is an s.i. group.
3. If k and l are defined as in (2) and (n− l+ k−m)(k− l) is negative, then G is an n.i.
group and its automorphism group is a p-group.
7.3.2 Wreath Products
For any group G, let π(G) be the set of distinct prime factors of |G|. In [46], Horosˇevski˘ı gives
the following two theorems on the order of the automorphism group of a wreath product.
Theorem 7.11. Let G and H be non-trivial finite groups, and let G1 be a maximal abelian
subgroup of G which can be distinguished as a direct factor of G. Then
π(Aut(G ≀H)) = π(G) ∪ π(H) ∪ π(Aut(G)) ∪ π(Aut(H)) ∪ π(Aut(G1 ≀H)).
Theorem 7.12. Let P1, P2, . . . , Pm be non-trivial finite p-groups. Then
π(Aut(P1 ≀ P2 ≀ · · · ≀ Pm)) =
m⋃
i=1
π(Aut(Pi)) ∪ {p}.
Thus given any finite p-groups whose automorphism groups are p-groups, we can con-
struct infinitely many more by taking iterated wreath products.
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7.3.3 The Automorphism Group of an Abelian p-Group
Macdonald [66, Chapter II, Theorem 1.6] calculates the order of the automorphism group of
an abelian p-group using Hall polynomials.
Theorem 7.13. Let G be an abelian p-group of type λ. Then
|Aut(G)| = p|λ|+2n(λ)
∏
i≥1
φmi(λ)(p
−1),
where mi(λ) is the number of parts of λ equal to i, n(λ) =
∑
i≥1
(
λ′i
2
)
, and φm(t) = (1−t)(1−
t2) · · · (1− tm).
There are a variety of results in the literature on the automorphism groups of abelian p-
groups, of which we will mention three that are interesting and not so technical. Morgado [72,
73] proves the following theorem about the splitting of the sequence 1→ K(G)→ Aut(G)→
A(G)→ 1 described in Chapter 3.
Theorem 7.14. Let G be an elementary abelian p-group. Let K(G) be the subgroup of
Aut(G) that acts trivially on G/Φ(G) and let A(G) be the subgroup of Aut(G/Φ(G)) induced
by the action of Aut(G) on G/Φ(G). If p ≥ 5, then the exact sequence 1 → K(G) →
Aut(G) → A(G) → 1 splits if and only G has type (pm, p, . . . , p) for some positive integer
m. If p = 2 or p = 3, this condition is sufficient but not necessary.
In a similar vein, Avin˜o´ discusses the splitting of Aut(G) over a different naturally defined
normal subgroup. A different type of result comes from Abraham [2], who shows that for
any integer n ≥ 0 and for p ≥ 3, the automorphism group of any abelian p-group G contains
a unique subgroup which is maximal with respect to being normal and having exponent at
most pn.
7.3.4 Other p-GroupsWhose Automorphism Groups are p-Groups
In this subsection, we collect constructions of finite p-groups whose automorphism groups
are p-groups.
The first example of a finite p-group whose automorphism group is a p-group was given by
Miller [71], who constructed a non-abelian group of order 64 with an abelian automorphism
group of order 128. Generalized Miller’s construction, Struik [89] gave the following infinite
family of 2-groups whose automorphism groups are abelian 2-groups:
G =
〈
a, b, c, d : a2
n
= b2 = c2 = d2 = 1,
[a, c] = [a, d] = [b, c] = [c, d] = 1, bab = a2
n−1
, bdb = cd
〉
,
where n ≥ 3. (G can be expressed as a semi-direct product as well.) Struik shows that
Aut(G) ∼= (C2)6 × C2n−2 . (As noted in [89], it turns out that Macdonald [65, p. 237,
Revision Problem #46] asks the reader to show that Aut(G) is an abelian 2-group.) Also,
68
Jamali [53] has constructed, for m ≥ 2 and n ≥ 3, a non-abelian n-generator group of order
22n+m−2 with exponent 2m and abelian automorphism group (C2)
n2 × C2m−2 .
More examples of 2-groups whose automorphism groups are 2-groups are given by New-
man and O’Brien [77]. As an outgrowth of their computations on 2-groups of order dividing
128, they present (without proof) three infinite families of 2-groups for which |G| = |Aut(G)|.
They are, for n ≥ 3,
1. C2n−1 × C2,
2.
〈
a, b : a2
n−1
= b2 = 1, ab = a1+2
n−2
〉
, and
3.
〈
a, b, c : a2
n−2
= b2 = c2 = [b, a] = 1, ac = a1+2
n−4
, bc = ba2
n−3
〉
.
Moving on to finite p-groups where p is odd, for each n ≥ 2 Horosˇevski˘ı [45] constructs
a p-group with nilpotence class n whose automorphism group is a p-group, and for each
d ≥ 3 he constructs a p-group on d generators for each d ≥ 3 whose automorphism group is
a p-group. (He gives explicit presentations for these groups.)
Curran [15] shows that if (p−1, 3) = 1, then there is exactly one group of order p5 whose
automorphism group is a p-group (and it has order p6). It has the following presentation:
G = 〈a, b : bp = [a, b]p = [a, b, b]p = [a, b, b, b]p = [a, b, b, b, b] = 1,
ap = [a, b, b, b] = [b, a, b]−1
〉
.
When (p−1, 3) = 3, there are no groups of order p5 whose automorphism group is a p-group.
However, in this case, there are three groups of order p5 which have no automorphisms of
order 2. Curran also shows that p6 is the smallest order of a p-group which can occur as an
automorphism group (when p is odd).
Then, in [16], Curran constructs 3-groupsG of order 3n with n ≥ 6 where |Aut(G)| = 3n+3
and p-groups G for certain primes p > 3 with |Aut(G)| = p|G|. The MathSciNet review
of [16] remarks that F. Menegazzo notes that for odd p and n ≥ 3, the automorphism group
of
G =
〈
a, b : ap
n
= 1, bp
n
= ap
n−1
, ab = a1+p
〉
has order p|G|.
Ban and Yu [5] prove the existence of a group G of order pn with |Aut(G)| = pn+1, for
p > 2 and n ≥ 6. In [37], Heineken and Liebeck construct a p-group of order p6 and exponent
p2 for each odd prime p which has an automorphism group of order p10.
Jonah and Konvisser [54] exhibit p+1 nonisomorphic groups of order p8 with elementary
abelian automorphism group of order p16 for each prime p. All of these groups have elemen-
tary abelian and isomorphic commutator subgroups and commutator quotient groups, and
they are nilpotent of class two. All their automorphisms are central.
Malone [67] gives more examples of p-groups in which all automorphisms are central: for
each odd prime p, he constructs a nonabelian finite p-group G with a nonabelian automor-
phism group which comprises only central automorphisms. Moreoever, his proof shows that
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if F is any nonabelian finite p-group with F ′ = Z(F ) and Autc(F ) = Aut(F ), then the direct
product of F with a cyclic group of order p has the required property for G.
Caranti and Scoppola [11] show that for every prime p > 3, if n ≥ 6, there is a metabelian
p-group of maximal class of order pn which has automorphism group of order p2(n−2), and
if n ≥ 7, there is a metabelian p-group of maximal class of order pn with an automorphism
group of order p2(n−2)+1. They also show the existence of non-metabelian p-groups (p > 3)
of maximal class whose automorphism groups have orders p7 and p9.
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Chapter 8
An Application of Automorphisms of
p-Groups
Given all of the preceding information on the automorphism groups of finite p-groups, we
would like to consider the connections between these automorphism groups and topics outside
of group theory. The connection we will explore in this chapter involves a certain Markov
chain on a finite p-group that has been “twisted” by a simple automorphism of the group.
In Section 8.1, we bound the convergence rate of this Markov chain. This generalizes results
of Chung, Diaconis, and Graham [13].
There are two appearances of automorphisms of finite p-groups in other contexts that
we will mention but will not explore. One is that if we have a group G, a subgroup A of
Aut(G), and a random walk on G driven by a probability measure constant on the A-orbits
in G, then the random walk projects to a Markov chain on the A-orbits in G. A classical
example of this is the fact that a standard random walk on the hypercube projects to the
Ehrenfest urn model. See Diaconis [20, Section 3A.3] for more information.
Automorphisms of p-groups also arise in supercharacter theory, which has been developed
recently in the work of Diaconis and Isaacs [22] and Diaconis and Thiem [24], generalizing
results of Andre´, Yan, and others. One way to construct a supercharacter theory on a group
G uses the action of a subgroup of Aut(G) on G. Neither the projection construction nor
the supercharacter construction involving automorphisms seems to have been explored in
general.
8.1 A Twisted Markov Chain
We begin this section by reviewing some basic facts about probabilities on groups. Let G
be a finite group and let P and Q be probabilities on G. The convolution P ∗ Q is the
probability on G defined by
(P ∗Q)(g) =
∑
h∈G
P (gh−1)Q(h).
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The Fourier transform Pˆ of P is defined on representations ρ of G by
Pˆ (ρ) =
∑
g∈G
P (g)ρ(g).
Convolution and the Fourier transform are related by the equation P̂ ∗Q = Pˆ Qˆ. The total
variation distance between P and Q is given by
‖P −Q‖TV = max
A⊂G
|P (A)−Q(A)| = 1
2
∑
g∈G
|P (g)−Q(g)|.
The Upper Bound Lemma of Diaconis and Shahshahani [23] bounds the total variation
distance between P and the uniform distribution U using the Fourier transform:
4‖P − U‖2TV ≤ |G|
∑
g∈G
|P (g)− U(g)|2 =
∑
16=ρ∈Irr(G)
dim(ρ) · Tr(Pˆ (ρ)Pˆ (ρ)∗),
where ∗ denote complex conjugation. The inequality is an application of the Cauchy-Schwartz
inequality, the intermediate term is the chi-square distance between P and U , and the
equality follows from the Plancherel Theorem. When G is abelian, the Upper Bound Lemma
reduces to
‖P − U‖2TV ≤
1
4
∑
16=ρ∈Irr(G)
|Pˆ (ρ)|2.
Now we can proceed to discuss certain Markov chains on G. Suppose that σ is an automor-
phism of G and P is a probability on G. Let X0 be the identity element e of G, and define
random variables X1, X2, . . . on G by
Xn+1 = σ(Xn)gn,
where the gn are independent random variables on G, each with distribution P . Then {Xn}
is a Markov chain. Let Pn be the probability distribution induced by Xn. We can express
Pn as a simple convolution of probabilities by writing
Xn = σ
n−1(g1)σ
n−2(g2) · · · gn. (8.1)
Then Pn = σ
n−1(P ) ∗ σn−2(P ) ∗ · · · ∗ P , where σi(P ) denotes the probability distribution
given by σi(P )(g) = P (σ−i(g)). We would like to know bounds on the distance ‖Pn−U‖TV;
that is, how fast does Pn converge to the uniform distribution?
Various cases of this Markov chain have been examined by several authors. Chung,
Diaconis, and Graham [13] analyze {Xn} when G = Cp, where p is an odd prime, σ is
multiplication by 2, and P (0) = P (1) = P (−1) = 1/3. They show that the chain converges
in O(log p log log p) steps. Furthermore, although this is the correct rate of convergence for
infinitely many p, the correct rate of convergence is O(log p) time for almost all p (although
no infinite sequence of primes p for which this is true is known). They also discuss some
other choices of σ and P .
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The motivation in [13] stems from the theory of pseudorandom number generators. The
Markov chain {Xn} on G = Cp when σ is the identity automorphism and P (0) = P (1) =
P (−1) = 1/3 takes O(p2) steps to converge. The Markov chain analyzed by Chung, Diaconis,
and Graham requires the same number of random bits but converges much faster. For the
general problem, we can view {Xn} as a “twist” of the Markov chain obtained when σ is the
identity automorphism. Intuitively, we might expect that the twisted chain converges faster
(or at least as fast). If so, it would be interesting to know when the convergence of a Markov
chain can be sped up by twisting it with an automorphism.
Diaconis and Graham [21] analyze {Xn} whenG = Cd2 , σ is multiplication by a matrix in a
specific conjugacy class of GL(d,F2), and P is the probability on G satisfying P (1, 0, . . . , 0) =
θ and P (0, . . . , 0) = 1− θ with 0 < θ < 1. They show that the chain converges in O(d log d)
time.
Asci [3] examines the case when G = Cdp and σ is a general element of GL(d,Fp), general-
izing the work of Chung, Diaconis, and Graham. Asci shows that the Markov chain converges
in O(p2 log p) steps in general, while if σ has integer eigenvalues which are all neither 1 nor -1,
then O((log p)2) steps suffice. Also, if σ has integer eigenvalues and exactly one eigenvalue
has absolute value 1, then O(p2) steps are necessary and sufficient for convergence.
In this section, we sharpen Asci’s results in certain cases. In the context of the general
problem, we consider the group G = Cdp , where p is an odd prime. The automorphism σ
will be multiplication by a diagonalizable matrix in GL(d,Fp), and P will satisfy P (0) =
1 − q and P (ek) = P (−ek) = q/2d, where ek is the k-th unit vector, k = 1, 2, . . . , d, and
0 ≤ q ≤ 1. In Subsection 8.1.1, we prove an upper bound on the convergence rate of {Xn}.
In Subsection 8.1.2, we consider a special case of {Xn} and show that in this case, the
convergence rate is within a constant multiple of the upper bound. Our methods are largely
direct generalizations of the methods of Chung, Diaconis, and Graham used in [13].
Before moving on the statements and proofs, it should be mentioned that Hildebrand [42,
43, 44] has written several papers generalizing the work of Chung, Diaconis, and Graham
so that at each step of the Markov chain on G = Cp, the automorphism σ is chosen in-
dependently from a fixed probability distribution on Aut(Cp). Among many other results,
Hildebrand shows that in all non-trivial cases, the Markov chain converges in O((log p)2)
steps, and under more restrictive conditions, the Markov chain converges in O(log p log log p)
steps.
8.1.1 An Upper Bound on the Convergence Rate
For the remainder of this section, let G = Cdp and define a probability distribution P on G by
P (0) = 1− q and P (ek) = P (−ek) = q/2d, where ek is the k-th unit vector, k = 1, 2, . . . , d,
and 0 ≤ q ≤ 1. Suppose A ∈ GL(d,Fp) is diagonalizable (over Fp) and has eigenvalues
a1, a2, . . . , ad. Let {Xn} be the Markov chain on G given by X0 = 0 and Xn+1 = AXn + gn,
where the gn are independent random variables with distribution P , and let Pn be the
probability distribution on G induced by Xn.
The upper bound we derive for the convergence rate of {Xn} depends on the simpler
Markov chain that is obtained when d = 1 and is discussed in [13]. Define a Markov chain
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{Yn} on Cp by
Yn+1 = bYn + gn and Y0 = 0,
where b is a non-zero element of Cp and the gn are independent random variables with
distribution Q, where Q(0) = 1 − q and Q(1) = Q(−1) = q/2. Write Qn for the measure
induced by Yn. Write Dn(b, q) for the expression given by the Upper Bound Lemma for
4‖Qn − U‖2TV. The irreducible characters of Cp are ρy(g) = e2πiyg/p for y = 0, 1, . . . , p − 1.
Therefore,
Dn(b, q) =
p−1∑
y=1
n−1∏
j=0
∣∣∣1− q + q
2
e2πib
jy/p +
q
2
e−2πib
jy/p
∣∣∣2
=
p−1∑
y=1
n−1∏
j=0
(
1− q + q cos
(
2πibjy
p
))2
In particular, when b = 2, the proof of [13, Theorem 1] directly extends to show that
4‖Qn − U‖2TV ≤ Dn(2, 1/8d) ≤ 2et(1−q)
2r − 2,
where t = ⌈log2 p⌉, r = 4d(ln d + ln t + c), and n = rt. We will apply this result to our
chain in Corollary 8.2; analogous results for other b would lead to analogous results for
Cdp . Returning to our chain {Xn}, we can bound the convergence rate of {Xn} using the
expressions Dn(b, q).
Theorem 8.1. Let p be an odd prime. Then
4‖Pn − U‖2TV ≤ exp (Dn(a1, q/8d) +Dn(a2, q/8d) + · · ·+Dn(ad, q/8d))− 1.
Proof. The matrix A is diagonalizable, so we can choose C ∈ GL(d,Fp) so that B = CAC−1
is a diagonal matrix (with entries a1, a2, . . . , ad). Define a new Markov chain {Zn} on G
by Z0 = 0 and Zn+1 = BZn + hn, where the hn are independent random variables with
distribution P . From Equation 8.1, we see that the random variable C−1XnC is identically
distributed to Zn. Thus ‖Xn−U‖TV and ‖Zn−U‖TV are equal, and we may assume that A is
a diagonal matrix. (Diaconis and Graham [21] were the first to observe that the convergence
rate of the Markov chain only depends on the conjugacy class of A, or the conjugacy class
of σ in Aut(G) in the general case.)
The measure Pn is the convolution of the measures µj, given by
µj(±ajkek) =
q
2d
for k = 1, . . . , d and
µj(0) = 1− q,
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for j = 0, . . . , n− 1. The Fourier transform of µj is given by
µˆj(y) = 1− q +
d∑
k=1
q
2d
[
exp
(
2πi(y · Ajek)
p
)
+ exp
(
2πi(y · −Ajek)
p
)]
= 1− q + q
d
d∑
k=1
cos
(
2π · ajkyk
p
)
.
Let [d] = {1, 2, . . . , d}. By the Upper Bound Lemma,
4‖Pn − U‖2TV
≤
∑
06=y∈Cdp
n−1∏
j=0
[
1− q + q
d
d∑
k=1
cos
(
2π · ajkyk
p
)]2
=
∑
I⊂[d]
∑
{y : yi 6=0⇔i∈I}
n−1∏
j=0
[
1− q + q(d− |I|)
d
+
q
d
∑
i∈I
cos
(
2π · ajiyi
p
)]2
=
∑
I⊂[d]
∑
{y : yi 6=0⇔i∈I}
n−1∏
j=0
[
1− q + q(d−m)
d
+
q
d
∑
i∈I
∣∣∣∣∣cos
(
2π · ajiyi
p
)∣∣∣∣∣
]2
.
By the arithmetic-geometric mean inequality and the fact that 1 + x ≤ ex for all x ≥ 0,
4‖Pn − U‖2TV
≤
∑
I⊂[d]
∑
{y : yi 6=0⇔i∈I}
[
1− q + q(d− |I|)
d
+
q
dn
n−1∑
j=0
∑
i∈I
∣∣∣∣∣cos
(
2π · ajiyi
p
)∣∣∣∣∣
]2n
=
∑
I⊂[d]
∑
{y : yi 6=0⇔i∈I}
[
1− q
dn
n−1∑
j=0
∑
i∈I
(
1−
∣∣∣∣∣cos
(
2π · ajiyi
p
)∣∣∣∣∣
)]2n
≤
∑
I⊂[d]
∑
{y : yi 6=0⇔i∈I}
exp
(
−2q
d
n−1∑
j=0
∑
i∈I
(
1−
∣∣∣∣∣cos
(
2π · ajiyi
p
)∣∣∣∣∣
))
=
∑
I⊂[d]
∑
{y : yi 6=0⇔i∈I}
∏
i∈I
n−1∏
j=0
exp
(
−2q
d
+
2q
d
∣∣∣∣∣cos
(
2π · ajiyi
p
)∣∣∣∣∣
)
=
∑
I⊂[d]
∏
i∈I
p−1∑
y=1
n−1∏
j=0
exp
(
−2q
d
+
2q
d
∣∣∣∣∣cos
(
2π · ajiy
p
)∣∣∣∣∣
)
=
d∏
i=1
(
1 +
p−1∑
y=1
n−1∏
j=0
exp
(
−2q
d
+
2q
d
∣∣∣∣∣cos
(
2π · ajiy
p
)∣∣∣∣∣
))
− 1
≤ exp
(
d∑
i=1
p−1∑
y=1
n−1∏
j=0
exp
(
−2q
d
+
2q
d
∣∣∣∣∣cos
(
2π · ajiy
p
)∣∣∣∣∣
))
− 1.
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Finally, the inequalities e−x ≤ 1− x/2 for 0 ≤ x ≤ 1 and a− a| cosx| ≥ a/4− (a/4) cos (2x)
for all x and 0 ≤ a ≤ 1 show that
4‖Pn − U‖2TV
≤ exp
 d∑
i=1
p−1∑
y=1
n−1∏
j=0
(
1− q
2d
+
q
2d
∣∣∣∣∣cos
(
2π · ajiy
p
)∣∣∣∣∣
)2− 1
≤ exp
 d∑
i=1
p−1∑
y=1
n−1∏
j=0
(
1− q
8d
+
q
8d
cos
(
2π · ajiy
p
))2− 1
= exp (Dn(a1, q/8d) +Dn(a2, q/8d) + · · ·+Dn(ad, q/8d))− 1.
Corollary 8.2. Let t = ⌈log2 p⌉. When A = 2I and q = 1, if n = 4dt(ln t + ln d + c) for
c > 0, then ‖Pn − U‖2TV ≤ 2e−c.
Proof. Let r = 4d(ln t + ln d + c). By Theorem 8.1 and the previous comment bounding
‖Qn − U‖2TV,
4‖Pn − U‖2TV ≤ exp
(
2d(et(1−1/8d)
2r − 1)
)
− 1
≤ exp (2d(e− ln d−c − 1))− 1
≤ 8e−c.
8.1.2 A Lower Bound on the Convergence Rate
In this subsection, we will show that when p = 2t − 1, A = 2I, and q = 1, the upper
bound given by Corollary 8.2 for the rate of convergence of the Markov chain {Xn} defined
in Subsection 8.1.1 is correct up to a constant multiple.
Theorem 8.3. Suppose p = 2t − 1 is prime. For the Markov chain {Xn} with A = 2I and
q = 1, if
n <
dt(ln t+ ln d− 1)
6π2
,
then
‖Pn − U‖2TV ≥
1
4
for large t.
Proof. Our proof uses the Second Moment Method developed by Wilson; see [83] for more
details. For any function f : Cdp → C and any constants α, β > 0, Chebyshev’s inequality
says that
PrU
{
x : |f(x)− EU(f)| ≥ α
√
VarU(f)
}
≤ 1
α2
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and
PrPn
{
x : |f(x)−EPn(f)| ≥ β
√
VarU(f)
}
≤ 1
β2
.
If X and Y denote the complements of the sets in question and they are disjoint, then
‖Pn − U‖TV ≥ 1− 1
α
− 1
β
.
To prove the theorem, it is enough to choose an appropriate function f : Cdp → C so that if
α = β = 2 and t is large enough, then X and Y are disjoint. Define f to be the function
f(y) =
d∑
i=1
t−1∑
j=0
q2
jy,
where q = e2πi/p. Let n = rt with r to be chosen later. Recall that
P̂n(z) =
∑
y∈Cdp
Pn(y)q
y·z.
The expectation and variance of f under the uniform distribution U and the distribution Pn
on Cdp are calculated in Lemma B.1. Let
Πj =
t−1∏
a=0
[
d− 1
d
+
1
d
cos
(
2π · 2a(2j − 1)
p
)]
Γj =
t−1∏
a=0
[
d− 2
d
+
1
d
cos
(
2π · 2a
p
)
+
1
d
cos
(
2π · 2a2j
p
)]
.
Then, by Lemma B.1,
EU(f) = 0
EU (ff) = dt
VarU(f) = dt
EPn(f) = dtΠ
r
1
EPn(ff) = dt
t−1∑
j=0
Πrj + t(d
2 − d)
t−1∑
j=0
Γrj
VarPn(f) = dt
t−1∑
j=0
Πrj + t(d
2 − d)
t−1∑
j=0
Γrj − d2t2Π2r1 .
Using this information in the bounds obtained by Chebyshev’s inequality (with α = β = 2)
gives
PrU
{
x : |f(x)| ≥ 2d1/2t1/2} ≤ 1
4
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and
PrPn
{
x : |f(x)− dtΠr1| ≥ 2
√
VarPn(f)
}
≤ 1
4
.
Choose r to be an even integer of the form
r =
d(ln t+ ln d)
−2 ln |Πd1|
− dλ.
Then
dtΠr1 = d
1/2t1/2|Π1|−dλ
To show that X and Y are disjoint for large enough t, it is enough to show that EPn(f) −
2
√
VarU(f) → ∞ and
√
VarPn(f)/EPn(f) → 0 as t → ∞. The first fact is proved in
Lemma B.2 and the second fact is proved in Lemma B.8. The theorem follows from this and
the bound −2 ln |Πd1| < 6π2 obtained from Lemma B.2.
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Appendix A
Numerical Estimates for Theorem 2.1
The purpose of this section is to prove several estimates needed in Chapters 5 and 6. Most of
the estimates involve Gaussian coefficients, and so we will begin with the relevant definitions
and bounds on the Gaussian coefficients obtained by Wilf [96].
The Gaussian coefficient (also called the q-binomial coefficient)[
n
k
]
q
=
(qn − 1) · · · (qn − qk−1)
(qk − 1) · · · (qk − qk−1)
is the number of k-dimensional subspaces of a vector space of dimension n over Fq. We shall
be concerned with estimates for
[
n
k
]
q
and for the Galois number
Gn(q) =
n∑
k=0
[
n
k
]
q
,
which is the total number of subspaces of a vector space of dimension n over Fq. (A survey
of these numbers is given by Goldman and Rota [33].) First we need a technical lemma.
Lemma A.1. Let q > 1 and define
C(q) =
∞∑
r=−∞
q−r
2
.
Let f(x) = −ax2 + bx+ c with a > 0. For any pair of integers t ≤ u, set
A(q) =
u∑
r=t
qf(r).
Then A(q) ≤ C(qa)qf(y) for some real number y ∈ [t, u].
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Proof. Suppose the maximum of f(x) in [t, u] occurs at x = y. The global maximum of
f(x) occurs at x = b/2a, so one of three cases holds: b/2a ≤ y = t, t ≤ y = b/2a ≤ u, or
u = y ≤ b/2a. In each case, if t ≤ r ≤ u, then
−a(r − y)2 − f(r) + f(y)
= −a(r − y)2 − (−ar2 + br + c) + (−ay2 + by + c)
= (2ay − b)(r − y)
≥ 0.
Thus
A(q) = qf(y)
u∑
r=t
qf(r)−f(y)
≤ qf(y)
u∑
r=t
q−a(r−y)
2
≤ qf(y)
∞∑
r=−∞
q−a(r−y)
2
,
and it suffices to show that
g(y) =
∞∑
r=−∞
s−(r−y)
2 ≤ g(0),
where s = qa. To prove this inequality, define the theta function
θ3(z, w) =
∞∑
r=−∞
er
2πiwe2riz,
where |eπiw| < 1. Jacobi’s functional equation for this function (see Whittaker and Wat-
son [95, Section 21.51]) asserts that
θ3(z, w) =
1√−iwe
z2/πiwθ3(z/w,−1/w),
where
√
eiθ denotes eiθ/2 for 0 ≤ θ ≤ 2π. The function g(y) is related to the theta function
as follows:
g(y) = s−y
2
∞∑
r=−∞
s−r
2
e−2ri(iy ln s)
= s−y
2
θ3(−iy ln s, w),
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where πiw = − ln s. Applying the functional equation leads to
g(y) =
s−y
2√
π√
ln s
ey
2 ln sθ3(−πy,−1/w)
=
√
π
ln s
r=∞∑
r=−∞
e−r
2π2/ ln se−2irπy
=
√
π
ln s
(1 + 2
∞∑
r=1
e−r
2π2/ ln s cos 2rπy)
≤
√
π
ln s
(1 + 2
∞∑
r=1
e−r
2π2/ ln s)
= g(0).
This completes the proof.
For q > 1, define
D(q) =
∞∏
j=1
(1− q−j)−1
Sn(q) =
n∑
k=0
qk(n−k) = qn
2/4
n∑
k=0
q−(k−n/2)
2
.
Note that both C(q) and D(q) decrease to 1 as q →∞. If q ≥ 2, then C(q) ≤ C(2) < 9/4
and D(q) ≤ D(2) < 7/2. The following estimates on Gaussian coefficients and Galois
numbers were either obtained by Wilf [96] or follow from his work.
Lemma A.2. Let q be a prime power. Then [
n
k
]
q
≤ D(q)qk(n−k) (A.1)
D(q)qn
2/4−1/4
(
2− 9q
(1−n)/2
2
)
≤ Gn(q) (A.2)
≤ Sn(q)D(q)
≤ C(q)D(q)qn2/4
Proof. Equation A.1 and Gn(q) ≤ Sn(q)D(q) are proved in [96]. The inequality Sn(q) ≤
C(q)qn
2/4 follows from Lemma A.1, taking f(x) = x(n − x) = −x2 + nx and noting that
x(n− x) ≤ n2/4 for all x. This proves Gn(q) ≤ C(q)D(q)qn2/4.
The lower bound for Gn(q) is slightly more complicated, but it is easy to see from [96],
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Lemma A.1, and the definition of Sn(q) that
Gn(q) ≥ Sn(q)− 2Sn−1(q) + 2q
−2n
q − 1
≥ 2qn2/4−1/4 − 2C(q)q
(n−1)2/4
q − 1
≥ qn2/4−1/4
(
2− 2C(q)q
(1−n)/2
q − 1
)
≥ qn2/4−1/4
(
2− 9q
(1−n)/2
2
)
,
where the last inequality uses the fact that 2C(q)/(q − 1) < 9/2.
Next we will find numerical bounds for dn, the rank of Fn/Fn+1. These are needed for
Lemma A.5 and Theorems 2.5 and 2.7. Recall that
dn =
n∑
i=1
1
i
∑
j|i
µ(i/j) · dj.
Lemma A.3. For any positive integer n and d ≥ 5,
dn ≤ 10
7
· d
n
n
.
Proof. For any i and d, the expression∑
j|i
µ(i/j) · dj
counts (for example) the number of infinite d-ary sequences with (minimum) period i. This
is at most di, the number of infinite d-ary sequences whose period divides i. Thus
dn ≤ d+ d
2
2
+ · · ·+ d
n
n
.
We will prove the claim by induction on n. When n = 1, this is trivially true. When n = 2,
d2 ≤ d+ d
2
2
=
(
1 +
2
d
)
d2
2
≤ 7
5
· d
2
2
≤ 10
7
· d
2
2
,
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and the claim is true. Now suppose n > 2 and assume that
dn−1 ≤ 10
7
· d
n−1
n− 1 .
Then
dn ≤ dn−1 + d
n
n
≤ 10
7
· d
n−1
n− 1 +
dn
n
=
(
1 +
10n
7d(n− 1)
)
dn
n
≤
(
1 +
10 · 3
7 · 5 · 2
)
dn
n
=
10
7
· d
n
n
.
The claim holds by induction.
Lemma A.4. Suppose n ≥ 3 and d ≥ 6 or n ≥ 10 and d ≥ 5. Then
dn − 4dn−1 − 2dn−2 ≥ −15
2
(A.3)
and
dn − 2dn−1 − 2
n− 2 · dn−2 ≥ −1. (A.4)
Suppose n ≥ 10 and d ≥ 5, or n ≥ 5 and d ≥ 6, or n ≥ 4 and d ≥ 8, or n ≥ 3 and d ≥ 17.
Then
dn − 4dn−1 − 4d2 + 11/16 > 0. (A.5)
Proof. By the definition of dn and Lemma A.3,
dn − 4dn−1 − 2dn−2 = d
n
n
− 3dn−1 − 2dn−2
≥ d
n
n
− 30
7
· d
n−1
n− 1 −
20
7
· d
n−2
n− 2 .
To prove Equation A.3 for given values of n and d, it is certainly sufficient to show that
dn
n
− 30
7
· d
n−1
n− 1 −
20
7
· d
n−2
n− 2 ≥ 0,
or equivalently that
1
n
− 30
7d(n− 1) −
20
7d(n− 2) ≥ 0. (A.6)
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The left-hand side of this equation is obviously increasing as a function of d. Furthermore,
1
n+ 1
− 30
7dn
+
20
7d(n− 1) =
n
n+ 1
· 1
n
− n− 1
n
· 30
7d(n− 1) −
n− 2
n− 1 ·
20
7d(n− 2)
≥ n
n+ 1
· 1
n
− n
n+ 1
· 30
7d(n− 1) −
n
n+ 1
· 20
7d(n− 2)
≥ n
n+ 1
(
1
n
− 30
7d(n− 1) −
20
7d(n− 2)
)
.
Thus if Equation A.6 holds for some positive integers d and n, it holds for all larger d and
n. It turns out that Equation A.6 holds for the following pairs of values: d = 5 and n = 40;
d = 6 and n = 6; d = 7 and n = 4, and d = 8 and n = 3. This proves Equation A.3 for
all values of d and n except: d = 5 and 10 ≤ n ≤ 39; d = 6 and 3 ≤ n ≤ 5; and d = 7
and n = 3. A computer check shows that Equation A.3 in these cases as well, proving the
general claim about Equation A.3.
Turning to Equation A.4, we find
dn − 2dn−1 − 2
n− 2 · dn−2 =
dn
n
− dn−1 − 2
n− 2 · dn−2
≥ d
n
n
− 10
7
· d
n−1
n− 1 −
20
7(n− 2) ·
dn−2
n− 2 .
To prove Equation A.4 for given values of n and d, it suffices to show that
dn
n
− 10
7
· d
n−1
n− 1 −
20
7(n− 2) ·
dn−2
n− 2 ≥ 0,
or equivalently that
1
n
− 10
7d(n− 1) −
20
7d2(n− 2)2 ≥ 0. (A.7)
As with Equation A.6, if this equation holds for some positive integers d and n, then it holds
for all larger d and n. In fact, it holds for d = 5 and n = 10 and for d = 6 and n = 3. This
proves Equation A.4.
Finally, for Equation A.5, we have
dn − 4dn−1 − 4d2 = d
n
n
− 3dn−1 − 4d2
≥ d
n
n
− 30
7
· d
n−1
n− 1 − 4d
2.
To prove Equation A.5 for given values of n and d, it suffices to show that
dn
n
− 30
7
· d
n−1
n− 1 − 4d
2 > 0,
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or equivalently that
1
n
− 30
7d(n− 1) −
4
dn−2
> 0.
As with Equations A.6 and A.7, if this equation holds for some positive integers d and n,
then it holds for all larger d and n. In fact, it holds for the following pairs of values: d = 5
and n = 14; d = 6 and n = 7; d = 7 and n = 5; d = 10 and n = 4, and d = 25 and n = 3.
The finitely many cases of Equation A.5 remaining are true by a computer check.
The following lemma is needed in Chapter 5 to bound products of Gaussian coefficients,
and we will finish this appendix with Lemma A.6, which is used in Chapter 6.
Lemma A.5. Fix a prime p and integers n ≥ 3 and d ≥ 6 or n ≥ 10 and d ≥ 5. Let F be
the free group of rank d, and let di be the dimension of Fi/Fi+1 for all i. For 1 ≤ i ≤ n− 1
and 0 ≤ ui ≤ di, let
Ai(ui) =
∑ n−1∏
j=i
p−(uj+1−dj+1)(uj+1−uj/2),
where the sum is over all integers ui+1, . . . , un such that
0 ≤ uj ≤ dj for i+ 1 ≤ j ≤ n− 2
1 ≤ un−1 ≤ dn−1
2 ≤ un ≤ dn.
Then for 1 ≤ i ≤ n− 2,
Ai(ui) ≤ C(p15/16)C(p)n−i−1p−15/16+d2n/4+dn−1−dn/4p−ui(di+1−1)/2.
Proof. First note that
An−1(un−1) =
dn∑
un=2
p−(un−dn)(un−un−1/2).
As a function of un, the expression −(un− dn)(un− un−1/2) is at most (dn− un−1/2)2/4, so
that
An−1(un−1) ≤ C(p)p(dn−un−1/2)2/4
by Lemma A.1. The proof of the theorem is by backward induction on i. Note that
Ai(ui) =
∑
ui+1
p−(ui+1−di+1)(ui+1−ui/2)Ai+1(ui+1).
When i = n− 2, using our bound on An−1(un−1) gives
An−2(un−2)
≤ C(p)pd2n/4
dn−1∑
un−1=1
pu
2
n−1/16−un−1dn/4+(dn−1−un−1)(un−1−un−2/2)
= C(p)pd
2
n/4
dn−1∑
un−1=1
p−15u
2
n−1/16+(−dn/4+un−2/2+dn−1)un−1−dn−1un−2/2
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As a function of un−1, the polynomial
−15u2n−1/16 + (−dn/4 + un−2/2 + dn−1)un−1 − dn−1un−2/2
is maximized at
un−1 = 8(−dn/4 + un−2/2 + dn−1)/15.
By Lemma A.4, Equation A.3, this is at most 1 when n ≥ 3 and d ≥ 6 or n ≥ 10 and d ≥ 5.
So as un−1 ranges from 1 to dn−1, the polynomial is maximized at un−1 = 1. By Lemma A.1,
An−2(un−2) ≤ C(p15/16)C(p)pd2n/4−15/16−dn/4+dn−1p(1−dn−1)un−2/2.
This proves the theorem for the base case i = n− 2. By induction, for i ≤ n− 3,
Ai(ui) =
di+1∑
ui+1=0
p−(ui+1−di+1)(ui+1−ui/2)Ai+1(ui+1)
≤ C(p)n−i−2p−15/16+d2n/4+dn−1−dn/4
·
di+1∑
ui+1=0
p−(ui+1−di+1)(ui+1−ui/2)−ui+1(di+2−1)/2.
As a function of ui+1, the polynomial
−(ui+1 − di+1)(ui+1 − ui/2)− ui+1(di+2 − 1)/2)
= −u2i+1 + (di+1 + ui/2− (di+2 − 1)/2)ui+1 − di+1ui/i
is maximized at
ui+1 = (di+1 + ui/i− (di+2 − 1)/2))/2.
By Lemma A.4, Equation A.4, this is at most 1/2 when n ≥ 3 and d ≥ 6 or n ≥ 10 and
d ≥ 5. So as ui+1 ranges from 0 to di+1, the polynomial is maximized at ui+1 = 0. Thus
Ai(ui) ≤ C(p)15/16C(p)n−i−1p−15/16+d2n/4+dn−1−dn/4p−(di+1−1)ui/i
and the result is proved by induction.
Lemma A.6. Suppose that α1, . . . , αr are positive integers with n = α1 + · · ·+ αr. Then
α21 + · · ·+ α2r ≤ (n− r + 1)2 + (r − 1), (A.8)
and this bound is achieved when α1 = α2 = · · · = αr−1 = 1. Furthermore, if n ≥ ε + 1 and
r ≥ 2, then
α21 + · · ·+ α2r + εr ≤ (n− 1)2 + 1 + 2ε. (A.9)
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Proof. For Equation A.8, we use a simple induction argument. It is clearly true for r = 1.
Suppose it is true up through r; we will prove it for r + 1.
α21 + · · ·+ α2r + α2r+1 ≤ (n− αr+1 − r + 1)2 + (r − 1) + α2r+1
≤ (n− r + 1− αr+1)2 + α2r+1 + (r − 1)
≤ (n− r + 1− 1)2 + 12 + (r − 1)
= (n− r)2 + r,
proving Equation A.8. As for Equation A.9,
α21 + · · ·+ α2r + εr ≤ (n− r + 1)2 + (r − 1) + εr
= ((n− 1)− (r − 2))2 + r − 1 + εr
= (n− 1)2 − 2(n− 1)(r − 2) + (r − 2)2 + r − 1 + εr
≤ (n− 1)2 − (ε+ r − 1)(r − 2) + (r − 2)2 + r − 1 + εr
= (n− 1)2 + 1 + 2ε,
where the first inequality follows from Equation A.8 and the second inequality follows from
the fact that since n ≥ ε+ 1 and n ≥ r, we know that n ≥ (ε+ r + 1)/2.
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Appendix B
Numerical Estimates for Theorem 8.1
This appendix contains numerical estimates used in the proof of Theorem 8.3. All of the
following results assume that p = 2t − 1 is prime, q = e2πi/p, and n = rt. Let G = Cdp
and define a probability distribution on G by P (ek) = P (−ek) = 1/2d, where ek is the k-th
unit vector and k = 1, 2, . . . , d. Let {Xn} be the Markov chain on G given by X0 = 0 and
Xn+1 = 2Xn + gn, where the gn are independent random variables with distribution P , and
let Pn be the probability distribution on G induced by Xn. The function f : C
d
p → C is
defined by
f(y) =
d∑
i=1
t−1∑
j=0
q2
jy.
Finally, Πj and Γj are defined by the product formulas
Πj =
t−1∏
a=0
[
d− 1
d
+
1
d
cos
(
2π · 2a(2j − 1)
p
)]
and
Γj =
t−1∏
a=0
[
d− 2
d
+
1
d
cos
(
2π · 2a
p
)
+
1
d
cos
(
2π · 2a2j
p
)]
.
Lemma B.1.
EU(f) = 0
EU (ff) = dt
VarU(f) = dt
EPn(f) = dtΠ
r
1
EPn(ff) = dt
t−1∑
j=0
Πrj + t(d
2 − d)
t−1∑
j=0
Γrj
VarPn(f) = dt
t−1∑
j=0
Πrj + t(d
2 − d)
t−1∑
j=0
Γrj − d2t2Π2r1 .
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Proof.
EU (f) =
1
pd
∑
y∈Cdp
d∑
i=1
t−1∑
j=0
q2
jyi
=
1
pd
d∑
i=1
pd−1
p∑
yi=0
t−1∑
j=0
q2
jyi
=
d
p
t−1∑
j=0
p∑
y=0
q2
jy
= 0.
EU(ff) =
1
pd
∑
y∈Cdp
d∑
i,i′=1
t−1∑
j,j′=0
q2
jyiq−2
j′yi′
=
1
pd
d∑
i,i′=1
∑
y∈Cdp
t−1∑
j,j′=0
q2
jyiq−2
j′yi′
=
1
pd
d ∑
y∈Cdp
t−1∑
j,j′=0
q2
jy1q−2
j′y1 + (d2 − d)
∑
y∈Cdp
t−1∑
j,j′=0
q2
jy1q−2
j′y2

=
1
pd
[
dpd−1
p−1∑
y=0
t−1∑
j,j′=0
q(2
j−2j
′
)y
+(d2 − d)pd−2
p−1∑
y=0
p−1∑
z=0
t−1∑
j,j′=0
q2
jy−2j
′
z
]
= dt+
d2 − d
p2
(
p−1∑
y=0
t−1∑
j=0
q2
jy
)2
= dt
EPn(f) =
∑
y∈Cdp
Pn(y)f(y)
=
d∑
i=1
t−1∑
j=0
∑
y∈Cdp
Pn(y)q
2jyi
=
d∑
i=1
t−1∑
j=0
Q̂N (2
jei)
=
d∑
i=1
t−1∑
j=0
N−1∏
k=0
[
d− 1
d
+
1
d
cos
(
2π · 2k2j
p
)]
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= d
t−1∑
j=0
t−1∏
a=0
[
d− 1
d
+
1
d
cos
(
2π · 2a2j
p
)]r
= dtΠr1.
EPn(ff) =
∑
y∈Cdp
Pn(y)f(y)f(y)
=
d∑
i,i′=1
t−1∑
j,j′=0
∑
y∈Cdp
Pn(y)q
2jyiq−2
j′yi′
=
d∑
i,i′=1
t−1∑
j,j′=0
P̂n(2
jei − 2j′ej′)
= d
t−1∑
j,j′=0
P̂n((2
j − 2j′)e1) + (d2 − d)
t−1∑
j,j′=0
P̂n(2
je1 − 2j′e2)
= dt
t−1∑
j=0
Πrj + (d
2 − d) ·
t−1∑
j,j′=0
t−1∏
a=0
[
d− 2
d
+
1
d
cos
(
2π · 2a2j
p
)
+
1
d
cos
(
2π · 2a2j′
p
)]r
= dt
t−1∑
j=0
Πrj + t(d
2 − d)
t−1∑
j=0
t−1∏
a=0
[
d− 2
d
+
1
d
cos
(
2π · 2a
p
)
+
1
d
cos
(
2π · 2a2j
p
)]r
= dt
t−1∑
j=0
Πrj + t(d
2 − d)
t−1∑
j=0
Γrj .
Lemma B.2. |Π1|d is bounded away from 0 and 1 independent of d and t, in particular,
e−3π
2 ≤ |Π1|d ≤ e−π2/4.
Thus dtΠr1 − 2d1/2t1/2 → 0 as t→∞ when λ ≥ 1.
Proof.
|Π1|d =
t−1∏
a=0
(
d− 1
d
+
1
d
cos
(
2π · 2a
p
))d
≥
t−1∏
a=0
(
d− 1
d
+
1
d
(
1− 1
2
(
2π · 2a
p
)2))d
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=
t−1∏
a=0
(
1− 2π
2
d
·
(
2a
p
)2)d
≥
t−1∏
a=0
e−4π
2·4a/p2
= exp
(
−4π2
p2
t−1∑
a=0
4a
)
= exp
(−4π2
p2
· 4
t − 1
3
)
= exp
(−4π2
p2
· (p+ 1)
2 − 1
3
)
≥ exp
(
−4π2
3
·
(
1 +
1
p
)2)
≥ e−3π2 .
|Π1|d =
t−1∏
a=0
(
d− 1
d
+
1
d
cos
(
2π · 2a
p
))d
≤
t−1∏
a=0
(
d− 1
d
+
1
d
(
1−
(
2π · 2a
p
)2))d
=
t−1∏
a=0
(
1− π
2 · 4a
dp2
)d
≤
t−1∏
a=0
e−π
2(2a)2/p2
= exp
(
−π
2
p2
t−1∑
a=0
4a
)
= exp
(
−π
2 · (4t − 1)
3p2
)
= exp
(
−π
2 · ((p+ 1)2 − 1)
3p2
)
≤ exp
(
−π
2
3
· (1− 1/(p+ 1)2)
)
≤ e−π2/4.
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For the following lemmas, let
G(x, y) =
∣∣∣∣d− 2d + 1d cos 2πx+ 1d cos 2πy
∣∣∣∣ ,
and for convenience write G(x) = G(x, 0).
Lemma B.3. |Πj| ≤ |Π1| and |Γj| ≤ |Π1| for all j ≥ 1.
Proof. This follows from Fact 1 in [13] in the case of Πj and is obvious in the case of Γj.
Lemma B.4. There exists a constant c2 independent of d and t so that for k ≥ 2,
ℓ∏
b=k+1
G
(
2−b +
2−b
p
)−1
≤ 1 + c2
d · 4k .
Proof.
ℓ∏
b=k+1
G
(
2−b +
2−b
p
)−1
=
ℓ∏
b=k+1
∣∣∣∣d− 1d + 1d cos 2π ·
(
2−b +
2−b
p
)∣∣∣∣−1
≤
∞∏
b=k+1
∣∣∣∣∣d− 1d + 1d
(
1− 1
2
(
2π ·
(
2−b +
2−b
p
))2)∣∣∣∣∣
−1
=
∞∏
b=k+1
(
1− π
2
2d
(
1 +
1
p
)2
4−b
)−1
≤
∞∏
b=k+1
(
1 +
2π2
d
4−b
)
≤ exp
(
2π2
d
∞∑
b=k+1
4−b
)
≤ exp
(
2π2
d
· 4−k
)
≤ 1 + 4π
2
d · 4k .
Lemma B.5. There exists a constant c0 independent of d and t so that for t
1/3 ≤ j ≤ t/2,
1 ≤
∣∣∣∣ΠjΠ21
∣∣∣∣ ≤ 1 + c0d · 2j .
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Proof. ∣∣∣∣ΠjΠ21
∣∣∣∣ = t−1∏
a=0
G
(
2a(2j − 1)
p
)
G
(
2a
p
)−2
=
t∏
b=1
G
(
2t−b(2j − 1)
p
)
G
(
2t−b
p
)−2
=
t∏
b=1
G
(
(p+ 1)2−b(2j − 1)
p
)
G
(
(p+ 1)2−b
p
)−2
=
t∏
b=1
G
(
2j−b − 2−b + 2
j−b
p
− 2
−b
p
)
G
(
2−b +
2−b
p
)−2
=
j∏
b=1
G
(
2−b +
2−b
p
− 2
j−b
p
)
G
(
2−b +
2−b
p
)−1
·
t∏
b=j+1
G
(
2−b +
2−b
p
− 2j−b − 2
j−b
p
)
G
(
2−b +
2−b
p
)−1
·
t−j∏
b=1
G
(
2−b +
2−b
p
)−1
·
t∏
b=t−j+1
G
(
2−b +
2−b
p
)−1
=
j∏
b=1
G
(
2−b +
2−b
p
− 2
j−b
p
)
G
(
2−b +
2−b
p
)−1
(B.1)
·
t−j∏
b=1
G
(
−2−j−b − 2
−j−b
p
+ 2−b +
2−b
p
)
G
(
2−b +
2−b
p
)−1
·
t∏
b=j+1
G
(
2−b +
2−b
p
)−1 t∏
b=t−j+1
G
(
2−b +
2−b
p
)−1
.
Note that by Equation B.1, it follows that |Πj/Π21| ≥ 1. It follows from Lemma B.4 that
t∏
b=j+1
G
(
2−b +
2−b
p
)−1
≤ 1 + c2
d · 4j
t∏
b=t−j+1
G
(
2−b +
2−b
p
)−1
≤ 1 + c2
d · 4t−j .
Furthermore (using the fact that G(x) ≥ (d− 2)/d),
j∏
b=1
G
(
2−b +
2−b
p
− 2
j−b
p
)
G
(
2−b +
2−b
p
)−1
94
≤
j∏
b=1
G
(
2−b + 2
−b
p
)
+ 1
d
∣∣∣cos 2π (2−b + 2−bp − 2j−bp )− cos 2π (2−b + 2−bp )∣∣∣
G
(
2−b + 2
−b
p
)
≤
j∏
b=1
(
1 +
2π
d
· 2
j−b
p
·G
(
2−b +
2−b
p
)−1)
≤
j∏
b=1
(
1 +
2π
p(d− 2)2
j−b
)
≤ exp
(
2π
p(d− 2)
j∑
b=1
2j−b
)
≤ exp
(
2π · 2j
p(d− 2)
)
≤ 1 + c3
d · 2j ,
and similarly
t−j∏
b=1
G
(
2−b + 2
−b
p
− 2−j−b − 2−j−b
p
)
G
(
2−b + 2
−b
p
)
≤
t−j∏
b=1
(
1 +
2π
d− 2 ·
(
2−j−b +
2−j−b
p
))
≤ exp
(
4π
d− 2 · 2
−j
)
≤ 1 + c4
d · 2j .
It follows that there is an absolute constant c0 independent of d and t such that
1 ≤
∣∣∣∣ΠjΠ21
∣∣∣∣ ≤ 1 + c0d · 2j
for t1/3 ≤ j ≤ t/2.
Lemma B.6. There exists a constant c1 independent of d and t so that for t
1/3 ≤ j ≤ t/2,
1− c1
d · 2j ≤
∣∣∣∣ΓjΠ21
∣∣∣∣ ≤ 1 + c1d · 2j .
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Proof. ∣∣∣∣ΓjΠ21
∣∣∣∣ = t−1∏
a=0
G
(
2a
p
,
2a+j
p
)
G
(
2a
p
)−2
=
t∏
b=1
G
(
2t−b
p
,
2t−b+j
p
)
G
(
2t−b
p
)−2
=
t∏
b=1
G
(
(p+ 1)2−b
p
,
(p+ 1)2−b+j
p
)
G
(
(p+ 1)2−b
p
)−2
=
t∏
b=1
G
(
2−b +
2−b
p
, 2−b+j +
2−b+j
p
)
G
(
2−b +
2−b
p
)−2
=
j∏
b=1
G
(
2−b +
2−b
p
,
2−b+j
p
)
G
(
2−b +
2−b
p
)−1
·
t∏
b=j+1
G
(
2−b +
2−b
p
, 2−b+j +
2−b+j
p
)
G
(
2−b +
2−b
p
)−1
·
t−j∏
b=1
G
(
2−b +
2−b
p
)−1
·
t∏
b=t−j+1
G
(
2−b +
2−b
p
)−1
=
j∏
b=1
G
(
2−b +
2−b
p
,
2−b+j
p
)
G
(
2−b +
2−b
p
)−1
·
t−j∏
b=1
G
(
2−b−j +
2−b−j
p
, 2−b +
2−b
p
)
G
(
2−b +
2−b
p
)−1
·
t∏
b=j+1
G
(
2−b +
2−b
p
)−1 t∏
b=t−j+1
G
(
2−b +
2−b
p
)−1
As before,
t∏
b=j+1
1
G
(
2−b + 2
−b
p
) ≤ 1 + c2
d · 4j
t∏
b=t−j+1
1
G
(
2−b + 2
−b
p
) ≤ 1 + c2
d · 4t−j .
Furthermore (using the fact that G(x) ≥ (d− 2)/d),
j∏
b=1
G
(
2−b +
2−b
p
,
2−b+j
p
)
G
(
2−b +
2−b
p
)−1
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≤
j∏
b=1
G
(
2−b + 2
−b
p
)
+ 1
d
∣∣∣1− cos 2π · (2−b+jp )∣∣∣
G
(
2−b + 2
−b
p
)
≤
j∏
b=1
(
1 +
2π
d− 2 ·
2−b+j
p
)
≤ exp
(
2j+1π
(d− 2)p
j∑
b=1
2−b
)
≤ 1 + 2
j+2π
(d− 2)p,
and similarly,
t−j∏
b=1
G
(
2−b−j +
2−b−j
p
, 2−b +
2−b
p
)
G
(
2−b +
2−b
p
)−1
≤
t−j∏
b=1
(
1 +
2π
d− 2 ·
(
2−b−j +
2−b−j
p
))
≤ exp
(
22−jπ
d− 2
t−j∑
b=1
2−b
)
≤ 1 + 2
3−jπ
d− 2 .
For the lower bound, we have
j∏
b=1
G
(
2−b +
2−b
p
,
2−b+j
p
)
G
(
2−b +
2−b
p
)−1
≥
j∏
b=1
G
(
2−b + 2
−b
p
)
− 1
d
∣∣∣1− cos 2π · (2−b+jp )∣∣∣
G
(
2−b + 2
−b
p
)
≥
j∏
b=1
(
1− 2π
d
· 2
−b+j
p
)
≥ exp
(
−2
jπ
dp
j∑
b=1
2−b
)
≥ 1− 2
j−1π
dp
,
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and similarly,
t−j∏
b=1
G
(
2−b−j +
2−b−j
p
, 2−b +
2−b
p
)
G
(
2−b +
2−b
p
)−1
≥
t−j∏
b=1
(
1− 2π
d
·
(
2−b−j +
2−b−j
p
))
≥ exp
(
−2
1−jπ
d
t−j∑
b=1
2−b
)
≥ 1− 2
−jπ
d
.
It follows that there is an absolute constant independent of d and t such that
1− c1
d · 2j ≤
∣∣∣∣ΓjΠ21
∣∣∣∣ ≤ 1 + c1d · 2j
for t1/3 ≤ j ≤ t/2.
Lemma B.7. Πj = Πt−j and Γj = Γt−j.
Proof.
Πt−j =
t−1∏
a=0
G
(
2a(2t−j − 1)
p
)
=
t−1∏
a=0
G
(
2a+j((p+ 1)2−j − 1)
p
)
=
t−1∏
a=0
G
(
2a((p+ 1)− 2j)
p
)
=
t−1∏
a=0
G
(
2a(2j − 1)
p
)
= Πj
Γt−j =
t−1∏
a=0
G
(
2a
p
,
2a+t−j
p
)
=
t−1∏
a=0
G
(
2a+j
p
,
2a+t
p
)
=
t−1∏
a=0
G
(
2a+j
p
,
2a
p
)
= Γj.
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Lemma B.8.
1
dt
t−1∑
j=0
(
Πrj
Π21
)r
+
1
t
(
1− 1
d
) t−1∑
j=0
(
Γj
Π21
)r
→ 1,
as t→∞.
Proof. Note that
Πj =
t−1∏
a=0
[
d− 1
d
+
1
d
cos
(
2π · 2a(2j − 1)
p
)]
=
t−1∏
a=0
G
(
2a(2j − 1)
p
)
Γj =
t−1∏
a=0
[
d− 2
d
+
1
d
cos
(
2π · 2a
p
)
+
1
d
cos
(
2π · 2a+j
p
)]
=
t−1∏
a=0
G
(
2a
p
,
2a+j
p
)
.
By Lemmas B.5 and B.6,∑
t1/3≤j≤t/2
∣∣∣∣(ΠjΠ21
)r
− 1
∣∣∣∣ ≤ c5trd · 2t1/3 < c6 ln d2t1/4∑
t1/3≤j≤t/2
∣∣∣∣(ΓjΠ21
)r
− 1
∣∣∣∣ ≤ c5trd · 2t1/3 < c6 ln d2t1/4 .
Then, using Lemma B.7 and Lemma B.3, it follows that
1
t
t−1∑
j=0
(
Πj
Π21
)r
≤ 2
t
 ∑
0≤j<t1/3
(
Πj
Π21
)r
+
∑
t1/3≤j≤t/2
(
Πj
Π21
)r
≤ 2
t
 ∑
0≤j<t1/3
Π−r1 +
∑
t1/3≤j≤t/2
(
Πj
Π21
)r
≤ 2
t
 ∑
0≤j<t1/3
2d1/2t1/2 +
∑
t1/3≤j≤t/2
(
Πj
Π21
)r
= 1 + o(1).
Similarly,
1
t
t−1∑
j=0
(
Πj
Π21
)r
= 1 + o(1).
This proves the lemma.
99
100
Bibliography
[1] G. Q. Abbasi. Automorphism groups of certain metabelian p-groups of maximal class.
Punjab Univ. J. Math. (Lahore), 17/18:55–62, 1984/85.
[2] R. P. Abraham. Normal p-subgroups of the automorphism group of an abelian p-group.
J. Algebra, 199(1):116–123, 1998.
[3] C. Asci. Generating uniform random vectors. J. Theoret. Probab., 14(2):333–356, 2001.
[4] A. H. Baartmans and J. J. Woeppel. The automorphism group of a p-group of maximal
class with an abelian maximal subgroup. Fund. Math., 93(1):41–46, 1976.
[5] G. N. Ban and S. X. Yu. A counterexample to Curran’s third conjecture. Adv. in
Math. (China), 23(3):272–274, 1994.
[6] A. R. Barghi and M. M. Ahmedy. On automorphisms of a class of special p-groups.
Arch. Math. (Basel), 77(4):289–293, 2001.
[7] H. U. Besche, B. Eick, and E. A. O’Brien. A millennium project: constructing small
groups. Internat. J. Algebra Comput., 12(5):623–644, 2002.
[8] G. Birkhoff. Subgroups of abelian groups. Proc. London Math. Soc. (2), 38:387–401,
1934–35.
[9] Y. V. Bondarchuk. Structure of automorphism groups of the sylow p-subgroup of the
symmetrical group spn(p = 2). Ukr. Mat. Zh., 36(6):688–694, 1984.
[10] R. M. Bryant and L. G. Kova´cs. Lie representations and groups of prime power order.
J. London Math. Soc. (2), 17:415–421, 1978.
[11] A. Caranti and C. M. Scoppola. A remark on the orders of p-groups that are auto-
morphism groups. Boll. Un. Mat. Ital. A (7), 4(2):201–207, 1990.
[12] R. W. Carter. Simple groups and simple Lie algebras. J. London Math. Soc., 40:193–
240, 1965.
[13] F. R. K. Chung, P. Diaconis, and R. L. Graham. Random walks arising in random
number generation. Ann. Probab., 15(3):1148–1165, 1987.
101
[14] G. Corsi Tani. Finite p-groups with nilpotent automorphism group. Rend. Sem. Mat.
Fis. Milano, 58:55–66 (1990), 1988.
[15] M. J. Curran. Automorphisms of certain p-groups (p odd). Bull. Austral. Math. Soc.,
38(2):299–305, 1988.
[16] M. J. Curran. A note on p-groups that are automorphism groups. Rend. Circ. Mat.
Palermo (2) Suppl., 23:57–61, 1990.
[17] M. J. Curran and D. J. McCaughan. Central automorphisms of finite groups. Bull.
Austral. Math. Soc., 34(2):191–198, 1986.
[18] G. Cutolo, H. Smith, and J. Wiegold. p-groups of maximal class as automorphism
groups. Illinois J. Math., 47(1-2):141–156, 2003. Special issue in honor of Reinhold
Baer (1902–1979).
[19] R. M. Davitt. On the automorphism group of a finite p-group with a small central
quotient. Canad. J. Math., 32(5):1168–1176, 1980.
[20] P. Diaconis. Group representations in probability and statistics. Institute of Math-
ematical Statistics Lecture Notes—Monograph Series, 11. Institute of Mathematical
Statistics, Hayward, CA, 1988.
[21] P. Diaconis and R. Graham. An affine walk on the hypercube. J. Comput. Appl. Math.,
41(1-2):215–235, 1992.
[22] P. Diaconis and M. Isaacs. Supercharacters and superclasses for algebra groups. to
appear in Trans. Amer. Math. Soc., 2006.
[23] P. Diaconis and M. Shahshahani. Generating a random permutation with random
transpositions. Z. Wahrsch. Verw. Gebiete, 57(2):159–179, 1981.
[24] P. Diaconis and N. Thiem. Supercharacter formulas for pattern groups. preprint, 2006.
[25] J. R. Durbin and M. McDonald. Groups with a characteristic cyclic series. J. Algebra,
18:453–460, 1971.
[26] B. Eick, C. R. Leedham-Green, and E. A. O’Brien. Constructing automorphism groups
of p-groups. Comm. Algebra, 30(5):2271–2295, 2002.
[27] B. Eick and E. A. O’Brien. Enumerating p-groups. J. Austral. Math. Soc. Ser. A,
67(2):191–205, 1999.
[28] The GAP Group. GAP – Groups, Algorithms, and Program-
ming, Version 4.4.9, 2006. packages AutPGrp and SmallGroups
(\protect\vrule width0pt\protect\href{http://www.gap-system.org}{http://www.gap-syst
102
[29] A. M. Garsia. Combinatorics of the free Lie algebra and the symmetric group. In
Analysis, et cetera, pages 309–382. Academic Press, Boston, MA, 1990.
[30] W. Gaschu¨tz. Nichtabelsche p-Gruppen besitzen a¨ussere p-Automorphismen. J. Alge-
bra, 4:1–2, 1966.
[31] J. A. Gibbs. Automorphisms of certain unipotent groups. J. Algebra, 14:203–228,
1970.
[32] S. P. Glasby and R. B. Howlett. Extraspecial towers and Weil representations. J.
Algebra, 151(1):236–260, 1992.
[33] J. Goldman and G.-C. Rota. On the foundations of combinatorial theory. IV. Finite
vector spaces and Eulerian generating functions. Studies in Appl. Math., 49:239–258,
1970.
[34] D. Gorenstein. Finite groups. Harper & Row Publishers, New York, 1968.
[35] R. L. Griess, Jr. Automorphisms of extra special groups and nonvanishing degree 2
cohomology. Pacific J. Math., 48:403–422, 1973.
[36] P. Hall. A contribution to the theory of groups of prime-power order. Proc. London
Math. Soc., 36:29–95, 1934.
[37] H. Heineken and H. Liebeck. On p-groups with odd order automorphism groups. Arch.
Math. (Basel), 24:464–471, 1973.
[38] H. Heineken and H. Liebeck. The occurrence of finite groups in the automorphism
group of nilpotent groups of class 2. Arch. Math. (Basel), 25:8–16, 1974.
[39] G. T. Helleloid and U. Martin. The automorphism group of a finite p-group is
almost always a p-group. J. Algebra, 312(1):294–329, 2007. also available at
arXiv:math.GR/0602039.
[40] H.-W. Henn and S. Priddy. p-nilpotence, classifying space indecomposability, and other
properties of almost all finite groups. Comment. Math. Helv., 69(3):335–350, 1994.
[41] G. Higman. Enumerating p-groups. I. Inequalities. Proc. London Math. Soc. (3),
10:24–30, 1960.
[42] M. Hildebrand. Rates of convergence of some random processes on finite groups. Ph.D.
dissertation, Dept. of Mathematics, Harvard Univ., 1990.
[43] M. Hildebrand. Random processes of the form Xn+1 = anXn + bn (mod p). Ann.
Probab., 21(2):710–720, 1993.
103
[44] M. Hildebrand. Random processes of the form Xn+1 = anXn + bn (mod p) where
bn takes on a single value. In Random discrete structures (Minneapolis, MN, 1993),
volume 76 of IMA Vol. Math. Appl., pages 153–174. Springer, New York, 1996.
[45] M. V. Horosˇevski˘ı. The automorphism groups of finite p-groups. Algebra i Logika,
10:81–86, 1971. English translation in Algebra and Logic 10 (1971), 54–57.
[46] M. V. Horosˇevski˘ı. The automorphism group of wreath products of finite groups.
Sibirsk. Mat. Zˇ., 14:651–659, 695, 1973. English translation in Siberian Math. J. 14
(1973), 453–458.
[47] A. Hughes. Automorphisms of nilpotent groups and supersolvable orders. In The
Santa Cruz Conference on Finite Groups (Univ. California, Santa Cruz, Calif., 1979),
volume 37 of Proc. Sympos. Pure Math., pages 205–207. Amer. Math. Soc., Providence,
R.I., 1980.
[48] B. Huppert. Endliche Gruppen. I. Die Grundlehren der Mathematischen Wis-
senschaften, Band 134. Springer-Verlag, Berlin, 1967.
[49] B. Huppert and N. Blackburn. Finite groups. II, volume 242 of Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences].
Springer-Verlag, Berlin, 1982.
[50] I. M. Isaacs. Extensions of group representations over nonalgebraically closed fields.
Trans. Amer. Math. Soc., 141:211–228, 1969.
[51] I. M. Isaacs. Symplectic action and the Schur index. In Representation theory of finite
groups and related topics (Proc. Sympos. Pure Math., Vol. XXI, Univ. Wisconsin,
Madison, Wis., 1970), pages 73–75. Amer. Math. Soc., Providence, R.I., 1971.
[52] I. M. Isaacs. Re: [group-pub-forum] the automorphism group of the extraspecial p-
groups, September 27, 2006. sent to the group-pub-forum mailing list at group-pub-
forum@lists.maths.bath.ac.uk.
[53] A.-R. Jamali. Some new non-abelian 2-groups with abelian automorphism groups. J.
Group Theory, 5(1):53–57, 2002.
[54] D. Jonah and M. Konvisser. Some non-abelian p-groups with abelian automorphism
groups. Arch. Math. (Basel), 26:131–133, 1975.
[55] A. Juha´sz. The group of automorphisms of a class of finite p-groups. Trans. Amer.
Math. Soc., 270(2):469–481, 1982.
[56] H. Kurzweil and B. Stellmacher. The theory of finite groups. Universitext. Springer-
Verlag, New York, 2004.
104
[57] R. Lawton. A note on a theorem of Heineken and Liebeck. Arch. Math. (Basel),
31(5):520–523, 1978/79.
[58] M. Lazard. Sur les groupes nilpotents et les anneaux de Lie. Ann. Sci. Ecole Norm.
Sup. (3), 71:101–190, 1954.
[59] C. R. Leedham-Green and S. McKay. The structure of groups of prime power order,
volume 27 of London Mathematical Society Monographs. New Series. Oxford University
Press, Oxford, 2002. Oxford Science Publications.
[60] P. Lentoudis. De´termination du groupe des automorphismes du p-groupe de Sylow du
groupe syme´trique de degre´ pm: l’ide´e de la me´thode. C. R. Math. Rep. Acad. Sci.
Canada, 7(1):67–71, 1985.
[61] P. Lentoudis. Erratum: “Determining the automorphism group of the Sylow p-group
of the symmetric group of degree pm: the idea of the method”. C. R. Math. Rep. Acad.
Sci. Canada, 7(5):325, 1985.
[62] P. Lentoudis. Le groupe des automorphismes du p-groupe de Sylow du groupe
syme´trique de degre´ pm: re´sultats. C. R. Math. Rep. Acad. Sci. Canada, 7(2):133–136,
1985.
[63] P. Lentoudis and J. Tits. Sur le groupe des automorphismes de certains produits en
couronne. C. R. Acad. Sci. Paris Se´r. I Math., 305(20):847–852, 1987.
[64] A. Lubotzky and D. Segal. Subgroup growth, volume 212 of Progress in Mathematics.
Birkha¨user Verlag, Basel, 2003.
[65] I. D. Macdonald. The theory of groups. Clarendon Press, Oxford, 1968.
[66] I. G. Macdonald. Symmetric functions and Hall polynomials. Oxford Mathematical
Monographs. The Clarendon Press Oxford University Press, New York, second edition,
1995.
[67] J. J. Malone. p-groups with nonabelian automorphism groups and all automorphisms
central. Bull. Austral. Math. Soc., 29(1):35–37, 1984.
[68] A. Mann. Some questions about p-groups. J. Austral. Math. Soc. Ser. A, 67(3):356–
379, 1999.
[69] U. Martin. Almost all p-groups have automorphism group a p-group. Bull. Amer.
Math. Soc. (N.S.), 15(1):78–82, 1986.
[70] R. J. Miech. The metabelian p-groups of maximal class. Trans. Amer. Math. Soc.,
236:93–119, 1978.
[71] G. A. Miller. A non-abelian group whose group of isomorphisms is abelian. Messenger
Math., 43:124–125, 1913. (or G.A. Miller, Collected works, vol. 5, 415–417).
105
[72] E`. R. Morgado. On the group of automorphisms of a finite abelian p-group. Ukrain.
Mat. Zh., 32(5):617–622, 1980. English translation in Ukrainian Math. J. 32 (1980),
no. 5, 403–407.
[73] E`berto R. Morgado. On the group of automorphisms of a finite abelian p-group. Cienc.
Mat. (Havana), 2(2):105–119, 1981.
[74] O. Mu¨ller. On p-automorphisms of finite p-groups. Arch. Math. (Basel), 32(6):533–538,
1979.
[75] H. Neumann. Varieties of groups. Springer-Verlag New York, Inc., New York, 1967.
[76] M. F. Newman. Determination of groups of prime-power order. In Group theory
(Proc. Miniconf., Australian Nat. Univ., Canberra, 1975), pages 73–84. Lecture Notes
in Math., Vol. 573. Springer, Berlin, 1977.
[77] M. F. Newman and E. A. O’Brien. A CAYLEY library for the groups of order dividing
128. In Group Theory (Singapore, 1987), pages 437–442. de Gruyter, Berlin, 1989.
[78] E. A. O’Brien. The p-group generation algorithm. J. Symbolic Comput., 9(5-6):677–
698, 1990. Computational group theory, Part 1.
[79] E. A. O’Brien. Computing automorphism groups of p-groups. In Computational algebra
and number theory (Sydney, 1992), volume 325 of Math. Appl., pages 83–90. Kluwer
Acad. Publ., Dordrecht, 1995.
[80] P. P. Pavlov. Sylow p-subgroups of the full linear group over a simple field of charac-
teristic p. Izvestiya Akad. Nauk SSSR. Ser. Mat., 16:437–458, 1952.
[81] L. Pyber. Enumerating finite groups of given order. Ann. of Math. (2), 137(1):203–220,
1993.
[82] C. Reutenauer. Free Lie algebras, volume 7 of London Mathematical Society Mono-
graphs. New Series. The Clarendon Press Oxford University Press, New York, 1993.
[83] Laurent Saloff-Coste. Total variation lower bounds for finite Markov chains: Wilson’s
lemma. In Random walks and geometry, pages 515–532. Walter de Gruyter GmbH &
Co. KG, Berlin, 2004.
[84] P. Schmid. Normal p-subgroups in the group of outer automorphisms of a finite p-
group. Math. Z., 147(3):271–277, 1976.
[85] C. C. Sims. Enumerating p-groups. Proc. London Math. Soc. (3), 15:151–166, 1965.
[86] A. I. Skopin. The factor groups of an upper central series of free groups. Doklady
Akad. Nauk SSSR (N.S.), 74:425–428, 1950.
106
[87] A. I. Starostin. Finite p-groups. J. Math. Sci. (New York), 88(4):559–585, 1998.
Algebra, 5.
[88] R. Steinberg. Automorphisms of finite linear groups. Canad. J. Math., 12:606–615,
1960.
[89] R. R. Struik. Some nonabelian 2-groups with abelian automorphism groups. Arch.
Math. (Basel), 39(4):299–302, 1982.
[90] L. Verardi. A class of special p-groups. Arch. Math. (Basel), 68(1):7–16, 1997.
[91] U. H. M. Webb. An elementary proof of Gaschu¨tz’ theorem. Arch. Math. (Basel),
35(1-2):23–26, 1980.
[92] U. H. M. Webb. The occurrence of groups as automorphisms of nilpotent p-groups.
Arch. Math. (Basel), 37(6):481–498, 1981.
[93] U. M. Webb. The number of stem covers of an elementary abelian p-group. Math. Z.,
182(3):327–337, 1983.
[94] A. J. Weir. Sylow p-subgroups of the general linear group over finite fields of charac-
teristic p. Proc. Amer. Math. Soc., 6:454–464, 1955.
[95] E. T. Whittaker and G. N. Watson. A course of modern analysis. Fourth edition.
Reprinted. Cambridge University Press, New York, 1962.
[96] H. S. Wilf. Three problems in combinatorial asymptotics. J. Combin. Theory Ser. A,
35(2):199–207, 1983.
[97] D. L. Winter. The automorphism group of an extraspecial p-group. Rocky Mountain
J. Math., 2(2):159–168, 1972.
[98] B. Wolf. A note on p′-automorphism of p-groups P of maximal class centralizing the
center of P . J. Algebra, 190(1):163–171, 1997.
[99] J. H. Ying. On finite groups whose automorphism groups are nilpotent. Arch. Math.
(Basel), 29(1):41–44, 1977.
[100] D. G. Zhu and G. X. Zuo. The automorphism group and holomorph of quaternion
group (in generalized sense). Acta Math. Sci. Ser. A Chin. Ed., 25(1):79–83, 2005.
107
