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UNIVERSAL REGULAR CONTROL FOR GENERIC
SEMILINEAR SYSTEMS
JAIRO BOCHI AND NICOLAS GOURMELON
Abstract. We consider discrete-time projective semilinear control systems
ξt`1 “ Aputq ¨ ξt, where the states ξt are in projective space RPd´1, inputs ut
are in a manifold U of arbitrary finite dimension, and A : U Ñ GLpd,Rq is a
differentiable mapping.
An input sequence pu0, . . . , uN´1q is called universally regular if for any
initial state ξ0 P RPd´1, the derivative of the time-N state with respect to the
inputs is onto.
In this paper we deal with the universal regularity of constant input se-
quences pu0, . . . , u0q. Our main result states that generically in the space
of such systems, for sufficiently large N , all constant inputs of length N are
universally regular, with the exception of a discrete set. More precisely, the
conclusion holds for a C2-open and C8-dense set of maps A, and N only de-
pends on d and on the dimension of U . We also show that the inputs on that
discrete set are nearly universally regular; indeed there is a unique non-regular
initial state, and its corank is 1.
In order to establish the result, we study the spaces of bilinear control
systems. We show that the codimension of the set of systems for which the
zero input is not universally regular coincides with the dimension of the con-
trol space. The proof is based on careful matrix analysis and some elemen-
tary algebraic geometry. Then the main result follows by applying standard
transversality theorems.
1. Introduction
1.1. Basic definitions and some questions. Consider discrete-time control sys-
tems of the form:
(1.1) xt`1 “ F pxt, utq, pt “ 0, 1, 2, . . . q
where F : X ˆ U Ñ X is a map. We will always assume that the space X of states
and the space U of controls are manifolds, and that the map F is continuously
differentiable.
A sequence px0, . . . , xN ;u0, . . . , uN´1q satisfying (1.1) is called a trajectory of
lengthN ; it is uniquely determined by the initial state x0 and the input pu0, . . . , uN´1q.
Let φN denote the time-N transition map, which gives the final state as a function
of the initial state and the input:
(1.2) xN “ φN px0;u0, . . . , uN´1q.
We say that the system (1.1) is accessible from x0 in time N if the set φN ptx0uˆ
UN q of final states that can be reached from the initial state x0 has nonempty
interior.
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The implicit function theorem gives a sufficient condition for accessibility. If
the derivative of the map φN px0; ¨q at input pu0, . . . , uN´1q is an onto linear map
then we say that the trajectory determined by px0;u0, . . . , uN´1q is regular. So the
existence of such a regular trajectory implies that the system is accessible from x0
in time N .
Let us call an input pu0, . . . , uN´1q universally regular if for every x0 P X , the
trajectory determined by px0;u0, . . . , uN´1q is regular; otherwise the input is called
singular.
The concept of universal regularity is central in this paper; it was introduced
by Sontag in [So] in the context of continuous-time control systems. The discrete-
time analogue was considered by Sontag and Wirth in [SW]. They showed that
if the system (1.1) is accessible from every initial condition x0 in uniform time
N then universally regular inputs do exist, provided one assumes the map F to
be analytic. In fact, under those hypotheses they showed that universally regular
inputs are abundant: in the space of inputs of sufficiently large length, singular
ones form a set of positive codimension.
In this paper, we are interested in control systems (1.1) where the next state
xt`1 depends linearly on the previous state xt (but non-linearly on ut, in general).
This means that the state space is Kd, where K is either R or C, and that (1.1)
now takes the form:
(1.3) xt`1 “ Aputq ¨ xt, where A : U Ñ MatdˆdpKq.
Following [CK1], we call this a semilinear control system.
In the case that the map A above takes values in the set GLpd,Kq of invertible
matrices of size d ě 2, we consider the corresponding projectivized control system:
(1.4) ξt`1 “ Aputq ¨ ξt,
where the states ξt take value in the projective space KP
d´1 “ Kd˚{K˚. We call
this a projective semilinear control system. The projectivized system is also a useful
tool for the study of the original system (1.3): see e.g. [Wi, CK2].
Universally regular inputs for projective semilinear control systems were first
considered by Wirth in [Wi]. Under his working hypotheses, the existence and
abundance of such inputs is guaranteed by the aforementioned result of [SW]; then
he uses universally regular inputs to obtain global controllability properties.
The purpose of this paper is to establish results on the existence and abundance
of universally regular inputs for projective semilinear control systems. Differently
from [SW, Wi], we will not necessarily assume our systems to be analytic. Let us
consider systems (1.4) with K “ R and A : U Ñ GLpd,Rq a map of class Cr, for
some fixed r ě 1. To compensate for less rigidity, we do not try to obtain results
that work for all Cr maps A, but only for generic ones, i.e., those maps in a residual
(dense Gδ) subset, or, even better, in an open dense subset.
To make things more precise, assume U is a C8 (real) manifold without bound-
ary. All manifolds are assumed to be Hausdorff paracompact with a countable
base of open sets, and of finite dimension. We will always consider the space
CrpU ,GLpd,Rqq endowed with the strong Cr topology (which coincides with the
usual uniform Cr topology in the case that U is compact).
Hence the first question we pose is this:
Taking N sufficiently large, is it true that for Cr-generic maps A, the
set of universally regular inputs in UN is itself generic?
It turns out that this question has a positive answer. Actually, in a work in prepa-
ration we show that for generic maps A, all inputs in UN are universally regular,
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except for those in a stratified closed set of positive codimension. So another natural
question is this:
Fixed parameters d, dimU , N , and r, what is the minimum codimen-
sion of the set of singular inputs in UN that can occur for Cr-generic
maps A : U Ñ GLpd,Rq?
In full generality, this question seems to be very difficult. A simpler setting would
be to restrict to non-resonant inputs, namely those inputs pu0, . . . , uN´1q such that
ui ‰ uj whenever i ‰ j. In this paper we consider the most resonant case. Define
a constant input of length N as an element of UN of the form pu0, u0, . . . , u0q. We
propose ourselves to study universal regularity of inputs of this form.
1.2. The main result. We prove that generically the singular constant inputs
form a very small set:
Theorem 1.1. Given d ě 2 and m ě 1, there exists an integer N with 1 ď
N ď d2 such that the following properties hold. Let U be a smooth m-dimensional
manifold without boundary. Then there exists a C2-open C8-dense subset O of
C2pU ,GLpd,Rqq such that for every system (1.4) with A P O, all constant inputs
of length N are universally regular, except for those in a zero-dimensional (i.e.,
discrete) set.
By saying that a subset O of C2pU ,GLpd,Rqq is C8-dense, we mean that for all
r ě 2, the intersection of O with CrpU ,GLpd,Rqq is dense in CrpU ,GLpd,Rqq.
It is remarkable that the generic dimension of the set of singular constant inputs
(namely, 0) does not depend on the dimension m of the control space U , neither on
the dimension d´1 of the state space. A partial explanation for this phenomenon is
the following: First, the obstruction to universal regularity of the input pu, u, . . . , uq
is the combined degeneracy of the matrix Apuq and of the derivatives of A at u. If
m is small then the image of the generic map A will avoid too degenerate matrices,
which increases the chances of obtaining universal regularity. If m is large then
more degenerate matrices Apuq will inevitably appear; however the large number
of control parameters compensates, so universal control is still likely.
The singular inputs that appear in Theorem 1.1 are not only rare; we also show
that they are “almost” universally regular:
Theorem 1.2 (Addendum to Theorem 1.1). The set O Ă C2pU ,GLpd,Rqq in
Theorem 1.1 can be taken with the following additional properties: If A P O and a
constant input pu, . . . , uq of length N is singular then:
1. There is a single direction ξ0 P RPd´1 for which the corresponding trajectory
of system (1.4) is not regular.
2. The derivative of the map φN pξ0; ¨q at input pu, . . . , uq has corank 1.
To sum up, for generic systems (1.4), the universal regularity of constant inputs
can fail only in the weakest possible way: there is at most one non-regular state,
which can be moved in all directions but one.
We actually describe precisely in Appendix E the singular inputs that appear in
Theorem 1.2. We show that these singular inputs can be unremovable by pertur-
bations, and therefore Theorem 1.1 is optimal in the sense that there are C2-open
(actually even C1-open) sets of maps A for which the set of singular constant in-
puts is nonempty. Also, by C1-perturbing any A in those C2-open sets, one can
obtain an infinite number of singular constant inputs. In particular, the set O in
the statement of the Theorem 1.1 is not C1-open in general.
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1.3. Reduction to the study of the set of poor data. The bulk of the proof
of Theorem 1.1 consists on the computation of the dimension of certain canonical
sets, as we now explain.
We fix A : U Ñ GLpd,Kq and consider the projective semilinear system (1.4).
By the chain rule, the universal regularity of an input pu0, u1, . . . , uN´1q depends
only on the 1-jets of A at points u0, . . . , uN´1, i.e., on the first order Taylor
approximations of A around those points.
Let us discuss the case of constant inputs pu0, . . . , u0q. If we take local coordi-
nates such that u0 “ 0 and replace the matrix map A : U Ñ GLpd,Kq by its linear
approximation, system (1.4) becomes:
(1.5) ξt`1 “
˜
A`
mÿ
j“1
ut,iCj
¸
ξt , pt “ 0, 1, 2, . . . q,
where A “ Apu0q and C1, . . . , Cm are the partial derivatives at u0 “ 0. This is the
projectivization of a bilinear control system (see [El]). For these systems, the zero
input is a distinguished one and the focus of more attention.
To study system (1.5) it is actually more convenient to consider normalized
derivatives Bj “ CjA´1, which intrinsically take values in the Lie algebra glpd,Kq.
Consider the matrix datumA “ pA,B1, . . . , Bmq. We will explain how the universal
regularity of the zero input is expressed in linear algebraic terms. Recall that the
adjoint operator of A acts on glpd,Kq by the formula AdApBq “ ABA´1. Consider
the linear subspace ΛNpAq of glpd,Kq spanned by the matrices
Id and pAdAqipBjq, pi “ 0, . . . , n´ 1, j “ 1, . . . ,mq.
(The identity matrix appears because of the projectivization.) This is nothing but
the reachable set from 0 for the linear control system pAdA, Id, B1, . . . , Bmq. Then:
Proposition 1.3. The constant input p0, . . . , 0q of length N is universally regular
for system (1.5) if and only if the space ΛN pAq is transitive.
Here we say that a subspace of d ˆ d matrices with entries in the field K is
transitive if it acts transitively in the set Kd˚ of nonzero vectors.
Clearly, the spaces ΛN pAq form a nested sequence that stabilizes to a space
ΛpAq at some time N ď d2. If ΛpAq is transitive then the datum A is called rich;
otherwise it is called poor. Let P
pKq
m “ PpKqm,d denote the set of poor data. A major
part of our work is to study these sets. We prove:
Theorem 1.4. The set P
pRq
m is closed and semialgebraic, and its codimension in
GLpd,Rq ˆ pglpd,Rqqm is m.
Theorem 1.5. The set P
pCq
m is algebraic, and its (complex) codimension in GLpd,Cqˆ
pglpd,Cqqm is m.
So Theorems 1.4 and 1.5 say how frequent universal regularity of the zero input
is in the space of projective bilinear control systems (1.5).
1.4. Overview of the proofs. Theorem 1.1 follows rather directly from Theo-
rem 1.4 by applying standard results from transversality theory. More precisely,
the fact that the set P
pRq
m is semialgebraic implies that it has a canonical strati-
fication. This permits us to apply Thom’s jet transversality theorem and obtain
Theorem 1.1.
On the other hand, Theorem 1.4 follows from its complex version Theorem 1.5
by simple abstract arguments.
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Thus everything is based on Theorem 1.5. One part of the result is easily ob-
tained: we give examples of small disks of codimension m formed by poor data, so
concluding that the codimension of P
pCq
m is at most m.
To prove the other inequality, one could try to exhibit an explicit codimension m
set containing all poor data. For m “ 1 this task is feasible (and we actually
perform it, because with these conditions we can actually check universal regularity
in concrete examples). However, form “ 2 already the task would be very laborious,
and to expect to find a general solution seems unrealistic.
Our actual approach to prove the lower bound on the codimension of P
pCq
m is
indirect. Crudely speaking, after careful matrix computations, we find some sets in
the complement of P
pCq
m that are reasonably “large” (basically in terms of dimen-
sion). Then, by using some abstract results of algebraic geometry, we are able to
show that P
pCq
m is “small”, thus proving the other half of Theorem 1.5.
Let us give more detail about this strategy. We decompose the set Pm “ PpCqm
into fibers:
Pm “
ď
APGLpd,Cq
tAu ˆ PmpAq, PmpAq Ă rglpd,Cqsm.
It is not very difficult to show that for generic A in GLpd,Cq, the fiber PmpAq has
precisely the wanted codimension m. However, for degenerate matrices A, the fiber
PmpAq may be much bigger. (For example, one can show that if A is an homothecy
and m ď 2d ´ 3 then PmpAq is the whole rglpd,Cqsm.) In order to show that
codimPm ě m, we need to make sure that those degenerate matrices do not form
a large set. More precisely, we show that:
(1.6) @k P t0, . . . ,mu, codim  A P GLpd,Cq; codimPmpAq ď m´ k( ě k.
Let us explain how we prove (1.6). In order to estimate the dimension of PmpAq
for any matrix A P GLpd,Cq, we consider a quantity r “ rpAq which is the least
number such that a rich datum of the form pA,C1, . . . , Crq exists. In particular, if
r “ rpAq ď m then the following affine space
(1.7)
 pC1, C2, . . . , Cr, Br`1, . . . , Bmq; Bj P glpd,Cq(
is contained in the complement of PmpAq.
In certain situations, if two algebraic subsets have large enough dimensions then
they necessarily intersect; for example, two algebraic curves in the complex pro-
jective plane CP2 always intersect. This kind of phenomenon happens here: the
dimension of the affine space (1.7) forces a lower bound for the codimension of
PmpAq, namely:
(1.8) codimPmpAq ě m` 1´ rpAq.
So we need to show that matrices A with large rpAq are rare. A careful matrix
analysis provides an upper bound to rpAq based on the numbers and sizes of the
Jordan blocks of A, and on the occasional algebraic relations between the eigenval-
ues. This bound together with (1.8) implies (1.6) and therefore concludes the proof
of Theorem 1.5.
In fact, the results of this analysis are even better, and we conclude that the
codimension inequality (1.6) is strict when k ě 1. This implies that poor data
pA,B1, . . . , Bmq for which the matrix A is degenerate form a subset of PpCqm with
strictly bigger codimension. Thus we can show that the poor data that appear
generically are well-behaved, which leads to Theorem 1.2.
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1.5. Holomorphic setting. In the case of complex matrices (i.e., K “ C), we have
a corresponding version of Theorem 1.1 where the maps A are holomorphic. Given
an open subset U Ă Cm, we denote by HpU ,GLpd,Cqq the set of holomorphic map-
pings A : U Ñ GLpd,Cq endowed with the usual topology of uniform convergence
on compact sets.
Theorem 1.6. Given integers d ě 2 and m ě 1, there exists an integer N ě 1
with the following properties. Let U Ă Cm be open, and let K Ă U be compact.
Then there exists an open and dense subset O of HpU ,GLpd,Cqq such that for any
A P O the constant inputs in KN are all universally regular for the system (1.4),
except for a finite subset.
We have the straightforward corollary:
Corollary 1.7. Given integers d ě 2 and m ě 1, there exists an integer N ě 1
with the following properties. Let U Ă Cm be an open subset. There exists a residual
subset R of HpU ,GLpd,Cqq such that for any A P R the constant inputs in UN are
all universally regular for the system (1.4), except for a discrete subset.
1.6. Directions for future research. One can also study uniform regularity of
periodic inputs of higher period. Using our results for constant inputs, it is not
difficult to derive some (non-sharp) codimension bounds for singular periodic inputs
for generic systems. However, for highly resonant non-periodic inputs, we have no
idea on how to obtain reasonable dimension estimates.
To obtain good estimates for the codimension of non-resonant singular inputs for
generic systems is relatively simpler from the point of view of matrix computations,
but needs more sophisticated transversality theorems (e.g., multijet transversality).
Since highly resonant inputs have large codimension themselves, it seems possible
to obtain reasonably good codimension estimates for general inputs for generic
systems.
Another interesting direction of research is to consider other Lie groups of ma-
trices.
1.7. Organization of the paper. Section 2 contains some basic results about
transitivity of spaces of matrices and its relation with universal regularity. We also
obtain the easy parts of Theorems 1.4 and 1.5, namely (semi)algebraicity and the
upper codimension inequalities.
In Section 3 we introduce the concept of rigidity, which is related to the quantity
rpAqmentioned above. We state the central rigidity estimates (Theorem 3.6), which
consist into two parts. The first and easier part is proved in the same Section 3,
while the whole Section 4 is devoted to the proof of the second part.
Section 5 starts with some preliminaries in elementary algebraic geometry. Then
we use the rigidity estimates to prove Theorem 1.5, following the strategy outlined
above (§ 1.4). Theorem 1.4 follows easily. We also obtain a lemma that is needed
for the proof of Theorem 1.2.
In Section 6 we deduce Theorem 1.1 from previous results and standard theorems
stratifications and transversality.
The paper also has some appendices:
Appendix A basically reobtains the major results in the special case m “ 1,
where we actually gain additional information of practical value: as mentioned in
§ 1.4, it is possible to describe explicitly what 1-jets the map A should avoid in
order to satisfy the conclusions of Theorems 1.1 and 1.2. The arguments necessary
for the m “ 1 case are much simpler and more elementary than those in Sections 3
to 5. Therefore the appendix is also useful to give the reader some intuition about
the general problem, and as a source of examples. Appendix A is written in a
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slightly informal way, and it can be read after Section 2 (though the final part
requires Lemma 3.1).
Appendix B contains the proofs of necessary algebraic-geometric results, espe-
cially the one that allows us to obtain estimate (1.8).
Appendix C reviews the necessary concepts and results on stratifications, and
proves a prerequisite transversality proposition.
In Appendix D we apply Theorem 1.5 to prove a version of Theorem 1.1 for
holomorphic mappings.
In Appendix E we study the singular constant inputs of generic type, proving
Theorem 1.2 and the other assertions made at the end of § 1.2 concerning the
sharpness of Theorem 1.1. We also discuss the generic validity of some control-
theoretic properties related to accessibility and regularity.
2. Preliminary facts on the poor data
In this section, we review some basic properties related to poorness, and prove
the easy inequalities in Theorems 1.4 and 1.5.
2.1. Transitive spaces. Let E and F be finite-dimensional vector spaces over the
field K. Let LpE,F q be the space of linear maps from E to F . A vector subspace
Λ of LpE,F q is called transitive if for every v P E r t0u, we have Λ ¨ v “ F , where
Λ ¨ v “ tLpvq; L P Λu.
Under the identification LpKn,Kmq “ MatmˆnpKq, we may also speak of tran-
sitive spaces of matrices.
The following examples illustrate the concept; they will also be needed in later
considerations.
Example 2.1. Recall that a Toeplitz matrix, resp. a Hankel matrix, is a matrix of the
form ¨
˚˚˚
˚˚˚
˝
t0 t1 ¨ ¨ ¨ td´1
t´1
...
... t1
t´d`1 ¨ ¨ ¨ t´1 t0
˛
‹‹‹‹‹‹‚
, resp.
¨
˚˚˚
˚˚˚
˚˝
h1 ¨ ¨ ¨ hd´1 hd
... hd`1
hd´1
...
hd hd`1 ¨ ¨ ¨ h2d´1
˛
‹‹‹‹‹‹‹‚
,
The set of Toeplitz matrices and the set of complex Hankel matrices constitute examples
transitive subspaces of glpd,Kq. Transitivity of the Toeplitz space is a particular case of
Example 2.2, and transitivity of Hankel space follows from Remark 2.3. For K “ C, these
spaces are optimal, in the sense that they have the least possible dimension; see [Az].
Example 2.2. A generalized Toeplitz space is a subspace Λ of MatdˆdpKq (where d ě 2)
with the following property: For any two matrix entries pi1, j1q and pi2, j2q which are not in
the same diagonal (i.e., i1´ j1 ‰ i2´ j2), the linear map pbi,jqi,j P Λ ÞÑ pbi1,j1 , bi2,j2q P C
2
is onto. Equivalently, a space is generalized Toeplitz if it can be defined by a number
of linear relations between the matrix coefficients so that each relation involves only the
entries on a same diagonal, and so that the relations do not force any matrix entry to be
zero. We will prove later (see § 3.3) that every generalized Toeplitz space is transitive.
Remark 2.3. If Λ is a transitive subspace of LpE,F q and P P LpE,Eq, Q P LpF, F q are
invertible operators then P ¨ Λ ¨Q :“ tPLQ; L P Λu is a transitive subspace of LpE,F q.
Let us see that transitivity is a semialgebraic or algebraic property, according to
the field. Recall that:
‚ A subset of Kn is called algebraic if it is expressed by polynomial equations
with coefficients in K.
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‚ A subset of Rn is called semialgebraic if it is the union of finitely many
sets, each of them defined by finitely many real polynomial equations and
inequalities (see [BR, BCR]).
Proposition 2.4. Let N
pKq
m,n,k be the set of pB1, . . . , Bkq P rMatmˆnpKqsk “ Kmnk
such that spantB1, . . . , Bku is not transitive. Then:
1. The set N
pRq
m,n,k is semialgebraic.
2. The set N
pCq
m,n,k is algebraic.
Proof. Consider the set of pB1, . . . , Bk, vq P rMatmˆnpKqsk ˆKn˚ such that
spantB1, . . . , Bku ¨ v ‰ Km .
For K “ R, this is a semialgebraic set, because it is expressed by the vanishing of
certain determinants plus the condition v ‰ 0. Projecting this set along the Rn˚
fiber we obtain N
pRq
m,n,k; so, by the Tarski–Seidenberg theorem (see [BR, p. 60] or
[BCR, p. 26]), this set is semialgebraic, proving part 1.
To see part 2, we takeK “ C and projectivize the Cn˚ fiber, obtaining an algebraic
subset rMatmˆnpCqsk ˆ CPn´1 whose projection along the CPn´1 fiber is N pCqm,n,k.
So part 2 follows from the fact that projections along projective fibers take algebraic
sets to algebraic sets (see [Sh, p. 58]). 
Complex transitivity of real matrices is a stronger property than real transitivity:
Proposition 2.5. The real part of N
pCq
m,n,k (that is, its intersection with rMatmˆnpRqsk)
contains N
pRq
m,n,k.
The proof is an easy exercise.
2.2. Universal regularity for constant inputs and richness. In this subsec-
tion we prove Proposition 1.3; in fact we prove a more precise result, and also fix
some notation.
Given a linear operator H : E Ñ E, where E is a finite-dimensional vector space
over the field K, and vectors v1, . . . , vm P E, we denote by RNHpv1, . . . , vmq the
space spanned by the family of vectors Htpviq, where 1 ď i ď m and 0 ď t ă N . In
other words, RNHpv1, . . . , vmq is the reachable set from 0 of the linear control system
ξt`1 “ Hξt `
ÿ
i
ut,ivi .
The sequence of spaces RNHpv1, . . . , vmq is nested nondecreasing, and thus stabi-
lize to a space RHpv1, . . . , vmq after N ď dimH steps.
If A : U Ñ GLpd,Cq is a differentiable map then the normalized derivative of A
at a point u is the linear map TuU Ñ glpd,Rq given by h ÞÑ pDApuq ¨ hq ˝A´1puq.
Let φN pξ0, uˆq be the state ξN P KPd of the system (1.4) determined by the initial
state ξ0 and the input sequence uˆ P UN . Let B2φN pξ0, uˆq be the derivative of the
map φN pξ0, ¨q at uˆ.
Fix a constant input uˆ “ pu, . . . , uq P UN , and local coordinates on U around u.
Let Bj be the normalized partial derivatives of the map A at u with respect to the
ith coordinate. Consider the datum A “ pA,B1, . . . , Bmq, where A “ Apuq. Define
the following subspace of glpd,Kq:
(2.1) ΛNpAq “ RNAdApId, B1, . . . , Bmq ,
where AdApBq “ ABA´1.
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Proposition 2.6. For all ξ0 P KPd´1 and any x0 P Kd r t0u representing ξ0,
rank B2φN pξ0, uˆq “ dim
“
ΛN pAq ¨ pANx0q
‰´ 1.
In particular (since A “ Apuq is invertible), the input uˆ is universally regular if
and only if ΛN pAq is a transitive space, which is the statement of Proposition 1.3.
Proof of Proposition 2.6. Let ξ0 “ rx0s, where x0 P Kd˚. Let ψN px0, uˆq be the final
state of the non projectivized system (1.3) determined by the initial state x0 and
by the sequence of controls uˆ P UN . Using local coordinates with u in the origin,
we have the following first order approximation for uˆ » 0:
ψN px0, uˆq » ANx0 `
ÿ
1ďjďm
0ďtăN
ut,jA
N´t´1BjA
t`1x0
“
¨
˝Id` ÿ
1ďjďm
0ďnăN
uN´1´n,jAd
n
ApBjq
˛
‚xN ,
where xN “ ψN px0, 0q “ ANx0. Therefore the image of B2ψN px0, uˆq is the following
subspace of TANx0K
d:
V “
˜
span
1ďjďm
0ďnăN
AdnABj
¸
¨ xN ,
The image of B2φN pξ0, uˆq equals DπpxN qpV q, where π : Kd˚ Ñ KPd´1 is the
canonical projection. Notice that KerDπpxq “ Kx for any x P Kd˚. It follows that
rank B2φN pξ0, uˆq “ dim rDπpxN qpV qs
“ dim “DπpxN q`KxN ` V ˘‰ “ dimrKxN ` V s ´ 1
Since KxN ` V “ ΛNpAq ¨ xN , the proposition is proved. 
2.3. The sets of poor data. For emphasis, we repeat the definition already given
in the introduction: The datum A “ pA,B1, . . . , Bmq P GLpd,Kq ˆ rglpd,Kqsm is
rich if the space ΛpAq “ Λd2pAq is transitive, and poor otherwise. The concept in
fact depends on the field under consideration. The set of such poor data is denoted
by P
pKq
m,d.
It follows immediately from Proposition 2.4 that P
pRq
m,d is a closed and semialge-
braic subset of GLpd,Rqˆrglpd,Rqsm and PpCqm,d is an algebraic subset of GLpd,Cqˆ
rglpd,Cqsm. This proves part of Theorems 1.4 and 1.5.
Also, by Proposition 2.5 the real poor data are contained in the real part of the
complex poor data, i.e.,
(2.2) P
pRq
m,d Ă PpCqm,d X
“
GLpd,Rq ˆ rglpd,Rqsm‰ .
For later use, we note that the sets of poor data are saturated in the sense of
the following definition: A set Z Ă rMatdˆdpKqs1`m will be called saturated if
pA,B1, . . . , Bmq P Z implies that: pA,B1, . . . , Bmq P Z implies that:
‚ for all P P GLpd,Kq we have pP´1AP,P´1B1P, . . . , P´1BmP q P Z;
‚ for allQ “ pqijq P GLpm,Kq, lettingB1i “
ř
j qijBj , we have pA,B11, . . . , B1mq P
Z.
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2.4. The easy codimension inequality of Theorems 1.4 and 1.5. Here we
will discuss the simplest examples of poor data.
To begin, notice that if A P GLpd,Cq is diagonalizable then so is AdA. Indeed,
assume without loss of generality that A “ Diagpλ1, . . . , λdq. Consider the basis
tEi,j ; i, j P t1, . . . , duu of glpd,Cq, where
(2.3) Ei,j is the matrix whose only nonzero entry is a 1 in the pi, jq position.
Then AdApEi,jq “ λiλ´1j Ei,j . So if f is a polynomial and B “ pbijq then
(2.4) the pi, jq-entry of the matrix pfpAdAqqpBq is fpλiλ´1j qbij .
The datum A “ pA,B1, . . . , Bmq P GLpd,Kq ˆ glpd,Kqm is called conspicuously
poor if there exists a change of bases P P GLpd,Kq such that:
‚ the matrix P´1AP is diagonal;
‚ the matrices P´1BkP have a zero entry in a common off-diagonal position;
more precisely, there are indices i0, j0 P t1, . . . , du with i0 ‰ j0 such that for
each k P t1, . . . ,mu, the pi0, j0q entry of the matrix P´1BkP vanishes.
(As in the definition of poorness, the concept depends on the field K.)
Lemma 2.7. Conspicuously poor data are poor.
Proof. Let A “ pA,B1, . . . , Bmq be conspicuously poor. With a change of basis we
can assume that A is diagonal. Let pe1, . . . , edq be the canonical basis of Kd. Let
pi, jq be the entry position where all Bi’s have a zero entry. By (2.4), all matrices in
the space ΛpAq “ RAdApId, B1, . . . , Bmq have a zero entry in the pi0, j0q position.
In particular, there is no L P ΛpAq such that L ¨ ej0 “ ei0 , showing that this space
is not transitive. 
The converse of this lemma is certainly false. (Many examples appear in Ap-
pendix A; see also Example 3.5.) However, we will see in Appendix A.1 that the
converse holds for generic A.
We will use Lemma 2.7 to prove the easy codimension inequalities for Theo-
rems 1.4 and 1.5; first we need to recall the following:
Proposition 2.8. Suppose A P MatdˆdpKq is diagonalizable over K and with simple
eigenvalues only. Then there is a neighborhood of A where the eigenvalues vary
smoothly, and where the eigenvectors can be chosen to vary smoothly.
Proposition 2.9 (Easy half of Theorems 1.4 and 1.5). For both K “ R or C, we
have codimK P
pKq
m ď m.
Proof. Using Proposition 2.8, we can exhibit smoothly embedded disks of codimen-
sion m inside GLpd,Kq ˆ glpd,Kqm formed by conspicuously poor data. 
3. Rigidity
The aim of this section is to state Theorem 3.6 and prove its first part. Along
the way we will establish several lemmas which will be reused in the proof of the
second part of the theorem in Section 4.
3.1. Acyclicity. Consider a linear operator H : E Ñ E, where E is a finite-
dimensional complex vector space. The acyclicity of H is defined as the least
number n of vectors v1, . . . , vn P E such that RHpv1, . . . , vnq “ E. We denote
n “ acycH . If n “ 1 then H is called a cyclic operator, and v1 is called a cyclic
vector.
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Lemma 3.1. Let E be a finite-dimensional complex vector space and let H : E Ñ E
be a linear operator. Assume that E1, . . . , Ek Ă E are H-invariant subspaces and
that the spectra of A|Ei (1 ď i ď k) are pairwise disjoint. If v1 P E1, . . . , vk P Ek
then
RHpv1, . . . , vkq “ RHpv1 ` ¨ ¨ ¨ ` vkq .
Proof. View E as a module over the ring of polynomials Crxs by defining xv “ Hpvq
for v P E. Then the lemma follows from [Ro, Theorem 6.4]. 
The geometric multiplicity of an eigenvalue λ of H is the dimension of the kernel
of H ´ λId (or, equivalently, the number of corresponding Jordan blocks).
Proposition 3.2. The acyclicity of an operator equals the maximum of the geo-
metric multiplicities of its eigenvalues.
Proof. This follows from the Primary Cyclic Decomposition Theorem together with
Lemma 3.1. 
Remark 3.3. The operators which interest us most are H “ AdA, where A P GLpd,Cq.
It is useful to observe that the geometric multiplicity of 1 as an eigenvalue of AdA equals
the codimension of the conjugacy class of A inside GLpd,Cq. To prove this, consider the
map ΨA : GLpd,Cq Ñ GLpd,Cq given by ΨApXq “ AdXpAq. The derivative at X “ Id is
H ÞÑ HA´ AH ; so KerDΨApIdq “ KerpAdA ´ idq. Therefore when X “ Id, the rank of
DΨApXq equals the geometric multiplicity of 1 as an eigenvalue of AdA. To see that this is
true for any X, notice that ΨA “ ΨAdXpAq ˝RX´1 (where R denotes a right-multiplication
diffeomorphism of GLpd,Cq).
We will see later (Lemma 4.11) that 1 is the eigenvalue of AdA with the biggest geomet-
ric multiplicity. By Proposition 3.2, we conclude that acycAdA equals the codimension
of the conjugacy class of A.
3.2. Definition of rigidity, and the main rigidity estimate. Let E and F be
finite-dimensional complex vector spaces. Let H be a linear operator action on the
space LpE,F q. We define the rigidity of H , denoted rigH , as the least n such that
there exist L1, . . . , Ln P LpE,F q so that RHpL1, . . . , Lnq is transitive. Therefore
1 ď rigH ď acycH .
For technical reasons, we also define a modified rigidity of H , denoted rig`H .
The definition is the same, with the difference that if E “ F then L1 is required to
be the identity map in LpE,Eq. Of course,
rigH ď rig`H ď rigH ` 1.
We want to give a reasonably good estimate of the modified rigidity of AdA for
any fixed A P GLpd,Cq. (This will be achieved in Lemma 4.14.) We assume that
d ě 2; so rig`AdA ě 2. The next example shows that “most” matrices A have the
lowest possible rig`AdA.
Example 3.4. If A P GLpd,Cq is unconstrained (see Appendix A.1) then rig` AdA “ 2.
Indeed if we take a matrix B P glpd,Cq whose expression in the base that diagonalizes A
has no zeros off the diagonal then, by Lemma A.1, ΛpA,Bq “ RAdApId, Bq is rich.
More generally, if A P GLpd,Cq is little constrained (see Appendix A) then it follows
from Proposition A.3 that rig`AdA “ 2.
Example 3.5. Consider A “ Diagp1, α, α2q where α “ e2pii{3. (In the terminology
of Appendix A.1, A has constraints of type 1.) Since Ad3A is the identity, we have
dimRAdApId, Bq ď 4 for any B P glp3,Cq. By the result of Azoff [Az] already men-
tioned at Example 2.1, the minimum dimension of a transitive subspace of glp3,Cq is 5.
This shows that rig` AdA ě 3. (Actually, equality holds, as we will see in Example 3.9
below.)
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Let T be the set of roots of unity. Define an equivalence relation — on the set
C˚ of nonzero complex numbers by:
(3.1) λ — λ1 ô λ{λ1 P T.
We also say that λ, λ1 are equivalent mod T .
For A P GLpd,Cq, we denote
(3.2) cpAq :“ number of different classes mod T of the eigenvalues of A.
We now state a technical result which has a central role in our proofs, as explained
informally in § 1.4:
Theorem 3.6. Let d ě 2 and A P GLpd,Cq. Then:
1. If cpAq “ d then rig`AdA “ 2.
2. If cpAq ă d then rig`AdA ď acycAdA ´ cpAq ` 1.
Remark 3.7. When cpAq “ d, we have acycAdA “ d (this will follow from Lemma 4.11);
so the conclusion of part 2 does not hold in this case.
Remark 3.8. The conditions of A being unconstrained and A having cpAq “ d both mean
that A is “non-degenerate”. Both of them imply small rigidity, according to Example 3.4
and part 1 of Theorem 3.6. It is important, however, not to confuse the two properties;
in fact, none implies the other.
Example 3.9. Consider again A as in Example 3.5. The eigenvalues of AdA are 1, α,
and α2, each with multiplicity 3; so Proposition 3.2 gives acycAdA “ 3. So Theorem 3.6
tell us that rig` AdA ď 3, which is actually sharp.
The proof of part 1 of Theorem 3.6 will be given in § 3.5 after a few preliminaries
(§§ 3.3 and 3.4). These preliminaries are also used in the proof of the harder part 2,
which will be given in Section 4.
3.3. A criterion for transitivity. We will show the transitivity of certain spaces
of matrices that remotely resemble Toeplitz matrices.
Let t and s be positive integers. Let R1 be a partition of the interval r1, ts “
t1, . . . , tu into intervals, and let R2 be a partition of r1, ss into intervals. Let R
be the product partition. We will be interested in matrices of the following special
form:
(3.3) M “ pmi,jq 1ďiďt
1ďjďs
“
¨
˚˚˚
˚˚˚
˚˝˚
˚ 0 0
0 MR 0
0 0 ˚
˛
‹‹‹‹‹‹‹‹‚
,
where R is an element of the product partitionR, andMR is the submatrix pmi,jqpi,jqPR.
Let Λ be a vector space of t ˆ s matrices. For each R P R, say of size k ˆ ℓ, we
define the following space of matrices:
(3.4) ΛrRs “  N P MatkˆℓpCq ; D M P Λ of the form (3.3) with MR “ N(.
We regard Λ as a subspace of LpCs,Ctq. If the rectangle R is rp, p`k´1sˆrq, q`ℓ´1s,
we regard the space ΛrRs as a subspace of
L
`t0uq´1 ˆ Cℓ ˆ t0ut´q´ℓ`1, t0up´1 ˆ Ck ˆ t0ut´p´k`1˘.
Lemma 3.10. Assume that ΛrRs is transitive for each R P R. Then Λ is transitive.
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An interesting feature of the lemma which will be useful later is that it can be
applied recursively. Before giving the proof of the lemma, we illustrate its usefulness
by showing the transitivity of generalized Toeplitz spaces:
Proof of Example 2.2. Consider the partition of r1, ds2 into 1 ˆ 1 “rectangles”. If
Λ is a generalized Toeplitz space then ΛrRs “ Mat1ˆ1pCq “ C for each rectangle R.
These are transitive spaces, so Lemma 3.10 implies that Λ is transitive. 
Before proving Lemma 3.10, notice the following dual characterization of tran-
sitivity, whose proof is immediate:
Lemma 3.11. A subspace Λ Ă LpCs,Ctq is transitive iff for any non-zero vector
u P Cs and any non-zero linear functional φ P pCtq˚ there exists M P Λ such that
φpM ¨ uq ‰ 0.
Proof of Lemma 3.10. Take any non-zero vector u “ pu1, . . . , usq in Cs and a non-
zero functional φpv1, . . . , vtq “
řt
i“1 φivi in pCtq˚. By Lemma 3.11, we need to
show that there exists M “ pxijq P Λ such that
(3.5) φpM ¨ uq “
tÿ
i“1
sÿ
j“1
φixijuj
is non-zero.
Let j0 be the least index such that uj0 ‰ 0, and let i0 be the greatest index
such that φi0 ‰ 0. Let R be the element of R that contains pi0, j0q. Notice that
if M is of the form (3.3) then the pi, jq-entries of M that are above left (resp.
below right) of R do not contribute to the sum (3.5), because uj (resp. φi) vanishes.
That is, φpM ¨ uq depends only on MR and is given by
ř
pi,jqPR φixijuj; Since Λ
rRs
is transitive, by Lemma 3.11 there is a choice of a matrix M P Λ of the form (3.3)
so that φpM ¨ uq ‰ 0. So we are done. 
3.4. Preorder in the complex plane. We consider the set C˚{T of equivalence
classes of the relation (3.1). Since T is the torsion subgroup of C˚, the quotient
C˚{T is an abelian torsion-free group.
Proposition 3.12. There exists a multiplication-invariant total order ď on C˚{T .
The proposition follows from a result of Levi [Le], but nevertheless let us give a
direct proof:
Proof. There is an isomorphism between R ‘ pR{Qq and C˚{T , namely px, yq ÞÑ
exppx ` 2πiyq. So it suffices to find a multiplication-invariant order in R{Q (and
then take the lexicographic order). Take a Hamel basis B of the Q-vector space R so
that 1 P B. Then R{Q is a direct sum of abelian groupsÀxPB, x‰1 xQ. Order each
xQ in the usual way and take any total order on B. Then the induced lexicographic
order on R{Q is multiplication-invariant, and the proof is concluded. 
Let rzs P C˚{T denote the equivalence class of z P C˚. Let us extend the
notation, writing z ď z1 if rzs ď rz1s. Then ď becomes a multiplication-invariant
total preorder on C˚ that induces the equivalence relation —. In other words, for
all z, z1, z2 P C˚ we have:
‚ z ď z1 or z1 ď z;
‚ z ď z1 and z1 ď z ðñ z — z1;
‚ z ď z1 and z1 ď z2 ùñ z ď z2;
‚ z ď z1 ùñ zz2 ď z1z2.
It follows that:
‚ z ď z1 ùñ pz1q´1 ď z´1.
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We write z ă z1 when z ď z1 and z ffi z1.
3.5. Proof of the easy part of Theorem 3.6.
Proof of part 1 of Theorem 3.6. If cpAq “ d then in particular all eigenvalues are
different and so the matrix A is diagonalizable. So with a change of basis we can
assume that A “ Diagpλ1, . . . , λdq. We can also assume that the eigenvalues are
increasing with respect to the preorder introduced in § 3.4:
λ1 ă λ2 ă ¨ ¨ ¨ ă λd .
Fix any matrixB with only nonzero entries, and consider the space Λ “ RAdApBq,
which is described by (2.4). We will use Lemma 3.10 to show that Λ is transitive.
Let R be the partition of r1, ds2 into 1ˆ1 rectangles. Given a cell R “ tpi0, j0qu P R
and a coefficient t P C, there exists a polynomial f such that fpλiλ´1j q equals t if
λiλ
´1
j “ λi0λ´1j0 and equals 0 otherwise. Because the eigenvalues are ordered,
M “ fpAdAq ¨ B is a matrix in Λ of the form (3.3). Also, MR “ ptq. So ΛrRs “ C,
which is transitive. This shows that rigAdA “ 1, and rig`AdA ď 2. Thus, as
d ě 2, we have rig`AdA “ 2. 
4. Proof of the hard part of the rigidity estimate
This section is wholly devoted to proving part 2 of Theorem 3.6. In the course of
the proof we need to introduce some terminology and to establish several interme-
diate results. None of these are used in the rest of the paper, apart form a simple
consequence, which is Remark 4.12.
4.1. The normal form. Let A P GLpd,Cq. In order to describe the estimate on
rig`AdA, we need to put A in a certain normal form, which we now explain. Fix
a preorder ď on C˚ as in § 3.4.
List the eigenvalues of A without repetitions as
(4.1) λ1 ď ¨ ¨ ¨ ď λr
Write each eigenvalue in polar coordinates:
λk “ ρk exppθk
?´1q, where ρk ą 0 and 0 ď θk ă 2π.
Up to reordering, we may assume
λk — λℓ
k ă ℓ
*
ñ θk ă θℓ .
With a change of basis, we can assume that A has Jordan form:
(4.2) A “
¨
˚˝A1 . . .
Ar
˛
‹‚, Ak “
¨
˚˝Jtk,1pλkq . . .
Jtk,τk pλkq
˛
‹‚,
where tk,1 ` ¨ ¨ ¨ ` tk,τk “ sk is the multiplicity of the eigenvalue λk, and Jtpλq is
the following tˆ t Jordan block:
(4.3) Jtpλq “
¨
˚˝˚ λ 1
1
λ
˛
‹‹‚.
The matrix A will be fixed from now on.
UNIVERSAL REGULAR CONTROL 15
4.2. Rectangular partitions. This subsection contains several definitions that
will be fundamental in all arguments until the end of the section. We will define
certain subregions of the set t1, . . . , du2 of matrix entry positions that depend on the
normal form of the matrix A. Later we will see they are related to AdA-invariant
subspaces. Those regions will be c-rectangles, e-rectangles, and j-rectangles (where
c stands for classes of eigenvalues, e for eigenvalues and j for Jordan blocks). Re-
gions will have some numerical attributes (banners and weights) coming from their
geometry and from the eigenvalues of A they will be associated to. Those attributes
will be related to numerical invariants of AdA (eigenvalues and geometric multi-
plicities), but we use different names so that we remember their geometric meaning
and so that they are not mistaken for the corresponding invariants of A. We also
introduce positional attributes of the regions (arguments and latitudes) which will
be useful fundamental later in the proofs of our rigidity estimates.
Recall A is a matrix in normal form as explained in § 4.1. Define three partitions
Pc, Pe, Pj of the set r1, ds “ t1, . . . , du into intervals:
‚ The partition Pc corresponds to equivalence classes of eigenvalues under
the relation —, that is, the right endpoints of its atoms are the numbers
s1 ` ¨ ¨ ¨ ` sk where k “ r or k is such that λk ă λk`1.
‚ The partition Pe corresponds to eigenvalues: the right endpoints of its atoms
are the numbers s1 ` ¨ ¨ ¨ ` sk, where 1 ď k ď r. So Pe refines Pc.
‚ The partition Pj corresponds to Jordan blocks: the right endpoints of its
atoms are the numbers s1 ` ¨ ¨ ¨ ` sk´1 ` tk,1 ` ¨ ¨ ¨ ` tk,ℓ, where 1 ď k ď r
and 1 ď ℓ ď τk. So Pj refines Pe.
For ˚ “ c, e, j, let P2˚ be the partition of the square r1, ds2 into rectangles that are
products of atoms of P˚. The elements of P
2
c are called c-rectangles, the elements
of P2e are called e-rectangles, and elements of P
2
j are called j-rectangles. Thus the
square r1, ds2 is a disjoint union c-rectangles, each of them is a disjoint union of
e-rectangles, each of them is a disjoint union of j-rectangles.
Example 4.1. Suppose d “ 17, A has r “ 5 eigenvalues
λ1 “ exp
1
2
pii, λ2 “ exp
7
6
pii, λ3 “ exp
11
6
pii, λ4 “ 2 exp
1
6
pii, λ5 “ 2 exp
5
6
pii
with λ1 — λ2 — λ3 ă λ4 — λ5 and respective Jordan blocks of sizes 4, 2, 1; 3, 2; 2; 2; 1.
Then there are 4 c-rectangles, 25 e-rectangles, and 64 j-rectangles. See Fig. 1.
For each e-rectangle we define its row eigenvalue and its column eigenvalue in
the obvious way: If an e-rectangle E equals IkˆIℓ where Ik and Iℓ are intervals with
right endpoints s1` ¨ ¨ ¨` sk and s1` ¨ ¨ ¨` sℓ, respectively, then the row eigenvalue
of E is λk and the column eigenvalue of E is λℓ. The row and column eigenvalues
of a j-rectangle J are defined respectively as the row and column eigenvalues of the
e-rectangle that contains it.
Let E be an e-rectangle with row eigenvalue λk and column eigenvalue λℓ. The
banner of E is defined by λ´1k λℓ. The argument of the e-rectangle is the quantity
θℓ ´ θk P p´2π, 2πq. It coincides modulo 2π with the argument of the banner, but
it contains more information than the argument of the banner.
Each j-rectangle J has an address of the type “ith row, jth column, e-rectangle
E”; then the latitude of the j-rectangle J within the e-rectangle E is defined as j´ i.
See an example in Fig. 1.
If two e-rectangles lie in the same c-rectangle then their banners are equivalent
mod T . Thus every c-rectangle has a well-defined banner class in C˚{T .
If a j-rectangle, e-rectangle, or c-rectangle intersects the diagonal tp1, 1q, . . . , pd, dqu
then we call it equatorial. Equatorial regions are always square. Thus every equa-
torial e-rectangle has banner 1.
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wgt. 3
lat. 0
wgt. 2
lat. 1
wgt. 2
lat. ´1
wgt. 2
lat. 0
wgt. 1
lat. ´2
wgt. 1
lat. ´1
15 ‚a
9 ‚a
2 ‚a
11 ‚b
4 ‚b
5 ‚b
a
5 ‚c
11 ‚c
a
4 ‚c
a
2 ‚a
1 ‚a1 ‚c a
1 ‚b
5 òa
a
3 òb
4 òc
a
2 òa
a
2 òb
a
1 òc
a
5 óa
3 óc a
4 ób
2 óa
2 óc
1 ób
Figure 1. The partitions of the square r1, ds2 corresponding to Example 4.1. Thick (resp.,
thin, dashed) lines represent c-rectangles (resp., e-, j-) borders. Weight and latitude of each j-
rectangle inside a selected e-rectangle are indicated. The weight of each e-rectangle is recorded
in its upper left corner, along with a symbolic representation of its banner. There are three
banner classes (‚ “ r1s, ó “ r2s and ò “ r1{2s), each of them with 3 different banners. The
e-rectangles with negative arguments are marked with a.
The weight of a j-rectangle is defined as the minimum of its sides. The weight
of a union R of j-rectangles in r1, ds2 is defined as the sum of the weights of those
j-rectangles. We denote it by wgtR. We can in particular consider the weights of
e and c-rectangles, and of the complete square r1, ds2.
Let us notice some facts on the location of the banners (which will be useful to
apply Lemma 3.10):
Lemma 4.2. Let E be an e-rectangle in a c-rectangle C. Consider the divisions of
the square r1, ds2 and the c-rectangle C as in Fig. 2.
r1, ds2
C
ˆ
C
ˆ
˚
E
˚
Figure 2. The divisions of r1, ds2 and C in Lemma 4.2.
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Let β be the banner of the e-rectangle E, and let rβs be the banner class of the
c-rectangle C. Then:
1. All the c-rectangles with banner class rβs are inside the rectangles marked
with ˆ.
2. If the e-rectangle E has nonnegative (resp. negative) argument then the all
the e-rectangles with nonnegative (resp. negative) argument and with same
banner β are inside the rectangles marked with ˚.
Proof. In view of the ordering of the eigenvalues (4.1), the banner class increases
strictly (with respect to the orderă, of course) when we move rightwards or upwards
to another c-rectangle. So Claim (1) follows.
The argument of an e-rectangle takes values in the interval p´2π, 2πq. It increases
strictly by moving rightwards or upwards inside C. If two e-rectangles in the same
c-rectangle have both nonnegative or negative argument then they have the same
banner if and only if they have the same argument. So Claim (2) follows. 
4.3. The action of the adjoint of A. Given any d ˆ d matrix X “ pxi,jq and
a j-rectangle, e-rectangle or c-rectangle R “ rp, p` t´ 1s ˆ rq, q ` s ´ 1s we define
the submatrix of X corresponding to R as pxi,jqpi,jqPR. We regard the space of R-
submatrices as L
`t0uq´1ˆCsˆt0ud´q´s`1, t0up´1ˆCtˆt0ud´p´t`1˘, or as the set
of dˆ d matrices whose entries outside R are all zero. Such spaces are denoted by
R
˝, and are invariant under AdA. Indeed, if R “ J is a j-rectangle then identifying
J
˝ with MattˆspCq, the action of AdA|J˝ is given by
X ÞÑ Jtpλkq ¨X ¨ Jspλℓq´1,
where λk and λℓ are respectively the row and the column eigenvalues of J and J
denotes Jordan blocks as defined by (4.3).
Lemma 4.3. For each j-rectangle J, the only eigenvalue of AdA|J˝ is the ban-
ner of the e-rectangle that contains J. Moreover, the geometric multiplicity of the
eigenvalue is the weight of the j-rectangle.
Proof. The matrix of the the linear operator AdA|J˝ can be described using the
Kronecker product: see [HJ, Lemma 4.3.1]. The Jordan form of this operator is
then described by [HJ, Theorem 4.3.17(a)]. The assertions of the lemma follow. 
Some immediate consequences are the following:
‚ The eigenvalues of AdA are the banners of e-rectangles.
‚ The geometric multiplicity of the eigenvalue β for AdA is the total weight of
e-rectangles of banner β.
If R is an equatorial j-rectangle, e-rectangle, or c-rectangle we will refer to the
d ˆ d-matrix in R˝ whose R-submatrix is the identity as the identity on R˝. The
following observation will be useful:
Lemma 4.4. If J is an equatorial j-rectangle then the identity on J˝ is an eigen-
vector of the operator AdA|J˝ corresponding to a Jordan block of size 1ˆ 1.
Proof. Suppose J has size t ˆ t and row (or column) eigenvalue λ. Assume that
the claim is false. This means that there exists a matrix X P MattˆtpCq such that
JtpλqXJtpλq´1 “ X ` Id, which is impossible because X and X ` Id have different
spectra. 
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4.4. Rigidity estimates for j-rectangles and e-rectangles.
Lemma 4.5. For any j-rectangle J, we have rig`pAdA|J˝q ď wgt J.
Proof. By Lemma 4.3 (and Proposition 3.2), AdA|J˝ has acyclicity n “ wgtJ, that
is, there are matrices X1, . . . , Xn P J˝ such that RAdApX1, . . . , Xnq is the whole
J
˝ (and, in particular, is transitive in J˝). So rigpAdA|J˝q ď n, which proves the
lemma for non-equatorial j-rectangles.
If J is an equatorial j-rectangle then, by Lemma 4.4, J˝ splits invariantly into
two subspaces, one of them spanned by the the identity matrix on J˝. So we
can choose the matrices Xi above so that X1 is the identity. This shows that
rig`pAdA|J˝q ď n. 
In all that follows, we adopt the convention max∅ “ 0.
Lemma 4.6. For any e-rectangle E,
rig`pAdA|E˝q ď
ÿ
ℓ latitude
max
J Ă E is a j-rectangle
with latitude ℓ
rig`pAdA|J˝q .
Proof. For each j-rectangle J contained in E, let rpJq “ rig`pAdA|J˝q. Take matrices
XJ,1, . . . , XJ,rpJq such that ΛJ :“ RAdA
`
XJ,1, . . . , XJ,rpJq
˘
is a transitive subspace
of J˝, and XJ,1 is the identity matrix in J
˝ if J is an equatorial j-rectangle. Define
XJ,i “ 0 for i ą rpJq. For each latitude ℓ, let nℓ be the maximum of rpJq over the
j-rectangles J of E with latitude ℓ, and let
Yℓ,i “
ÿ
J Ă E is a j-rectangle
with latitude ℓ
XJ,i , for 1 ď i ď nℓ.
Notice that if E is an equatorial e-rectangle then Y0,1 is the identity matrix in E
˝.
Consider the space
∆ “ RAdA
 
Yℓ,i; ℓ is a latitude, 1 ď i ď nℓ
(
.
We claim that for every j-rectangle J in E and for every M P ΛJ, we can find
some N P ∆ with the following properties:
‚ the submatrix NJ equals M ;
‚ for every j-rectangle J1 in E that has a different latitude than J, the submatrix
NJ1 vanishes.
Indeed, if M “ řrpJqi“1 fipAdAqXJ,i for certain polynomials fi, we simply take N “řrpJq
i“1 fipAdAqYℓ,i, where ℓ is the latitude of J.
In notation (3.4), the claim we have just proved means that ∆rJs Ą ΛJ. So we can
apply Lemma 3.10 and conclude that ∆ is a transitive subspace of E˝. Therefore
rig`pAdA|E˝q ď
ř
nℓ, as we wanted to show. 
Example 4.7. Using Lemmas 4.5 and 4.6, we see that the e-rectangle E whose j-rectangle
weights are indicated in Fig. 1 has rig`pAdA|E
˝q ď 5.
In fact, we will not use Lemmas 4.5 and 4.6 directly, but only the following
immediate consequence:
Lemma 4.8. For every e-rectangle E we have rig`pAdA|E˝q ď wgtE. The inequality
is strict if E has more than one row of j-rectangles and more that one column of
j-rectangles.
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4.5. Comparison of weights. If R is a j-rectangle, e-rectangle or c-rectangle, we
define its row projection πrpRq as the unique equatorial j-rectangle, e-rectangle or
c-rectangle (respectively) that is in the same row as R. Analogously, we define the
column projection πcpRq.
Lemma 4.9. For any e-rectangle E, we have
wgt E ď wgtπrpEq ` wgtπcpEq
2
.
Moreover, if equality holds then the number of rows of j-rectangles for E equals the
number of columns of j-rectangles.
This is a clear consequence of the abstract lemma below, taking xα, α P F0
(resp. α P F1) as the sequence of heights (resp. widths) of j-rectangles in E, counting
repetitions.
Lemma 4.10. Let F be a nonempty finite set, and let xα be positive numbers
indexed by α P F . Take any partition F “ F0 \ F1, where \ stands for disjoint
union. For ǫ, δ P t0, 1u, let
Σǫδ “
ÿ
pα,βqPFǫˆFδ
minpxα, xβq .
Then
Σ01 “ Σ10 ď Σ00 ` Σ11
2
.
Moreover, equality implies that F0 and F1 have the same cardinality.
Proof. We will in fact prove the stronger fact:
(4.4) Σ00 ´ 2Σ01 ` Σ11 ě
`|F0| ´ |F1|˘2min
αPF
xα ,
where |¨| denotes set cardinality. The proof is by induction on |F |. It clearly holds
for |F | “ 1. Fix some n and assume that (4.4) always holds when |F | “ n. Take a
set F with |F | “ n` 1, and take positive numbers xα, α P F . We can assume that
F “ t1, . . . , n ` 1u and that x1 ě ¨ ¨ ¨ ě xn`1. Take any partition F “ F0 \ F1.
Without loss of generality, assume that n`1 P F0. Apply the induction hypothesis
to F 1 “ t1, . . . , nu, obtaining
Σ100 ´ 2Σ101 ` Σ111 ě
`|F0| ´ 1´ |F1|q2xn.
We have
Σ00 “ Σ100 `
`
2|F0| ´ 1
˘
xn`1 , Σ01 “ Σ101 ` |F1|xn`1 , and Σ11 “ Σ111 ,
so (4.4) follows. 
If R is a c-rectangle or the entire square r1, ds2, let wgt1 R denote the sum of the
weights of the e-rectangles in R with banner 1.
Let us give the following useful consequence of Lemma 4.9:
Lemma 4.11. acycAdA “ wgt1r1, ds2.
Proof. By Proposition 3.2, acycAdA is the maximum of the geometric multiplicities
of the eigenvalues of AdA. Those eigenvalues are the banners β, and the geometric
multiplicity of each β is the total weight with banner β. Thus, to prove the lemma
we have to show that banner 1 has biggest total weight.
Let β be a banner. Then, using Lemma 4.9,ÿ
E is an e-rectangle
with banner β
wgt E ď 1
2
ÿ
E is an e-rectangle
with banner β
wgtπrpEq ` 1
2
ÿ
E is an e-rectangle
with banner β
wgtπcpEq .
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Since no two e-rectangles in the same row (resp. column) can have the same banner,
the restriction of πr (resp. πc) to the set of e-rectangles with banner β is a one-to-one
map. This allows us to conclude. 
Remark 4.12. The Jordan type of a matrix A P MatdˆdpCq consists on the following
data:
1. The number of different eigenvalues.
2. For each eigenvalue, the number of Jordan blocks and their sizes.
It follows from Lemma 4.11 that these data is sufficient to determine acycAdA.
4.6. Rigidity estimate for c-rectangles.
Lemma 4.13. For any c-rectangle C,
rig`pAdA|C˝q ď
wgt1 πrpCq ` wgt1 πcpCq
2
.
In order to prove this lemma, it is convenient to consider separately the cases of
non-equatorial and equatorial c-rectangles.
Proof of Lemma 4.13 when C is non-equatorial. For each banner β in C, let nβ (resp.
sβ) be the maximum of rig`pAdA|E˝q over nonnegative (resp. negative) argument
e-rectangles E in C with banner β. For each e-rectangle E with banner β, choose
matrices XE,1, . . . , XE,nβ`sβ P E˝ such that:
‚ ΛE :“ RAdApXE,1, . . . , XE,mq is a transitive subspace of E˝;
‚ if E has negative argument then X1 “ X2 “ ¨ ¨ ¨ “ Xnβ “ 0;
‚ if E has nonnegative argument then Xnβ`1 “ ¨ ¨ ¨ “ Xnβ`sβ “ 0.
Also, let XE,j “ 0 for j ą nβ ` sβ .
Next, define
(4.5) Yβ,j “
ÿ
E is an e-rectangle
of C with banner β
XE,j
and
(4.6) Zj “
ÿ
β banner on C
Yβ,j
Consider the space
∆ “ RAdApZ1, . . . , Zmq, where m “ max
β banner on C
pnβ ` sβq
It follows from Lemma 3.1 that
∆ “ RAdA
 
Yβ,j ; β is a banner, 1 ď j ď nβ ` sβ
(
.
Recall notation (3.4). We claim that
(4.7) ΛE Ă ∆rEs.
Indeed, given M P ΛE, write M “
ř
j fjpAdAqXE,j , where the fj ’s are polynomi-
als and fj ” 0 whenever XE,j “ 0. Consider N “
ř
j fjpAdAqYβ,j , where β is
the banner of E. Then it follows from Lemma 4.2 (part 2) that N P ∆rEs. This
shows (4.7). So, by Lemma 3.10, ∆ is a transitive subspace of C˝, showing that
rig`pAdA|C˝q ď m.
To complete the proof of the lemma in the non-equatorial case, we show that
(4.8) m ď wgt1 πrpCq ` wgt1 πcpCq
2
.
Let β be the banner for which nβ`sβ attains the maximum m. If nβ ą 0, let E`
be a nonnegative argument e-rectangle in C with banner β and rig`pAdA|E˝`q “ nβ .
If sβ ą 0, let E´ be a negative argument e-rectangle in C with banner β and
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rig`pAdA|E˝´q “ sβ . Assume for the moment that both e-rectangles exist. Let E1,
E2, E3, E4 be projected equatorial e-rectangles as in Fig. 3.
r1, ds2
C1
C2
C
E1
E2
E3
E4
E´
E`
Figure 3. The case of non-
equatorial c-rectangles: E1 “
pirpE`q, E2 “ pirpE´q, E3 “ picpE´q,
E4 “ picpE`q.
C
E1
E2
E3
E4
E`
E´
Figure 4. The case of equatorial
non-exceptional c-rectangles: E1 “
picpE´q, E2 “ pirpE`q, E3 “ picpE`q,
E4 “ pirpE´q. It is possible that
E1 “ E2 or E3 “ E4.
Then
m “ rig`pAdA|E`q ` rig`pAdA|E´q
(i)
ď wgt E` ` wgtE´
(ii)
ď 12
`
wgtE1 ` ¨ ¨ ¨ ` wgtE4
˘ ď 12`wgt1 C1 ` wgt1 C2˘,
where (i) and (ii) follow respectively from Lemmas 4.8 and 4.9. This proves (4.8) in
this case. If there is no nonnegative argument e-rectangle or no negative argument
e-rectangle within C with banner 1 then the proof of (4.8) is easier.
So the lemma is proved for non-equatorial C. 
We now consider equatorial c-rectangles. There is a special kind of c-rectangle
for which the proof of the rigidity estimate has to follow a different strategy. A c-
rectangle is called exceptional if it has only the banners 1 and ´1 (so it is equatorial
and has 4 e-rectangles), each e-rectangle has a single j-rectangle, and all j-rectangles
have the same weight.
Proof of Lemma 4.13 when C is equatorial non-exceptional. As in the previous case,
let nβ (resp. sβ) be the maximum of rig`pAdA|E˝q over the nonnegative (resp. neg-
ative) argument e-rectangles E in C with banner β.
We claim that
(4.9) nβ ` sβ ă wgt1 C for all banners β ‰ 1 in C.
Let us postpone the proof of this inequality and see how to conclude.
Let M “ wgt1 C. In view of Lemma 4.8 and relation (4.9), for each c-rectangle
E we can take matrices XE,1, . . . , XE,M P E˝ such that:
‚ ΛE :“ RAdApXE,1, . . . , XE,M q is a transitive subspace of E˝;
‚ XE,M “ 0 if E is non-equatorial;
‚ XE,M is the identity in E˝ if E is equatorial.
Then define matrices Zj as before: by (4.5) and (4.6). Here we have that ZM is
the identity matrix in C˝. As before, RAdApZ1, . . . , ZM q is a transitive subspace of
C
˝. Hence rig`pAdA|C˝q ďM “ wgt1 C, as desired.
Now let us prove (4.9). Consider a banner β ‰ 1 in C. Let E` (resp. E´) be a
nonnegative (resp. negative) argument e-rectangle within C with banner β and of
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maximal weight; assume for the moment that both e-rectangles exist. Let E1, E2,
E3, E4 be projected equatorial e-rectangles as in Fig. 4. Then
nβ ` sβ “ rig`pAdA|E`q ` rig`pAdA|E´q
ď wgtE` ` wgt E´(4.10)
ď 12
`
wgtE1 ` ¨ ¨ ¨ ` wgtE4
˘
(4.11)
ď wgt1 C.(4.12)
Inequality (4.10) follows from Lemma 4.8, inequality (4.11) follows from Lemma 4.9,
and inequality (4.12) holds because the e-rectangles E1, . . . , E4 are equatorial, and
any e-rectangle can appear at most twice in this list. So
(4.13) nβ ` sβ ď wgt1 C.
In the case that there is no nonnegative argument e-rectangle or no negative argu-
ment e-rectangle with banner β (i.e., nβ or sβ vanishes), a simpler argument shows
that strict inequality holds in (4.13).
Now assume by contradiction that (4.9) does not hold. Then we must have
equality in (4.13). By what we have just seen, both e-rectangles E` and E´ above
exist. Then the inequalities in (4.10)–(4.12) become equalities. Since (4.12) is
an equality, there must be exactly two equatorial e-rectangles in C. So the non-
equatorial banner β satisfies β´1 “ β, that is, β “ ´1. Since (4.11) is an equality,
it follows from Lemma 4.9 that both non-equatorial e-rectangles have the same
number of j-rectangles in each column and each row. So there is some ℓ such that
all four e-rectangles in C have ℓ rows of j-rectangles and ℓ columns of j-rectangles.
Since (4.10) is an equality, Lemma 4.8 implies that ℓ “ 1. That is, C is a exceptional
c-rectangle, a situation which we excluded a priori. This contradiction proves (4.9)
and Lemma 4.13 in the present case. 
Let us now deal with exceptional c-rectangles. In all the previous cases, the
transitive subspace we found had some vaguely Toeplitz form. For exceptional c-
rectangles, however, this strategy is not efficient. What we are going to do is to
find a transitive space of vaguely Hankel form, namely the following:
(4.14) Λk “
"ˆ
P M
M N
˙
; M , N , P are k ˆ k matrices
*
.
Notice that Λk “ Sk ¨ Γk, where
Sk “
ˆ
0 Id
Id 0
˙
and Γk “
"ˆ
M N
P M
˙
; M , N , P are k ˆ k matrices
*
.
Since Γk is a generalized Toeplitz space, it follows from Remark 2.3 that Λk is
transitive.
Proof of Lemma 4.13 when C is exceptional. If C is exceptional then it has size 2kˆ
2k for some k, and the operator AdA|C˝ is given by X ÞÑ AdLpXq, where
L “
ˆ
J 0
0 ´J
˙
, and J “ Jkp1q is the Jordan block (4.3).
Let V be unique AdJ -invariant subspace of MatkˆkpCq that has codimension 1 and
does not contain the identity matrix (which exists by Lemma 4.4). Take matrices
X1, . . . , Xk P MatkˆkpCq such that X1 “ Id and V “ RAdJ pX2, . . . , Xkq. Define
Y1, . . . , Yk P Mat2kˆ2kpCq by
Y1 “
ˆ
Id 0
0 Id
˙
, Yj “
ˆ
Xj 0
0 0
˙
for 2 ď j ď k,
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Then
RAdLpY1, . . . , Ykq “
"ˆ
xId` Z 0
0 xId
˙
; x P C, Z P V
*
.
For j “ k ` 1, . . . , 2k, define
Yj “
ˆ
0 Xj´k
Xj´k Xj´k
˙
.
Then, by Lemma 3.1,
RAdLpYk`1, . . . , Y2kq “
"ˆ
0 M
M N
˙
; M, N P MatkˆkpCq
*
.
Therefore RAdLpY1, . . . , Y2kq is the transitive space given by (4.14). Since Y1 is the
identity on C, this shows that rig`pAdA|C˝q ď 2k “ wgt1 C, concluding the proof of
Lemma 4.13. 
4.7. The final rigidity estimate. Let c “ cpAq be the number of equivalence
classes mod T of eigenvalues of A.
Lemma 4.14. If c ă d then
rig`AdA ď wgt1r1, ds2 ´ c` 1 .
Proof. Let m “ wgt1r1, ds2 ´ c` 1. For each c-rectangle C, let
rpCq “ X12 pwgt1 πrpCq ` wgt1 πcpCqq\.
We claim that
(4.15) rpCq ď
#
m if C is an equatorial c-rectangle,
m´ 1 if C is a non-equatorial c-rectangle.
Let us postpone the proof of this inequality and see how it implies the lemma.
In view of Lemma 4.13 and relation (4.15), for each c-rectangle C we can take
matrices XC,1, . . . , XC,m P C˝ such that:
‚ ΛC :“ RAdApXC,1, . . . , XC,mq is a transitive subspace of C˝;
‚ XC,m “ 0 if C is non-equatorial;
‚ XC,m is the identity in C˝ if C is equatorial.
Define matrices:
Yα,j “
ÿ
C is a c-rectangle
with banner class α
XC,j pα is a banner class, 1 ď j ď mq,
Zj “
ÿ
α is a banner class
Yα,j p1 ď j ď mq.
So Zm is the dˆ d identity matrix. Consider the space
∆ “ RAdApZ1, . . . , Zmq.
It follows from Lemma 3.1 that
∆ “ RAdA
 
Yα,j ; α is a banner class, 1 ď j ď m
(
.
We claim that every c-rectangle C,
(4.16) ΛC Ă ∆rCs.
Indeed, if M P C then we can write M “ řj fjpAdAqXC,j , where the fj ’s are
polynomials. Consider N “ řj fjpAdAqYα,j , where α is the banner class of C. It
follows Lemma 4.2 (part 1) that N P ∆rCs. This proves (4.16). So, by Lemma 3.10,
∆ is a transitive subspace of MatdˆdpCq, showing that rig`AdA ď m.
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To conclude the proof we have to show estimate (4.15). First consider a equato-
rial c-rectangle C. Since there are c equatorial c-rectangles, and each of them has a
nonzero wgt1 value, we conclude that rpCq ď m, as claimed.
Now take a non-equatorial C. Applying what we have just proved for the equa-
torial c-rectangles πrpCq and πcpCq, we conclude that rpCq ď m. Now assume that
(4.15) does not hold for C, that is, rpCq “ m. Then
wgt1 πrpCq “ wgt1 πcpCq “ m “ wgt1r1, ds2 ´ c` 1.
Since wgt1r1, ds2 ě wgt1 πrpCq`wgt1 πcpCq`c´2, we havem “ 1 and wgt1r1, ds2 “
c. This means that wgt1 C˜ “ 1 for all equatorial c-rectangles C˜, which is only possible
if c “ d. However, this case was excluded by hypothesis.
This proves (4.15) and hence Lemma 4.14. 
Example 4.15. If A is the matrix of Example 4.1 then Lemma 4.14 gives the estimate
rig`AdA ď 28. A more careful analysis (going through the proofs of the lemmas) would
give rig`AdA ď 7 (see Example 4.7).
Proof of part 2 of Theorem 3.6. Apply Lemmas 4.11 and 4.14. 
5. Proof of the hard part of the codimension m theorem
We showed in Proposition 2.9 that codimP
pKq
m ď m. In this section, we will
prove the reverse inequalities. More precisely, we will first prove Theorem 1.5 and
then deduce Theorem 1.4 from it.
5.1. Preliminaries on elementary algebraic geometry.
5.1.1. Quasiprojective varieties. An algebraic subset of Cn is also called an affine
variety. A projective variety is a subset of CPn that can be expressed as the zero set
of a family of homogeneous polynomials in n`1 variables. The Zariski topology on
an (affine or projective) variety X is the topology whose closed sets are the (affine
or projective) subvarieties of X .
An open subset U of a projective varietyX is called a quasiprojective variety. We
consider in U the induced Zariski topology. The affine space Cn can be identified
with a quasiprojective variety, namely its image under the embedding pz1, . . . , znq ÞÑ
p1 : z1 : ¨ ¨ ¨ : znq.
IfX and Y are quasi-projective varieties then the productXˆY can be identified
with a quasiprojective variety, namely its image under the Segre embedding; see
[Sh, § 5.1].
Recall the following property from [Sh, p. 58]:
Proposition 5.1. If X is a projective variety and Y is a quasiprojective variety
then the projection p : X ˆ Y Ñ Y takes Zariski closed sets to Zariski closed sets.
A quasiprojective variety is called irreducible if it cannot be written as a non-
trivial union of two quasiprojective varieties (that is, none contains the other).
5.1.2. Dimension. The dimension dimX of an irreducible quasiprojective variety
X may be defined in various equivalent ways (see for instance [Ha, p. 133ff]). It will
be sufficient for us to know that there exists an (intrinsically defined) subvariety Y
of the singular points of X such that in a neighborhood of each point of XrY , the
set X is a complex submanifold of dimension (in the classical sense of differential
geometry) dimX ; moreover, each irreducible component of Y has dimension strictly
less than dimX .
The dimension of a general quasiprojective variety is by definition the maximum
of the dimensions of the irreducible components.
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The following lemma is useful to estimate the codimension of an algebraic set X
from information about the fibers of a certain projection π : X Ñ Y .
Lemma 5.2. Let Y be a quasiprojective variety. Let X Ă Y ˆCPn be a nonempty
algebraically closed set. Let π : X Ñ Y be the projection along CPn. Then:
1. For each j ě 0, the set
Cj “ ty P πpXq; codimπ´1pyq ď ju
is algebraically closed in Y .
2. The dimension of X is given in terms of the dimensions of the Cj’s by:
(5.1) codimX “ min
j; Cj‰∅
`
j ` codimCj
˘
.
In the above, the codimensions of π´1pY q, X and Cj are taken with respect to
CPn, Y ˆCPn and Y , respectively. The proof of the lemma is given in Appendix B.
Remark 5.3. Lemma 5.2 works with the same statement if CPn is replaced by Cn`1,
provided one assumes that X Ă Y ˆ Cn`1 is homogeneous in the second factor (i.e.,
py, zq P X implies py, tzq P X for every t P C). Indeed, this follows from the fact that the
projection Cn`1 r t0u Ñ CPn preserves codimension of homogeneous sets.
5.1.3. Dimension estimates for sets of vector subspaces. If M P MatnˆmpKq, let
colM Ă Kn denote the column space of M . A set X Ă MatnˆmpKq is called
column-invariant if
M P X
N P MatnˆmpKq
colM “ colN
,.
- ñ N P X.
So a column-invariant set X is characterized by its set of column spaces. We enlarge
the latter set by including also subspaces, thus defining:
(5.2) vXw :“  E subspace of Kn; E Ă colM for some M P X(.
In Appendix B we prove:
Theorem 5.4. Let X Ă MatnˆmpCq be an algebraically closed, column-invariant
set. Suppose E is a vector subspace of Cn that does not belong to vXw. Then
codimX ě m` 1´ dimE .
5.1.4. The real part of an algebraic set. Let X be an algebraically closed subset of
Cn. The real part of X is defined as X XRn. This is an algebraically closed subset
of Rn. Indeed, generators of the corresponding ideal f1, . . . , fk in CrT1, . . . , Tns can
be replaced by the corresponding real and imaginary parts polynomials.
As in the complex case, there are many equivalent algebraic-geometric definitions
of dimensions of real algebraic or semialgebraic sets. We just point out that a
real algebraic or semialgebraic set admits a stratification into real manifolds such
that the maximal differential-geometric dimension of the strata coincides with the
algebraic-geometric dimension (see [BR, § 3.4] or [BCR, p. 50]).
The following is an immediate consequence of [BR, Prop. 3.3.2]:
Proposition 5.5. If X is an algebraically closed subset of Cn then dimRpXXRnq ď
dimCX.
5.2. Rigidity and the dimension of the poor fibers. For simplicity of notation,
let us write Pm “ PpCqm . Also, for A P GLpd,Cq, write:
rpAq :“ rig`AdA ´ 1 .
We decompose the set Pm of poor data in fibers:
(5.3) Pm “
ď
APGLpd,Cq
tAu ˆ PmpAq, where PmpAq Ă glpd,Cqm .
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Lemma 5.6. For any A P GLpd,Cq, the codimension of PmpAq in glpd,Cqm is at
least m` 1´ rpAq.
The lemma follows easily from Theorem 5.4 above:
Proof. Fix A P GLpd,Cq, and write r “ rpAq. We can assume that r ď m, otherwise
there is nothing to prove. By definition, there exists a r-dimensional subspace
E Ă glpd,Cqm such that RAdApId_Eq is transitive. Identify glpd,Cq with Cd
2
and
thus regard PmpAq as a subset of Matd2ˆmpCq. Since the set Pm is algebraically
closed and saturated (recall § 2.3), the fiber PmpAq is algebraically closed and
column-invariant, as required by Theorem 5.4. In the notation (5.2), we have
E R vPmpAqw. So Theorem 5.4 gives the desired codimension estimate. 
5.3. How rare is high rigidity? For simplicity of notation, let us write:
apAq :“ acycAdA for A P GLpd,Cq.
So Theorem 3.6 says that rpAq ď apAq ´ cpAq provided cpAq ă d.
Lemma 5.7. For any integer k ě 1, the set
Mk “
 
A P GLpd,Cq; rpAq ě k(;
is algebraically closed in GLpd,Cq; moreover if Mk ‰ ∅ then
codimMk
#
“ 0 if k “ 1,
ě k if k ě 2.
Lemma 5.7 is basically a consequence of Theorem 3.6, using the following con-
struction:
Lemma 5.8. There is a family GpAq of subsets of GLpd,Cq, indexed by A P
GLpd,Cq, such that the following properties hold:
1. Each GpAq contains A.
2. Each GpAq is an immersed manifold of codimension apAq ´ cpAq.
3. There are only countably many different sets GpAq.
Proof. Fix any A P GLpd,Cq. Then A is conjugate to a matrix in Jordan form:
A˜ “
˜
Jt1pλ1q . . .
Jtnpλnq
¸
,
where Jλptq denotes Jordan block as in (4.3). Let U be the set of matrices of the
form ˜
Jt1pµ1q . . .
Jtnpµnq
¸
,
where µ1, . . . , µn are nonzero complex numbers such that
λi “ λj ô µi “ µj and λi — λj ô λi
λj
“ µi
µj
.
Then U is an embedded submanifold of GLpd,Cq of dimension cpAq. Every Y P U
has the same Jordan type as A, and so, by Remark 4.12, apY q “ apAq. We define
the set GpAq as the image of the map Ψ “ ΨA : GLpd,Cq ˆ U Ñ GLpd,Cq given
by ΨpX,Y q “ AdXpY q. Notice that GpAq does not depend on the choice of A˜.
Actually GpAq is characterized by the sizes of the Jordan blocks t1, . . . , tn, the
pairs pi, jq such that λi — λj and the corresponding roots of unity; in particular
there are countably many such sets GpAq.
Let us check that property 2 holds. Let B1Ψ and B2Ψ denote the partial deriva-
tives with respect to X and Y , respectively. As we have seen in Remark 3.3, the
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rank of B1ΨpX,Y q is equal to d2´apY q “ d2´apAq for every pX,Y q. On the other
hand, B2ΨpX,Y q is one-to-one and therefore of rank cpAq. We claim that
(5.4) pimage of B1ΨpX,Y qq X pimage of B2ΨpX,Y qq “ t0u;
To see this, consider the map F : MatdˆdpCq Ñ Cd that associates to each matrix
the coefficients of its characteristic polynomial. Then B1pF ˝ ΨqpX,Y q “ 0, while
B2pF ˝ΨqpX,Y q is one-to-one. So (5.4) follows. As a result, at every point the rank
of the derivative of Ψ is equal to the sum of the ranks of the partial derivatives,
that is, d2 ´ apAq ` cpAq. Therefore, by the Rank Theorem, the image of Ψ is an
immersed manifold of codimension apAq ´ cpAq. 
Proof of Lemma 5.7. If k “ 1 thenM1 “ GLpd,Cq (since d ě 2), so there is nothing
to prove. Consider k ě 2. We have already shown in § 2.3 that Pk is algebraic.
Since Mk “ tA P GLpd,Cq; @Xˆ P glpd,Cqk, pA, Xˆq P Pku, it is evident that Mk is
algebraically closed as well. We are left to estimate its dimension.
Take a nonsingular point A0 of Mk where the local dimension is maximal. Let
D be the intersection of Mk with a small neighborhood of A0; it is an embedded
disk. Each A P D has rpAq ě 2; therefore by (both parts of) Theorem 3.6, we have
apAq ´ cpAq ě rpAq ě k. So, in terms of the sets from Lemma 5.8,
D Ă
ď
A s.t. apAq´cpAqěk
GpAq.
The right hand side is a countable union of immersed manifolds of codimension at
least k. It follows (e.g. by Baire Theorem) that D (and hence Mk) has codimension
at least k. 
5.4. Proof of Theorems 1.4 and 1.5. Now we apply Lemmas 5.6 and 5.7 to
prove one of our major results:
Proof of Theorem 1.5. The set Pm Ă GLpd,Cqˆ rglpd,Cqsm is homogeneous in the
second factor. Using Lemma 5.2 together with Remark 5.3, we obtain that the sets
(5.5) Cj “
 
A P GLpd,Cq; codimPmpAq ď j
(
are algebraically closed in GLpd,Cq, and
codimPm “ min
j; Cj‰∅
`
j ` codimCj
˘
.
By Lemma 5.6, we have Cj ĂMm`1´j. Therefore, by Lemma 5.7,
(5.6) Cj ‰ ∅ ñ codimCj
#
ě 0 if j “ m,
ě m´ j ` 1 if j ď m´ 1.
So codimPm ě m, as we wanted to show. 
The proof above only used that codimCj ě m ´ j. On the other hand, using
the full power of (5.6) we obtain:
Scholium 5.9. The set of poor data in “fat fibers”, namely
Fm :“
 pA,B1, . . . , Bmq P PpCqm ; codimPmpAq ď m´ 1(,
has codimension at least m` 1 in GLpd,Cq ˆ rglpd,Cqsm.
Proof. The projection of Fm on GLpd,Cq is Cm´1. Use Lemma 5.2 (together with
Remark 5.3) and (5.6). 
Next, let us consider the real case:
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Proof of Theorem 1.4. The real part of P
pCq
m is a real algebraic set which, in view
of Proposition 5.5, has codimension at least m. Recall from § 2.3 that this set
contains the semialgebraic set P
pRq
m , which therefore has codimension at least m.
Since we already knew from Proposition 2.9 that codimP
pRq
m ď m, the theorem is
proved. 
6. Proof of the main result
We now use Theorem 1.4 and transversality theorems to prove our main re-
sult. For precise definitions and statements on the objects used in this section, see
Appendix C.
A stratification is a filtration by closed subsets of a smooth manifold X
Σ “ Σn Ą Σn´1 Ą ¨ ¨ ¨ Ą Σ0
such that for each i, the set Γi “ Σi r Σi´1 (where Σ´1 :“ ∅) is a smooth
submanifold of X without boundary, and the dimension of Γi decreases strictly
with increasing i.
We say that a C1-map is transverse to that stratification if it is transverse to
each of the submanifolds Γi. There are explicit, so-called Whitney conditions that
guarantee that a stratification behaves nicely with respect to transversality, as
the next proposition shows. A stratification satisfying those conditions is called a
Whiney stratification. By the classical Theorem C.1 stated in Appendix C (see for
instance [GWPL]), any semi-algebraic subset of an affine space admits a canonical
Whitney stratification.
We refer the reader to Appendix C for the definitions of jets, jet extensions and
for a proof of the following:
Proposition 6.1. Let X, Y be C8-manifolds without boundary. Let Σ be a Whit-
ney stratified closed subset of the set of 1-jets from X to Y . Then the set of maps
f P C2pX,Y q whose 1-jet extension j1f is transverse to Σ is C2-open and C8-dense
in C2pX,Y q (i.e., its intersection with CrpX,Y q is Cr-dense, for every 2 ď r ď 8).
By Theorem 1.4, P
pRq
m is a closed semialgebraic subset of GLpd,Rq ˆ glpd,Rqm
of codimension m. The closure P
pRq
m of P
pRq
m in rMatdˆdpRqs1`m is a closed semial-
gebraic set of the affine space rMatdˆdpRqs1`m. As mentioned above, it admits a
canonical Whitney stratification
P
pRq
m “ Γˆn Ą ¨ ¨ ¨ Ą Γˆ0 .
The differentiable codimension of that stratification is also m. By locality of the
Whitney conditions (see Proposition C.2 of Appendix C), this stratification restricts
to a Whitney stratification of codimension m:
(6.1) PpRqm “ Γn Ą ¨ ¨ ¨ Ą Γ0 .
Since that stratification of P
pRq
m is canonical, the stratification (6.1) is invariant
under polynomial automorphisms of GLpd,Rq ˆ glpd,Rqm that preserve PpRqm .
Proof of Theorem 1.1. Let U be a smooth manifold without boundary and of di-
mension m. Given local coordinates on an open set U Ă U , the set J1pU,GLpd,Rqq
of 1-jets from U to GLpd,Rq may be identified with the set
U ˆGLpd,Rq ˆ glpd,Rqm.
Indeed, a jet J represented by a pair pu,Aq can be identified with the point
pu,Apuq, B1, . . . , Bmq P U ˆGLpd,Rq ˆ glpd,Rqm,
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where Bi P MatdˆdpRq is the normalized derivative of A at u, along the ith coordi-
nate. Let us say that the 1-jet J is rich if the datumA “ pApuq, B1, . . . , Bmq is rich,
or equivalently, if for sufficiently large N , the input pu, . . . , uq P UN is universally
regular for the system (1.4). If the jet is not rich then it is called poor.
Define a filtration
(6.2) Σn Ą ¨ ¨ ¨ Ą Σ0
of the set of poor jets from U to GLpd,Rq as follows: a jet J represented as
above in local coordinates by pu,Apuq, B1, . . . , Bmq belongs to Σi if and only if
pApuq, B1, . . . , Bmq belongs to the set Γi in (6.1). We need to check that this defi-
nition does not depend on the choice of the local coordinates. Indeed, this follows
from P
pRq
m being a saturated set (see § 2.3) and from the invariance of (6.1) by
polynomial automorphisms.
We claim that the filtration (6.2) is a Whitney stratification of codimension m.
Indeed, the intersection of the filtration with the open subset J1pU,GLpd,Rqq of
J1pU ,GLpd,Rqq is identified (through a smooth diffeomorphism) with the filtration
U ˆ Γn Ą ¨ ¨ ¨ Ą U ˆ Γ0.
Such a filtration is still a Whitney stratification (see Proposition C.2 of Appendix C)
of codimension m in J1pU,GLpd,Rqq « U ˆGLpd,Rq ˆ glpd,Rqm. Covering U by
open sets U , we deduce that (6.2) is a Whitney stratification of codimension m in
J1pU ,GLpd,Rqq.
Applying Proposition 6.1, we obtain a C2-open C8-dense setO Ă C2pU ,GLpd,Cqq
formed by maps A that are transverse to the stratification (6.2) of the set of poor
jets. Since the codimension of the stratification equals the dimension of U , if
A P O then the points u for which j1Apuq is poor form a 0-dimensional set. This
proves Theorem 1.1. 
Appendix A. The case of one-dimensional input
As we explained in § 1.4, this appendix contains a basically independent discus-
sion of the case where m “ dimU equals 1. The prerequisites are all contained in
Section 2 and § 3.1.
A.1. Elementary constraints. The material of this subsection is also used in
Appendix E.
An elementary constraint in the variables λ1, . . . , λd is a relation p “ 0 where p
is an irreducible factor of a polynomial of the form λiλℓ ´ λjλk. Every elementary
constraint can be written, after a permutation of the indices 1, . . . , d, as one of the
following:
(A.1) λ1λ3 “ λ22, λ1λ4 “ λ2λ3, λ1 “ ´λ2, λ1 “ λ2 ,
which will be called the canonical constraints respectively of type 1, 2, 3, 4. The
type of elementary constrained is defined as the (unique) type of the associated
canonical constraint.
We say that a matrix A P GLpd,Rq is unconstrained if its eigenvalues, counted
with multiplicity, satisfy no elementary constraint. (Equivalently, AdA has the
maximal possible number of distinct eigenvalues, namely, d2 ´ d` 1.)
Let us see that the converse of Lemma 2.7 holds for unconstrained matrices:
Lemma A.1. Suppose that the datum A “ pA,B1, . . . , Bmq P GLpd,Kqˆglpd,Kqm
is poor and that the matrix A is unconstrained. Then A is conspicuously poor.
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Proof. Suppose A is unconstrained. In particular, A has simple spectrum. With a
change of basis we can assume that A is diagonal.
Now suppose that A “ pA,B1, . . . , Bmq is not conspicuously poor. This means
that for each off-diagonal position there is at least of the matrices Bk that has
a non-zero entry in that position. (Notice that this fact does not depend on the
change of basis chosen before.)
Since A is unconstrained, the values λiλ
´1
j , where pi, jq runs on the matrix
positions outside the diagonal, are pairwise different, and all different from 1. Recall
that one can always (using Lagrange formula) find a polynomial whose values at
finitely many different points are prescribed. Restricting to polynomials f such that
fp1q “ 0, it follows from (2.4) that the space ΛpAq contains all matrices pyijq with
only zeros in the diagonal. Since, by definition, ΛpAq also contains the identity
matrix, it contains all Toeplitz matrices. So ΛpAq is transitive, i.e., A is not poor.
This proves the lemma. 
A.2. Effective richness criteria for the case m “ 1. We will describe an ex-
plicit set of rich data pA,Bq whose complement has codimension 1. In order to
avoid technicalities, we will be sometimes informal, especially regarding questions
of transversality.
Let us say that a matrix A P GLpd,Rq is piq-constrained, where 1 ď i ď 4, if:
‚ its eigenvalues, counted with multiplicity, satisfy exactly one elementary
constraint, which is a type i constraint,
‚ if there is a type 4 constraint between the eigenvalues, then the matrix A is
not diagonalizable.
Suppose that there is no i for which the matrix A is piq-constrained; then:
‚ either A is unconstrained, i.e., its eigenvalues (with multiplicity) satisfy no
elementary constraint;
‚ or the eigenvalues of A satisfy at least two elementary constraints;
‚ or A has a (multiple) eigenvalue corresponding to at least two Jordan blocks.
If either of the last two cases hold, we say that A is multiconstrained.
Proposition A.2. 1. The complement of the set of unconstrained matrices has
codimension 1 in GLpd,Rq.
2. The set of multiconstrained matrices has codimension 2 in GLpd,Rq.
Informal proof. Matrices that are not unconstrained have at least one constraint
on their eigenvalues, so the corresponding set has codimension 1.
Matrices that are multiconstrained either have at least two constraints on their
eigenvalues, or are derogatory, i.e., have an eigenvalue corresponding to at least two
Jordan blocks. In both cases, the corresponding set has codimension 2. 
Let us define adapted bases for matrices A that are not multiconstrained:
‚ If A is unconstrained then an adapted basis is a basis of eigenvectors.
‚ If A is piq-constrained, for i “ 1, 2, or 3 then an adapted basis is an (ordered)
basis of eigenvectors such that the corresponding eigenvectors λ1, . . . λd sat-
isfy the canonical type i constraint.
‚ If A is p4q-constrained then an adapted basis for A is a basis in which A is
written in the following modified Jordan form¨
˚˚˚
˚˝˚
λ1 λ1
0 λ1
λ3
. . .
λd
˛
‹‹‹‹‹‚.
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Obviously, such adapted bases always exist.
If a matrix A is piq-constrained then we say that a dˆd matrix B is a good match
for A, if there is an adapted basis for A in which it writes as B “ pbijq, where all
nondiagonal entries bij are nonzero and if b11 ‰ b22, in the particular case where A
is 3-constrained.
The usefulness of this definition is explained by the following Propositions A.3
and A.4. (Actually, the definition of a good match matrix is stronger than necessary
for the validity of the propositions below. But in order to avoid complications, we
chose a condition that works for all types of constraints.)
Proposition A.3. If A is not multiconstrained and B is a good match for A then
the pair pA,Bq is rich.
In other words, P
pCq
1 is contained in the following set:
(A.2) E :“  pA,Bq P GLpd,Cq ˆ glpd,Cq; either A is multiconstrained
or A is not multiconstrained but B is not a good match for A
(
.
Proposition A.4. 1. The set E has codimension 1.
2. The set tpA,Bq P E ; A is not unconstrainedu has codimension 2.
Informal proof. Proposition A.4 follows from Proposition A.2 and from the fact
that for each matrix A that is not multiconstrained, the set of B’s that are not
good matches for A has positive codimension in glpd,Cq. 
Theorem 1.5 in the casem “ 1 follows from the propositions above. Therefore the
other main results (Theorems 1.1, 1.2, 1.4 and 1.6) in them “ 1 case also follow from
the propositions. For any of these results, the propositions give extra information
of practical value: with the explicit definition of the set E in (A.2), we know which
1-jets should be avoided in Theorem 1.1, for example. The discussion given in
Appendix E also applies; it gives explicit conditions on the 2-jet extension of the
map A : U Ñ GLpd,Rq that ensure that A satisfies the conclusions of Theorems 1.1
and 1.2.
Proof of Proposition A.3. Let A and B satisfy the hypotheses. We need to show
that ΛpA,Bq “ RAdApId, Bq is a transitive subspace of glpd,Cq. Let Γ “ RAdApBq,
so that ΛpA,Bq “ tIdu _ Γ.
The matrix A is not multiconstrained and so has an adapted basis as above. We
change the basis so that A and B are “canonical”.
The proof is divided in cases according to the type of constraint. Except for the
p4q-constrained case, the matrix A is diagonal, and so the space Γ is described by
(2.4).
Unconstrained case: It follows from Lemma A.1 that if A is unconstrained and
diagonal then the only way for the pair pA,Bq to be poor is that B has an off-
diagonal zero entry. (The reader should review the proof of Lemma A.1.)
p1q-constrained case: We see that the adjoint AdA has two eigenvalues (different
from 1) of multiplicity 2, namely λ1λ
´1
2 “ λ2λ´13 and λ2λ´11 “ λ3λ´12 . By the same
reasoning as in the unconstrained case, it follows that tIdu _ Γ contains the space pyijq P glpd,Cq; y11 “ ¨ ¨ ¨ “ ydd , b´112 y12 “ b´123 y23 , b´121 y21 “ b´132 y32(.
This is a generalized Toeplitz space, and so by Example 2.2 it is transitive.
p2q-constrained case: The reasoning is very similar to that of the p1q-constrained
case, but now the adjoint has four eigenvalues (different from 1) of multiplicity 2.
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The space ΛpA,Bq contains the following subspace: pyijq P glpd,Cq; y11 “ ¨ ¨ ¨ “ ydd , b´113 y13 “ b´124 y24 ,
b´112 y12 “ b´134 y34 , b´121 y21 “ b´143 y43 , b´131 y31 “ b´134 y34
(
.
Again, this is a generalized Toeplitz space, and so it is transitive.
p3q-constrained case: This case is a little different from the two previous ones.
The adjoint has an eigenvalue ´1 of multiplicity 2. Recalling that b11 and b22 are
different, and making use of the identity matrix, we see that ΛpA,Bq contains the
following subspace:
Γ˜ “  pyijq P glpd,Cq; y33 “ ¨ ¨ ¨ “ ydd , b´112 y12 “ b´121 y21(.
This is not a generalized Toeplitz space. However, consider the linear automorphism
S that swaps the first two elements of the canonical basis of Cn, and fixes the others.
Then
S ¨ Γ˜ “  pzijq P glpd,Cq; z33 “ ¨ ¨ ¨ “ zdd , b´112 z22 “ b´121 z11(
is a generalized Toeplitz space. By Remark 2.3, the space S ¨ Γ˜ is transitive, and so
are Γ˜ and ΛpA,Bq.
p4q-constrained case: This case is more involved because the operator AdA is not
diagonalizable. We will explain its Jordan form. Let us explain visually how AdA
acts: given any matrix, decompose it into blocks Cij as in the following picture¨
˚˚˚
˚˚˚
˚˚˚
˚˝˚
C22 C23 C24 . . . C2d
C32 C33 . . .
C42 C44 . . .
...
...
...
. . .
Cd2 . . . Cdd
˛
‹‹‹‹‹‹‹‹‹‹‹‚
where the block C22 is a 2ˆ 2 matrix, the blocks C2j are 2ˆ 1, the blocks Ci2 are
1ˆ 2 and the others are 1ˆ 1. Then, the operator AdA leaves invariant the space
Γij of matrices whose nonzero coefficients lie inside the block Cij .
Let us use notations Jtpλq from (4.3) and Ei,j from (2.3). It is easily computed
that the operator AdA has the following properties:
‚ the matrix of AdA|Γ11 with respect to the basis formed by M1 “ ´2E12,
M2 “ E11 ´ E12 ´ E22, M3 “ E21, M4 “ E11 ` E22 is
ˆ
J3p1q 0
0 1
˙
.
‚ For any j ě 3, the matrix of AdA|Γ2j with respect to the basis formed by
λ2λ
´1
j E1,j and E2,j (where we use the notation Ei,j from (2.3)) is J2pλ2λ´1j q.
‚ For any i ě 3, the matrix of AdA|Γi2 with respect to the basis formed by
´λiλ´12 Ei,1 and Ei,2 is J2pλiλ´12 q.
‚ For 3 ď i, j ď d, the matrix of AdA|Γij with respect to the basis formed by
the single vector Eij is pλiλ´1j q.
‚ The spaces Γij , for 2 ď i, j ď d have respective spectra tλiλ´1j u, which for
i ‰ j are pairwise disjoint and different from t1u.
The concatenation of the bases described above gives a Jordan basis for AdA.
Now take a matrix B that is a good match for A, and consider its expression as a
linear combination of the elements of that Jordan basis. One easily checks that all
coefficients in this linear combination are nonzero, except possibly the coefficients
of the vectors M1, M2, M4 and the vectors Eii, for all 3 ď i ď d. Consider now the
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splitting MatdˆdpCq “ V ‘∆, where ∆ is the subspace CM4 ‘ E33 ‘ . . .‘ Edd of
the space of diagonal matrices, and V is the space spanned by all other elements
of the above Jordan basis. Note that
V “ pCM1 ` CM2 ` CM3q ‘
¨
˝ à
2ďi,jďd
i‰j
Γij
˛
‚
is a decomposition of V into AdA-invariant subspaces with pairwise disjoint spectra.
Let π be the projection onto V along ∆. Using Lemma 3.1, we see that πpBq is a
cyclic vector for AdA|V . So, using the AdA-invariance of the spaces V and ∆, we
have
πpΓq “ π`RAdApBq˘ “ RAdApπpBqq “ V.
Note that V contains the matrices Eij , for all i ‰ j, hence tIdu_V is a generalized
Toeplitz space. As π projects along a subspace of diagonal matrices, tIdu _ Γ is
again a generalized Toeplitz space and in particular is a transitive space.
We have considered the four types, and Proposition A.3 is proved. 
Appendix B. Some general facts on dimensions of algebraic sets
In this appendix we prove Lemma 5.2 and Theorem 5.4, which were used in
Section 5. Lemma 5.2 is a simple consequence of standard theorems in algebraic
geometry, but for the reader’s convenience let us spell out the details. Theorem 5.4
follows from intersection theory of the Grassmannians (“Schubert calculus”). We
tried to make the exposition the least technical as possible, to make it accessible to
non-experts (like ourselves).
B.1. Fiberwise dimension estimate.
Proof of Lemma 5.2. In what follows, all topologies are Zariski. We will prove the
equivalent “dual form” of the lemma, namely, that the sets
Yk “
 
y P πpXq; dim π´1pyq ě k(
are algebraically closed in Y , and
(B.1) dimX “ max
k; Yk‰∅
`
k ` dimYk
˘
.
First, the sets Xk “ tx P X ; dimπ´1pπpxqq ě ku are closed. (see [Ha,
Thrm. 11.12]). So, by Proposition 5.1, Yk “ πpXkq is closed.
For each k with Xk ‰ ∅, let Xk,i denote the irreducible components of Xk. Let
µpk, iq “ min
xPXk,i
dimπ´1pπpxqq .
Then, by [Ha, Thrm. 11.12] (and the fact that taking closures does not affect
dimension) we have
dimXk,i “ µpk, iq ` dim πpXk,iq .
By definition, µpk, iq ě k; moreover equality holds unless Xk,i Ă Xk`1. So
Xk,i Ć Xk`1 ñ dimXk,i “ k ` dimπpXk,iq ď k ` dimYk .
Since X “ ŤXk,iĆXk`1 Xk,i, this proves the ď inequality in (B.1).
To prove the converse inequality, fix any k with Yk ‰ ∅. Find i such that
dimπpXk,iq “ dimYk. Then
dimX ě dimXk,i “ µpk, iq ` dimYk ě k ` dim Yk.
This proves (B.1) and hence the lemma. 
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B.2. A particular case of Theorem 5.4. Let us begin the proof of Theorem 5.4.
For the reader’s convenience we recall the notations and the statement.
If M P MatnˆmpCq, let colM Ă Cn denote the column space of M . A set
X Ă MatnˆmpCq is called column-invariant if
M P X
N P MatnˆmpCq
colM “ colN
,.
- ñ N P X.
So a column-invariant set X is characterized by its set of column spaces. We enlarge
the latter set by including also subspaces, thus defining:
vXw :“  E subspace of Cn; E Ă colM for some M P X(.
Then we have:
Theorem 5.4. Let X Ă MatnˆmpCq be an algebraically closed, column-invariant
set. Suppose E is a vector subspace of Cn that does not belong to vXw. Then
codimX ě m` 1´ dimE .
It is obvious that the algebraicity hypothesis is indispensable.
Define
(B.2) Rk :“
 
A P MatnˆmpCq; rankA ď k
(
.
We recall (see [Ha, Prop. 12.2]) that this is an irreducible algebraically closed set
of codimension
(B.3) codimRk “ pm´ kqpn´ kq if 0 ď k ď minpm,nq.
Proof of Theorem 5.4 in the case E “ Cn. If E “ Cn then the hypothesis Cn R
vXw means that X Ă Rn´1. We can assume that n ´ 1 ď m, otherwise the
conclusion of the theorem is vacuous. Thus codimX ě codimRn´1 “ m ` 1 ´ n,
as we wanted to show. 
B.3. Reduction to a property of Grassmannians. As we will see, to prove
Theorem 5.4 it is sufficient to prove a dimension estimate (Theorem B.1 below) for
certain subvarieties of a Grassmaniann.
B.3.1. Grassmannians. Given integers n ą k ě 1, the Grassmanniann GkpCnq is
the set of the vector subspaces of Cn of dimension k.
The Grassmannian can be interpreted as a subvariety of a higher dimensional
complex projective space using the Plu¨cker embedding GkpCnq Ñ P p
Źk
Cnq, which
maps each V P GkpCnq to rv1^¨ ¨ ¨^ vks, where tv1, . . . , vku is any basis of V / This
is clearly an one-to-one map. It can be shown (see e.g. [Ha, p. 61ff]) that the image
is an algebraically closed subset of P pŹk Cnq. Its dimension is
(B.4) dimGkpCnq “ kpn´ kq.
If E Ă Cn is a vector space with dimE “ e ď k then we consider the following
subset of GkpCnq:
(B.5) SkpEq :“
 
V P GkpCnq; V Ą E
(
.
(This is a Schubert variety of a special type, as we will see later.) Since any
V P SkpEq can be written as E ‘ W for some V Ă WK, we see that SkpEq is
homeomorphic to Gk´epCn´eq.
We will show that an algebraic set that avoids SkpEq cannot be too large:
Theorem B.1. Fix integers 1 ď e ď k ă n. Suppose that Y is an algebraically
closed subset of GkpCnq that is disjoint from SkpEq, for some e-dimensional sub-
space E Ă Cn. Then codimY ě k ` 1´ e.
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B.3.2. Proof of Theorem 5.4 assuming Theorem B.1. Assuming Theorem B.1 for
the while, let us see how it yields Theorem 5.4.
Recalling notation (B.2), define the quasiprojective variety
Rˆk :“ Rk rRk´1 .
We define a map πk : Rˆk Ñ GkpCnq by A ÞÑ colA.
Lemma B.2. If X is an algebraically closed column-invariant subset of Rˆk then
Y “ πkpXq is algebraically closed subset of GkpCnq, and the codimension of Y
inside GkpCnq is the same as the codimension of X inside Rˆk.
Proof. First, let us see that πk : Rˆk Ñ GkpCnq is a regular map. We identify
GkpCnq with the image of the Plu¨cker embedding. In a Zariski neighborhood of
each matrix A P Rˆk, the map πk can be defined as A ÞÑ raj1 ^ ¨ ¨ ¨ ^ ajk s for some
j1 ă ¨ ¨ ¨ ă jk, where aj is the jth column of A. This shows regularity.
Next, let us see that Y “ πkpXq is closed with respect to the classical (not
Zariski) topology. Consider the subset K of X formed by the matrices A P Rˆk
whose first k columns form an orthonormal set, and whosem´k remaining columns
are zero. Then K is compact (in the classical sense), and thus so is πkpKq. But
column-invariance of X implies that πkpKq “ Y , so Y is closed (in the classical
sense).
It follows (see e.g. [Ha, p.39]) from regularity of πk is regular that the set Y is
constructible, i.e., it can be written as
Y “
pď
i“1
Zi rWi ,
where Zi Ń Wi are algebraically closed subsets of GkpCnq. We can assume that
each Zi is irreducible. It follows from [Mu, Thrm. 2.33] that Zi rWi “ Zi, where
the bar denotes closure in the classical sense. In particular, Y “ Y “ Ťpi“1 Zi,
showing that Y is algebraically closed.
We are left to show the equality between codimensions. Since the codimen-
sion of an algebraically closed set equals the minimum of the codimensions of its
components, we can assume that X is irreducible.
By column-invariance of X , for each y P Y , the whole fiber π´1pyq is contained
in X . All those fibers have the same dimension µ “ km. By [Ha, Thrm. 11.12],
dimX “ dimY ` km. By (B.3) and (B.4), we have dim Rˆk ´ dimGk “ km, so the
claim about codimensions follows. 
Proof of Theorem 5.4. Let X Ă MatnˆmpCq be a nonempty algebraically closed,
column-invariant set. Suppose E is a vector subspace of Cn that does not belong
to vXw. Let e “ dimE. We can assume e ą 0 (otherwise the result is vacuously
true), and e ă n (because the case e “ n was already considered in § B.2).
Notice that X Ă Rn´1. Let
Xk :“ X X Rˆk and Yk :“ πkpXkq, for 0 ď k ď minpm,n´ 1q.
For every k with e ď k ă n, the set Yk is disjoint from the set SkpEq defined by
(B.5). In view of Lemma B.2 and Theorem B.1, we have
codim
Rˆk
Xk “ codimYk ě k ` 1´ e .
So the codimension of Xk as a subset of MatnˆmpCq is
codimXk “ codim Rˆk ` codimRˆk Xk
ě pm´ kqpn´ kq ` k ` 1´ e “: fpkq .
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The function fpkq is decreasing on the interval 0 ď k ď minpm,n´ 1q. Therefore:
codimX “ min
0ďkďminpm,n´1q
codimXk ě min
0ďkďminpm,n´1q
fpkq
“ fpminpm,n´ 1qq “ m` 1´ e,
as claimed. This proves Theorem 5.4 modulo Theorem B.1. 
The proof of Theorem B.1 will be given in § B.6, after we explain the necessary
tools in §§ B.4, B.5.
B.4. Schubert calculus. Here we will outline some facts about the intersection
of Schubert varieties. The readable expositions [Bl, Va] contain more information.
A (complete) flag in Cn is a sequence of subspaces F0 Ă F1 Ă ¨ ¨ ¨ Ă Fn with
dimFj “ j. We denote F‚ “ tFiu.
Given V P GkpCnq, its rank table (with respect to the flag F‚) is the datum
dimpV X Fjq, j “ 0, . . . , n. The jumping numbers are the indexes j P t1, . . . , nu
such that dimpV XFjq´dimpV XFj´1q is positive (and thus equal to 1). Of course,
if one knows the jumping numbers, one know the rank table and vice-versa. Let
us define a third way to encode this information: Consider a rectangle of height m
and width n´m, divided in 1ˆ1 squares. We form a path of square edges: Start in
the northeast corner of the rectangle. In the jth step (1 ď j ď n), if j is a jumping
number then we move one unit in the south direction, otherwise we move one unit
in the west direction. Since there are exactly k jumping numbers, the path ends
at the southwest corner of the rectangle. The Young diagram of V with respect to
the flag F‚ is the set of squares in the rectangle that lie northwest of the path. We
denote a Young diagram by λ “ pλ1, λ2, . . . , λkq, where λi is the number of squares
in the ith row (from north to south). Its area λ1 ` ¨ ¨ ¨ ` λk is denoted by |λ|.
Example B.3. Here is a possible rank table with k “ 5, n “ 12; the jumping numbers
are underlined:
j “ 0 1 2 3 4 5 6 7 8 9 10 11 12
dimpW X Fjq “ 0 0 0 1 1 1 2 2 3 4 4 5 5
The associated path in the rectangle is:
✛✛
❄✛✛
❄✛
❄
❄✛
❄✛
and so the Young diagram is
λ “ “ p5, 3, 2, 2, 1q.
In general, we have:
‚ λ “ pλ1, . . . , λkq is a possible Young diagram if and only if n ´ k ě λ1 ě
¨ ¨ ¨ ě λk ě 0.
‚ If j1 ă ¨ ¨ ¨ ă jk are the jumping numbers then λi “ n´ k ´ ji ` i.
The set of V P GkpCnq that have a given Young diagram λ is called a Schubert
cell, denoted by Ωpλq or Ωpλ, F‚q. Each Schubert cell is a topological disk of real
codimension 2|λ|. The Schubert cells (for a fixed flag) give a CW decomposition
of the space GkpCnq. The closure of Ωpλq (in either classical or Zariski topologies)
is the set of V P GkpCnq such that dimpV X Fji q ě i for each i “ 1, . . . , n (where
j1 ă ¨ ¨ ¨ ă jk are the jumping numbers associated to λ). These sets are closed
irreducible varieties, called Schubert varieties. (See e.g. [Fu, §9.4].)
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Example B.4. If E Ă Cn is a subspace with dimE “ e ď k then the set SkpEq defined
by (B.5) is a Schubert variety Ω¯pλ, F‚q, where F‚ is any flag with Fe “ E and
(B.6) λ “
`
n´ k, . . . , n´ klooooooooomooooooooon
e times
, 0, . . . , 0looomooon
k´e times
˘
“
Let A˚pk, nq denote the set of formal linear combinations with integer coefficients
of Young diagrams in the k ˆ pn ´ kq rectangle. This is by definition an abelian
group.
Proposition B.5. There is a second binary operation called the cup product and
denoted by the symbol ` that makes A˚pk, nq a commutative ring, and is charac-
terized by the following properties:
If λ and µ are Young diagrams with respective areas r and s then their cup
product is of the form:
λ ` µ “ ν1 ` ¨ ¨ ¨ ` νN .
where ν1, . . . , νN are Young diagrams with area r ` s (possibly with repetitions,
possibly N “ 0). Moreover, there are flags F‚, G‚, Hpiq‚ such that the manifolds
Ω¯pλ, F‚q and Ω¯pµ,G‚q are transverse and their intersection is
Ť
Ω¯pνi, Hpiq‚ q.
Example B.6. Working in A˚p2, 4q, let us compute the products of the Young diagrams
λ “ and µ “ . Fix a flag F‚. Then Ω¯pλ, F‚q is the set of W P G2pC
4q that contain
F1, and Ω¯pµ, F‚q is the set of W P G2pC
4q that are contained in F3. Take another flag G‚
which is in general position with respect to F‚, that is Fi XG4´i “ t0u. Then:
‚ The set Ω¯pλ,F‚q X Ω¯pλ,G‚q contains a single element, namely F1 ‘ G1, and thus
equals Ω¯pp2, 2q,H‚q “ tH2u for an appropriate flag H‚. This shows that λ ` λ “
.
‚ The space F3 X G3 is 2-dimensional and thus is the single element of Ω¯pµ, F‚q X
Ω¯pµ,G‚q. So µ ` µ “ .
‚ The set Ω¯pλ, F‚q X Ω¯pµ,G‚q is empty, thus λ ` µ “ 0.
However, if we work in A˚p4, 8q then it can be shown that:
` “ ` ` , ` “ ` ` , ` “ ` .
If we drop the terms that do not fit in a 2ˆ2 rectangle, we reobtain the results for G2pC
4q.
The general computation of the product λ ` µ is not simple and can be done
in various ways. For our purposes, however, it will be sufficient to know when the
product is zero or not. The answer is provided by the following simple lemma:
Lemma B.7 ([Fu], p. 148–149). Let λ and µ be Young diagrams in the kˆpn´ kq
rectangle. The following two conditions are equivalent:
1. λ ` µ ‰ 0.
2. If one draws inside the k ˆ pn ´ kq rectangle the Young diagrams of λ and
µ, being the later rotated by 180˝ and put in the southeast corner, then the
two figures do not overlap (see Fig. 5). Equivalently, λi ` µk`1´i ď n ´ k
for every i “ 1, . . . , n.
B.5. Intersection of subvarieties of the Grassmannian. Next we explain how
the Schubert calculus sketched above can be used to obtain information about
intersection of general subvarieties of the Grassmannian, by means of cohomology
and Poincare´ duality. See [Fu, Appendix B] and [Hu] for further details.
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Figure 5. Consider k “ 5, n “ 12, λ “ p5, 3, 2, 2, 1q, and µ “ p5, 5, 4, 2, 0q. The picture shows
that the non-overlap condition (2) from Lemma B.7 is satisfied, and in particular λ ` µ ‰ 0.
(This example is reproduced from [Fu, p. 150].)
Any topological space X has singular homology groups HiX and cohomology
groups HiX (here taken always with integer coefficients). With the cup product
HiX ˆHjX Ñ Hi`jX , the cohomology H˚X “ÀHiX has a ring structure.
If X is a real compact oriented manifold of dimension d then the homology group
HdX is canonically isomorphic to Z, with a generator rXs called the fundamental
class of X. In addition, there is Poincare´ duality isomorphism HiX Ñ Hd´iX ,
which is given by α ÞÑ α a rXs (taking the cap product with the fundamental
class). Let us denote by ω ÞÑ ω˚ the inverse isomorphism.
Next suppose Y and Z are compact oriented submanifolds of X , of codimensions
i and j respectively. Also suppose that Y and Z have transverse intersection Y XZ,
which therefore is either empty or a compact submanifold of codimension i`j, which
is oriented in a canonical way. The images of the fundamental classes of Y , Z, and
Y X Z under the inclusions into X define homology classes that we denote (with
a slight abuse of notation) by rY s P Hd´iX , rZs P Hd´jX , rY X Zs P Hd´i´jX .
Then their Poincare´ duals rY s˚ P HiX , rZs˚ P HjX , and rY X Zs˚ P Hi`jX are
related by:
rY s˚ ` rZs˚ “ rY X Zs˚ .
That is, cup product is Poincare´ dual to intersection.
Now consider the case whereX is a projective nonsingular (i.e., smooth) complex
variety, and Y and Z are irreducible subvarieties of X . Obviously, the fundamental
class rXsmakes sense, becauseX is a compact manifold with a canonical orientation
induced from the complex structure. A deeper fact (see [Fu, Appendix B]) is that
fundamental classes rY s and rZs can also be canonically associated to the (possibly
singular) subvarieties Y and Z, and the Poincare´ duality between cup product and
intersection works in this situation. More precisely, suppose that Y and Z are
transverse in the algebraic sense: Y X Z is a union of subvarieties W1, . . . , Wℓ
whose codimensions are the sum of the codimensions of Y and Z, and for each
i “ 1, . . . , ℓ, the tangent spaces TwY and TwZ are transverse for all w in a Zariski-
open subset of Wi. Then each Wi has its canonical fundamental class, and the
following duality formula holds:
rY s˚ ` rZs˚ “ rW1s˚ ` ¨ ¨ ¨ ` rWℓs˚ .
In our application of this machinery, X will be the Grassmannian GkpCnq. In
this case:
‚ The fundamental classes of the Schubert varieties rΩ¯pλ, F‚qs do not depend
on the flag F‚.
‚ Let σλ denote the Poincare´ dual of rΩ¯pλ, F‚qs. Then H2rGkpCnq is a free
abelian group and the elements σλ with |λ| “ r form a set of generators.
(The cohomology groups of odd codimension are zero.)
‚ The cup product on cohomology agrees with the “cup” product of Young
diagrams explained in the previous section.
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B.6. End of the proof. We are now able to prove Theorem B.1.
Proof of Theorem B.1. Let 1 ď e ď k ă n. Let E Ă Cn be a subspace of dimension
e, and consider the set SkpEq defined by (B.5). Recall from Example B.4 that this
is the Schubert variety for the Young diagram λ given by (B.6).
Now consider a (nonempty) subvariety Y Ă GkpCnq that is disjoint from SkpEq.
We want to give a lower bound for the codimension c of Y . We can of course assume
that Y is irreducible.
Let rY s˚ be the dual of fundamental class of Y . This is a nonzero element of
H2cGkpCnq. It can be expressed as
ř
niσµi , where µi are Young diagrams with
area |µi| “ c, and ni are nonzero integers. In fact we have ni ą 0, because of the
canonical orientations induced by complex structure.
Since the intersection between SkpEq and Y is empty (and in particular trans-
verse), Poincare´ duality gives rSkpEqs˚ ` rY s˚ “ 0. Therefore we have σλ ` σµi “
0 for each i.
By Lemma B.7, if we draw the Young diagram of µi rotated by 180
˝ and put
in the southeast corner of the k ˆ pn ´ kq rectangle, then it overlaps the Young
diagram λ pictured in (B.6). This is only possible if c ě k´e`1; indeed the Young
diagram µ with least area such that λ ` µ ‰ 0 is
µ “ ` 1, . . . , 1loomoon
k´e`1 times
, 0, . . . , 0loomoon
e´1 times
˘
,
for which the overlapping picture becomes:
This concludes the proof of Theorem B.1. 
As explained in § B.3.2, Theorem 5.4 follows.
Appendix C. Stratifications and transversality
C.1. Stratifications. This appendix contains fundamental for the understanding
of Section 6. We recall a few notions about stratifications and transversality, and
prove Proposition 6.1. We refer the reader to [GWPL, Ma] for more details and
proofs.
Let X be a smooth (i.e., C8) manifold. A smooth stratification of a closed subset
Σ Ă X is a filtration by closed subsets
Σ “ Σn Ą Σn´1 Ą ¨ ¨ ¨ Ą Σ0
such that for each i, the set Γi “ Σi r Σi´1 (where Σ´1 :“ ∅) is a smooth
submanifold of X without boundary and the dimension of Γi decreases strictly with
increasing i. Each connected component of Γi is called a stratum. The codimension
in X of a stratification is the codimension of the stratum of largest dimension. A
stratification of a set Σ is not unique, but this codimension in X does not depend
on the choice of the stratification.
Actually, apart for discrete subsets Σ Ă X , if there is one smooth stratifica-
tion, then there are infinitely many others. However, the subsets we deal with are
endowed with certain canonical stratifications:
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Theorem C.1 (Existence of canonical stratifications). Any algebraic set Σ Ă CN
admits a canonical smooth stratification whose strata are complex submanifolds of
CN . Any closed semialgebraic set Σ Ă RN admits a canonical smooth stratification
whose strata are semialgebraic submanifolds of RN .
In the case of an irreducible algebraic set Σ Ă Cn, the canonical stratification
can be obtained as follows: The connected components of the set of regular (i.e.,
non-singular) points form the higher-dimensional strata; then one decomposes the
set of singular points of Σ into irreducible components and proceeds by induction.
In any case, those canonical stratifications are uniquely characterized by a certain
minimality property. In particular, the canonical stratifications are equivariant
under polynomial automorphisms of the ambient space.
Another important property of the canonical stratifications is that they satisfy
the so-called Whitney conditions paq and pbq:
For any sequence of points xn in a stratum Γ of dimension i converging to a
point y in a stratum ∆ of dimension ă i, if the sequence of tangent spaces TxnΓ
converges to an i-space E Ă TyX , then we have
(a) E contains Ty∆,
(b) in a local chart, if a sequence yn P ∆ converges to y and if the lines xnyn
converge to a line L Ă Ty∆, then L Ă E.
A smooth stratification that satisfies the Whitney conditions is called a Whitney
stratification. Let us write down some properties.
Proposition C.2 (Basic properties of Whitney stratifications). Let X, Y be smooth
manifolds. Let
(C.1) Σn Ą ¨ ¨ ¨ Ą Σ0
be a filtration of a set Σ Ă X. Then:
1. Being a Whitney stratification is a local property of a filtration: So if (C.1)
is a Whitney stratification then Σn X U Ą ¨ ¨ ¨ Ą Σ0 X U is a Whitney
stratification, and conversely if each point in Σ has an open neighborhood
U Ă X such that Σn X U Ą ¨ ¨ ¨ Ą Σ0 X U is a Whitney stratification then
(C.1) is a Whitney stratification.
2. If (C.1) is a Whitney stratification of codimension m in X, then Σn ˆ Y Ą
¨ ¨ ¨ Ą Σ0 ˆ Y is a Whitney stratification of codimension m in X ˆ Y .
3. If (C.1) is a Whitney stratification and f : X Ñ Y is a smooth diffeomor-
phism then fpΣnq Ą ¨ ¨ ¨ Ą fpΣ0q is a Whitney stratification in Y .
Let us now discuss how stratifications behave with respect to transversality.
Let f : X Ñ Y be a C1 map. Let Σ “ Σd Ą ¨ ¨ ¨ Ą Σ0 be a stratification of
a closed subset Σ of Y . One says that f is transverse to that stratification (in
symbols, f JX Σ) if it is transverse to each of its strata. Transversality to a
general stratification is not an open condition. However, we obtain openness if the
stratification is Whitney:
Proposition C.3 (Transversality is open). Let X, Y be C8 manifolds without
boundary. Let Σ “ Σd Ą ¨ ¨ ¨ Ą Σ0 be a Whitney stratification of a closed subset of
Y . Then the set O “ tf P C1pX,Y q; f JX Σu is open in C1pX,Y q (with respect to
the strong topology).
Actually, only Whitney condition paq is necessary here (use the (1)ñ(3) impli-
cation of Trotman’s theorem [Tr]).
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C.2. Jets and jet transversality. We recall the basic notions on jets and state
the transversality theorems we will need; see [Hi] for details.
Let X , Y be smooth manifolds without boundary. If 1 ď r ă 8, an r-jet from
X to Y is an equivalence class of pairs px, fq, where x P X , f is a Cr map from a
neighborhood of x to Y , and where px, fq is equivalent to px1, f 1q if x “ x1 and f
and f 1 have same derivatives at x up to order r. We denote by JrpX,Y q the space
of r-jets from X to Y . It is a smooth manifold.
For all 1 ď s ď 8, we denote by CspX,Y q the space of Cs-maps from X to Y ,
endowed with the strong topology.
Given 1 ď r ă s ď 8 and a map g P CspX,Y q, the r-jet extension is the map
jrg : X Ñ JrpX,Y q that sends x to the equivalence class jrgpxq of px, gq. Then the
mapping
jr : CspX,Y q Ñ Cs´r pX, JrpX,Y qq
is continuous.
Theorem C.4 (Jet transversality). Let 1 ď r ă s ď 8. Let X and Y be C8 mani-
folds without boundary. Let W Ă JrpX,Y q be a C8 submanifold without boundary.
Then the Cs-maps g : X Ñ Y for which the r-jet extension jrg is transverse to W
form a residual subset of CspX,Y q.
We finally prove the proposition stated in § 6:
Proof of Proposition 6.1. By Proposition C.3, the set tF : X Ñ j1pX,Y q; F JX Σu
is open in C1
`
X, J1pX,Y q˘. Hence the set O :“ tf : X Ñ Y ; j1f JX Σu is open in
C2pX,Y q.
Fix r ě 2. Given a Whitney stratification Σn Ą ¨ ¨ ¨ Ą Σ0 of Σ, let Zi “
Σi r Σi´1 be the corresponding decomposition into smooth submanifolds. By the
jet transversality theorem (Theorem C.4), each set Ri “ tf P CrpX,Y q; j1f JXZiu
is residual. Thus OXCrpX,Y q “ ŞiRi is Cr-dense. This concludes the proof. 
Appendix D. Proof of the result in the holomorphic setting
Proof of Theorem 1.6. Let U Ă Cm be an open subset. We may identify the set of
1-jets from U to GLpd,Cq with
U ˆGLpd,Cq ˆ glpd,Cqm.
As we did in Section 6, and using Theorem 1.5 instead of Theorem 1.4, we obtain
that the set of poor 1-jets from U to GLpd,Cq is the algebraic subset U ˆ PpCqm of
the space of 1-jets. Hence it admits a stratification
U ˆ PpCqm “ U ˆ Σn Ą ¨ ¨ ¨ Ą U ˆ Σ0.
Write U ˆ PpCqm as the disjoint union
Ů
0ďiďnXi where each Xi is a smooth sub-
manifold of dimension i in the jet space J1 pU ,GLpd,Cqq, and Xn has codimension
m.
Fix now a map A P HpU ,GLpd,Cqq. For all v “ pa, b1, . . . bmq P Cm`1 and
u “ pu1, . . . , umq P Cm, write
Pvpuq “ a`
mÿ
i“1
bkuk.
For all v “ pvi,jq1ďi,jďd P
`
Cm`1
˘d2
, write Pv “
“
Pvi,j
‰
1ďi,jďd
and define the map
Φv “ A` Pv. One can write the 1-jet extension j1A at the point u P U as
j1Apuq “ ru,Apuq, B1, . . . , Bms P U ˆGLpd,Cq ˆ rMatdˆdpCqsm .
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The same way, if we put vi,j “ pai,j , b1,i,j , . . . , bm,i,jq, we have
j1Pvpuq “ ru, Pvpuq, pb1,i,jq1ďi,jďd, . . . , pbm,i,jq1ďi,jďds .
Define the map F : v ÞÑ Fv “ j1Φv. The evaluation map of F is:
F ev :
#`
Cm`1
˘d2 ˆ U Ñ U ˆMatdˆdpCq ˆ rMatdˆdpCqsm
pv, uq ÞÑ Fvpuq
.
Hence,
F evpv, uq “ j1pA` Pvq
“
”
u, pA` Pvq puq, pb1,i,jq1ďi,jďd , . . . , pbm,i,jq1ďi,jďd
ı
Claim D.1. For all u, the map F ev restricts to a submersion from the p¨, uq-fiber
to the ru, ¨s-fiber.
Proof. We want to prove that
v ÞÑ
”
pA` Pvqpuq, pb1,i,jq1ďi,jďd , . . . , pbm,i,jq1ďi,jďd
ı
is a submersion, or equivalently that
v ÞÑ
”
Pvpuq, pb1,i,jq1ďi,jďd , . . . , pbm,i,jq1ďi,jďd
ı
is a submersion. Noting that v “ pai,j , bk,i,jq 1ďi,jďd
1ďkďm
, this comes easily from the fact
that pai,jq ÞÑ Pvpuq is a submersion, for any fixed set of coefficients pbk,i,jq 1ďi,jďd
1ďkďm
.

That claim immediately implies that F ev is a submersion. In particular it is
transverse to each Xi. By the parametric transversality theorem (see [Hi, p. 79]),
there is a residual subset of parameters v in
`
Cm`1
˘d2
such that Fv “ j1Φv is
transverse to Xi, for all i.
When v goes to 0, Φv tends to A in H pU ,GLpd,Cqq. This shows the denseness
in H pU ,GLpd,Cqq of the maps Aˆ such that j1Aˆ is transverse to Xi, for all i. Take
such a map Aˆ: for all i, the image of j1Aˆ does not intersect X0 \ ¨ ¨ ¨ \Xn´1 and
intersects Xn (which has codimension m) only in a discrete subset.
Fix K 1 Ă U a compact set that contains K in its interior. The image j1Aˆ
restricted to K 1 can only intersect Xn in a finite set Γ: indeed, any accumulation
point of that intersection set would have to be in X0 \ ¨ ¨ ¨ \ Xn´1, since X0 \
. . . \Xn is closed, and this would contradict the fact that j1Aˆ does not intersect
X0 \ ¨ ¨ ¨ \Xn´1.
By the choice of our topology, a small perturbation A˜ of Aˆ is C0 close to Aˆ by
restriction to K 1. By Cauchy’s formula, the map A˜ is C2 close to Aˆ over the set K.
Hence, the (compact) image of j1A˜ restricted to K is still far from X0\¨ ¨ ¨\Xn´1,
and intersects Xn transversally in some ǫ-neighborhood of Γ inside Xn. Thus it
also has to intersect Xn only on a finite set.
So we have found an open and dense subset of holomorphic maps whose 1-jets
above K intersect the set of N -poor jets only on a finite number of points. As a
consequence, for such maps, there are only finitely many constant singular inputs
in KN for the system 1.4. This concludes the proof of Theorem 1.6. 
Appendix E. Singular constant inputs of generic type
In this appendix we prove Theorem 1.2 and the other assertions made at the end
of § 1.2. We also discuss other control-theoretic properties of generic semilinear
systems that are related to universal regularity.
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E.1. The poor data of generic type. Recall from § A.1 the definition of an
unconstrained matrix. Let pe1, . . . , edq denote the canonical basis of Cd.
Lemma E.1. Suppose that the datum A “ pA,B1, . . . , Bmq P GLpd,Cqˆglpd,Cqm
has the following properties:
1. A is an unconstrained diagonal matrix;
2. there are indices i0, j0 P t1, . . . , du with i0 ‰ j0 such that for each k P
t1, . . . ,mu, the pi0, j0q entry of the matrix Bk vanishes;
3. the off-diagonal vanishing entry position pi0, j0q above is unique.
Then:
1. There is a single direction rvs P CPd´1 such that ΛpAq¨v ‰ Cd, namely rej0 s.
2. The space ΛpAq ¨ ej0 has codimension 1; in fact, it equals spantei; i ‰ i0u.
If the datum A satisfies the assumptions of the lemma then it is conspicuously
poor (see § 2.4) and thus the constant input p0, . . . , 0q of length d2 for the associated
bilinear control system on CPd´1 is not universally regular. However, the conclu-
sions of the lemma say that this universal regularity fails in the weakest possible
way: there is exactly one non-regular state, which can be moved in all directions
but one. We will show in Lemma E.3 below that the generic poor data satisfy the
hypotheses of Lemma E.1 after a change of basis.
Proof of Lemma E.1. By arguments as in the proof of Lemma A.1, we see that
ΛpAq Ą  pyijq P glpd,Cq; y11 “ ¨ ¨ ¨ “ ydd, yi0j0 “ 0(.
The conclusions follow easily. 
Recall from § 2.3 that a setZ Ă rMatdˆdpKqs1`m is called saturated if pA,B1, . . . , Bmq P
Z implies that:
‚ for all P P GLpd,Kq we have pP´1AP,P´1B1P, . . . , P´1BmP q P Z;
‚ for allQ “ pqijq P GLpm,Kq, lettingB1i “
ř
j qijBj , we have pA,B11, . . . , B1mq P
Z.
Remark E.2. 1. A subset rMatdˆdpKqs
1`m is saturated if and only if it is invariant
under a certain action of the group GLpd,Kq ˆGLpm,Kq.
2. The real part of a complex saturated set is saturated (in the real sense).
Lemma E.3. There exists a saturated algebraically closed set S
pCq
m Ă GLpd,Cq ˆ
rMatdˆdpCqsm of codimension at least m ` 1 such that for all pA,B1, . . . , Bmq P
P
pCq
m r S
pCq
m , the following properties hold:
1. A is unconstrained;
2. if P P GLpd,Cq is such that P´1AP is a diagonal matrix then there are
indices i0, j0 P t1, . . . , du with i0 ‰ j0 such that for each k P t1, . . . ,mu, the
pi0, j0q entry of the matrix P´1BkP vanishes;
3. for each choice of P above, the off-diagonal vanishing entry position pi0, j0q
is unique.
In order to prove the lemma, we begin by checking algebraicity of the constraints:
Lemma E.4. The set K Ă GLpd,Cq of constrained matrices is an algebraically
closed subset of codimension 1.
Proof. Multiply all constraints, obtaining a polynomial in the variables λ1, . . . ,
λd. This polynomial is symmetric, and therefore (see e.g. [La, Thrm. IV.6.1]) can
be written as a polynomial function of the elementary symmetric polynomials in
the variables λ1, . . . , λd. Now substitute each elementary symmetric polynomial
in this expression by the corresponding coefficient of the characteristic polynomial
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of the matrix A. This gives a polynomial function on the entries of the matrix A
that vanishes if and only if A is constrained. It is obvious that the corresponding
algebraic set K has codimension 1. 
Now we check algebraicity of double vanishing:
Lemma E.5. There exists a saturated algebraically closed subset D of GLpd,Cq ˆ
rMatdˆdpCqsm such that if pA,B1, . . . , Bmq P D and A has simple spectrum then
property 2 from Lemma E.3 is satisfied, but property 3 is not.
Proof. First, consider the subsetX Ă rMatdˆdpCqs1`mˆpCPd´1q2 formed by tuples
pA,B1, . . . , Bm, rvs, rwsq such that
rAvs “ rvs, rA˚ws “ rws, w˚v “ 0, w˚Bkv “ 0 for each k “ 1, . . . ,m,
where v and w are regarded as column-vectors and the star denotes transposition.
The set X is obviously algebraic; thus, by Proposition 5.1, so is its projection Y on
rMatdˆdpCqs1`m.
Let A be a matrix with simple spectrum. Then pA,B1, . . . , Bmq belongs to Y
if and only if property 2 from Lemma E.3 is satisfied. In particular, the fiber of
Y over A is a union of affine subspaces of rMatdˆdpCqsm. Intersections of those
affine spaces correspond to points where the uniqueness property 3 is not satisfied.
These points of intersection are singular points of Y . Conversely, it is clear that the
variety Y is smooth at the points on the fiber over A where property 3 is satisfied.
So let Z be the (algebraically closed) set of singular points of Y . It is straight-
forward to see that the set Y is saturated. Recalling Remark E.2 (part 1) and the
fact that a group acting on a variety preserves singular points, we see that the set
Z is saturated as well.
We define D as the set Z minus the tuples pA,B1, . . . , Bmq with detA “ 0. Then
D has all the required properties. 
Now we combine the facts above with Scholium 5.9 to prove Lemma E.3:
Proof of Lemma E.3. For simplicity of writing we will omit the m subscripts and
the pCq superscripts.
Let π : P Ñ GLpd,Cq be the projection on the first matrix. Define
S “ π´1pKq Y pD X Pq,
whereK and D come respectively from Lemmas E.4 and E.5. Then S is a saturated
algebraically closed subset of P . If A “ pA,B1, . . . , Bmq P P r S then:
‚ A R K, which is property 1;
‚ since A P P , it follows from Lemma A.1 that A is conspicuously poor, and
so property 2 holds;
‚ since A R D, property 3 also holds.
To complete the proof of the lemma, we need to show that codimS ě m ` 1.
We will use the following inclusion:
(E.1) S Ă F Y `π´1pKqr F˘loooooooomoooooooon
F 1
Y `pD X Pqr π´1pKq˘loooooooooooomoooooooooooon
F2
.
where F comes from Scholium 5.9. Recall that F equals π´1pCm´1q, where Cj is
given by (5.5), and it has codimension at least m` 1.
We apply Lemma 5.2 and Remark 5.3 to the set F 1 Ă Y 1 ˆ rglpd,Cqsm, where
Y 1 “ GLpd,Cq r Cm´1. Since K has codimension at least 1 in Y 1, and the fibers
of F 1 all have codimension at least m, we conclude that that codimF 1 ě m` 1.
Next, we want to apply Lemma 5.2 and Remark 5.3 to the set F2 Ă Y 2 ˆ
rglpd,Cqsm, where Y 2 “ GLpd,CqrK. For each A P Y 2, it follows from Lemma E.5
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that the fiber of F2 over A (which is the same as the fiber of D over A) has
codimension 2m in rglpd,Cqsm, corresponding to the 2m different matrix entries
that must vanish. We conclude that codimF2 ě 2m.
We have seen that each of the three sets on the right-hand side of (E.1) has
codimension at least m` 1. So the same is true for S, as we wanted to prove. 
E.2. Proof of the addendum to the Main Theorem 1.1.
Proof of Theorem 1.2. Consider the set S
pCq
m given by Lemma E.3, and let S
pRq
m
be its real part. This is an algebraically closed saturated subset of GLpd,Rq ˆ
rglpd,Rqsm which, by Proposition 5.5, has codimension at least m` 1.
Consider the set Γ˜ of 1-jets J P J1pU ,GLpd,Cqq that have a local expression
pu,Apuq, B1, . . . , Bmq with pApuq, B1, . . . , Bmq P SpRqm . This does not depend on the
choice of the local coordinates, because S
pRq
m is saturated. By the same arguments
as in the proof of Theorem 1.1, the set Γ˜ admits a Whitney stratification. Its
codimension is at least m ` 1. Applying Proposition 6.1, we obtain a C2-open
C8-dense set O˜ Ă C2pU ,GLpd,Cqq formed by maps A that are transverse to the
stratification.
Let O be the set provided by Theorem 1.1. and consider a map A P OXO˜. Then
whenever a jet j1Apuq is poor, it does not belong to Γ˜. Recalling Lemma E.3, we see
that the local expression of j1Apuq satisfies (after a change of basis) the hypotheses
of Lemma E.1. Therefore parts 1 and 2 of the theorem follow respectively from
conclusions 1 and 2 of the lemma. 
Remark E.6. The proof of Theorem 1.2 also gives more information about the 1-jets that
appear generically for singular constant inputs pu, . . . , uq: any associated matrix datum is
conspicuously poor and the matrix Apuq is unconstrained.
Remark E.7. Properties 1 and 2 in Theorem 1.2 are in fact dual to each other. If A is
the datum representing the 1-jet of A at u, and Λ “ ΛpAq, then property 1 means that
there is an unique direction rvs P RPd´1 such that Λ ¨ v ‰ Cd. Then property 2 means
that there is an unique direction rws P RPd´1 such that Λ˚ ¨ w ‰ Cd, where Λ is the
set of the transposes of the matrices in Λ. This fact can be proved easily using the dual
characterization of Lemma 3.11.
E.3. Local persistence of singular inputs. Let A P CrpU ,GLpd,Rqq, r ě 1.
We will work upon Lemma 2.7 in order to obtain a more practical way to detect
that the 1-jet of A at a point corresponds to a conspicuously poor datum (which as
mentioned in Remark E.6 is the only type of poor data that appear generically). For
example, in the m “ 1, d “ 2 case, we will see that conspicuous poorness means
that the angular velocity of one of the eigendirections vanishes (see Remark E.8
below).
Suppose that u0 P U is such that the matrix Apu0q is diagonalizable over R and
with simple eigenvalues only. By Proposition 2.8, there is a neighborhood U0 of u0
and Cr-maps λ1, . . . , λd : U0 Ñ C such that for all u P U0, the complex numbers
λipuq are all distinct, and form the spectrum of Apuq; moreover there exist a Cr
map P : U0 Ñ GLpd,Rq such that for all u P U0,
(E.2) Apuq “ P puq∆puqP´1puq , where ∆puq “ Diagpλ1puq, . . . , λdpuqq.
For simplicity, let us consider first case where U is an interval in R (in par-
ticular m “ 1). Then the normalized derivative of A at a point u can be iden-
tified with Npuq :“ A1puqA´1puq. Consider the expression of Npuq in the basis
that diagonalizes Apuq, that is, Bpuq :“ P´1puqNpuqP puq. Since dduP´1puq “
´P´1puqP 1puqP´1puq, we compute that
Bpuq “ ∆1puq∆´1puq `Qpuq ´∆puqQpuq∆´1puq ,
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where
Qpuq :“ P´1puqP 1puq .
So the off-diagonal entries of the matrices Bpuq and Qpuq are related by
bijpuq “
`
1´ λipuq{λjpuq
˘
qijpuq pi ‰ jq.
In view of Lemma 2.7, we conclude the following: if for some u˚ P U0
(E.3) there is an off-diagonal entry position pi, jq such that qijpu˚q “ 0
then the 1-jet j1Apu˚q is poor.
Remark E.8. Let us give a geometrical interpretation of condition (E.3). The columns
of P form a basis pv1, . . . , vdq of eigenvectors of A, and the rows of P
´1 form a basis
pf1, . . . , fdq of eigenfunctionals of A (in the sense that fi ˝ A “ λifi); these two bases
are related by fipvjq “ δij . So qij “ fi
´
dvj
du
¯
is the component of the velocity of vj
in the direction of vi. For example, for d “ 2, condition (E.3) means that one of the
eigendirections of A has zero angular speed at instant u “ u˚.
It is trivial to adapt the previous calculations to the higher dimensional case and
then conclude the following:
Proposition E.9. Let pu1, . . . , umq be coordinates in a chart domain U0 Ă U where
expression (E.2) holds. Consider matrices
(E.4) Qkpuq :“ P´1puq BPBuk puq .
If for some u˚ P U0 there is an off-diagonal entry position pi, jq such that
(E.5) for each k “ 1, . . . ,m, the pi, jq-entry of the matrix Qkpu˚q vanishes
then the 1-jet j1Apu˚q is poor, that is, the constant input pu˚, . . . , u˚q (of any
length) is singular.
In the situation of Proposition E.9, assume additionally that the map
(E.6) Φ:
#
U0 Ñ Im Φ Ă Km
u ÞÑ rthe pi, jq-entry of Qkpuqs1ďkďm
is a diffeomorphism.
In that case, the existence of a poor jet is persistent in the following way: If
A˜ is sufficiently C2-close to A then by Proposition 2.8 we can express A˜puq “
P˜ puq ∆˜puq P˜´1puq for u close to u˚, where P˜ and ∆˜ are C2-close to P and ∆
respectively, and ∆˜ is diagonal. The corresponding matrices Q˜k “ P˜´1 BP˜Buk are
C1-close to Qk and the map
Φ˜: u ÞÑ
”
the pi, jq-entry of Q˜kpuq
ı
1ďkďm
is C1-close to Φ. By (E.6) the fact that Φpu˚q “ p0, ..., 0q, there is u˜ close to u˚
such that Φ˜puq “ p0, ..., 0q. In particular the 1-jet j1A˜pu˜q is poor.
Now, concerning existence: It is evident that a domain U0 and 2-jets j
2P pu˚q
satisfying conditions (E.5) and (E.6) actually exist; moreover we can always find
a map P : U Ñ GLpd,Rq with a prescribed 2-jet at a point u˚. In view of the
discussion above, we conclude the following:
Proposition E.10 (Persistence of singular inputs). For any d ě 1 and any d-
dimensional smooth manifold U , there exists a C2-open nonempty subset of maps
A P C2pU ,GLpd,Rqq with the following property: there exists u P U such that the
constant inputs pu, . . . , uq of any length are all singular for the system (1.4).
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That is, one cannot improve Theorem 1.1 replacing “discrete set” by “empty
set”.
Given any map A such that (E.5) holds at some point, we can C1-perturb A
(by C0-perturbing P ) in a way such that (E.5) now holds for a non-discrete set of
points. This shows that the statement of Theorem 1.1 with “C2-open” replaced by
“C1-open” is not true. Using the same idea and Baire’s theorem, one can also show
that the conclusion of Theorem 1.1 is not true for C1-generic maps A; actually for
C1-generic A, the points u P U corresponding to singular constant controls form a
perfect set.
E.4. Other control-theoretic properties. We now introduce a few control-
theoretic notions related to accessibility and regularity, and discuss the validity
of statements similar to Theorem 1.1 for these notions.
Consider a general control system (1.1). Fix a time length N , and let φN
denote the response map as in (1.2). We say that a trajectory determined by
px0;u0, . . . , uN´1q is:
‚ locally accessible if for every neighborhood V of pu0, . . . , uN´1q in UN , the
set φN ptx0u ˆ V q has nonempty interior.
‚ strongly locally accessible if for every neighborhood V of pu0, . . . , uN´1q in
UN , the set φN ptx0uˆV q contains in its interior the final state φN px0;u0, . . . , uN´1q.
The following implications are immediate:
regular ñ strongly locally accessible ñ locally accessible.
We say that an input pu0, . . . , uN´1q is universally locally accessible (resp. univer-
sally strongly locally accessible) if the trajectory determined by px0;u0, . . . , uN´1q
is locally accessible (resp. strongly locally accessible).
Now we come back to the context of projective semilinear control systems (1.4).
A (relatively weak) corollary of Theorem 1.1 is that for generic maps A, universal
local accessibility holds at all constant inputs:
Proposition E.11. Let N P N and O Ă C2pU ,GLpd,Rqq be as in Theorem 1.1.
For any A P O, every constant input sequence of length N is universally locally
accessible.
Proof. If A P O then for every constant input sequence of length N we can find a
regular input sequence nearby. 
As we have shown in Proposition E.10, it is not possible to improve Proposi-
tion E.11 by replacing “local accessible” by “regular”. Neither it is possible to
replace “local accessible” by “strongly local accessible”, as the following simple
example (in dimensions m “ 1, d “ 2) shows:
Example E.12. For u P R, define
P puq “
ˆ
1 u
u2 1
˙
, ∆puq “ Diagp2, 1q.
Let U be an small open interval containing 0, and define A : U Ñ GLp2,Rq by (E.2). Let
ξ0 P RP
1 correspond to the direction of the vector p1, 0q. Then for any subinterval V Q 0,
and any N ą 0, the set
φNptξ0u ˆ V
N q “
 
Apun´1q ¨ ¨ ¨Apu0q ¨ ξ0 ui P V
(
is an interval of RP1 containing ξ0 “ φNpξ0; 0, . . . , 0q in its boundary. Therefore the input
p0, . . . , 0q is not universally strongly locally accessible. A similar situation occurs for any
C2-perturbation of A.
48 BOCHI AND GOURMELON
Acknowledgements. We are grateful for the hospitality of Institute Mittag–Leffler,
where this work begun to take form. We thank R. Potrie, L. San Martin, S. Tikhomirov,
and C. Tomei for valuable discussions. We thank the referees for corrections, refer-
ences to the literature, and other suggestions that helped to improve the exposition.
References
[Az] Azoff, E.A. On finite rank operators and preannihilators. Mem. Amer. Math. Soc. 64,
no. 357 (1986). (Cited on pages 7 and 11.)
[BR] Benedetti, R.; Risler, J.-J. Real algebraic and semi-algebraic sets. Hermann, Paris,
1990. (Cited on pages 8 and 25.)
[Bl] Blasiak, J. Cohomology of the complex Grassmannian.
www-personal.umich.edu/„jblasiak/grassmannian.pdf (Cited on page 36.)
[BCR] Bochnak, J.; Coste, M.; Roy, M.-F. Real algebraic geometry. Springer–Verlag, Berlin,
1998. (Cited on pages 8 and 25.)
[CK1] Colonius, F.; Kliemann, W. Linear control semigroups acting on projective space. J.
Dynam. Differential Equations 5 (1993), no. 3, 495–528. (Cited on page 2.)
[CK2] . The dynamics of control. Birkha¨user, Boston, MA, 2000. (Cited on page 2.)
[El] Elliott, D.L. Bilinear control systems. Springer, Dordrecht, 2009. (Cited on page 4.)
[Fu] Fulton, W. Young tableaux. With applications to representation theory and geometry.
Cambridge Univ. Press, Cambridge, 1997. (Cited on pages 36, 37, and 38.)
[GWPL] Gibson, C.G.; Wirthmu¨ller, K.; du Plessis, A.A.; Looijenga, E.J.N. Topological
stability of smooth mappings. Lecture Notes in Mathematics, Vol. 552. Springer–Verlag,
Berlin – New York, 1976. (Cited on pages 28 and 39.)
[Ha] Harris, J. Algebraic geometry: a first course. Springer–Verlag, New York, 1992. (Cited
on pages 24, 33, 34, and 35.)
[Hi] Hirsch, M.W. Differential Topology. Springer–Verlag, New York – Heidelberg, 1976.
(Cited on pages 41 and 42.)
[HJ] Horn, R.A.; Johnson, C.R. Topics in matrix analysis. Corrected reprint of the 1991
original. Cambridge University Press, Cambridge, 1994. (Cited on page 17.)
[Hu] Hutchings, M. Cup product and intersection.math.berkeley.edu/„hutching/teach/215b-2011/cup.pdf
(Cited on page 37.)
[La] Lang, S. Algebra. Revised 3rd edition. Springer–Verlag, New York, 2002. (Cited on
page 43.)
[Le] Levi, F.W. Ordered groups. Proc. Indian Acad. Sci. 16 (1942), 256–263. (Cited on
page 13.)
[Ma] Mather, J.N. Stratifications and mappings. Dynamical systems (Proc. Sympos.,
Univ. Bahia, Salvador, 1971), 195–232. Academic Press, New York, 1973. (Cited on
page 39.)
[Mu] Mumford, D. Algebraic geometry. I. Complex projective varieties. Springer–Verlag,
Berlin – New York, 1976. (Cited on page 35.)
[Ro] Roman, S. Advanced linear algebra. 3rd edition. Springer, New York, 2008. (Cited on
page 11.)
[Sh] Shafarevich, I.G. Basic algebraic geometry. Vol 1. 2nd edition. Springer–Verlag, Berlin,
1994. (Cited on pages 8 and 24.)
[So] Sontag, E.D. Universal nonsingular controls. Systems Control Lett. 19 (1992), no. 3,
221–224. Errata: Ibid, 20 (1993), no. 1, 77. (Cited on page 2.)
[SW] Sontag, E.D.; Wirth. F.R. Remarks on universal nonsingular controls for discrete-time
systems. Systems Control Lett. 33 (1998), no. 2, 81–88. (Cited on page 2.)
[Tr] Trotman, D.J.A. Stability of transversality to a stratification implies Whitney (a)-
regularity. Invent. Math. 50 (1978/79), no. 3, 273–277. (Cited on page 40.)
[Va] Vakil, R. A geometric Littlewood-Richardson rule. Ann. of Math. 164 (2006), no. 2,
371–421. (Cited on page 36.)
[Wi] Wirth, F. Dynamics of time-varying discrete-time linear systems: spectral theory and
the projected system. SIAM J. Control Optim. 36 (1998), no. 2, 447–487. (Cited on
page 2.)
Pontif´ıcia Universidade Cato´lica do Rio de Janeiro (PUC–Rio)
E-mail address: jairo@mat.puc-rio.br
Institut de Mathe´matiques de Bordeaux, Universite´ Bordeaux I
E-mail address: ngourmel@math.u-bordeaux1.fr
