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CHAPITRE 1
Introduction
1. Dimension conforme d’un espace métrique
1.1. Espaces Ahlfors réguliers. L’objet principal de cette thèse est l’étude
de la dimension conforme Ahlfors régulière d’un espace métrique compact. On com-
mence par établir notre cadre général.
Soit (X, d) un espace métrique compact. On dit que X est un espace doublant s’il
existe une constante CD ≥ 1 telle que toute boule de rayon r > 0 peut être recouverte
par au plus CD boules de rayon r2 . On dit que X est uniformément parfait s’il existe
une constante CP > 1 telle que pour toute boule B (x, r) de X avec 0 < r ≤ diamX
on a B (x, r) \B
(
x, C−1P r
)
6= ∅.
Pour une exposition détaillée des notions qui suivent, voir [Hei01]. Soit µ une
mesure de Radon sur X, on dit que (X, d, µ) est un espace Ahlfors régulier de
dimension α s’il existe une constante CR ≥ 1 telle que pour toute boule B (x, r) de
X avec r ≤ diamX on a
1
CR
rα ≤ µ (B(x, r)) ≤ CRr
α. (1.1.1)
Dans ce cas, la mesure de Hausdorﬀ α-dimensionnelle est comparable à µ et la di-
mension de Hausdorﬀ de X, qu’on note dimH X, est égale à α. Donc on peut dire
aussi que d est une métrique Ahlfors régulière (AR) de dimension α. Quand (X, d)
est AR, il est aussi doublant et uniformément parfait, dont les constantes respec-
tives dépendent seulement de la constante CR et de la dimension α. On se réfère à
[Fal03] pour une introduction aux diﬀérentes notions de dimensions métriques et
en particulier à la dimension de Hausdorﬀ.
1.2. Homéomorphismes quasisymétriques et distorsion bornée. On rap-
pelle qu’un diﬀéomorphisme f : M → N entre deux variétés riemanniennes est
dit conforme s’il existe une fonction λ : M → (0,∞) telle que pour tout point
p ∈ M et toute paire de vecteurs tangents u, v ∈ TpM on a 〈Dpf(u), Dpf(v)〉f(p) =
λ(p)2〈u, v〉p ; i.e. les angles entre vecteurs tangents sont preservés.
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Une autre manière de formuler cette condition est la suivante : si p ∈ M , on
déﬁnit la dilatation de f en p par
Hf (p) := lim sup
ǫ→0
sup {d(f(z), f(p)) : z ∈ B(p, ǫ)}
inf {d(f(z), f(p)) : z /∈ B(p, ǫ)}
.
Alors f est conforme si Hf (p) = 1 pour tout p ∈ M ; i.e. l’application tangente
envoie sphères sur sphères. La déﬁnition de Hf (p) dépend seulement des distances
de M et N . En particulier, un homéomorphisme f : X1 → X2 entre deux espaces
métriques est dit quasiconforme s’il existe une constante K ≥ 1 telle que Hf (p) ≤ K
pour tout p ∈ X1.
Dans le cas où X1 = X2 = Sn, la sphère unité de dimension n ≥ 2 avec la
distance euclidienne, et plus généralement les espaces loewnesques (voir [Hei01]
Deﬁnition 8.1), les homéomorphismes quasiconformes vériﬁent des conditions glo-
bales de distorsion bornée. En particulier, ils sont quasisymétriques et c’est cette
classe d’applications qui fournit un substitut des applications quasiconformes pour
les espaces métriques en général. Leur déﬁnition précise, dans le contexte des espaces
métriques, a été donnée par Tukia et Väisälä dans [TV].
Un homéomorphisme h : (X1, d1)→ (X2, d2) entre deux espaces métriques quel-
conques est dit quasisymétrique, s’il existe un homéomorphisme croissant η : R+ →
R+ (qu’on appelle fonction de distorsion) tel que :
d2 (h(x), h(z))
d2 (h(y), h(z))
≤ η
(
d1 (x, z)
d1 (y, z)
)
,
pour tous x, y, z ∈ X1 avec y 6= z. Comme exemple de propriété de distorsion bornée
globale on a la suivante : si A ⊂ B ⊂ X1 et diam1B < +∞, alors (voir [Hei01]
Proposition 10.8) diam2f(B) < +∞ et
1
2
η
(
diam1B
diam1A
)−1
≤
diam2h(A)
diam2h(B)
≤ η
(
2diam1A
diam1B
)
. (1.1.2)
En d’autres termes, un homéomorphisme quasisymétrique distort les distances (et
les diamètres) relatives entre les points de façon uniformément bornée. Par exemple,
les homéomorphismes bi-Lipschitz distordent de façon uniformément bornée les dis-
tances absolues entre les points, ils sont donc quasisymétriques.
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1.3. La jauge conforme Ahlfors régulière. Deux métriques d1 et d2 sur
X sont dites quasisymétriques si l’application identité id : (X, d1) → (X, d2) est
quasisymétrique. On déﬁnit la jauge conforme Ahlfors régulière d’une métrique d
sur X par
JAR(X, d) := {d
′ métrique sur X : d′ est (AR) et quasisymétrique à d} .
Par exemple, dǫ est aussi une distance pour tout ǫ ∈ (0, 1), et l’identité id :
(X, d)→ (X, dǫ) et η-quasisymétrique avec η(t) = tǫ. En particulier,
dimH(X, d
ǫ) = ǫ−1 dimH(X, d).
Donc, les applications quasisymétriques peuvent changer la dimension de Hausdorﬀ
de l’espace et on peut toujours trouver des distances dans la jauge deX de dimension
arbitrairement grande.
La dimension conforme d’un espace métrique est un invariant numérique par
quasisymétrie, introduit par P. Pansu [Pan89], permettant la classiﬁcation à quasi-
isométrie près, des espaces homogènes de courbure négative. Elle joue actuellement
un rôle important en théorie géométrique des groupes et en dynamique conforme. Il
existe diﬀérentes versions de la dimension conforme, dans cette thèse on s’intéresse
à la dimension conforme Ahlfors-régulière (AR), introduite par M. Bourdon et H.
Pajot [BP03].
La dimension conforme Ahlfors régulière de JAR(X, d) est
dimAR(X, d) := inf {dimH (X, d
′) : d′ ∈ JAR(X, d)} . (1.1.3)
Quand il n’y a pas d’ambigüité sur la métrique d on note simplement dimARX.
Si l’inﬁmum est pris sur toutes les distances quasisymétriques à d, on obtient la
dimension conforme (de Hausdorﬀ) de X.
On remarque que l’on a toujours l’estimation dimT X ≤ dimARX, où dimT X dé-
signe la dimension topologique de X. A part cette estimation, la dimension conforme
AR est en général diﬃcile à évaluer. Elle a été cependant calculé par P. Pansu pour
les bords des espaces homogènes de courbure strictement négative [Pan89]. Une ex-
position de la théorie de la dimension conforme et de ses variantes, ainsi que de ses
applications, peut se trouver dans [LP04], [B06], [Kle06], [Haïss08] et [MT10].
1.4. Des motivations géométriques. Les applications quasisymétriques ap-
paraissent de façon naturelle dans plusieurs contextes. Notamment dans la théorie
des espaces hyperboliques au sens de Gromov, en particulier la théorie des groupes
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hyperboliques, et la théorie des revêtements ramiﬁés de la sphère S2, en particulier
la dynamique des fractions rationnelles de la sphère de Riemann.
Pour un groupe hyperbolique G on peut déﬁnir son bord à l’inﬁni ∂G (voir
[CDP90] et [GH90]), et une famille canonique de métriques, les métriques vi-
suelles, Ahlfors-régulières (voir [Coo93]) et quasisymétriquement équivalentes entre
elles. Ceci permet d’associer à un groupe hyperbolique une jauge conforme AR ca-
nonique. Le groupe G agit comme un groupe de convergence uniforme uniformément
quasimöbius sur ∂G. Ceci restreint les possibilités des métriques de la jauge du bord,
par exemple le bord est quasi-autosimilaire (voir le Chapitre 2).
Les quasi-isométries entre deux groupes hyperboliques se prolongent en homéo-
morphismes quasisymétriques entre leurs bords, et réciproquement (voir [Pau96]),
de manière analogue que PSL2(C) déﬁnit les diﬀéomorphismes conformes de la
sphère S2, ainsi que les isométries de l’espace hyperbolique H3. Donc tout invariant
par quasisymétrie du bord d’un groupe hyperbolique est un invariant par quasi-
isométrie du groupe.
Ceci montre un fort lien entre les propriétés géométriques d’un espace hyper-
bolique et les propriétés analytiques de son bord. Un des antécédents importants
de cette relation est le théorème de rigidité de Mostow [Mos73], en relation à la
détermination des variétés compactes localement symétriques de rang 1 par leur
groupe fondamental. Les bonnes propriétés analytiques des applications quasicon-
formes dans les espaces loewnesques ont fortement motivé la recherche des distances
loewnesques dans la jauge conforme d’un espace métrique.
Pour les groupes hyperboliques, un problème central est la caractérisation des
réseaux cocompacts de PSL2(C) via leurs bords. Plus précisément :
Conjecture de Cannon : Si G est un groupe hyperbolique de
bord homéomorphe à la sphère S2, alors le bord ∂G est quasisy-
métriquement homéomorphe à S2 et G agit isométriquement, pro-
prement discontinûment et cocompactement sur H3.
Une réponse partielle à cette question est donnée par le théorème suivant de M.
Bonk et B. Kleiner, où la dimension conforme AR joue un rôle très important.
Théorème 1.1 (voir [BonK05]). Soit G un groupe hyperbolique de bord homéo-
morphe à S2. Si sa jauge canonique atteint sa dimension conforme Ahlfors régulière,
alors G vériﬁe la conjecture de Cannon.
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Cela motive la question suivante : sous quelles conditions la jauge canonique
d’un groupe hyperbolique, et plus généralement d’un espace métrique, atteint-elle sa
dimension conforme AR? Par exemple, ceci est le cas si X est un espace loewnesque.
Bien que cette question est loin d’être répondue, il existe quelques conjectures
(voir [Kle06]). Pour montrer sa diﬃculté, on remarque qu’il n’est pas encore connu
si la réponse est aﬃrmative pour le tapis de Sierpiński S, un espace qui présente une
classe très riche de jauges conformes diﬀérentes. On rappelle que S est construit de
la façon suivante : on divise le carré unité en neuf carrés identiques et on enlève le
carré du milieu ; on continue par récurrence dans tous les carrés qui restent et on
prend l’intersection. La valeur de sa dimension conforme est encore inconnue, même
quand on munit S de la distance euclidienne (voir [B06] pour plus de détails). On
remarque qu’il existe des groupes hyperboliques de bord homéomorphes à S, ainsi
que des ensembles de Julia de fractions rationnelles.
1.5. Des motivations dynamiques. Soit Ratd(Cˆ) l’espace des fractions ra-
tionnelles de la sphère de Riemann Cˆ. L’analyse quasiconforme a de fortes applica-
tions à la dynamique des f ∈ Ratd(Cˆ). Un des antécédents les plus importants est
donné par le théorème de D. Sullivan sur la non existence de composantes errantes
de l’ensemble de Fatou.
Le sous-ensemble Hypd(Cˆ) des fractions rationnelles f : Cˆ → Cˆ hyperboliques,
c’est-à-dire expansives dans un voisinage de son ensemble de Julia J(f), est un
ouvert conjecturellement dense de Ratd(Cˆ). Les bonnes propriétés dynamiques des
fractions rationnelles hyperboliques impliquent par exemple que son ensemble de
Julia, avec la distance sphérique, est Ahlfors régulier. En eﬀet, la mesure de Hausdorﬀ
de dimension α = dimH J(f) est comparable à la mesure conforme d’exposant α
(voir [Ur03]). Aussi J(f) est quasi-autosimilaire (voir le Chapitre 2).
Si f, g ∈ Hypd(Cˆ) sont topologiquement conjuguées dans un voisinage de leurs
ensembles de Julia, alors d’après un théorème de D. Sullivan, elles sont quasicon-
formément conjuguées. En particulier, la dimension conforme AR de J(f) est un
invariant de la classe de conjugaison topologique de f .
Les ensembles de Julia produisent de nombreux exemples de compacts quasi-
autosimilaires ayant une géométrie quasiconforme très riche. Par exemple, il existe
une inﬁnité d’ensembles de Julia homéomorphes au tapis de Sierpiński qui sont non
quasisymétriquement équivalents (voir [HP10]). Le dictionnaire de Sullivan entre
la dynamique des fractions rationnelles et les groupes kleinéens motive aussi l’étude
de la dimension conforme AR de ces ensembles.
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Les travaux de P. Haïssinsky et K. Pilgrim (voir [HP09] et [HP08]) ont éta-
bli le cadre adéquat pour étudier la jauge conforme du répulseur d’un revêtement
ramiﬁé qui vériﬁe certains conditions d’expansion (topologiquement CXC voir Dé-
ﬁnition 7.2), et ont notamment donné le correspondant dynamique des groupes de
convergence uniforme dans le dictionnaire.
A un tel système dynamique f , on peut associer une famille canonique de mé-
triques Ahlfors régulières sur son répulseur quasisymétriquement équivalentes entre
elles (et donc une jauge canonique J (f)) qui rendent f grossièrement conforme.
Toute conjugaison topologique entre deux telles applications est quasisymétrique, et
donc tout invariant par quasisymétrie est un invariant de conjugaison topologique.
De plus, cet invariant caractérise essentiellement les fractions rationnelles parmi les
applications topologiquement CXC de la sphère S2 :
Théorème 1.2 (voir Théorème 1.4 de [HP08]). Un revêtement ramiﬁé top.
CXC f : S2 → S2 est topologiquement conjugé à une fraction rationnelle semi-
hyperbolique si et seulement si la dimension conforme AR de J (f) est atteinte est
égale à 2.
Ce théorème représente l’analogue du théorème de Bonk et Kleiner pour les
groupes hyperboliques. Il faut signaler que, dans le cas des revêtements ramiﬁés, il
est nécessaire de demander que la dimension conforme soit égale à 2. Voir [HP11]
Théorème 1.1 pour une caractérisation complète de quand la dimension conforme
AR de J (f) est atteinte mais pas forcément égale à 2.
1.6. Discrétisation et jauge conforme. La discrétisation a été une des ap-
proches importantes pour étudier la jauge conforme d’un espace métrique. Par une
discrétisation, on veut dire une suite de recouvrements {Ui}i de X dont la maille
tend vers zéro quand k tend vers l’inﬁni. La première remarque est que quand la
combinatoire de cette suite de recouvrements est uniformément bornée, on peut lui
associer un espace hyperbolique Z, le nerf des {Ui}i, dont le bord est quasisymé-
triquement équivalent à X. En particulier, la jauge conforme de X coïncide avec la
jauge conforme canonique du bord de Z. Ceci permet l’utilisation de techniques de
la géométrie hyperbolique pour étudier la jauge conforme de X.
Deuxièmement, une discrétisation permet l’introduction d’un autre ingrédient
a priori éloigné des considérations sur la jauge conforme. En eﬀet, M. Bonk et
B. Kleiner montrent (voir Théorème 1.3 de [BonK05]) que si d est une distance
minimisante pour la dimension conforme AR de la jauge canonique du bord d’un
groupe G, alors d vériﬁe des propriétés particulières, à savoir (∂G, d) est un espace
1. DIMENSION CONFORME D’UN ESPACE MÉTRIQUE 13
loewnesque (dès que la dimension q := dimAR ∂G > 1). Dans le cas où ∂G est
homéomorphe à la sphère S2, la condition de Loewner implique que q = 2 et ∂G
est quasisymétrique à S2 (voir le Théorème 1.2 de [BonK02b]). Ce dernier résultat
est conséquence d’une caractérisation de la jauge conforme de la sphère S2 donnée à
partir du module combinatoire associé à une discrétisation de ∂G. Un autre exemple
fortement lié à ce dernier (voir [Haïss09]) est donné par le théorème de Riemann
combinatoire (voir [Can94]).
On rappelle que le p-module analytique (p > 1) d’une famille de courbes Γ d’un
espace métrique Ahlfors régulier est déﬁni par
Modp(Γ) = inf
∫
X
ρp dµ,
où l’inﬁmum est pris sur toutes les fonctions boréliennes ρ : X → R+ qui sont
Γ-admissibles, i.e. telles que pour toute courbe rectiﬁable γ ∈ Γ on a
ℓρ(γ) =
∫
γ
ρ ds ≥ 1.
Ceci est une généralisation aux espaces métriques du module conforme de l’analyse
complexe (voir le Chapitre 4). L’existence de familles des courbes de module stricte-
ment positif est fortement liée à la dimension conforme AR. Par exemple, J. Tyson
montre que [Tys98] si Z est Q-régulier, Q > 1, et admet une famille de courbes
de Q-module strictement positif, alors Z atteint aussi sa dimension conforme AR.
Certainement plus surprenant, S. Keith et T. Laakso [KL04] montrent que cette
condition est presque nécessaire au sens suivant. Pour une déﬁnition de l’espace
tangent d’un espace métrique, voir le Chapitre 4.
Théorème 1.3 (S. Keith et T. Laakso). Si Z est Q-régulier, Q > 1, et si
dimAR(Z) = dimH Z, alors il existe un espace tangent de Z qui admet une famille
de courbes de Q-module strictement positif.
Le module combinatoire est une version discrète du module analytique, mais
qui, contrairement à ce dernier, est indépendant de toute structure analytique. Il
est déﬁni en utilisant des recouvrements de X (voir le Chapitre 4) et donc dépend
seulement de la combinatoire d’un tel recouvrement.
Pour avoir un contrôle sur la combinatoire d’un recouvrement de X, il faut
lui imposer des conditions supplémentaires ; la plus naturelle pour étudier les inva-
riants par quasisymétrie est celle de «quasi-empilement» (voir [Haïss09]). Pour des
raisons techniques, on utilisera des recouvrement particuliers. Soit {Xi} une suite
croissante d’ensembles 10−i-séparés maximaux, et soit Uk le recouvrement par les
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boules B(x, 10−i) associées aux éléments x ∈ Xi. Etant donné p > 1, on lui associe
une suite {Mp,k}, où Mp,k est le p-module combinatoire de X à l’échelle k :
Mp,k = sup
i≥1
max
x∈Xi
Modp (Γi,k(x), Gi+k) ,
où Γi,k(x) est la famille des «courbes» dans le nerf Gi+k associé à Ui+k qui «joint» la
boule B(x, 10−i) avec le complémentaire de la boule B(x, L · 10−i) (voir le Chapitre
4 pour les déﬁnitions précises). En d’autres termes, le module Mp,k tient compte de
tous les «anneaux» de X qui ont un rapport de rayon ﬁxé L. Par exemple dans le cas
où X = C et p = 2, le module M2,k ≍ 2π(log(L))−1, c’est-à-dire qu’il est équivalent
au module conforme des couronnes de rapport L.
Dans cette thèse on s’intéresse au comportement asymptotique de la suite {Mp,k}
et à sa dépendance en p. Notamment on s’intéresse à l’exposant critique
Q := inf{p > 1 : lim inf
k
Mp,k = 0},
et à sa relation avec la dimension conforme AR.
1.7. Dimension conforme et dimension topologique. D’un certain point
de vue, la dimension conforme mesure le représentant le plus simple de la jauge
conforme d’un espace métrique. On remarque que la dimension topologique admet
une interprétation analogue : si (X, d) est un espace métrique, alors
dimT X = inf {dimH(X, d
′) : d′ ∈ JT (X, d)} ,
où JT (X, d) est la collection des distances d′ surX telles que id : (X, d)→ (X, d′) est
un homéomorphisme. Une question importante est de savoir sous quelles conditions
a-t-on dimARX = dimT X ? Notamment les cas dimT X = 0, 1 et 2.
La question est assez bien comprise quand la dimension topologique est zéro. Par
exemple, un théorème de Kovalev aﬃrme que la dimension conforme de Hausdorﬀ de
X est zéro dès qu’elle est strictement plus petite qu’un. Aussi (voir Chapitre 2) dans
le cas quasi-autosimilaire la dimension conforme AR est zéro dès que dimT X = 0.
Voir le Chapitre 5 pour un exemple d’ensemble de Cantor pour lequel la dimension
conforme AR est 2.
Le cas de dimension topologique un est moins clair. Un critère de P. Pansu
([Pan89], voir aussi [Bou95] Lemme 1.6) donne des bornes inférieures en termes
d’existence de familles «suﬃsamment riches» de courbes dans l’espace. Ceci permet
de donner un critère de dimension strictement plus grande qu’un quand l’espace n’a
pas de point de coupure locale quantitativement (voir [Mac10] ainsi que le Chapitre
2). Par exemple le tapis de Sierpiński vériﬁe cette condition.
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Quelques exemples sont connus où dimARX = 1. Un des premiers exemples non
triviaux à été donné par Pansu, voir l’exemple 6.7.2 du Chapitre 6. D’autres sont
donnés par certains IFS : le «antenna set» dans [BT01], le «triangle de Sierpiński»
due à Laakso et ses généralisations dans [TW06].
2. Organisation de la thèse et présentation des résultats
Cette thèse est essentiellement divisée en deux parties. La première, qui consiste
des Chapitres 2, 3, 4 et 5, est de nature plus abstraite et dans laquelle on étudie
la jauge et la dimension conforme AR d’un espace métrique compact, doublant et
uniformément parfait. Dans la deuxième partie, qui consiste des Chapitres 6 et 7, on
donne des applications des résultats généraux montrés dans la première partie aux
bords des groupes hyperboliques et aux répulseurs des revêtements ramiﬁés CXC.
2.1. Ensembles quasi-autosimilaires. Les exemples mentionnés ci-dessus,
les bords des groupes hyperboliques et les ensembles de Julia des fractions ra-
tionnelles hyperboliques, partagent la propriété d’être quasi-autosimilaires. Dans
le Chapitre 2, on rassemble quelques propriétés des ensembles quasi-autosimilaires,
notamment on montre le Corollaire 2.4 qui certiﬁe que JAR(X, d) 6= ∅. Dans la
Section 3 Corollaire 2.13 de ce chapitre, on montre en utilisant un critère dû à J.
Mackay [Mac10], qu’un espace métrique quasi-autosimilaire, localement connexe et
sans point de coupure locale a dimension conforme strictement plus grande que 1.
On ﬁnit par donner dans la Section 4 de ce chapitre quelques résultats connus sur
la dimension conforme des espaces quasi-autosimilaires.
2.2. Description de la jauge conforme. Le but du Chapitre 3 est de montrer
comment à partir d’une suite de discrétisations d’un espace métrique compact, on
peut construire des distances dans la jauge conforme (Ahlfors régulière) de dimension
contrôlée. Dans la section 1, on reproduit une construction de Bourdon et Pajot
[BP03] qui nous permet de voir la jauge conforme d’un espace métrique compact
(X, d) comme la jauge canonique du bord d’un espace hyperbolique. Dans la section
2, on utilise cette construction pour caractériser, dans le Théorème 3.3, la jauge
conforme (Ahlfors régulière) de (X, d). Finalement, dans les sections 3.1 et 3.2, on
donne des conditions suﬃsantes qui nous permettront de construire des distances
dans la jauge de dimension donnée (Théorème 3.10), et d’adapter les hypothèses du
Théorème 3.3 pour travailler avec le module combinatoire (Proposition 3.14).
2.3. Module combinatoire et dimension conforme. Le but du Chapitre 4
est de montrer comment calculer la dimension conforme AR d’un compact à l’aide
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du module combinatoire. Dans la Section 1, on déﬁnit l’exposant critique QN du mo-
dule combinatoire et on montre dans le Théorème 4.5 que QN est égal à la dimARX.
Associé aux faits que le module combinatoire est positif à l’exposant critique et est
majoré par le module des espaces tangents de X, on peut donner, dans la Section
2, une démonstration plus conceptuelle du théorème de Keith et Laakso (Corollaire
4.12). Dans la Section 3, on traite diﬀérentes déﬁnitions du module combinatoire.
Dans le Théorème 4.14, on donne des conditions métriques sur X qui nous per-
mettent de calculer la dimension conforme AR de X en utilisant l’exposant critique
QX , déﬁni à partir des «vraies» courbes de X, même lorsque X n’est pas connexe.
Enﬁn, dans le Corollaire 4.16, on montre que dans le cas L-quasi-autosimilaire, il
suﬃt de travailler avec le module des courbes de diamètre minoré. Ceci nous permet
aussi de donner, dans le Corollaire 4.17, des conditions sous lesquelles la dimension
conforme AR de X est égale au supremum des dimensions conformes AR de ses
composantes connexes.
2.4. Points de coupure locale et dimension conforme. Dans le Chapitre
5, on donne des conditions sur X qui impliquent que la dimension conforme Ahlfors
régulière de X est égale à 1. Ces conditions sont données en termes de points de
coupure locale (condition UBR). Dans la section 1, on montre que ces conditions
impliquent la connexité locale de X, et puis dans la section 2 on prouve un critère
général de dimension 1 (Proposition 5.9).
2.5. Applications. Le Chapitre 6 est motivé par la question suivante : quels
sont les groupes hyperboliques qui ont un bord à l’inﬁni de dimension conforme
Ahlfors régulière égale à 1 ? On étudie les conditions de séparation uniforme des
composantes données dans le Chapitre 4, pour montrer dans le Théorème 6.2 que
la dimension conforme AR de ∂G est égale au maximum des dimensions conformes
AR de ses composantes. Ceci nous permet de se rendre au cas des groupes à un
bout. On s’appuie sur l’étude, due à Bowditch [Bow98a], de la structure des points
de coupure locale des bords de groupes hyperboliques. En mettant en relation les
propriétés du scindement JSJ avec la propriété UBR sur les points de coupure locale
du Chapitre 5, on déduit dans le Théorème 6.5, un critère pour dimAR ∂G = 1.
Dans le Chapitre 7, on applique le critère 5.9 pour estimer la dimension conforme
AR des ensembles limites de revêtement ramiﬁés top. CXC. Dans la Proposition
7.6 et le Théorème 7.7, on donne des condition suﬃsantes qui impliquent qu’un
tel ensemble limite vériﬁe les conditions UBR et LC. Enﬁn, dans la Section 2.2,
on utilise la théorie des ﬁbres et des puzzles pour montrer (Corollaire 7.12) que
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l’ensemble de Julia d’un polynôme semi-hyperbolique est de dimension conforme
AR égale à 1 dès qu’il est connexe. On montre aussi, dans le cas des fractions
rationnelles hyperboliques, que l’existence d’un puzzle suﬃt pour conclure que la
dimension conforme AR est un.
Dans le dernier chapitre (Chapitre 8) le lecteur trouvera un bilan des résultats
de cette thèse et quelques perspectives.
Notations générales
Dans tout le texte sauf explicitement mentionné, X désigne un espace métrique
compact, doublant et uniformément parfait. On note dimH X la dimension de Haus-
dorﬀ de X et dimT X sa dimension topologique. Aussi Z représentera un espace
métrique hyperbolique au sens de Gromov, géodésique et propre.
La distance entre deux sous-ensembles A et B d’un espace métrique est notée
dist(A,B) := inf{d(x, y) : x ∈ A, y ∈ B}.
On note la boule centrée en x ∈ X et de rayon r > 0 par B(x, r) = {y ∈ X :
d(x, y) < r}. Par le r-voisinage Vr(A) de A, on entend la réunion des boules centrées
sur A de rayon r. Le diamètre de A est noté diamA. La distance de Hausdorﬀ entre
A et B est
distH(A,B) := min{∂(A,B), ∂(B,A)},
où ∂(A,B) = inf{r > 0 : A ⊂ Vr(B)}. La distance relative entre A et B est
∆(A,B) :=
dist(A,B)
min{diamA, diamB}
.
Un sous-ensemble S de X est dit ǫ-séparé, où ǫ > 0, si pour toute paire de points x
et y de S on a d(x, y) ≥ ǫ.
Si f(r) et g(r) son deux quantités, on dit qu’elles sont comparables et on le
note f(r) ≍ g(r), s’il existe une constante C, qui ne dépend pas de r, telle que
C−1f(r) ≤ g(r) ≤ Cf(r). Si seulement la deuxième inégalité est vraie, on note
g(r) . f(r). De manière analogue, on dit que f(r) et g(r) diﬀère d’une constante
additive et on le note g(r) = f(r) + O(1), s’il existe une constante C telle que
|g(r)− f(r)| ≤ C.

CHAPITRE 2
Ensembles quasi-autosimilaires
La déﬁnition des ensembles quasi-autosimilaires donnée en Déﬁnition 2.1 est
motivée par le dictionnaire de Sullivan. Elle permet d’obtenir des énoncés généraux
sur les propriétés métriques des bords des groupes hyperboliques, et des ensembles
de Julia de fractions rationnelles hyperboliques. Dans cette partie on rassemble
quelques propriétés des ensembles quasi-autosimilaires. Bien que la plupart soient
essentiellement connues, il n’est pas toujours facile de trouver des références précises.
Aussi, comme nous travaillons avec une déﬁnition de l’autosimilitude légèrement plus
générale que d’autres, nous avons trouvé pertinent de donner leurs démonstrations.
Dans le premier paragraphe, on montre que la jauge Ahlfors-régulière est non vide
(Corollaire 2.4). Dans la section 3 Corollaire 2.13, on montre en utilisant un critère
dû à J. Mackay [Mac10], qu’un espace métrique quasi-autosimilaire, localement
connexe et sans points de coupure locale est de dimension conforme strictement plus
grande que 1. On ﬁnit par donner dans la section 4 quelques exemples et résultats
connus sur la dimension conforme des espaces quasi-autosimilaires.
1. Définition et premières propriétés métriques
On commence par la déﬁnition suivante.
Définition 2.1 (Ensemble quasi-autosimilaire). Soit X un espace métrique
compact. On dit que X est quasi-autosimilaire s’il existe :
r0, c0 > 0 et η : R→ R fonction de distorsion, (2.1.1)
tels que pour tous x ∈ X et 0 < r ≤ diam X, il existe un plongement ouvert
η-quasisymétrique φ : B(x, r)→ X tel que
φ (B(x, r)) ⊃ B(φ(x), r0) et diamB(φ(x), r0) ≥ c0. (2.1.2)
On notera φ : B(x, r)→ U avec U := φ (B(x, r)). Le principe derrière la notion
d’auto-similitude est le suivant : elle permet de changer d’échelle avec distorsion
bornée. Elle permet notamment de quantiﬁer des propriétés qualitatives.
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Cette déﬁnition est invariante par quasisymétrie. C’est-à-dire, si X est quasi-
autosimilaire et f : X → X ′ est un homéomorphisme quasisymétrique, alors X ′ est
aussi quasi-autosimilaire. En eﬀet, on peut trouver des constantes r′0 et c
′
0 telles que
les homéomorphismes φ′ := f ◦ φ ◦ f−1 vériﬁent la Déﬁnition 2.1 pour X ′.
On montre dans les lemmes suivants que les jauges conformes des ensembles
quasi-autosimilaires ont de bonnes propriétés pour considérer leur dimension conforme
Ahlfors régulière. Plus précisément, on montre dans le Corollaire 2.4 que JAR(X, d) 6=
∅ si X est quasi-autosimilaire.
Lemme 2.2. Si X est quasi-autosimilaire, alors X est uniformément parfait.
Démonstration. On prouve premièrement que X est parfait. Soient x ∈ X,
0 < r ≤ diam X et φ : B(x, r)→ U η-quasisymétrique donné par la Déﬁnition 2.1.
Comme diam B(φ(x), r0) ≥ c0, il existe y ∈ B(φ(x), r0) tel que d(φ(x), y) ≥ c0/2.
Alors φ−1(y) ∈ B(x, r) \ {x}, et donc X est parfait.
Comme X est compact et parfait, on a la propriété suivante : pour tout r > 0
il existe une constante d0 = d0(r) tel que diam B(x, r) ≥ d0 pour tout x ∈ X.
Sinon, pour chaque n ≥ 1, il existe xn ∈ X tel que diam B(xn, r) ≤ 1/n. En
prenant une sous-suite on peut supposer que xn tend vers un point x ∈ X. Il existe
y ∈ B(x, r/2) \ {x} car X est parfait. Soit δ = d(y, x) > 0, alors y ∈ B(xn, r) pour
n suﬃsamment grand, et donc δ ≤ d(x, xn) + 1n qui est une contradiction.
Supposons que X n’est pas uniformément parfait. Alors pour chaque n ≥ 1, il
existe xn ∈ X et 0 < rn ≤ diamX tels queB(xn, rn)\B(xn, rn/n) = ∅. En prenant rn
maximal avec cette propriété, on peut supposer qu’il existe yn tel que d(yn, xn) = rn.
Pour chaque n on sait qu’il existe φn : B(xn, 2rn) → X η-quasisymétrique tel que
Un := φn(B(xn, 2rn)) ⊃ B(xˆn, r0), où xˆn = φn(xn). On note Bn = B(xn, rn) et
yˆn = φn(yn). On sait que diam B(xˆn, r0) ≥ c0, donc il existe zˆn ∈ B(xˆn, r0) tel que
d(zˆn, xˆn) ≥ c0/2.
Nous allons montrer que
dist (xˆ, φ (2Bn \Bn)) ≥ c, où c :=
c0
2η(2)
. (2.1.3)
On montre premièrement que diam φn
(
1
n
Bn
)
→ 0 quand n → +∞. En eﬀet,
diam 2Bn ≥ d(yn, xn) = rn et donc
diam φn
(
1
n
Bn
)
diam φn(2Bn)
≤ η
(
2
diam 1
n
Bn
diam 2Bn
)
≤ η
(
4
n
)
→ 0, quand n→ +∞.
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Figure 2.1. Démonstration du Lemme 2.2
En particulier, si on note zn ∈ 2Bn la préimage de zˆn, on a zn ∈ 2Bn\Bn = 2Bn\ 1nBn
pour n assez grand.
Soit y ∈ 2Bn \ Bn et notons yˆ = φ(y). Si yˆ = zˆn alors d(yˆ, xˆ) ≥ c0/2. Donc on
peut supposer yˆ 6= zˆn. Alors
d(zˆn, xˆn)
d(yˆ, xˆn)
≤ η
(
d(zn, xn)
d(y, xn)
)
≤ η
(
2rn
rn
)
= η(2), (2.1.4)
et on obtient d(yˆ, xˆn) ≥ c02η(2) = c. Cela montre (2.1.3).
On peut supposer c ≤ r0 de sorte que B(xˆn, c/2) ⊂ φn(2Bn). En fait, on a
B(xˆn, c/2) ⊂ φn(Bn) = φn
(
1
n
Bn
)
qui est une contradiction car diam B(xˆn, c/2) ≥
d > 0 où d = d(c/2). 
Proposition 2.3. Si X est quasi-autosimilaire, alors X est doublant.
Démonstration. Comme X est compact, on a la propriété suivante : il existe
une constante N = N(R, n) telle que si K ⊂ X avec diam K ≥ R, alors il existe Bi,
i = 1, . . . , k, des boules fermées centrées en des points de K avec k ≤ N , telles que
K ⊂
k⋃
i=1
Bi, diam Bi ≤
R
n
≤
diam K
n
. (2.1.5)
En eﬀet, soient R > 0 et n ≥ 1 ﬁxés. Par compacité,X est recouvert par une quantité
ﬁnie N de boules B(xi, R/4n), où xi ∈ X pour 1 ≤ i ≤ N . On peut réindexer les
xi de sorte que {1 ≤ i ≤ N : B(xi, R/4n) ∩ K 6= ∅} soit égale à {1, . . . , k}. Pour
1 ≤ i ≤ k on prend yi ∈ B(xi, R/4n)∩K, et on a B(xi, R/4n) ⊂ B(yi, R/2n) = Bi.
Alors K ⊂
⋃k
i=1Bi.
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Soient maintenant K ⊂ X et x ∈ K. On note r = diam K de sorte que
K ⊂ B(x, r). Il existe φ : B = B(x, r) → X plongement η-quasisymétrique avec
diamφ(B) ≥ c0 > 0. On a diamBdiamK ≤
2r
r
= 2, et cela implique
1
2η(2)
≤
(
2η
(
diamB
diamK
))−1
≤
diamφ(K)
diamφ(B)
.
En conclusion, on a diam φ(K) ≥ R = c0
2η(2)
. Pour chaque n ≥ 1, soit Cn = N(R, n)
la constante telle que (2.1.5) est vériﬁée. Du coup, il existe B1, . . . , Bk des boules
fermées centrées sur φ(K), avec k ≤ Cn, diam Bi ≤ R/n et φ(K) ⊂
⋃k
i=1Bi.
Soient Ki = φ−1(Bi ∩ φ(K)), i = 1, . . . , k. Alors
diam Ki
diam K
=
diam φ−1
(
Bi ∩ φ(K)
)
diam φ−1 (φ(K))
≤ η−1
(
2
diam(Bi ∩ φ(K))
diam φ(K)
)
≤ η−1
(
2
R/n
R
)
= η−1
(
2
n
)
,
où η−1 est la fonction de distorsion de φ−1. On choisit n ≥ 1 tel que η−1
(
2
n
)
≤ 1/2,
et on obtient diam Ki ≤ diam K/2. La constante Cn dépend seulement de n et R,
lesquels dépendent seulement de η et c0. Cela montre que X est doublant. 
Comme conséquence du Corollaire 14.15 de [Hei01] on obtient le corollaire sui-
vant.
Corollaire 2.4. La jauge conforme Ahlfors régulière d’un espace métrique
quasi-autosimilaire est non vide.
On établit maintenant une propriété générale qui nous sera utile dans la suite.
Soient x ∈ X, 0 < r ≤ diam X et φ : B(x, r) → U ⊂ X comme dans la Déﬁnition
2.1. Pour s ∈ (0, r) on note
ℓs := inf {d(φ(z), φ(x)) : z ∈ B(x, r) \B(x, s)} . (2.1.6)
On remarque que ℓs = +∞ si B(x, r) \ B(x, s) = ∅. On note cP = C
−1
P , où on
rappelle que CP ≥ 1 est la constante de perfection uniforme de X. Si s ∈ (0, cP r),
alors ∅ 6=
(
B(x, c−1P s) \B(x, s)
)
⊂ B(x, r). Soit ys ∈ B(x, c
−1
P s) \ B(x, s), alors
ℓs ≤ d(φ(ys), φ(x)). Aussi on a
d(φ(ys), φ(x))
diam U
≤ η
(
2
d(ys, x)
diam B(x, r)
)
≤ η
(
2
c2P
s
r
)
.
Par conséquent,
ℓs ≤ η
(
2
c2P
s
r
)
· diam X, (2.1.7)
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Uxˆ
x
φ
r
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r0
ℓs
Figure 2.2. D’après le Lemme 2.5 il faut prendre s ≤ α · r pour
avoir B(xˆ, ℓs) ⊂ U . Cette ﬁgure ébauche une situation dans laquelle
ℓs ≥ r0.
et donc ℓs ≤ r0 dès que s ≤ α · r, où
α := η
( r0
diam X
)
·
c2P
2
. (2.1.8)
On note aussi
Ls := sup {d(φ(z), φ(x)) : z ∈ B(x, s)} .
On remarque que Ls/ℓs ≤ η(1). Comme U ∩B(φ(x), ℓs) ⊂ φ(B(x, s)) et B(φ(x), r0)
est contenue dans U , l’image de B(x, r) par φ, on obtient le lemme suivant.
Lemme 2.5. Il existe une constante α ∈ (0, 1) telle que si x ∈ X, 0 < r ≤ diam X
et φ : B(x, r)→ U ⊂ X est donné par la Déﬁnition 2.1, alors
B (φ(x), ℓs) ⊂ φ (B(x, s)) ⊂ B (φ(x), η(1)ℓs) , (2.1.9)
pour tout s ∈ [0, αr].
On ﬁnit cette partie par quelques remarques sur la classe particulière des en-
sembles quasi-autosimilaires pour lesquels la fonction de distorsion η : R+ → R+
dans la Déﬁnition 2.1 est linéaire : η(t) = C · t.
Dans ce cas, il existe une constante L0 ≥ 1 telle que pour tous x ∈ X et
0 < r ≤ diam X, si φ : B(x, r) → U ⊂ X est l’homéomorphisme donné par la
Déﬁnition 2.1, alors φ est L0-bi-Lipschitz, si on utilise la distance d normalisée par
le rayon r dans la boule B(x, r).
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En eﬀet, on choisit y ∈ B(x, r) \ B(x, cP r) et on considère z, z′ ∈ B(x, r). D’un
côté, on a
d(φ(z), φ(z′)) =
d(φ(z), φ(z′))
d(φ(z), φ(x))
·
d(φ(z), φ(x))
d(φ(y), φ(x))
· d(φ(y), φ(x))
≤ C2 ·
d(z, z′)
d(z, x)
·
d(z, x)
d(y, x)
· d(φ(y), φ(x))
=
(
C2 ·
d(φ(y), φ(x))
d(y, x)
)
· d(z, z′).
Comme d(φ(y), φ(x)) ≤ diam X et d(y, x) ≥ cP · r, on obtient
d(φ(z), φ(z′)) ≤
(
C2diam X
cP
)
·
d(z, z′)
r
. (2.1.10)
De manière analogue, on a
d(φ(z), φ(z′)) ≥
(
c0
2C2η(c−1P )
)
·
d(z, z′)
r
. (2.1.11)
On résume cette propriété dans la déﬁnition suivante qui apparaît dans [Kle06] et
[BouK10].
Définition 2.6. On dit que X est L-quasi-autosimilaire si la fonction de distor-
sion η est linéaire. C’est-à-dire, il existe une constante L0 ≥ 1 telle que : pour tout
0 < r ≤ diam X et pour tout x ∈ X, il existe un ouvert U ⊂ X et une application
φ :
(
B(x, r), d
r
)
→ (U, d) bi-Lipschitz de constante L0.
Deux exemples très importants d’ensembles L-quasi-autosimilaires sont les bords
des groupes hyperboliques et les ensembles de Julia des fractions rationnelles hyper-
boliques. On repousse la preuve de ces deux aﬃrmations aux sections 3 du Chapitre
6 (Proposition 6.8) et 2.2 du Chapitre 7 respectivement. D’autres exemples d’espaces
L-quasi-autosimilaires sont le triangle et le tapis de Sierpiński, l’éponge de Menger
et d’autres fractales classiques.
2. Sur la connexité locale
On rappelle la déﬁnition suivante.
Définition 2.7 (Connexité locale). Soit X connexe. Pour x, y ∈ X on déﬁnit
δ(x, y) := inf{diam J : J est un continuum avec x, y ∈ J}. (2.2.1)
Pour r > 0 soit
h(r) := sup{δ(x, y) : d(x, y) ≤ r}. (2.2.2)
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Alors on dit que X est localement connexe si h(r)→ 0 quand r → 0. La fonction h
est un module de connexité locale.
La version quantitative de la connexité locale est la suivante.
Définition 2.8 (Connexité linéaire). On dit que X est linéairement connexe
(LC) s’il existe une constante Cℓ ≥ 1 telle que pour tous x ∈ X et 0 < r ≤ diamX,
tous y, z ∈ B(x, r) appartiennent à un sous-ensemble connexe de X contenue dans
B (x, Cℓr).
La déﬁnition implique que X est connexe et localement connexe, et que l’on
peut choisir le module de connexité locale linéaire. Donc, si X est compact, elle im-
plique aussi que X est localement connexe par arcs. On peut donner l’interprétation
suivante : si on suppose que X est LC, alors on peut déﬁnir la distance
d1(x, y) = inf{diam γ : γ est une courbe qui joint x et y},
qui est bi-Lipschitz équivalente à d : d ≤ d1 ≤ Cℓd. Pour la métrique d1, toute boule
Bd1(x, r) avec x ∈ X et r > 0 est connexe par arcs.
Remarque. La propriété d’être localement connexe n’est pas une conséquence di-
recte de la connexité quand X est quasi-autosimilaire, par cause de l’absence de
«transitivité» dans la Déﬁnition 2.1. Par exemple, soit X ⊂ R2 l’ensemble
X := ∂([0, 1]× [0, 1]) ∪
⋃
k≥1
[0, 1]× {1/2k}.
Alors X est connexe et quasi-autosimilaire, mais n’est pas localement connexe.
1/2
1/4
1
0
0 1
1/8
Figure 2.3. Exemple d’un ensemble quasi-autosimilaire connexe qui
n’est pas localement connexe.
Proposition 2.9. Si X est quasi-autosimilaire et localement connexe, alors X
est LC.
Démonstration. On a la propriété suivante : pour tout r0 > 0, il existe une
constante K0 = K(r0) ≥ 1 telle que pour tous a ∈ X et r0 ≤ r ≤ diam X, si x, y ∈
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B (a, r/K0), alors il existe un arc J ⊂ B(a, r) qui joint x et y. En eﬀet, si B(a, r)
est une boule de X, on sait que tous x, y ∈ B(a, r) peuvent se connecter par un arc
contenu dans B(a, r + h(2r)). Soit δ > 0 tel que si r ≤ δ on a r + h(2r) < r0. Alors
si on prend r0 ≤ r ≤ diamX, toute paire de points x, y ∈ B(a, δ) peut se connecter
par un arc dans B(a, r0) ⊂ B(a, r). Du coup, il suﬃt de prendre K0 = diam Xδ .
Soit r > 0 arbitraire. On sait qu’il existe un plongement η-quasisymétrique
φ : B = B(a, r) → X avec φ(B(a, r)) ⊃ B(aˆ, r0), où aˆ = φ(a). Toute paire de
points xˆ, yˆ ∈ B (aˆ, r0/K0) peut se connecter par un arc dans B(aˆ, r0). Soit A =
φ−1 (B(aˆ, r0/K0)). D’un côté on sait que
r0/K0
diam X
≤
diam φ(A)
diam φ(B)
≤ η
(
2
diam A
diam B
)
,
et alors diam A ≥ c · diam B ≥ cr avec c := 1
2
η−1
(
r0
K0diam X
)
. D’un autre côté, on
sait qu’il existe s > 0 tel que B(aˆ, s) ⊂ A ⊂ B(aˆ, η−1(1)s). Mais comme 2η−1(1)s ≥
diam A, on a s ≥ 1
K1
r où K1 =
2η−1(1)
c
. Comme toute paire de points de A peut
se connecter par un arc dans B(a, r), c’est en particulier vrai pour toute paire de
points de B(a, r/K1). 
Remarque. Quand X n’est pas connexe, des arguments analogues montrent qu’il
existe une constante Cℓ ≥ 1 telle que chaque composante connexe de X est LC de
constante Cℓ, si X vériﬁe les hypothèses suivantes :
– φ préserve les composantes connexes de X : si Y est une composante connexe
de X et φ : B → U est une application donnée par la Déﬁnition 2.1, alors
φ(Y ∩ B) ⊂ Y ′, où Y ′ est une composante connexe de X.
– chaque composante connexe de X est localement connexe, et
– le diamètre des composantes connexes de X tend vers zéro : pour tout δ > 0,
seulement une quantité ﬁnie de composantes connexes de X ont un diamètre
plus grand que δ.
Si le diamètre des composantes connexes de X ne tend pas vers zéro, alors le ré-
sultat est faux. En eﬀet, il existe des ensemble de Julia de fractions rationnelles
hyperboliques, ayant une composante connexe qui n’est même pas LC [PT00].
3. Ensembles quasi-autosimilaires sans point de coupure locale
On rappelle que x est un point de coupure de X s’il sépare deux points de
X ; il est un point de coupure locale s’il existe un ouvert connexe U ⊂ X qui le
contient et tel que U \ {x} n’est pas connexe. La déﬁnition suivante, qui est une
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version quantitative de la non existence des points de coupure locale, apparaît dans
[Mac10] Déﬁnition 3.2.
Définition 2.10 (ALC). On dit que X n’a pas de point de coupure locale quan-
titativement s’il existe une constante L ≥ 1 telle que :
(1) X est LC de constante L et
(2) pour tous p ∈ X, r > 0 et x, y ∈ A(p, r, 2r) il existe un continuum J ⊂
A(p, r/L, 2Lr) qui contient x et y, où A(p, r, R) = B(p,R) \B(p, r).
Il faut remarquer que, quitte à remplacer L par une constante plus grande dans la
déﬁnition, le point 2 implique le point 1 ; voir les commentaires d’après la Déﬁnition
3.2 dans [Mac10]. Si G est un groupe hyperbolique de bord connexe et sans point de
coupure locale, alors ∂G n’a pas de point de coupure locale quantitativement (voir la
preuve du Corollaire 1.2 dans [Mac10]). Dans la Proposition 2.12, on montre que ce
résultat est aussi vrai dans le cadre plus général des ensembles quasi-autosimilaires.
On a besoin du lemme suivant.
Lemme 2.11. Supposons que X est LC de constante L. Soient p ∈ X, 0 < s <
r ≤ diam X et x, y ∈ B(p, r) \ B(p, s). Si d(x, y) ≤ 1
2L
d(x, p), alors il existe un arc
J qui joint x et y contenu dans l’anneau A(p, s/2, 2r).
Démonstration. Supposons que d(x, y) ≤ 1
2L
d(x, p). Alors on sait qu’il existe
un arc J qui joint x et y avec diam J ≤ Ld(x, y) ≤ 1
2
d(x, p). Pour w ∈ J on a
d(x, p) ≤ diam J + d(w, p) ≤
1
2
d(x, p) + d(w, p).
Donc d(w, p) ≥ 1
2
d(x, p) ≥ s/2. Cela implique que J ∩ B(p, s/2) = ∅. Aussi on a J
contenu dans B(p, 2r). 
Proposition 2.12. Si X est quasi-autosimilaire, localement connexe, et sans
point de coupure local, alors X n’a pas de point de coupure locale quantitativement.
Démonstration. Supposons que X ne vériﬁe pas la condition ALC. Alors pour
chaque n ≥ 1 il existe xn, yn, pn ∈ X, rn > 0 avec xn, yn ∈ A(pn, rn, 2rn) tels que xn
et yn ne peuvent pas se connecter dans A(pn, rn/n, 2nrn).
Soit L′ = α−1L, où α ∈ (0, 1) est donné par le Lemme 2.5 et L est la constante
de LC. Pour chaque n ≥ 1, soit φn : B(pn, 2L′rn) → Un ⊂ X le plogement η-
quasisymétrique donné par la Déﬁnition 2.1, tel que Un ⊃ B(pˆn, r0), où pˆn = φn(pn).
On note xˆn = φn(xn) et yˆn = φn(yn).
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pn φ
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yn
J2
J1
rn/n
2Lrn
ℓn
ℓn/L
′
bˆn
aˆn
Figure 2.4. Démonstration de la Proposition 2.12
On sait d’après le Lemme 2.5 que pour chaque n ≥ 1, il existe ℓn > 0 tel que
B(pˆn, ℓn) ⊂ φn(B(pn, 2Lrn)) ⊂ B(pˆn, η(1)ℓn). De plus,
diam φn(B(pn, 2Lrn))
diam Un
≥
(
η
(
2
diam B(pn, 2L
′rn)
diam B(pn, 2Lrn)
))−1
≥ η
(
4L′rn
2Lrn
)−1
= η
(
2α−1
)−1
,
et donc ℓn ≥ c · r0, où c =
cP η(2α
−1)
2η(1)
. Si on considère la composante connexe de
B(pn, 2Lrn) qui contient pn, elle contient B(pn, 2rn), et donc contient aussi xn et
yn. Alors il existe un arc J1 qui joint xn et pn dans B(pn, 2Lrn), et un autre J2 qui
joint yn à pn. Soient Jˆ1 et Jˆ2 les images de J1 et J2 par φn. Soient alors aˆn et bˆn les
premiers points d’intersection de Jˆ1 et Jˆ2 avec ∂B(pˆn, ℓn/L′) respectivement.
Tout arc J contenu dans B(pˆn, ℓn), qui joint aˆn et bˆn, doit nécessairement in-
tersecter l’image par φn de B(pn, rn/n) 1. Sinon, en prenant la préimage par φn, on
obtiendrait un arc qui joindrait xn et yn contenu dans B(pn, 2Lrn) et qui ne passerait
pas par B(pn, rn/n).
D’après le Lemme 2.11 (avec r = ℓn et s = ℓn/L′), il existe une constante N
suﬃsamment grande telle que
d(aˆn, bˆn) ≥
1
N
d(aˆn, pˆn).
Car sinon on aurait un arc J qui joindrait aˆn et bˆn dans B(pˆn, ℓn) mais qui ne
passerait pas par φn(B(pn, rn/n)), et donc une contradiction.
1. On remarque aussi que diamφn(B(pn, rn/n))→ 0 quand n→ +∞.
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Donc on a d(aˆn, bˆn) & ℓn. En prenant une sous-suite, on peut supposer que
pˆn → pˆ, aˆn → aˆ, bˆn → bˆ et que ℓn → ℓ ≥ c · r0. On sait alors que pˆ, aˆ et bˆ sont trois
points distincts.
De plus aˆ et bˆ appartiennent à B(pˆ, ℓ/L), et donc appartiennent à la composante
connexe (qui est un ouvert connexe) de B(pˆ, ℓ) qui contient pˆ. Comme X n’a pas
de point de coupure locale, il existe un arc J qui joint aˆ et bˆ dans cette composante
connexe, mais qui ne passe pas par pˆ. Comme J est contenu dans la boule B(pˆ, ℓ), on
a J ⊂ B(pˆn, ℓn) pour n suﬃsamment grand. Alors, si on note δ := dist(pˆ, J) > 0, on
a J ∩ φn(B(pn, rn/n)) = ∅ pour n suﬃsamment grand. En joignant aˆn à aˆ et bˆn à bˆ
avec de petits arcs, on obtient un arc qui joint aˆn et bˆn sans couper φn(B(pn, rn/n))
qui est une contradiction. Cela ﬁnit la preuve de la proposition. 
D’après le Théorème 1.1 de [Mac10], si X est un espace métrique complet,
doublant et qui vériﬁe la condition ALC, alors la dimension conforme (de Hausdorﬀ)
deX, et en particulier sa dimension conforme AR, est strictement plus grande qu’un.
Comme corollaire on obtient
Corollaire 2.13. Soit X un espace métrique quasi-autosimilaire, localement
connexe et sans point de coupure locale. Alors dimARX > 1.
4. Deux exemples : les cercles et les ensembles de Cantor QAS
On ﬁnit ce chapitre avec deux exemples, bien connus, dont la notion d’autosimi-
litude permet de décrire leurs jauges conformes : l’ensemble triadique de Cantor et
le cercle.
On commence par étudier les ensembles de Cantor quasi-autosimilaires, c’est-à-
dire les espaces métriques quasi-autosimilaires qui sont totalement discontinus. On
rappelle que X est totalement discontinu si les composantes connexes de X sont
des points. On note CantorQAS la collection de ces espaces. La déﬁnition suivante
apparaît dans [DS97] Chapitre 15, voir aussi [MT10].
Définition 2.14. On dit que X est uniformément discontinu s’il existe une
constante C ≥ 1 tel que pour tous a ∈ X et 0 < r ≤ diam X il existe A ⊂ X tel que
B(a, r/C) ⊂ A ⊂ B(a, r) et dist(A,X \ A) ≥ r/C
Remarque. Comme la distance de A à son complémentaire est strictement posi-
tive, A est ouvert et fermé. En particulier, X est totalement discontinu. Pour une
généralisation de cette déﬁnition voir la Remarque 2 qui suit le Théorème 4.14.
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Figure 2.5. Démonstration de la Proposition 2.15.
Proposition 2.15. Si X est quasi-autosimilaire et totalement discontinu, alors
X est uniformément discontinu.
Démonstration. On montre premièrement que la Déﬁnition 2.14 est vériﬁée
à grande échelle. Soit r0 > 0 ﬁxé, et supposons qu’il existe des suites rn ≥ r0 et
xn ∈ X, tels que pour tout A ⊂ X avec B(xn, rn/n) ⊂ A ⊂ B(xn, rn), on ait
dist(A,X \ A) ≤ rn/n. En prenant des sous-suites si nécessaire, on peut supposer
que xn tend vers un point x ∈ X.
Comme X est totalement discontinu, il existe A ⊂ X ouvert et fermé, tel que
x ∈ A et A ⊂ B(x, r0/2). En particulier, comme A est ouvert et fermé, il existe
δ > 0 tel que B(x, δ) ⊂ A et dist(A,X \ A) ≥ δ.
Donc pour n suﬃsamment grand on a
(1) B(x, r0/2) ⊂ B(xn, rn),
(2) rn
n
≤ diamX
n
≤ δ et donc B(xn, rn/n) ⊂ B(x, δ) ⊂ A,
qui est une contradiction.
Soit maintenant 0 < r < r0, et r′ = α−1 · r où α ∈ (0, 1) est donné par le
Lemme 2.5. On sait qu’il existe φ : B2r′ := B(x, 2r′) → X, η-quasisymétrique tel
que φ(B2r′) ⊃ Br0 := B(xˆ, r0), où xˆ = φ(x).
Soit Bˆ = φ(Br), d’après le Lemme 2.5, il existe s0 > 0 tel que B(xˆ, s0) ⊂ Bˆ ⊂
B(xˆ, η(1)s0). Soit CP ≥ 1 la constante de perfection uniforme de X. Comme
diam Bˆ
diam φ(B2r′)
≥
(
2η
(
diam B2r′
diamBr
))−1
≥
(
2η
(
4r′
r/CP
))−1
,
on a s0 ≥ c · r0 avec c :=
cP
4η(1)η(4CPα−1)
.
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On sait aussi qu’il existe Aˆ ⊂ X tel que B(xˆ, s0/K) ⊂ Aˆ ⊂ B(xˆ, s0) et
dist(Aˆ,X \ Aˆ) ≥ s0/K.
Soit A = φ−1(Aˆ), et soit s1 > 0 tel que
B(x, s1) ⊂ φ
−1(B(xˆ, s0/K)) ⊂ B(x, η−1(1)s1).
Donc 2η−1(1)s1 ≥ diamφ−1(Bs0/K). Alors
c0r0
CPKdiam X
≤
s0
CPKdiam X
≤
diam Bs0/K
diam φ(B2r′)
≤ η
(
2
diam φ−1(Bs0/K)
diam B2r′
)
,
d’où on obtient
diam φ−1(Bs0/K) ≥ η
−1
(
c0r0
CPKdiam X
)
r
CP
.
Donc il existe une constante c1 > 0 tel que s1 ≥ c1 · r.
Soient maintenant a ∈ A et b ∈ X \ A tels que d(a, b) = dist(A,X \ A). Si
b /∈ B2r′ , alors comme A ⊂ Br, on a dist(A,X \ A) ≥ r. Sinon, soient aˆ = φ(a) et
bˆ = φ(b). Alors
s0
Kdiam X
≤
d(aˆ, bˆ)
d(xˆ, bˆ)
≤ η
(
d(a, b)
d(x, b)
)
.
Mais comme s1 ≤ d(x, b) on a d(a, b) & s1 & r. Cela ﬁnit la preuve. 
Comme tous les espaces X quasisymétriques à l’ensemble triadique de Cantor
de l’intervalle [0, 1] sont quasi-autosimilaires, d’après la Proposition 2.15 on peut
énoncer ainsi le théorème suivant de David et Semmes (voir [DS97] Proposition
15.11) :
Théorème 2.16 (David-Semmes). Soit C l’ensemble triadique de Cantor de l’in-
tervalle [0, 1]. Alors la jauge conforme de C est donnée par
J (C) = CantorQAS. (2.4.1)
En particulier, la dimension conforme de tout ensemble de Cantor quasi-autosimilaire
est égale à zéro.
Il existe aussi une caractérisation similaire de la jauge conforme du cercle S1 :=
{z ∈ C : |z| = 1}. En eﬀet, nommons tout espace métrique quasi-autosimilaire ho-
méomorphe au cercle S1 un cercle quasi-autosimilaire. On note cette collection d’es-
paces par CercleQAS. D’après les Propositions 2.3 et 2.9 un cercle quasi-autosimilaire
est doublant et LC. Par conséquent, on peut énoncer de la façon suivante le théorème
de Tukia et Väisälä [TV] :
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Théorème 2.17. La jauge conforme du cercle S1 est donnée par J (S1) =
CercleQAS. En particulier, la dimension conforme de tout cercle quasi-autosimilaire
est égale à 1.
On remarque qu’une caractérisation de ce type est fausse en général. Par exemple,
il existe une inﬁnité de tapis de Sierpiński quasi-autosimilaires qui ne sont pas qua-
sisymétriquement équivalents ; voir [B06] pour une exposition détaillée à propos des
propriétés quasisymétriques du tapis de Sierpiński. Voir aussi [HP10] pour une in-
ﬁnité d’exemples d’ensembles de Julia de fractions rationnelles expansives, homéo-
morphes au tapis de Sierpiński, qui ne sont pas quasisymétriquement équivalents
entre eux.
CHAPITRE 3
Jauge conforme des espaces métriques compacts
Le but de cette partie est de montrer comment à partir d’une suite de discrétisa-
tions d’un espace métrique compact, on peut construire des distances dans la jauge
conforme (Ahlfors régulière) de dimension contrôlée. Pour construire des distances
dans la jauge on utilise des outils et constructions de la géométrie des espaces hyper-
boliques au sens de Gromov. Cette approche est basée sur l’hyperbolicité des points
de vue d’un espace compact. Par points de vue, on veut dire les boules de l’espace,
dans le sens qu’une boule représente un «instantané» de l’espace en un certain point
et à une certaine échelle. La terminologie provient de l’anglais «snapshot» utilisée
par S. Semmes dans [S01].
Dans la section 1 on reproduit une construction de Bourdon et Pajot (qui est
inspirée d’une construction voisine dû à G. Elek, voir [Elek97]) qui nous permet de
voir la jauge conforme d’un espace métrique compact (X, d) comme la jauge cano-
nique du bord d’un espace hyperbolique (Proposition 3.1). Cet espace hyperbolique
est un graphe qui reﬂète la combinatoire des boules de (X, d). Dans la section 2, on
utilise cette construction pour caractériser, dans le Théorème 3.3, la jauge conforme
(Ahlfors régulière) de (X, d). Finalement, dans les sections 3.1 et 3.2, on donne des
conditions suﬃsantes qui nous permettront de construire des distances dans la jauge
de dimension donnée (Théorème 3.10), et d’adapter les hypothèses du Théorème 3.3
pour travailler avec le module combinatoire (Proposition 3.14).
1. Structure hyperbolique des points de vue d’un espace compact
1.1. Construction du graphe. On suppose dans la suite que X est doublant,
uniformément parfait et diamX < 1. La construction suivante apparaît dans [BP03]
section 2.1. Soient a > 1 et λ ≥ 2, les constructions qui suivent dépendent de ces
deux paramètres. Pour k ≥ 0 on note Sk un sous-ensemble a−k-séparé maximal deX.
Par déﬁnition, Sk :=
{
Bk(x) := B(x, a
−k) : x ∈ Sk
}
est un recouvrement de X pour
chaque k ≥ 0. On suppose qu’ils satisfont S0 ⊂ S1 ⊂ · · · , et on note S =
⋃
k≥0 Sk.
On remarque que S0 = {x} car diamX < 1. Si x ∈ Sk et B := Bk(x), on note
|B| = k.
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S0 S1 S2 S3 . . .
Figure 3.1. Soit X l’intervalle [0, 1] dans R. On choisit a = 1/2 et
λ = 1. Pour chaque k ≥ 0 soit Sk l’ensemble des milieux des inter-
valles diadiques
{
[ j
2k
, j+1
2k
] : j = 0, . . . , 2k
}
. Alors Sk est un ensemble
2−k-séparé maximal. La ﬁgure montre un ébauche du graphe G. La
longueur des arêtes est égale à 1, et on peut voir la nature hyperbolique
de G.
On déﬁnit le graphe G comme suit. Ses sommets, qu’on note V (G), sont les
boules de S, et deux sommets distincts B et B′ sont liés par une arête si
||B| − |B′|| ≤ 1 et λ · B ∩ λ · B 6= ∅.
Pour alléger les notations on identiﬁe les boules de Sk avec leurs centres dans
Sk, en espérant que l’ambiguïté Sk ⊂ Sk+1 ne cause pas de confusion. Quand il
sera nécessaire on précisera le niveau k d’un point x. On dit que x, y ∈ Sk sont
voisins, et on note x ∼ y, si x = y ou si Bk(x) et Bk(y) sont connectés par une arête
de G. On munit G de la métrique de longueur obtenue en identiﬁant chaque arête
isométriquement au segment [0, 1] ; on note cette distance |x− y|. On désigne par o
le point de S0 ; de cette façon, Sk est la sphère de centre o et rayon k de G. Voir la
Figure 3.1.
Avant de continuer on rappelle quelques notions des espaces hyperboliques au
sens de Gromov. On se réfère à [CDP90] et [GH90] pour une exposition détaillée.
Soit Z un espace métrique, on dit que Z est propre si les boules fermées sont com-
pactes. Une géodésique est une isométrie d’un intervalle de R dans Z. On dit que
Z est un espace géodésique si pour toute paire de points, il existe une géodésique
qui les joint. Quand Z est géodésique, propre et non borné, on utilise la notation
|x − y| pour la distance de Z. Fixons o ∈ Z un point base et notons |x| = |x − o|
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Figure 3.2. La jauge conforme canonique pour les bords des espaces
hyperobliques au sens de Gromov.
pour x ∈ Z. Le produit de Gromov de deux points x, y ∈ Z vu du point o, est déﬁni
par
(x|y) =
1
2
(|x|+ |y| − |x− y|) .
On dit que Z est un espace δ-hyperbolique au sens de Gromov, où δ ≥ 0, si
(x|y) ≥ min {(x|z), (z|y)} − δ,
pour tous x, y, z ∈ Z. Un rayon issu de o est une géodésique γ : R+ → Z telle que
γ(0) = o. Soit R∞ l’ensemble des rayons issus de o. Le bord de Gromov de Z, qu’on
note ∂Z, est déﬁni comme le quotient de R∞ par la relation d’équivalence suivante :
deux rayons γ1 et γ2 sont équivalents si distH(γ1, γ2) < +∞. L’espace Z ∪ ∂Z est
une compactiﬁcation de Z.
Soit ε > 0, on note φε : Z → (0,+∞) l’application φε(x) = exp(−ε|x|). On
déﬁnit une nouvelle métrique sur Z en posant
dε(x, y) = inf
γ
ℓε(γ), où ℓε(γ) =
∫
γ
φε, (3.1.1)
où l’inﬁmum est pris sur toutes les courbes γ de Z qui joignent x et y. L’espace (Z, dε)
est borné et non complet. Soit Zε le complété de (Z, dε), on note ∂εZ = Zε\Z. Quand
Z est un espace hyperbolique au sens de Gromov, il existe ε0 = ε0(δ) telle que pour
tout 0 < ε ≤ ε0, ∂εZ coïncide avec le bord de Gromov de Z, et dε est une métrique
visuelle de paramètre ε. C’est-à-dire, on peut étendre le produit de Gromov au bord
∂Z, et pour tous x, y ∈ ∂Z on a
dε(x, y) ≍ exp (−ε(x|y)) . (3.1.2)
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On peut interpréter les inégalités (3.1.2) de la façon suivante : si γ1 et γ2 sont
deux géodésiques qui représentent respectivement les points x et y de ∂Z, alors
le produit de Gromov (x|y) mesure la longueur sur laquelle ces deux géodésiques
sont à distance comparable à δ. Alors ces deux points du bord sont proches pour
la métrique visuelle si les deux géodésiques sont à distance comparable à δ pendant
une longue période de temps. Comme les métriques visuelles de ∂Z sont toutes
quasisymétriques entre elles, elles déﬁnissent une jauge conforme canonique sur ∂Z.
Dans notre cas, comme X est doublant, G est de valence ﬁnie, et donc G est un
espace propre. Comme il est un espace de longueur, il est aussi un espace géodésique.
Les sommets d’un rayon γ issu de o déterminent une suite de boules Bk = Bk(xk),
avec λ ·Bk ∩λ ·Bk+1 6= ∅. Une telle suite de boules a un unique point limite dans X
qu’on note p(γ). Si γ1 et γ2 sont deux rayons à distance ﬁnie, alors p (γ1) = p (γ2).
Aussi comme la suite {Sk} est une suite de recouvrements, l’application p : R∞ → X
est surjective. La proposition suivante de Bourdon et Pajot, nous permet d’utiliser
les notions de géométrie hyperbolique pour étudier la jauge conforme de X.
Proposition 3.1 ([BP03] Proposition 2.1). Le graphe G est un espace hyper-
bolique au sens de Gromov. L’application p induit un homéomorphisme entre ∂G et
X, et la métrique d de X est une métrique visuelle de paramètre log a, c’est-à-dire,
pour tous ξ, η ∈ ∂G on a
d (p(ξ), p(η)) ≍ a−(ξ|η).
En particulier, avec cette identiﬁcation la jauge de X coïncide avec la jauge cano-
nique de ∂G.
Remarque. La première chose à remarquer est que si on déﬁnit la distance dans G
en rendant la longueur des arêtes égale à log a à la place de 1, on obtient la distance
d comme une métrique visuelle de paramètre visuel 1.
Deuxièmement, de la preuve de la proposition on sait que la constante de com-
paraison dépend de λ et a : en eﬀet pour toute paire de boules B et B′ de G on
a
1
a
· a−(B|B
′) ≤ diam (B ∪ B′) ≤
4λa
2a− 1
· a−(B|B
′).
Cela montre que la distorsion de p tend vers l’inﬁni quand a → ∞. Par contre, la
constante d’hyperbolicité (avec la distance de longueur égale à 1) est donnée par
δ = loga
(
8λa2
2a−1
)
, qui reste bornée avec a.
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1.2. La notion de généalogie. Pour utiliser le graphe et caractériser la jauge
de (X, d) on a besoin de la notion suivante. On déﬁnit la notion de généalogie sur
S induite par une suite de “partitions” de X. Soit V = {Vk}k≥0 la suite de familles
de sous-ensembles de X déﬁnie par Vk = {Vk(x) : x ∈ Sk} où pour chaque k ≥ 0 et
x ∈ Sk, Vk(x) ⊂ X est l’ensemble déﬁni par
Vk(x) = {y ∈ X : d(y, x) = dist(y, Sk)} . (3.1.3)
Les ensembles de Vk vériﬁent les propriétés suivantes :
(1) X =
⋃
x∈Sk
Vk(x) pour chaque k ≥ 0,
(2) pour chaque k ≥ 0 et x ∈ Sk, Vk(x) est compact et 1/2 · Bk (x) ⊂ Vk(x) ⊂
Bk (x) .
On remarque que les boules {1/2 · Bk(x)} sont deux à deux disjointes. À partir de V
on déﬁnit pour chaque k ≥ 0 une partition {Tk(x)}x∈Sk de Sk+1 de la façon suivante :
si y ∈ Sk+1, on associe à y un point x ∈ Sk, qui est un point tel que Vk(x) contient
y. S’il y en a plusieurs, on en choisit un quelconque. D’après le point 2 ci-dessus on
a
Sk+1 ∩ B
(
x,
a−k
2
)
⊂ Tk(x) ⊂ Sk+1 ∩ B
(
x, a−k
)
.
On dit que les éléments y ∈ Tk(x) sont descendants de x ∈ Sk, et que x et le
parent de Tk(x). Notez que pour tous k ≥ 0 et x ∈ Sk, le cardinal de Tk(x) est plus
petit ou égal à CD (a−1), constante qui dépend seulement de a et de la constante de
doublement. Aussi comme X est uniformément parfait, pour toute constante N ∈ N,
on peut choisir a suﬃsamment grand, qui dépend seulement de la constante CP , de
sorte que |Tk(x)| ≥ N pour tout k et x ∈ Sk.
On déﬁnit la généalogie d’un point x ∈ S comme
g(x) =

x si x ∈ S0(y0, y1, . . . , yk+1) si x ∈ Sk+1, k ≥ 0
où yk+1 = x et yj ∈ Sj est le parent de yj+1 ∈ Sj+1 pour j = 0, . . . , k. Soit x ∈ Sk,
on désigne par Dk(x) les points de S qui sont descendants de x. C’est-à-dire
Dk(x) = {y ∈ Sl : l ≥ k + 1, g(y)k = x} .
On note aussi Dk+l(x) := Dk(x)∩Sk+l (l ≥ 1) les descendants de x de la génération
k+ l. La généalogie V détermine un arbre maximal de G, où e = (x, y) est une arête
de cet arbre si x ou y est un parent de l’autre.
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1.3. Les constantes et quelques propriétés du graphe. Pour des raisons
techniques le paramètre λ doit être suﬃsamment grand. On ﬁxe λ ≥ 15 et on le pense
comme étant une constante de plus. Une fois λ ﬁxé, on peut choisir le paramètre a
librement, avec la seule condition
a ≥ a0 := 3max{λ,CP}. (3.1.4)
L’inégalité (3.1.4) assure que certains conditions, qui apparaissent de manière natu-
relle dans les calculs postérieurs, soient vériﬁées et garantissent quelques propriétés
géométriques du graphe G et de la généalogie. Dans le lemme suivant on énumère
quelques propriétés de la généalogie et du graphe G qui nous seront utiles dans la
suite, et qui montrent comment intervient la relation (3.1.4) dans les propriétés géo-
métriques de G. Le lecteur peut sauter ce lemme et consulter les points nécessaires
au moment où ces propriétés sont citées.
Lemme 3.2. On note τ = a
a−1
, et ǫk =
a−k+1
a−1
= τa−k.
(i) Soient k ≥ 0 et x ∈ Sk. Alors⋃
l≥k+1
Sl ∩ B
(
x,
a−k
3
)
⊂ Dk(x) ⊂ B
(
x, τa−k
)
. (3.1.5)
(ii) Soient z ∈ X, r > 0, et k ≥ 1 tels que a−k ≤ r. Si x ∈ Sk+1 est tel que
d(z, x) < a−(k+1), alors on a
Dk+1(x) ⊂ B
(
z,
r
2
)
. (3.1.6)
(iii) Si y ∈ Sn et z ∈ X sont tels que d(z, y) ≥ r + 2a
−n, alors
Dn(y) ∩ B(z, r) = ∅. (3.1.7)
(iv) Soient x, y ∈ Sk+1 tels que d(x, y) ≤ 4a
−k. Si x′, y′ ∈ Sk sont tels que
d (x′, x) ≤ 2a−k et d (y′, y) ≤ 2a−k, alors x′ et y′ sont voisins.
(v) Soient x ∈ Sk+1 et y, x
′ ∈ Sk tels que x ∼ y et x
′ est le parent de x, alors
x′ ∼ y.
(vi) Pour tout k ≥ 0 et x ∈ Sk le cardinal de Tk(x) est au moins deux.
(vii) Pour tout x ∈ Sk avec k ≥ 0, les voisins de x dans Sk+1 appartiennent à
Tk(x).
Démonstration. (i) Si x ∈ Sk et y ∈ Dk(x) ∩ Sl avec l ≥ k + 1, alors
d(x, y) ≤
l−1∑
i=k
d(g(y)i, g(y)i+1) ≤
l−1∑
i=k
a−i ≤
a−k+1
a− 1
= ǫk.
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Donc Dk(x) ⊂ B(x, ǫk) si x ∈ Sk. De manière analogue, si d(x, y) < a
−k
3
,
avec y ∈ Sl, x ∈ Sk et l > k alors y ∈ Dk(x). En eﬀet, soit z = g(y)k+1,
alors
d(z, x) ≤ d(z, y) + d(y, x) < ǫk+1 +
a−k
3
= a−k
(
τ
a
+
1
3
)
<
a−k
2
,
d’après (3.1.4). Et donc z ∈ Dk(x) ∩ Sk+1, ce qui implique y ∈ Dk(x).
(ii) On voit que si y ∈ Dk+1(x) alors
d(z, y) ≤ d(z, x) + d(x, y) < a−(k+1) + ǫk+1
= a−k
(
1
a
+
τ
a
)
< r
(
1 + τ
a
)
<
r
2
,
d’après (3.1.4). Si en particulier on prend z = x ∈ Sk ⊂ Sk+1 et r = a−k,
l’inclusion (3.1.6) implique Dk+1(x) ⊂ Bk(x).
(iii) Comme Dn(y) ⊂ B(y, ǫn), on a
d(z,Dn(y)) ≥ r + 2a
−n − ǫn > r,
car τ < 2 d’après la choix de a (voir (3.1.4)).
(iv) Comme d (x, y) ≤ 4a−k on a
d (x′, y′) ≤ 8a−k ≤ λa−k,
où la dernière inégalité est vraie d’après (3.1.4). Donc x′ ∼ y′.
(v) Soit w ∈ λ · Bk+1(x). Alors
d (w, x′) ≤ d (w, x) + d (x′, x) ≤ λa−(k+1) + a−k =
(
λ
a
+ 1
)
a−k < λa−k,
d’après (3.1.4). Donc λBk+1(x) ⊂ λBk(x′), qui implique λBk(y)∩λBk(x′) 6=
∅ et donc x′ ∼ y.
(vi) Soit x ∈ Sk et k ≥ 0. On sait que 1/2 · Bk(x) ∩ Sk+1 ⊂ Tk(x), et que
x ∈ Tk(x) car Sk ⊂ Sk+1. Comme X est uniformément parfait il existe
y ∈ 1/3 · Bk(x) tel que d(y, x) ≥ (3CP )−1a−k. Donc si z ∈ Sk+1 est tel que
y ∈ Bk+1(z) on a
0 <
(
1
3CP
−
1
a
)
a−k ≤ d(z, x) ≤
(
1
a
+
1
3
)
a−k ≤
1
2
a−k.
Donc z est un point diﬀérent de x qui appartient à Tk(x).
(vii) En eﬀet, si y ∼ x en Sk+1 on a d(y, x) ≤ 2λa−(k+1) ≤ 1/2a−k.

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2. Caractérisation de la jauge conforme
2.1. Enoncé du théorème. Le but de cette section est de montrer le Théorème
3.3. Pour énoncer le théorème on a besoin des notations suivantes. Etant donnée une
suite de fonctions {ρk : Sk → (0,+∞)}k≥1, on pose ρ0(x) = 1 pour le seul x ∈ S0 et
on note
πk(x) :=
k∏
i=0
ρi (g(x)i) , pour x ∈ Sk.
Si γ = {(zi, zi+1)}
N
i=1 est un chemin d’arêtes dans G (ou une courbe qui joint
deux sommets de G), avec zi représentant le sommet Bki (zi) ∈ Ski , on déﬁnit
Lρ (γ) :=
N∑
i=1
πki (zi) .
Soient x, y ∈ X et m ∈ N maximal tel qu’il existe z ∈ Sm avec x, y ∈ αBm(z),
où α > 1. On note
cα(x, y) := {z ∈ Sm : x, y ∈ αBm(z)} ,
et on l’appelle «le centre» de x et y. On remarque que si m = |c(x, y)|, alors par
maximalité de m et le fait que Sk est un recouvrement, on a
(α− 1) a−(m+1) ≤ d(x, y) ≤ 2α a−m.
On déﬁnit π (cα(x, y)) comme étant le maximum de πm (z) pour z ∈ cα(x, y).
Théorème 3.3 (Caractérisation de la jauge). Soit X un espace compact, dou-
blant et uniformément parfait. Soit {Vk} la généalogie déﬁnit en (3.1.3) avec a et
λ qui vériﬁent (3.1.4). On suppose qu’il existe p > 0 et une suite de fonctions
ρk : Sk → (0,+∞), qui vériﬁent les hypothèses suivantes :
(H1) Il existe 0 < η− ≤ η+ < 1 tels que η− ≤ ρk ≤ η+ pour tout k ≥ 1.
(H2) Il existe une constante C0 ≥ 1 telle que pour tout k ≥ 1 et x, y ∈ Sk avec
x ∼ y on a
πk(x)
πk(y)
≤ C0.
(H3) Il existe α ∈ [2, λ/4] et une constante C1 ≥ 1 tels que : pour tous x, y ∈ X,
il existe k0 ≥ 1 tel que pour k ≥ k0 et toute courbe γ de G qui joint xk et
yk, avec xk, yk ∈ Sk tels que x ∈ Bk(xk) et y ∈ Bk(yk), on a
Lρ (γ) ≥
1
C1
· π (cα(x, y)) .
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(H4) Il existe une constante K0 ≥ 1 telle que pour tous k ≥ 0, l ≥ 1 et x ∈ Sk,
1
K0
· πk(x)
p ≤
∑
y∈Dk+l(x)
πk+l (y)
p ≤ K0 · πk(x)
p.
Alors il existe une distance θ sur X quasisymétriquement équivalente à d et Ahlfors
régulière de dimension p. De plus, la fonction de distorsion de id : (X, d) → (X, θ)
dépend seulement de η−, η+, C0 et C1 ; et θ(x, y) ≍ π (cα(x, y)) pour tous x, y ∈ X.
Réciproquement, toute distance dans la jauge est bi-Lipschitz équivalente à une
distance construite de cette façon.
La preuve du sens direct est faite en plusieurs étapes. La première étape (Lemme
3.4) consiste à trouver un sous-graphe G1 de G avec une distance | · |ρ, de sorte que
(G1, | · |ρ) soit quasi-isométrique à G, et |x|ρ = log πk(x)−1 pour tout x ∈ Sk. C’est
ici où on utilise les hypothèses (H1) et (H2) qui nous permettront de contrôler la
longueur des courbes verticales dans G1 ainsi que le produit de Gromov dans la
nouvelle métrique.
On rappelle (voir [CDP90] et [GH90]) qu’une quasi-isométrie entre deux es-
paces métriques est une application f : (Z1, | · |1)→ (Z2, | · |2) qui vériﬁe la propriété
suivante : il existe des constantes Λ ≥ 1 et c ≥ 0 telles que
(i) pour tous x, y ∈ Z1,
1
Λ
|x− y|1 − c ≤ |f(x)− f(y)|2 ≤ Λ|x− y|1 + c,
(ii) et pour tout z ∈ Z2 il existe x ∈ Z1 tel que |f(x)− z|2 ≤ c.
Plus important pour nous est le fait qu’une quasi-isométrie f : (Z1, | · |1)→ (Z2, | · |2)
induit un homéomorphisme quasisymétrique fˆ : ∂Z1 → ∂Z2 entre les bords, quand
on munit chaque ∂Zi, i = 1, 2 d’une métrique visuelle, et donc elle préserve la jauge
canonique du bord. Voir la Proposition 6.7 de la Section 3 du Chapitre 6 pour un
énoncé plus précis de cette propriété.
La deuxième étape consiste à montrer l’existence d’une métrique visuelle θ du
bord de (G1, | · |ρ), de paramètre visuel suﬃsamment grand (Proposition 3.5). C’est
ici principalement, où on utilise l’hypothèse (H3). Comme θ est une métrique vi-
suelle, on a automatiquement θ ∈ Jd. Finalement le contrôle du paramètre visuel et
l’hypothèse (H4) permettent de montrer que la mesure de Hausdorﬀ de dimension
p est Ahlfors régulière (Proposition 3.9).
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2.2. La démonstration de la réciproque. On commence par prouver la ré-
ciproque du théorème car cela permettra de mieux comprendre la signiﬁcation des
hypothèses.
Démonstration de la réciproque. Soit d′ ∈ J (X, d) Ahlfors régulière de
dimension p > 0, et soit η : [0,∞) → [0,∞) la fonction de distorsion de id :
(X, d)→ (X, d′). On note aussi diam′ le diamètre pour la distance d′ et µ la mesure
de Hausdorﬀ de dimension p. Pour k ≥ 1 et x ∈ Sk, si on note x′ = gk−1(x), on
déﬁnit
ρk (x) :=
(
µ (λBk(x))
µ (λBk−1 (x′))
)1/p
.
Donc avec cette déﬁnition on a πk(x) = µ (λBk(x))
1/p. On commence par quelques
remarques de caractère général. Soient τ ≥ 1, r > 0 et x ∈ X, alors il existe s > 0
tel que si on note B′ la boule pour la distance d′ centrée en x et de rayon s, alors
B′ ⊂ B(x, r) ⊂ τB(x, r) ⊂ Hτ · B
′, où Hτ = η(τ). Donc il existe une constante Kτ ,
qui dépend seulement de Hτ et de la constante CP , telle que
1 ≤
diam′τB(x, r)
diam′B(x, r)
≤ Kτ .
En particulier, cela implique aussi (en prenant τ = 1) qu’il existe une constante
K, qui dépend seulement de p, de H1 et de la constante de régularité de µ, telle que
K−1 · diam′B(x, r)p ≤ µ (B(x, r)) ≤ K · diam′B(x, r)p.
Premièrement on vériﬁe (H1) : soient k ≥ 1 et x ∈ Sk, on note Bk et Bk−1
les boules Bk(x) et Bk−1(x′) respectivement. On a λBk ⊂ 2Bk−1. Comme X est
uniformément parfait de constante CP , on sait que Ak−1 := (2CP · Bk−1)\2Bk−1 6= ∅,
et donc il existe y ∈ Sk tel que Bk(y) ∩ Ak−1 6= ∅. On a λBk ∩ Bk(y) = ∅ et
Bk(y) ⊂ λBk−1 d’après le choix de a et λ (voir (3.1.4)). Comme µ (λBk)+µ (Bk(y)) ≤
µ (λBk−1) on obtient
µ (λBk)
µ (λBk−1)
≤ 1−
µ (Bk(y))
µ (λBk−1)
.
D’un autre côté on a
µ (Bk(y))
µ (λBk−1)
≥
1
K2
diam′Bk(y)
p
(diam′λBk−1)
p ≥
1
2K2 · η (2λCPa)
p := δ.
Donc il suﬃt de prendre η+ = 1− δ1/p. De manière analogue on a
ρk(x) ≥
1
2K2/p
· η
(
diamλBk−1
diamλBk
)−1
≥
1
2K2/p
· η
(
2a
CP
)−1
:= η−.
2. CARACTÉRISATION DE LA JAUGE CONFORME 43
Pour (H2), on voit que si x, y ∈ Sk sont voisins alors λBk(y) ⊂ 3λBk(x), et donc il
existe une constante C0 qui dépend seulement de η, de K et de p telle que
πk(x)
πk(y)
=
(
µ (λBk(x))
µ (λBk(y))
)1/p
≤ K2/p
diam′λBk(x)
diam′λBk(y)
≤ C0.
On prend α = 2 et on regarde maintenant (H3). Soient x, y ∈ X et z ∈ c2(x, y), et
posons m = |c2(x, y)|. Donc on a
d′(x, y)
diam′λBm(z)
≥
1
2
· η
(
diamλBm(z)
d(x, y)
)−1
≥
1
2
· η (2λa)−1 .
Et donc il existe une constante K ′, qui dépend seulement de K et de a telle que
d′(x, y) ≥
1
K ′
· πm(z).
D’un autre côté, si xk, yk ∈ Sk sont tels que x ∈ Bk (xk) et y ∈ Bk (yk) respective-
ment, avec k ≥ m et γ = {(zi, zi+1)}
N
i=1 est une courbe de G avec z1 = xk et zN = yk,
on a
d′(x, y) ≤
N∑
i=1
diam′λBki (zi) ≤ K
1/p
N∑
i=1
πki (zi) .
Alors on obtient (H3) avec C1 =
(
K ′K1/p
)−1
.
Finalement on regarde (H4). Soient k ≥ 0, l ≥ 1 et x ∈ Sk. Comme la réunion des
boules λBk+l(y), avec y ∈ Dk+l(x), contient 1/3 · Bk(x) on a
µ (1/3 · Bk(x)) ≤
∑
y∈Dk+l(x)
πk+l(y)
p.
On rappelle que les boules {1/2 · Bk+l(y) : y ∈ Dk+l(x)} sont deux à deux disjointes.
Alors il existe une constante K ′′, qui dépend seulement de H2λ et de K, telle que∑
y∈Dk+l(x)
πk+l(y)
p ≤ K ′′
∑
y∈Dk+l(x)
µ (1/2 · Bk+l(y)) ≤ µ (2Bk(x))
Cela montre (H4), avec une constante K0 qui dépend de λ. De plus, la preuve de
(H3) montre que pour tous x, y ∈ X on a
π (c2(x, y)) ≍ d
′(x, y),
où les constantes de comparaison dépend de a et λ. La distance θ construite en
utilisant les fonctions {ρk} est aussi bi-Lipschitz à π (c2(x, y)), et donc d est bi-
Lipschitz équivalente à θ.

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Figure 3.3. Démonstration du Lemme 3.4.
2.3. La démonstration du sens direct. On commence par simpliﬁer l’espace
G en prenant un sous-graphe avec moins d’arêtes verticales, sur lequel il sera plus
facile de contrôler la longueur des courbes verticales, tout en restant dans la même
classe de quasi-isométrie.
Soit G1 le sous-graphe de G tel que V (G1) = V (G), et tel que l’arête e = (x, y)
de G est aussi une arête de G1 si et seulement si, ou bien e est une arête horizontale
ou bien e appartient à l’arbre maximal donné par la généalogie {Vk}, c’est-à-dire x
ou y est le parent de l’autre. De cette façon G1 est connexe, et on met sur G1 la
distance de longueur où les arêtes ont toutes longueur égale à 1. On obtient ainsi
une distance géodésique, qu’on note | · |1, où l’inclusion G1 →֒ G est cobornée, car
tous les sommets appartiennent à G1. On a aussi | · | ≤ | · |1.
Soit e = (x, y) une arête de G qui n’appartient pas à G1, on peut supposer sans
perte de généralité que x ∈ Sk+1 et y ∈ Sk. D’après le point (v) du Lemme 3.2, si
x′ ∈ Sk est le parent de x, alors e′ = (x′, y) est une arête horizontale de G, et donc
de G1. Et cela implique que pour tout chemin d’arêtes γ dans G il existe un chemin
d’arêtes γ1 dans G1 avec ℓ1 (γ1) ≤ 2ℓ (γ). C’est-à-dire, | · |1 ≤ 2| · | + 2, et donc G1
est quasi-isométrique à G.
Lemme 3.4. Il existe une distance |·|ρ sur G1 bi-Lipschitz équivalente à |·|1 avec la
propriété suivante : tout chemin vertical d’arêtes dans G1, qui joint x ∈ Sk et y ∈ Sl,
est aussi une géodésique pour | · |ρ et sa longueur est égale à
∣∣∣log 1πk(x) − log 1πl(y)
∣∣∣.
En particulier, pour tout x ∈ Sk on a |x− o|ρ = log
1
πk(x)
. On note Gρ le graphe G1
avec la distance | · |ρ.
Démonstration. Par (H2) il existe une constante C0 ≥ 1 telle que si x et y
appartiennent à Sk et x ∼ y alors
1
C0
≤
πk(x)
πk(y)
≤ C0. (3.2.1)
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On pose K = 2max
{
− log η−,− (log η+)
−1 , logC0
}
> 0. Soit | · |ρ la distance de
longueur sur G1 telle que la longueur d’une arête e = (x, y) est donnée par
ℓρ(e) =

K si e est horizontale,log 1
ρk+1(x)
si x ∈ Sk+1 et y = g(x)k.
Comme 1
K
≤ ℓρ(e) ≤ K pour toute arête e de G1 (on utilise (H1) ici aussi), on a
| · |ρ bi-Lipschitz équivalente à | · |1. Pour ﬁnir il suﬃt de montrer que si γ est une
géodésique pour | · |ρ qui joint o et x ∈ Sk, alors γ est un chemin d’arêtes verticales.
Supposons que γ = {ei}Ni=1 et qu’il existe un premier k
′ ≥ 1 tel que ek′+1 = (x′, y)
est une arête horizontale. On note γ′ = {ei}
k′+1
i=1 , et on remarque que x
′, y ∈ Sk′ . Soit
g = {gi}
k′
i=1 le chemin d’arêtes verticales qui joint o et y où gi = (g(y)i−1, g(y)i) pour
tout i = 1, . . . , k′. Alors ℓρ(g) = log 1πk′ (y) et ℓρ(γ
′) = log 1
πk′ (x)
+K. Comme x′ ∼ y,
on a d’après (3.2.1)
ℓρ(g) = log
1
πk′(y)
≤ log
1
πk′(x′)
+
K
2
< ℓρ(γ
′),
qui est une contradiction car γ′ est une géodésique pour | · |ρ. 
Comme Gρ est un espace géodésique quasi-isométrique à G1, Gρ est hyperbolique
au sens de Gromov, son bord ∂Gρ est homéomorphe à X et toute métrique visuelle
sur ∂Gρ est donc quasisymétriquement équivalente à la distance originale d de X.
On identiﬁe ∂Gρ et X.
La proposition suivante nous permet de contrôler le paramètre visuel qui garantit
l’existence des métriques visuelles sur ∂Gρ. On note (x|y)ρ pour x, y ∈ Gρ le produit
de Gromov pour la distance | · |ρ. Pour alléger les notations on note c(x, y), où
x, y ∈ X, à la place de cα(x, y).
Proposition 3.5 (Contrôle du paramètre visuel). Il existe une métrique visuelle
θ sur ∂Gρ de paramètre visuel égal à 1. De plus, pour tous x, y ∈ X on a
e−(x|y)ρ ≍ π(c(x, y)). (3.2.2)
La preuve de la Proposition 3.5 est divisée en plusieurs lemmes. On rappelle
(voir (3.1.2)) que pour ε > 0, on note φε : G1 → (0,+∞) donnée par φε(x) =
exp (−ε|x− o|ρ). On a la métrique dε sur G1 déﬁnie dans (3.1.1). On rappelle aussi
que (G1, dε) est un espace borné et non complet. On note aussi ρεk(x) = ρk(x)
ε et
πεk(x) = πk(x)
ε.
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On remarque que pour tout ε ∈ (0, 1] la suite ρε := {ρεk}k vériﬁe les hypothèses
(H1), (H2), et (H3) du Théorème 3.3, avec les constantes à la puissance ε, et qu’elle
vériﬁe l’hypothèse (H4) avec pε := p/ε.
Dorénavant, on supposera toujours ε ∈ (0, 1]. On a besoin premièrement d’esti-
mer la ε-longueur d’une arête e de G1.
Lemme 3.6. Soit e = (x, y) une arête de G1, alors
ℓε(e) ≍
πεk(x) + π
ε
k(y)
2
. (3.2.3)
Démonstration. Soit e = (x, y) une arête de G1. Comme 1/K ≤ ℓρ(e) ≤ K
et ||z|ρ − |y|ρ| ≤ K, alors
πεk(y)
1
K
exp(−εK) ≤
∫
e
exp (−ε|z|ρ) ds ≤ π
ε
k(y)K exp(εK).
Donc on a C−1K π
ε
k(y) ≤ ℓε(e) ≤ CKπ
ε
k(y), où CK est une constante qui dépend
seulement de K et ε. De manière analogue on obtient ℓε(e) ≍ πεk(x). Cela implique
(3.2.3). 
Lemme 3.7. Soient x, y ∈ X, et soit m = |c(x, y)|. Alors pour tout k ≥ m on a
dε(xk, yk) . π
ε (c(x, y)) , (3.2.4)
où xk, yk ∈ Sk sont tels que x ∈ Bk(xk) et y ∈ Bk(yk) respectivement.
Démonstration. Soient xk et yk comme dans l’énoncé, et soit z ∈ c(x, y).
On considère les segments géodésiques g1 = [xm, xk] et g2 = [ym, yk] où on note
xm = g(xk)m ∈ Sm et ym = g(yk)m ∈ Sm. Alors on a
d(xm, z) ≤ d(xm, xk) + d(xk, x) + d(x, z)
≤ (τ + 1 + α) a−m ≤ (3 + λ/2) a−m ≤ λa−m,
où la dernière inégalité découle de (3.1.4). Donc e = (xm, z) est une arête horizontale
de G1. De manière analogue (ym, z) est une arête de G1.
Soit γ la courbe de G1 qui joint xk et yk donnée par
γ := [xk, xm] ∗ (xm, z) ∗ (z, ym) ∗ [ym, yk] . (3.2.5)
On note aussi xi = g(xk)i et yi = g(yk)i pour i = m+ 1, . . . k − 1.
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Figure 3.4. La courbe γ de Gρ est minimisante pour la distance dε
à une constante multiplicative près.
Alors d’après le Lemme 3.6 on peut majorer la ε-longueur de γ par
ℓε (γ) ≤ ℓε (g1) + ℓε ((xm, z)) + ℓε ((z, ym)) + ℓε (g2)
≤ CK ·
(
k−1∑
i=m
πi(xi)
ε + 2πm(z)
ε +
k−1∑
i=m
πi(yi)
ε
)
≤ CK ·
(
πi(xm)
ε ·
k−1∑
i=m
(ηε+)
i + 2πm(z)
ε + πi(ym)
ε
k−1∑
i=m
(ηε+)
i
)
. πm(z)
ε,
où la dernière inégalité découle de (3.2.1). Cela implique (3.2.4). 
Démonstration de la Proposition 3.5. Soient x, y ∈ X, d’après (H3) et
le Lemme 3.6, il existe k0 tel que si k ≥ k0 et si γ = {(zi, zi+1)}
N−1
i=1 est une courbe
avec z1 = xk et zN = yk, où xk, yk ∈ Sk sont tels que x ∈ Bk (xk) et y ∈ Bk (yk),
alors
ℓε (γ) &
N−1∑
i=1
πεki(zi) + π
ε
ki+1
(zi+1)
2
≥
1
2
Lρε (γ) ≥
1
2Cε1
· πε (c(x, y)) .
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Cela et le Lemme 3.7 impliquent que pour tout ε ∈ (0, 1] le bord ∂εG1 est homéo-
morphe à X, et de plus on a pour tous x, y ∈ X
dε(x, y) ≍ π(c(x, y))
ε,
où c(x, y) est le centre de x et y dans G1. D’un autre côté on sait qu’il existe ε0 > 0
assez petit qui dépend seulement de la constante d’hyperbolicité de Gρ, tel que pour
tout x, y ∈ X on a
dε0(x, y) ≍ e
−ε0(x|y)ρ .
Mais donc pour ε = 1 on obtient
d1(x, y)
ε0 ≍ π(c(x, y))ε0 ≍ dε0(x, y) ≍ e
−ε0(x|y)ρ .
C’est-à-dire, θ = d1 est une distance visuelle et en plus π(c(x, y)) ≍ e−(x|y)ρ . Cela
ﬁnit la preuve de la proposition. 
Remarque. Cette proposition peut être interprétée comme l’analogue du théorème
de Gehring-Hayman pour les espaces Gromov-hyperboliques (voir Théorème 5.1 de
[BHK01]). L’hypothèse (H2) est équivalente à une inégalité de type Harnack. Alors
la proposition dit que les géodésiques de Gρ sont minimisantes pour la distance dε
à une constante multiplicative près. En eﬀet, étant donnés x, y ∈ X, si k ≥ m =
|c(x, y)| et xk, yk ∈ Sk sont tels que x ∈ Bk (x) et y ∈ Bk (yk), alors la courbe
γ = [xk, xm] ∗ (xm, z) ∗ (z, ym) ∗ [ym, yk], où z ∈ c(x, y) et xm, ym ∈ Sm sont les
parents de xk et yk respectivement, a une ε-longueur comparable à πε (c(x, y)). Et
donc cette courbe est minimisante à une constante multiplicative près (pour k ≥ k0).
L’importance ici tient du fait qu’on peut contrôler le paramètre ε grâce à l’hypothèse
(H3). Voir la ﬁgure 3.4.
La troisième étape consiste à montrer que pour la distance θ, la mesure de Haus-
dorﬀ de dimension p est régulière. On va utiliser l’hypothèse (H4) pour construire
une mesure µ sur X, qui sera comparable à la mesure de Hausdorﬀ de dimension p.
Soit ω : S =
⊔
k≥0
Sk → (0,+∞) donnée par ωk(x) = ρk(x)p si x ∈ Sk. On notera
ωk,x au lieu de ωk(x). Alors on peut déﬁnir une suite de mesures µk par recurrence,
purement atomiques avec des atomes sur Sk, en posant : µ0(x) = 1 pour le seul
x ∈ S0, et
µk+1(y) = ωk+1,yµk(x)
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pour y ∈ Tk(x) et x ∈ Sk. C’est-à-dire, µk(x) = πk(x)p si x ∈ Sk, et si on note δx la
mesure de Dirac en x, on peut écrire
µk =
∑
x∈Sk
πk(x)
pδx.
On remarque que d’après (H4), pour tous k ≥ 0, x ∈ Sk et n ≥ k on a
1
K0
µk(x) ≤ µn (Dk(x)) ≤ K0µk(x).
En particulier, pour tout n ≥ 0, on a K−10 ≤ µn(X) ≤ K0. De plus, d’après (H1) et
(H2) on a :
(i) Il existe une constante c ∈ (0, 1) telle que c ≤ ωk,x ≤ 1 pour tous k ≥ 0 et
x ∈ Sk.
(ii) Il existe une constante C ′0 = C
p
0 ≥ 1 telle que si z, y ∈ Sn vériﬁent z ∼ y,
alors
µn(z)
µn(y)
≤ C ′0. (3.2.6)
Soit µ un point limite quelconque de µk. C’est-à-dire, µki converge faiblement vers
la mesure µ sur X. Pour alléger la notation on enlève le sous-indice i.
Lemme 3.8. Soient x, y ∈ X et r = d(x, y). Alors
µ (B(x, r)) ≍ π (c(x, y))p . (3.2.7)
Démonstration. Soit m = |c(x, y)|, alors on a (α − 1)a−(m+1) < r ≤ 2α a−m.
Commençons par la borne inférieure. Comme
{
B
(
z, a−(m+2)
)
: z ∈ Sm+2
}
est un
recouvrement de X, il existe z1 ∈ Sm+2 tel que d(x, z1) < a−(m+2). Pour alléger la
notation, on note D(z1) = Dm+2(z1). Comme a > 1, on a a−(m+2) < r, et donc
d’après l’inclusion (3.1.6) on a D(z1) ⊂ B
(
x, r
2
)
. Donc pour tout k ≥ m + 2 on
obtient
µk
(
B
(
x,
r
2
))
≥ µk(D(z1)) ≥ K
−1
0 µm+2(z1). (3.2.8)
Soit y ∈ Sm tel que d(x, y) ≥ r + 2a−m. D’après la propriété (3.1.7), on a Dm(y) ∩
B(x, r) = ∅. Cela implique que pour tout k ≥ m, si z ∈ Sk∩B(x, r) alors son parent
g(z)m de la génération m appartient à B(x, r + 2a−m), et donc
µk (B(x, r)) ≤ K0µm
(
B(x, r + 2a−m)
)
. (3.2.9)
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En faisant k → +∞ (dans la sous-suite ki), d’après (3.2.8) et (3.2.9) on conclut que
µ (B(x, r)) ≤ lim inf µk (B(x, r)) ≤ K0µm
(
B(x, r + 2a−m)
)
et (3.2.10)
µ(B(x, r)) ≥ µ
(
B
(
x,
r
2
))
≥ lim supµk
(
B
(
x,
r
2
))
≥ K−10 µm+2(z1). (3.2.11)
Soit Q = Sm ∩ B(x, r + 2a−m), et soit z2 = g(z1)m. D’une part, puisque ω ≥ c
d’après (i), on a µm+2(z1) ≥ c2µm(z2). D’autre part, le cardinal de Q est borné par
une constante uniforme M qui dépend seulement de la constante de doublement, et
donc on a
µm
(
B(x, r + 2a−m)
)
=
∑
z∈Q
µm(z) ≤M max {µm(z) : z ∈ Q} .
Il reste à comparer µm(z) et µm(z2) pour tout z ∈ Q. Si z ∈ Q, alors
d(z, z2) ≤ d(z, x) + d(x, z1) + d(z1, z2) ≤ r + 2a
−m + a−(m+2) + ǫm
≤ (2α + 3 + τ) a−m ≤ λa−m,
où les deux dernières inégalités sont vraies d’après (3.1.4). D’après le point (ii), il
existe une constante C ′0 ≥ 1 telle que µm(z) ≤ C
′
0µm(z2) pour tout z ∈ Q. Donc on
obtient
c2K−10 µm(z2) ≤ K
−1
0 µm+2(z1) ≤ µ (B(x, r)) ≤M · C
′
0 ·K0 · µm(z2). (3.2.12)
Soit z0 ∈ c(x, y), alors d(z2, z0) ≤ d(z2, z1) + d(z1, x) + d(x, z0) ≤ ǫm + a−(m+2) +
αa−m ≤ λa−m, et donc z2 ∼ z0 (on rappelle que z2 ∼ z0 signiﬁe que z2 et z0 sont les
deux extrémités d’une arete horizontale). D’après (H2) on a
πm(z2)
p ≍ πm(z0)
p ≍ π (c(x, y))p . (3.2.13)
Finalement (3.2.12) et (3.2.13) impliquent (3.2.7). 
Proposition 3.9 (Ahlfors régularité). La mesure de Hausdorﬀ de dimension p
pour la distance θ de la Proposition 3.5 est régulière.
Démonstration. On montre que (X, θ, µ) est p-régulier. On note Bd et Bθ les
boules dans les métriques d et θ respectivement. Soient x ∈ X et 0 < r < 1, on
prend y0 et y1 en X tels que
r0 = d(y0, x) = min {d(w, x) : θ(w, x) ≥ r} ,
r1 = d(y1, x) = max {d(w, x) : θ(w, x) ≤ r} .
Alors on a
Bd(x, r0) ⊂ Bθ(x, r) ⊂ B(x, r1).
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Comme θ(yi, x)p ≍ π (c(x, yi))
p ≍ µ (Bd(x, ri)) d’après (3.2.7) et θ(y1, x) ≤ r ≤
θ(y0, x), on obtient
rp . π (c(x, y0))
p ≍ µ (Bd(x, r0)) ≤ µ (Bθ(x, r)) ≤ µ (Bd(x, r1)) ≍ π (c(x, y1))
p
. rp.
Donc µ (Bθ(x, r)) ≍ rp, cela prouve la proposition. 
3. Contrôle de la dimension et simplification des hypothèses
3.1. Contrôle de la dimension. Dans cette partie on modiﬁe l’hypothèse
(H3) du Théorème 3.3. Le but est d’énoncer une condition sur les longueurs des
courbes horizontales, qui implique (H3). On a besoin de quelque notations.
Soit {ρk : Sk → R+}k≥1 une suite de fonctions de poids. On déﬁnit ρ
∗
k : Sk → R+
par
ρ∗k(z) = min
x∼z∈Sk
ρk(x), pour z ∈ Sk.
Soit γ = {(zi, zi+1)}
N−1
i=1 un chemin d’arêtes de G, on dit que γ est un chemin
horizontal de niveau k ≥ 1 si zi ∈ Sk pour tout i = 1, . . . , N . Si γ est un chemin
horizontal de niveau k, on déﬁnit
L(γ, ρk) =
N−1∑
j=1
ρ∗k(zj) ∧ ρ
∗
k(zj+1).
On note Γk+1 (x) où x ∈ Sk et k ≥ 0, la famille de chemins horizontaux de niveau
k + 1, γ = {(zi, zi+1)}
N−1
i=1 , tels que z1 ∈ Bk(x), zi ∈ 2 · Bk(x) pour i = 2, . . . , N − 1
et zN ∈ X \ 2 · Bk(x).
Théorème 3.10 (Contrôle de la dimension). Soit X un espace compact, doublant
et uniformément parfait. Soit {Vk} la généalogie déﬁnie en (3.1.3) avec a et λ qui
vériﬁent (3.1.4). On suppose qu’il existe p > 0 et une suite de fonctions ρk : Sk →
(0,+∞), qui vériﬁent les hypothèses (H1), (H2) et (H4) du Théorème 3.3, et aussi
(H3’) Pour tout k ≥ 0 et tout x ∈ Sk, si γ ∈ Γk+1 (x), alors L(γ, ρk+1) ≥ 1.
Alors il existe une distance θ ∈ J (X, d) Ahlfors régulière de dimension p. Par
conséquent, la dimension conforme Ahlfors régulière de X est plus petite ou égale à
p.
Il s’agit de montrer que l’hypothèse (H3) est vériﬁée. On divise la preuve en
plusieurs lemmes. On commence par la remarque suivante : d’après le Lemme 3.6
on a ℓ1(γ) ≍ Lρ(γ) (on note ℓ1 la longueur ℓε pour ε = 1), et donc pour contrôler la
longueur des courbes dans G1, c’est-à-dire Lρ(γ), il suﬃt de travailler avec ℓ1. Pour
des raisons techniques on modiﬁe cette fonction de longueur ℓ1 en la remplaçant par
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une autre bi-Lipschitz équivalente. Pour k ≥ 0 on déﬁnit π∗k : Sk → (0,+∞) en
posant
π∗k(x) = min
z∼x∈Sk
πk(z).
D’après (3.2.1) on a
πk(x) ≥ π
∗
k(x) ≥
1
C0
πk(x) pour tout x ∈ Sk. (3.3.1)
Cela et (H1) impliquent que si y ∈ Sk+1 et x = g(y)k alors
1
C0
π∗k+1(y) ≤
1
C0
πk+1(y) ≤
1
C0
πk(x) ≤ π
∗
k(x) (3.3.2)
et
π∗k(x) ≤ πk(x) ≤
1
η−
πk+1(y) ≤
C0
η−
π∗k+1(y). (3.3.3)
Soit e = (x, y) une arête de G1, d’après le Lemme 3.6 est les inégalités (3.3.2) et
(3.3.3), on a :
(1) si e est horizontale avec x, y ∈ Sk, alors
ℓ1(e) ≍
πk(x) + πk(y)
2
≍ π∗k(x) ∧ π
∗
k(y). (3.3.4)
(2) et si e est verticale avec y ∈ Sk et x = g(y)k−1, alors
ℓ1(e) ≍ πk(y) ≍ π
∗
k(y). (3.3.5)
Soit C1 = C0/η−. La modiﬁcation de ℓ1 consiste simplement à changer la longueur
d’une arête de G1 en posant
ℓˆ1(e) =

π
∗
k(x) ∧ π
∗
k(y), si e = (x, y) est horizontale avec x, y ∈ Sk.
C1π
∗
k(y), si e = (x, y) est verticale avec y ∈ Sk et x = g(y)k−1.
D’après (3.3.4) et (3.3.5), les fonctions de longueur ℓ1 et ℓˆ1 sont bi-Lipschitz équi-
valentes. On remarque en particulier que la distance de longueur induite par ℓˆ1, est
bi-Lipschitz équivalente à d1 (dε avec ε = 1).
Le premier pas consiste à estimer la longueur ℓˆ1(γ) de certaines courbes dans
G1. Le premier type de courbes, traité dans le lemme suivant, est celui des courbes
horizontales qui ont un «diamètre» assez grand par rapport à l’échelle, c’est-à-dire
les courbes qui vériﬁe l’énoncé de (H3’).
Lemme 3.11. Soient k ≥ 0 et x ∈ Sk. Si γ = {(zi, zi+1)}
N−1
i=1 est un chemin
horizontal de niveau k + 1, tel que zi ∈ B(x, 3a
−k) pour tout i, z1 ∈ B
(
x, a−k
)
et
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zN /∈ B
(
x, 2a−k
)
. On note z ∈ Sk le parent de z1. Alors
ℓˆ1(γ) =
N−1∑
i=1
π∗k+1(zi) ∧ π
∗
k+1(zi+1) ≥ max {π
∗
k(z), π
∗
k(x)} . (3.3.6)
Démonstration. On montre premièrement que pour tout j = 1, . . . , N on a
π∗k+1(zj) ≥ max {π
∗
k(z), π
∗
k(x)} ρ
∗
k+1(zj). (3.3.7)
Soit y ∼ zj ∈ Sk+1 tel que π∗k+1(zj) = πk+1(y), et soit x
′ = g(y)k. Alors
d(x, x′) ≤ d(x, zj) + d(zj, y) + d(y, x
′) ≤ 3a−k + 2λa−(k+1) + a−k
=
(
4 +
2λ
a
)
a−k < λa−k.
La dernière inégalité découle du choix fait en (3.1.4). Comme d(z, x) ≤ 2a−k ≤ λa−k,
on a aussi x ∈ λBk(z) ∩ λBk(x′). Cela implique que x′ ∼ x et x′ ∼ z, et donc
max {π∗k(z), π
∗
k(x)} ≤ πk(x
′). Alors
π∗k+1(zj) = πk+1(y) = πk(x
′) · ρk+1(y) ≥ max {π
∗
k(z), π
∗
k(x)} min
y′∼zj∈Sk+1
ρk+1(y
′).
Cela montre (3.3.7). D’après (H3’) on sait que L(γ, ρk+1) ≥ 1, alors
N−1∑
j=1
π∗k+1(zj) ∧ π
∗
k+1(zj+1) ≥
N−1∑
j=1
max {π∗k(z), π
∗
k(x)}
(
ρ∗k+1(zj) ∧ ρ
∗
k+1(zj+1)
)
= max {π∗k(z), π
∗
k(x)}L(γ, ρk+1) ≥ max {π
∗
k(z), π
∗
k(x)} .

Le deuxième type de courbes est l’ensemble des courbes qui malgré un «dia-
mètre» petit, ont une arête verticale. Ce qui grâce à la déﬁnition de ℓˆ1(ev) pour
ev une arête verticale, nous permettra quand même d’estimer inférieurement leur
longueur. Plus précisément, on a la propriété suivante : si ev = (x, y) est une arête
verticale avec y ∈ Sk+1 et x = g(y)k, et eh = (x, z) est une arête horizontale, alors
ℓˆ1(eh) ≤ ℓˆ1(ev). (3.3.8)
En eﬀet, par déﬁnition et d’après (3.3.3) on a ℓˆ1(eh) ≤ π∗k(x) ≤ C1π
∗
k+1(y) = ℓˆ1(ev).
Soit γ = {ei = (xi, xi+1)}
N−1
i=1 un chemin d’arêtes de G1, on dit que γ est de
niveau au plus k si |xi| ≤ k pour tout i.
Lemme 3.12. Soient y1, y2 ∈ Sk+1 tels que 4a−k < d(y1, y2). Soit γ = {(xj, xj+1)}
N−1
j=1
un chemin de niveau au plus k + 1 qui les joint. Alors il existe γ′ = {(zi, zi+1)}
N ′−1
i=1
un chemin de niveau au plus k tel que :
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k + 1
k
k − 1
t3s1
t1 s2 t2 s3
Figure 3.5. Démonstration du Lemme 3.12 : décomposition d’un
chemin en sous-chemins γi.
(1) z1, zN ′ ∈ Sk sont les parents de y1 et y2 respectivement, et
(2) ℓˆ1(γ
′) ≤ ℓˆ1(γ).
Démonstration. Soit γ un tel chemin de niveau au plus k + 1, avec x1, xN ∈
Sk+1. On peut décomposer γ en sous-chemins de niveau au plus k ou bien égal à
k + 1, de la façon suivante. Soit s1 = 1, on déﬁnit par récurrence si et ti entiers
positifs comme suit :
ti = min {j > si : |xj| ≤ k ou j = N} ,
si+1 = min {j ≥ ti : |xj+1| = k + 1} .
On s’arrête quand ti = N , pour un certain i := M . Noter que |xs1 | = |xtM | = k + 1,
et sinon pour les autres |xsi | = |xti | = k (voir la ﬁgure 3.5). Comme on est en train
de minimiser la longueur de γ, on peut supposer sans perte de généralité que γ est
un chemin sans auto-intersections, et donc que xsi 6= xti pour tout i.
Pour chaque i ∈ {1, . . . ,M} on note γi = {(xj, xj+1)}
ti−1
j=si
, on va construire γ′i de
niveau au plus k tel que ℓˆ1 (γ′i) ≤ ℓˆ1 (γi). On laisse les cas i = 1 et i = M pour la
ﬁn.
On ﬁxe i ∈ {2, . . . ,M −1}, et on note z = xsi . On divise la construction en deux
cas.
Premier cas : xj ∈ B
(
z, 2a−k
)
pour tout j ∈ {si + 1, . . . , ti − 1}.
Dans ce cas, comme xsi , xti ∈ Sk sont les parents de xsi+1 et xti−1 respectivement,
et d (xsi+1, xti−1) ≤ 4a
−k, d’après (iv) du Lemme 3.2 on sait que e = (xsi , xti) est
une arête de G1. Donc on pose γ′i = e. Comme l’arête e
′ = (xti−1, xti) est verticale,
d’après (3.3.8) on obtient
ℓˆ1 (γ
′
i) = ℓˆ1(e) ≤ ℓˆ1(e
′) ≤ ℓˆ1 (γi) .
Deuxième cas : Il existe j1 ∈ {si + 1, . . . , ti − 1} tel que xj1 /∈ B
(
z, 2a−k
)
.
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On peut supposer que j1 est le premier avec cette propriété. Le chemin {(xj, xj+1)}
ti−2
j=si+1
est de niveau égal à k + 1. On décompose encore une fois ce chemin pour pouvoir
utiliser l’estimation (3.3.6). On note j0 = si+1 et z0 = z. Supposons déﬁnis jl et zl,
si jl < ti − 1 on déﬁnit
jl+1 = min
{
jl < j ≤ ti − 1 : xj /∈ B
(
zl, 2a
−k
)
ou j = ti − 1
}
,
et soit zl+1 ∈ Sk le parent de xjl+1 . En particulier, on a xjl+1 ∈ B
(
zl+1, a
−k
)
. On
obtient donc une suite {j0, . . . , jLi} ⊂ {si+1, . . . , ti−1} avec j0 = si+1 et jLi = ti−1,
et on appelle σl = {(xj, xj+1)}
jl+1−1
j=jl
.
Voyons que σl et zl vériﬁent les hypothèses du Lemme 3.11 pour chaque l ∈
{0, . . . , Li − 2}. On sait par construction que xjl+1 /∈ B
(
zl, 2a
−k
)
et que xj ∈
B
(
zl, 2a
−k
)
pour tout jl ≤ j < jl+1. De plus, comme
d
(
zl, xjl+1
)
≤ d
(
zl, xjl+1−1
)
+ d
(
xjl+1−1, xjl+1
)
≤ 2a−k + 2λa−(k+1) =
(
2 +
2λ
a
)
a−k ≤ 3a−k, (3.3.9)
(la dernière inégalité découle du choix fait en (3.1.4)) on obtient
{xj}
jl+1
j=jl
⊂ B
(
zl, 3a
−k
)
.
Donc d’après (3.3.6) on sait que pour l ∈ {0, . . . , Li − 2}, on a
π∗k(zl) ≤ ℓˆ1 (σl) . (3.3.10)
D’après (v) du Lemme 3.2, l’arête el = (zl, zl+1) reste bien dans G1, car on a l’arête(
zl, xjl+1
)
∈ G et zl+1 est le parent de xjl+1 . Comme pour l = Li−1 on a xti−1 = xjLi ∈
B
(
zLi−1, 2a
−k
)
, on voit de manière analogue l’existence de l’arête eti = (zLi−1, xti).
De plus, comme (xti−1, xti) est une arête verticale, d’après (3.3.8) on a
ℓˆ1(eti) ≤ ℓˆ1 ((xti−1, xti)) . (3.3.11)
Soit γ′i = e0 ∗ · · · ∗ eLi−2 ∗ eti , alors γ
′
i joint xsi et xti . De plus, d’après (3.3.10) et
(3.3.11), on a
ℓˆ1(γ
′
i) =
Li−2∑
l=0
ℓˆ1(el) + ℓˆ1(eti) ≤
Li−2∑
l=0
π∗k(zl) + ℓˆ1 ((xti−1, xti))
≤
Li−2∑
l=0
ℓˆ1(σl) + ℓˆ1 ((xti−1, xti)) ≤ ℓˆ1(γi).
Considérons le cas i = 1, on fait une construction similaire à celle de ci-dessus.
Soit z = w1 ∈ Sk le parent de x1, donc en particulier x1 ∈ B
(
z, a−k
)
. De manière
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analogue on divise la construction en deux cas. Supposons premièrement que xj ∈
B
(
z, 2a−k
)
pour tout j ∈ {1, . . . , t1 − 1}. Comme d(x1, xN) > 4a−k, on sait que γ1
n’est pas tout le chemin γ. Donc (xt1−1, xt1) est une arête verticale. Un argument
analogue au précédent montre que e = (z, xt1) est une arête de G1, et que si on pose
γ′1 = e, on obtient ℓˆ1(γ
′
1) ≤ ℓˆ1(γ1). Si au contraire il existe j tel que xj /∈ B
(
z, 2a−k
)
,
comme dans le deuxième cas ci-dessus, on construit γ′1 = e0 ∗ · · · ∗ eL1−2 ∗ et1 .
Aussi pour i = M on fait la même construction. Soit z = xsM ∈ Sk, et donc en
particulier xsM+1 ∈ B
(
z, a−k
)
. Si xj ∈ B
(
z, 2a−k
)
pour tout j = sM + 1, . . . , N ,
en utilisant le fait que (xsM , xsM+1) est une arête verticale, on voit comme ci-dessus
qu’il suﬃt de prendre γ′M = (xsM , w2) où w2 ∈ Sk est le parent de xN . Sinon, avec
j0 = sM + 1 et z0 = z, on fait comme dans le deuxième cas ci-dessus et on obtient
γ′M = e0 ∗ · · · ∗ eLM−3 ∗ (zLM−2, w2) (si LM ≤ 2 on veut dire (z0, w2)). Il faut montrer
l’existence de l’arête (zLM−2, w2), qui se fait de façon analogue aux autres.
Enﬁn, on remarque que dans le cas où M = 1 (c’est-à-dire, γ = γ1 est un chemin
de niveau k + 1) on a s1 = 1 et t1 = M . On déﬁnit de manière analogue j0 = 1 et
z0 le parent de x1. On déﬁnit aussi par récurrence
jl+1 := min
{
jl < j ≤ N : xj /∈ B
(
zl, 2a
−k
)
ou j = N
}
,
et zl+1 le parent de xjl+1 . On obtient donc une suite {j0, . . . , jL} ⊂ {1, . . . , N} avec
j0 = 1 et jL = N , et on appelle σl = {(xj, xj+1)}
jl+1−1
j=jl
. On montre de la même façon
que l’arête el = (zl, zl+1) est bien dans G1, comme aussi l’arête e = (zL−2, zL). Les
mêmes arguments que ci-dessus montrent que si γ′ = e0 ∗ · · · ∗ eL−3 ∗ e alors on a
ℓˆ1 (γ
′) ≤ ℓˆ1(γ).
En conclusion, dans les deux cas, pour i 6= 1,M , on obtient un chemin γ′i de
niveau au plus k qui joint xsi à xti et de longueur plus petite ou égale à ℓˆ1(γi). Pour
i = 1 on obtient un tel chemin qui joint w1 ∈ Sk (le parent de x1) à xt1 . Et pour
i = M on obtient un tel chemin qui joint xsM à w2 ∈ Sk, le parent de xN . Finalement
si on note ζi = {(xj, xj+1)}
si+1−1
j=ti
pour i = 1, . . . ,M − 1, il suﬃt de prendre
γ′ = γ′1 ∗ ζ1 ∗ γ
′
2 · · · ∗ ζM−1 ∗ γ
′
M .
Cela ﬁnit la preuve du lemme. 
Dans l’énoncé de (H3), en prend α = 8, et pour alléger les notations on note
c(x, y) à la place de cα(x, y).
Lemme 3.13. Il existe une constante uniforme C ≥ 1 telle que pour tous x, y ∈
X, il existe k0 qui dépend de x et y, tel que si xk, yk ∈ Sk avec k ≥ k0 sont tels que
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x ∈ Bk(xk) et y ∈ Bk(yk), alors pour tout chemin d’arêtes γ qui joint xk et yk on a
ℓˆ1(γ) ≥
1
C
· π (c(x, y)) . (3.3.12)
Démonstration. Soit m = |c(x, y)| le niveau du centre de x et y. On suppose
k ≥ m+ 1. Par déﬁnition de m on voit que d(x, y) ≥ 7a−(m+1) et
d(xk, yk) ≥ d(x, y)− 2a
−k ≥ 5a−m+1. (3.3.13)
Soit γ un chemin d’arêtes qui joint xk et yk. La stratégie consiste à utiliser le Lemme
3.12 par récurrence pour trouver un chemin de niveau au plus m + 1 de longueur
plus petite que γ. On divise la preuve en deux cas.
Premier cas : le chemin γ est un chemin de niveau au plus k.
D’après (3.3.13) on peut appliquer le Lemme 3.12 au moins une fois. Posons
γk = γ, et supposons construits les chemins γi pour i ∈ {l, l+1, . . . , k}, qui vériﬁent
les propriétés suivantes :
– γi est de niveau au plus i et joint les points xi, yi ∈ Si,
– xi, yi sont les parents de xi+1, yi+1 respectivement, et
– ℓˆ1(γi) ≤ ℓˆ1(γi+1).
Alors (on rappelle que τ = a
a−1
)
d(xl, yl) ≥ d(xk, yk)− 2
k−1∑
i=l
a−i ≥ 5a−(m+1) − 2τa−l.
En utilisant (3.1.4), on a d(xl, yl) ≥ 4a−(l−1) si l ≥ m + 2. Mais cela nous permet
d’appliquer encore une fois le Lemme 3.12 pour obtenir γl−1 pourvu que l ≥ m+2. En
conclusion, on sait qu’il existe un chemin γm+1 de niveau au plusm+1 qui joint xm+1
et ym+1, les parents dans Sm+1 de xk et yk respectivement, avec ℓˆ1(γm+1) ≤ ℓˆ1(γ).
De plus, si xm ∈ Sm est le parent de xm+1 on a
d(xm, x) ≤
k−1∑
i=m
a−i + a−k ≤ τa−m. (3.3.14)
Donc si z ∈ c(x, y), le fait que d(z, x) ≤ 8a−m et (3.3.14) nous donnent que
d(z, xm) ≤ λa
−m. C’est-à-dire, e = (z, xm) est une arête de G1, et donc πm(xm) ≥
C−10 πm(z). Finalement comme ℓˆ1(γm+1) ≥ C
−2
0 π
∗
m+1(xm+1)
≥C−30 C
−1
1 πm(xm), on ob-
tient
ℓˆ1(γ) ≥ ℓˆ1(γm) ≥
1
C40C1
π(c(x, y)). (3.3.15)
Deuxième cas : γ est un chemin de niveau au moins k + 1.
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n
k
ynxn
x′k y
′
k
ykxk
γ
Figure 3.6. Démonstration du Lemme 3.13, deuxième cas.
Soit k0 suﬃsamment grand de sorte que
2C1
∞∑
i=k0
(η+)
i ≤
1
2C40C1
(η−)
m , (3.3.16)
et supposons k ≥ k0. Soit n > k le niveau maximal d’un sommet de γ, et soient
xn, yn ∈ Sn tels que x ∈ Bn(xn) et y ∈ Bn(yn). Posons x′k = g(xn)k et y
′
k = g(yn)k,
et soient gx = [x′k, xn] et gy = [y
′
k, yn] les deux chemins géodésiques correspondants.
Comme
d(x′k, xk) ≤ d(x
′
k, xn) + d(xn, xk) ≤ (τ + 2)a
−k ≤ λa−k,
d’après (3.1.4), ex = (x′k, xk) est une arête de G1. De manière analogue on voit que
ey = (yk, y
′
k) est aussi une arête de G1. Alors γn = gx ∗ ex ∗ γ ∗ ey ∗ gy, est un chemin
de niveau au plus n, qui joint xn et yn. D’après (3.3.15) on sait que
ℓˆ1(γn) ≥
1
C40C1
π(c(x, y)) ≥
1
C40C1
(η−)
m . (3.3.17)
De l’autre côté, on a
ℓˆ1(gx ∗ ex) ≤ (η+)
k + C1
n∑
i=k+1
(η+)
i ≤ C1
∞∑
i=k
(η+)
i .
Le même calcul est vrai pour ey ∗ gy, et donc on obtient
ℓˆ1(γ) = ℓˆ1(γn)− ℓˆ1(gx ∗ ex)− ℓˆ1(ey ∗ gy)
≥ ℓˆ1(γn)− 2C1
∞∑
i=k
(η+)
i ≥
1
2C40C1
π(c(x, y)).
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La dernière inégalité est vraie par déﬁnition de k0 et (3.3.17). Cela ﬁnit la preuve
du lemme. 
3.2. Simplification des hypothèses. Dans cette section on simpliﬁe les hy-
pothèses du Théorème 3.10 aﬁn de faciliter son application dans des situations
concrètes, comme dans les sections suivantes. On suppose toujours que X est un
espace compact, doublant et uniformément parfait. On suppose aussi donnée la gé-
néalogie V avec a et λ qui vériﬁent (3.1.4). Le but est de montrer la proposition
suivante.
Proposition 3.14. Il existe η0 ∈ (0, 1), qui dépend seulement de λ et de la
géométrie de X, tel que si {σk}k≥0 est une suite de fonctions σk : Sk → R+ qui
vériﬁe :
(S1) pour tout x ∈ Sk et k ≥ 0, si γ = {zi}
N
i=1 est un chemin de Γk+1(x) on a
N∑
i=1
σk+1 (zi) ≥ 1, (3.3.18)
(S2) et pour tout k ≥ 0 et tout x ∈ Sk, on a∑
y∈Tk(x)
σk+1(y)
p ≤ η0, (3.3.19)
alors il existe une suite de fonctions ρk : Sk → R+ qui vériﬁe (H1), (H2), (H3’) et
(H4).
Le point important de la proposition est qu’on peut se libérer de la condition (H2)
tant que la somme (3.3.19) est suﬃsamment petite. On commence par montrer deux
lemmes, la preuve du premier est inspirée par la construction de mesures doublantes
de Vol’berg et Koniagyn [VK88] (voir aussi [Wu98] et [Hei01]).
Lemme 3.15. Supposons qu’on a une fonction π0 : Sk → (0,+∞) qui vériﬁe
∀x ∼ x′ ∈ Sk,
1
C1
≤
π0(x)
π0(x′)
≤ C1, (3.3.20)
où C1 ≥ 1 est une constante. Supposons aussi qu’on a une fonction π1 : Sk+1 →
(0,+∞) qui vériﬁe la propriété suivante :
∀y ∈ Sk+1, ∃x ∈ Sk avec d(y, x) ≤ 2a
−k et 1 ≤
π0(x)
π1(y)
≤ C1. (3.3.21)
Alors il existe πˆ1 : Sk+1 → R+ telle que
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(1) pour tout y ∼ y′ ∈ Sk+1,
1
C1
≤
πˆ1(y)
πˆ1(y′)
≤ C1.
(2) pour tout y′ ∈ Sk+1 on a πˆ1(y
′) = π1(y
′), ou bien il existe y ∼ y′ ∈ Sk+1 tel
que πˆ1(y
′) = π1(y)
C1
. Plus précisément, dans le deuxième cas on a πˆ1 (y
′) =
max{π1(y)}/C1 où le maximum est pris sur tous les voisins y de y
′.
Démonstration. Pour chaque paire de voisins y, y′ ∈ Sk+1 on regarde si les
inégalités
1
C1
≤
π1(y)
π1(y′)
≤ C1
sont vraies ou fausses. Seulement une des deux inégalités peut être fausse, et donc
on met une arête orientée de y a y′ si π1(y) > C1π1(y′). La propriété fondamentale
est la suivante : il n’existe pas de chemin d’arêtes orienté de longueur au moins deux.
En eﬀet, supposons que y ∼ y′ et y′ ∼ y′′ sont tels que π1(y) > C1π1(y′) et π1(y′) >
C1π1(y
′′). Alors on obtient π1(y) > C21π1(y
′′). Comme d (y, y′′) ≤ 4λa−(k+1) ≤ 4a−k,
si on note x, x′′ ∈ Sk tels que
d(y, x) ≤ 2a−k et d(y′′, x′′) ≤ 2a−k,
et aussi tels que
1 ≤
π0(x)
π1(y)
≤ C1 et 1 ≤
π0(x
′′)
π1(y′′)
≤ C1,
on obtient d’après le point (iv) du Lemme 3.2 que x ∼ x′′. Mais comme
π0(x) ≥ π1(y) > C
2
1π1(y
′′) ≥ C1π0(x
′′),
on obtient π0(x) > C1π0(x′′) qui est impossible. Comme conséquence, on a, pour
tout y ∈ Sk+1, toutes les arêtes ou bien rentrent ou bien sortent. On change π1
seulement aux points y′ qui ont toutes les arêtes rentrantes. Voir ﬁg. 3.7.
Soit y′ ∈ Sk+1 tel qu’il existe au moins une arête orientée rentrante. Donc pour
déﬁnir πˆ1(y′) on procède de la façon suivante. Soient yi ∼ y′, i = 1, . . . , l tous les
voisins de y′, et soit y ∈ {y1, . . . , yl} tel que
π1(y) ≥ π1(yi), i = 1, . . . , l.
On remplace π1(y′) par
π1(y)
C1
, c’est-à-dire par πˆ1(y′) = απ1(y′) où
α =
π1(y)
C1π1(y′)
> 1.
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y′′
y′
y
Figure 3.7. Situation typique pour y′ ∈ Sk+1 avec des arêtes qui
rentrent.
Alors pour tout i ∈ {1, . . . , l} on a
π1(yi)
πˆ1(y′)
= C1 ·
π1(yi)
π1(y)
≤ C1,
par déﬁnition de y. Pour voir l’autre inégalité, on note xi ∈ Sk tel que d(xi, yi) ≤ 2a−k
et tel que
1 ≤
π0(xi)
π1(yi)
≤ C1.
On note x le point correspondant à y. Alors on a
π1(yi)
πˆ1(y′)
= C1 ·
π1(yi)
π1(y)
≥
π0(xi)
π0(x)
≥
1
C1
.
Finalement on obtient πˆ1(y′) qui vériﬁe
1
C1
≤
π1(y)
πˆ1(y′)
≤ C1
pour tous les y ∼ y′ et tel qu’il existe y ∼ y′ avec πˆ1(y′) =
π1(y)
C1
. Cela ﬁnit la preuve
du lemme. 
Lemme 3.16. Soit G = (S,A) un graphe de valence bornée par une constante
K. Soit Γ une famille de chemins d’arêtes de G et p ≥ 1. Si τ : S → R+ est une
fonction de poids telle que pour tout chemin γ = {(zi, zi+1)}
N−1
i=1 ∈ Γ, on a
N−1∑
i=1
τ (zi) ≥ 1.
Alors il existe τ˜ : S → R+ telle que pour tout chemin γ = {(zi, zi+1)}
N−1
i=1 de Γ on a
L (γ, τ˜) =
N−1∑
i=1
τ˜ ∗ (zi) ∧ τ˜
∗ (zi+1) ≥ 1, (3.3.22)
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où τ˜ ∗(x) = min {τ˜(y) : y ∼ x}, et telle que∑
z∈S
τ˜ (z)p ≤ 2pK2 ·
∑
z∈S
τ(z)p. (3.3.23)
Démonstration. Pour x ∈ S soit Q2(x) = {y ∈ S : ∃ z ∈ S t.q. y ∼ z ∼ x} la
boule «combinatoire» dans le graphe de rayon 2. On déﬁnit τˆ : S → R+ en posant
τˆ(x) = max {τ(y) : y ∈ Q2(x)} .
Si γ = {(zi, zi+1)}
N−1
i=1 est un chemin de Γ, pour i ∈ {1, . . . , N − 1} on note Ai les
sommets de G qui sont ou bien voisins de zi ou bien voisins de zi+1. Donc on a
N−1∑
i=1
τˆ ∗ (zi) ∧ τˆ
∗ (zi+1) =
N−1∑
i=1
min {τˆ(z) : z ∈ Ai} .
Si y ∈ Q2(x), alors τˆ(y) ≥ τ(x). Mais cela implique que
min {τˆ(z) : z ∈ Ai} ≥ min {τˆ(z) : z ∈ Q2 (zi)} ≥ max {τ (zi) , τ (zi+1)} , (3.3.24)
car Ai est contenu dans Q2 (zi) et aussi dans Q2 (zi+1). Donc on obtient
N−1∑
i=1
τˆ ∗ (zi) ∧ τˆ
∗ (zi+1) ≥
N−1∑
i=1
τ (zi) + τ (zi+1)
2
≥
1
2
. (3.3.25)
De l’autre côté, le cardinal de Q2(x) est majoré par K2 pour tout x ∈ S. Donc∑
x∈S
τˆ(x)p ≤
∑
x∈S
∑
z∈Q2(x)
τ(z)p ≤ K2
∑
x∈S
τ(x)p.
En prenant τ˜ = 2 · τˆ on ﬁnit la preuve du lemme. 
Démonstration de la Proposition 3.14. Soit η0 ∈ (0, 1) que l’on ﬁxera
plus tard. Soit η− = (η0 ·M−1)
1/p
∈ (0, 1), où M est une constante (qui dépend
seulement de a, de λ et de la constante CD) qui majore le cardinal de Tk(x) pour
tous k ≥ 0 et x ∈ Sk. Alors si on prend τk = (σ
p
k + η
p
−)
1/p, on a τk ≥ η− et la suite
{τk} vériﬁe aussi le point (S1). D’après l’inégalité (3.3.19) pour tous x ∈ Sk et k ≥ 0
on a ∑
y∈Tk(x)
τk+1(y)
p ≤
∑
y∈Tk(x)
σk+1(y)
p + ηp−M ≤ 2 · η0. (3.3.26)
Pour x ∈ Sk soit Q2,k(x) = {y ∈ Sk : ∃ z ∈ Sk t.q. y ∼ z ∼ x} la boule «combina-
toire» dans le graphe Sk de rayon 2. Pour k ≥ 0 et x ∈ Sk on déﬁnit
τ˜k(x) = 2 ·max {τk(y) : y ∈ Q2,k(x)} .
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D’après le Lemme 3.16, on obtient une suite {τ˜k}k qui vériﬁe la condition (H3’),
minorée par η− et telle que pour tout x ∈ Sk et k ≥ 0 on a∑
y∈Tk(x)
τ˜k+1(y)
p ≤ 2p+1 ·K2 · η0. (3.3.27)
Ici, la constante K dépend seulement de λ et de la constante de doublement CD, et
K majore le cardinal des 2-voisins horizontaux (c’est-à-dire dans Sk et à distance
combinatoire au plus 2) d’un sommet x ∈ Sk quelconque.
Soit C1 = η
−1
− , on construit par récurrence une suite ρˆk qui vériﬁe
(1) ρˆk ≥ τ˜k, et
(2) (H2) avec la constante C1.
De plus, on verra de la construction de ρˆk qu’elle vériﬁe aussi
(3) ρˆk(y) ≤ max {τ˜k(y′) : y′ ∈ Q1,k(y)}, où Q1,k(y) est la boule «combinatoire»
dans Sk centrée dans y et de rayon 1.
Comme η− ≤ τ˜1 ≤ 1 on peut prendre ρˆ1 = τ˜1. Supposons qu’on a construit ρˆi
qui vériﬁe les points 1 et 2 pour i = 1, 2, . . . , j, et construisons ρˆj+1 en utilisant le
Lemme 3.15. En utilisant la notation du lemme, on note pour x ∈ Sj,
π0(x) =
j∏
i=1
ρˆi (g(x)i) ,
et pour y ∈ Sj+1,
π1(y) = τ˜j+1(y)π0 (g(y)j) .
Comme C1 = η
−1
− et pour tout y ∈ Sj+1 on a d (y, g(y)j) ≤ a
−j, on voit bien que les
hypothèses du Lemme 3.15 sont vériﬁées. Soit πˆ1 : Sj+1 → R+ l’application donnée
par le lemme.
Soit y ∈ Sj+1, d’après le point 2 du Lemme 3.15, on a deux possibilités pour
πˆ1(y) : ou bien est égale à π1(y), ou bien il existe y′ ∈ Sj+1 tel que y′ ∼ y et tel que
πˆ1(y) =
π1(y′)
C1
. De manière équivalente, on peut écrire πˆ1(y) = ρˆj+1(y)π0(g(y)j), où
ρˆj+1(y) est ou bien égale à τ˜j+1(y), ou bien égale à ατ˜j+1(y) avec
α =
1
C1
τ˜j+1(y
′)π0(g(y
′)j)
τ˜j+1(y)π0(g(y)j)
> 1.
On remarque que
α =
τ˜j+1(y
′)π0(g(y
′)j)
C1τ˜j+1(y)π0(g(y)j)
≤
τ˜j+1(y
′)
τ˜j+1(y)
.
Donc on obtient
ρˆj+1(y) = ατ˜j+1(y) ≤ τ˜j+1(y
′).
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C’est-à-dire, dans ce cas on a ρˆj+1(y) ≤ max
y′∼y
τ˜j+1(y
′) pour tout y ∈ Sj+1. Cela
montre l’existence de la suite {ρˆk} qui vériﬁe les points (1), (2) et (3) de ci-dessus.
On estime maintenant (en utilisant le point (3) ci-dessus) la somme de ρˆpk+1 dans
Tk(x). Comme pour tout k ≥ 1 et tout x ∈ Sk on a |{x′ ∼ x}| ≤ K, où K est la
constante de ci-dessus, on obtient∑
y∈Tk(x)
ρˆk+1(y)
p ≤
∑
y∈Tk(x)
∑
y′∼y
τ˜k+1(y
′)p ≤M
∑
x′∼x
∑
y∈Tk(x′)
τ˜k+1(y)
p ≤ 2p+1K4·η0 = K
′η0.
(3.3.28)
On ﬁxe η0 = (2K ′)
−1 qui dépend seulement de λ et de la constante de doublement
CD. Alors la somme (3.3.28) est plus petite que 1/2.
Il nous reste à modiﬁer ρˆk de sorte qu’elle vériﬁe (H4). Pour k = 1 on normalise
simplement de sorte que la somme soit égale à 1, et comme on divise par une quantité
plus petite que η0 < 1 et la même pour tout x ∈ S1, on préserve aussi les conditions
(H1),(H2) et (H3’).
Soit maintenant k > 1, il faut remarquer que si x ∈ Sk−1 alors il appartient
aussi à Tk−1(x) (on rappelle que la suite {Sk} est croissante). On note T ∗k−1(x) =
Tk−1(x)\{x}, et on appelle x le centre de Tk−1(x). Pour x ∈ Sk−1, soit ωk,x ∈ [1,+∞)
tel que
(ωk,xρˆk(x))
p +
∑
y∈T ∗
k−1(x)
ρˆk(y)
p = 1.
L’existence de ωk,x est justiﬁée parce que la somme (3.3.28) est strictement plus
petite que 1. On déﬁnit ρk : Sk → R+ en posant
ρk(y) =

ωk,xρˆk(x) si y = x ∈ Sk−1.ρˆk(y) sinon.
Comme ωk,x ≥ 1, les conditions (H1) et (H3’) sont vériﬁées (pour (H1), comme
|Tk(x)| ≥ 2, il suﬃt de prendre η+ = 1 − η−). D’après le choix de ωk,x on obtient
aussi la condition (H4).
Montrons que la condition (H2) est aussi vériﬁée. On remarque que si x ∈ Sk−1
alors tous les voisins de x dans Sk appartiennent à Tk−1(x). Soient y, y′ ∈ Sk tels
que y ∼ y′, et soit 0 ≤ n ≤ k − 1 le plus grand entier positif tel que g(y)n = g(y′)n.
Comme y ∼ y′, pour tout i ∈ {n + 1, . . . , k} on a g(y)i ∼ g(y′)i. Donc pour tout
i ∈ {n+ 2, . . . , k}, ni g(y)i, ni g(y′)i peuvent être des centres. Car sinon, comme ils
sont voisins, ils auraient le même parent, ce qui est en contradiction avec la déﬁnition
de n. Cela implique que ρi (g(y)i) = ρˆi (g(y)i) et ρi (g(y′)i) = ρˆi (g(y′)i) pour tout
i ∈ {n + 2, . . . , k}. Pour i = n + 1 seulement un des deux peut être un centre. Si
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aucun des deux n’est un centre, alors on a
k∏
i=n+1
ρi (g(y)i)
k∏
i=n+1
ρˆi (g(y)i)
=
k∏
i=n+1
ρi (g(y
′)i)
k∏
i=n+1
ρˆi (g(y′)i)
= 1. (3.3.29)
Si par exemple g(y)n+1 est un centre, le rapport (3.3.29) est égal à ωg(y)n+1 . Comme
pour tout centre x on a η− ≤ ωi,xρi(x) ≤ 1, on voit que dans tous les cas le rapport
(3.3.29) est compris entre 1 et C1. Donc on obtient (H2) avec C0 = C21 . Cela ﬁnit la
démonstration de la proposition. 

CHAPITRE 4
Dimension conforme Ahlfors régulière et module
combinatoire
Le but de cette partie est de montrer comment calculer la dimension conforme
AR d’un compact à l’aide du module combinatoire. Dans la Section 1 on déﬁnit
le module combinatoire associé à une suite de graphes, les nerfs d’une suite des
recouvrements de X, et son exposant critique QN . On montre dans le Théorème 4.5
que QN est égale à la dimension conforme AR de X.
Dans la Section 2, inspirée de [BouK10], on montre que le module combinatoire
vériﬁe une «défectueuse» inégalité sous-multiplicative qui a comme conséquence la
positivité du module combinatoire à l’exposant critique (Corollaire 4.11). On adapte
à notre situation des arguments tirés de [KL04] et [Haïss09] pour majorer le module
combinatoire à partir du module analytique dans les espaces tangents. Enﬁn, les faits
que QN = dimARX, que le module combinatoire est positif à l’exposant critique et
majoré par le module des espaces tangents de X, nous donnent une démonstration
plus conceptuelle d’un théorème de Keith et Laakso (Corollaire 4.12).
Dans la Section 3 on traite diﬀérentes déﬁnitions du module combinatoire. Quand
les espaces tangents de X ne sont pas localement homéomorphes à X, les nerfs Gk
associés aux recouvrements de X diﬀèrent de X en se rapprochant de ses espaces
tangents lorsque k devient grand (échelles petites). Par exemple, en général il est
possible de trouver des courbes dans Gk qui n’existent pas dans X.
Dans le Théorème 4.14 on donne des conditions métriques sur X qui nous per-
mettent de calculer la dimension conforme AR de X en utilisant l’exposant critique
QX , déﬁni à partir des «vraies» courbes de X. Leur égalité est fondamentale car elle
relie les deux déﬁnitions de dimension conforme (comme exposant critique des mo-
dules de courbes de l’espace et comme inﬁmum des dimensions de Hausdorﬀ dans la
jauge) ; ce résultat était connu de Keith et Kleiner depuis quelques temps lorsque X
est connexe et L-quasi-autosimilaire. Dans ce cas, il suﬃt de travailler avec le module
des courbes de diamètre minoré (Corollaire 4.16). Ceci nous permet de donner dans
le Corollaire 4.17 des conditions sous lesquelles la dimension conforme AR de X est
égale au supremum des dimensions conformes AR de ses composantes connexes.
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1. L’exposant critique du module combinatoire
1.1. Le module combinatoire dans un graphe. Pour une exposition dé-
taillée sur le module combinatoire voir [Haïss09]. Soit G = (S,A) un graphe et soit
Γ une famille de sous-ensembles de S. On considère ρ : S → R+ une fonction de
poids, pour γ ∈ Γ on déﬁnit sa ρ-longueur en posant
ℓρ (γ) =
∑
s∈γ
ρ (s) . (4.1.1)
Pour p > 0 on note le p-volume de ρ
Volp(ρ) =
∑
s∈S
ρ (s)p . (4.1.2)
Alors le p-module combinatoire de Γ est
Modp (Γ, G) = inf
ρ
Volp(ρ), (4.1.3)
où l’inﬁmum est pris sur toutes les ρ : S → R+ qui sont Γ-admissibles, c’est-à-dire,
ℓρ (γ) ≥ 1 pour tout γ ∈ Γ. On remarque que si p ∈ (0, 1) alors Modp (Γ, G) ≥ 1,
sauf si Γ est vide.
Remarque. Cette déﬁnition est une discrétisation de la notion classique de module
conforme de l’analyse complexe. On rappelle que si A ⊂ C est un anneau, c’est-à-dire
un ouvert connexe homéomorphe à S1× (0, 1), et les deux composantes connexes du
bord sont non triviales, il existe une bijection holomorphe φ : A → Cr où Cr est la
couronne {1 < |z| < r}. Le module conforme de A est doncMod(A) = (1/2π) log(r),
qui est un invariant conforme de A. Si on note Γt la famille des courbes de A qui joint
les deux composantes connexes du bord et Γs celles qui séparent ces composantes,
alors le module conforme de A est aussi la longueur extrémale de Γt et l’inverse
de celle de Γs (voir [Ah73]). C’est cette propriété qui motive la déﬁnition qu’on a
donné du module combinatoire.
On rappelle qu’on suppose X un espace métrique compact, uniformément parfait
de constante CP ≥ 1 et doublant de constante CD ≥ 1. En particulier, la jauge
conforme JAR(X, d) 6= ∅. Pour chaque k ≥ 1, soit Xk ⊂ X un ensemble 10−k-séparé
maximal et soit Uk :=
{
Bk(x) := B
(
x, 10−k
)
: x ∈ Xk
}
le recouvrement par boules
associé. On suppose la suite {Xk}k≥1 croissante. Pour chaque k ≥ 1, on déﬁnit le
graphe Gk comme étant le nerf de Uk, c’est-à-dire, les sommets de Gk sont les boules
de Uk et on met une arête entre B et B′ si λ · B ∩ λ · B′ 6= ∅, où λ ≥ 15 est une
constante (voir (3.1.4)).
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zN
z1
x ∈ Xi
L · 10−i
10−i
Figure 4.1. Déﬁnition du module combinatoire Mp,k(L) (Déﬁnition
4.1.4). Dans la ﬁgure x est un point de Xi, i ≥ 1 et z1, zN sont les ex-
trémités d’un chemin γ qui appartient à ΓLi,k(x). Mp,k(L) tient compte
du module de tous les anneaux de X centrés sur des points de Xi
de taille 10−i. L’échelle du recouvrement est i + k, donc k représente
l’échelle relative du recouvrement. L représente le diamètre relatif des
chemins γ.
Définition 4.1 (Module combinatoire dans le nerf d’un recouvrement). Soient
p > 0 et L > 1, on déﬁnit
Mp,k (L) = sup
i≥1
max
x∈Xi
Modp
(
ΓLi,k(x), Gi+k
)
, (4.1.4)
où pour i, k ≥ 1 et x ∈ Xi, on note Γ
L
i,k(x) la famille des chemins γ = {zi}
N
i=1 de
Gi+k tels que z1 ∈ Bi(x) et zN ∈ X \ L · Bi(x) (on identiﬁe une boule B ∈ Uk avec
son centre z ∈ Xk). Voir la ﬁgure 4.1.
Dans cette première partie, L est considéré comme un paramètre ﬁxé. On re-
marque que Mp,k (L) < +∞ pour chaque k ≥ 1, car le cardinal des boules de Uk qui
intersectent L · Bi(x) est majoré par une constante qui dépend seulement de k (et
donc uniforme en i ≥ 1 et x ∈ Xi).
On étudie le comportement asymptotique de la suite {Mp,k (L)}k, quand k tend
vers l’inﬁni, et sa dépendance en p. On déﬁnit
Mp (L) = lim inf
k→+∞
Mp,k (L) . (4.1.5)
Le fait est que, à k ﬁxé, la fonction p 7→Mp,k (L) est décroissante, car une fonction
de poids minimale est plus petite ou égale à 1, ce qui implique que l’ensemble des
p ∈ (0,∞) tels que Mp (L) = 0 est un intervalle.
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Définition 4.2 (L’exposant critique). On déﬁnit l’exposant critique du module
combinatoire en posant
QN (L) = inf {p ∈ (0,+∞) : Mp (L) = 0} . (4.1.6)
La lettre N dans la notation indique que cet exposant est déﬁni à partir du module
combinatoire dans le nerf Gk de la suite de recouvrements Uk.
Remarque. Si p ∈ (0, 1), alors Mp,k(L) ≥ 1 sauf si ΓLi,k(x) est vide pour tous i ≥ 1
et x ∈ Xi. Si les familles de chemins ΓLi,k(x) sont vides pour tout k suﬃsamment
grand, on a Mp(L) = 0 pour tout p > 0. Donc QN(L) /∈ (0, 1), et QN(L) = 0 si et
seulement si X est uniformément discontinu (Déﬁnition 2.14).
1.2. Dimension conforme AR et exposant critique. On peut maintenant
prouver la première inégalité entreQN (L) et la dimension conforme Ahlfors régulière
de X (comparer avec [HP08] Corollaire 3.3).
Proposition 4.3. Si p > dimARX alors Mp (L) = 0. Donc QN (L) ≤ dimARX.
En particulier, comme X est doublant et uniformément parfait, on a QN (L) < +∞.
Démonstration. Soient dimARX < p′ < p, et soit d′ une distance dans la
jauge de X Ahlfors régulière de dimension p′. On note µ la mesure de Hausdorﬀ de
(X, d′) de dimension p′, et η : R+ → R+ la fonction de distorsion de id : (X, d) →
(X, d′). On ﬁxe i ≥ 1 et x ∈ Xi, et soit k ≥ 1. On déﬁnit ρ : Ui+k → R+ en posant
ρ (B) =


(
µ(B)
µ((L+1)Bx)
)1/p′
si B ∩ LBx 6= ∅.
0 sinon.
(4.1.7)
Alors on a ∑
B∈Ui+k
ρ (B)p ≤ max
B∩LBx 6=∅
ρ (B)p−p
′
·
∑
B∩LBx 6=∅
ρ (B)p
′
.
On note diam′ le diamètre pour la distance d′. Comme X est uniformément parfait,
on a diam ((L+ 1)Bx) ≥ (L+ 1)C
−1
P 10
−i. D’après la formule de distorsion des
diamètres pour les applications quasisymétriques (voir [Hei01] Proposition 10.8),
pour toute boule B de Ui+k telle que B ∩ LBx 6= ∅, on a
ρ (B) =
(
µ (B)
µ ((L+ 1)Bx)
)1/p′
≍
diam′B
diam′ (L+ 1)Bx
. η
(
2 ·
diamB
diam (L+ 1)Bx
)
≤ η
(
4CP
(L+ 1) · 10k
)
:= ηk.
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Il existe une constante K ≥ 1, qui dépend seulement de η, telle que pour toute boule
B ∈ Ui+k il existe une boule B′ pour la distance d′ telle que B′ ⊂ 12B ⊂ B ⊂ KB
′.
Comme les boules
{
1
2
B : B ∈ Ui+k
}
sont deux à deux disjointes, c’est aussi le cas
des boules B′. Aussi, comme la réunion des boules B telles que B ∩ LBx 6= ∅ est
contenue dans (L+ 1)Bx, on obtient∑
B∩LBx 6=∅
ρ (B)p
′
=
1
µ ((L+ 1)Bx)
·
∑
B∩LBx 6=∅
µ (B) ≤
1
µ ((L+ 1)Bx)
·
∑
B∩LBx 6=∅
µ (KB′)
.
1
µ ((L+ 1)Bx)
·
∑
B∩LBx 6=∅
µ (B′) ≤ 1.
On regarde maintenant l’admissibilité. Soit γ = {zj}
N
j=1 ∈ Γ
L
i,k(x), on peut supposer
que Bzj ∩ LBx 6= ∅ pour tout j. Comme pour chaque j ∈ {1, . . . , N − 1} on a
d′ (zj, zj+1) ≤ diam
′
(
λ · Bzj
)
+ diam′
(
λ · Bzj+1
)
, on obtient
N∑
j=1
ρ
(
Bzj
)
=
N∑
j=1
(
µ
(
Bzj
)
µ ((L+ 1)Bx)
)1/p′
≍
N∑
j=1
diam′Bzj
diam′ (L+ 1)Bx
&
d′ (z1, zN)
2 · diam′ (L+ 1)Bx
≥ c,
où c > 0 est une constante qui dépend seulement de η et de L. Donc ﬁnalement on
obtient
Mp,k . η
p−p′
k ,
qui tend vers zéro quand k tend vers l’inﬁni. Cela ﬁnit la preuve de la proposition. 
Si L′ ≥ L ≥ 1 alors Mp,k (L′) ≤ Mp,k (L) pour tout k ≥ 1, et donc QN (L′) ≤
QN (L). On commence par montrer dans le lemme suivant que, en fait, QN(L) ne
dépend pas de L > 1.
Lemme 4.4 (Indépendance de L). Soient 1 < L ≤ L′ et p > 0. Il existe un entier
l ≥ 0 et une constante C ≥ 1, qui dépendent seulement de L et L′, tels que pour
tout k ≥ 1 on a
Mp,l+k (L) ≤ C ·Mp,k (L
′) .
En particulier, QN(L) = QN(L
′) pour tous L et L′.
Démonstration. Soient 1 < L ≤ L′ et x ∈ Xi avec i ≥ 1. On prend l ≥ 0 le
plus petit entier tel que 10−l < L−1
2L′
et soit
Xi+l(x) := {y ∈ Xi+l : Bi+l(y) ∩Bi(x) 6= ∅} .
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Soit γ = {zj}
N
j=1 un chemin de Γ
L
i+l+k (x). Si y est un élément de Xi+l(x) tel que z1
appartient à Bi+l(y), alors γ est un chemin de ΓL
′
i+l+k(y). En eﬀet, d’après le choix
de l, zN n’appartient pas à L′Bi+l(y) car d (z1, zN) ≥ (L− 1)10−i.
Pour chaque y ∈ Xi+l(x) soit ρy : Ui+l+k → R+ une fonction de poids optimale
pour ΓL
′
i+l+k(y). On déﬁnit ρ : Ui+l+k → R+ en posant
ρ(z) = max {ρy(z) : y ∈ Xi+l(x)} .
Alors ρ est ΓLi+l+k(x)-admissible et il existe une constante C, qui dépend seulement
de l et de la constante de doublement, telle que
Volp (ρ) ≤
∑
y∈Xi+l(x)
Modp
(
ΓL
′
i+l+k(y), Gi+l+k
)
≤ C ·Mp,k (L
′) .
Donc on obtient Mp,l+k (L) ≤ C ·Mp,k (L′). 
On ﬁxe L = 2 et on considère Mp,k := Mp,k (2), Mp := Mp (2) et QN := QN(2).
On peut prouver maintenant le résultat principal de cette section. B. Kleiner m’a
informé qu’il avait obtenu un résultat similaire avec S. Keith (non publié).
Théorème 4.5. Soit X un espace métrique compact, uniformément parfait et
doublant. Alors QN est égale à la dimension conforme Ahlfors régulière de X.
Démonstration. Il s’agit de montrer l’inégalité dimARX ≤ QN . Soit p > 0 tel
que Mp = 0, on va montrer que dimARX ≤ p en appliquant le Théorème 3.10. Soit
n0 ≥ 1 suﬃsamment grand de sorte que a = 10n0 vériﬁe le Lemme des constantes
3.1.4, et tel que Mp,n0 ≤ η où η ∈ (0, 1) est un nombre que l’on ﬁxera plus tard.
On prend Sk = Xk·n0 , et on l’identiﬁe avec le recouvrement Uk·n0 . De manière
analogue on note Gk à la place de Gk·n0 et Γk(x) au lieu de Γ(k+1)·n0(x), la famille des
chemins de Gk+1 qui «joignent» Bx et X \ 2 ·Bx. Donc on a Modp (Γk(x), Gk+1) ≤ η
pour tout k ≥ 1 et tout x ∈ Sk. On ﬁxe la généalogie V comme étant celle de (3.1.3),
c’est-à-dire, on prend
Vk(x) = {y ∈ X : d(y, x) = dist(y, Sk)} .
En utilisant cette condition sur les modules combinatoires on construit une suite
de fonctions de poids ρk : Sk → (0, 1) qui vériﬁe les hypothèses (S1) et (S2) de la
Proposition 3.14. En eﬀet, pour tout k ≥ 1 et tout x ∈ Sk, il existe σx : Sk+1 → R+
telle que :
(1) si on note Q(x) = {y ∈ Sk+1 : By ∩ 3 · Bx 6= ∅}, alors σx(y) = 0 si y /∈ Q(x).
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(2) pour tout chemin γ = {zi}
N
i=1 de niveau k + 1 tel que z1 ∈ Bx et zN ∈
X \ 2 · Bx, on a
N∑
i=1
σx (zi) ≥ 1,
(3) et
∑
y∈Sk+1
σx(y)
p ≤ η.
On déﬁnit σk+1 : Sk+1 → R+ par
σk+1(y) = max {σx(y) : x ∈ Sk} .
Comme σk+1 ≥ σx le point 2 ci-dessus continue à être vériﬁé si l’on remplace σx par
σk+1. En utilisant le point 1 et le fait que Tk(x) ⊂ Q(x), pour tous k ≥ 1 et x ∈ Sk,
on obtient∑
y∈Tk(x)
σk+1(y)
p =
∑
y∈Tk(x)
max {σx′ (y)
p : x′ ∈ Sk} ≤
∑
y∈Tk(x)
∑
x′:y∈Q(x′)
σx′ (y)
p
≤
∑
x′:Q(x)∩Q(x′) 6=∅
∑
y∈Q(x′)
σx′ (y)
p ≤ K · η,
où K est une constante qui dépend seulement de la constante de doublement de X,
telle que |{x′ ∈ Sk : Q(x′) ∩Q(x) 6= ∅}| ≤ K pour tout k ≥ 1 et tout x ∈ Sk. Donc
pour pouvoir appliquer la Proposition 3.14, il suﬃt de choisir η ≤ K−1η0. Cela ﬁnit
la démonstration du théorème. 
On termine cette partie avec la remarque suivante :
Remarque 1. Une conséquence des démonstrations des théorèmes précédents est
la suivante : si p > QN , c’est-à-dire, Mp = lim infkMp,k = 0, on a montré que
dimARX ≤ p. Donc d’après la Proposition 4.3, pour tout p′ > p on a limkMp′,k = 0.
En d’autres termes, on peut remplacer dans la déﬁnition de QN la limite inférieure
par la limite.
Remarque 2. D’après la remarque qui suit la Déﬁnition 4.2 on a QN = dimARX
est égale à zéro si et seulement si X est uniformément discontinu. Dans ce cas, la
dimension conforme AR n’est pas atteinte.
2. Comparaison avec les espaces tangents
2.1. Majoration du module combinatoire à partir du module analy-
tique. Le but de cette partie est de montrer que quand X est p-régulier, Mp est
majoré par le p-module analytique de courbes dans les espaces tangents de X, qu’on
utilisera dans la section suivante pour donner une preuve d’un théorème de Keith et
Laakso [KL04] sur l’existence de familles de courbes de module positif. On reproduit
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R0
0 11/n
×k
k/(nk(nk + 1))→ 0
Figure 4.2. La ﬁgure montre un exemple où X := {1/n : n ≥
1} ∪ {0}. Dans ce cas, il existe un espace tangent sur le point 0 qui
est isométrique à R+. Etant ﬁxé R > 0, si on note Xk := k ·X, k ≥ 1,
alors Xk∩[0, R] := {1/n : n ≥ nk} où nk = [k/R]+1. Donc la distance
de Hausdorﬀ entre Xk et [0, R] est majoré par k/(nk(nk+1)) qui tend
vers zéro quand k tend vers l’inﬁni.
essentiellement des arguments qui apparaissent dans [KL04] et [Haïss09], avec de
petites modiﬁcations dues au fait que les déﬁnitions sont ici légèrement diﬀérentes.
On commence par rappeler quelques déﬁnitions ; pour une exposition détaillée,
on se réfère à [MT10]. On dit qu’une suite de sous-ensembles fermés non vides
{Fn}n d’un espace métrique (Z, d) converge au sens de Hausdorﬀ vers un ensemble
fermé F ⊂ Z si
lim
n→∞
sup
z∈Fn∩B(x,R)
dist(z, F ) = 0 et lim
n→∞
sup
z∈F∩B(x,R)
dist(z, Fn) = 0, (4.2.1)
pour tous x ∈ Z et R > 0. La convergence d’espaces métriques mesurés est la
suivante.
Définition 4.6 (Convergence d’espaces mesurés). Une suite d’espaces métriques
mesurés, complets et pointés {(Zn, dn, µn, pn)} converge vers un espace métrique me-
suré, complet et pointé (Z, d, µ, p), s’il existe un espace métrique pointé (Z, D, q) et
des plongements isométriques ιn : Zn → Z et ι : Z → Z avec ιn(pn) = ι(p) = q pour
tout n ≥ 0, tels que {ιn(Zn)} converge au sens de Hausdorﬀ vers ι(Z) et {(ιn)∗µn}
converge faiblement vers ι∗µ. Si on ignore les mesures, on obtient la convergence de
Gromov-Hausdorﬀ pour les espaces métriques.
Si X est un espace doublant, pour n’importe quelle suite {rn} d’échelles, n’im-
porte quelle suite de points {xn} de X, la famille {(X, xn, r−1n d)} est relativement
compacte pour la topologie de Gromov-Hausdorﬀ. On parle d’espaces tangents
faibles pour ces limites, et d’espaces tangents quand {xn} est constante et {rn}
tend vers zéro (voir la ﬁgure 4.2 pour un exemple d’espace tangent).
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Si (X, d, µ) est Ahlfors régulier de dimension p > 0, et (X∞, d∞, x∞) est un tan-
gent faible de X avec suite d’échelles {rn}, alors X∞ est aussi régulier de dimension
p, où la mesure de Hausdorﬀ de dimension p est comparable à une limite faible de
{r−pn µ}, qu’on note µ∞. On rappelle aussi (voir [Hei01]) que si Γ est une famille de
courbes de X, alors le p-module analytique de Γ est par déﬁnition
Modp (Γ) = inf
ρ
∫
X
ρp dµ,
où l’inﬁmum est pris sur toutes les fonctions boréliennes ρ : X → R+ ∪ {+∞}
qui sont Γ-admissibles. On remarque que si p ∈ (0, 1), alors X est uniformément
discontinu et donc toute courbe de X est constante (voir aussi le Théorème 5.1.9
de [MT10]). Quand on parle de module analytique dans un espace tangent, il est
toujours calculé en utilisant la mesure µ∞ de ci-dessus.
On suppose dorénavant que X est p-régulier. Soit (X∞, d∞, x∞) un espace tan-
gent faible de X. On considère la famille Γ(x∞) des courbes qui joignent B(x∞, 1)
et X \B(x∞, 2).
Définition 4.7 (Module dans les tangents). On déﬁnit
MTp := sup {Modp (Γ(x∞)) : (X∞, d∞, x∞) est un tangent faible de X} .
La proposition suivante montre que le module analytique dans les tangents do-
mine les modules combinatoires.
Proposition 4.8. Il existe une constante C, qui dépend seulement de la constante
de doublement de X, telle que Mp ≤ C ·M
T
p .
Démonstration. Si p ∈ (0, 1), l’inégalité est triviale car X est uniformément
discontinu et donc Mp = MTp = 0. Donc on peut supposer que p ≥ 1. On ne donne
pas tous les détails de la preuve de la proposition, car elle consiste en de petites
modiﬁcations d’arguments qui apparaissent dans la Section 3 de [KL04] et dans
l’Annexe B de [Haïss09].
Soient C ≥ 1 et ǫ > 0, et supposons Mp > C ·MTp . Cela veut dire qu’il existe
k0 ≥ 1 tel que pour tout k ≥ k0, il existe i = ik ≥ 1 et x = xk ∈ Xi tels que
Modp (Γi,k (x) , Gi+k) ≥ C ·M
T
p + δ, où δ > 0.
Soit rk = 10−ik , et considérons la suite
{(
X, r−1k d, xk
)}
k
. Soit (X∞, d∞, x∞) un point
limite. On ﬁxe un espace métrique compact Z et des plongements isométriques
ι : B (x∞, 3) → Z et ιk :
(
B (xk, 3) , r
−1
k d
)
→ Z pour chaque k. On identiﬁe la
famille de courbes Γ (x∞) et les familles de chemins Γi,k(x) avec ces images par les
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plongements ι et ιk. De manière analogue on identiﬁe la mesure µ∞ avec son image
par ι.
Considérons ρ : Z → R+ une fonction continue Γ (x∞)-admissible telle que
Volp(ρ) ≤ Modp (Γ (x∞)) + ǫ ≤ M
T
p + ǫ. On peut supposer que ρ ≥ m > 0. On
déﬁnit ρk : Ui+k → R+ en posant (on identiﬁe aussi Ui+k avec son image par ιk)
ρk(B) =
3
2
inf {ρ(y) : y ∈ λ · B} diamZ (λ · B) . (4.2.2)
Pour k suﬃsamment grand ρk est Γi,k(x)-admissible (voir [Haïss09] Proposition
B.2 et [KL04] Proposition 3.2.4). Comme Xi+k est un ensemble 10−k- séparé pour
la distance de Z, il existe une constante K qui dépend seulement de la constante
d’Ahlfors régularité, telle que Volp (ρk) ≤ K · Volp(ρ) ≤ K ·
(
MTp + ǫ
)
. Donc pour
tout ǫ > 0 on a
C ·MTp + δ ≤ K ·
(
MTp + ǫ
)
,
qui est imposible si C > K. Cela ﬁnit la preuve. 
2.2. Module positif à l’exposant critique. Dans cette partie on montre que
la suite {Mp,k}k admet une borne inférieure strictement positive quand p = QN . En
eﬀet, cela est une conséquence du fait que la suite {Mp,k}k vériﬁe une «défectueuse»
inégalité sous-multiplicative en k. La démonstration est une modiﬁcation des argu-
ments tirés de [BouK10] section 3 (voir aussi la remarque 4 qui suit la Proposition
3.15).
On ﬁxe L ≥ 2 et on note aussi Mp,k = Mp,k (L). Pour i, k ≥ 1 et x ∈ Xi on note
Γ′i,k(x) la famille des chemins de Gi+k qui joignent L1 · Bi(x) et L2 · Bi(x), où
L1 =
11
10
et L2 = L−
1
10
.
On déﬁnit M ′p,k de la même façon que Mp,k en remplaçant Γi,k(x) par Γ
′
i,k(x) dans
la déﬁnition 4.1.4. Alors on a le lemme suivant :
Lemme 4.9. Il existe une constante C ≥ 1, qui dépend seulement de p, de L et
de la constante de doublement CD, telle que
Mp,k+l ≤ C ·M
′
p,k ·Mp,l. (4.2.3)
pour tous k et l.
Démonstration. Pour chaque i, k ≥ 1 et x ∈ Xi on note ρxi+k : Ui+k → R+
une fonction de poids minimale, c’est-à-dire, qui vériﬁe : ρxi+k est Γi,k(x)-admissible
2. COMPARAISON AVEC LES ESPACES TANGENTS 77
et ∑
B∈Ui+k
ρxi+k (B)
p = Modp (Γi,k(x), Gi+k) .
De manière analogue on déﬁnit σxi+k : Ui+k → R+ la fonction de poids minimale pour
M ′p,k. La minimalité de ρ
x
i+k et σ
x
i+k, implique que ρ
x
i+k (B) = σ
x
i+k (B) = 0 pour les
boules B de Ui+k qui n’intersecte pas LBi(x). Pour alléger les notations dans les
calculs suivants, on va noter Bz au lieu de Bk(z) pour z ∈ Xk. Pour Bx ∈ Ui on note
Ui+k (Bx) les boules Bz ∈ Ui+k telles que Bz ∩ LBx 6= ∅, et χxi+k : Ui+k → {0, 1} la
fonction caractéristique de Ui+k (Bx).
Maintenant on ﬁxe i ≥ 1 et x ∈ Xi. Il s’agit de majorer le p-module combinatoire
de la famille de chemins Γi+k+l(x) de Gi+k+l. On déﬁnit ρ : Ui+k+l → R+ en posant
ρ (B) = max
{
σxi+k (Bz) · ρ
z
i+k+l (B) : z ∈ Xi+k
}
· χxi+k+l (B) . (4.2.4)
Alors le p-volume est majoré par :∑
B∈Ui+k+l
ρ (B)p =
∑
B∈Ui+k+l
max
{
σxi+k (Bz)
p · ρzi+k+l (B)
p : z ∈ Ui+k
}
χxi+k+l (B)
≤
∑
B∈Ui+k+l
∑
Bz∈Ui+k
σxi+k (Bz)
p · ρzi+k+l (B)
p χxi+k+l (B)χ
z
i+k (B)
=
∑
Bz∈Ui+k
σxi+k (Bz)
p ·

 ∑
B∈Ui+k+l
ρzi+k+l (B)
p χxi+k+l (B)χ
z
i+k (B)


≤
∑
Bz∈Ui+k
σxi+k (Bz)
p ·Modp
(
Γ(i+k)+l(z), G(i+k)+l
)
≤ Modp
(
Γ′i+k(x), Gi+k
)
· max
z∈Xi+k
Modp
(
Γ(i+k)+l(z), G(i+k)+l
)
≤ M ′p,k ·Mp,l.
On regarde maintenant l’admissibilité ; soit γ = {wj}
N
j=1 ∈ Γi+k+l(x). Alors si Bz ∈
Ui+k est telle que Bz ∩ γ 6= ∅, comme diamγ ≥ (L − 1)10−i et diam (LBz) ≤
2L ·10−(i+k), le chemin γ appartient à Γi+k+l(z). On ﬁxe z ∈ Xi+k tel que Bz∩γ 6= ∅,
et soient j1 < j2 ∈ {1, . . . , N} tels que wj1 ∈ Bz et wj2 ∈ X \LBz. Donc, en utilisant
l’admissibilité de ρzi+k+l, on obtient
j2∑
j=j1
ρ
(
Bwj
)
≥
j2∑
j=j1
σxi+k (Bz) ρ
z
i+k+l
(
Bwj
)
≥ σxi+k (Bz) . (4.2.5)
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Soit Ui+k (γ) l’ensemble des z ∈ Xi+k tels que Bz ∩ γ 6= ∅, alors il existe un chemin
γ′ ∈ Γ′i+k(x) qui est contenu dans Ui+k (γ). Cela implique
1 ≤
∑
Bz∩γ 6=∅
σx,ik (Bz) ≤
∑
Bz∩γ 6=∅
j2∑
j1
ρ
(
Bwj
)
≤ K ·
N∑
1
ρ (B) , (4.2.6)
où K est une constante qui majore le cardinal de Ui+k (B) et qui dépend seulement
de L et de la constante de doublement CD. Donc, si on multiplie ρ par K, on obtient
une fonction de poids Γi+k+l(x)-admissible, telle que sa p-masse est majorée par
Kp ·M ′p,k ·Mp,l. Cela ﬁnit la preuve de la proposition. 
La conséquence la plus importante de la sous-multiplicativité est la suivante :
Lemme 4.10. Soit ǫ = (3C)−1 où C est la constante du Lemme 4.9. Alors
M ′QN ,k ≥ ǫ pour tout k ≥ 1.
Démonstration. Soient 1 ≤ k ≤ n quelconques, alors d’après le Lemme 4.9
on a
Mp,n ≤
(
C ·M ′p,k
)m
· max
0<r<k
M ′p,r,
où m = [n/k]. En particulier, à k ﬁxé, la limite de Mp,n quand n tend vers l’inﬁni
est majorée par la limite de ckθ
[n/k]
k , où θk = C ·M
′
p,k et ck est le maximum des M
′
p,r
avec 0 < r < k. Donc Mp = 0 s’il existe k ≥ 1 tel que M ′p,k < C
−1. C’est-à-dire, on
a les inclusions des intervalles suivantes :
A′ :=
{
p : M ′p = 0
}
⊂ B :=
{
p : ∃ k, M ′p,k < C
−1
}
⊂ A := {p : Mp = 0} .
Supposons qu’il existe k ≥ 1 tel que M ′p,k < ǫ. Soit K une constante qui majore le
cardinal des boules B ∈ Ui+k telles que B ∩ L · Bx 6= ∅, pour tout i ≥ 1 et x ∈ Xi.
Comme M ′p,k < ǫ, on a Modp
(
Γ′i+k(x), Gi+k
)
< ǫ pour tout i ≥ 1 et tout x ∈ Xi.
Soient i ≥ 1 et x ∈ Xi, on considère ρ : Ui+k → R+ une fonction de poids
optimale pour Γ′i+k(x). Par optimalité, ρ(B) = 0 pour toute boule B de Ui+k qui
n’intersecte pas L · Bx. On déﬁnit σ : Ui+k → R+ en posant
σ(B) := max
{
ρ(B),
(
ǫK−1
)1/p}
.
Alors σ est une fonction de poids Γ′i,k(x)-admissible, minorée par (ǫK
−1)
1/p et de
p-volume majoré par∑
B∈∈Ui+k
σ(B)p ≤
∑
B∩L·Bx 6=∅
ρ(B)p +
(
ǫK−1
)
· |B ∈ Ui+k : B ∩ L · Bx 6= ∅| ≤ 2ǫ.
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Cela implique que pour q ≤ p on a
Modq
(
Γ′i+k(x), Gi+k
)
≤
∑
B∈Ui+k
σ(B)q ≤ max
{
σ(B)q−p
}
·
∑
B∈Ui+k
σ(B)p
≤
(
K
ǫ
)(p−q)/p
· 2ǫ =
(
K
ǫ
)1− q
p
· 2ǫ.
En particulier, M ′q,k < 3ǫ = C
−1 si q < p est suﬃsamment proche de p. Supposons
maintenant par l’absurde que M ′QN ,k < ǫ. Alors il existe q < QN suﬃsamment
proche de QN tel que M ′q,k < C
−1. Donc Mq = 0 qui est une contradiction, cela ﬁnit
la preuve. 
Une légère modiﬁcation de la preuve du Lemme 4.4 montre qu’il existe l ≥ 1 et
une constante C ′ tels que M ′QN ,k+l ≤ C ·MQN ,k, et donc cela nous permet de prouver
le corollaire suivant :
Corollaire 4.11 (Positivité du module à l’exposant critique). La suite des
modules {MQN ,k(L)}k admet une borne inférieure strictement positive qui dépend
seulement de L et de la constante de doublement de X.
Cette borne inférieure (et donc, en eﬀet, l’inégalité sous-multiplicative) avec les
faits que : (a) le module combinatoire est majoré par le module analytique des es-
paces tangents de X et que (b) l’exposant critique est égale à la dimension conforme,
nous permettent de donner une interprétation plus conceptuelle du théorème suivant
de Keith et Laakso (voir [KL04]) :
Théorème 4.12 (Keith-Laakso). Soit X compact et Q-régulier, Q > 1, tel que
dimARX = dimH X, alors il existe X∞ un espace tangent faible de X et une famille
de courbes Γ ⊂ X∞, de diamètre minoré et de Q-module strictement positif.
Démonstration. En eﬀet, d’après la Proposition 4.8, on sait queMQ ≤ C ·MTQ ,
et comme d’après le Corollaire 4.11, on sait que MQ > 0 (car Q = QN), on conclut
qu’il existe un espace tangent faible (X∞, x∞) de X, tel que la famille des courbes
qui joignent B(x∞, 1) et B(x∞, 2) a son Q-module strictement positif. 
3. Différentes définitions de module combinatoire
3.1. Le module des courbes dans l’espace. Dans de cette partie, on intro-
duit un deuxième module combinatoire MXp,k déﬁni en utilisant des courbes de X.
Nous donnons des conditions topologiques et métriques sur l’espace X, de sorte que
ces deux modulesMXp,k etMp,k — ce dernier déﬁni dans la section précédente en utili-
sant des chemins dans les graphes Gk — aient le même comportement asymptotique
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quand k tend vers l’inﬁni. Par exemple, en général, les graphes Gk ne reﬂètent pas
bien les propriétés topologiques de X : ils peuvent avoir des courbes qui n’existent
pas dans l’espace. Ce nouveau module nous permettra de calculer la dimension
conforme Ahlfors régulière d’un espace X en utilisant des courbes de X.
Soient Γ une famille de courbes de X et U un recouvrement ouvert de X. Pour
γ ∈ Γ on note U (γ) = {U ∈ U : U ∩ γ 6= ∅}. Pour chaque i ≥ 1 et x ∈ Xi, on note
Γi(x) la famille de courbes de X qui intersectent ℓ · Bx et X \ L · Bx, où L ≥ 2 et
ℓ := 11/10. Donc, pour tous i, k ≥ 1 et x ∈ Xi, on déﬁnit la famille de sous-ensembles
de Gi+k suivante :
∆i+k(x) = {Ui+k (γ) : γ ∈ Γi(x)} .
Finalement on note Modp (Γi(x),Ui+k) := Modp (∆i+k(x), Gi+k).
Définition 4.13 (Module combinatoire des courbes dans l’espace). On déﬁnit
MXp,k (L) = sup
i≥1
max
x∈Xi
Modp (Γi(x),Ui+k) . (4.3.1)
La lettre X dans la notation est pour indiquer que le module est calculé avec des
courbes de X.
Remarque. Il faut remarquer que l’on pourrait utiliser des recouvrements plus gé-
néraux pour déﬁnir cette suite de modules combinatoires. Mais d’après le Lemme 2.9
de [Haïss09], si deux suites de recouvrements de X ont un indice de recouvrement
uniformément borné, leurs comportements asymptotiques sont comparables. Cela
implique que l’on pourrait remplacer les recouvrements Uk par des κ-approximations
à l’échelle k, déﬁnies dans [BouK10]. Beaucoup d’arguments sont aussi vrais pour
des suites de quasi-empilements déﬁnies dans [Haïss09].
Pour alléger les notations, on note MXp,k à la place de M
X
p,k (L). La suite
{
MXp,k
}
a
les mêmes propriétés que {Mp,k} : à k ﬁxé la fonction p 7→ MXp,k est décroissante et
l’ensemble des p ∈ (0,∞) tels que MXp := lim infkM
X
p,k = 0 est un intervalle. On
déﬁnit de manière analogue l’exposant critique QX .
La première chose à remarquer est que la suite
{
MXp,k
}
k
vériﬁe, en eﬀet, une
«vraie» inégalité sous-multiplicative en k : il existe une constante C ≥ 1, qui dépend
seulement de p, de L et de la constante de doublement CD, telle que
MXp.k+l ≤ C ·M
X
p,k ·M
X
p,l. (4.3.2)
pour tous k et l. La preuve est analogue à celle de (4.2.3), sauf qu’ici, la famille de
courbes Γi(x) ne change pas avec l’échelle, et donc il n’est pas nécessaire de considérer
le module M ′p,k comme avant. Alors, si on pose ǫL = C
−1, on a (à comparer avec
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[BouK10] Section 3)
lim
k→+∞
MXp,k = 0⇔ ∃ k ≥ 1 tel que M
X
p,k < ǫL, (4.3.3)
et donc MXp,k ≥ ǫL pour tout k ≥ 1 si p ∈ (0, QX ]. On remarque qu’on a toujours
QX ≤ QN , car pour toute courbe γ ∈ Γi(x), le sous-ensemble Ui+k (γ) contient un
chemin qui appartient à Γ′i+k(x), et donc M
X
p,k ≤ M
′
p,k. En général cette inégalité
peut être stricte (voir la Remarque suivant le Théorème 4.14).
On rappelle que X est linéairement connexe (LC) s’il existe un module de
connexité linéaire (voir Déﬁnition 2.8) et qu’on note Cℓ ≥ 1 la constante de li-
néarité. On rappelle aussi que Vr(A) désigne le r-voisinage de A. Le but de cette
section est de montrer le théorème suivant :
Théorème 4.14. Soit X un espace métrique compact, uniformément parfait et
doublant. Supposons que X vériﬁe aussi les deux hypothèses suivantes :
(1) (Connexité linéaire uniforme des composantes) Il existe une constante Cℓ ≥
1 telle que toute composante connexe de X est Cℓ-linéairement connexe.
(2) (Séparation uniforme des composantes) Il existe une constante Cs ≥ 1 telle
que : pour tout 0 < r ≤ diamX, il existe un recouvrement ouvert et fermé
Wr de X, tel que pour tout W ∈ Wr on a dist (W,X \W ) ≥ r/Cs et il
existe une composante connexe Y de X telle que Y ⊂ W ⊂ Vr(Y ).
Alors QX = QN . En particulier, si X est connexe et LC, l’exposant QX est égale à
la dimension conforme Ahlfors régulière de X.
On fait quelques remarques avant de commencer la preuve du théorème.
Remarque 1. Il est possible, en général, d’avoir QX < QN . Dans la section 3 du
Chapitre 5, on construit un exemple d’un compact connexe X ⊂ R2 tel que QX = 1
et QN = 2.
Remarque 2. L’hypothèse du point 2 est inspirée de la notion analogue de dis-
continuité uniforme (Déﬁnition 2.14) de David et Semmes. On l’appelle séparation
uniforme des composantes. Par compacité on peut toujours supposer que le recou-
vrement Wr est ﬁni.
On peut l’énoncer de la façon suivante. Etant donné ǫ > 0, on peut déﬁnir
une relation d’equivalence ∼ǫ sur X, dans laquelle deux points x et y de X son
ǫ-équivalents s’ils peuvent se connecter par une ǫ-chaîne ; i.e. il existe une suite
{zi}
N
i=1 ⊂ X avec z1 = x, zN = y et d(zi, zi+1) ≤ ǫ pour tout i = 1, . . . , N − 1.
Chaque ǫ-classeW est ouverte et fermée, et dist (W,X \W ) ≥ ǫ. De plus, si ǫ1 ≤
ǫ2 et on note Wǫi(x), i = 1, 2, la ǫi-classe qui contient x, alors Wǫ1(x) ⊂ Wǫ2(x) et
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ǫ>0Wǫ(x) = Y où Y est la composante connexe deX qui contient x. En particulier,
pour tout 0 < r ≤ diamX, il existe ǫr tel que si ǫ ≤ ǫr alors Wǫ(x) ⊂ Vr(Y ).
La condition 2 est équivalente à : pour tout ǫ ∈ (0, diamX) et toute ǫ-classe W ,
il existe une composante connexe Y de X telle que W ⊂ VCsǫ(Y ).
En eﬀet, supposons que X vériﬁe la condition 2. On prend r = Csǫ. SiWr est un
recouvrement ﬁni de taille r, comme dans la condition 2, alors chaque élément W
de Wr est une réunion de ǫ-classes, et chacune de ces classes est dans le r-voisinage
de la composante connexe Y de X correspondante à W .
Réciproquement, comme les ǫ-classes forment un recouvrement ouvert de X et
sont deux à deux disjointes, pour chaque ǫ > 0 il y a seulement une quantité ﬁnie
de classes, qu’on note maintenant Wi(ǫ) pour i = 1, . . . , Nǫ. Si une composante Y
de X intersecte une ǫ-classe Wi(ǫ), elle doit être contenue dans cette classe. On
considère Yi une composante connexe de X telle que Wi(ǫ) est dans le Csǫ-voisinage
de Yi. Pour chacune des Yi, on considère l’ouvert fermé Ui formé par les ǫ-classes
contenues dans le Csǫ-voisinage de Yi. On obtient ainsi un recouvrement de X par
des ouverts fermés {Ui}, à distance au moins ǫ de leur complémentaire et tels que
Yi ⊂ Ui ⊂ VCsǫ(Yi) pour chaque i. On remarque que les Ui ne sont pas forcément
disjoints.
On ﬁnit avec une autre formulation de la condition 2. Pour chaque ǫ > 0, chaque
i ∈ {1, . . . , Nǫ} et chaque composante Y de X on note
dY (ǫ, i) := inf {r > 0 : Wi(ǫ) ⊂ Vr(Y )} .
Pour chaque classe Wi(ǫ) on note
ri(ǫ) := inf {dY (ǫ, i) : Y composante connexe de X} ,
et ﬁnalement on déﬁnit h : (0, diamX]→ R+ on posant
h(ǫ) = max {ri(ǫ) : i = 1, . . . , Nǫ} . (4.3.4)
Donc l’hypothèse dit qu’il existe une constante uniforme Cs telle que h(ǫ) ≤ Cs · ǫ
pour tout 0 < ǫ ≤ diamX (voir aussi la ﬁgure 4.3).
Par exemple, le Cantor de segments X := C3 × [0, 1], où C3 est l’ensemble de
Cantor triadique, vériﬁe les hypothèses du théorème.
Démonstration du Théorème 4.14. Il s’agit de montrer l’inégalité QN ≤
QX . Soit p > 0, on montre qu’il existe des constantes M et k0, qui dépendent
seulement de λ et de la géométrie de X, telles que pour tout k ≥ k0, on a Mp,k ≤
Mp+1 ·MXp,k.
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ǫ = 1
(n−1)n
r = 1
n
0
Figure 4.3. Soit X = {1/n : n ≥ 1} × [0, 1]. La condition de sépa-
ration uniforme de composantes connexes n’est pas vériﬁée. En eﬀet,
si ǫ = 1/((n − 1)n), alors avec des ǫ-chaînes on peut connecter 0 à
tout le r-voisinage de {0} × [0, 1], où r = 1/n. Mais r/ǫ → ∞ quand
n→∞. Ce comportement est interdit par la condition 2 du théorème.
La première chose à remarquer est que la condition sur la séparation uniforme
des composantes connexes de X, condition 2, implique que les chemins de Gm sont
à une distance comparable à 10−m de vraies courbes dans X.
En eﬀet, on pose ǫm := 2λ10−m pour chaquem ≥ 1. Si Bz ∼ Bw sont deux boules
de Um, alors leurs centres vériﬁent d(z, w) < 2λ10−m = ǫm. Donc si γ = {zj}
N
j=1 est
un chemin de Gm, les zj, j = 1, . . . N , appartiennent à une même ǫm-classe W
de X. Comme h(ǫm) ≤ Cs · ǫm, il existe une composante connexe Y de X telle
que W ⊂ VCsǫm(Y ). Cela implique que le chemin γ est contenu intégralement dans
W ⊂ Vǫm(Y ).
Donc, pour tout j ∈ {1, . . . , N}, il existe yj ∈ Y tel que d (yj, zj) < Cs · ǫm.
En particulier, on a d (yj, yj+1) < 3Csǫm, et comme Y est Cℓ-linéairement connexe
il existe une courbe γj contenue dans Y qui joint yj à yj+1 et de diamètre majoré
par 3CℓCsǫm. On note K := 3CℓCs. Soit ζγ = γ1 ∗ · · · ∗ γN−1 la concaténation des
courbes γj. On note ζγ(1) = y1 et ζγ(2) = yN .
Soient i, k ≥ 1, x ∈ Xi, et soit ρˆx : Ui+k → R+ une fonction de poids qui est
Γi(x)-admissible et telle que∑
B∈Ui+k
ρˆx (B)
p = Modp (Γi(x),Ui+k) . (4.3.5)
On suppose que γ = {zj}
N
j=1 est un chemin de Gi+k qui vériﬁe que z1 appartient
à Bx, zj appartient à (L+ 1)Bx pour j = 2, . . . , N − 1 et que zN n’appartient
pas à (L+ 1)Bx. Soit ζγ = γ1 ∗ · · · ∗ γN−1 la courbe construite ci-dessus. Comme
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d(z1, ζγ(1)) ≤ K · ǫi+k, on a
d(ζγ(1), x) ≤ d(z1, x) +K · ǫi+k ≤ 10
−i
(
1 +
2λK
10k
)
.
Alors ζγ∩ ℓ·Bx 6= ∅ si k ≥ k0, où k0 est le plus petit entier tel que k0 ≥ log10(2λK)+1.
Aussi comme
d (ζγ(2), x) ≥ d (zN , x)− d (ζγ(2), zN) ≥
(
L+ 1−
2λK
10k
)
10−i > L10−i,
on a ζγ ∩X \ LBx 6= ∅, et donc ζγ ∈ Γi(x). Pour tout point w de γj on a
d (zj, w) ≤ diamγj +Kǫi+k ≤ 2Kǫi+k ≤ Λ10
−(i+k),
où Λ ≥ 4λK est une constante uniforme, qui dépend seulement de λ, de Cs et de Cℓ.
On peut supposer Λ suﬃsamment grande, de telle manière que toute boule By de
Ui+k qui intersecte γj soit contenue dans ΛBzj . La même conclusion est vraie pour
zj+1. On déﬁnit ρx : Ui+k → R+ en posant
ρx (By) = max {ρˆx (Bz) : Bz ⊂ ΛBy} . (4.3.6)
Comme la quantité des boules Bz de Ui+k qui sont contenues dans ΛBy est majorée
par une constante M , qui dépend seulement de Λ et de la constante de doublement
CD, on a
ρx
(
Bzj
)
≥
1
M
∑
Bz∩γj 6=∅
ρˆx (Bz) . (4.3.7)
Donc on obtient
N∑
j=1
ρx
(
Bzj
)
≥
1
M
∑
Bz∩ζ 6=∅
ρˆx (Bz) ≥
1
M
. (4.3.8)
De l’autre côté, on prend M suﬃsamment grande, de sorte que la quantité des
boules By de Ui+k telles que ΛBy contient Bz, soit aussi majorée par M pour chaque
boule Bz de Ui+k (M continue à dépendre seulement de Λ et de la constante de
doublement). Alors le p-volume est majoré par∑
By∈Ui+k
ρx (By)
p =
∑
By∈Ui+k
max {ρˆx (Bz)
p : Bz ⊂ ΛBy}
≤
∑
By∈Ui+k
∑
Bz⊂ΛBy
ρˆx (Bz)
p ≤M ·
∑
Bz∈Ui+k
ρˆx(Bz)
p
= M ·Modp (Γi(x),Ui+k) ,
C’est-à-dire, si on multiplie ρx par M , on obtient une fonction de poids, qui est
Γi,k(x)-admissible et dont le p-volume est majoré par K · Modp (Γi(x),Ui+k), où
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K := Mp+1. Donc Modp (Γi,k(x), Gi+k) ≤ K ·Modp (Γi(x),Ui+k). Cela ﬁnit la preuve
du théorème. 
3.2. Le cas quasi-autosimilaire. Dans cette partie, on montre que dans le cas
quasi-autosimilaire, on peut simpliﬁer la déﬁnition de QX en utilisant une famille
de courbes de diamètre minoré. On rappelle (voir Déﬁnition 2.6) que X est L-quasi-
autosimilaire si pour tout 0 < r ≤ diamX et pour tout x ∈ X, il existe un ouvert
U ⊂ X avec diamU ≥ c0, et une application φ :
(
B(x, r), d
r
)
→ (U, d) bi-Lipschitz de
constante L0. Cette déﬁnition implique que X est uniformément parfait, doublant
et que si X est connexe et localement connexe alors X est LC (voir le Chapitre 2).
La déﬁnition suivante apparaît dans [BouK10] et [HP08]. Pour δ > 0, on note
Γδ = {γ ⊂ X : diamγ ≥ δ} et soit Np,k (δ) := Modp (Γδ,Uk). Pour les preuves
des aﬃrmations qui suivent, voir [BouK10] section 3. La suite {Np,k}k partage
les mêmes propriétés que MXp,k. En eﬀet, la suite {Np,k}k vériﬁe l’inégalité sous-
multiplicative : il existe une constante uniforme C, qui dépend seulement de p, de δ
et de la constante de doublement, telle que pour toute paire d’entiers k, l on a
Np,k+l ≤ C ·Np,k ·Np,l. (4.3.9)
De manière analogue, cette propriété de sous-multiplicativité a la conséquence sui-
vante : il existe ǫδ > 0, qui dépend seulement de δ et de la constante de doublement,
tel que
lim
k→+∞
Np,k (δ) = 0⇔ ∃ k ≥ 1 tel que Np,k (δ) < ǫδ. (4.3.10)
Donc l’ensemble des p > 0 tels que Np,k(δ) → 0 quand k → +∞ est un intervalle
ouvert. On peut déﬁnir l’exposant critique à grande échelle de X par
QD (δ) = inf {p > 0 : Np,k (δ)→ 0, quand k → +∞} . (4.3.11)
D’après [HP08] Corollaire 3.3, on a QD (δ) ≤ dimARX, pour tout δ > 0. En
particulier, comme X est uniformément parfait et doublant, on a QD(δ) < +∞.
Soit L0 la constante de Lipschitz dans la déﬁnition d’autosimilitude.
Proposition 4.15. Soit X L-quasi-autosimilaire. Il existe δ0 > 0, qui dépend
seulement de la constante L0, tel que si 0 < δ ≤ δ0 alors QX ≤ QD (δ).
Démonstration. On utilise pour la démonstration divers ingrédients tirés de
[BouK10] section 3. On choisit 0 < δ ≤ 1
6L0
. Soit p > 0 tel que Np,k (δ)→ 0 quand
k → +∞. Soit k ≥ 1, et soit ρ : Uk → R+ une fonction de poids Γδ-admissible
minimale, c’est-à-dire, telle que Volp(ρ) = Modp (Γδ,Uk) = Np,k (δ).
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Soit L ≥ 2. Pour i ≥ 1 et x ∈ Xi, on considère φ : (L+ 1)Bx → U l’application
donnée par la déﬁnition d’autosimilitude de X. On note
Q(x) = {By ∈ Ui+k : By ⊂ (L+ 1)Bx} .
On peut prendre B′y := φ (By) pour toute boule By de Q(x). Comme l’application φ
est un homéomorphisme L0-bi-Lipschitz de
(
(L+ 1)Bx,
d
L10−i
)
dans U , pour toute
boule By de Q(x) on a :
B
(
φ(y),
1
2 (L+ 1)L0
10−k
)
⊂ φ
(
1
2
By
)
⊂ B′y ⊂ B
(
φ(y),
L0
L+ 1
10−k
)
.
Comme aussi les boules
{
B
(
φ(y), 1
2(L+1)L0
a−1
)}
By∈Q(x)
sont deux à deux disjointes,
cela implique qu’il existe une constante K ≥ 1, qui dépend seulement de L, de L0
et de la constante de doublement, telle que :
∀Bz ∈ Uk :
∣∣{By ∈ Q(x) : B′y ∩ Bz 6= ∅}∣∣ ≤ K. (4.3.12)
On déﬁnit σ : Ui+k → R+ par
σ (By) =

max
{
ρ (Bz) : Bz ∩ B
′
y 6= ∅
}
si By ∈ Q(x).
0 sinon.
Donc on obtient∑
By∈Ui+k
σ (By)
p =
∑
By∈Q(x)
σ (By)
p ≤
∑
By∈Q(x)
∑
Bz∩B′y 6=∅
ρ (Bz)
p
≤K
∑
Bz∈Uk
ρ (Bz)
p = K ·Modp (Γδ,Uk) .
On rappelle que ℓ = 11/10 vient de la Déﬁnition 4.13. Soit γ ⊂ X une courbe
telle que γ ∩ ℓ · Bx 6= ∅ et γ ∩X \ LBx 6= ∅. On peut supposer que γ est contenue
dans LBx. Comme le diamètre de γ est minoré par (L− ℓ) 10−i, le diamètre de φ (γ)
est minoré par L−ℓ
(L+1)L0
≥ 1
6L0
≥ δ. Donc φ (γ) est une courbe de Γδ et∑
Bz∩φ(γ) 6=∅
ρ(z) ≥ 1.
La boule By appartient à Q(x) si By ∩ LBx 6= ∅. Alors il existe une boule By de
Q(x) telle que Bz ∩ B′y ∩ φ (γ) 6= ∅, pour toute boule Bz de Uk qui intersecte φ (γ).
Donc, pour toute boule Bz de Uk (φ (γ)), il existe une boule Byz de Ui+k (γ) telle que
ρ (Bz) ≤ σ (Byz).
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On peut supposer K suﬃsamment grand de sorte que
∀By ∈ Ui+k (γ) , |{Bz ∈ Uk (φ (γ)) : yz = y}| ≤ K,
puisque cette quantité dépend seulement de la constante de doublement. Alors
1 ≤
∑
Bz∈Uk(φ(γ))
ρ (Bz) ≤
∑
Bz∈Uk(φ(γ))
σ (Byz) ≤ K1
∑
By∈Ui+k(γ)
σ (By) .
Cela montre que MXp,k (L) ≤ K
1+pNp,k (δ), et donc MXp,k (L) → 0 quand k → ∞.
Cela ﬁnit la preuve de la proposition. 
Le corollaire suivant montre que pour estimer la dimension conforme Ahlfors ré-
gulière d’un espace L-quasi-autosimilaire, il suﬃt de regarder le module des courbes
de diamètre minoré. Signalons que ce théorème a été annoncé depuis quelque temps
par S. Keith et B. Kleiner (voir la Remarque 2 d’après le Corollaire 3.7 de [BouK10]).
Corollaire 4.16 (Keith-Kleiner). Soit X compact et L-quasi-autosimilaire. Si
X vériﬁe les points 1 et 2 du Théorème 4.14, alors dimARX = QD (δ) pour tout
0 < δ ≤ δ0. Ceci est le cas en particulier si X est connexe et localement connexe.
Démonstration. Comme QX ≤ QD ≤ dimARX il suﬃt de montrer que QX =
dimARX, mais ceci est vrai d’après le Théorème 4.14. 
On dit que le diamètre des composantes connexes de X tend vers zéro, si pour
tout δ > 0, il existe seulement une quantité ﬁnie de composantes connexes de X
qui ont diamètre plus grand ou égal à δ. On déﬁnit par convention la dimension
conforme AR d’un point comme étant zéro.
Corollaire 4.17. Soit X L-quasi-autosimilaire qui vériﬁe les hypothèses 1 et 2
du Théorème 4.14. Supposons que le diamètre des composantes connexes de X tend
vers zéro. Alors
dimARX = sup {dimAR Y : Y composante connexe de X} .
Démonstration. On remarque que dimARX ≥ dimAR Y pour toute compo-
sante connexe Y de X. En eﬀet, si Y est un point l’inégalité est triviale, et sinon
comme Y est aussi uniformément parfait et doublant, la dimension conforme AR
est égale à la dimension conforme de Assouad. Dans ce cas l’inégalité est claire.
On montre l’autre inégalité. On note
Q := sup {dimAR Y : Y composante connexe de X} ,
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et soit p > Q. On peut supposer que Q ≥ 1, sinon, toute composante est triviale
et comme X vériﬁe la séparation uniforme de composantes, il est uniformément
discontinu. Dans ce cas, Q = dimARX = 0.
On sait qu’il existe δ > 0 tel que dimARX = QD(δ). Considérons l’ensemble Y
des composantes connexes de X qui ont diamètre plus grand que δ. Par hypothèses,
Y est ﬁni et on note son cardinal par
Nδ := |Y| .
Si Y est une composante de X, on note Γδ(Y ) les courbes de Γδ qui sont contenues
dans Y . Donc on a
Γδ =
⋃
Y ∈Y
Γδ(Y ),
et par conséquent, pour tout k ≥ 1 on a
Modp (Γδ,Uk) ≤
∑
Y ∈Y
Modp (Γδ(Y ),Uk) ≤ Nδ ·max
Y ∈Y
{Modp (Γδ(Y ),Uk)} .
Si on note Uk(Y ) les boules B de Uk qui intersectent Y , on a l’égalité suivante
Modp (Γδ(Y ),Uk) = Modp (Γδ(Y ),Uk(Y )) .
On ﬁxe maintenant Y ∈ Y . Pour chaque boule B = Bk(x) de Uk(Y ), on considère
un point x′ ∈ B ∩ Y et B′ = B
(
x′, 2 · 10−k
)
la boule centrée en x′ de rayon double ;
si le point x appartient déjà à Y on choisit x′ = x.
Soit Wk le recouvrement de Y par ces boules-ci. D’après la Proposition B.2 de
[Haïss09], la suite de modules Modp (Γδ(Y ),Wk) tend vers zéro quand k tend vers
l’inﬁni. Comme
Mod (Γδ(Y ),Uk(Y )) . Modp (Γδ(Y ),Wk) ,
où la constante de comparaison dépend seulement de la constante de doublement de
X, et comme le cardinal de Y et ﬁni, on obtient Modp (Γδ,Uk)→ 0 quand k → +∞.
Et donc dimARX ≤ p. Ceci ﬁnit la démonstration du corollaire. 
Remarque. L’hypothèse de ﬁnitude des composantes connexes de diamètre minoré
est nécessaire comme le montre bien l’exemple du Cantor de segments X := C3 ×
[0, 1], dont la dimension conforme AR est égale à 1 + dimH C3 = 1 + log3(2) > 1,
bien que la dimension conforme AR des composantes connexes de X est égale à 1.
CHAPITRE 5
Points de coupure locale et dimension conforme
Dans cette partie on donne des conditions sur X qui impliquent que la dimension
conforme Ahlfors régulière de X est égale à 1. Dans la suite on suppose X connexe.
Ces conditions sont données en termes de points de coupure locale : une première
condition, la déﬁnition 5.1, est suﬃsante pour le cas quasi-autosimilaire, mais pour
les cas général, on doit utiliser la condition plus forte donnée dans la déﬁnition
5.7, qui est une version uniforme par rapport à l’échelle de 5.1. Dans la section 1,
on montre que ces conditions impliquent la connexité locale de X, et on donné une
version locale de cette condition en termes de ﬁbres. Puis dans la section 2 on prouve
le critère général de dimension 1 (Proposition 5.9).
1. Points de coupure locale bien répartis
1.1. Points de coupure locale et connexité locale. On a besoin de quelques
déﬁnitions. Si Pn ⊂ X est un ensemble ﬁni, on note Yn l’ensemble des composantes
connexes de X\Pn. On dit que x ∈ X est un point de coupure locale s’il existe un
ouvert connexe x ∈ U ⊂ X tel que U\{x} n’est pas connexe.
Définition 5.1. Soit X un espace métrique connexe et compact. On dit que X
a des points de coupure locale bien répartis (BR) s’il vériﬁe la propriété suivante :
il existe une suite d’ensembles ﬁnis Pn ⊂ X telle que X\Pn n’est pas connexe et
δn = sup {diamA : A ∈ Yn} → 0, quand n→ +∞. (5.1.1)
Remarques.
• La propriété BR peut s’énoncer sans utiliser de métrique, uniquement avec la
structure uniforme du compact X. Mais en fait, l’existence de la suite d’en-
sembles {Pn}n implique que X est séparable et donc métrisable.
• On supposera la suite {Pn}n croissante.
On montre que la propriété BR implique que X est localement connexe. On note
Yn(δ) = {Y ∈ Yn : diamY ≥ δ} pour δ > 0 . On remarque que, même si |Yn| = +∞
est possible, pour tout δ > 0, on a |Yn(δ)| < +∞. En eﬀet, si m est assez grand
de sorte que δm < δ, alors Y ∩ Pm 6= ∅ pour toute composante Y ∈ Yn(δ), et donc
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|Yn(δ)| ≤ |Pm|. Cela implique que si {Ym}m est une suite de composantes connexes
diﬀérentes dans Yn, on a nécessairement
diamYm → 0, quand m→ +∞. (5.1.2)
Proposition 5.2. Si X vériﬁe BR alors X est localement connexe. De plus,
comme X est compact, cela implique que X est connexe par arcs.
On a besoin du lemme suivant pour prouver la proposition.
Lemme 5.3. Si X vériﬁe BR alors Y ∩ Pn 6= ∅ pour tout Y ∈ Yn.
Démonstration du lemme. On note B = {Y ∈ Yn : Y ∩ Pn 6= ∅}. On doit
montrer que B = Yn. Si Y ∈ Yn, comme Y est fermée dans X\Pn on a Y ⊂ Y ∪Pn.
Par suite, Y = Y (et donc Y est compact dansX) si Y /∈ B. Montrons que l’ensemble
B = Pn ∪
⋃
{Y : Y ∈ B} est compact. Soit (xm) ∈ B qui tend vers x ∈ X. On
peut supposer que x /∈ Pn. Donc xm /∈ Pn pour m assez grand, et on note Ym ∈ B
la composante telle que xm ∈ Ym. Soit Y ∈ Yn telle que x ∈ Y , et supposons que
Y /∈ B. Il existe une sous-suite m→ +∞ telle que les Ym sont toutes diﬀérentes, car
une composante de Yn ne peut pas accumuler une autre. Soit c = dist(Y, Pn) > 0,
alors diamYm ≥ c2 pour m assez grand, qui est une contradiction.
Supposons qu’il existe Y /∈ B. Alors dist(Y,B) = d > 0 car Y et B sont des
compacts disjoints. Pour 0 < r < d, on note V r le r-voisinage fermé de Y et Vr
le r-voisinage ouvert. On considère le compact F = V d/2\Vd/4. Alors il n’existe pas
de sous-ensemble connexe E de V d/2 qui intersecte les deux, Y et F : car un tel
ensemble ne coupe pas Pn et donc Y ∪ E est un ensemble connexe contenu dans
X \ Pn qui contient strictement Y , ce qui est impossible.
Ceci implique qu’il existe η > 0 suﬃsamment petit tel que : aucun point de
Y ne peut se connecter par une η-chaîne contenue dans V d/2 à un point de F . En
eﬀet, supposons que pour tout k ≥ 1 il existe une 1/k-chaîne x1(k), . . . , xNk(k) avec
x(k) := x1(k) ∈ Y et y(k) := xNk(k) ∈ F . Comme Y et F sont compacts, il existe
une sous-suite ki telle que x(ki) tend vers un point x ∈ Y et y(ki) tend vers un point
y ∈ F . Les points x et y sont connectés par une ǫ-chaîne dans V d/2, pour tout ǫ > 0.
Mais alors il existe un ensemble connexe E contenu dans V d/2 tel que x, y ∈ E, ceci
est une contradiction.
Si η est suﬃsamment petit, toute η-chaîne qui intersecte Vd/4 et X \ V d/2 doit
couper F . Comme tout point de Y peut se connecter par une η-chaîne à un point
de Pn (car X est connexe), en considérant la première fois qu’une telle chaîne passe
par F , on obtient une η-chaîne contenue dans V d/2 qui connecte Y à F . Mais cela
est une contradiction qui ﬁnit la preuve du lemme. 
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Démonstration de la Proposition 5.2. Supposons queX vériﬁe BR. Alors
d’après le Lemme 5.3 on peut dire que Y ∩Pn 6= ∅ pour toute Y ∈ Yn. Soient x ∈ X
et ε > 0. On prend n ≥ 1 de sorte que δn < ε/2. Soit
U =
⋃{
Y : Y ∈ Yn, x ∈ Y
}
∪ {x}.
L’ensemble Y ∪ {x} est connexe car Y ⊂ Y ∪ {x} ⊂ Y , et donc U est connexe. De
plus, U contient x dans son intérieur. En eﬀet, soit d = min{d(y, x) : y 6= x ∈ Pn}
et soit {xm}m une suite hors de U qui tend vers x. Soit Ym ∈ Yn telle que xm ∈ Ym.
Alors comme x /∈ Ym et Ym ∩ Pn 6= ∅, pour m assez grand on a diamYm ≥ d2 , ce qui
est impossible. Comme diamU ≤ 2δn < ε, on obtient la connexité locale. 
Remarque. On peut supposer que les points des ensembles Pn (de la Déﬁnition
5.1) sont des points de coupure locale. En eﬀet, soit P ∗ les points de P :=
⋃
n Pn
qui ne sont pas des points de coupure locale. On note aussi P ∗n = P
∗ ∩ Pn et
Pˆn = Pn\P
∗ = Pn\P
∗
n . Soit Y une composante connexe de X\Pn. Alors il existe une
composante Y ∗ de X\Pˆn telle que Y ⊂ Y ∗. Soient x, y ∈ Y ∗\P ∗n et soit γ une courbe
contenue dans Y ∗ qui joint x et y (cette courbe existe carX est localement connexe et
Pˆn est ﬁni, donc Y ∗ est connexe par arcs). On note {z1, . . . , zm} := γ∩P ∗n . Comme X
est localement connexe, on peut trouver U1, . . . , Um des ouverts connexes disjoints,
contenus dans Y ∗, avec Ui ∩ P ∗n = zi (on remarque que P
∗
n est ﬁni). Finalement,
on note Bi ⊂ Ui une petite boule fermée centrée en zi et on note aussi ai et bi le
premier et le dernier point de γ qui appartiennent à Bi respectivement. Comme les
points z1, . . . , zm ne sont pas de points de coupure locale, pour chaque i il existe une
courbe σi qui joint ai et bi dans Ui \ {zi}. A partir de γ et les courbes σi on peut
construire une courbe γ′ contenue dans Y ∗ \ P ∗n qui joint x et y. Cela implique que
Y ∗ = Y ∪ (P ∗n ∩ Y
∗) et en particulier que diamY = diamY ∗. Réciproquement, en
prenant une composante Y ∗ de X \ Pˆn quelconque, le même argument montre qu’il
existe une composante Y de X \ Pn telle que Y ∗ = Y ∪ (P ∗n ∩ Y
∗). Donc on obtient
sup
Y ∗
diamY ∗ = sup
Y
diamY = δn.
Alors on peut remplacer Pn par Pˆn dans la Déﬁnition 5.1. Cela justiﬁe la terminologie
utilisée dans la déﬁnition de BR.
1.2. Une version locale : les fibres. On ﬁnit cette partie en donnant une
version locale de la propriété BR quandX est localement connexe. On commence par
un lemme général. Soit X un espace métrique compact et localement connexe. Soit
P un sous-ensemble dénombrable de X. Pour chaque x ∈ X, on déﬁnit l’ensemble
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P (x) des points y de X tels que x et y sont dans la même composante connexe de
X \ F , pour tout sous-ensemble ﬁni F de P tel que x /∈ F et y /∈ F . On appelle
P (x) la P -ﬁbre de x.
Si X vériﬁe BR, on peut considérer pour P la réunion des ensembles de points
de coupure locale Pn donnés par la Déﬁnition 5.1. Dans ce cas, toutes les ﬁbres sont
triviales. Dans les énoncés qui suivent, on montre la réciproque.
Lemme 5.4. Soit x un point de X. Supposons que P (x) = {x}, alors pour tout
rayon r ∈ (0, diamX), il existe un ouvert connexe U qui contient x, qui est contenu
dans la boule B(x, r) et dont son bord est un sous-ensemble ﬁni de P .
Démonstration. Comme P est dénombrable, on peut l’ordonner P = {pn :
n ≥ 0}. Si x ∈ P , on choisit p0 = x. Pour chaque n ≥ 0 on pose Pn = {pi : 0 ≤ i ≤ n}
et P ∗n = Pn \ {p0} (dans ce cas pour n ≥ 1). Selon que x appartienne à P ou non,
on déﬁnit Un la composante connexe de X \ Pn qui contient x, ou la composante
connexe de X \ P ∗n qui contient x.
Alors {Un} est une suite décroissante d’ouverts connexes qui contiennent x.
Comme P (x) = {x}, on a
⋂
n Un = {x}. En eﬀet, soit y un point de X diﬀé-
rent de x, alors il existe un sous-ensemble ﬁni F de P , qui ne contient pas x ni y, et
tel que si V désigne la composante connexe de X \ F qui contient x, alors y /∈ V .
Soit n suﬃsamment grand de sorte que F ⊂ Pn, alors Un ⊂ V et donc y /∈ Un.
Pour chaque n, le bord de Un est ﬁni et est contenu dans Pn. On aﬃrme que⋂
n Un =
⋂
n Un. En eﬀet, soit n quelconque. Le bord ∂Un = {y1, . . . , yN} est ﬁni,
et donc il existe des ensembles ﬁnis Fi ⊂ P , tels que pour chaque i, yi et x n’ap-
partiennent pas à Fi et si Ui désigne la composante connexe de X \ Fi qui contient
x, alors yi /∈ Ui. Soit m ≥ n suﬃsamment grand de sorte que Fi ⊂ Pm pour tout
i = 1, . . . , N . Pour chaque i, on note Vi la composante connexe de X \ Pm qui
contient yi. Comme Vi ∩ Um = ∅, on a yi /∈ Um. Ceci implique Um ⊂ Un, et donc
montre l’aﬃrmation.
Par suite, {Un}n est une suite décroissante de compacts tels que
⋂
n Un = {x}.
Donc diamUn tend vers zéro quand n tend vers l’inﬁni. En particulier, étant donné
r ∈ (0, diamX), pour n suﬃsamment grand on a Un ⊂ B(x, r). Ceci montre le
lemme. 
Corollaire 5.5. Si pour tout x ∈ X on a P (x) = {x}, alors pour tout r ∈
(0, diamX) il existe un recouvrement ouvert ﬁni U de X, tel que pour tout ouvert
U ∈ U :
– ∂U est un sous-ensemble ﬁni de P et
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– il existe un point x ∈ X tel que U ⊂ B(x, r).
En particulier X vériﬁe la propriété BR.
Démonstration. Soit r ∈ (0, diamX). Alors d’après le Lemme 5.4, pour chaque
point x ∈ X il existe un ouvert Ux de X qui vériﬁe les deux points de l’énoncé du
lemme. Donc le lemme est vrai par compacité de X. Enﬁn, X vériﬁe la propriété
BR : considérons Pr la réunion des bords ∂U avec U ∈ U . Alors P est un ensemble
ﬁni et toutes les composantes connexe de X \ Pr ont diamètre plus petit ou égal à
2r. 
On obtient donc l’équivalence suivante.
Théorème 5.6 (Fibres triviales équivalent à BR). Soit X un espace métrique
compact et connexe. Alors les aﬃrmations suivantes sont équivalentes :
• X vériﬁe la propriété BR,
• X est localement connexe et il existe un sous-ensemble dénombrable P de X
tel que pour tout x ∈ X la P -ﬁbre de x est triviale (P (x) = {x}).
2. Un critère général de dimension 1
Pour estimer la dimension conforme d’un espace qui a des points de coupure
locale, on a besoin d’une borne uniforme par rapport à l’échelle sur la quantité de
points qu’on utilise pour déconnecter l’espace. Plus précisément, on aura recours à
la notion suivante.
Définition 5.7. On dit qu’un espace métrique connexe et compact X a des
points de coupure locale uniformément bien répartis (UBR), s’il vériﬁe la condition
suivante : il existe une constante C ≥ 1 telle que quels que soient x ∈ X et r > 0,
il existe un ensemble ﬁni P ⊂ B(x, r) tel que :
(1) |P | ≤ C et
(2) aucune composante connexe de X\P ne peut intersecter à la fois B
(
x, r
2
)
et X\B(x, r).
Remarque 1. La déﬁnition est équivalente à la suivante : il existe une fonction C :
(0, 1)→ R+ telle que pour tous x ∈ X et 0 < s < r ≤ diamX, il existe un ensemble
ﬁni P ⊂ B(x, r) de cardinal majoré par C(s/r) et tel qu’aucune composante connexe
de X\P ne peut intersecter à la fois B (x, s) et X\B(x, r).
Remarque 2. Si X vériﬁe UBR alors X vériﬁe BR. En eﬀet, soit δ > 0. Soient
x1, . . . , xN les centres d’un recouvrement ﬁni par boules de rayon δ/4. Pour chaque
i = 1, . . . , N soit Pi ⊂ B
(
xi,
δ
2
)
donné par la déﬁnition 5.7, et soit P =
⋃N
i=1 Pi.
94 5. POINTS DE COUPURE LOCALE ET DIMENSION CONFORME
Soit Y une composante connexe de X\P et soit xi tel que Y ∩ B
(
xi,
δ
4
)
6= ∅. Alors
Y ⊂ B
(
xi,
δ
2
)
, et donc diamY ≤ δ.
Lemme 5.8. Si X est un espace quasi-autosimilaire qui vériﬁe BR, alors il vériﬁe
aussi la propriété UBR. Donc ces deux propriétés sont équivalentes pour les espaces
quasi-autosimilaires.
Démonstration. Pour chaque x ∈ X et 0 < r ≤ diamX, il existe φ :
B(x, 2r) → U ⊂ X homéomorphisme η-quasisymétrique donné par la Déﬁnition
2.1. Soit {Pn} la suite d’ensembles ﬁnis donnée par la Déﬁnition 5.1. On aﬃrme
qu’il existe n ≥ 1 tel que, pour tous x ∈ X et 0 < r ≤ diamX, aucune com-
posante connexe de X\Rn ne peut intersecter à la fois B
(
x, r
2
)
et X\B(x, r), où
Rn := φ
−1 (Pn ∩ U). Ceci démontrerait que X vériﬁe UBR car le cardinal de Rn est
majoré par celui de Pn.
Supposons par l’absurde que l’aﬃrmation est fausse. Alors pour chaque n il existe
x ∈ X et 0 < rn ≤ diamX tels qu’il existe une composante connexe Yn de X \ Rn
qui intersecte B(xn, rn/2) et aussi X \B(xn, rn). Comme X est localement connexe
et chaque Rn est ﬁni, les composantes Yn sont connexes par arcs. Soit γn une courbe
contenue dans Yn qui vériﬁe γn ∩ B(xn, rn/2) 6= ∅ et γn ∩X \ B(xn, rn) 6= ∅. Alors
diamγ ≥ rn/2, et donc
diamφn(γn)
diamφ(B(xn, 2rn))
≥
1
2
· η
(
diamB(xn, 2rn)
diamγn
)−1
≥
1
2η(8)
:= δ. (5.2.1)
Les composantes connexes de X \ Pn ont leur diamètre majoré par δn qui tend
vers zéro quand n tend vers l’inﬁni. En particulier, pour n est suﬃsamment grand,
φn(γn) ∩ Pn 6= ∅. Mais ceci est une contradiction car γn ∩ Rn = ∅. Cela ﬁnit la
preuve. 
Le but de cette partie est de montrer la proposition suivante. B. Kleiner m’a
informé qu’il avait aussi obtenu un résultat similaire avec S. Keith (non publié).
Proposition 5.9. Soit X un espace métrique compact et doublant. Si X vériﬁe
LC et UBR alors dimARX = 1.
Avant de prouver cette proposition, on énonce le corollaire suivant pour les es-
paces quasi-autosimilaires. On remarque que dans ce cas, d’après la Proposition 5.2,
on sait que si X vériﬁe BR alors il est localement connexe, et donc LC (on rappelle
que pour un espace quasi-autosimilaire LC est équivalente à la connexité locale, voir
la Proposition 2.9). C’est-à-dire, dans le cas quasi-autosimilaire la condition BR est
équivalente à LC et UBR.
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Corollaire 5.10. Soit X connexe et quasi-autosimilaire. Si X vériﬁe BR, alors
dimARX = 1.
Démonstration de la Proposition 5.9. D’après le Théorème 4.14, il s’agit
de prouver que QX = 1. Pour ça, on remarque qu’il suﬃt de montrer que la suite{
MX1,k
}
k
est bornée pour p = 1. En eﬀet, soient x ∈ X, 0 < r < diamX et Γ(x, r) la
famille des courbes de X qui joignent B(x, r) et X \B (x, 2r). Les mêmes arguments
de la preuve du Lemme 4.4 montrent que si
{
MX1,k
}
k
est bornée, alors MX1,k(x, r) :=
Mod1 (Γ(x, r),Uk), est majoré par une constante indépendante de x ∈ X et r : il
existe une constante C telle que
MX1,k (x, r) ≤ C pour tout x ∈ X, r > 0 et k tel que 10
−k < r.
Cela, d’après la Proposition 3.4 de [BouK10], implique que pour tout p > 1 il existe
une fonction positive et croissante ψ sur (0,∞) vériﬁant limt→0 ψ(t) = 0, telle que
pour toute paire de continua disjoints et non-dégénérés A,B ⊂ X, et tout k tel que
10−k ≤ min{diamA, diamB}, on a
Modp (Γ,Uk) ≤ ψ
(
∆(A,B)−1
)
,
où Γ est la famille des courbes qui joignent A et B, et∆(A,B) est la distance relative
de A et B, c’est-à-dire,
∆(A,B) :=
dist(A,B)
min{diamA, diamB}
.
Finalement, cela implique (voir la preuve du Corollaire 3.7 (3) de [BouK10]) qu’il
existe une suite de réels positifs {ηk}k avec ηk → 0 quand k → ∞ (qui dépend
seulement de la fonction ψ), telle que pour tous i, k ≥ 1 et x ∈ Xi, si ρxi+k : Ui+k →
R+ est une fonction optimale pour Γi(x), alors
‖ρxi+k‖∞ := max
B∈Ui+k
ρxi+k(B) ≤ ηk.
Ici, on a utilisé les notations de la section 3.1 : on note Γi(x) la famille des courbes
de X qui intersectent Bi(x) et X \ 2 · Bi(x). Donc MXp,k . η
p−1
k , qui tend vers zéro
quand k →∞ pour tout p > 1, et donc QX = 1.
On montre maintenant que pour p = 1 la suite {MX1,k}k est bornée. Soient i, k ≥ 1
et x ∈ Xi. On note P = P (x) ⊂ 2 ·Bi(x) l’ensemble donné par la déﬁnition 5.7, qui
vériﬁe que γ ∩P (x) 6= ∅ pour toute γ ∈ Γi(x) et |P (x)| ≤ C, où C est une constante
uniforme. Soit
U(x) = {B ∈ Ui+k : B ∩ P (x) 6= ∅} .
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On déﬁnit σ : Ui+k → R+ comme
σ(B) =

1 si B ∈ U(x),0 sinon.
Comme σ est Γi(x)-admissible et Vol1(σ) = |U(x)| ≤ K · |P (x)|, où K est une
constante qui dépend seulement de la constante de doublement, on obtient
MX1,k ≤ K · sup
i≥1
max
x∈Xi
|P (x)| ≤ K ′.
Cela ﬁnit la preuve de la proposition. 
3. Des exemples
La condition BR est non vériﬁée dès qu’il existe une quantité inﬁnie de courbes
disjointes dans l’espace qui sont de diamètre minoré. Du coup, il n’est pas diﬃcile
de trouver des exemples d’espaces de dimension conforme AR égale à 1 mais qui ne
vériﬁent pas la propriété BR.
Cependant, dans cette section, on donne des exemples qui montrent que chacune
des hypothèses LC et UBR sont dans un certain sens optimales. On construit un
exemple d’un espace compact connexe qui vériﬁe BR et LC mais non UBR et qui a
dimension conforme AR égale à 2, ainsi qu’un ensemble qui vériﬁe UBR mais non
LC et qui a dimension conforme Ahlfors régulière égale à 2. Dans la construction
du second exemple, on obtient aussi un ensemble de Cantor de dimension conforme
AR deux. Ceci montre que la condition de séparation uniforme des composantes est
aussi proche d’être optimale pour garantir QX = QN .
Exemple 5.3.1. Pour chaque n ≥ 0, soit Cn ⊂ R2 un le carré de sommets{(
1
2n
, 0
)
,
(
1
2n+1
, 0
)
,
(
1
2n
,
1
2n
)
,
(
1
2n+1
,
1
2n
)}
.
Les côtés de Cn sont de longueur ℓn = 1/2n+1. Pour chaque n ≥ 1 soit Dn ⊂ [0, 1]
les nombres diadiques de la forme 1
2n+1
+ k
2n·ℓn
. Pour chaque n ≥ 1 on rajoute
à Cn les segments Dn × [0, ℓn] et [0, ℓn] × Dn, on appelle Kn cet ensemble. Soit
X = {0} ∪
⋃
n≥0Kn, voir la ﬁgure 5.1. Alors X est LC et BR, mais X ne vériﬁe pas
UBR. De plus, comme ℓn ·Kn converge pour la distance de Hausdorﬀ vers le carré
unité [0, 1]× [0, 1], on voit que QX = QN = dimARX = 2.
Exemple 5.3.2. On commence par décrire une construction générale qu’on uti-
lisera pour construire l’exemple par récurrence. Soient I, J ⊂ R deux intervalles
fermés de longueur ℓ > 0 et considérons le carré C = I × J ⊂ R2. Soient x ∈ I et
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Figure 5.1. L’ensemble X de l’exemple 5.3.1.
ℓ
ℓ/2 · (1− b) Cb K2
Figure 5.2. A gauche la construction de l’ensemble Cb. A droite la
deuxième étape de la construction de Kβ, c’est-à-dire l’ensemble K2.
y ∈ J les centres respectifs de ces intervalles ; pour b ∈ (0, 1) on note Ib et Jb les
intervalles ouverts, centrés en x et y respectivement, de longueur bℓ/2. On déﬁnit
Cb ⊂ C l’ensemble donné par :
Cb := C \ (Ib × R ∪ R× Jb) . (5.3.1)
Donc Cb est la réunion de quatre carrés fermés disjoints de longueur ℓ/2 · (1 − b).
On déﬁnit aussi
Rb(C) := ∂ (Ib × Jb) . (5.3.2)
Soit β = {bn}n≥1 une suite de réels de (0, 1), on construit deux compacts, Kβ et Qβ,
par récurrence de la façon suivante : soient K0 = Q0 := [0, 1]2 le carré unité ; pour
n ≥ 1 on déﬁnit Qn ⊂ Qn−1 en appliquant (5.3.1) pour chaque carré de Qn−1 avec
b = bn, de sorte que Qn est une réunion de carrés fermés de longueur ℓn = 2−n · pn,
où
pn :=
n∏
i=1
(1− bn) . (5.3.3)
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Soit Rn la réunion des Rbn(C) (comme dans (5.3.2)) pour chaque carré C de
Qn−1. On déﬁnit aussi Kn comme étant
Kn := Qn ∪
n⋃
i=1
Ri, (5.3.4)
de sorte que Kn est compact et connexe. On déﬁnit ﬁnalement
Kβ :=
⋂
n≥0
Kn et Qβ :=
⋂
n≥0
Qn. (5.3.5)
De cette façon Qβ est un ensemble de Cantor et Kβ est un compact connexe qui
contient Qβ. On choisit la suite {bn} de sorte que bn → 0 et pn → c > 0 quand
n→∞. Soit C un carré de Qn pour n ≥ 0, alors les sommets de C appartiennent à
Qβ et un de ces sommets est un point de coupure locale pour Kβ, de sorte que toute
courbe de Kβ qui intersecte C et son complémentaire doit passer par ce sommet.
Comme C ∩ Kβ est contenu dans une boule de rayon comparable à ℓn (car pn →
c > 0) on voit que Kβ vériﬁe UBR. Donc l’exposant critique QX de Kβ est égal à 1.
Par contre Kβ n’est pas LC, et en eﬀet la dimension conforme Ahlfors régulière de
Kβ est égale à 2. Pour prouver ceci, on montre qu’il existe un espace tangent de Kβ
qui contient le carré unité.
Soit s(β) := {bn}n≥2 l’application de décalage. On remarque que si Hα dé-
signe l’homothétie de rapport α, alors Hℓ−11 (Kβ) contient Ks(β). Donc si on note
rn = ℓn · · · ℓ1, alors Hr−1n (Kβ) contient Ksn(β). Soit x = (0, 0) ∈ Kβ, il suﬃt de
montrer que Ksn(β) → [0, 1]2 dans la topologie de Hausdorﬀ quand n → ∞, pour
montrer que l’espace tangent obtenu comme limite de (Kβ, r−1n d, x) contient le carré
unité. Cela est vrai car le βn-voisinage de Ksn(β) contient le carré unité et donc
dH
(
Ksn(β), [0, 1]
2
)
≤ βn → 0 quand n→∞.
On voit aussi que cela montre que l’ensemble de Cantor Qβ a dimension conforme
Ahlfors régulière 2 et que son exposant critique est égal à zéro. Et donc on voit aussi
qu’on ne peut pas se passer de l’hypothèse de séparation des composantes connexes
dans le Théorème 4.14.
CHAPITRE 6
Applications aux bords des groupes hyperboliques
1. Motivations
Les propriétés analytiques de la jauge conforme du bord d’un groupe hyperbo-
lique sont en forte relation avec les propriétés géométriques du groupe. En parti-
culier, tout invariant par quasisymétrie du bord, tel comme sa dimension conforme
Ahlfors régulière (AR), est un invariant par quasi-isométrie du groupe. Comme on
a vu dans l’Introduction, l’importance de cet invariant en relation à la conjecture
de Cannon a été révélée par les travaux de M. Bonk et B. Kleiner [BouK10]. Sa
bonne compréhension reste un objectif important dans l’étude de la géométrie du
bord d’un groupe hyperbolique.
La dimension conforme AR du bord d’un groupe hyperbolique G est bornée infé-
rieurement par sa dimension topologique. Si dimT ∂G = 0, alors G est virtuellement
libre ([Dun85],[Sta68]), et ∂G est un ensemble de Cantor (quasi-autosimilaire) ou
consiste en deux points. Dans ce cas, la dimension conforme AR de ∂G est égale à
zéro, et celle-ci est atteinte si et seulement si G est virtuellement cyclique.
Naturellement, la diﬃculté monte avec la dimension topologique du bord. Cette
section est motivée par la question suivante :
Question 1 : Quels sont les groupes hyperboliques, qui ont un bord
à l’inﬁni de dimension conforme Ahlfors régulière égale à 1 ?
Par exemple, si ∂G est homéomorphe au cercle S1, alors G est virtuellement
fuchsien ([CJ94], [Gab92], [Tu88]), dimAR ∂G = 1 et celle-ci est atteinte par
une distance de la jauge. Réciproquement, ces deux dernières conditions impliquent
∂G ≃ S1 (voir aussi [BonK02b]). Dans la suite, on suppose toujours que la dimen-
sion topologique de ∂G est égale à 1.
En général, la réponse à la Question 1 dépend, au moins partiellement, de la
topologie du bord et surtout de l’existence de points de coupure locale dans ∂G.
D’après les travaux de B. Bowditch [Bow98a], si G n’est pas virtuellement fuchsien,
alors ∂G a un point de coupure locale si et seulement si G se scinde au-dessus d’un
groupe virtuellement cyclique. Une conséquence des travaux de Mackay [Mac10]
(voir aussi le Corollaire 2.13 dans cette thèse) est la suivante :
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Théorème 6.1. Si G est un groupe hyperbolique, tel que ∂G est connexe et sans
points de coupure locale, alors dimAR ∂G > 1.
Autrement dit, si G est un groupe hyperbolique à un bout, tel que dimAR ∂G = 1,
alors G est virtuellement fuchsien ou G se scinde au-dessus d’un groupe virtuelle-
ment cyclique. D’après les travaux de Kapovich et Kleiner [KK00], si G est un
groupe hyperbolique avec ∂G connexe, sans points de coupure locale et de dimen-
sion topologique égale à 1, alors ∂G est homéomorphe au tapis de Sierpiński ou à
l’éponge de Menger.
L’existence de points de coupure locale n’implique pas que la dimension conforme
AR est égale à 1. Il suﬃt de considérer un produit amalgamé au-dessus d’un groupe
cyclique d’un groupe fuchsien et d’un groupe à un bout qui ne se scinde pas au-dessus
d’un groupe virtuellement cyclique. Dans ce cas, les facteurs sont des sous-groupes
quasiconvexes et donc la dimension conforme AR est bornée inférieurement par la
dimension conforme AR de chaque facteur. Il se pose donc la question suivante :
Question 2 : Est-il vrai que dimAR ∂G = 1, si ∂G ne contient pas
un tapis de Sierpiński ou une éponge de Menger ? Plus précisément,
est-il vrai que si pour tout sous-groupe à un bout et quasiconvexe
H de G, ∂H a un point de coupure locale, alors dimAR ∂G = 1 ?
Une approche possible pour répondre à cette question est donnée par les résultats
d’accessibilité forte pour les groupes hyperboliques. Si G est un groupe hyperbolique,
on peut le décomposer de façon maximale comme un graphe de groupes au-dessus
de groupes ﬁnis, et ensuite prendre chaque sommet de cette décomposition, et le
décomposer de façon maximale au-dessus de groupes virtuellement cycliques. Main-
tenant, on peut répéter ce processus, pour chaque groupe obtenu comme sommets
dans l’étape précédente. D’après les travaux de Delzant et Potyagailo [DP01] et
de Vavrichek [Va08], si G est sans 2-torsion, ce processus doit éventuellement ﬁnir,
avec des sous-groupes de G qui ne se scindent pas au-dessus de sous-groupes ﬁnis
ou virtuellement cycliques. Voir aussi [Bow98b].
C’est-à-dire, on peut décomposer répétitivement G au-dessus de sous-groupes
ﬁnis et virtuellement cycliques, jusqu’à que tous les sous-groupes soient ﬁnis, vir-
tuellement fuchsiens, ou de bord connexe sans point de coupure locale. Les hypo-
thèses de la Question 2 interdisent ce dernier cas, et donc G s’obtient essentiellement
comme produits amalgamés répétitifs de groupes virtuellement fuchsiens au-dessus
de groupes ﬁnis et virtuellement cycliques. Les groupes ainsi construits forment la
famille de groupes sur laquelle on doit essayer de répondre à la Question 1.
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Aussi une question intermédiaire qui se pose est la suivante : est-il vrai que
le produit amalgamé de deux groupes hyperboliques, à un bout et de dimension
conforme AR égale à 1, au-dessus d’un groupe virtuellement cyclique, est aussi de
dimension conforme AR égale à 1 ? Dans la Section 7, on étudie quelques exemples
de cette situation.
Le but de ce chapitre est de donner une réponse partielle à la Question 1. Dans
une première partie on montre dans le Théorème 6.2 que la dimension conforme
AR est stable par scindements au-dessus de groupes ﬁnis. D’après les travaux de
Dunwoody et Stallings ([Dun85],[Sta68]), ceci montre qu’on peut se rendre au cas
des groupes à un bout.
Deuxièmement, on s’appuie sur l’étude, due à Bowditch [Bow98a], de la struc-
ture des points de coupure locale des bords de groupes hyperboliques à un bout.
Cela nous permet, en mettant en relation les propriétés du scindement JSJ avec la
propriété BR, de déduire dans le Théorème 6.5 un critère pour dimAR ∂G = 1.
2. Enoncés des théorèmes
2.1. Stabilité par scindements au-dessus de groupes finis. D’après les
travaux de M. J. Dunwoody et J. R. Stallings ([Dun85], [Sta68]) sur l’accessibilité
d’un groupe de présentation ﬁnie, il existe une action de G sur un arbre simplicial
Σ, sans inversion d’arête et de quotient ﬁni, tel que les stabilisateurs des arêtes
de Σ sont ﬁnis et les stabilisateurs des sommets ont au plus un bout. On appelle
cette action un scindement DS de G. Dans la section 5, on étudie la propriété de
séparation uniforme des composantes (Théorème 4.14 du Chapitre 4) pour le bord
d’un groupe hyperbolique, ce qui nous permet de montrer le théorème suivant.
Théorème 6.2 (Stabilité par scindements au-dessus de groupes ﬁnis). Soit G
un groupe hyperbolique, et soit Σ l’arbre du scindement DS. On note {v1, . . . , vM}
un ensemble de représentants des orbites des sommets de Σ, et G(vi) leurs respectifs
stabilisateurs. Alors
• la dimension conforme AR de G est égale à zéro si tous les G(vi), i = 1, . . . ,M
sont ﬁnis, ou
• dimARG = max {dimARG(vi) : i = 1, . . . ,M} sinon.
2.2. La propriété BR pour les bords des groupes hyperboliques. On
commence par rappeler quelques déﬁnitions.
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Définition 6.3. Un groupe hyperbolique non-élémentaire (inﬁni et non virtuel-
lement cyclique) G est dit fuchsien s’il agit proprement discontinûment et par iso-
métries sur H2 (le plan hyperbolique réel). On dit que G est fuchsien cocompact si
cette action l’est.
L’action n’est pas forcément ﬁdèle, mais son noyau est ﬁni. D’après ([Tu88],
[CJ94], [Gab92]) un groupe hyperbolique non-élémentaire est fuchsien cocompact
si et seulement si son bord est homéomorphe au cercle S1. Plus généralement, si G
est un groupe fuchsien, son coeur convexe est l’ensemble minimal fermé non-vide
et convexe de H2 qui est G-invariant. Dans cette thèse, on dira que G est convexe
cocompact si l’action est cocompacte sur son coeur convexe mais non cocompacte
sur H2. Dans ce cas, les sous-groupes périphériques de G sont les stabilisateurs des
composantes connexes du bord de son coeur convexe.
On rappelle le théorème suivant (voir [Bow98a] Théorème 0.1 et Théorème
5.28). Pour la déﬁnition de sous-groupe quasi-convexe voir la Déﬁnition 6.9.
Théorème 6.4 (Scindement JSJ). Soit G un groupe hyperbolique à un bout qui
n’est pas un groupe fuchsien cocompact. Alors il existe une action simpliciale de G sur
un arbre simplicial Σ, minimale de quotient Σ/G ﬁni, dont les stabilisateurs d’arêtes
sont virtuellement cycliques. Les sommets de Σ sont de trois types diﬀérents :
• Virtuellement cyclique : le stabilisateur est un sous-groupe virtuellement cy-
clique maximal dans G. Il est de valence ﬁnie et au moins deux dans Σ.
• Surface ou MHF : le stabilisateur est un groupe fuchsien convexe cocompact
non-élémentaire et quasiconvexe dans G. Ses groupes périphériques sont pré-
cisément les stabilisateurs des arêtes incidentes.
• Rigide : le stabilisateur est quasiconvexe non élémentaire et n’est pas de type
surface.
Ces types sont mutuellement exclusifs et l’action de G préserve le types des sommets.
Deux sommets adjacents ne sont jamais du même type.
Pour construire l’arbre simplicial Σ, Bowditch utilise la structure des points de
coupure locale de ∂Z. En eﬀet, tout point de coupure locale de ∂Z appartient à
l’ensemble limite Λv (pour la déﬁnition voir la Section 4) d’un sommet v de Σ de
type virtuellement cyclique ou surface. En particulier, si G(v) est un stabilisateur
d’un sommet de type rigide, alors G(v) n’admet pas de scindement au-dessus d’un
groupe virtuellement cyclique, relatif aux stabilisateurs des arêtes incidentes à v.
Cela, et les propriétés des scindements quasiconvexes, nous permettra d’étudier la
propriété BR sur le bord de G.
3. GROUPES HYPERBOLIQUES ET DYNAMIQUE À L’INFINI 103
Le but principal de la section 6 est de montrer le théorème suivant.
Théorème 6.5. Soit G un groupe hyperbolique à un bout. Si G est un groupe
fuchsien cocompact, ou si dans le scindement JSJ de G il n’y a pas de sommets de
type rigide, alors ∂G vériﬁe la propriété BR.
Comme corollaire, d’après la Proposition 5.9 et le fait que ∂Z est quasi-autosimilaire
(Proposition 6.8), on obtient :
Corollaire 6.6. Soit G un groupe hyperbolique à un bout. Si G est un groupe
fuchsien cocompact, ou si dans le scindement JSJ de G il n’y a pas de sommets de
type rigide, alors la dimension conforme Ahlfors régulière de ∂G est égale à 1.
On remarque que si G vériﬁe les hypothèses du corollaire, la dimension conforme
AR est atteinte seulement quand G est un groupe fuchsien cocompact.
3. Groupes hyperboliques et dynamique à l’infini
On commence par rappeler quelques déﬁnitions et par établir quelques nota-
tions et propriétés qui nous seront utiles dans la suite. Soit Z un espace métrique,
géodésique et propre, et soit G un groupe qui agit par isométries et proprement
discontinûment sur Z ; c’est-à-dire, pour tous sous-ensembles compacts K et L de
Z, la quantité d’éléments g ∈ G tels que g(K) ∩ L 6= ∅ est ﬁnie. Si en plus l’action
est cocompacte, on dit que G agit géométriquement sur Z.
Soient G un groupe de type ﬁni et Z = C(G,S) son graphe de Cayley par rapport
à une partie génératrice S ﬁnie et symétrique (S = S−1). Les sommets de Z sont les
éléments de G, et il y a une arête de Z entre g et h si et seulement si h = gs pour
un certain s ∈ S. On munit Z de la distance de longueur qui rend chaque arête de
Z isométrique à l’intervalle [0, 1]. Avec cette distance, l’action par multiplication à
gauche de G sur Z est une action géométrique.
D’après le Lemme de Svarc-Milnor, si un groupe G agit géométriquement sur
un espace métrique géodésique et propre Z, alors G est de type ﬁni et Z est quasi-
isométrique à n’importe quel graphe de Cayley de G. Un groupe G est hyperbolique
s’il agit géométriquement sur un espace métrique hyperbolique géodésique et propre.
Donc si G est hyperbolique, il est ﬁnement engendré et Z := C(G,S) est un
espace métrique propre géodésique hyperbolique au sens de Gromov. On peut déﬁnir
sans ambiguïté le bord de G en l’identiﬁant avec ∂Z. On considère la jauge conforme
canonique associée au bord de Z, induite par les métriques visuelles. Dans la suite,
on ﬁxe une telle distance dǫ sur ∂Z, et on rappelle qu’elle vériﬁe
dǫ(x, y) ≍ exp(−ǫ(x|y)), ∀ x, y ∈ ∂Z,
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où (x|y) est le produit de Gromov de x et y vu de l’élément neutre de G.
On doit rappeler la notion de homéomorphisme quasimöbius. Si a, b, c, d ∈ ∂Z le
birapport de ces quatre points est déﬁni par
[a, b, c, d]ǫ :=
dǫ(a, b)
dǫ(a, c)
·
dǫ(c, d)
dǫ(b, d)
.
Alors un homéomorphisme f : ∂Z → ∂Z est η-quasimöbius si pour tous a, b, c, d ∈
∂Z on a
[f(a), f(b), f(c), f(d)]ǫ ≤ η ([a, b, c, d]ǫ) .
On a la propriété suivante (voir [Haïss08] Théorème 3.1).
Proposition 6.7. Une (λ, c)-quasi-isométrie f : Y → Y ′ entre espaces hyper-
boliques se prolonge continûment en un homéomorphisme f : ∂Y → ∂Y ′ et, si d et
d′ sont des métriques visuelles de paramètre ǫ, ǫ′, alors il existe C = C(λ, c, ǫ/ǫ′) > 0
et α = α(λ, c, ǫ/ǫ′) ≥ 1 telle que f est η-quasimöbius, avec η(t) = C ·max{tα, t1/α}.
Si f est une isométrie et si ǫ = ǫ′, alors on peut choisir α = 1.
En particulier, si G est un groupe hyperbolique il existe une constante C = C(ǫ)
telle que le groupe G agit sur ∂Z par des homéomorphismes η-quasimöbius avec
η(t) = C · t.
On rappelle que si f : B(x, r)→ U ⊂ ∂Z est un homéomorphisme η-quasimöbius
et s’il existe une constante λ > 0 et trois points x1, x2, x3 ∈ B(x, r), tels que
dǫ(xi, xj) ≥
diamǫ B(x, r)
λ
et dǫ(f(xi), f(xj)) ≥
diamǫ U
λ
, (6.3.1)
alors f est ηλ-quasisymétrique avec ηλ(t) = 2λη(2λt). En particulier, si η est linéaire
il l’est aussi ηλ (voir [Väis84]).
D’après les travaux de P. Tukia et B. Bowditch, G agit proprement disconti-
nûment et cocompactement sur ∂3Z, l’espace de triplets de points de ∂Z moins
la grande diagonale. Cocompacité sur les triplets veut dire qu’il existe δ > 0 tel
que pour tout triplet {x1, x2, x3} de points distincts de ∂Z il existe g ∈ G tel que
dǫ(gxi, gxj) ≥ δ, i 6= j. Cette propriété et la Proposition 6.7 impliquent que G est
un groupe de convergence uniforme et uniformément quasimöbius.
Pour montrer que ∂Z est quasi-autosimilaire, on a besoin d’utiliser le fait que
∂Z est uniformément parfait dès que G est non élémentaire. Mais d’après [Coo93],
la distance dǫ sur ∂Z est Ahlfors régulière de dimension v/ǫ où v est l’entropie
volumique de l’action de G sur Z.
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Le principe de l’ascenseur conforme, mis en évidence par D. Sullivan, exprime
que la dynamique permet de changer d’échelle avec distorsion bornée (voir [Sul82]).
Il est responsable de l’autosimilitude de ∂Z.
Proposition 6.8 (Principe de l’ascenseur conforme, voir aussi [Haïss08] Prop.
4.6). Supposons que G est hyperbolique et non élémentaire. Alors il existe r0 >
0, c0 > 0 et une fonction de distorsion η(t) = C
′ · t telles que, pour tout x ∈
∂Z, pour tout rayon r > 0, il existe g ∈ G telle que g (B(x, r)) ⊃ B (g(x), r0),
diamǫB (g(x), r0) ≥ c0 et g|B(x,r) est η-quasisymétrique. En particulier, ∂Z est L-
quasi-autosimilaire.
Démonstration. Comme ∂Z est uniformément parfait (de constante CP ≥ 1),
on considère y, z dans ∂Z avec
y ∈ B(x, r) \B(x, cP r) et z ∈ B(x, cP r/2) \B(x, c
2
P r/2).
La propriété de convergence uniforme nous fournit un élément g ∈ G tel que
{gx, gy, gz} soit δ-séparé. Par la Proposition 6.7, g : ∂Z → ∂Z est quasimöbius
de fonction de distorsion linéaire. Comme
dǫ(x, y) ≥ cP r, dǫ(x, z) ≥ c
2
P r/2, dǫ(y, z) ≥ cP r/2,
et leurs images sont un triple δ-séparé, si on prend
λ = max{δ−1, 4c−2P } · diamǫZ,
alors d’après (6.3.1) la restriction de g à B(x, r) est η-quasisymétrique, où η(t) = C ′·t
et C ′ est une constante uniforme. Comme g est déﬁni globalement sur ∂Z on a
B(g(x), δ/η(1)) ⊂ U = g(B(x, r)), et donc il suﬃt de prendre r0 = δ/η(1). De plus,
comme diamǫB(g(x), r0) ≥ cP · r0 on peut choisir c0 = cP · r0. 
4. Scindements quasiconvexes et topologie du bord
On rappelle la déﬁnition de sous-groupe quasiconvexe.
Définition 6.9. Un sous-ensemble Y d’un espace métrique géodésique Z est
quasiconvexe s’il existe une constante K ≥ 0 telle que tout point de toute géodésique
de Z qui joint deux points de Y est à distance inférieure ou égale à K de Y . On dit
qu’un sous-groupe H de G est quasiconvexe si H est un sous-ensemble quasiconvexe
de Z.
Cette déﬁnition dépend a priori de la partie génératrice considérée pour construire
la distance sur Z. Mais quand G est un groupe hyperbolique, un sous-groupe est
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quasiconvexe si et seulement si il l’est par rapport à n’importe quelle partie géné-
ratrice. En eﬀet, dans ce cas la déﬁnition est équivalente à : l’inclusion H →֒ Z
est un plongement quasi-isométrique. Donc H est aussi un groupe hyperbolique et
son bord ∂H peut s’identiﬁer de façon canonique à l’ensemble limite ΛH ⊂ ∂Z ;
c’est-à-dire, l’ensemble des points d’accumulation de H dans ∂Z. Si H1 et H2 sont
deux sous-groupes quasiconvexes de G, alors H1 ∩ H2 est aussi quasiconvexe (voir
[Sho90], [BH99]) et ΛH1∩H2 = ΛH1 ∩ ΛH2 .
Soit Σ un arbre simplicial, c’est-à-dire un complexe simplicial de dimension 1
connexe et sans cycle. On note V (Σ) et E(Σ) les sommets et les arêtes de Σ respec-
tivement. On munit la distance de longueur sur la réalisation géométrique de Σ qui
rend chaque arête isométrique à l’intervalle [0, 1].
Considérons une action simpliciale de G sur Σ, sans inversion d’arêtes et telle
que le quotient Σ/G soit ﬁni, de sorte que G s’identiﬁe au groupe fondamental d’un
graphe de groupes. On suppose aussi que l’action est minimale ; c’est-à-dire Σ est
le seul sous-arbre G-invariant. Etant donnés v ∈ V (Σ) et e ∈ E(Σ) on note G(v) et
G(e) les stabilisateurs de v et e respectivement. On note aussi Λv et Λe l’ensemble
limite de G(v) et G(e) respectivement. Donc si e ∈ E(Σ) et v, w ∈ V (Σ) sont ses
extrémités, comme G agit sans inversion d’arêtes, on a G(e) = G(v) ∩G(w).
Les résultats énoncés dans cette section sont tirés de [Bow98a]. On inclut leurs
démonstrations lorsque les originales semblaient être un peu trop elliptiques.
4.1. Quelques estimations concernant les diamètres des Λe et Λv. Dans
cette partie, on s’intéresse aux conséquences sur la topologie de ∂G, de l’action de G
sur Σ. Supposons dorénavant que G(e) est quasiconvexe pour toute arête e ∈ E(Σ).
Définition 6.10. On déﬁnit φ : Z → Σ une fonction continue et équivariante
en posant φ(1) = v0, où v0 ∈ V (Σ) est un sommet quelconque, et φ(g) = g · v0 pour
tout g ∈ G. Cela détermine φ sur G, les sommets de Z. Si e = (g, h) est une arête
de Z, on étend φ de sorte qu’elle envoie e linéairement sur l’unique arc qui joint
φ(g) et φ(h).
L’image d’une arête de Z est ou bien un sommet de Σ ou bien un arc. En
particulier, l’image de φ est un sous-arbre G-invariant de Σ, et comme l’action de
G est minimale, φ est surjective. Pour chaque s ∈ S on note Is = (1, s) l’arête entre
1 et s, et vs = s · v0, de sorte que φ(Is) = [v0, vs] est l’unique chemin de Σ qui
joint v0 et vs. Donc si I = (g, gs) est une arête de Z avec g ∈ G et s ∈ S, alors
φ(I) = g · [v0, vs]. Comme S est un ensemble ﬁni,
L := max{ℓ([v0, vs]) : s ∈ S} <∞,
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Figure 6.1. L’ensemble Q(e).
et donc φ est Lipschitz de constante L.
Notation. Etant donnée une arête e de Σ on note m(e) son milieu et Q(e) :=
φ−1(m(e)). Etant donné v ∈ V (Σ), on note ∆(v) les arêtes de Σ qui sont incidentes
à v. Soit M(v) l’ensemble connexe formé par v et tous les segments des arêtes
e ∈ ∆(v) qui joignent v à m(e). On déﬁnit Q(v) := φ−1(M(v)). Alors Q(e) et Q(v)
sont respectivement G(e) et G(v) invariants, et pour toute arête e ∈ ∆(v) on a
Q(e) ⊂ Q(v). Pour chaque arête e ∈ E(Σ) on note Σ(e) la composante connexe de
Σ \ {m(e)} qui ne contient pas v0. Soit Z(e) := φ−1 (Σ(e)).
Pour pouvoir en déduire de propriétés topologiques du bord de G à partir de
l’action sur Σ, on a besoin de quelques lemmes.
Lemme 6.11. Pour chaque arête e ∈ E(Σ), il existe une constante K = K(e) > 0
telle que
distH (Q(e), G(e)) ≤ K. (6.4.1)
En particulier ∂Q(e) = Q(e) \Q(e) = Λe.
Démonstration. Soit e ∈ E(Σ). On commence par montrer que tout point
de Q(e) est à distance inférieure où égale à K de G(e), où K est une constante
qui dépend de e. En eﬀet, si I = (g, gs) est une arête de Z avec g ∈ G et s ∈ S,
alors Q(e) ∩ I consiste au plus d’un seul point, car ou bien l’image par φ de I est
un sommet de Σ, ou bien φ est injective sur I. Alors il existe x ∈ Q(e) ∩ I si et
seulement si, il existe une arête e′ ∈ [v0, vs] telle que g · e′ = e. Etant ﬁxés s et
e′ ∈ [v0, vs], on choisit arbitrairement ge′ ∈ G (s’il existe) tel que ge′ · e′ = e. Alors
tous les autres g ∈ G tels que g ·e′ = e sont de la forme g = hge′ avec h ∈ G(e). Donc
dist(G(e), g) ≤ d(h, g) = d(h, hge′) = d(1, ge′) (voir ﬁgure 4.1). Comme le cardinal
de S et la quantité d’arêtes en chaque [v0, vs] sont ﬁnis, il suﬃt de prendre
K = 1 +max{d(1, ge′) : e
′ ∈ [v0, vs], s ∈ S} <∞.
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Figure 6.2. Description de la fonction φ et des ensembles Q(e) pour
le groupe libre F2.
Comme φ est surjective, il existe au moins un g ∈ G tel que Q(e)∩ I 6= ∅, et donc il
existe au moins un s ∈ S et une arête e′ ∈ [v0, vs], tels qu’on peut choisir ge′ comme
ci-dessus. Alors pour tout h ∈ G(e), l’élément gh = hge′ ∈ G vériﬁe gh ·e′ = e et donc
Q(e)∩ (gh, ghs) 6= ∅. C’est-à-dire, pour tout h ∈ G(e), on a aussi dist(h,Q(e)) ≤ K,
et donc distH(Q(e), G(e)) ≤ K. 
Exemple 6.3.1. Soient G = F2 le groupe libre à deux générateurs a et b, et Z =
C (F2, {a, b}). On note A = 〈a〉 et B = 〈b〉 de sorte que G = A ∗ B = •A
1
•B .
Soit Σ l’arbre de Bass-Serre associé à ce scindement. Soit e = (v, w) l’arête de Σ
telle que G(v) = A et G(w) = B et m(e) son milieu. Les arêtes incidentes à v sont
en correspondance avec A et de manière analogue les arêtes incidentes à w sont en
correspondance avec B.
On choisit φ : Z → Σ en posant φ(1) = v, de sorte que φ(A) = {v}. On déﬁnit
une partition des sommets de Σ par V (Σ) = VA(Σ) ∪ VB(Σ), où VA(Σ) et VB(Σ)
sont respectivement l’ensemble des sommets de Σ dont le stabilisateur est conjugué
à A et à B. Alors l’image par φ des sommets de Z est égale à VA(Σ).
Soit I = (g, gs) avec g ∈ G et s ∈ {a±1, b±1} une arête de Z. On a φ(g) = g · v
et φ(gs) = g · v′, où v′ = s · v. Si s = a±1 alors φ(I) est un sommet de VA(Σ) car
v′ = v. Si s = b±1 alors v′ est un sommet adjacent à w, et donc φ(I) est l’image par
g du chemin de longueur deux qui va de v à v′ et passe par w.
Une préimage par φ de m(e) appartient nécessairement à une arête de Z de
la forme I = (g, gs) avec s = b±1. Soit Is = (1, s), alors m(e) ∈ φ(Is), et donc
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Figure 6.3. Description de la fonction φ et les ensembles Q(e) pour
le groupe fondamental de la surface de genre deux.
m(e) ∈ φ(I) = g ·φ(Is) si et seulement si g = 1. Donc Q(e) est formé par deux points
de Z, un pour chaque arête (1, b) et (1, b−1). Toutes les autres arêtes incidentes à v
sont l’image de e par ai pour un certain i ∈ Z. Donc si e′ = ai·e, on aQ(e′) = ai(Q(e))
et donc est formé par deux points, un pour chaque arête (ai, aib) et (ai, aib−1). De
manière analogue on obtient tous les ensembles Q(e′). Voir ﬁgure 6.2.
Exemple 6.3.2. Soit G = 〈a, b, c, d |[a, b][c, d]−1 = 1〉 le groupe fondamental de la
surface fermée de genre deux. Soient G1 = 〈a, b〉 et G2 = 〈c, d〉, de sorte que G =
G1 ∗CG2 où C = 〈x〉 et x = [a, b] = [c, d]. On note Z = C(G,S) où S = {a, b, c, d} et
Σ l’arbre de Bass-Serre associé au produit amalgamé de G1 et G2 au-dessus de C.
Soit e = (v, w) l’arête telle que G(e) = C avec G(v) = G1 et G(w) = G2. On note
m(e) le milieu de e.
On choisit φ : Z → Σ en posant φ(1) = v, de sorte que φ(G1) = {v}. On déﬁnit
une partition des sommets de Σ par V (Σ) = V1(Σ) ∪ V2(Σ), où V1(Σ) et V2(Σ) sont
respectivement l’ensemble des sommets de Σ dont le stabilisateur est conjugué à G1
et à G2. Alors l’image par φ des sommets de Z est égale à V1(Σ).
Soit I = (g, gs) avec g ∈ G et s ∈ {a±1, b±1, c±1, d±1} une arête de Z. On a
φ(g) = g · v et φ(gs) = g · v′, où v′ = s · v. Si s ∈ {a±1, b±1} alors φ(I) est un sommet
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de V1(Σ) car v′ = v. Si s ∈ {c±1, d±1} alors v′ est un sommet adjacent à w, et donc
φ(I) est l’image par g du chemin de longueur deux qui va de v à v′ et passe par w.
Une préimage par φ de m(e) appartient nécessairement à une arête de Z de la
forme I = (g, gs) avec s ∈ {c±1, d±1}. On note Is = (1, s) avec m(e) ∈ φ(Is). Donc
m(e) ∈ φ(I) = g · φ(Is) si et seulement si g ou gs appartient à G(e) = C. En eﬀet,
comme φ(Is) est un chemin de Σ de longueur deux qui joint v et v′ = s · v et passe
par w, si m(e) ∈ g · φ(Is) on a g · w = w et donc g ∈ G2. Si g /∈ G1, c’est-à-dire,
g · v 6= v on a g · v′ = (gs) · v = v et donc gs ∈ G1. Comme aussi s ∈ G2, on a
gs ∈ G1 ∩G2 = C. Si g ∈ G1 on a de manière analogue g ∈ C.
Donc Q(e) est formé par une quantité dénombrable de points de Z, un pour
chaque arête de la forme (g, gc±1) et (g, gd±1) avec g ∈ C. De manière analogue on
obtient tous les ensembles Q(e′). Voir ﬁgure 4.1.
Une conséquence importante du Lemme 6.11 est la suivante.
Lemme 6.12. Les ensembles {Q(e) : e ∈ E(Σ)} sont uniformément quasicon-
vexes. De plus,
diamǫ Λe = diamǫ ∂Q(e) . exp (−ǫdist (1, Q(e))) . (6.4.2)
Démonstration. Comme Σ/G est ﬁni il y a seulement une quantité ﬁnie d’or-
bites d’arêtes. Soit {e1, . . . , en} un ensemble de représentants de ces orbites. On
commence par montrer que Q(ei) est quasiconvexe. En eﬀet, si γ est une géodésique
qui joint deux points x et y de Q(ei), comme la distance de ces deux points à G(ei)
est bornée supérieurement par Ki, il existe deux géodésiques γx et γy, de longueur
plus petite ou égale à Ki, qui joignent respectivement x et y à G(ei). Par hyperboli-
cité, la courbe σ = γx ∗ γ ∗ γy est à distance bornée d’une géodésique qui joint deux
points de G(ei). Donc, tout point de σ est à distance bornée de G(ei). Comme aussi
tout point de G(ei) est à distance plus petite ou égale à Ki de Q(e), on obtient que
tout point de γ est à distance bornée de Q(e).
De plus, la constante de quasiconvexitéKqc(i) deQ(ei) dépend a priori seulement
de Ki et de la constante d’hyperbolicité de Z. Mais si g ∈ G, on a Q(g · e) = gQ(e).
Comme pour tout e ∈ Σ il existe g ∈ G et i ∈ {1, . . . , n} tels que e = g · ei, les
ensembles Q(e) sont en fait quasiconvexes avec une constante uniforme
Kqc = max{Kqc(i) : i = 1, . . . , n}.
Finalement, comme Q(e) est quasiconvexe de constante uniforme Kqc, pour toute
géodésique γ qui joint deux points de Q(e) on a dist(γ, 1) ≥ dist(Q(e), 1) − Kqc.
Cela montre (6.4.2). 
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Notation. Si f : A → [0,∞) est une fonction réelle déﬁnie sur un ensemble A
quelconque, on dit que f(a) → 0 pour a ∈ A, si l’ensemble {a ∈ A : f(a) ≥ ǫ}
est ﬁni pour tout ǫ > 0. On déﬁnit de manière analogue f(a) → ∞ pour a ∈ A :
{a ∈ A : f(a) ≤ N} est ﬁni pour tout N > 0.
De manière analogue que pour les ensembles {Q(e)} on a,
Lemme 6.13. Les ensembles {Z(e) : e ∈ E(Σ)} sont uniformément quasiconvexes
de constante Kqc. En particulier,
diamǫ Z(e) . exp (−ǫdist (1, Z(e))) . (6.4.3)
De plus,
dist (1, Z(e)) = dist (1, Q(e))→∞ pour e ∈ E(Σ). (6.4.4)
Démonstration. Si γ est une géodésique qui joint deux points de Z(e) et σ est
la clôture d’une composante connexe de γ \Z(e), alors φ◦σ est une courbe contenue
dans la clôture d’une composante connexe de Σ\Σ(e), qui joint deux points de Σ(e).
Comme Σ est un arbre, φ◦σ joint m(e) avec lui-même. Alors σ joint deux points de
Q(e), et donc est à distance bornée de Q(e). Comme Q(e) ⊂ Z(e), σ est à distance
uniformément bornée (Kqc) de Z(e). C’est-à-dire, les ensembles Z(e) avec e ∈ E(Σ)
sont Kqc-quasiconvexes. L’inégalité (6.4.3) se montre de la même façon que (6.4.2).
Si e et e′ sont deux arêtes diﬀérentes de Σ, d(m(e),m(e′)) ≥ 1. Alors si x ∈ Q(e)
et y ∈ Q(e′) on a d(x, y) ≥ L−1 · d(m(e),m(e′)) ≥ L−1. Soit M une constante uni-
forme qui borne le cardinal d’un ensemble L−1-séparé dans une arête de Z. Comme
dans chaque arête I de Z il y a au plus un élément de Q(e), le cardinal des arêtes
e telles que Q(e) ∩ I 6= ∅ est borné par M . Donc, dans la boule B(1, n) de Z il y a
au plus une quantité ﬁnie de Q(e) qui l’intersecte. C’est-à-dire, dist(1, Q(e)) → ∞
pour e ∈ E(Σ).
Finalement, comme toute géodésique γ qui joint 1 à un point de Z(e) doit passer
par Q(e), on obtient dist(1, Z(e)) ≥ dist(1, Q(e)). L’autre inégalité est dû au fait
que Q(e) ⊂ Z(e). 
Remarque. Le Lemme 6.12 est encore vrai, et la démonstration est analogue, si
on remplace dans son énoncé Q(e) par Q(v). Aussi {Q(v) : v ∈ V (Σ)} est un
recouvrement localement ﬁni de Z par des ensembles Kqc-quasiconvexes, et ∂Q(v) =
Λv.
4.2. Description de ∂Z à partir de l’action sur Σ. On peut associer à Σ
un bord idéal ∂Σ, formé par les rayons géodésiques issus de v0. On s’intéresse à ∂Σ
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seulement comme ensemble. Voir [Bow98a] Proposition 1.3 , pour une preuve de la
proposition suivante.
Proposition 6.14. Supposons que les stabilisateurs G(e) des arêtes e ∈ E(Σ)
sont quasiconvexes. Alors il existe une partition naturelle G-invariante ∂G = ∂∞G∪
∂0G avec
∂0G =
⋃
v∈V (Σ)
Λv, (6.4.5)
et ∂∞G = {γ rayon : φ(γ) est non-borné}. De plus, il existe une bijection j : ∂∞G→
∂Σ.
On se limite à décrire la fonction j. Soit γ : [0,∞)→ Z un rayon géodésique issu
de 1. On note In = (gn, gn+1) les arêtes de γ où gn = γ(n) pour n ≥ 0. Soit v ∈ V (Σ)
et supposons que n ≤ m sont tels que φ(In)∩M(v) 6= ∅ et φ(Im)∩M(v) 6= ∅. Alors
comme Q(v) est quasiconvexe, γ([n,m]) est à distance uniformément bornée de
Q(v). Donc s’il existe une quantité inﬁnie de n tels que φ(In) ∩ M(v) 6= ∅, on a
limn γ(n) ∈ Λv.
Supposons maintenant que pour tout v ∈ V (Σ), l’ensemble des arêtes In ∈ γ
telles que φ(In) ∩M(v) 6= ∅ est ﬁni. On a φ(Is) ∩M(v0) 6= ∅ car γ(0) = 1 ∈ G et
φ(1) = v0. Alors il existe une suite d’arêtes {ei} de Σ et une suite croissante d’entiers
positifs {ni}, telles que pour tout i ≥ 0 on a φ(γ([ni,∞))) ⊂ Σ(ei), où ei = (vi, vi+1)
et Σ(ei+1) ⊂ Σ(ei). La suite d’arêtes {ei} deﬁnit un rayon géodésique r de Σ issu
de v0, et donc un point de ∂Σ. Ce rayon ne dépend que de la classe [γ], et on peut
déﬁnir j([γ]) = r.
Soit r : [0,∞) → Σ un rayon issu de v0, et soient {ei = (vi, vi+1)}i≥0 les arêtes
de r. Le Lemme 6.13 implique que⋂
i≥0
Z(ei) = {x} ⊂ ∂Z,
et on vériﬁe que j−1(r) = x.
5. Démonstration du Théorème 6.2
D’après les travaux de M. J. Dunwoody et J. R. Stallings ([Dun85], [Sta68])
sur l’accessibilité d’un groupe de présentation ﬁnie, il existe une action de G sur un
arbre simplicial Σ, sans inversion d’arête et de quotient ﬁni, tel que les stabilisateurs
des arêtes de Σ sont ﬁnis (et en particulier quasiconvexes) et les stabilisateurs des
sommets ont au plus un bout. Comme G est un groupe hyperbolique, ceci veut dire
5. DÉMONSTRATION DU THÉORÈME 6.2 113
que, pour tout sommet v ∈ V (Σ), ou bien G(v) est ﬁni et son ensemble limite Λv
est vide, ou bien Λv est connexe. On appelle cette action un scindement DS de G.
Dans la suite on suppose que les stabilisateurs des arêtes e ∈ E(Σ) sont tous
ﬁnis, et donc, on peut utiliser les résultats de la Section 4. On remarque que dans ce
cas Λe = ∅ pour toute arête e ∈ E(Σ), et donc −∂Z(e) ∩ ∂Z(e) = Λe = ∅. Donc les
ensembles ∂Z(e) sont des ouverts fermés de ∂Z. Le but est de montrer le théorème
suivant. Sa démonstration est divisée en plusieurs lemmes.
Théorème. Soit G un groupe hyperbolique, et soit Σ l’arbre du scindement DS.
On note {v1, . . . , vM} un ensemble de représentants des orbites des sommets de Σ.
Alors
• la dimension conforme AR de G est égale à zéro si tous les G(vi), i = 1, . . . ,M
sont ﬁnis, ou
• dimARG = max {dimARG(vi) : i = 1, . . . ,M} sinon.
D’après la Remarque que suive la Proposition 2.9, on sait que chaque compo-
sante connexe de ∂Z est linéairement connexe de constante uniforme. Alors il s’agit
de montrer que ∂Z vériﬁe la condition de séparation uniform des composantes du
Théorème 4.14.
Notation. Pour tout élément g ∈ G on note |g| = d(1, g). Comme Σ/G est ﬁni
il existe un sous-ensemble d’arêtes E0 = {e1, . . . , eN} telles que pour toute arête
e ∈ E(Σ) il existe g ∈ G et ei ∈ E0 tels que e = g · ei. Pour chaque arête e ∈ E(Σ)
on choisit, et on ﬁxe pour la suite, un élément ge ∈ G tel que e = ge · ei.
On rappelle que pour chaque g ∈ G et ei ∈ E0 tels que e = g · ei on a Q(e) =
g ·Q(ei). Soit C le maximum des cardinaux des stabilisateurs des arêtes ei. Comme
la distance de Hausdorﬀ entre Q(ei) et G(ei) est ﬁnie (voir le Lemme 6.11), on peut
choisir C suﬃsamment grande de sorte qu’elle majore aussi les cardinaux des Q(ei).
Donc on obtient
sup {card(Q(e)) : e ∈ E(Σ)} ≤ C.
En particulier, comme chaque Q(ei) est ﬁni, il existe un rayon Ri tel que Q(ei) ⊂
B(xi, Ri) avec xi ∈ Q(ei). Si R := max{Ri} on obtient aussi que pour toute e ∈ E(Σ)
il existe xe ∈ Q(e) tel que Q(e) ⊂ B(xe, R).
Si g et g′ sont deux éléments de G tels que e = g · ei = g′ · ei, alors g′ = gh
pour un certain h ∈ G(ei). En particulier, d(g, g′) = d(g, gh) = d(1, h) = |h|. Soit
ηi = max{|h| : h ∈ G(ei)}, alors l’ensemble des éléments g ∈ G tels que e = g · ei
est contenu dans B(ge, η) où η := max{ηi}. Cela implique que pour chaque arête
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e ∈ E(Σ) le nombre |ge| dépend seulement de e à la constante additive η près. De
plus on a l’estimation suivante :
Lemme 6.15. Pour chaque arête e ∈ E(Σ) on a dist(1, Q(e)) = |ge|+O(1).
Démonstration. Soient di = dist(1, Q(ei)) pour i = 1, . . . , N . On pose d =
max{di}. Alors pour chaque arête e ∈ E(Σ) on a dist(ge, Q(e)) = dist(1, Q(ei)) = di
pour un certain i ∈ {1, . . . , N}. Donc Q(e) est contenu dans la boule de rayon d+R
centrée en ge. Cela ﬁnit la preuve. 
On obtient d’après le Lemme 6.13 le corollaire suivant :
Corollaire 6.16. Pour chaque arête e ∈ E(Σ) on a diamǫ ∂Z(e) . exp(−ǫ|ge|).
Remarque. Des arguments analogues montrent qu’on peut supposer que la constante
R est suﬃsamment grande de sorte que, pour tout sommet v ∈ V (Σ) de stabilisateur
ﬁni, Q(v) soit contenu dans une boule de rayon R. Pour toute arête e ∈ ∆(v) on a
Q(e) ⊂ Q(v). Donc En particulier, on a dist(1, Q(v)) = |ge|+O(1) pour toute arête
e ∈ ∆(v). En particulier, ∆(v) est ﬁni.
Si γ est une géodésique (plongement isométrique de R dans Z) de Z, on note
γ+ = γ(+∞) et γ− = γ(−∞). On dit que γ est asymptotique à x et y.
Soit C0 ≥ 1 une constante uniforme qui dépend seulement de l’hyperbolicité
de Z, telle que pour toute paire de points x et y de ∂Z et toute géodésique γ
asymptotique à x et y, on ait
C−10 exp (−ǫdist(1, γ)) ≤ dǫ(x, y) ≤ C0 exp (−ǫdist(1, γ)) . (6.5.1)
Dans le lemme suivant on montre que toute géodésique asymptotique à un point
de ∂Z(e) et à un point de −∂Z(e) doit passer à une distance uniformément bornée
de Q(e).
Lemme 6.17. Il existe une constante uniforme K, qui dépend seulement de l’hy-
perbolicité de G, telle que
dist (γ,Q(e)) ≤ K, (6.5.2)
pour toute arête e ∈ E(Σ), toute paire de points x, y ∈ ∂Z avec x ∈ ∂Z(e) et
y ∈ −∂Z(e), et toute géodésique γ de Z avec γ+ = x et γ− = y.
Démonstration. On considère σx : [0,+∞) → Z et σy : [0,+∞) → Z deux
rayons géodésiques issus de 1 ∈ Z tels que [σx] = x et [σy] = y. On note {Ik}k et
{Jk}k les suites des arêtes de Z qui appartiennent à σx et à σy respectivement. Par
hyperbolicité, il existe une constante uniforme K telle que γ est contenue dans le
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Figure 6.4. Démonstration du Lemme 6.17.
K-voisinage de σx ∪ σy. De plus, il existe une constante T < +∞, qui dépend de x
et y, telle que si t ∈ [T,+∞) (resp. t ∈ (−∞,−T ]) alors
distH (γ(t), σx) ≤ K (resp. dist (γ(t), σy) ≤ K).
Pour t ≥ T on considère la courbe
γt = σ
t
y ∗ δ
t
y ∗ γ|[−t,t] ∗ δ
t
x ∗ σ
t
x,
où δtx (resp. δ
t
y) est un segment géodésique de longueur plus petit que K, qui joint
γ(t) (resp. γ(−t)) avec un point σx(ut) (resp. σy(vt)) ; la courbe σtx (resp. σ
t
y) est
donc la restriction de σx (resp. σy) à l’intervalle [ut,∞) (resp. (−∞, vt]). Voir la
ﬁgure 6.4.
On remarque que pour tout sommet v ∈ V (Σ) on a M(v) ⊂ Σ(e) (resp. −Σ(e))
dès que v ∈ −Σ(e) (resp. −Σ(e)). Comme x ∈ ∂Z(e), ou bien φ(σx) est à distance
bornée d’un rayon géodésique de Σ qui à partir d’un certain moment est contenu
dans Σ(e), ou bien il existe un sommet v ∈ Σ(e) tel qu’il existe une inﬁnité de Ik
tels que φ(Ik) ∩M(v) 6= ∅. L’aﬃrmation analogue est vraie pour y.
Dans tous les cas, φ(γt) joint un point de −Σ(e) à un point de Σ(e). En particu-
lier, m(e) appartient à φ(γt), et donc γt ∩Q(e) 6= ∅. Soit p un point de l’intersection
de γt avec Q(e). On prend t suﬃsamment grand de sorte que p n’appartient pas à
σtx∪σ
t
y. Alors dans ce cas, p ou bien appartient à γ ou bien a δ
t
x∪δ
t
y. Donc on obtient
un point de γ qui est à distance plus petite que K de p ∈ Q(e). 
Cela nous permet de minorer la distance, dans ∂Z, entre ∂Z(e) et −∂Z(e).
Lemme 6.18. Pour chaque arête e ∈ E(Σ) on a distǫ(∂Z(e),−∂Z(e)) & exp(−ǫ|ge|).
Démonstration. Soient x ∈ ∂Z(e) et y ∈ −∂Z(e). On considère une géodé-
sique γ asymptotique à x et y. Alors γ est à distance uniformément borné de Q(e),
116 6. APPLICATIONS AUX BORDS DES GROUPES HYPERBOLIQUES
c’est-à-dire il existe w ∈ Q(e) tel que dist(w, γ) ≤ K où K est la constante de
l’inégalité (6.5.2). Alors on a
dist(1, γ) ≤ dist(γ, w) + d(w, 1) ≤ K +R + d+ |ge| := |ge|+ C.
Comme (x|y) = dist(1, γ) +O(1), on obtient
dǫ(x, y) ≍ exp (−ǫ(x|y)) ≍ exp (−ǫdist(1, γ)) & exp (−ǫ|ge|) .
Cela prouve le lemme. 
On peut améliorer les estimations précédentes. On commence par un lemme géné-
ral pour les espaces uniformément parfaits. On rappelle que CP désigne la constante
de perfection uniforme.
Lemme 6.19. Soit X un espace métrique uniformément parfait. Pour tout sous-
ensemble non vide W de X on a
dist(W,W \X) ≤ CP min{diamW, diam(X \W )}. (6.5.3)
Démonstration. Si diamW ≥ diamX/CP , alors
dist(W,W \X) ≤ diamX ≤ CPdiamW.
Soit W un sous-ensemble de X de diamètre plus petit que diamX/CP . On note
r = diamW et on considère x ∈ W . CommeW ⊂ B(x, r) et B(x, CP r)\B(x, r) 6= ∅,
il existe y ∈ B(x, CP ) ∩X \W , et donc
dist(W,W \X) ≤ d(x, y) ≤ CP r = CPdiamW.
Par symétrie de (6.5.3), le lemme est montré. 
Lemme 6.20. Pour chaque arête e ∈ E(Σ) on a
distǫ(∂Z(e),−∂Z(e)) ≍ exp(−ǫ|ge|).
Démonstration. D’après le Lemme 6.18 il suﬃt de montrer la majoration.
Mais comme ∂Z(e) et −∂Z(e) sont l’un le complémentaire de l’autre, et qu’on a
diamǫ∂Z(e) . exp(−ǫ|ge|), on obtient le résultat d’après (6.5.3) 
On rappelle que si v est un sommet de V (Σ), on note Σv(e) la composante
connexe de Σ \ {m(e)} qui ne contient pas v, pour chaque arête e ∈ E(Σ). Aussi
on note Zv(e) := φ−1(Σv(e)). Pour tout sommet v 6= v0 de V (Σ), il existe seulement
une arête ev ∈ ∆(v) telle que ∂Zv(ev) = −∂Z(ev) ; i.e. telle que ∂Zv(ev) contient v0.
On note ∆∗(v) = ∆(v) \ {ev}.
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Lemme 6.21. Soit v un sommet de V (Σ) de stabilisateur ﬁni. Alors pour toute
paire d’arêtes e, e′ ∈ ∆∗(v) on a
distǫ(∂Zv(e), ∂Zv(e
′)) ≍ exp(−ǫ|ge|). (6.5.4)
Démonstration. On sait d’après la remarque qui suit le Corollaire 6.16 que
|ge| = |ge′ |+O(1). De plus, comme ∂Zv(e′) ⊂ −∂Zv(e), d’après le Lemme 6.20 on a
distǫ(∂Zv(e), ∂Zv(e
′)) ≥ distǫ(∂Zv(e),−∂Zv(e)) ≍ exp(−ǫ|ge|).
Donc il suﬃt de montrer la majoration. Soient x un point de ∂Zv(e) et y un point
de ∂Zv(e′). Alors les rayon géodésiques issus de 1 σx et σy qui représentent x et
y, doivent passer par xv ∈ Q(e) et yv ∈ Q(e′) respectivement. Comme ces deux
ensembles sont contenus dans Q(v), qui à la fois est contenu dans une boule de rayon
R, il existe une géodésique σv de longueur plus petite que 2R qui joint xv et yv. Soit
γx,y := σy ∗ σv ∗ σy la concatenation de ces géodésiques. Alors par l’hyperbolicité de
Z, il existe une constante K et une géodésique γ de Z, asymptotique à x et y, telles
que distH(γ, γx,y) ≤ K. Alors
dist(1, γ) ≥ dist(1, Q(v))− (2R +K) = |ge|+O(1).
Donc dǫ(x, y) . exp(−ǫ|ge|). Ceci prouve le lemme. 
Dans la suite on va avoir besoin du fait suivant (voir [BonK02a] Lemme 3.2) :
si φ : ∂Z → ∂Z est un homéomorphisme η-quasimöbius alors il existe un homéo-
morphisme croissant ηˆ : R+ → R+, qui dépend seulement de η, tel que pour tous
sous-ensembles E et F de ∂Z, compacts et disjoints, on a
∆ǫ (φ(E), φ(F )) ≤ ηˆ (∆ǫ(E,F )) , (6.5.5)
où on rappelle que
∆ǫ(E,F ) =
distǫ(E,F )
min {diamǫE, diamǫF}
,
est la distance relative entre E et F . En particulier, comme G agit par des homéo-
morphismes η-quasimöbius sur ∂Z, l’inégalité (6.5.5) est vraie si on remplace φ par
g pour tout g ∈ G. Finalement on peut prouver l’estimation principale de cette
section.
Lemme 6.22. Pour tout sommet v ∈ V (Σ) tel que son ensemble limite Λv est
non vide, et toute arête e ∈ ∆(v) on a
distǫ (Λv, ∂Zv(e)) . min {diamǫΛv, diamǫ∂Zv(e)} . (6.5.6)
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Démonstration. On rappelle que E0 = {e1, . . . , eN} est un ensemble des re-
présentants de E(Σ)/G. Comme pour tout i on a Λvi ∩ ∂Zv(ei) = ∅ où vi est une
extrémité de ei, alors les compacts Λvi et ∂Zvi(ei) sont disjoints. Si Λvi est non vide,
on obtient
δ(ei, vi) := ∆ǫ (Λvi , ∂Zvi(ei)) ∈ (0,+∞).
On pose δ = max{δ(ei, vi)} où le maximum est pris sur toutes les arêtes ei ∈ E0 et
toutes leurs extrémités vi qui ont l’ensemble limite non vide. Soient e une arête de
E(Σ) et v une extrémité de e. Alors il existe ei ∈ E0 et vi une extrémité de ei tels
que ge · ei = e et ge · vi = v. On remarque que ge ·Λvi = Λv et ge · ∂Zvi(ei) = ∂Zv(e).
Alors d’après l’inégalité (6.5.5)
∆ǫ (Λv, ∂Zv(e)) = ∆ǫ (ge · Λvi , ge · ∂Zvi(ei)) ≤ ηˆ (∆ǫ (Λvi , ∂Zvi(ei))) ≤ ηˆ(δ).
Finalement ceci implique
distǫ (Λv, ∂Zv(e)) ≤ ηˆ(δ) ·min {diamǫΛv, diamǫ∂Zv(e)} .

On remarque qu’en particulier l’inégalité (6.5.6) implique que pour toute arête
e de E(Σ) et toute extrémité v de e d’ensemble limite non vide, on a
distǫ (Λv, ∂Zv(e)) . diamǫ∂Zv(e).
Lemme 6.23. Pour chaque n on note rn = exp(−ǫn). Il existe une constante
C1 ≥ 1, telle que pour tout n ≥ 1 il existe un recouvrement
Un := {W1, . . . ,WN}
tel que pour tout j ∈ {1, . . . , N} on a :
• distǫ(∂Wj, ∂Z \ ∂Wj) ≥ C
−1
1 rn, et
• ou bien il existe un sommet vj de V (Σ) tel que Λvj ⊂ Wj ⊂ VC1·rn(Λvj), ou
bien il existe un point xj ∈ Wj tel que Wj ⊂ Bǫ(xj, C1rn)
Démonstration. On rappelle qu’à chaque arête e de E(Σ) on a associé un
élément ge ∈ G tel que dist(1, Q(e)) = |ge| + O(1), et que pour chaque sommet
v 6= v0 de V (Σ) il existe une unique arête ev ∈ ∆(v) telle que ∂Zv(e) = −∂Z(e). On
rappelle enﬁn qu’on a noté ∆∗(v) = ∆(V ) \ {ev}. Aussi d’après le Corollaire 6.16 et
les Lemmes 6.20 et 6.22, pour tout v ∈ V (Σ) d’ensemble limite non vide, et toute
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arête e ∈ ∆∗(v) on a
diamǫ∂Zv(e) . exp (−ǫ|ge|) . distǫ (∂Zv(e),−∂Zv(e))
≤ distǫ (∂Zv(e),Λv) . diamǫ∂Zv(e),
et donc ces quantités sont toutes comparables. De manière analogue d’après le
Lemme 6.21, si v est un sommet de stabilisateur ﬁni, alors pour toute paire d’arêtes
e, e′ ∈ ∆∗(v) on a
distǫ(∂Zv(e), ∂Zv(e
′)) ≍ exp(−ǫ|ge|).
On note C une constante uniforme qui majore les constantes de comparaison
de ci-dessus. Pour n ≥ 1 on note Bn := BZ(1, n) la boule de Z centrée en 1 et de
rayon n. On considère En l’ensemble des arêtes e ∈ E telles que ge ∈ Bn, et soit Σn
l’enveloppe convexe de En. Alors Σn est un sous-arbre ﬁni de Σ.
On peut supposer sans perte de généralité que v0 ∈ Σn. En eﬀet, supposons que
pour toute arête e ∈ ∆(v0) on a |ge| > n. Si Λv0 est non vide, on obtient
max {diamǫ∂Z(e), distǫ (∂Z(e),Λv0)} ≤ C exp (−ǫ|ge|) ≤ Crn. (6.5.7)
Mais ceci implique que pour toute arête e ∈ ∆(v0) on a ∂Z(e) ⊂ V2Crn(Λv0), et donc
∂Z = V2Crn(Λv0). Si G(v0) est ﬁni, alors ∆(v0) est ﬁni, et pour toute arête e ∈ ∆(v0)
on a diamǫ∂Z(e) ≤ Crn. Dans ce cas il suﬃt de prendre W (e) = ∂Z(e) pour chaque
e ∈ ∆(v0) pour obtenir le recouvrement recherché.
Donc on peut supposer qu’au moins une arête e de ∆(v0) appartient à En, et
donc en particulier que v0 ∈ Σn.
De cette façon, pour tout sommet v de Σ l’arête ev appartient à Σn, et donc
∆(v) \ E(Σn) ⊂ ∆
∗(v). En particulier, pour toute arête e ∈ ∆(v) \ E(Σn) on a
∂Zv(e) = ∂Z(e).
On aﬃrme que pour toute arête e de Σn on a |ge| ≤ n + O(1) (de manière
équivalente diamǫ∂Z(e) & rn). En eﬀet, si e est une arête de Σn qui n’appartient
pas à En, alors dans Σ(e) il existe une arête f ∈ En. Comme ∂Z(f) ⊂ ∂Z(e) on
obtient
C−1rn ≤ C
−1 exp (−ǫ|gf |) ≤ diamǫ∂Z(f) ≤ diamǫ∂Z(e) ≤ C exp (−ǫ|ge|) ,
et donc |ge| ≤ n+ 2ǫ−1 log(C).
Pour chaque sommet v de Σn, on note En(v) les arêtes de Σn qui sont incidentes
à v. On pose
W (v) := Λv ∪
⋃
e∈∆(v)\En(v)
∂Zv(e) = ∂Z \
⋃
e∈En(v)
∂Zv(e).
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W (v0)v0
v
W (v)
rn
∂ZΣn
Figure 6.5. Construction du recouvrement dans la démonstration
du Lemme 6.23.
Premier cas : Supposons que Λv 6= ∅. Pour chaque arête e ∈ ∆(v) \ En(v), de
manière analogue à (6.5.7), on a
max {diamǫ∂Zv(e), distǫ (∂Zv(e),Λv)} ≤ C exp (−ǫ|ge|) ≤ Crn,
car ge /∈ Bn. Alors on obtient ∂Zv(e) ⊂ V2Crn(Λv), et comme e ∈ ∆(v) \ En(v) est
arbitraire on a W (v) ⊂ V2Crn(Λv).
Deuxième cas : Supposons que Λv = ∅. Soit e ∈ ∆(v) \ En(v) une arête quel-
conque. Pour toute autre arête e′ ∈ ∆(v) \ En(v) on a
distǫ(∂Zv(e), ∂Zv(e
′)) ≍ diamǫ∂Zv(e) ≍ diamǫ∂Zv(e
′) . rn.
Donc si on choisit un point quelconque xv ∈ ∂Zv(e), on obtient que W (v) ⊂
Bǫ(xv, 2Crn).
Aussi comme pour chaque arête e ∈ En(v) on a
distǫ (∂Zv(e),−∂Zv(e)) ≥ C
−1 exp(−ǫ|ge|) ≥ C
−3rn.
Finalement, comme W (v) ⊂ −∂Zv(e), on obtient distǫ (W (v), ∂Z \W (v)) ≥ C−3rn.
Donc ﬁnalement on obtient un recouvrement ﬁni de
∂Z =
⋃
v∈Σn
W (v),
où pour chaque v ∈ Σn d’ensemble limite non vide on a Λv ⊂ W (v) ⊂ V2C·rn(Λv), et
sinon il existe un point xv ∈ W (v) tel que W (v) ⊂ Bǫ(xv, 2Crn). De plus la distance
de chaque élément de ce recouvrement à son complémentaire est minorée par C−3rn.
Cela ﬁnit la preuve. 
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6. Démonstration du Théorème 6.5
Dans cette section on donne la démonstration du Théorème 6.5 sur la condition
BR pour le bord d’un groupe hyperbolique à un bout :
Théorème. Soit G un groupe hyperbolique à un bout. Si G est un groupe fuch-
sien cocompact, ou si dans le scindement JSJ de G il n’y a pas de sommets de type
rigide, alors ∂G vériﬁe la propriété BR.
A partir de maintenant on suppose que G est un groupe hyperbolique à un
bout (∂Z est connexe) qui n’est pas un groupe fuchsien cocompact, et que tous les
stabilisateurs G(e) des arêtes e ∈ E(Σ) sont virtuellement cycliques (inﬁnis). En
particulier, tous les stabilisateurs des arêtes sont quasiconvexes. L’ensemble limite
Λe de e ∈ E(Σ) consiste en exactement deux points qui sont les points ﬁxes de tout
élément d’ordre inﬁni dans G(e).
6.1. Le points de coupure locale et le scindement JSJ. D’après les tra-
vaux de Bowditch et Swarup on sait que ∂Z est un espace métrique localement
connexe et sans points de coupure globale. Deux conséquences importantes de cela
sont les suivantes :
• Si F ⊂ ∂Z est un ensemble fermé avec au moins deux points, alors toutes les
composantes connexes de ∂Z \ F ont au moins deux points dans sa frontière.
• Si A et B sont deux fermés disjoints de ∂Z, alors il y a seulement une quantité
ﬁnie de composantes connexes U de ∂Z \ (A ∪ B) telles que U ∩ A 6= ∅ et
U ∩B 6= ∅.
La structure des points de coupure locale d’un groupe hyperbolique à un bout
est très particulière.
Définition 6.24. Si x ∈ ∂Z on déﬁnit la valence de x, qu’on note val(x), par
le nombre de bouts de ∂Z \ {x}. On peut déﬁnir val(x) comme étant la limite de
bn ∈ N ∪ {∞}, où bn est égale à la quantité de composantes connexes de la boule
pointée B(x, 1/n) \ {x} qui ont x dans leur clôture. Donc x ∈ ∂Z est un point de
coupure locale si et seulement si val(x) ≥ 2.
D’après [Bow98a] Proposition 5.5, la valence val(x) <∞ pour tout x ∈ ∂Z. On
partitionne les points de coupure locale de ∂Z = ∂Z(2) ∪ ∂Z(3+), où ∂Z(2) (resp.
∂Z(3+)) est l’ensemble des points de coupure locale x de ∂Z, tels que val(x) = 2
(resp. val(x) ≥ 3).
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Si x, y ∈ ∂Z on note N(x, y) la quantité de composantes connexes de ∂Z \{x, y}.
Comme toute composante connexe U de ∂Z \ {x, y} vériﬁe U = U ∪ {x, y}, on a
N(x, y) ≤ min{val(x), val(y)}.
On note −Σ(e) la composante connexe de Σ\{m(e)} qui contient v0 et −Z(e) =
φ−1(−Σ(e)). Soit ±∂Σ(e) l’ensemble des rayons de Σ qui sont contenus dans ±Σ(e)
à partir d’un certain momment. Alors, comme dans la Proposition 6.14 on peut
identiﬁer
±∂Z(e) := ±Z(e) \ ±Z(e) = ±∂Σ(e) ∪
⋃
v∈V (±Σ(e))
Λv ⊂ ∂Z. (6.6.1)
Soient v et w deux sommets de V (Σ), avec v ∈ V (Σ(e)) et w ∈ V (−Σ(e)).
Alors Λv ∩ Λw est égale à Λe ou vide. En particulier, les ensembles ±∂Z(e) sont
des sous-ensembles fermés G(e)-invariants de ∂Z, tels que −∂Z(e) ∩ ∂Z(e) = Λe et
−∂Z(e) ∪ ∂Z(e) = ∂Z.
Les ensembles ±∂Z(e) \ Λe = ∂Z \ (∓∂Z(e)) sont des ouverts de ∂Z et leur
frontière topologique est Λe. Cela nous donne une partition de ∂Z \ Λe en deux
ouverts non vides et disjoints. Donc Λe sépare le bord de Z, et les deux points
de Λe sont des points des coupure locale. Il y a seulement une quantité ﬁnie de
composantes connexes de ∂Z \ Λe, et toute composante a comme frontière Λe. En
particulier, ±∂Z(e) est égal à une réunion de clôtures de composantes connexes de
∂Z \ Λe rattachées par Λe. Donc on obtient
Lemme 6.25. Les ensembles ±∂Z(e) sont connexes.
Soit maintenant Σ l’arbre du scindement JSJ de G. Alors on note leurs sommets
V (Σ) par V1 ∪ V2 ∪ V3, qui sont respectivement les sommets de type virtuellement
cyclique, surface et rigide.
Les sommets de type rigide (V3) correspondent à des sous-groupes non élémen-
taires et non V2 dont l’ensemble limite ne peut être séparé par deux points de ∂Z et
Λv est maximal pour cette propriété.
Pour décrire les ensembles limites des sommets de type surface on utilise la notion
d’ordre cyclique (voir [Bow98a] Section 2).
Définition 6.26. Pour x, y, z, w ∈ ∂Z on note δ(x, y, z, w) si {x, z} sépare y de
w dans ∂Z. On dit qu’un sous-ensemble σ de ∂Z (de cardinal au moins 4) admet
un ordre cyclique s’il existe un plongement continu ι : σ → S1 tel que δ(x, y, z, w)
si et seulement si {ι(x), ι(z)} sépare ι(y) de ι(w) en S1. Donc on peut identiﬁer σ
avec ι(σ), qui est un sous-ensemble de S1.
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∈ σ
θ ∈ J(σ)
Figure 6.6. Description d’un ensemble cyclique σ et de ses sauts J(σ).
L’ensemble limite Λv d’un sommet de type surface v ∈ V2 est un ensemble de
Cantor. La relation δ induit un ordre cyclique sur Λv, et Λv est maximal pour cette
propriété. Le stabilisateur de Λv pour l’action de G sur ∂Z est le même que le
stabilisateur de v pour l’action de G sur Σ, c’est-à-dire G(v). Le sous-groupe G(v)
de G est dit MHF (maximal hanging Fuchsian).
Définition 6.27. Soit v ∈ V2. On dit qu’une paire de points θ = {x, y} de Λv
est un saut, si aucune paire {z, w} de Λv \ {x, y} ne sépare x de y. On note J(v)
l’ensemble des sauts de Λv.
Il y a une bijection naturelle entre les arêtes de Σ incidentes à v, et les sauts
J(v). De plus, les stabilisateurs des arêtes de Σ incidentes à v (les sous-groupes
périphériques) sont précisément les stabilisateurs de sauts de Λv dans G(v).
Pour chaque saut θ = {x, y} ∈ J(v) on a N(x, y) ≥ 2, et il existe une composante
connexe Uθ de ∂Z \ θ telle que Λv ⊂ Uθ. On note Uθ l’ensemble de toutes les com-
posantes connexes de ∂Z \ θ à exception de Uθ ; c’est-à-dire, celles disjointes de Λv.
Alors d’après ([Bow98a], Lemma 2.3), si on note U(v) l’ensemble de composantes
connexes de ∂Z \ Λv, on a
U(v) =
⋃
θ∈J(v)
Uθ. (6.6.2)
Si θ = {x, y} est un saut de Λv, alors ou bien x, y ∈ ∂Z(2) ou bien x, y ∈ ∂Z(3+),
et dans les deux cas on a N(x, y) = val(x) = val(y). De plus, il existe un élément
loxodromique g ∈ G tel que θ = fix(g). On note J0(v) l’ensemble de sauts qui sont
dans ∂Z(3+). Il faut remarquer, que comme Λv n’a pas de points isolés, deux sauts
diﬀérents sont disjoints.
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Une propriété importante est qu’on peut partitioner ∂Z(3+) en une réunion
disjointe de paires {x, y} tels que N(x, y) = val(x) = val(y). On remarque que si
x ∈ ∂Z(2) n’est pas dans Λv pour tout v ∈ V2, alors il existe un unique y ∈ ∂Z(2)
tel que G({x, y}) est un sommet de type élémentaire (V1). Les autres sommets de V1
proviennent de l’intersection entre les ensembles limites des sommets de type rigide
avec ceux des sommets de type surface.
Pour ces deux types de paires de points θ de ∂Z, qui correspondent à des som-
mets v ∈ V1, il existe une bijection naturelle entre U(θ), l’ensemble de composantes
connexes de ∂Z \ θ, et ∆(v) l’ensemble des arêtes de Σ incidentes à v.
Si v et w sont deux sommets de V2, alors Λv∩Λw = J0(v)∩J0(w). Si θ est un saut
de Λv qui n’appartient pas à J0(v), alors ∂Z \ θ a exactement deux composantes
connexes, une qui contient Λv dans sa clôture, et l’autre qui nécessairement doit
contenir dans sa clôture l’ensemble limite d’un sommet de type rigide.
6.2. Quelques lemmes généraux sur les sommets de type surface. Soient
Σ l’arbre JSJ et v un sommet dans V2, c’est-à-dire de type surface. Donc il existe un
plongement continu qui préserve l’ordre cyclique ι : Λv → S1. Les sauts de Λv sont
alors en correspondance bijective avec les intervalles ouverts du complementaire de
ι (Λv) dans S1. Pour chaque paire θ ∈ J(v) on note Iθ = (xθ, yθ) l’intervalle ouvert de
S1 \ ι (Λv) déﬁni par ι(θ). Comme les sauts J(v) sont denses dans Λv, les intervalles
{Iθ : θ ∈ J(v)} sont denses dans S1.
Etant donnée une quantité ﬁnie de sauts θ1, . . . , θn ∈ J(v), les composantes
connexes de S1 \ Iθ1 ∪ · · · ∪ Iθn sont des intervalles fermés et leur réunion contient
ι (Λv). Sans perte de généralité, on peut supposer que les {θi} sont ordonnés cycli-
quement de la même façon que les points de Z/nZ. Donc les composantes connexes
du complémentaire de Iθ1 ∪ · · · ∪ Iθn sont Fi = [yθi , xθi+1 ] pour i ∈ Z/nZ. On note
Λv(i) = ι
−1(Fi) pour i ∈ {1, . . . , n}. Les ensembles Λv(i) sont des fermés disjoints et
leur réunion est égale à Λv.
Lemme 6.28. Soit v ∈ V2 un sommet de type surface. Alors, pour tout δ > 0, il
existe une quantité ﬁnie de sauts θ1, . . . , θn ∈ J(v) telle que diamǫ Λv(i) ≤ δ pour
tout i = 1, . . . , n.
Démonstration. Soit η > 0 que l’on ﬁxera plus tard. Soient L1, . . . , Lm des
intervalles fermés de S1 de diamètre plus petit ou égal à η/2, tels que S1 = L1 ∪
· · · ∪ Lm et tels que les intérieurs des Lj sont deux à deux disjoints. Comme les
intervalles {Iθ : θ ∈ J(v)} sont denses dans S1, il existe une quantité ﬁnie de paires
θ1, . . . , θn ∈ J(v), tels que pour tout j ∈ {1, . . . ,m} il existe un ij ∈ {1, . . . , n}
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avec int(Lj) ∩ Iθij 6= ∅. Donc tout intervalle Fi du complémentaire de Iθ1 ∪ · · · ∪ Iθn
est contenu dans la réunion de deux intervalles Lj consécutifs. En particulier, le
diamètre de chaque Fi dans S1 est plus petit ou égal à η.
Comme ι (Λv) est un sous-ensemble fermé de S1 et ι : Λv → ι (Λv) est un
homéomorphisme, son inverse h : ι (Λv) → Λv est uniformément continu. Donc,
étant donné δ > 0 il existe η > 0 tel que si x, y ∈ ι (Λv) avec d(x, y) < η, alors
dǫ(h(x), h(y)) < δ. En particulier,
diamǫ Λv(i) = diamǫ h (Fi ∩ ι (Λv)) ≤ δ.

On rappelle que ∆(v) est l’ensemble des arêtes de Σ qui sont incidentes à v.
Chaque arête e ∈ ∆(v) correspond de façon unique à un saut θ ∈ J(v). Avec cette
notation, étant donnés des arêtes e1, . . . , en ∈ ∆(v), on note∆i(v), pour i = 1, . . . , n,
les arêtes e incidentes à v telles que Λe ⊂ Λv(i). Naturellement
∆(v) = {e1, . . . , en} ∪
n⋃
i=1
∆i(v),
est une partition de l’ensemble des arêtes incidentes à v. Pour chaque arête e ∈ ∆(v),
on note Σv(e) la composante connexe de Σ \ {m(e)} qui ne contient pas v. On note
aussi Zv(e) = φ−1(Σv(e)) et ∂Zv(e) \Zv(e). On remarque que pour toutes les arêtes
de ∆(v) sauf une, on a Σ(e) = Σv(e). En particulier, d’après le Lemme 6.13 on a
aussi diamǫ ∂Zv(e)→ 0 pour e ∈ ∆(v). Soit
Ki(v) = Λv(i) ∪
⋃
e∈∆i(v)
∂Zv(e) pour i = 1, . . . , n.
Lemme 6.29. Les ensemble {Ki(v) : i ∈ Z/nZ} sont fermés, connexes et deux à
deux disjoints.
Démonstration. En eﬀet, si x /∈ Ki(v), alors comme en particulier x /∈ Λv(i),
on a distǫ(Λv(i), x) = δ > 0. Si e ∈ ∆i(v) est telle que ∂Zv(e)∩Bǫ(x, δ/2) 6= ∅, alors
comme ∂Zv(e) ∩ Λv(i) 6= ∅, on a diamǫ ∂Zv(e) ≥ δ/2. Donc, il y a seulement une
quantité ﬁnie d’arêtes e ∈ ∆i(v) telles que ∂Zv(e) ∩ Bǫ(x, δ/2) 6= ∅. Comme chaque
∂Zv(e) est fermé, on a dist(x,Ki(v)) > 0, et donc Ki(v) est fermé.
Il sont deux à deux disjoints, car les Λv(i) le sont, et deux ensembles ∂Zv(e) et
∂Zv(e
′) peuvent s’intersecter seulement dans les sauts associés aux arêtes e et e′, qui
sont disjoints.
Comme pour chaque saut de Λi(v) on rajoute ∂Zv(e), qui d’après le Lemme 6.25
est un ensemble connexe, Ki(v) est connexe. 
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Comme le diamètre de ∂Zv(e) tend vers zéro pour e ∈ ∆i(v), on a
diamǫ Ki(v) ≤ diamǫ Λv(i) + 2 ·max {diamǫ ∂Zv(e)} . (6.6.3)
De plus, pour chaque j ∈ {1, . . . , n}, on a ∂Zv(ej) ∩ Ki(v) 6= ∅ si et seulement si,
i ∈ {j − 1, j} ⊂ Z/nZ. Dans ce cas, l’intersection est l’un des deux points de Λej .
Donc on peut décomposer le bord de G comme
∂Z = ∂Zv(e1) ∪K1(v) ∪ · · · ∪ ∂Zv(en) ∪Kn(v), (6.6.4)
et deux ensembles de cette décomposition sont ou bien disjoints ou bien s’intersectent
en un point (d’un ensemble limite Λej).
Lemme 6.30. Soit v ∈ V2 un sommet de type surface. Alors pour tout δ > 0, il
existe une quantité ﬁnie de sauts θ1, . . . , θn ∈ J(v) telle que diamǫ Ki(v) ≤ δ pour
tout i = 1, . . . , n.
Démonstration. Soit δ > 0. Il existe un sous-ensemble ﬁni E1 ⊂ ∆(v), tel que
si e ∈ ∆(v) \E1 alors diamǫ ∂Zv(e) ≤ δ/4. Aussi d’après le Lemme 6.28, il existe un
sous-ensemble ﬁni E2 = {e1, . . . , en} ⊂ ∆(v), qu’on peut supposer contenant E1, tel
que diamǫ Λv(i) ≤ δ/2. Donc, d’après (6.6.3), on a diamǫ Ki(v) ≤ diamǫ Λv(i) + 2 ·
max {diamǫ ∂Zv(e)} ≤ δ/2 + 2 · δ/4 = δ. 
6.3. Démonstration du Théorème 6.5. On suppose maintenant, que dans
l’arbre Σ du scindement JSJ, il n’y a pas de sommets de type rigide. Dans ce cas,
si Λv est l’ensemble limite associé à un sommet v de type surface, alors les sauts
de Λv sont tous des paires de points dans ∂Z(3+) ; c’est-à-dire J(v) = J0(v). Tous
les sommets de Σ sont de type surface et de type virtuellement cyclique. Donc ces
derniers sont nécessairement des paires de points dans ∂Z(3+). Si e ∈ E(Σ) est une
arête d’extrémités v et w, alors v ou w est un sommet de type surface et l’autre est
de type virtuellement cyclique.
Proposition 6.31. Soit G un groupe hyperbolique à un bout qui n’est pas un
groupe fuchsien cocompact. Supposons que dans le scindement JSJ de G, il n’y a pas
de sommet de type rigide, et soit Σ l’arbre JSJ de G. Alors pour tout δ > 0, il existe
une quantité ﬁnie {e1, . . . , eN} d’arêtes de Σ, telles que
max {diamǫ U : U ∈ U} ≤ δ,
où U est l’ensemble de composantes connexes de ∂Z \ P , et P =
⋃N
i=1 Λei. En
particulier, ∂Z vériﬁe la propriété BR.
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Démonstration. Soit δ > 0. On ﬁxe v0 ∈ V (Σ) un sommet de type surface.
Considérons l’ensemble Eδ des arêtes e ∈ E(Σ) telles que diamǫ ∂Z(e) ≥ δ. D’après
le Lemme 6.13, Eδ est un ensemble ﬁni.
Soit Vδ la réunion de {v0} et des sommets des arêtes de Eδ. Soit Σδ l’enveloppe
convexe de Vδ. Alors Σδ est un sous-arbre ﬁni de Σ.
Si w ∈ V (Σδ)∩V1, comme la valence de w dans Σ est ﬁnie on peut rajouter à Σδ
toutes les arêtes incidentes à w, de sorte que E(Σδ) soit encore ﬁni. De cette façon
tous les sommets terminaux de Σδ sont de type surface.
Soit e = (v, w) ∈ E(Σδ) une arête telle que d(w, v0) ≥ d(v, v0) et w ∈ V (Σδ)∩V1.
Si on note {ej = (vj, w) : j = 1, . . . ,mw} := ∆(w) \ {e}, alors
∂Z(e) =
mw⋃
i=1
∂Z(ej) =
mw⋃
i=1
∂Zw(ej). (6.6.5)
L’intersection de deux ensembles de cette décomposition est égale à Λw = Λej ,
j = 1, . . . ,mw. Cela nous permet de remplacer ∂Z(e) par la réunion des ∂Z(ej),
dont les vj appartienent tous à V2 ∩ V (δ).
Si v ∈ V2 ∩ V (δ), comme on a vu ci-dessus, il y a exactement une seule arête
dans e ∈ ∆(v) telle que Σv(e) = −Σ(e), elle appartient forcément à E(Σδ) ; pour
toutes les autres on a Σv(e) = Σ(e). D’après le Lemme 6.30, il existe des arêtes
{e1(v), . . . , env(v)} ∈ ∆(v), telles que
diamǫ Ki (v) ≤ δ, pour tout i = 1, . . . , nv. (6.6.6)
On peut supposer aussi, que les arêtes de E(Σδ) incidentes à v appartiennent à
{e1(v), . . . , env(v)}. On note {u1, . . . , uM} ⊂ V (Σδ) les sommets terminaux de Σδ.
Pour chaque j ∈ {1, . . . ,M}, soit E(uj) l’ensemble des arêtes {e1(uj), . . . , enuj (uj)}
privé de celles que vériﬁent Σuj(e) = −Σ(e). Alors E(uj) ⊂ E(Σ) \ E(Σδ), et donc
pour tout j ∈ {1, . . . ,M} et toute e ∈ E(uj) on a
diamǫ ∂Zuj(e) = diamǫ ∂Z(e) ≤ δ. (6.6.7)
Alors on obtient une décomposition ∂Z = A ∪ B, où
A :=
⋃
v∈V2∩V (Σδ)
nv⋃
i=1
Ki(v) et B :=
M⋃
j=1
⋃
e∈E(uj)
∂Zuj(e). (6.6.8)
Soit
P :=
⋃
e∈E(Σδ)
Λe ∪
M⋃
j=1
⋃
e∈E(uj)
Λe. (6.6.9)
128 6. APPLICATIONS AUX BORDS DES GROUPES HYPERBOLIQUES
Les ensemble de la décomposition (6.6.8) sont fermés, connexes et de diamètre plus
petit où égal à δ. De plus, l’intersection de deux de ces ensembles, est ou bien vide ou
bien un seul point de P , et donc sa frontière topologique est contenue dans P . Cela
implique que toute composante connexe de ∂Z \ P est contenue dans un ensemble
de (6.6.8). Cela ﬁnit la démonstration. 
7. Quelques exemples
Exemple 6.7.1. Soient S une surface hyperbolique close (compacte et sans bord)
et π1(S) son groupe fondamental. Considérons S1 et S2 deux copies isométriques de
S et deux points x1 ∈ S1 et x2 ∈ S2. On construit un complexe M en identiﬁant x1
à x2. Donc, si on note Gi l’image par l’inclusion de π1(Si) dans G := π1(M), G est
isomorphe au produit libre de G1 et G2. La dimension conforme de G est égale à 1.
Exemple 6.7.2. Soient S une surface hyperbolique close (compacte et sans bord),
π1(S) son groupe fondamental et γ une géodésique fermée simple de S. Considérons
S1 et S2 deux copies isométriques de S. On construit un complexe M en recollant
les deux copies le long de γ. Donc, si on note Gi l’image par l’inclusion de π1(Si)
dans G := π1(M), et a ∈ G l’élément qui représente γ, alors G est isomorphe au
produit amalgamé de G1 et G2 au-dessus de 〈a〉. Le groupe G vériﬁe les hypothèses
du Théorème 6.5, donc ∂G vériﬁe la condition BR et sa dimension conforme AR
est égale à 1. Cet exemple est dû à Pansu, voir aussi [BonK05] Section 6 pour une
preuve diﬀérente et pour plus de commentaires.
Exemple 6.7.3. Une légère modiﬁcation de cet exemple, que j’ai appris par Mac-
kay, montre que la situation est plus complexe dans le cas général. Soient G1 et
G2 comme ci-dessus. A la place de recoller le long d’une géodésique fermée simple,
supposons que a ∈ π1(S) représente une géodésique fermée γ qui remplit la surface
S ; c’est-à-dire telle que les composantes connexes de S \ γ sont des disques ouverts.
On considère le produit amalgamé G de G1 et G2 au-dessus de 〈a〉.
Dans ce cas, pour toute paire de points {x, y} dans S1 = ∂H2, il existe un
conjugué de a dans π1(S), tel que ses deux points ﬁxes p et q dans S1 séparent x de
y. En eﬀet, l’application de revêtement π : H2 → S, est une isométrie restreinte à
chaque composante connexe de π−1(U), où U est une composante connexe de S \ γ.
Donc, la géodésique de H2 qui joint x et y, doit intersecter une préimage de γ. Pour
chaque conjugué g de a dans π1(S), on rajoute un cercle qui intersecte S1 en les
deux points ﬁxes de g. Donc S1 n’est pas déconnecté dans ∂G par une quantité ﬁnie
de points. Donc ∂G ne vériﬁe pas BR. Le scindement JSJ de G est, dans ce cas, le
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Figure 6.7. Description de l’exemple 6.7.4.
graphe de groupes donné par trois sommets et deux arêtes, où les stabilisateurs de
deux de ces sommets sont de type rigide isomorphes à π1(S), et le troisième est de
type virtuellement cyclique isomorphe à 〈a〉.
Exemple 6.7.4. On peut modiﬁer encore une fois ce dernier exemple, de sorte que
G soit isomorphe à un sous-groupe discret, convexe cocompact de Iso(H3) (qui n’agit
pas cocompactement sur H3). Donc ∂G est planaire et de dimension topologique 1.
Supposons sans perte de généralité que S est de genre 2 et que son groupe fonda-
mental est présenté par 〈a1, a2, b1, b2|[a1, b1][a2, b2]−1〉. Soit Γ = {a1, a2, a1 · a2, b1, b2}
une multicourbe qui remplit la surface S ; c’est-à-dire, les éléments de Γ sont des
géodésiques fermées simples, telles que les composantes connexes de S \ Γ sont des
disques. Voir la ﬁgure 7.
Soient Ti pour i = 1, . . . , 5 des surfaces hyperboliques à bord totalement géodé-
sique, homéomorphes à la surface de genre 1 (le tore) moins un disque ouvert. On
note σi le bord de Ti, et on suppose que ℓ(σi) = ℓ(γi), où γ1 = a1, γ2 = a1a2, γ3 =
a2, γ4 = b1 et γ5 = b2.
On considère le 2-complexe M , obtenu en recollant isométriquement chaque Ti
à S le long de σi et γi. Soit G = π1(M), alors G agit géométriquement sur le
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Figure 6.8. Ensemble limite de l’exemple 6.7.4.
revêtement universel M˜ , qui est un espace CAT(−1). Donc G est hyperbolique, et
on peut identiﬁer ∂G avec ∂M˜ . Voir la ﬁgure 7.
Le scindement JSJ de G consiste justement au graphe de groupes dessiné dans
la ﬁgure 7, où Fi = π1(Ti) pour i = 1, . . . , 5. Ces sommets sont de type surface, et
le sommet correspondant à π1(S) est de type rigide. Entre chaque paire Fi et π1(S)
on a un sommet de type virtuellement cyclique associé à γi. Les mêmes arguments
que dans l’exemple précédent, montrent que ∂G ne vériﬁe pas la propriété BR.
Pour voir que G est isomorphe à un sous-groupe discret convexe cocompact de
Iso(H3), on «gonﬂe» le complexe M pour obtenir une 3-variété de la façon suivante.
Soit N = S × [0, 1], et pour i = 1, . . . , 5 soient Bi = Ti × [0, 1] et Ri ≃ S1 ×D (des
tores solides). On considère le graphe d’espaces avec graphe sous-jacent isomorphe à
celui du scindement JSJ de G, où on remplace les stabilisateurs {Fi} par les espaces
{Bi}, les {〈γi〉} par les {Ri}, et π1(S) par N . Les espaces associés aux arêtes sont
tous des anneaux S1 × [0, 1].
On note S1 = S × {0} et S2 = S × {1} les deux composantes du bord de N .
On suppose que dans N , les a1, a1a2, a3 sont contenues dans S1 et les b1, b2 sont
contenues dans S2. Pour chacune de ces courbes, on considère des petits voisinages,
homéomorphes à des anneaux, contenues respectivement dans S1 et S2. Aussi pour
chaque tore solide Ri on considère deux anneaux de la forme S1 × Jk, où Jk sont,
pour k = 1, 2, des intervalles contenus dans ∂D. Finalement les applications de
recollement sont des homéomorphismes qui identiﬁent ces anneaux.
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Si on note X l’espace associé à ce graphe d’espaces, alors X est une 3-variété
avec bord, qui se rétracte par déformation sur M , et donc G ≃ π1(X). D’après le
théorème d’hyperbolisation de Thurston, G est isomorphe à un sous-groupe discret,
convexe cocompact de Iso(H3). Voir [KK00] pour une construction similaire et pour
plus de détails.

CHAPITRE 7
Applications à la dynamique des revêtements ramifiés
Dans cette partie on applique le critère 5.9 pour estimer la dimension conforme
AR des ensembles limites d’une certaine classe de revêtement ramiﬁés, qui représente
la classe analogue dans ce contexte dynamique des groupes hyperboliques. Plus
précisément, dans la Proposition 7.6 et le Théorème 7.7 on donne des conditions
suﬃsantes qui impliquent qu’un tel ensemble limite vériﬁe les conditions UBR et
LC. On utilise un résultat de J. Kiwi [Kiwi04] pour montrer dans le Corollaire
7.12 que les polynômes semi-hyperboliques vériﬁent ces conditions. La structure
des points de coupure locale pour ce type d’espaces est moins riche que celle des
groupes hyperboliques, et cette diﬀérence dans le classique dictionnaire entre les
deux théories rend plus diﬃcile de trouver des énoncés généraux comme dans le
Chapitre 6. Enﬁn, dans la Section 2.2, on utilise la théorie des puzzles pour montrer
(Corollaire 7.17) que l’ensemble de Julia d’une fraction rationnelle hyperbolique est
de dimension conforme AR égale à 1 dès qu’elle admet un tel objet. On remarque
qu’il existe des fractions rationnelles, non polynomiales, qui admettent un puzzle
(voir [Roe99]).
1. Dynamique topologiquement dilatante grossièrement conforme
1.1. Définitions préliminaires. La déﬁnition suivante apparaît dans [HP09]
Déﬁnition 2.1.1 ; elle généralise les propriétés topologiques des fractions rationnelles.
Dans la suite, on notera X0 et X1 des espaces séparés localement compacts et loca-
lement connexes. On suppose toujours que X1 est ouvert et relativement compact
dans X0.
Définition 7.1 (Revêtement ramiﬁé). Une application continue f : X1 → X0 à
ﬁbres ﬁnies est un revêtement ramiﬁé de degré d ≥ 1 si
• pour tout y ∈ X0, on a
∑
x∈f−1(y)
deg(f, x) = d et
• pour tout x0 ∈ X1, il existe des voisinages compacts U et V de x0 et f(x0)
respectivement tels que
∑
x∈U,f(x)=y
deg(f, x) = deg(f, x0) pour tout y ∈ V .
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On rappelle que pour x ∈ X1, deg(f, x) designe le degré local de f au point x donné
par
deg(f, x) = inf
U
sup
{
|f−1(z) ∩ U | : z ∈ f(U)
}
,
où U parcourt les voisinages de x.
Remarques.
• Un revêtement ramiﬁé f : X1 → X0 est ouvert, fermé, propre et surjectif.
De plus, les lieux de branchement Bf := {deg(f, x) > 1} et de ramiﬁcation
Vf := f(Bf ) sont fermés et nulle part denses.
• Si V ⊂ X0 est ouvert et connexe, et U ⊂ X1 est une composante connexe de
f−1(V ), alors f |U : U → V est aussi un revêtement ramiﬁé. En particulier,
si y ∈ X0 et f−1(y) = {x1, x2, . . . , xk}, alors il existe un voisinage connexe
arbitrairement petit V de y tel que f−1(V ) = U1∪ . . .∪Uk est une réunion dis-
jointe de voisinages connexes Ui de xi tels que f |Ui : Ui → V est un revêtement
ramiﬁé de degré deg(f, xi).
Le répulseur ou l’ensemble limite de f : X1 → X0 est
X := {x ∈ X1 : f
n(x) ∈ X1 ∀n > 0} . (7.1.1)
Par la suite, on fera toujours l’hypothèse que la restriction f |X : X → X est aussi
un revêtement ramiﬁé de même degré d. Cet ensemble X est compact et totalement
invariant.
Soit U un recouvrement ﬁni de X par des ouverts connexes de X1. On construit
une suite de recouvrements {Sn}n en considérant les composantes connexes de
f−(n−1)(U), quand U parcourt U .
Définition 7.2 ([HP09] section 2.2). On dit qu’un revêtement ramiﬁé f : X1 →
X0 de degré d et de répulseur X est topologiquement dilatant et grossièrement
conforme, abrégé en anglais par top. CXC, si les trois conditions suivantes sont
vériﬁées :
• [Expansion] : Il existe un recouvrement U tel que : pour tout recouvrement
ﬁni V de X par des ouverts de X0, il existe un entier N tel que pour tout
n ≥ N et tout U ∈ Sn il existe V ∈ V tel que U ⊂ V .
• [Irréductibilité] : Pour tout x ∈ X et tout voisinage V de x dans X0, il existe
un sous-voisinage W et un itéré n ≥ 0 tels que fn(W ) ⊃ X.
• [Degré] : L’ensemble des degrés des restrictions des itérés de f de la forme
fk|U˜ : U˜ → U , où U ∈ Sn, U˜ ∈ Sn+k, avec n et k arbitraires, est majoré par
un entier p.
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1.2. La jauge conforme canonique. On peut associer une jauge conforme
canonique à tout revêtement ramiﬁé top. CXC. Cette structure quasiconforme pro-
vient de la jauge du bord à l’inﬁni d’un espace hyperbolique.
Soit f : X1 → X0 un revêtement ramiﬁé top. CXC de répulseur X. On note U
un recouvrement qui vériﬁe la condition [Expansion] donnée par la Déﬁnition 7.2.
On associe un graphe Γ (qui dépend de U) où les sommets sont les éléments de
S :=
⋃
n Sn, et d’un point base abstrait o que l’on peut voir comme X. On écrit
|W | = n si W ∈ Sn. Tous les éléments de S1 = U ont une arête les joignant à
o. Les autres arêtes (W,W ′) sont déﬁnies par les propriétés ||W | − |W ′|| ≤ 1 et
W ∩ W ′ ∩ X 6= ∅. On munit Γ de la distance de longueur qui rend chaque arête
isométrique au segment [0, 1]. Alors f agit de manière simpliciale sur Γ \B(0, 2), et
ceci déﬁnit une transformation F : Γ\B(o, 2)→ Γ\B(o, 1), que l’on peut prolonger
continûment à tout Γ en posant F (B(o, 1)) = {o}.
Théorème 7.3 (Géométrisation, [HP09] Thm 3.2.1 et 3.3.1). Le graphe Γ est
géodésique, propre, non borné, hyperbolique au sens de Gromov et vériﬁe les proprié-
tés suivantes.
• L’application F admet une unique extension continue F : ∂Γ → ∂Γ au bord ;
muni d’une métrique visuelle de paramètre ǫ > 0 vue de o, on a pour tout
x ∈ ∂Γ et tout r > 0 assez petit, F (B(x, r)) = B(F (x), reǫ).
• Il existe un homéomorphisme canonique φ : X → ∂Γ tel que φ ◦ f = F ◦ φ.
• Si V est un autre recouvrement qui vériﬁe [Expansion], alors le graphe Γ′ as-
socié à V et le graphe Γ sont quasi-isométriques.
Le graphe Γ joue le même rôle que le graphe de Cayley d’un groupe hyperbolique.
La jauge conforme canonique associée à f : X1 → X0, qu’on note Jf , est la jauge
conforme de X qui contient les distances φ∗(dǫ), où dǫ est une métrique visuelle
de ∂Γ donnée par le théorème précédent. On remarque que de manière analogue
que dans le cas de groupes hyperboliques, les métriques visuelles dǫ sont Ahlfors
régulières de dimension log(d)/ǫ (voir [HP09] Thm 3.5.6).
L’importance de cette construction tient dans le fait suivant.
Théorème 7.4 (Thm. 3.5.3 [HP09]). Soit f : X1 → X0 un revêtement ramiﬁé
top. CXC de répulseur X. Alors la jauge conforme Jf dépend seulement de la classe
de conjugaison topologique de f . En particulier, la dimension conforme AR de X
est un invariant par conjugaison topologique.
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2. La propriété UBR pour les revêtements ramifiés
On suppose maintenant que X0 est un espace métrique. Si U ⊂ X0 est ouvert et
x ∈ U , on déﬁnit la rondeur Rond(U, x) de U par rapport à x comme l’inﬁmum du
quotient R/r, où r ≤ R vériﬁent B(x, r) ⊂ U ⊂ B(x,R).
L’analogue de la notion de groupe de convergence uniforme uniformément qua-
simöbius est donné par les revêtements ramiﬁés top. CXC qui vériﬁent aussi les deux
conditions supplémentaires suivantes (voir [HP09] section 2.5) :
• [Rondeur] Il existe deux fonctions ρ± : [1,∞)→ R+ croissantes qui donnent
le contrôle suivant sur la distorsion des rondeurs. Pour tous n, k ≥ 1 et pour
tous U ∈ Sn, U˜ ∈ Sn+k, y˜ ∈ U˜ et y ∈ U , si fk(U˜) = U et fk(y˜) = y alors
Rond(U˜ , y˜) < ρ−(Rond(U, y)) et Rond(U, y) < ρ+(Rond(U˜ , y˜)).
• [Diamètre] Il existe deux homéomorphismes croissants δ± : [0, 1]→ [0, 1] qui
donnent le contrôle suivant sur la distorsion relative des diamètres. Pour tous
n0, n1, k ≥ 1 et pour tous U ∈ Sn0 , U
′ ∈ Sn1 , U˜ ∈ Sn0+k, U˜
′ ∈ Sn1+k tels que
U˜ ′ ⊂ U˜ et U ′ ⊂ U , si fk(U˜) = U et fk(U˜ ′) = U ′ alors
δ−
(
diamU ′
diamU
)
<
diamU˜ ′
diamU˜
< δ+
(
diamU ′
diamU
)
.
Ces deux conditions généralisent dans ce contexte le principe de l’ascenseur conforme.
Si f est un revêtement ramiﬁé top. CXC qui vériﬁe ces deux conditions supplémen-
taires, on dit que f est dilatant et grossièrement conforme, abrégé en anglais par
CXC. D’après [HP09, Thm. 3.5.1], dans ce cas, la jauge conforme J (X, d), où d est
la distance originale sur X0, est la même que la jauge conforme canonique Jf .
Les domaines de S remplissent correctement les voisinages des points de X :
toute boule de rayon assez petit peut être coincée entre deux de ces domaines de
niveaux comparables. Plus précisément, d’après la Prop. 2.6.6. de [HP09], il existe
des constantes δ0, n0 et L > 1, telles que pour tous x ∈ X et r ∈ (0, δ0) il existe
U ∈ Sn et U ′ ∈ Sm tels que
B(x, r/L) ⊂ U ⊂ B(x, r) ⊂ U ′ ⊂ B(x, Lr), (7.2.1)
et 0 < n −m ≤ n0. Cela a comme conséquence que X est uniformément parfait et
doublant (Prop. 2.6.7 et 2.6.10 de [HP09]). Elle implique aussi que si U ∩ X est
connexe pour tout U ∈ S, alors l’ensemble X est linéairement connexe (LC). En
particulier X est LC dès qu’il est localement connexe.
Soit f : X1 → X0 un revêtement ramiﬁé CXC, et soit U un recouvrement qui
vériﬁe [Expansion]. Dorénavant on suppose toujours queX est connexe et localement
connexe.
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Figure 7.1. Démonstration du Lemme 7.5.
Lemme 7.5. Si X vériﬁe la propriété BR, il vériﬁe aussi la propriété UBR.
Démonstration. Soient x ∈ X et r < δ0. D’après (7.2.1), il existe n et U ∈
Sn tels que B(x, r) ⊂ U ⊂ B(x, Lr). Donc Rond(U, x) ≤ L. On considère U ′ =
fn−1(U) ∈ S1 = U et x′ = fn−1(x). D’après l’axiome de [Rondeur] on sait que
Rond(U ′, x′) ≤ ρ+(L). Alors il existe r0 > 0 tel que B(x′, r0) ⊂ U ′ ⊂ B (x′, ρ+(L)).
Si c > 0 est le diamètre minimal des éléments de S1, alors r0 ≥ ρ+(L)−1 · c := c′.
On utilise la propriété suivante ([HP09] Prop 2.6.3) : il existe une constante K
et une suite rm > 0 qui tend vers zéro tels que pour tous x ∈ X et r ∈ (0, rm], il
existe V ∈ Sm avec B(x, r) ⊂ V et Rond(V, x) ≤ K. On choisit, pour m = n + k
avec k > 0, un élément Vm ∈ Sm ainsi. Comme X est connexe, on a les estimations
suivantes :
r ≤ diamU ≤ 2L · r et rm ≤ diamVm ≤ 2K · rm.
De plus, d’après la Prop. 2.6.5 de [HP09], il existe des constantes C ≥ 1 et θ ∈ (0, 1)
telles que diamVm ≤ C · θk · diamU . Alors on a
2K · rm
r
.
diamVm
diamU
. θk.
Cela implique qu’il existe k0 tel que Vn+k ⊂ U si k ≥ k0. De nouveau d’après
l’axiome [Rondeur], il existe sk > 0 tel que B(x′, sk) ⊂ V ′k ⊂ B (x
′, ρ+(K)) où
V ′k = f
n(Vn+k). En particulier, 2ρ+(K)sk . θk, et il existe k1 tel que pour k ≥ k1
on a V ′k ⊂ B(x
′, c′/2). On ﬁxe k = max{k0, k1}, et on a
dist(V ′k , X \ U
′) ≥ c′/2 := η0
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Enﬁn comme diamVn+k ≥ C−kdiamU (voir Prop. 2.6.4 [HP09]), on obtient qu’il
existe une constante τ > 0 telle que
rn+k
r
≥ τ.
Soit γ une courbe de X telle que γ ∩B(x, τ · r) 6= ∅ et γ ∩X \B(x, Lr) 6= ∅. Soit σ
la sous-courbe de γ qui joint γ(0) avec le premier point d’intersection de γ avec la
frontière de U . Alors fn−1(σ) est une courbe qui joint V ′k avec X \U
′. En particulier,
on a diamσ ≥ η0.
Comme X est BR, il existe un ensemble ﬁni R tel que σ ∩ R 6= ∅. Soit P =
f−(n−1)(R) ∩ U ′, comme σ ⊂ γ on a γ ∩ P 6= ∅. Alors P est un ensemble ﬁni, et
son cardinal est uniformément borné par une constante N , qui dépend seulement
du cardinal de R (et donc de η0) et de p (le degré maximal dans la Déﬁnition 7.2).
Cela montre que X vériﬁe UBR. 
Remarque. Le fait que X soit UBR dès qu’il est BR n’est pas une conséquence
du Lemme 5.8, car en général la dynamique CXC n’induit pas une structure quasi-
autosimilaire sur X ; la restriction de f à des petites boules de X peut être de degré
plus grand que 2.
Proposition 7.6. Soit f : X1 → X0 un revêtement ramiﬁé CXC et soit U
le recouvrement donné par la Déﬁnition 7.2. On suppose que pour tout U ∈ S la
frontière topologique de U ∩ X dans X est ﬁnie. Alors X est BR (et donc UBR).
En particulier, la dimension conforme AR de X est égale à 1.
Démonstration. On a déjà remarqué que X est LC. On montre que X est
BR. En eﬀet, comme U vériﬁe [Expansion], étant donné δ > 0 il existe n ≥ 1 tel que
diamU < δ pour tout U ∈ Sn. Soit Pδ la réunion de ∂U avec U ∈ Sn. Alors si V est
une composante connexe de X \ Pδ, comme V ∩ ∂X(U ∩X) = ∅ pour tout U ∈ Sn,
il existe un tel U avec V ⊂ U . Donc diamV < δ. Cela termine la preuve. 
En générale les ensembles qui fournissent les points de coupure locale pour la
propriété BR sont des points périodiques et prépériodiques. On peut formuler aussi
une condition dynamique suﬃsante pour la propriété BR à l’aide des ces points.
Cette condition a été amplement étudiée pour les polynômes ([Sch98],[Kiwi04]).
Soit f : X1 → X0 un revêtement ramiﬁé top. CXC de répulseur localement connexe
X et soit U le recouvrement donné par la Déﬁnition 7.2. On pose P l’ensemble de
tous les points périodiques et prépériodiques de f . P est un ensemble dénombrable
([HP09]) et d’après le Théorème 5.6 on a :
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Théorème 7.7 (Fibres dynamiques triviales implique BR). Supposons que pour
tout x ∈ X la P -ﬁbre de x est triviale (P (x) = {x}). Alors X vériﬁe la propriété
BR et donc dimARX = 1.
2.1. Dynamique des fractions rationnelles. On note Cˆ la sphère de Rie-
mann. Soit f : Cˆ → Cˆ une fraction rationnelle de degré d ≥ 2. Son ensemble de
Fatou est l’ensemble des points z pour lesquels il existe un voisinage V tel que la
restriction des itérées {fn|V } à V est une famille normale au sens de Montel. L’en-
semble de Julia J(f) est son complémentaire. Voir [BM01], [CG93] et [Mil99]
pour une introduction au sujet.
On rappelle que z est un point critique de f si f ′(z) = 0. L’ensemble postcritique
de f est
P (f) :=
⋃
z:f ′(z)=0
⋃
n≥1
fn(z).
L’orbite de z est un cycle attractif (parabolique), si z est périodique et son multi-
plicateur (fn)′(z) est de module strictement plus petit que 1 (une racine de l’unité).
On dit qu’un point z ∈ Cˆ est récurrent s’il appartient à son ensemble ω-limite déﬁni
par
ω(z) :=
{
x ∈ Cˆ : ∃ nk →∞ tel que x = lim
k
fnk(z)
}
.
La classe des fractions rationnelles semi-hyperboliques a été introduite par L. Car-
leson, P. Jones et J.-C. Yoccoz dans [CJY94]. Une des caractérisations possibles de
cette classe est la suivante.
Définition 7.8. Une fraction rationnelle f : Cˆ → Cˆ est semi-hyperbolique si
f n’a pas de point critique récurrent ni de cycle parabolique.
La classiﬁcation des domaines de stabilité (voir [Mil99] Chap. 16) implique que
l’ensemble de Fatou de f consiste des points qui convergent par itération vers des
cycles attractifs. Dans ce cas, on peut considérer un petit voisinage de ces cycles
attractifs et prendre comme X0 son complémentaire et X1 = f−1(X0).
Théorème 7.9. (Thm. 4.2.3 [HP09]) Une fraction rationnelle f : Cˆ → Cˆ est
CXC si et seulement si f est semi-hyperbolique. Dans ce cas, la jauge conforme
canonique coïncide avec la jauge de la métrique sphérique.
Si f est semi-hyperbolique, une conséquence du théorème de Mañé [Ma93] (voir
aussi [ST]), prouvée dans [CJY94] pour les polynômes et généralisée aux fractions
rationnelles dans [Yin99], est la suivante : il existe un rayon r0 > 0, un degré
maximal p < ∞ et des constantes c > 0 et θ < 1 tels que, pour tout x ∈ J(f),
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tout itéré n ≥ 1 et toute composante connexe Wn de f−n(B(x, r0)), le degré de la
restriction de fn à Wn est au plus p et le diamètre de Wn est au plus c · θn. On
remarque aussi que d’après les travaux de [CJY94] et [Yin99], l’ensemble de Julia
d’une fraction rationnelle semi-hyperbolique est localement connexe dès qu’il est
connexe. Ainsi d’après (7.2.1), J(f) est LC. On peut reformuler la Proposition 7.6
dans ce contexte :
Corollaire 7.10. Soit f : Cˆ → Cˆ une fraction rationnelle semi-hyperbolique
de degré d ≥ 2. S’il existe un recouvrement U de J(f) tel que pour tout U ∈ U on a
(1) U ⊂ B(x, r0) avec x ∈ J(f),
(2) ∂U ∩ J(f) est ﬁni,
alors J(f) est UBR et donc en particulier dimAR J(f) = 1. En particulier, ceci est
le cas si toutes les ﬁbres des points de J(f) sont triviales.
On remarque que la première condition sur U garantit que U vériﬁe la condition
[Expansion]. Pour les polynômes les hypothèses du Corollaire 7.10 sont toujours
vériﬁées. Plus précisément on a :
Théorème 7.11 (Voir [Kiwi04] Theorem 5.12). Soit f : Cˆ → Cˆ un polynôme
de degré d ≥ 2. Supposons que f n’a pas de cycle neutre et que J(f) est connexe
et localement connexe. Si (avec les mêmes notations que ci-dessus) P désigne l’en-
semble de tous les points périodiques ou prépériodiques de f dans J(f), alors pour
tout point x de J(f) on a P (x) = {x}.
Alors d’après le Théorème 7.7 on obtient le résultat suivant.
Corollaire 7.12. Si f : Cˆ → Cˆ est un polynôme semi-hyperbolique de de-
gré d ≥ 2, et J(f) est connexe, alors J(f) vériﬁe la propriété BR. En particulier
dimAR J(f) = 1.
2.2. Le cas de fractions rationnelles hyperboliques. Dans cette partie on
donne une condition qui implique les hypothèses du Corollaire 7.10 pour les fractions
rationnelles hyperboliques. On rappelle que f : Cˆ→ Cˆ est hyperbolique si tout point
critique de f converge par itération vers un cycle attractif ; de manière équivalente,
f est semi-hyperbolique et sans point critique dans J(f). On remarque que dans ce
cas, l’ensemble de Julia de f est quasi-autosimilaire. Ceci est une conséquence du
théorème de distorsion de Koebe et du fait que la dynamique est univalente proche
de J(f) (voir aussi [BM01] Corollaire Théorème VI.24).
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Lemme 7.13. Soit W un ouvert connexe et simplement connexe de Cˆ tel que
dist(W,P (f)) ≥ δ > 0. Alors il existe deux constantes c > 0 et θ ∈ (0, 1) qui
dépendent seulement de δ, tels que pour toute composante connexe Wn de f
−n(W ),
la restriction fn : Wn → W est un homéomorphisme et le diamètre de Wn est au
plus c · θn.
Démonstration. Comme P (f) est f -invariant, il existe un petit voisinage V
f -invariant de P (f), avec Cˆ \ V connexe, et un compact K ⊂ V , tels que tout
domaine W qui vériﬁe l’hypothèse du lemme est contenu dans K. On considère ρ la
métrique hyperbolique dans Cˆ \ V . Il existe une constante θ = θ(K) ∈ (0, 1) telle
que si g est une branche inverse de f déﬁnie sur un domaine W contenu dans K,
alors
max {||g′(z)||ρ : z ∈ W} ≤ θ. (7.2.2)
Si W est un domaine simplement connexe qui vériﬁe l’hypothèse du lemme, alors
fn : Wn → W est un homéomorphisme pour toute composante connexe Wn de
f−n(W ). Pour tout n on a Wn ⊂ V , et d’après (7.2.2)
diamρWn ≤ θ
n · diamρK.
Enﬁn il suﬃt de comparer la métrique sphérique avec ρ pour ﬁnir la preuve du
lemme. 
Soit f : Cˆ → Cˆ une fraction rationnelle hyperbolique et A(f) la réunion des
orbites (positives) de tous ses cycles attractifs. Soit V0 un voisinage ouvert de A(f),
dont le bord est formé par des courbes de Jordan qui ne contiennent pas les points
critiques de f , et tel que l’image f(V0) est relativement compacte dans V0. Tous les
ouverts Vn = f−n(V0) vériﬁent les mêmes propriétés que V0. De plus, pour n assez
grand Vn contient tous les points critiques de f . On ﬁxe n suﬃsamment grand avec
cette propriété et on pose Γ0 := ∂Vn et K = Cˆ\Vn. On remarque que P (f)∩K = ∅.
La déﬁnition suivante apparaît dans [Roe99] Déﬁnition 1.6 :
Définition 7.14 (Graphe et puzzle). Soit f : Cˆ → Cˆ une fraction rationnelle.
On dit que f admet un puzzle s’il existe un graphe Γ plongé dans Cˆ qui vériﬁe les
propriétés suivantes :
– Γ est connexe, ﬁni contenu dans K et Γ0 ⊂ Γ.
– Γ est stable : f−1(Γ) ⊃ Γ ∩ f−1(K).
– Γ ∩ J(f) est un ensemble ﬁni.
On appelle pièce de profondeur n toute composante connexe de l’ouvert f−n(K\Γ) =
f−n(K) \ f−n(Γ). Le puzzle associé à (f,Γ) est la collection de toutes ces pièces.
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On remarque que la troisième condition dans la déﬁnition est automatique dès
que f : Γ ∩ J(f) → Γ ∩ J(f) est un homéomorphisme. Le bord des pièces de
profondeur 0 est contenu dans Γ. Pour n > 0 le bord des pièces de profondeur n est
contenu dans le graphe Γn := f−n(Γ). Le puzzle vériﬁe les propriétés suivantes :
Lemme 7.15 ([Roe99] Lemme 1.8). Toutes les pièces du puzzle sont simplement
connexes. Soit P une pièce de profondeur n+ 1 du puzzle associé à (f,Γ). Alors
– P est incluse dans une unique pièce de profondeur n.
– f(P ) est une pièce de profondeur n et f : P → f(P ) est un homéomorphisme.
On obtient comme corollaire de 7.10 le théorème suivant.
Théorème 7.16. Soit f : Cˆ → Cˆ une fraction rationnelle hyperbolique telle
que J(f) est connexe. Si f admet un puzzle, alors J(f) est BR, et en particulier
dimAR J(f) = 1.
Démonstration. Soit Γ le graphe de la Déﬁnition 7.14. Comme Γ ∩ J(f) est
ﬁni, aussi Γn ∩ J(f) est ﬁni pour tout n. Donc si P est une pièce du puzzle, alors
∂P ∩ J(f) est ﬁni. Soit δ = dist(K,P (f)) > 0 et soient c > 0 et θ ∈ (0, 1) les
constantes données par le Lemme 7.13. Comme toute pièce Q de profondeur n est
une composante de f−n(P ) où P est une pièce de profondeur 0, et P est simplement
connexe contenue dans K, d’après le Lemme 7.13 on a
dn := max {diamQ : Q est une pièce de profondeur n} ≤ c · θ
n.
On choisit n de sorte que dn ≤ r0/2 où r0 est donné par le Corollaire 7.10. Soit
R := Γn ∩ J(f) ; alors R est un ensemble ﬁni. Pour chaque point x ∈ R on pose Ux
égale à l’intérieur de la réunion des fermetures de toutes les pièces de profondeur n
qui contiennent x dans son bord. Alors {Ux : x ∈ R} est un recouvrement ouvert de
J(f) qui vériﬁe les hypothèses du Corollaire 7.10. Cela termine la preuve. 
Remarque 1. Les ﬁbres sont apparues comme des généralisations des puzzles. Soit
Γ un puzzle et notons P = ∪n≥0(Γn ∩ J(f)). Pour chaque x ∈ J(f), on note Pn(x)
la réunion des pièces de profondeur n qui contient x dans leur clôture. Alors, le
diamètre de Pn(x) tend vers zéro si et seulement si la P -ﬁbre de x est triviale.
Remarque 2. Le théorème est aussi vrai pour les fractions rationnelles semi-hyperbo-
liques qui admettent un puzzle de taille suﬃsamment petite. En eﬀet, la démonstra-
tion est analogue à celle de ci-dessus, dès qu’on démarre avec des pièces du puzzle de
diamètre plus petit que r0/2, car dans ce cas la propriété de contraction exponentielle
du diamètre est aussi vraie.
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Les puzzles pour les polynômes. Le Corollaire 7.12 est aussi vrai pour les poly-
nômes hyperboliques. Cependant, on trouve instructif de montrer la construction
du puzzle pour les polynômes hyperboliques. On ﬁnit cette partie en montrant que
si f : Cˆ → Cˆ est un polynôme hyperbolique de Julia connexe alors f admet un
puzzle au sens de la Déﬁnition 7.14. D’après un théorème de McMullen, f est qua-
siconformément conjugué, dans un voisinage des ensembles de Julia, à un polynôme
hyperbolique postcritiquement ﬁni (PCF). Donc on peut se restreindre à ce cas.
On doit rappeler quelques déﬁnitions. Dans le cas des polynômes, le point à
l’inﬁni ∞ ∈ Cˆ est un point ﬁxe superattractif. Le complémentaire de son bassin
d’attraction est l’ensemble de Julia rempli K(f) (qui est complètement invariant)
et J(f) = ∂K(f). Toutes les autres composantes connexes de l’ensemble de Fatou
sont aussi simplement connexes et bornées. Dans le cas PCF, chaque composante U
du Fatou peut être uniformisée par une application conforme φU : U → D, de sorte
qu’en ces coordonnées locales f est de la forme z 7→ zk pour un certain k ≥ 1. Si
U est périodique alors k ≥ 2, et ces composantes connexes sont on correspondance
avec les cycles superattractifs. Il est possible que d’autres composantes aient un
point critique, c’est justement le cas quand k ≥ 2. Aussi pour chaque U il y a un
unique point zU = φ−1(0) qui est une préimage d’un point critique. Le bord ∂U
d’une composante connexe est localement connexe, et donc φU s’étend continûment
à U .
Soit U une composante connexe de l’ensemble de Fatou, et soit φU : U → D
l’application uniformisante. Si e2πit ∈ S1, on appelle rayon d’angle t à
RU(t) :=
{
φ−1(re2πit) : r ∈ [0, 1]
}
.
Si U est le bassin de l’inﬁni on appelle RU(t) un rayon externe, sinon on l’appelle
un rayon interne. On remarque que φ−1U (S
1) = ∂U ⊂ J(f). Une équipotentielle dans
U est la préimage par φU du bord d’un disque D(x, r) avec r < 1.
La construction qui suit (valable dans un contexte plus général) est dû à A.
Poirier et J. Kiwi, on se réfère à [Kiwi04] et [Poi09] pour plus de détails. Supposons
maintenant que U est périodique. On dit qu’un point périodique x0 ∈ ∂U supporte
U si sa période est au plus la période de U et x0 est un point de coupure de J(f) (i.e.
J(f) \ {x0} a au moins deux composantes connexes, ceci est équivalent à l’existence
d’au moins deux rayons externes qui aboutissent sur x0). Soit S l’ensemble des
points de J(f) qui supportent une composante périodique bornée. Si J(f) n’est pas
homéomorphe au cercle S1, alors S est non vide et ﬁni.
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σ∞
0
R0
R∞(1/7)
σ0
Figure 7.2. L’ensemble de Julia de z2 + c où c ≃ −0.123 + 0.745i
le «lapin de Douady». La ﬁgure montre un ébauche du graphe Γ.
Soit ℓ ≥ 0 suﬃsamment grand de sorte que f ℓ(V ) soit périodique pour toute com-
posante V qui contient un point critique. On considère S0 := f−ℓ(S). On construit
le graphe Γ comme étant la réunion de :
• S0 (qui sont inclus dans les sommets de Γ),
• une équipotentielle σV pour chaque composante connexe V qui ont un point
critique ; on note DV le disque déterminé par σV qui contient le point critique,
• les rayon externes qui aboutissent sur S0 intersectés avec Cˆ \D∞,
• les rayons internes qui aboutissent sur S0 des composantes connexes V qui ont
un point critique intersectés avec Cˆ \DV .
Cela montre qu’un polynôme PCF et hyperbolique admet un puzzle. Par consé-
quent, d’après le Théorème 7.16 on obtient :
Corollaire 7.17. Soit f : Cˆ → Cˆ un polynôme hyperbolique et supposons que
J(f) est connexe. Alors J(f) est BR et en particulier la dimension conforme AR de
J(f) est égale à 1.
Exemple. On montre dans un exemple comment construire le puzzle. Soit f : Cˆ→
Cˆ le polynôme quadratique f(z) = z2 + c avec c ≃ −0.123 + 0.745i. L’ensemble de
Julia de f est connu comme le «lapin de Douady». Le point critique 0 est périodique
de période 3, et forme donc le seul cycle (super)attractif de f dans C. Soient Ui,
i = 0, 1, 2, les composantes connexes de l’ensemble de Fatou qui contiennent f i(0)
respectivement. Toute composante connexe de l’ensemble de Fatou est une préimage
d’une des Ui. L’application f : U0 → U1 est de degré 2, et f restreinte aux autres
composantes est un homéomorphisme. Les clôtures de ces trois composantes s’inter-
sectent dans un seul point α ∈ C qui est un point ﬁxe de f . On note U∞ le bassin
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de l’inﬁni. Alors il existe trois rayons externes R∞(1/7), R∞(2/7) et R∞(4/7) qui
aboutissent sur α. Ces rayons déterminent trois secteurs chacun contenant une des
Ui. Dans chaque Ui on considère une équipotentielle σi, un rayon interne Ri qui
aboutit sur α, et une équipotentielle σ∞ dans U∞. Soit Di, i = 0, 1, 2,∞ le disque
déterminé par σi qui contient le point critique. Alors le graphe Γ est formé par la
réunion de
• α, de (R∞(1/7) ∪R∞(2/7) ∪R∞(4/7)) \D∞,
• des Ri \Di, i = 0, 1, 2 et des σi, i = 0, 1, 2,∞.
Voir la ﬁgure 7.2.

CHAPITRE 8
Bilan et perspectives
1. Sur la jauge conforme Ahlfors régulière
A l’aide de la structure hyperbolique des points de vue, dans le Chapitre 3, on
a donné une description de la jauge conforme AR d’un espace métrique X unifor-
mément parfait et doublant. Etant donnée une suite croissante {Sk} d’ensembles
a−k-séparés maximaux (a > 1), on a adapté une construction de Bourdon et Pajot
[BP03] pour construire un graphe G = G(a, λ) hyperbolique dont la jauge conforme
de son bord coïncide avec la jauge de X. A partir d’une suite de fonctions de poids
ρ := {ρk : Sk → (0, 1)}k qui vériﬁe les hypothèses (H1),(H2),(H3) et (H4) (pour un
certain p > 0), on peut changer les longueurs des arêtes de G(a) et construire des
distances θρ dans JAR(X, d) de dimension p. Quand ρ parcourt toutes les possibilités,
on obtient, à homéomorphismes bi-Lipschitz près, toute la jauge JAR(X, d).
Cette caractérisation est suﬃsamment souple pour nous permettre de calculer
dans le Chapitre 4, à l’aide du module combinatoire, la dimension conforme de
JAR(X, d). On signale que le résultat est vrai quelle que soit la topologie de X dès
que JAR(X, d) est non vide. Cela conﬁrme que la combinatoire du graphe G contient
toute l’information sur la jauge conforme AR de X.
Par déﬁnition, pour p strictement plus grand que l’exposant critique QN , le
module combinatoire Mp,k tend vers zéro quand k tend vers l’inﬁni. Ceci implique
qu’on peut choisir a = 10k suﬃsamment grand, qui dépend de la diﬀérence p−QN ,
de sorte que les hypothèses de la Proposition 3.14 (simpliﬁcation des hypothèses)
soient vériﬁées, et par conséquent, qu’une suite de poids ρ qui vériﬁe les hypothèses
(H1),(H2),(H3) et (H4) existe pour l’exposant p.
On signale trois aspects importants de l’égalité
QN = dimARX. (8.1.1)
Premièrement, la déﬁnition qu’on a donné de dimARX est celle de [BP03], qui
est mieux adaptée pour les questions de nature analytique, comme par exemple
pour établir l’existence de familles de courbes de module positif [Tys98, KL04] ;
on remarque l’importance de ce fait dans la démonstration du théorème de Bonk
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et Kleiner [BonK05]. Par contre, la déﬁnition originale donnée dans [Pan89] est
plus proche de celle de l’exposant critique QN . Par exemple, si Z est un espace
hyperbolique géodésique et propre, la suite βn := {0(x,R), x ∈ Z \ Bn} (où Bn
est la boule de rayon n centrée en un point base o ∈ Z, et 0(x,R) est l’ombre de
la boule B(x,R) projetée du point o) déﬁnit une structure quasiconforme sur ∂Z
au sens de Pansu. A une telle structure quasiconforme, Pansu associe un p-module
grossier, et il déﬁnit la dimension conforme comme l’inﬁmum des p > 1 tels que le
p-module grossier de toutes les parties connexes non réduites à un point soit nul. La
première diﬀérence avec l’exposant critique QN réside dans la nature discrète de ce
dernier. Mais aussi dans le fait que QN est calculé seulement à partir des courbes
horizontales de G. On signale que cette approche, construction de distances Ahlfors
régulières à partir du module combinatoire, avait déjà été considérée par J. Cannon
dans [Can94]. Du point de vue théorique, l’égalité (8.1.1) montre que ces approches
sont en fait équivalentes.
On remarque que la considération du graphe G permet aussi de mieux com-
prendre la diﬀérence entre les exposants critiques QN et QX , ce dernier étant déﬁni
à partir de vraies courbes de X. Leur égalité est fondamentale car elle relie les deux
déﬁnitions de dimension conforme (comme exposant critique des modules de courbes
de l’espace et comme inﬁmum des dimensions de Hausdorﬀ dans la jauge) ; ce résul-
tat était connu de Keith et Kleiner depuis quelques temps lorsque X est connexe et
quasi-autosimilaire. Cette égalité entre les exposants critiques QN et QX est en fait
assurée par les deux conditions de connexité linéaire uniforme et de séparation uni-
forme des composantes (cf. Théorème 4.14). Elles sont optimales comme le montrent
les deux exemples du Chapitre 5. Cette condition de séparation uniforme des com-
posantes est une quantiﬁcation de la non connexité de X dans le même esprit que
la condition de perfection uniforme ; elle permet d’aller au-delà du cas connexe. De
plus, dans le cas quasi-autosimilaire, il suﬃt de regarder les courbes de X de dia-
mètre minoré. En particulier, quand seulement une quantité ﬁnie des composantes
connexes de X ont un grand diamètre, l’exposant QX ne capte pas les petites com-
posantes de X. Par exemple, une conséquence de cette propriété est le Théorème 6.2
de stabilité de la dimension conforme AR par les scindements au-dessus de groupes
ﬁnis, qui représente le premier pas dans la recherche des groupes hyperboliques de
dimension conforme AR un.
Deuxièmement, (8.1.1) permet de calculer la dimension conforme AR, comme
on a fait dans le Chapitre 5, quand la combinatoire de la suite {Sk} n’est pas trop
compliquée. On peut espérer que ce soit le cas en général quand l’espace X présente
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de bonnes propriétés de symétrie, comme par exemple le tapis de Sierpiński. Aussi,
la nature discrète de QN pourrait donner, par exemple pour le tapis, une estimation
numérique de la dimension conforme AR.
Troisièmement, l’égalité (8.1.1) permet de clariﬁer les causes de l’existence de
familles de courbes de module positif quand la dimension conforme AR est atteinte :
ceci est une conséquence de l’inégalité sous-multiplicative du module combinatoire
et du fait que ce dernier est majoré par le module analytique des espaces tangents.
Notre description de la jauge ne suﬃt malheureusement pas à caractériser les
jauges pour lesquelles la dimension conforme AR est atteinte. Ceci s’explique par
une distorsion intrinsèque dans le passage du bord du graphe G(a, λ) à X. En eﬀet,
la distorsion tend vers l’inﬁni quand a tend vers l’inﬁni. Si une telle distance existe, le
module combinatoire MQN ,k est uniformément borné. Quand QN > 1 ceci implique
qu’il existe une fonction positive φ(t), qui tend vers zéro quand t tend vers l’inﬁni,
telle que pour tout condensateur (E,F ) de X, on a
ModQN (E,F ;Gk) ≤ φ(∆(E,F )),
pour k suﬃsamment grand. Par exemple MQN ,k(L) ≤ φ(L) pour tout L ≥ 2. Cela
motive la question suivante :
Question 1 : supposons QN > 1. Est-il vrai que si la suite
{MQN ,k}k est bornée alors la dimension conforme AR de X est
atteinte ?
On remarque que dans le cas QN = 1, la réponse est négative, car si X vériﬁe
UBR alors le module est toujours borné, mais il n’existe pas forcément une distance
de dimension minimale. Quand la suite {MQN ,k} est bornée, les fonctions de poids ρk
optimales vériﬁent ||ρk||∞ → 0 quand k tend vers l’inﬁni. Pour p > QN , on pourrait
utiliser les fonctions ρk pour majorerMp,k. Le problème est que quand p−QN est pe-
tit, le paramètre a = 10k doit être choisi d’autant plus grand, et comme la distorsion
dépend de a, on ne peut pas passer à la limite. Une autre approche possible serait
de choisir le rapport L des «anneaux» dans la déﬁnition de MQN ,k(L) suﬃsamment
grand, mais dans ce cas on perd le contrôle sur la combinatoire du graphe G(a, λ),
car on devrait aussi choisir le paramètre λ grand. Enﬁn, on peut espérer que quand
X est riche en symétries, comme par exemple le tapis de Sierpiński, il soit possible
de contrôler les paramètres pour pouvoir passer à la limite. On remarque que quand
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X vériﬁe la condition de Loewner combinatoire — comme le tapis — alors la suite
{MQN ,k} est automatiquement bornée (voir [BouK10]).
2. Dimension conforme égale à un
Une des motivations de cette thèse a été de déterminer sous quelles conditions
on a dimARX = dimT X = 1. Le critère de dimension conforme 1 donné par le
Théorème 5.9, c’est-à-dire la condition UBR, avec le critère de J. Mackay [Mac10] de
dimension conforme strictement plus grande que 1, donnent une vision conceptuelle
assez claire sur cette question et sa relation avec les points de coupure locale.
On obtient le deux cas extrêmes : si X
• n’a pas de point de coupure locale quantitativement, alors dimARX > 1.
• a des points de coupure locale uniformément bien répartis alors dimARX = 1.
Des situations intermédiaires apparaissent aussi dans la pratique. Les exemples
6.7.3 et 6.7.4 du Chapitre 6 montrent que ceci est le cas pour les groupes hyperbo-
liques : ils ne vériﬁent pas la condition UBR mais il existe un ensemble dénombrable
de points de coupure locale tel que toute courbe non constante doit passer par cet
ensemble. Dans le langage des ﬁbres, les points qui sont dans l’ensemble limite d’un
sommet de type rigide du scindement JSJ (S1 dans les exemples 6.7.3 et 6.7.4) ont
une P -ﬁbre non triviale, où P désigne la réunion des ensembles limites des arêtes de
l’arbre JSJ. Ceci motive la question suivante, qui représente l’obstacle majeur dans
la recherche des groupes de dimension conforme AR égale à un :
Question 2 : Est-il vrai que si G est un groupe hyperbolique à
un bout non élémentaire qui n’est pas fuchsien cocompact, tel que
dans son scindement JSJ admet un sommet de type rigide, alors
dimARG > 1 ?
La réponse à cette question n’est pas claire. Considérons l’exemple 6.7.4, il s’agit
d’un groupe kleinéen G convexe cocompact d’ensemble limite connexe. Soit M la
3-variété hyperbolique H3/G. Dans [CMT99], les auteurs considère l’espace TT (M)
de toutes les 3-variétés hyperboliques complètes N homéomorphes à M . Chaque N
est isométrique au quotient de H3 par un sous-groupe d’isométries GN . On note
aussi d(N) la dimension de Hausdorﬀ de l’ensemble limite de GN , et soit
D(M) = inf{d(N) : N ∈ TT (M)}.
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D’après le Théorème II de [CMT99], on a D(M) > 1. C’est-à-dire, si on se restreint
à l’espace des déformations hyperboliques, l’inﬁmum des dimensions de Hausdorﬀ
est strictement plus grand que 1. Par contre, le fait qu’il existe une quantité dénom-
brable de points par lesquels toute courbe non constante doit passer rend diﬃcile
l’application des critères existants pour minorer la dimension conforme AR, qui est
a priori plus petite que D(M).
Dans [CMT99], les auteurs caractérisent complètement les 3-variétés hyperbo-
liques pour lesquelles D(M) = 1 par des méthodes de 3-variétés : ce sont celles pour
lesquelles leur groupe fondamental n’a pas de sommet rigide dans la décompositon
JSJ de Bowditch ; en particulier, ces travaux montrent que leur dimension conforme
AR vaut un, ce que nous retrouvons en utilisant la propriété BR. Les Théorèmes 6.2
et 6.5 et la Question 2 représentent les analogues de ces résultats. On se demande
en général :
Question 3 : Soit G un groupe kleinéen convexe cocompact et
M = H3/G. Est-il vrai que dimARG = D(M) ?
Il faut remarquer qu’en cas d’égalité entre D(M) et dimARG, d’après le Théo-
rème 1.4 de [BonK05], si l’inﬁmum D(M) est atteint pour une variété N , alors
d(N) = k ∈ N est un entier et G stabilise un sous-espace totalement géodésique de
H
3 isométrique à Hk+1 sur lequel G agit cocompactement. D’ailleurs, il est conjecturé
que si M est une 3-variété hyperbolique compacte avec bord totalement géodésique,
alors D(M) = d(M), c’est-à-dire M réalise le minimum pour D(M) (voir [CMT99]
Section 7). Dans ce cas, la réponse à la Question 3 serait négative. D’un autre côté, si
on considère plutôt des orbifolds O, alors on devrait pouvoir construire des exemples
rigides, ce qui implique automatiquement que D(O) est atteinte ; donc la réponse
est aussi négative dans ce contexte. En revanche la réponse est aﬃrmative lorsque
D(M) = 1. De toute façon il est intéressant de déterminer les groupes pour lesquels
on a l’égalité.
Le dictionnaire de Sullivan montre aussi des analogies pour la dimension conforme
AR entre la théorie des groupes hyperboliques et la dynamique des fractions ra-
tionnelles. On trouve une situation similaire dans le cas des ensembles de Julia
de fractions rationnelles hyperboliques : il existe des accouplements de polynômes
hyperboliques tels que leur ensemble de Julia J est «presque» un tapis de Sier-
piński (les composantes du complémentaire s’intersectent en un point périodique ;
voir [Pil94]). Dans ce cas, il existe des ﬁbres non triviales relatives aux points pré-
périodiques de J ; de plus, la composante hyperbolique de l’espace des paramètres
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qui contient une telle fraction rationnelle est conjecturellement relativement com-
pacte ([Eps00]). Ceci impliquerait que si on se restreint aux déformations dans
cette composante hyperbolique, l’inﬁmum des dimensions de Hausdorﬀ serait aussi
strictement plus grand que 1. En parallèle à la Question 3, on se demande :
Question 4 : Soit f : Cˆ→ Cˆ une fraction rationnelle hyperbolique
de degré d ≥ 2. On pose D(f) l’inﬁmum des dimensions de Haus-
dorﬀ des ensembles de Julia J(g) où g appartient à la composante
hyperbolique qui contient f . Est-il vrai que dimAR J(f) = D(f) ?
On signale que J. Kiwi construit une compactiﬁcation des espaces de fractions
rationnelles par des systèmes dynamiques opérant sur des espaces non archimédiens
dans laquelle il semblerait que l’on puisse analyser la dégénérescence des ensembles
de Julia [Kiwi06] ; cela pourrait nous permettre d’aborder cette question.
Par contre, la diversité topologique des ensembles de Julia est plus riche que
celle des groupes hyperboliques. A part l’exemple déjà mentionné d’un «presque»
tapis de Sierpiński, les ensembles de Julia de fractions rationnelles hyperboliques
— donc quasi-autosimilaires — peuvent avoir des points de coupure globale, être
homéomorphes à des Cantor de courbes, voire même avoir des composantes qui ne
sont même pas LC [PT00] (à la diﬀérence des bords des groupes hyperboliques où
les composantes sont toujours uniformément LC).
Cette diﬀérence dans le dictionnaire de Sullivan rend plus diﬃcile de donner des
énoncés précis. Cependant les Théorèmes 7.7 et 7.16 donnent un critère dynamique
de dimension conforme AR égale à un (pour les Julia connexes) : ceci est le cas
des fractions rationnelles hyperboliques qui admettent un puzzle et plus générale-
ment quand toutes les ﬁbres sont triviales (comme dans le cas des polynômes semi-
hyperboliques). Ceci donne de nouveaux exemples d’espaces de dimension conforme
AR égale à un. Enﬁn, pour décrire la dimension conforme AR des ensembles des
Julia hyperboliques, il faudrait répondre à la question suivante :
Question 5 : Est-il vrai que s’il existe un point x ∈ J(f) de ﬁbre
non triviale alors dimAR J(f) > 1 ?
Ceci est l’analogue de la Question 2 concernant les groupes.
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3. Sur la notion d’autosimilitude
Le dictionnaire de Sullivan motive la déﬁnition des ensembles quasi-autosimilaires
qu’on a donné dans le Chapitre 2. Elle permet de donner des énoncés généraux pour
les deux théories, groupes hyperboliques et fractions rationnelles. Par exemple, les
deux conditions quantitatives sur les points de coupure locale, à savoir UBR et
ALC, sont conséquences de l’autosimilitude dès que leurs conditions topologiques
respectives sont vériﬁées : BR et la non existence de points de coupure locale.
Par contre, cette notion générale d’autosimilitude est insuﬃsante pour d’autres
questions, notamment sur la connexité locale et la séparation des composantes. Par
exemple, l’autosimilitude ne garantit pas la connexité locale de l’espace ; dans nos
deux classes d’exemples, les arguments sont spéciﬁques : dans le cas des groupes,
c’est une conséquence du fait que leur bord n’a pas de point de coupure globale ;
pour les fractions rationnelles hyperboliques, cela découle non seulement de l’ex-
pansion dynamique, mais aussi de la planarité des ensembles de Julia (il n’y pas
d’énoncé analogue pour les CXC). Quant à la séparation uniforme des composantes,
les arguments pour les groupes se basent sur la spéciﬁcité du scindement DS ; en ce
qui concerne les fractions rationnelles, presque rien n’est connu.
Les arguments qui s’appliquent aux espaces L-quasiautosimilaires n’utilisent en
général pas l’aspect bi-Lipschitz (à part pour l’exposant QD), ce qui a motivé la
Déﬁnition 2.1. Cependant, dans les cas qui nous intéressent, les espaces quasi-
autosimilaires admettent toujours des distances dans leur jauge qui les rendent
L-quasi-autosimilaire. On se demande si en eﬀet, ces deux déﬁnitions ne sont pas
équivalentes :
Question 6 : Soit (X, d) quasi-autosimilaire. Est-il vrai qu’il existe
une distance d′ sur X quasisymétrique à d telle que (X, d′) est L-
quasi-autosimilaire ?
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Résumé. L’objet principal de cette thèse est l’étude de la dimension conforme
Ahlfors régulière (dimARX) d’un espace métrique X. C’est un invariant nu-
mérique par quasisymétrie, introduit par P. Pansu, permettant la classiﬁcation
à quasi-isométrie près des espaces homogènes de courbure négative. Elle joue
actuellement un rôle important en théorie géométrique des groupes et en dy-
namique conforme.
A partir d’une suite de recouvrements d’un espace métrique compact
(X, d), on construit des distances de dimension contrôlée appartenant à la
jauge conforme (Ahlfors régulière). On peut ainsi caractériser toutes les mé-
triques de la jauge à homéomorphismes bi-Lipschitz près.
On montre comment calculer dimARX à partir de modules combinatoires
en considérant un exposant critique QN . Comme conséquence de l’égalité
dimARX = QN , on obtient un critère général de dimension 1. Les conditions
sont données en termes de points de coupure locale de X.
On donne par ailleurs des applications de ces résultats aux bords des
groupes hyperboliques et aux ensembles de Julia des fractions rationnelles
semihyperboliques.
Abstract. In this thesis we study the Ahlfors regular conformal dimension
(dimARX) of a metric space X. This is a quasisymmetric numerical invariant,
introduced by P.Pansu, which was used to classify negatively curved homoge-
neous spaces up to quasi-isometries. It plays nowadays an important role in
geometric group theory and in conformal dynamics.
Using a sequence of ﬁnite coverings of a compact metric space (X, d),
we construct distances in the (Ahlfors regular) conformal gauge of controlled
dimension. We obtain in this way a combinatorial characterization (up to bi-
Lipschitz homeomorphisms) of all the metrics of the gauge.
We show how to compute dimARX using the critical exponent QN associa-
ted to the combinatorial modulus. As a consequence of the equality dimARX =
QN , we obtain a general criterion ensuring dimension 1. The conditions are
stated in terms of local cut points of X.
Finally, we give applications of these results to the boundaries of Gromov
hyperbolic groups and to the Julia sets of semi-hyperbolic rational maps.
