Abstract-A basic element in most ICA algorithms is the choice of a model for the score functions of the unknown sources. While this is usually based on approximations, for large data sets it is possible to achieve 'source adaptivity' by directly estimating from the data the 'true' score functions of the sources. In this paper we describe an efficient scheme for achieving this by extending the fast density estimation method of Silverman (1982). We show with a real and a synthetic experiment that our method can provide more accurate solutions than state-of-the-art methods when optimization is carried out in the vicinity of the global minimum of the contrast function.
I. INTRODUCTION

I
NDEPENDENT Component Analysis (ICA) [1] is a statistical method that seeks nonsingular linear transformations of multivariate data so that the transformed variables are statistically as independent as possible. The method was originally proposed for Blind Signal Separation [2] where the task is to recover a set of source signals that have been (linearly) mixed and their mixtures are measured by a set of sensors. The assumption is that real life signals are statistically independent and thus the recovery of such signals from their mixtures corresponds to the solutions of ICA. One example is the 'cocktail party' problem where we want to extract the voices of people speaking simultaneously in a room (the sources) from a set of microphone recordings (the sensors).
The assumption of independence implies that in order to successfully recover the sources we must go beyond the familiar second-order statistics, and for that reason, correlationbased techniques like Principal Component Analysis can be insufficient. In general, source separation is obtained by minimizing an appropriate contrast function, i.e., a function of the distribution of the estimated sources, and the most common contrast functions are based on maximum likelihood [3] , [4] , [5] , the infomax principle [6] , [7] , [8] , and mutual information [1] , [9] , [10] . Although each method derives from different considerations, they can all be unified under the maximum Y. Motomura is with the Electrotechnical Laboratory, Umezono 1-1-4, Tsukuba Ibaraki 305-8568, Japan (email: motomura@etl.go.jp).
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likelihood principle leading to simple and efficient algorithms [4] .
It is recognized that the asymptotic behavior of an ICA algorithm should depend on the 'true' probability density function of each source, but in practical applications these densities are most often unknown. In this case the true density is approximated by a 'model' density which is most often given by (i) a moment expansion [1] , [9] , [10] , (ii) a simple parametric model not far from Gaussian (but strictly not Gaussian) [6] , [8] , or (iii) a mixture of simple parametric models [11] , [12] , [13] , [5] . Nevertheless, each approach has been criticized for being (i) susceptible to outliers, (ii) too rough an approximation, and (iii) too expensive to compute.
According to [14] , for large sample sizes it is possible to estimate directly from the sample the distributions of the sources and obtain the same asymptotic performance of an ICA algorithm as if these distributions were known. The design of such a practical algorithm to achieve 'source adaptivity' is the main theme of this paper. In particular, like in the approach (iii) above, we model the unknown densities with mixtures of local models and then show how we can efficiently estimate the score functions associated with each density. The approach can be regarded as an extension of the fast FFT-based kernel density estimation method in [15] . The estimated score functions are then plugged in a gradient descent routine to search for the separating matrix. Our main claim is that as long as we are not too far from the global minimum of the contrast function, our method can provide superior solutions to methods based on approximations. This is experimentally demonstrated with a synthetic and a real-life example.
II. THE MAXIMUM LIKELIHOOD SETTING
Let s be a d × 1 zero-mean random vector that has pairwise statistically independent components (the sources), and let x be a linear transformation of s
where A is a nonsingular d × d 'mixing' matrix. Our task is to compute from a sample of independent and identically distributed (i.i.d.) observations x i , 1 ≤ i ≤ n, of the random vector x the 'separating' matrix W = A −1 that successfully recovers the original sources. If we write
and assume a model f (y) for the joint density of y, the constraint of independence implies that f (y) must factorize to its marginal densities
where y (j) denotes the j-th component of the vector y and f j (y (j) ) denotes its density. Moreover, if p(x) denotes the density of x then it holds [16] 
and the negative log-likelihood function, written as a function of the unknown matrix W, is
where we used (3) . Under appropriate conditions, the global minimum of the contrast function G(W) corresponds to the desired solution W = A −1 [4] . Minimization of (5) is typically carried out by gradient descent using the notion of the natural [9] or relative [17] gradient. This leads to the following iterative scheme in the batch version
where η is a learning rate, E is the expectation operator (in practice substituted by an average over the sample), I is the d × d identity matrix, and
is the d × 1 vector of the score functions associated with each source. In general, the score function of a random variable y is given by
where f (y) is the density of y and f (y) is its derivative with respect to y. In an ICA context, the local convergence of a gradient descent algorithm is guaranteed if the 'true' score functions of the sources are used in (6) . However, under conditions, the same asymptotic performance can be achieved when these score functions are estimated from the sample [14] . We propose next an efficient algorithm for such 'source adaptivity'.
III. EFFICIENT ESTIMATION OF SCORE FUNCTIONS
An attractive feature of the gradient descent update scheme above is its linear complexity (the expectation operator in (6)) with respect to the size n of the training set. This automatically sets an upper bound to the allowed complexity of estimators of the score functions of the sources. Our approach is based on an early result [15] which, for large data sets, allows an almost linear-cost estimation of kernel smoothing densities. A simple extension of this algorithm allows similar fast estimates of score functions.
The main idea in [15] is that a kernel smoothing density estimate can be approximated by a discrete convolution of a Gaussian kernel with a histogram (binning) of the sample. This convolution can be efficiently carried out by the Fast Fourier Transform (FFT) [18] leading to substantial computational savings. A detailed exposition of this method can be found in [19, App.] . We derive here an alternative description that leads to the same density estimates but generalizes more naturally to score function estimation.
A general class of parametric density models is the Gaussian mixture model (GM) [20] . This models the unknown density with a sum of m Gaussian kernels in the form
where
with center µ k and variance σ 2 k . Under the GM model, the score function of y reads
where P (k|y) is the posterior probability that y was sampled from the kernel k
and for any y holds m k=1 P (k|y) = 1.
Using a GM model like the above results in a score function which has complexity O(m), leading to a total complexity O(nm) for (6) . We propose here a slightly different mixture model which allows faster score function estimation. We use a large number of mixing kernels, e.g., m=400, with their centers equidistantly positioned over the range of y and with constant variance. If µ 1 ≤ min(y) is the center of the first kernel then the center of the k-th kernel is
where δ = (µ m − µ 1 )/(m − 1) is the distance between centers. This is in effect a limited GM model where the only degree of freedom is on the mixing weights π k , and it precisely corresponds to the approximate kernel smoothing density estimate in [15] . In this case the score function (11) becomes with σ 2 the common variance to all kernels. The choice of σ is crucial in such nonparametric applications. From [21, p. 583] we know that in projection pursuit applications that involve nonparametric density estimation, the error of the direction estimates is minimized by choosing a kernel bandwidth σ between O(n −1/3 ) and O(n −1/4 ). Our choice for the ICA problem was
where std(y) is the sample standard deviation of each source y. This value satisfies the above bounds and it was found to give good results in practice.
To estimate the score function φ(y) in (15) in order to use it in the gradient descent equation (6), we need to compute for all points y i the quantity
However, instead of computing directly by substituting the y i in the formulas above, we can evaluate both h(y) and f (y) only at the points µ k and then interpolate for computing the values of the functions at the points y i . This offers considerable speedup since the first evaluation can be carried out with the FFT very quickly. Using (14) , the value of h(y) and f (y) on the kernel centers is
Both quantities are in the form b l = m k=1 a k g l−k which is a discrete convolution and can be efficiently carried out with the FFT algorithm [18] , [19] . Moreover, the mixing weights π k can be approximated by the histogram of y which has linear complexity.
Having the values h(y k ) and f (y k ) on all kernel centers, we can interpolate to find h(y i ) and f (y i ) for all y i , and efficient interpolation methods exist [18] . If m is the next power of 2 larger than m then plugging the above estimates to (6) gives cost O(max{n, m log 2 m }) which, for m = 400 and relatively large data sets n ≥ 5000, is no more than linear. Some examples of density and score function approximation with n = 5000, m = 400, and σ from (16) are shown in Fig. 1 for a sub-Gaussian, a two-component mixture, and a superGaussian distribution. The approximation is good in areas of high probability. The results should be compared with Fig. 12 in [4] . A simple Matlab script for score function estimation is given in the Appendix.
IV. RELATIONSHIPS TO OTHER METHODS
As mentioned above, the effectiveness of an ICA algorithm to locate the global minimum of the contrast function (provided this exists) depends on the choice of a model for the source distributions. In theory, convergence to a local minimum is ensured if the 'true' distributions of the sources are used, however in practice these are unavailable and thus approximations of them must be employed. It is also known that these models must be strictly not Gaussian because then the score function is a linear function degenerating the ICA algorithm to an uncorrelating filter.
In the infomax algorithm [6] the density of a source y is modeled as f (y) = sech 2 (y)/2, whose cumulative distribution function is the sigmoid F (y) = [1 + tanh(y)]/2 and whose score function is φ I (y) = 2 tanh(y). The natural gradient version of the original infomax algorithm is the gradient descent update equation (6) using the above score function φ I (y).
However, there is evidence that this model is limited to separating super-Gaussian source distributions (those with sharper peak and heavier tails than the Gaussian), and in [8] an extended infomax algorithm was proposed that can separate both super-Gaussian and sub-Gaussian (e.g., flatter than the Gaussian) distributions. There, each source is modeled by either the super-Gaussian density f 1 (y) ∝ g(y; 0, 1)sech(y) or by the two-component mixture f 2 (y) = [g(y; 1, 1) + g(y; −1, 1)]/2, where g(y; 0, 1) is the Gaussian density (10). The respective score functions can be written in the unified notation φ E (y) = y ± κ tanh(y),
with κ switching between -1 and 1 during learning according to an appropriate stability condition. To see how these two methods relate to each other and to our score function estimation method, we created a simple example involving two sources with bimodal distributions, 'sphered' to zero mean and identity covariance matrix, and mixed by an orthogonal matrix (corresponding to a rotation). In Fig. 2 (left) we plot the distributions of the mixed sources. For the separation problem we parametrized the matrix W as the rotation matrix
and computed the log-likelihood from (5) using the three approaches, namely, an approximate kernel smoothing, the original infomax model, and the extended infomax model. In Fig. 2 (right) we plot the log-likelihood as a function of the parameter θ, the latter taking values in the interval [0, π/2]. This example reveals some strengths and weaknesses of each model. We notice that in the original infomax model the estimated log-likelihood peaks at a wrong solution, and this solution corresponds to a local maximum of the loglikelihood computed with our method. On the other hand, both the extended infomax and our method correctly locate the global maximum of the log-likelihood at the correct solution, corresponding to a clockwise rotation by 0.52 ≈ π/6.
The spurious maximum of the log-likelihood near π/2 using our model shows that a method that achieves source adaptivity might not always be the optimal choice for optimization and it can get trapped in local optima of the contrast function. On the other hand, a method like the extended infomax assumes a model for the source densities that can be far from true, and thus the method is likely to converge to a solution which might not correspond exactly to the global optimum of the contrast function. The above example suggests the combined use of these two approaches: start with a model-based method to roughly locate the neighborhood of the optimum solution, and then switch to our method. In the vicinity of the correct solution, i.e., not too far from the global optimum of the contrast function, a method that achieves source adaptivity can 'fine tune' the parameters of the separation matrix leading to the true global optimum. This will be demonstrated in Section VII with a real-life experiment.
V. ROBUSTNESS AGAINST OUTLIERS
An important element of an estimation method is its robustness against outliers, the latter defined as implausible or erroneous observations under the specified density models. In the ICA framework, a condition that guarantees the socalled B-robustness of the estimator has been proposed in [10, sec. 3.1.3] : the function yφ(y), where φ(y) is the score function model, must be bounded for all y, or at least it must not grow very fast when |y| grows.
It is not difficult to see that our estimation method satisfies the above condition. For simplicity we assume that the sources have unit variance, then from (15) we have
which, using (13), can be written
For an outlier point y * that lies far from the nontrivial area of f (y) the posterior P (k|y * ) will be almost one for the component k = k * with center µ * k closest to y * , and almost zero for all other components, thus approximately it holds
, with µ 1 ≤ min(y) and µ m ≥ max(y), making the quantity yφ(y) growing relatively slow for large enough m, ensuring the Brobustness of the resulting estimator. This is in contrast to the extended infomax model where
grows quadratically with y. In Section VII we show an example where our method can successfully separate 10 source signals in the presence of outliers.
VI. THE EM ALGORITHM
The mixture log-likelihood form of the contrast function (5) allows the use of the Expectation-Maximization (EM) algorithm [22] , [23] for searching for the minima of G(W), in a fashion similar to the algorithm in [5] . In this section we show that applying EM to our mixture model under an orthogonal contrast results in a fixed point iteration that bears similarities to the algorithm proposed in [10] and also to the gradient descent scheme (6) .
Assuming sphered data x and uncorrelated sources, the separating matrix W must be an orthogonal matrix and then the first term in (5) vanishes since det W = ±1. The loglikelihood L for a source y then reads
The EM algorithm employs an iterative maximization of the log-likelihood by computing in each step the quantity P (k|y i ) from (12) (the E-step) using the value of the parameters estimated in the previous step, and then maximizing the 'weighted' log-likelihood (the M-step)
with respect to the unknown parameters. The new values of these parameters are reintroduced in P (k|y i ), a new maximization step is carried out, and so on. This procedure can be shown to converge to a (local) maximum of the log-likelihood [23] .
In our case the M-step above yields an analytical solution. Expanding (29), the only term which is a function of W is
where w is the row of the matrix W corresponding to the source y. The above quantity is quadratic with respect to w and the maximization step can be solved analytically. Differentiating with respect to w and using (15) we get
where we used the fact that the points x i are sphered. This equation is very similar to the fixed point update equation (20) in [10] with the main difference that the score function here is estimated directly from the data. Collecting all the solutions for each source we can write an iterative equation for the matrix W as
which is similar to the gradient descent update (6) when W is orthogonal. To see this, substitute y in (6) by y = Wx and use W T W = I, then
Finally, we should point out that EM is a local algorithm which can get trapped in local maxima, therefore our discussion in Section IV equally applies here. In case the above EM update scheme is to be used in a real application, it might be needful to optimize first with an approximate source model, e.g., using the algorithm in [10] , and then continue optimization using (32).
VII. EXPERIMENTS To show the validity of our method in separating mixed signals we first carried out an experiment involving eight reallife signals corresponding to different sounds of duration about one second and 10000 sample points. The distributions of these signals are shown in Fig. 3 . Note that this is a difficult problem that involves many distributions that are close to Gaussian.
These signals were mixed with a random matrix A with two-norm condition number 7.5 (ratio of the largest singular value to the smallest). The performance of the algorithm during learning was monitored by the error measure [9] 
(34) where p ij are the elements of the matrix P = WA which measures how close W is to the true mixing matrix A −1 . When the sources are successfully separated, P is close to a permutation of a scaled version of the identity matrix. We should point out here that in a truly blind separation problem the above error measure is clearly unavailable, however, a spinoff of our density and score function estimation methodology is that the contrast function (5), which involves the unknown densities of the sources, can be directly estimated and used as a convergence monitoring mechanism during learning.
To avoid solutions corresponding to local minima of the contrast function we first applied the extended infomax algorithm, starting with the solution W = 0.1 I, for approximately 40 steps as described in [8] . No sphering was used while the block size was set to 300 and the learning rate was fixed to η = 0.0005. Each step consisted of a complete pass over the training set, while a momentum term with constant value α = 0.2 was used for convergence speedup. As we see in Fig. 4 , the extended infomax algorithm converges fast to a solution with error approximately E = 10. However, we noticed that such a block-batch implementation can be sensitive to a random permutation of the data set and therefore, in order to achieve this low error we had to restart the extended infomax algorithm several times after convergence, with different random permutations of the data set each time.
After convergence we applied (i) the extended infomax in batch mode (the score function was computed using all data points) with the same learning parameters, and (ii) the gradient descent scheme (6) using our score estimation method and constant learning rate η = 0.05 and the rest of the learning parameters the same as above. In Fig. 4 we plot the error measure when using the extended infomax score function model (22) (crosses) and our score function estimation (circles). We see that our method successfully manages to reduce the error to a small number, corresponding to a solution with almost all signals perfectly separated, with a slight noise in the separation of the cow and train sounds which have distributions very close to Gaussian. This experiment shows that close to the global minimum of the contrast function an accurate estimation of the score functions of the sources can lead to better separation than methods based on approximate models.
To assess the performance of our method in problems involving outliers, we carried out a second experiment involving 10 synthetic signals of 5000 points each. Three of them had super-Gaussian distribution (the third power of a Gaussian random variable), three had uniform distribution, three had bimodal distribution (two Gaussians at 6s distance apart), and one had Gaussian distribution. All of them were normalized to zero mean and unit variance, and then one outlier point was added to each of them with value 15. In Fig. 5 we show the trajectory of the error when using the extended infomax method vs. our method. Our method is more robust and converges faster to the correct solution.
VIII. CONCLUSIONS
We proposed a method for efficient estimation of score functions of random variables and showed how this can be used for signal separation in an ICA context. As it became clear from the experiments, near the global minimum of the contrast function our approach can be superior to methods that use approximate models of the score functions of the sources. Thus, a sensible scheme to achieve 'source adaptivity' is to use a simple score function approximation method like, e.g., the extended infomax, for roughly locating the neighborhood of the global minimum solution, together with a method like the proposed one for 'fine tuning' of the separating matrix. Our method seems to be robust to outliers which is always a concern in real-life problems, while its implementation is relatively easy using standard routines that can be found in most mathematical software packages. 
