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Abstract
Most existing sentiment classification methods for social
media focus on document-level classification. They utilize
local text information and ignore the crucial characteristic
information of users. These methods usually suffer from high
model complexity and only exhibit word-level preference.
Therefore, motivated by the successful utilization of deep
neural networks in computer vision, speech recognition and
natural language processing and their ability of learning in
multi-prospective ways, a neural network based sentiment
analysis model is proposed to incorporate user-level
information into sentiment classification.
By user-level information we mean information extracted or
inferred from the user that helps the proposed model to
engage in deep learning about users, which in turn improves
its performance. The extraction of such information is a
challenging task that will be explored in detail through this
research.
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Proposed Model

To address the research question, we propose neural network based model that going beyond
the content of a given document (tweet). Besides a given tweet, it takes the behavior of user
who wrote that tweet into account. It has been proven by the experiments conducted in this
study that this approach increases the performance and the accuracy of the sentiment
classification task on social media.
The behavior of a user can be characterized by two aspects: 1) the personality traits of a user,
such as his/her general attitude; is it positive, negative or neutral? 2) the social activities of a
user, which can be revealed through the user’s relationships and communication patterns.

Architecture of the Proposed Model

Method

RESULTS (cont’d)

Pre-Process Step: is responsible for normalizing, tokenizing and part-of-speech tagging of all
tweets. Tokens are stemmed using the snowball stemmers. Also, all URLs and usernames are
removed and replaced with keywords HTTP and USER, respectively.
Extract User List Step: extracts names of users who have one tweet or more in the dataset.
Create User Look up Table: contains users’ names and their IDs, used to retrieve their tweets
from their timeline.
Retrieve User Timeline Step. It retrieves tweet of user’s timeline vie his/her id. The id is sent
to Twitter by using its API.
Label The User Tweets by SentiStrength Step: labels the retrieved tweets from the
previous step by the SentiStrength algorithm.
Features Extraction Step: extracts all features mentioned above for each user.
Model Creation Step: creates the three classifiers (CNN, SVM and NB).
Evaluation Step: evaluates the results of all models, based on the most widely used
performance measures in the classification task: precision, recall, and accuracy. The following
equations are used for the computation:
TP + TN
Accuracy =
2
TP + TN + FP + FN
TP
Precision =
(3)
TP + FP
TP
Recall =
(4)
TP + FN
where TP (True Positives) represents the number of positive tweets that were correctly
predicted in the positive class, and FP (False Positives) represents the number of negative
tweets that were incorrectly predicted in the positive class, whereas TN (True Negatives) and
FN (False Negatives) have a corresponding meaning for the negative class.

The table below shows the accuracy of all classification methods.

CNN
82.63
82.85
82.93
88.71
87.08
83.90
88.46
86.94
83.55
•
•

Sentiment Analysis

•
•

•

Sentiment analysis, also known as opinion mining, is an important type of text analysis that
address the problem of detecting, extracting and analyzing opinion oriented text, identifying
positive and negative opinions, and measuring how positively or negatively an entity (i.e.,
people, organization, event, location, product, topic, etc.) is regarded.
It is an exciting research field with the potential for a number of real world applications
where discovered opinion information can be used to help people, companies, or
organizations to make better decisions.

Deep Learning (Neural Networks) for NLP (Natural
Language Processing)

• is a type of machine learning methods;
• involves a particular kind of mathematical model that can be thought of as a composition of
simple blocks (function composition), and where some of these blocks can be adjusted to
better predict the final outcome;
• automatically learns multiple levels of representations of the underlying distribution of the
data to be modeled;
• is used to learn word embeddings from large amounts of text data;
• uses neural networks to learn many levels of abstraction.

• Input layer. The input for our model consists of : word embeddings and a list of features. In
regard to the word embedding, it may be randomly initialized or pre-trained. For the purpose
of this work, we utilize the publicly available word2vec embeddings [1]. We pre-train the
200-dimensional word embeddings on each dataset. Therefore, each tweet is tokenized and
each generated token is mapped to a distributional feature representation, known as word
embedding. Moreover, the features that describe the writer of that tweet are appended to
the generated vector and then fed into the next layer.
• Convolutional layer. The main goal of the convolutional layer is to extract patterns.
• Dropout layer. The aim of adding the dropout layer before the softmax layer is to prevent
overfitting.
• Activations layer. In order to allow the learning of non-linear decision boundaries, a nonlinear activation function is located after the convolutional layer. There are a number of
common choices of activation functions used with neural networks; for example, sigmoid (or
logistic), hyperbolic tangent tanh, and rectified linear (ReLU) functions.
–
We use ReLU because it is pointed out by several studies (such as [2] and [3])
that ReLU speeds up the training and produces more accurate results than
other activation functions.
• Softmax layer. This is an activation function whose output is the probability distribution over
labels. In this 2-classes task, given an input representation vector v, a softmax operation is
computed as follows:
exp vl
softmax v, l = L
1
σk=1 exp vෝl
where L is the number of sentiment classes and vෝl is the predicted probability of sentiment
class l.
Feature ID Feature Description

Problem Statement
• The main research question is:
• Is there a relationship between user-level information and his/her posts? And if such a
relationship exists, can it be used to enhance sentiment analysis performance?
• User-level information can be viewed and extracted as representations.
• Each of these contributes by providing the classifier with a deep understanding of the task.
• This poster only shows part of the ongoing research (user emotional states).
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This table lists all features used in this
research.

• Features F2 to 10, F28 and 29
and F30 to F33 can be used to
recognize the emotional state of
a user.
• Features F11 to 13, F22 to 27
and F40 measure social activity
of a user.

F1
F2
F3
F4
F5
F6
F7
F8
F9
F10
F11
F12
F13
F14
F15
F16
F17
F18
F19
F20
F21
F22
F23
F24
F25
F26
F27
F28
F29
F30
F31
F32
F33
F34
F35
F36
F37
F38
F39
F40

Number of a User’s Tweets
Number of Positive Tweets Posted by a User.
Number of Negative Tweets Posted by a User.
Number of Natural Tweets Posted by a User.
The Probability of a User Having a Positive Attitude.
The Probability of a User Having a Negative Attitude.
The Probability of a User Having a Natural Attitude.
Average Number of Positive Tweets Posted by a User
Average Number of Negative Tweets Posted by a User.
Average Number of Natural Tweets Posted by a User.
Number of Followers
Number of Friends
Verified
Number of Adjective
Average Number of Adjective
Number of Noun
Average Number of Noun
Number of Adverb
Average Number of Adverb
Number of Verb
Average Number of Verb
Number of Hashtag
Average Number of Hashtag
Number of Mentions
Average Number of Mentions
Number of URLs
Average Number of URLs
Number of Emoticons
Average Number of Emoticons
Number of Question Marks
Average Number of Question Marks
Number of Exclamation Marks
Average Number of Exclamation Marks
Number of Words per Tweet
Average Number of Words per Tweet
Number of Positive Words in Bing Liu Lexicon
Average Number of Positive Words in Bing Liu Lexicon
Number of Negative Words in Bing Liu Lexicon
Average Number of Negative Words in Bing Liu Lexicon
Number of Retweets

Accuracy
SVM
82.58
82.58
82.58
86.84
86.67
82.58
86.75
86.39
82.46

•
•
•

Feature Set ID

NB
82.63
48.31
83.62
85.16
85.16
59.38
70.40
84.43
75.31

Set No. 1
Set No. 2
Set No. 3
Set No. 4
Set No. 5
Set No. 6
Set No. 7
Set No. 8
Set No. 9

Generally, the CNN classifier keeps its performance at a steady trend unlike SVM and NB
classifiers.
The effect of the unbalanced dataset is observed clearly on NB and SVN. One possible
reason the unbalanced dataset does not affect the CNN classifier performance
considerably is the way the weights are calculated in this type of classifier.
The poor performance of NB is not surprising since NB relies on the assumption of
conditional independence among the features, something that is clearly not valid here. All
the features used in the experiments have some degree of inter-dependency.
The CNN outperforms the SVM and NB in accuracy, recall and precision.
The best accuracy is observed with the CNN classifier, at 88.71.
CNN has higher recall and precision than SVM across all sets. This means that using
accuracy as the only measurement for classifier performance is not recommended. The
following figures make this observation clear. Although the number of negative instances in
both datasets is lower than the positive, the proposed CNN model renders a good and
stable performance.
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User distribution in datasets
Number of Users
Total Number of Tweets
Average Number of Tweets Per
User

Dataset
SemEval-2016_1
SemEval-2016_2
3,536
2,198
774,244
491,902
218.96
223.80
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RESULTS
•

•
•

All experimental results are reported using 10-fold cross validation. In 10-fold crossvalidation, the dataset is partitioned into 10 subsets. The classification is performed on one
subset (the training set), and the model is validated on the other (9) subsets, named the
validation or testing sets. This operation is repeated 10 times for every subset. The
validation results are averaged over the 10 iterations.
We compare the performance of our model with Naive Bayes (NB) and Support Vector
Machine (SVM).
Since many features are included in our experiments, we find it suitable classify features
into sets. In addition, using sets provides us with more clarity of which set has more
influence on the performance of the model. The sets are shown in following table.
Feature Set
ID

Features Used

Set No. 1
Set No. 2
Set No. 3
Set No. 4
Set No. 5
Set No. 6
Set No. 7
Set No. 8
Set No. 9

F5, F6 and F7.
F1 to F13.
F2, F3 and F4.
Word Embedding, F5, F6 and F7.
Word Embedding.
All features (F1 to F40).
All features (F1 to F40) + Word Embedding.
All features (F1 to F40) of users who have 200 tweets or more in their timeline.
All features (F1 to F40) of users who have 200 tweets or more in their timeline and
removing outer and extreme values of features.

2

3

4

5

Set ID
CNN

SVM

Conclusions
In this work, we present a sentiment analysis model developed by combing a list of features.
We propose the architecture of a Convolutional Neural Network (CNN) that takes into account
not only the text (user tweets) but also user behavior. Our evaluation results demonstrate the
efficiency of the model in a social media setting.
Our model outperforms the baseline methods in accuracy, recall and precision. In addition, the
proposed model is affected less by unbalanced dataset issues.
This work further suggests interesting directions for future work. For example, it would be
interesting to investigate the contributions of the produced list of features for non-binary
sentiment classification tasks. In future work, we also plan to explore other learning neural
network based models, such as Recurrent Neural Network (RNN), Long Short-Term Memory
(LSTM), and gated feedback RNN models for sentiment analysis.
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