The approximation evaluations by polynomial splines are well-known. They are obtained by the similarity principle; in the case of non-polynomial splines the implementation of this principle is difficult. Another method for obtaining of the evaluations was discussed earlier (see 
Representation of Approximation Residual
For convenience we shall give scheme of representation of the approximation residual in general situation (see also [1] ). We consider a linearly independent system of column- 
is valid; matrix A is defined by (1).
Let be vector with components
For an element g belonging to conjugate space .
We introduce the functions by the approximate relations
and vector-function
then the relations (9) may be rewritten as
It can be proved (for example, see [2] ) that the matrix k A is invertible. Hence the functions are defined uniquely and they are linear independent. If
, and functional system  
,
, , , 0,1, , 1 .
Rewrite the system (9) in the form
, .
Under condition we have 0
Analogously on the adjacent interval we get
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Discuss the linear space 
We consider the function  
where the second factor on the right-hand side is the determinant of the square matrix of order written in the block form. 
Some Auxiliary Assertions
Let , be natural numbers with property 0 1 ; let 0 be real numbers, which comply with inequalities . Let us put 
is valid; here is a linear operator of integration over parallelepiped
, , , , , 1,2, ,
with nonnegative kernel. Proof We consider the case 
Recall that vector-function is continuously differentiable in neighborhood of the point , and passaging to limit as , we get 
so that . 
