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Kurzfassung/Abstract
Untersuchung von Werkstoffen fu¨r die Katalyse mit Elektronentomographie
Elektronentomographie mit dem Transmissionselektronenmikroskop (TEM) ermo¨glicht die Erstel-
lung dreidimensionaler Darstellungen (Tomogramme) von Proben in der Gro¨ßenordnung von einigen
Nanometern bis hin zu einigen Mikrometern. Im Rahmen dieser Arbeit wurden verschiedene auf
Ruthenium basierende Werkstoffe fu¨r die Katalyse in Brennstoffzellen untersucht. Die Tomographie
liefert, im Gegensatz zu gewo¨hnlichen TEM Bildern (Projektionen), Aufschluss u¨ber die Verteilung
und Erreichbarkeit der Katalysatorpartikel auf bzw. in dem Tra¨germaterial. Es konnte gezeigt werden,
dass neben qualitativen Vergleichen der Verteilung der Rutheniumpartikel auf/in dem Kohletra¨ger-
material verschieden hergestellter Proben auch detaillierte quantitative Analysen mo¨glich sind. Da
die Katalyse an heterogenen Katalysatoren an der Oberfla¨che des Katalysators stattfindet, spielen
neben der Gro¨ße der Oberfla¨che auch die unterschiedlichen Koordinationszahlen verschieden orien-
tierter Facetten der Katalysatorpartikel eine Rolle. Dazu wurde erstmalig ein Algorithmus entwickelt,
der es erlaubt, viele verschiedene Partikel in dreidimensionalen Datensa¨tzen automatisch hinsichtlich
Facettierung zu analysieren. Durch die teilweise Einbettung der Katalysatorpartikel in das Tra¨germa-
terial ist eine Unterscheidung der bedeckten und unbedeckten Oberfla¨che no¨tig, da nur der unbedeckte
Teil der Katalysatoroberfla¨che von den Reaktanten erreicht werden kann. Neben dieser unbedeckten
Oberfla¨che ist durch die teilweise Einbettung auch die Ausrichtung der Katalysatorpartikel in Bezug
zur lokalen Oberfla¨che des Tra¨gers bedeutsam, da so statistische Untersuchungen der unbedeckten
Facettentypen mo¨glich werden. Zu den durchgefu¨hrten Charakterisierungen wie: Partikelverteilung in-
nerhalb des Tra¨gers, Gro¨ßenverteilung, Oberfla¨chen, Volumina, Formanalyse und der lokalen Ausrich-
tung, wurden Erkenntnisse gewonnen, die es erlauben, den untersuchten Katalysatortyp wa¨hrend der
Herstellung weiter zu optimieren. Es konnte zudem gezeigt werden, dass die entwickelten Bildanalyse-
methoden sich auch auf tomographische Datensa¨tze anderer Messmethoden wie z.B. Neutronen- und
Focused Ion Beam-Tomographie anwenden lassen.
Investigation of materials for catalysis with electron tomography
Electron tomography with a transmission electron microscope (TEM) enables creation of three-
dimensional representations (tomograms) of samples in the range of a few nanometres to a few mi-
crometres. In the frame of this thesis different ruthenium-based materials for catalysis in fuel cells
were investigated. Tomography, in contrast to common TEM images (projections), yields information
about the distribution and accessibility of the catalyst particles on or in the support material. It was
shown that in addition to qualitative comparisons of the distribution of ruthenium particles on/in the
carbon support material of differently manufactured samples, quantitative analyses are also possible.
Since catalysis on heterogeneous catalysts takes place at the surface of the catalyst, the amount of
surface area matters as do the coordination numbers of differently oriented facets of the catalyst parti-
cles. For this purpose a new algorithm was developed that allows to automatically analyse faceting of
many different particles in a three-dimensional dataset. Due to the partial embedding of the catalyst
particles into the support material only the uncovered fraction of the catalyst surface is accessible to
the reactants and therefore a differentiation between the covered and uncovered catalyst surface is
necessary. Apart from this uncovered surface, the orientation of the catalyst particles relative to the
local support surface is also important since this allows statistical investigation of the uncovered facet
types. In addition to the conducted characterizations such as: particle distribution within the support,
size distribution, surface areas, volumes, shape analysis and the local orientation, new insights were
gained which allow optimization of the examined catalyst during production. Furthermore, it could
be shown that the developed image analysis methods can be applied to tomographic datasets from
other measurement techniques such as neutron and focused ion beam tomography.
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Chapter 1
Introduction
In the past decades, two new fields of research have developed. They are the fields of
‘nanotechnology’ and ‘renewable energy’ research [109]. Nanotechnology research con-
centrates on the development of ‘nanoscale’ materials which exhibit properties that can
be markedly different from the corresponding bulk materials [166; 28]. The increased
surface area of nanomaterials is often regarded as the source for this, but studies showed
that e.g. surface structures of nanocrystals differ from those of bulk crystalline sur-
faces [71]. Nanotechnology research is interdisciplinary, including physics (e.g. cluster
physics), chemistry (e.g. colloidal solutions, gold ink), biology (e.g. hydrophobia of
lotus leafs), medicine (e.g. contrast agents for imaging). The term ‘renewable energies’
is generally used for energy resources alternative to fossil fuels and other chemical en-
ergy converted by combustion causing environmental damage and pollution. Devices
that are able to convert renewable energies into electric energy range from solar cells
to wind turbines. Different methods and devices for energy storage are needed be-
cause renewable energies cannot be stored as easily as liquid or solid fossil fuels, e.g.
petroleum or coal. Two promising candidates for portable energy storage and conver-
sion to electricity are batteries and fuel cells (FC) combined with a fuel tank. The
more complicated system FC + tank has a higher energy storage density than lithium-
ion batteries [42; 43; 44]. However, FCs need catalysts such as platinum on both the
cathode and the anode side. Due to the high price of platinum, alternatives are sought.
The use of metal nanoparticles finely dispersed on carbon black, i.e. nanotechnology,
increases the catalytic activity and reduces the necessary amount of platinum [164]. To
further reduce costs, ruthenium as a cheaper and more reliable alternative to platinum
was suggested as catalyst for the oxygen reduction reaction (ORR) at the cathode side
of polymer-electrolyte fuel cells (PEFC) [6; 171; 149]. Ruthenium-based ORR electro-
catalysts modified with selenium even feature a superior methanol tolerance [191; 186]
for the use in compact mixed reactant geometry (CMR-DMFC) [137; 34]. Signifi-
cant research on RuSex-catalysts has been performed [137; 34; 130; 5; 32], but their
ORR activity is still limited to 70% compared to platinum-based reference materi-
als [5; 32; 192; 45].
The optimization of electro-catalysts for oxygen reduction can be brought down to the
necessity to tailor a three-phase boundary between the Nafion R©-component (supply
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of H+), the conductive carbon support (for e− replenishment) and the catalytically
active surface of the transition metal as the centre of the catalytic reaction [42; 43; 44].
Hence, there is an increasing interest in characterization techniques capable not only
of estimating the overall active surface area of the metallic nanoparticles but also of
accounting for particle sizes and shapes, spatial particle distributions and the porosity
of the catalyst support.
Many characterization methods are necessary to assess these properties of the material
on a macroscale. Since the material consists of nanoparticles, transmission electron
microscopy (TEM) combined with tomography can be used to investigate all these
‘nano properties’ of a very small amount of material with a single method. Realizing
that many (unusual) properties and processes originate from the ‘nano world’ created a
high interest in investigations based on TEM tomography not only in physics but also
chemistry, biology and medicine [121; 55; 160; 13; 11; 75; 74; 35; 113; 87; 110; 179; 128].
TEM tomography provides fields of view that are large enough to cover the sizes of
structural characteristics of most nanomaterials and to explain their functionality. At
the same time the fields of view are sufficiently small to obtain a spatial resolution that
provides insight into the details needed to understand their function. TEM tomography
results can be extrapolated for larger amounts of the material as used during production
of FCs. This is only possible because the relevant properties result from nanoscale
characteristics rather than from macroscopic features. For example, the determination
of the density of a material by investigation of a very small amount by TEM tomography
would be inappropriate if the density of the bulk material was significantly influenced
by macroscopic pores or other inclusions.
Electron tomography is a powerful characterization technique [52; 14] for heterogeneous
solid samples [90; 55; 122]. It is mostly followed by a qualitative evaluation [124; 184; 66]
or carried out manually [151; 62] depending on the personal judgement of the operating
scientist. Next-generation equipment and sophisticated data evaluation extend the
field of applications of this technique [159; 150] and make it even more attractive for
the investigation of heterogeneous catalysts [92; 181]. Carbon-supported transition
metal catalysts are a highly suited system to such investigations since the contrast
between the supporting carbon matrix and the catalytically active metals is sufficiently
large [55; 65]. However, quantitative evaluations need digital image processing and
analysis. Tomographic data is digital and three dimensional and therefore difficult to
inspect with 2D reprojections or slices on PC screens or printouts. Evaluations only
based on this restricted view do not make use of the full extent of the data, i.e. the
complete information available in a dataset.
The field of digital image processing and analysis (DIPA) is far reaching and not re-
stricted to tomography in science [14; 134; 133]. It is very much driven by medi-
cal applications [189; 76; 155; 49; 8; 1] but is used in a wide range of applications
beyond medicine. 3D applications which originate from magnetic resonance imag-
ing (MRI) and medical CT led to the creation of the versatile and powerful software
ITK and VTK [2;3]. Other applications of DIPA range from recognition of car license
plates and other imaged text, generally referred to as optical character recognition
(OCR) [162; 20; 37; 161], optical music recognition (OMR) [139] and multiple choice
3test and lottery evaluations [163]. Security is nowadays also based on computer-aided
recognition, ranging from detection of insecure devices and substances by body and
luggage scanners to recognition and comparison of biometric data. Geology also uses
DIPA to e.g. categorize landscapes in photographs and to create maps [162]. Industry
uses DIPA for product quality control and automated sorting [48; 19]. A new and very
challenging field of DIPA is computer vision of various shapes in images taken under
unoptimized conditions, i.e. brightness gradients, shadows and reflections [48; 173].
The aim of this thesis
Discover the poodle’s core (des Pudels Kern erkennen)
The aim of this study is to contribute to
Figure 1.1: Ruthenium-based catalyst
Volume-rendered tomogram of a ruthenium based
catalyst corresponding to Fig. 5.8. The ruthenium
nanoparticles are coloured red, the carbon support
grey and the gold marker yellow. The carbon sup-
port foil on which the markers reside is not ren-
dered. The scale bar corresponds to 20 nm.
the understanding of an important class
of catalyst by analysing its characteris-
tics with TEM tomography. Therefore,
characteristic such as the size and shape
distribution of ruthenium nanoparticles
as well as their spacial distribution on
the carbon support and their accessibility
by reactants were evaluated in the tomo-
grams (Chap. 5), see e.g. Fig. 1.1. One
step towards a better understanding of
the investigated catalysts lies in realizing
that these characteristics can be ranked
according to their influence on catalysis.
Since catalysis takes place on the sur-
face of catalytic active material the most
important quantity is the uncovered cat-
alytic surface. Any influence of shape or
facettation of catalytic nanoparticles on
the overall catalytic activity has no rele-
vance if the catalytic sites are not reachable by the reactants. The aid of computers is
needed in order to quantify and to measure these important 3D characteristics of the
digital tomographic representation of the sample. Software was developed (Chap. 3)
to create a set of tools/programs to automate the process of evaluating thousands of
particles. These programs were designed with a special emphasis on bringing down
the image analysis parameters to very basic properties of the measurements, therefore
minimizing the influence of personal judgement on the analyses. Such an emphasis on
the reduction of personal judgement and improvement of reproducibility is less com-
monly reported in the literature than manual measurements probably due to the high
additional (programming) effort these evaluations demand. However, automated mea-
surements are worth the effort as shown by the developed automated facet analysis,
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which revealed a property of the ruthenium nanoparticles that would have been ex-
tremely hard to recognize by manual inspection (Sec. 5.3.4.6). Automated facet analysis
also has a great potential for characterizing other tomographic data containing faceted
geometries as will be demonstrated in Sec. 3.4.2.
The studies of this thesis not only enabled me to characterize the given system and to
contribute to the understanding of the fundamental chemical and physical processes
(Chap. 6) but also to suggest further procedures during production that could improve
the catalytic properties of the investigated catalysts. For example, the use of carbon
supports with less micro porosity in order to avoid formation of ruthenium particles
deep inside pores where they are barely accessible by reactants or to introduce an etch-
ing process during production that removes thin films covering the ruthenium surface.
Chapter 2
Aspects of electron (TEM)
tomography
Tomography is a method to reconstruct digital 3D representations of samples from 2D
projections. The method is described in great detail in the literature (see e.g. [29; 14; 52;
142]). Reconstruction is based on images of the sample taken at different orientations.
In TEM tomography the sample is rotated around a nominally fixed axis. The resulting
series of images is often called a tilt series [55; 52] and is stored in a 3D digital image
stack where the z-coordinate corresponds to the number of the image in the series. If
the image number is proportional to the acquisition angle, a cross section of the stack
perpendicular to the rotation axis represents a sinogram or Radon transform [29; 14]
which is used for digital tomographic reconstruction. Restricted space and experimental
setup in a TEM generally restrict tilt angles to around ±70◦ [55; 120] unless special,
needle-shaped samples can be prepared [120]. The missing range of tilt angles causes
a ‘missing wedge’ [141] in Fourier space and leads to ‘missing wedge’ artefacts. These
and other artefacts lead to direction-dependent resolutions in TEM tomograms and are
further described below.
It is often stated that an image signal used for tomographic reconstructions must
conform to the ‘projection requirement’ which states that the projected signal must
be a strictly monotonic function of a projected physical quantity [90; 120; 67]. In
conventional electron microscopy, the depth of focus (DOF) is sufficiently large that to
a good approximation the recorded image can be regarded as a projection [179; 120].
However, this is not at all obvious and is rarely discussed [67]. The depth of focus is
discussed further below. In addition, there are many competing contrast mechanisms
all of which, to varying approximations, obey the projection requirement [120; 67].
For amorphous materials conventional bright-field TEM (BF-TEM) contrast arises from
changes in specimen density or thickness [146; 120]. The carbon support particles of
the studied samples can be regarded as (quasi) amorphous material as described in
Sec. 5.1. The projection criterion is not fulfilled for BF-TEM images of strongly scat-
tering crystalline materials, where diffraction contrast typically dominates the image
formation [90]. Although the ruthenium nanoparticles are crystalline, they are small
(∅ ranging from below 1 nm to about 10 nm) and therefore diffraction contrast in the
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BF-mode does not dominate the image formation and can be largely neglected [55].
The observation that orientation, i.e. diffraction condition, dependent contrast does
not strongly effect the tomographic reconstruction can be rationalized by the fact that
diffraction contrast is only present in a few images of the tilt series, while tomogra-
phy averages over a much larger number of images [55, sec. 2.4]. However, diffraction
contrast contributes to reconstruction artefacts as can be expected for all contribu-
tions to contrast that do not fulfil the ‘projection requirement’. The carbon support
foil used for the TEM tomography presented in Chap. 5 can be regarded as a weakly
scattering object (i.e. fulfilling the weak phase-object approximation with a thickness
around 8 nm) [146]. Phase-contrast effects can be observed e.g. in Fig. 2.1. Phase
contrast is normally generated in the TEM by a small defocus1), using the objective
lens to transfer phase information to variations in amplitude [120]. This work does
not depend on phase-contrast for tomographic reconstruction (i.e. no contrast transfer
function (CTF)-correction was applied). Phase contrast effects can cause violations of
the ‘projection requirement’ since phase contrast is not a monotonic function due to the
oscillation of the CTF. However, the CTF is largely monotonic in the range of spatial
frequencies that are imaged in tilt series of this study. Anyhow, these violations can
be largely neglected because phase contrast effects decrease with increasing specimen
thickness owing to the attenuation of the incident-wave amplitude [146].
Scattering contrast describes the image intensity at low and medium magnifications,
where phase contrast effects normally do not have to be considered unless a highly
coherent electron beam and large defocusing are employed [146].2) However, using a
FEG and a defocus of around ∆f ≈ −1 µm to ∆f ≈ −3 µm (as generally the case
in this study) phase contrast effects contribute to the contrast in images. This can be
seen when comparing image regions of a tilted sample, which are therefore at different
defocus e.g. in Fig. 2.1. Although the image resolution3) estimation based on image
frequencies in Fig. 2.1 is highest around ∆f ≈ 0 µm (region c in Fig. 2.1), a resolution
estimation that also takes contrast dynamics into account, would be at an optimum in
the region of underfocus (left of c) towards region a. Imaging in overfocus should be
avoided due to the inverted phase contrast transfer (right of c).4)
It is hard to say how much phase contrast in regard to scattering contrast contributes
for thicker sample regions, such as the actual particle to be reconstructed. As stated
above, phase contrast effects decrease with increasing specimen thickness owing to the
attenuation of the incident-wave amplitude [146]. This reduction of phase contrast can
be seen in regions β and γ in Fig. 2.1 where the resolution seems to be similar despite
the defocus difference of ∆f ≈ 300 nm. Therefore, the main contrast mechanism
used for tomographic reconstruction in this work is scattering contrast [146] which is
1) In this work, underfocus is expressed by negative defocus values as done in e.g. Ref. [185]. How-
ever, Reimer and Kohl [146] use the opposite convention.
2) Scattering contrast can be incorporated in the more general phase-contrast theory if complex scat-
tering amplitudes are used [146].
3) Resolution in this work generally refers to image resolution, i.e. limit of image interpretability and
not to the resolution limit of the TEM used, i.e. not the information limit of the TEM.
4) It should be noted that the whole sample particle shown in Fig. 2.1 is in underfocus, only the carbon
foil extends into overfocus. The imaging conditions are depicted in the schematic Figure 4.3.
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dependent (apart from other quantities) on the mass thickness dm = ρd [146, p. 198]
(ρ: density, d: thickness). The specimen is represented by its mass-density distribution
ρ(x, y, z) [146, p. 259] and the projection in z-direction (mass thickness distribution):∫
ρ(x, y, z)dz = dm(x, y) [146, p. 260] (therefore d is the thickness in z-direction). With
the transmission T (αo) = exp(−dm/dk(αo)) [146, p. 198] the image intensity at position
x,y is given by [146, p. 260]:
I(x, y) = I0 exp(−dm(x, y)/dk)
The contrast thickness dk(αo) dependent on the size of the objective aperture αo is
given by [146, p. 198]:
1
dk(αo)
=
4
Zxel
(
Z − 1
4(1 + (αo/θ0)2)
+ ln
√
1 + (αo/θ0)2
)
with the atomic number Z and the characteristic angle θ0 at which the differential
elastic cross section falls to a quarter of the value at θ = 0 [146, p. 151]. The
dependence of the mean free path xel on the total cross section σel and many other
quantities is given in [146, eq. 6.2, p. 197].
mass thickness dm = ρd [µg/cm2]
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Figure 2.2: Transmission and mass thickness
Figure and caption based on [146, Fig 6.1, p. 198] showing
that the projected signal, i.e. transmission T , is a mono-
tonic function of mass thickness dm. A mass thickness of
150 µg/cm2 corresponds to 600 nm to 750 nm for the density
of graphite ρ
C
ranging from 2.0 g/cm3 to 2.5 g/cm3 [93].
Semilogarithmic plot of the transmission T of carbon films
as a function of mass thickness dm for different objective
apertures αo (E = 100 keV). The full curves were calcu-
lated using a multiple-scattering integral with the constants
xel = 47.6 µg/cm2 and θ0 = 28.4 mrad, obtained from a
best fit of the initial slopes at small dm. The straight lines
Tfil (green) correspond to measurements of zero-loss-filtered
transmission. The straight lines Tunf (red) correspond to
unfiltered transmission.
This shows that the projected
signal, i.e. transmission T , is
a monotonic function of mass
thickness dm and therefore ful-
fils the ‘projection requirement’.
T further depends on the ele-
ment specific contrast thickness
dk which in turn depends on the
energy of the electrons.
According to Fig. 2.2 the con-
trast thickness dk(αo) shows a
significant dependence on the
size of the objective aperture
αo. The contrast variations in
an image caused by scattering
contrast increase with decreas-
ing αo. Therefore, a small objec-
tive aperture is generally used for
BF-TEM tomography. An ob-
jective aperture reduces the oc-
currence of displaced diffracted
images and also the spatial res-
olution [55, sec. 2.4].
Due to the very restricted working space within the polepiece gap (2 to 5 mm) [120] and
the need for high tilts for TEM tomography, typically ±70◦, a high-tilt sample holder
9and a suitably prepared sample have to be used [55, sec. 2.3]. The high-tilt sample
holder allows for tilting of the specimen to high angles in the microscope without
touching the objective lens pole piece or the objective aperture blade [55, sec. 2.3].
However, the conditions in the used TEM (described in Sec. 4.2) allowed only a tilt
upto ±45◦ with an inserted objective aperture despite the use of the high-tilt sample
holder5) (see Ref. [193; 195; 46] for specifications). This tilt range is insufficient for TEM
tomography and therefore no objective aperture (OA) was used for TEM tomography
leading to an unknown αo (above 50 mrad, which is about the highest αo selectable
with the OAs in the used TEM, see [195]). To improve the quality of the images
and the resulting tomogram, ‘zero-loss’ (ZL-TEM, see e.g. [146; 120]) images were
acquired and used for ZL-TEM tomography. By zero-loss filtering, the contribution of
the inelastically scattered electrons can be removed and the transmission becomes [146,
p. 205]:
Tfil = exp
(−dm
xel
(
1
1 + (αo/θ0)2
+ ν
))
, ν =
xel
xinel
' 20/Z [146, eq. 5.94, 5.66]
As Fig. 2.2 shows, the different contrast thickness dk(αo) for ZL-images shows less de-
pendence on the size of the objective aperture αo. Additionally, the contrast variations
in an image are much more pronounced than for BF-TEM (compare curves for Tfil in
respect to curves for Tunf ). This can be seen in Fig. 2.3. However, the ZL-filtering
reduces the signal intensity and thereby the signal-to-noise ratio (SNR). To maintain
a fixed SNR, the acquisition time has to be increased in regard to BF-TEM.
The difference between ZL-TEM and BF-TEM is much less for ruthenium due to the
difference between νC ' 3 and νRu ' 0.5. The gain of contrast for zero-loss filtering
by the higher sensitivity to small variations in mass thickness and by the avoidance of
chromatic aberration is therefore largest for carbon-containing specimens [146, p. 205].
This can be expected to have a positive effect on the reconstruction of carbon-supported
ruthenium nanoparticles since the attenuation caused by the ruthenium nanoparticles
is already high compared to that of the carbon support [95].
A variety of other imaging modes of a TEM can be used for tomography as
well, e.g. (high-angle-annular-dark-field) scanning transmission electron microscopy
(HAADF) STEM, energy-filtered TEM (EF-TEM), more can be found in the litera-
ture [55; 90; 120; 81]. The restrictions, given by the used TEM and the functionality
of available software, limited the choice of imaging techniques to BF-TEM, ZL-TEM,
STEM and EF-TEM. Test experiments showed that, due to contamination sensitiv-
ity, only BF-TEM and ZL-TEM could be used for the samples studied, although
(HAADF) STEM tomography is often used for non-biological samples [184; 90; 123; 55].
5) According to Zeiss LIBRA experts and M. Wollgarten.
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100 nm 100 nm
Figure 2.3: BF- and ZL-image
On the left a BF-image and on the right a ZL-image of a RuVCum-particle (see Chap. 5 for a de-
scription) with same acquisition times are shown. Its depth (around 1 µm) is about twice its width.
Although the SNR in the ZL-image is lower, the resolution of the ZL-image is better in regions where
the sample is up to about a few 100 nm thick. This is because ZL-filtering avoids the otherwise
significant chromatic error resulting from energy losses in thick specimens due to multiple inelastic
scattering [146]. In very thick regions (above about 500 nm) the attenuation is so high that these
areas are nearly opaque.
Resolution
Ku¨bel et al. [90]; Midgley and Dunin-Borkowski [122] report a limit on feature size
for tomography with conventional TEM of around 1 nm. STEM tomography is ex-
pected to yield a higher spatial resolution because of a stronger contrast dependence
on the atomic number (Z-contrast) and less influence from artefacts caused e.g. by
Bragg-reflections [55; 90; 124]. However, STEM tomograms show less detail in the rep-
resentations of carbon support (see Fig. 5.7 and Ref. [55]). Test experiments showed
that STEM also leads to much stronger local contamination for the studied samples
than TEM because of the focused beam [64]. The procedure to determine the overall
resolution is not well-defined for tomograms created by electron tomography [55].
To avoid switching coordinate systems, I generally use the coordinate system implied
by the aligned image stack, i.e. that of the reconstruction. There, the x-axis is perpen-
dicular to the rotation and optical axis. The y-axis is in the direction of the rotation
axis and the z-axis approximately in the opposite beam-direction (see e.g. Fig. 4.5).
Assuming perfect alignment, the resolution along the rotation axis (y-axis) δy is equal to
the resolution in the original micrographs δ (e.g. TEM images) [123; 55]. The resolution
in the direction perpendicular to the rotation and optical axis (x-axis) is determined
by the number of projections, N , and the diameter, D, of the reconstructed volume
(Crowther criterion, [36]):
11
δx = piD/N (2.1)
The resolution in the direction of the optical axis (z-axis) is further affected by the
‘missing wedge’ [141] and can be estimated from the maximum tilt angle α as fol-
lows [141]6):
δz = δx
√
α + sinα cosα
α− sinα cosα (2.2)
According to Friedrich et al. [55], resolutions better than predicted by the Crowther
criterion have been obtained but not understood. Reimer and Kohl [146] call eq. 2.1
a “rule of thumb”. Other measures for the quality of a tomogram, i.e. related to its
resolution, are outlined in the following sections.
Resolution estimation in 2D images
The resolution of a tomogram does not only depend on the reconstruction algorithm
used and the reconstruction artefacts introduced. First of all, the resolution in a
tomogram depends on the resolution of each individual image of the tilt series. The
resolution of 2D images can be determined in different ways.
One method is to check whether a structure of known dimensions is obviously resolved
in the 2D image (e.g. crystal lattice or biological structures such as cell molecules).
This is an object-dependent resolution estimation. An object-defined (gold lattice)
resolution for aberration-corrected TEM below 0.05 nm was reported by Freitag and
Kisielowski [54].
The Young’s fringe method is often used to determine the information limit of a
TEM [102; 54; 153; 154; 61; 50; 51]. Depending on the acceleration voltage, the Young’s
fringe method is not the best method [15]. The theoretical resolution limit or informa-
tion limit (of around 0.08 nm for the latest high-resolution TEMs, HRTEM, [15; 154])
is limited by the temporal coherence which depends on the energy spread of the elec-
tron source, the fluctuations of the accelerating voltage and the objective-lens current
fluctuations [15; 89]. Additionally, the information limit in a particular image is fur-
ther limited by the spatial coherence depending on the defocus chosen [89]. Methods
to estimate image resolution in 2D images are [104]: Fourier Ring Correlation (FRC),
Q-factor, S-factor, Spectral Signal-to-Noise Ratio (SSNR).
For amorphous samples, the resolution limit, taking into account chromatic aberration
and beam convergence, can be evaluated from a diffractogram obtained e.g. by FFT
(see [157, p. 8 and sec. 4.5.2.1, p. 163] or [40, sec. A12.3, p. 31ff]). This evaluation is
not related to the Young’s fringe method and is used in Fig. 2.1 and Fig. 4.4.
6) α in radians was used –although nowhere specified and surrounded by angle specifications in de-
grees [141; 52]– because the formula originates from an integral, see [141, App. A2]
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This variety of resolution estimation methods shows that there is no established cri-
terion that defines the actual resolution in a 2D image. Therefore, the same problem
exists in 3D images.
Depth of field
It should be noted that the resolution in 2D TEM images is also dependent on the
extent of the sample along the beam direction, i.e. the depth of field (DOF).7) As
stated by Vanhecke et al. [179, sec. 1.3, p. 315], it is possible to tilt the object and
record sharp projections at different tilt angles, since the entire object is always in
focus (due to the large depth of field). According to Ref. [179, sec. 4, p. 320], it is
striking that the high depth of field of electromagnetic lenses is exactly what makes
electron tomography possible in the first instance: the fact that the entire object is
always projected in focus.
Much of TEM theory assumes a weak-phase object (i.e. fulfilling the weak-phase object
approximation [146]) of a thickness (of a few nm) which generally lies within the DOF.
However, the latest TEMs, that achieve resolution limits in the sub-A˚ region, have
a DOF below 1 nm [21]. Anyway, when the object is rotated for TEM tomography,
the imaged region of the object may exceed the region of the DOF depending on
the chosen acquisition parameters [70]. The importance of the DOF concerning TEM
tomography can be realized when comparing parallel beam STEM tomography [22]
with a practically unlimited DOF and confocal STEM ‘tomography’ [70; 120] with a
DOF below 1 nm [21].
In the STEM mode operated with a convergent beam, the DOF is easily determined
by the convergence angle of the focused beam (see e.g. [22]). In the TEM mode,
the determination of the actual DOF is more complicated since it depends on the
collection angle, the magnification and the image resolution set by the pixel size of
the CCD chip (or the grain of photographic film) [146; 185; 148]. Furthermore, under
different circumstances, the limiting angle is defined by the illumination aperture or by
the objective aperture [185]. Altogether, this is the reason why DOFs ranging from a
few nm to a few µm are reported [148; 179; 146; 185].
A formula given by Ref. [146; 185] to estimate the DOF is:
DOF < δs/α0 = δim/M/α0
Here, δs is the smallest distance that can be resolved in the specimen plane and δim in
the image plane. Since no defined objective aperture can be used during tomography in
the used TEM, the DOF for e.g. α0 > 50 mrad (largest objective aperture of the used
TEM) would be between 1.7 nm to 15 nm for the magnifications used in this study
(20 kX to 180 kX) and a detector pixel size of about 15 µm [57]. However, during
reconstruction only spatial frequencies up to the first minimum of the effective transfer
7) The depth of field (sometimes called depth of focus [146, sec. 4.4.4 p. 108]) must not be mistaken
by depth of image (sometimes also called depth of focus [185, sec. 6.7 p. 110]).
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function (eCTF) actually contribute to the tomogram. The minimum of the eCTF in
the presented studies lies around a spatial frequency of ν ≈ 0.1 A˚−1 (corresponding to a
directly interpretable 2D resolution of δs ≈ 10 A˚). The contribution of spatial frequen-
cies above this value can be neglected due to the rapidly changing oscillations of the
CTF within the defocus range covering the sample thickness. Therefore, the effective
collection half angle α0 can be estimated to α0 = arcsin(λν) ≈ 2.5 mrad for the inves-
tigations of this study. The resulting DOF evaluates to DOF < δs/α0 ≈ 400 nm. This
is about the thickness of the samples studied. Regions in the images of the tilt series
that exceed the DOF do not fulfil the projection criterion. The corresponding regions
in the reconstructed tomogram should therefore suffer from artefacts and resolution
loss.
Resolution estimation in 3D images
The resolution of the final tomographic reconstruction is not only dependent on the
aspects mentioned above concerning 2D resolution estimates and DOF but also on the
quality of alignment of the tilt series before reconstruction (see e.g. [25]), i.e. the reso-
lution δy cannot equal the resolution in the original micrographs δ if the misalignment
is larger than δ. This can easily happen since the specimen changes during data col-
lection due to beam damage. Consequently, the total electron dose used to record a
tilt series must be kept as low as possible (see e.g. [198]). This however decreases the
SNR and in turn limits the resolution in the tomogram due to noise.
Apart from using object-determined tomogram resolutions, as it is often possible for
biological samples (see e.g. [35]), there are correlation methods to gain a quality measure
expressed by a figure of merit (FOM) [25; 52; 107]. One of the most common method is
the Fourier shell correlation (FSC) [120; 177; 104]. FSC is described e.g. in Ref. [177]
and [104, p. 770]. It measures the normalised cross-correlation coefficient between two
reconstructions over corresponding shells in Fourier space (i.e., as a function of spatial
frequency). It is the generalization of the Fourier Ring Correlation (FRC) to 3D.
FSC and other methods such as e.g. DPR and SSNR (see Sec. 6.3 and App. A.2)
depend on a threshold criterion for the determination of the actual resolution. Many
different criteria are proposed and discussed (see, e.g. [177; 104; 52; 33]) but lead to
very different resolution estimates. These resolution estimates generally do not account
for the influence of reconstruction artefacts (as discussed in Sec. 6.3) which can have an
influence on analysis (see e.g. [90]). Apart from the missing wedge artefact, the tomo-
grams of the samples studied often suffered from streak artefacts [29; 14; 65] (also called
ray or fan artefacts [52; 120]) arising from materials with high attenuation coefficients
(e.g. ruthenium) [29] for each projection direction. The so-called ‘banana’ artefacts
(see e.g. [25]) originate from improper alignment and play no significant role when fidu-
cial markers are used [25; 52]; only the ‘remainder’ of the ‘banana’ artefacts. These are
cross like, i.e. two global directions in roughly each maximum tilt projection direction
(see e.g. [52; 111]). Changes of the sample during acquisition, e.g. contamination, lead
to artefacts as well.
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Specimen damage by electron irradiation
Since tomographic reconstruction builds on many images, any change of the sample
during acquisition of tilt series also influences the resolution of resulting tomograms.
Specimen damage by electron irradiation, i.e. beam damage, has different origins.
Most of the energy dissipated in energy losses is converted into heat [146, Chap. 11].
Hydrocarbon molecules condensed from the vacuum of the microscope or deposited on
the specimen during preparation and storage can form a contamination layer due to
cracking of the hydrocarbon into non-gaseous compounds that cross-link to the sam-
ple surface forming a carbon-rich, polymerized film [146, Sec. 11.4]. In competition
with this contamination, reactions with activated, adsorbed H2O, O2 or N2 molecules
cause etching of carbonaceous material. Depending on specimen preparation, partial
pressures, specimen temperature, specimen surface structure and irradiation condi-
tions, growth of either sign (positive for contamination and negative for etching) may
prevail [146; 64]. The rise in specimen temperature and the extent of contaminated
regions can be limited by keeping the illuminated area small. However, when only a
small specimen area is irradiated, the hydrocarbon molecules are particularly likely to
diffuse on the specimen and be cracked and fixed by the electron beam [146; 64].
Chapter 3
Developed image filter and analyses
Tomographic data often contains so much information, due to the three dimensions,
that it is difficult to recognize all its properties. When a property is recognized it is
still a challenge to extract this information in a meaningful way since three dimensions
allow many degrees of freedom. My aim is to gain insight of the overall system the
tomogram represents. Therefore, I decided to average variations and express overall
properties by statistics. The faith in the interpretation of such statistics is dependent
on the number of statistical events. In order to achieve a high number of statistical
events in a reasonable time, e.g. to measure an individual property of many thousand
particles, the help of a computer is needed. However, the computer needs to be told how
to evaluate the given data. Therefore, my work was to define for the computer how to
analyse the tomographic data. I only give a detailed description of three of the approx.
60 programs, that I created for the image processing of the data to achieve the results
presented, because these three represent/execute my ideas that are essential for the
further understanding of the analysis of the tomograms in Chap. 5.1) The description
comprises three main tasks (and an introduction to point densities on a sphere):
• Particle shape analysis achieved by fitting ellipsoids to individual particles to
analyse e.g. the deviation from spherical shape,
• Specialized watershed separation (that is optimized with respect to the reduction
of subjective influences) to split particles at defined connections,
• Fully automated facet analysis for multiple particles in tomographic datasets to
characterize particles by the orientations and sizes of their facets.
Theses programs were designed for the applications described in Chap. 5. Three exam-
ple applications of the facet analysis program on tomographic data from other methods
are presented at the end of this chapter. There is also a short introduction to the eval-
uation of weighted point densities restricted to the surface of a unit sphere, because
different solutions to this problem will be needed in the following text.
1) The other programs are not further described either because the task they full fill is described
elsewhere or because my achievement lies in the field of informatics; e.g. some programs had to be
optimized to use less virtual memory or to finish faster (i.e. within less than a year).
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3.1 Fitting ellipsoids to particles
In Sec. 5.3.4.3 ellipsoids are fitted to ruthenium particles to evaluate their deviation
from spherical shape. The procedure used to fit ellipsoids to particles is outlined below.
The program described in this section calculates parameters to define ellipsoids that
approximate each label (i.e. particle) of a 3D label image. A label image consists of
marked regions of the foreground of a binary image. A unique value is assigned to
each region by a given criterion (explained in more detail in App. A.1). The program
fits ellipsoids to labels such that they equal in volume and that the orientations and
the ratio of their main axes equal those of the label. Ellipsoids are a more general
approximation than spheres of equal volume and therefore can be used to evaluate the
orientations of the corresponding labels and their deviation from spherical symmetry.
Since ellipsoids represent a more general shape, additional parameters are necessary to
define an ellipsoid unambiguously. The moment of inertia as a tensor allows to calculate
these. The ellipsoid axes can then be scaled uniformly in all directions such that the
ellipsoid equals the particle in volume or surface area. I chose the volume because it is
less prone to error than the estimated surface area of the discrete representation (see
App. A.1). It is also a requisite for my definition of the quantity that I call ellipsoidity.
The task of this program, referred to as ellipsoid fitting, is to yield a list of values that
define the ‘fit-ellipsoid’ unambiguously for each label within an input image. This list
of values can then be used for further evaluations or to draw the fit-ellipsoids.
Moment of inertia and image moments
The components of the moment of inertia tensor for the label j can be determined in
discrete space using the following expression [132, p. 236]:
Ij =

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
No mass inhomogeneity within the label nor between different labels is regarded since
each foreground voxel is expected to represent the same material, therefore mi
!
= 1.
The summation is only over all the voxels of the label j, i.e. Nj: # of voxels of the
label, xi, yi, zi are the voxel coordinates relative to the centroid, ie particle centre.
After carrying out a principal axis transformation on Ij the eigenvectors point in the
direction of the ellipsoid axes and the eigenvalues (I˜xx; I˜yy; I˜zz) correspond to the axes
lengths as follows:
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a=̂
√
5
2
I˜yy + I˜zz − I˜xx; b=̂
√
5
2
I˜zz + I˜xx − I˜yy; c=̂
√
5
2
I˜xx + I˜yy − I˜zz
In image analysis the so called ‘image moments’ are used for these calculations [101;
136]. The zero order moment equals the number of voxels Nj that make up the label
j which is the same as its voxel volume. The normalized image moments of first
order yield the centroid ~c = 1
N
∑N
i=1 ~ri which can be regarded as the centre of mass of
the label. The normalized second order (cross) moments correspond to the entries in
Ij [101; 136].
With theses values2) it is now possible to create meshes representing the ellipsoids.
A (3D) mesh –comparable to 2D vector graphics– consists of points, edges (connected
points) and flat polygons (connected edges, often triangles) that define a discrete surface
not bound to a grid (contrary to the voxel image representation). These mesh ellipsoids
translated by their centroids yield a construct as shown in Fig. 5.25.
Sphericity and Ellipsoidity
The sphericity is a measure for the deviation of particles from spherical symmetry. In
image analysis, it is often defined as cp = 6
√
pi V/S3/2, cp ∈ [0; 1] and has no unit.3)
For a sphere cp = 1 and for any other shape cp < 1 since a sphere is the shape with the
highest volume enclosed by the smallest surface.
Analogously, I introduced the ‘ellipsoidity’ as a measure for the degree of deviation of
particles from an ellipsoidal shape to quantify how well each fit-ellipsoid approximates
its particle. I defined the ellipsoidity η as the ratio of the surface area of the fit-
ellipsoid Ae to the surface area of the corresponding label (often representing particles)
Ap: η = Ae/Ap. This relation only makes sense if both have the same volume, Ve = Vp.
The surface Ae can be easily calculated e.g. from the mesh of the ellipsoid used for
visualization by adding up the polygon areas. The error in this estimation of Ae is
neglectable compared to the error of Ap and Vp. I will use the ellipsoidity under the
assumption that the following statement holds: The ellipsoidity η = Ae/Ap equals
unity for an object that already resembles an ellipsoid, Ap = Ae. However, a label, i.e.
a voxel object, can never be an ellipsoid because of the discrete nature of the voxel
representation. A deviation of the label from ellipsoidal shape increases the surface
area, Ap > Ae. Therefore, η decreases as the shape of the label deviates from an
ellipsoid.4)
2) At the time, ITK [2] with the contribution of Lehmann [101]; Padfield and Miller [136] was the only
reliable tool to gain access to these values. The quantification pack of Avizo gave completely wrong
values and MAVI was not able to calculate these values at all.
3) The sphericity can also be defined differently: let γ = 36piV 2/S3 then the sphericity can be defined
as Ψ = 3
√
γ [180] or as cp =
√
γ [99]; γ, Ψ, cp ∈ [0; 1] and γ = Ψ = cp = 1 for a sphere.
4) My definition of ellipsoidity (not ellipticity) might not be an unambiguous characterization quantity.
However, under the given conditions, i.e. the surface is a manifold and closed, I could not find any
counterexample.
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Figure 3.1: Particles badly approximated by their fit-ellipsoids
Two example particles that are badly approximated by their fit-ellipsoids, η ≈ 0.62 and η ≈ 0.24
respectively (see also Fig. 5.19). The ellipsoids shown are created as described in 3.1. A watershed se-
paration splits the particle at constrictions. The resulting particles are then much better approximated
by ellipsoids (see Fig. 3.2).
3.2 Watershed separation of particles
A common problem when dealing with datasets containing multiple particles is that
two or more particles are connected in the binary image representation although they
should be treated separately during an analysis due to additional knowledge about the
system. For example, the creation of a label image for ellipsoid fitting: If the criterion
for label creation consists of only the interconnectivity of foreground voxels, multiple
connected particles are identified as one single label. This leads to ‘ginger’ shaped
labels that are badly approximated by ellipsoids (Fig. 3.1 and Fig. A.6). The connection
between particles can originate from inappropriate thresholding, insufficient resolution,
reconstruction artefacts or a ‘gluing’ of the particles during the sample preparation.
Therefore, prior knowledge is necessary to define if and where these connections should
be separated.
In the particular case of ruthenium particles (Chap. 5), the origin for the ‘gluing’ (in
the sense of spatial connection by the same virtual ‘material’) of particles is unclear.
Reconstruction artefacts are definitely involved and are dominant –concerning the ‘glu-
ing’ of ruthenium particles– in WBP and SIRT reconstructions of the samples. Even
though the DIRECTT reconstruction has a better spatial resolution than WBP or
SIRT there still seem to be particles ‘glued’ together if they are very close to each
other (Fig. 3.1). Considering crystallographic intergrowth or an actual ‘gluing’ during
the preparation procedures, the connection of particles is real. However, the crystalline
ruthenium particles are expected to be fragments of hexagonal bipyramids [45; 131]
that appear spherical or more generally ellipsoidal if the spatial resolution is insuffi-
cient to image the crystal facets. Therefore, a watershed separation was applied to the
binary image of the ruthenium segment to separate the particles where they were most
likely intergrown or ‘glued’. Such positions can be identified by constrictions, often
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referred to as concavities5), but not any constriction should lead to a separation.
The watershed separation is a well known technique to separate connected particles in
image analysis. The basic idea is to calculate a distance map of the binary image inside
the segment in which separations should take place. Then a watershed transformation
(see App. A.1 for the explanation of the difference between watershed separation and
transformation) is done on this distance map [18, sec. 8.1]. Therefore, the watershed
separation is a filter chain (for more details on the definitions see App. A.1). Its output
result is generally a label image.
However, this technique can only yield completely convex labels and therefore is only
appropriate if the separated particles are all expected to be convex. Should the dataset
contain particles that are supposed to have constrictions, then common watershed
separations lead to unwanted separations often referred to as over-segmentation [162;
76; 52]. This is also the case for the ruthenium particles. They should only be separated
at significant constrictions, not at constrictions below the resolution limit.
3.2.1 Controlling over- and under-segmentation
Over-segmentation can be controlled by parameters of additional filters inserted in the
filter chain or modified watershed transformation algorithms ([18; 25] and [129, sec. II.5,
p. 2588 f.]), e.g. minimal depth or size of the surface of a pool (for a detailed description
see App. A.1). It should be pointed out that pools are one dimension higher than the
(labelled) region they mark, which is basically the surface of the pool, the depth/height
being perpendicular to the surface. Therefore, the pools of a watershed transformation
of a 3D grey scale image are 4D and their 3D ‘surface’ marks a 3D region in the grey
scale image. The parameters are constrictions that make the resulting labels reach up
to a defined extent. However, under-segmentation can now occur depending on the
(manually) chosen parameters. Therefore, the filter parameters should be calculated
from general properties of the input image, e.g. its resolution, to avoid trial-and-error
optimization of the degree of segmentation.
Additional filter parameters often introduce further case-to-case decisions. I tried to
create a filter chain which depends on as few subjective parameters as possible. For
this, I introduced a second distance map into the filter chain which allowed me to
calculate the additional parameters from a set of basic parameters. I was able to relate
these basic parameters to general properties of the input data: The minimum distance
necessary to separate two points (separation error) and the position uncertainty of an
edge (edge error) which both relate to the resolution limit. The remaining parameters
(e.g. voxel connectivity, introduction of watershed walls, described in Sec. 4.3 and
App. A.1) have little influence on the result and can be chosen to suite the needs of
further image processing.
5) Mu¨nch et al. [129] use the word concavity. However, constriction better describes the condition for
the watershed separation presented here: E.g. arrow A in Fig. 3.2b) marks a constriction whereas
arrow B marks only a concavity which is therefore not separated.
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The separation error is determined from the minimal distance6) between two particles
to be regarded as separated. The edge error arises from the uncertainty of the position
of an edge (2D) or surface (3D, i.e. transition from ruthenium to carbon or vacuum).
There is a lower limit for the separation and the edge error, introduced when changing
from real space to discrete (digital) space.
The uncertainty introduced by discretization of an edge in a binary image is at least the
size of a pixel. This adds up to the uncertainties that are introduced through the limited
resolution of the tomogram and artefacts introduced by the reconstruction algorithm
which lead to an uncertainty of the threshold position for the binarization [91; 92]. The
minimum distance to distinguish two particles in discrete space is at least twice the
pixel size since there has to be one background pixel between two foreground pixel. This
consideration requires a definition of ‘between’ which is provided by the mathematical
concept of connectivity.
The two errors relate to two different constraints on the watershed separation:
Firstly, the edge error value corresponds to a minimum degree of constriction that must
be reached to initiate separation.
Secondly, the separation error corresponds to the minimum distance between two par-
ticle centres such that the program separates them.
These two constraints prevent over- and under-segmentation. This filter chain not only
separates the ruthenium particles appropriately but also combines them in a single
label if they are so close to each other that they cannot be distinguished within the
error limits.
Fig. 3.2 shows the 3D watershed separation result of the ‘ginger-like’ particle from
Fig. 3.1 and the fit-ellipsoids of the separated particles. The orange particle (see arrow
B in Fig. 3.2a) is not separated although it seems to have an obvious constriction.
This illusion is caused by the analysis of the constriction only in 2D (because the
picture is a projection). Viewing the same particle from the right (Fig. 3.2b) shows
no sufficiently pronounced constriction considering an edge error of 2. Since only the
shortest distance in any 3D-direction is recorded in the distance map there exists no
minimum right of arrow B in Fig. 3.2b that could initiate a separation in this case. On
the contrary, the position marked by arrow A has a sufficient pronounced constriction
in Fig. 3.2a and Fig. 3.2b.7)
6) It is important to remember that the maximum value of the distance map between two particle
centres corresponds to only half the distance that separates them!
7) Making the computer evaluate here as a human does would be very complicated. The computer
would first need to recognize the shape of the particle. Depending on the shape it would need to
find distinct projection directions in which a 2D watershed separation would separate the particle.
Finally it would need to decide depending on all distinct projection directions whether there should
be a separation in 3D or not.
This shows a controversy: Would there be a constriction at arrow B in Fig. 3.2a but a broadening
at arrow B in Fig. 3.2b then a separation in 3D would even seem inappropriate for a human. This
decision problem does not arise in the 3D watershed separation the computer does.
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Figure 3.2: 3D watershed separation
The result of the watershed separation (top images, b) shows a) seen from the right) with a second
distance map is demonstrated on a ‘ginger-shaped’ particle. An edge error of 2 and a separation
error of 6 were assumed The fitting ellipsoids before (c) and after (d) the watershed separation are
rendered in the bottom images. The ellipsoidal approximation of the particles is obviously much better
after watershed separation (quantified in Sec. 5.3.4.4). The meaning of the colours of the ellipsoids is
explained in Sec. 5.3.4.3.
3.2.2 Watershed separation with an additional distance map
In this section I describe how the additional distance map mentioned above is incor-
porated into the filter chain of the watershed separation. The additional distance map
introduces an additional separation criterion which is related to the separation error
and is described below.
First, a Signed Danielson Distance Map8) (SDDM, [76, sec. 6.8, p. 216 ff] and [162; 39],
see Fig. 3.3.b) is generated from the ruthenium binary image (Fig. 3.3.a). A signed
distance map is used to regard not only the distances inside particles but also distances
between particles (which correspond to outside, i.e. positive distances in the SDDM,
see Fig. 3.3.f). The local minima9) of this map are then filled to a specified height
h1. Height here corresponds to a difference in the intensity value of different voxels.
8) There are more exact and more efficient implementations available now to generate a distance map
(e.g. [17, sec. 4.2 p. 5]), but the accuracy of the SDDM (yielding floating point values of approx.
Euclidean distances) seemed sufficient in this case and therefore the evaluation was not redone.
9) The evaluation of local minima needs a connectivity definition (i.e. 4|8 or 6|26, see Sec. 4.3).
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This height relates to half the edge error and the filling prevents over-segmentation
otherwise caused by insignificant or uncertain constrictions.
However, multiple significant constrictions can appear close to each other. To avoid
over-segmentation in these cases, a second Danielson Distance Map (DDM) is generated
from the previously evaluated local minima (Fig. 3.3.c). Again, the minima of this DDM
are filled up to a specified height h2. This combines particle centres that are closer to
each other than half the separation error.
The remaining local minima are labelled (Fig. 3.3.d) according to a defined connec-
tivity (i.e. 4|8 or 6|26). These labels then serve as markers (wells) for the watershed
transformation on the SDDM (Fig. 3.3.e). Finally, the resulting labels are masked by
the ruthenium binary image (Fig. 3.3.f). The whole procedure is referred to as the
watershed separation in the rest of the text.
3.3 Local weighted point densities on a sphere
The evaluation of Local Weighted Point Densities (LWPD) of N points on the surface
of a sphere (see e.g. Fig. 3.4a) is needed in four different applications of my thesis (first
in the next section):
1. The facet analysis 3.4.1
2. The shape analysis 5.3.4.3
3. The global orientation analysis 5.3.4.5
4. The local orientation analysis 5.3.6.2
I found three different methods for the evaluation of LWPD, which are described in the
sections where they are used such that the direct application eases the understanding.
A short description of each method with its advantages and disadvantages follows to
make it easier to understand why a single method is not appropriate for all applications.
Figure 3.3: Watershed separation with an additional distance map in 2D
Intermediate images from the watershed separation filter chain of a 2D example. The parameters are:
h1= 2, h2= 3, always 8-connectivity, no walls.
a: binarized image of some blobs with constrictions.
b: SDDM of a), see f) for the distinction of positive and negative regions.
c: DDM of the local minima of b) filled up to a specific height h1.
d: Labelled local minima of c) filled up to a specific height h2.
e: Watershed transformation of d) overlaid by the blob mask a).
f: SDDM overlaid with the final masked watershed transformation to visualize the inner (-, coloured)
and outer (+, grey) parts of the SDDM.
Although α and β do not differ in shape α is assigned the same label as γ because the distance
between their centres is less than 6.
The blobs λ, η, µ, ν are not separated into sub-parts because their constrictions are not sufficient
pronounced considering an edge error of 4, the constriction between κ and λ however is.
The blob ξ is not separated although there are two centres because the labelling assumed 8-
connectivity and the centres are just about 6 pixel apart.
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Figure 3.4: Weighted point densities evaluated by local sphere sampling
Figure visualizing the evaluation of the Local Weighted Point Density (LWPD) by local sphere
sampling (LSS). The point density distribution used here for demonstration is taken from the
intermediate state of the facet analysis of the smoothed particle from Fig. 3.5. The computation time
of LSS is proportional to N2; N being the total number of points, in this case 3944; one point for
each triangle normal.
a: Point distribution on the unit sphere. The colouring of a point P is according to the sum of the
weights of the other points found within a local sphere (r < 1) centred at P. (The colour bar was
chosen such that a relative facet size above 1/8 would be red.)
b: Equirectangular projection of a), angles in radians.
c: b) plotted with colour values as heights to visualize the distinct peaks and the low background.
d: b) converted into a field depiction by averaging the LWPDs of points lying in the same field.
1. Gaussian Splatter (GS, as described in 3.4.1 4.)) is best for the facet analysis
since its computation effort is proportional only to the number of points N (not
N2) and it accounts for the uncertainties of the orientations (i.e. the positions of
the points on the sphere).
2. Projection of the Points into a Plane (PPP, as described in 5.3.4.3) can be
used if the point distribution on the sphere is limited to a region whose boundaries
align with the fields of a 2D histogram after a projection (i.e. a spherical triangle).
The use of this method is only reasonable if the distortion introduced by the
projection is negligible for the projected region. The computation effort is again
proportional to N .
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3. Local Sphere Sampling (LSS, as described in Sec. 5.3.4.5) yields the exact
LWPD within a solid angle. However, the computation time is proportional to
N2. After the evaluation of the LWPD on the sphere the points can be projected
into a plane for further analysis and unambiguous visualization (Fig. 3.4).
The important difference between PPP and LSS is that in PPP the projection is done
before evaluation of the point density in contrast to LSS which evaluates first and
then projects. Also, PPP evaluates the density within squares (generalized to paral-
lelograms) whereas LSS evaluates within a solid angle. Only for PPP the sum of all
calculated LWPDs equals the sum of all weights, because the histogram fields do not
overlap, contrary to GS and LSS.
3.4 Facets of particles
Crystalline particles are mostly faceted. These facets are ideally plane faces. However,
due to discretization the digital representations are generally uneven to some degree.
The problem of defining a measure for the degree of roughness and the threshold for a
nearly even surface to be regarded as a facet is described further on. During formation
of a crystal, it grows faster on some facets depending on the corresponding lattice
orientation. In some cases the relative surface areas of facets (in regard to the total
surface) change during growth, some facets even vanish. Therefore, the orientations
and (relative) sizes of facets can give information about the growth state of a crystal.
Nucleation induced by impurities or along edges often leads to imperfect crystal growth.
Imperfect crystals exhibit very irregular growth and distortion resulting in seemingly
unfaceted regions if the resolution of the imaging technique is insufficient to reveal
the fine facettation. I refer to this effect with the term ‘degree of facettation’. The
classification of the crystal shape depending on the actual facet orientations is expressed
by the term ‘type of facettation’.
Different facet orientations also have different catalytic properties (see Sec. 6.2. To im-
prove catalysts, it is therefore important to investigate possible influences of differently
formed facets and their sizes. Beside chemical characterization, electron tomography
can be used to directly analyse the degree and type of facettation.
The most common evaluation of facets of digital representations is the manual deter-
mination of angles of a few selected particles (e.g. [151; 62]). This procedure leads to
a subjective selection of ‘good’ particles. The manual determination of angles between
nearly even faces in 3D by a 2D projection is prone to error and manual measurement
of the surface area of nearly even facet is even more difficult.
The motivation to develop this facet analysis originated from the idea of checking the
ruthenium particle datasets for existence of facets which play an important role during
catalysis. Particular interest lay in samples with ruthenium particles on the outside of
the support where the ruthenium crystals could grow unhindered during production.
However, the few particles checked manually did not show distinct facets. They either
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were actually not faceted because of their small size, as it is known for some nano
clusters10), or the resolution of the reconstructions was too low to reveal the facets. The
only way to search for facettation was to check all approximately 9000 particles. To
achieve this, automation was needed. The developed facet analysis program (referred
to as ‘the facet analysis’) differs in that it is fully automated, versatile and extendible.
Other programs, concerning facet, orientation or structure analyses, represent computer
aided analysis with user interaction often designed for very specific problems [38; 77;
156]. The facet analysis described below is applicable to any tomographic dataset (see
‘Application examples of the facet analysis’ 3.4.2) and runs without the need of any
user interaction. The results of the analysis for ruthenium particles are presented in
5.3.4.6.
I developed the software using the ITK [2] and VTK [3] libraries in conjunction with
octave [5]. It avoids user interaction and allows statistics of many particles to be gath-
ered. A polygon mesh that resembles the original particle shape is created from a
voxel representation for each label of a tomographic dataset. Then, the surface normal
orientation of each polygon of the mesh is calculated. The surface normal vector is
regarded as a normalized point vector whose tip lies on the unit sphere. Depending
on the degree of facettation of the label, the local density of the point distribution will
vary (see for example Fig. 3.4.a). A surface region of the label mesh consisting of many
similar aligned triangles will lead to a maximum in the local point density (visualized
by the colour gradient in Fig. 3.4). The next step defines an extent around each lo-
cal maximum to identify the points close to the maximum. Such a region around the
maximum is necessary since most facets will be uneven due to the former discretization
causing a spread of the points around the maximum density (visible in Fig. 3.4.b). The
spread of points can be regarded as an uncertainty in the evaluated orientation of the
facet. This uncertainty arises from the error in the tomographic reconstruction, the
introduction of artefacts and through the smoothing of the mesh. However, smoothing
is necessary because of the discrete nature of the tomogram and will be described in
the following section. The facet analysis program that performs the evaluation takes
a label image as input and outputs a list of facet characteristics and a mesh with the
identified facets for each label.
The exemplary particle used for the demonstration of the stages of the analysis is taken
from a 3D dataset created by Focused Ion Beam (FIB) slicing. The sample consists of
spinel crystals (MgAl2O4) whose composition might vary. As the analysis will reveal
later (Sec. 3.4.2.1), the example particle has not the most typical shape of spinel crystals
which is an octahedron. Until then, I will still refer to the shape as an ‘octahedron’
instead of the more generalized ‘fractions of an asymmetric square bipyramid’.
After the outline of the facet analysis method a few applications examples from different
fields of image analysis are presented that demonstrate strengths and limitations of the
method and show its application on general tomographic datasets.
10)Private communication with S. Fiechter
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Figure 3.5: Marching cubes mesh: raw and smoothed
The left image shows an unmodified (raw) marching-cubes-sruface (of a spinel particle). The same
mesh but smoothed by a windowed sinc filter (20 iterations) is rendered in the right image. The
triangle sizes differ but the surface discretization is reduced and the overall shape is better visible.
3.4.1 Facet detection and analysis
The following sections describe the processing steps in the facet detection and analysis
program. An image containing labelled particles (see A.1) is assumed as the starting
point. The whole process is subdivided in the following three sections:
• Preprocessing
• Facet detection
• Facet analysis
Preprocessing
1.) Mesh creation A mesh of each label is created by the marching-cubes algorithm11)
(described in Ref. [106] and [155, p. 166-171] and discussed in Sec. 6.2). The resulting
mesh (or surface) consists only of triangles of similar sizes (left image in Fig. 3.5). In
3D, there can only be 26 orientations according to the 26 different nearest neighbours
of a voxel.
2.) Smoothing The marching-cubes-surface needs to be smoothed to adjust the ori-
entation of the triangles to be also related to neighbours further away. This is done by
a windowed sinc smoothing filter ([170], recommended by B. Lorensen) that adjusts the
vertices to relax the surface mesh. This process leads to quasi-continuous orientations
and transforms regions with periodic steps into areas that are nearly flat (right image
in Fig. 3.5, compare analysis of smoothed: Fig. 3.4 and raw: Fig. A.11). The remaining
roughness is accounted for by the orientation uncertainty that the further evaluation
considers.
3.) Area and normal calculation The last preprocessing step is to calculate the
area and the orientation of the surface normal of each triangle [119; 58] [155, p. 340 f].
11)A better choice might be the algorithm of Mueller [127] (which was not available at the time).
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Additive Gaussian splats,
volume rendered as a pair
of stereo images. The
grey values are mapped
to a hue colour map
to visualize the seven
dense regions. Each of
these represents a possi-
ble facet of the particle,
its position corresponds
to the facet orientation.
The upper right dense re-
gion has an extension to-
wards the missing 8th po-
sition.
Figure 3.6: Facet probability distribution of the spinel particle (Fig. 3.5)
Facet detection
The detection of facets can be realized by an evaluation of a weighted point density
distribution on a unit sphere (as described in 3.3). The best method for facet detection
of those mentioned in Sec. 3.3 is the ‘Gaussian Splat’ (GS) method –a discretized
kernel density plot (see [178, sec. 3.1, p. 207], [172] extended to 3D)– since it is very
computation efficient and accounts for uncertainties in the point positions.
4.) The Gaussian splat method 3D Gaussian splats are summed up at each point on
the unit sphere to create a facet probability distribution, see Fig. 3.6. A Gaussian splat
is a discrete sampled Gaussian probability distribution function w · exp( |r−p|2
2σ2
) up to a
limiting radius R [155, p. 355 ff]. The contribution of each splat is added to the previous
result. A Gaussian distribution was chosen since it accounts appropriately for the
uncertainty of the calculated orientation. This orientation uncertainty is represented
by the standard deviation σ of the distribution function.
The angular uncertainty of the orientation ∆α relates to σ (the parametric bandwidth):
σ = sin(∆α/180 · pi). I chose ∆α and not σ as an input parameter to the filter since
∆α is the more intuitive property which can be easier estimated for a given dataset.
Each splat is weighted by the corresponding relative triangle area w such that the
maximum of the Gaussian function has the value of the relative weight. The relative
weight w is the ratio of the triangle area to the total area of all triangles of the particle.
Weighting ensures that facets consisting of only a few but big triangles leads to the
same result as a subdivided version of this mesh.
The limiting radius R was chosen to be as big as 2σ. Approximately 95% of the overall
probability of the Gaussian function is covered up to this distance.12).
12)3σ would cover even 99% but the increase in accuracy comes with a high increase in computation
time. Tests showed that a sampling radius of 2σ is sufficient for the analysed tomograms and
results in a reasonable computation time: 2565 particles in a tomogram of size 1350x950x660 with
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Figure 3.7:
Local minima regions
Explanatory images for a filter that
marks the regions that belong to each
distinct local minimum of a grey-level
image. The left image shows an ex-
emplary 2D input image. The right
image visualizes the regions that be-
long to a distinct local minimum.
All grey values that are lower than
the value of the lowest adjacent sad-
dle point are covered by the labelled
regions.
5.) Inversion of the 3D probability distribution The resulting image of the splat-
ter process (Fig. 3.6) resembles a 3D probability distribution. For the further evaluation
of the regions of its local maxima it has to be inverted such that the maxima become
minima. Then the regions of high probability density can be found by a specialized
watershed segmentation.
6.) Identification of local minima The local minima have to be identified. Only
those that have at least a depth of D are considered to discard insignificant minima.
The constraint D corresponds to a minimum amount of similar oriented triangles that
are necessary to form what is later regarded as a facet. This can be seen as a minimum
relative size that a possible facet has to have to actually be regarded as a facet.
7.) Definition of the extent of local minima A vicinity to each local minimum
has to be constructed. Triangle orientations lying within this vicinity will be regarded
as part of the facet.
Constructing this vicinity is a delicate problem. One simple solution is to apply a
watershed filter on the distribution image with pools originating from the identified
local minima. This way each triangle is assigned to a facet. There will be no unfaceted
areas because the pools and the dams grow until all space is flooded (left image in
Fig. 3.8). However, in most cases a classification is needed that divides the particle
into faceted and unfaceted regions.
One possibility to define distinct areas that do not extend over all space is to stop the
pools from rising further at the point when a dam would be introduced. In 2D this
corresponds to the problem of finding the extent of a local minimum up to the lowest
surrounding saddle point. This is illustrated in Fig. 3.7. According to Richard Beare13)
this cannot be achieved by a combination of standard operations but only by a modified
watershed algorithm or with the concept of component trees (see e.g. Ref. [100]).
Therefore, another approach was chosen to define a distinct area, i.e. label, around
each minimum. The idea is to let the area reach up to the steepest gradient magnitude
an angle resolution of ≈ 1.13◦ (corresponding to a sample volume of 101x101x101 voxel) and an
angle uncertainty of 10◦ (corresponding to a radius of ≈ 30 pixel) were analysed within a day
13)ITK mailing list communications
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2D slices from 3D watershed filter re-
sults. The label originate from local
minima of the Gaussian splat image
(Fig. 3.6). The left image shows the re-
sult of an unrestricted watershed filter in-
troducing a wall (black), the right image
the output of a restricted watershed filter
(the wall is allowed to grow as well).
Figure 3.8: Unrestricted and restricted watershed filter
of the basin, i.e. grey scale valley containing the minimum.14) This can be achieved
by using the result of the watershed filter described above and a second watershed
transformation. An algorithm that introduces walls [18; 118] has to be used in the first
run, left image of Fig. 3.8. This wall is then used as a marker from which an additional
pool originates in the second watershed transformation. The second transformation
is applied to the gradient image of the distribution. The resulting labels then only
extend up to the steepest gradient and can be used as markers in a third watershed
transformation applied to the second derivative of the distribution image. The result,
right image of Fig. 3.8 and Fig. 3.9, are labelled areas that are bigger than those of
the second watershed result (not shown). The regions/label now extend as far as the
maximum curvature of the local distribution function that lies farther away from a
local minimum than the steepest gradient. This idea is from Beare and Lehmann [18,
8.2 page 21].
The resulting labels identify the extent of the facets and the number of labels corre-
sponds to the amount of facets the particle has considering:
• The angular uncertainty of the surface normal orientation,
• The minimum amount of triangles a facet has to have,
• The angular resolution of the probability distribution.
Facet analysis
Now that the facets are detected they can be analysed in respect to these properties:
• Size of each facet (relative and absolute),
• Orientation of each facet,
• Angle between any two facet normals of a label (interplanar angles),
• Angle weight depending on the sizes of the two corresponding facets.
8.) Construction of the facet labels The point of each surface normal vector on the
unit sphere is sampled into an empty 3D image (all values 0) with the same dimensions
14)This allows the extents of a label to vary in size which is important to identify very flat facets
(small extend) and rough facets (large extend). Just using a local sphere of a fixed radius as the
extent, positioned at each local maximum in the probability distribution, leads to inappropriate
facet detections and to a wrong analysis.
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A pair of stereo images
visualizing the detected
maxima regions from the
facet probability distribu-
tion shown in Fig. 3.6
by a restricted water-
shed filter (right image
of Fig. 3.8). The slice
shown in the left image of
Fig. 3.8 is rendered at its
actual position.
Figure 3.9: Detected facet regions from the facet probability distribution
A pair of stereo images
showing the sampled tri-
angle orientation points
on the unit sphere within
the labels of Fig. 3.9. The
grey values, correspond-
ing to the additive point
weights w, are mapped to
a hue colour map to visu-
alize the dominant orien-
tation within a facet.
Figure 3.10: Triangle orientation points sampled within the detected facet labels
as the probability distribution image. This is achieved by assigning the voxel closest
to the point position a grey value relating to the relative area of the corresponding
triangle. The grey value is the same as the weight w used in the Gaussian splatter
process. Again, each point contribution is added to the previous result, see Fig. 3.10.
9.) Analysing the labels The result is passed to a label analyser [101]. The labels
are the result of the facet detection described above. The analyser sums up all voxel
values within a label. This yields the relative size of the facet. The analyser also
computes the centroid which is regarded as the orientation of the corresponding facet.
The centroid seems to be an appropriate estimate of the facet orientation since it
ensures that larger areas of the face with the same orientation have a higher influence
on the orientation than smaller areas with slightly different orientation.15) The centroid
is a 3D point vector and in most cases does not lie on the unit sphere because it is an
average of points on a curved surface, e.g. an even distribution of points on the whole
unit sphere would lead to a zero vector since the centroid would lie at the origin. The
more dispersed points the centroid averages the farther it will be away from the surface
of the unit sphere. Therefore the inverse length of the centroid vector can be used as
a measure of how dispersed the points of a label are and hence how distinct a facet is.
15)Other possible values for the facet orientation could be the unweighed centroid or the value of the
maximum of the label.
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10.) Calculation of the interplanar angles A list of all the angles between any
two facet normals (facet angle) can now be computed. These angles are often called
interplanar angles although the angles do not lie between two planes but between the
normals of two planes. A weight can be assigned to each angle which characterizes the
balance in size of the two corresponding facets. I chose the harmonic mean of the two
relative facet sizes as weight because this is the smallest of the Pythagorean means for
two different values. This seems to be an appropriate weight for an angle between the
normals of a very big facet and a very small facet.
11.) Kernel density plot The list of angles can then be plotted as a frequency dis-
tribution of occurring interplanar angles either weighted or unweighted (see Fig. 3.12).
A 1D kernel density plot ([79, sec. 13.2.2, p. 258] and [172]) accounts best for the angle
uncertainty since it is the equivalence of the Gaussian splatter in 3D, i.e. the sum of
overlapping 1D Gaussian functions. The variance of the Gaussian functions (also called
the parametric bandwidth of the kernel) can be chosen to reflect the angle uncertainty
of the facet analysis.
12.) Visualization The result of the analysis can be used to colour the triangles of
the mesh according to the facet label they belong. If the analysis distinguished faceted
and unfaceted regions (i.e. double or triple watershed instead of single watershed, see
point 7.)), I rendered unfaceted regions grey (see Fig. 3.11). A colouring according to
the four-colour theorem16), which also holds for many none flat 2D surfaces [183], was
not implemented. Instead, a colour lookup table (LUT) with 10 colours is used such
that a colour repetition only appears on particles with more than 10 facets.
16)The four-colour theorem [9; 10] states that any map in a 2D plane can be coloured, using only
four different colours, in such a way that regions sharing a common boundary (other than a single
point) do not share the same colour.
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3.4.2 Application examples of the facet analysis
In the following sections three exemplary applications of the described facet analysis
(referred to as ‘the facet analysis’) are presented. First, the analysis results of the
exemplary particle from Sec. 3.4.1 is given. This is followed by a demonstration of
filtering particles according to the properties of their facets. Finally, the facet analysis
is used to characterize dominant orientations of magnetic domain walls.
3.4.2.1 Determination of crystal geometry by interplanar angles
It is possible to conclude about the geometry of a crystal if the angles between its facet
normals (interplanar angles) are known. Since the developed facet analysis gives access
to these angles for all analysed labels, in this case single particles which are mostly
distorted crystals, statistics about the angles can be collected. This can be plotted as a
histogram from which predominant interplanar angles can be found. These angles can
then be related to the crystal structure. Although not all interplanar angles might be
exact, the strength of this method is to analyse thousands of particles which creates a
statistic, within which these discrepancies are not significant.
Also a single particle facet analysis can be meaningful if the resolution of the tomo-
graphic data is high enough to reveal not only shape but also facets. Taking the spinel
particle from Fig. 3.5 as an example: Its edges are only about 15 voxel long, but this
is already sufficient to form unambiguous facets. The material (spinel, cubic structure,
MgAl2O4) generally crystallizes as an octahedron formed by {1 1 1} facets. However,
the composition of particles may vary locally. This can lead to crystals of different
shape. The imperfect example particle has seven distinguishable disconnected facets.
On one side (left column in Fig. 3.11, [0 0 1] pointing up) it resembles a square pyramid
with an oriented intergrowth. One of the sides ((0 1 1) plane in the coordinate system
shown in Fig. 3.11) is distorted and can not be regarded as a facet. The other side
(left column in Fig. 3.11, [0 0 1] pointing down) can be idealized as an extruded square
pyramid or parallel intergrowth. Additionally, the particle has some unfaceted tail at-
tached to the distorted side. This might be faceted as well but the resolution of the
tomogram is not sufficient to resolve facets here.
The facet analysis on this particle yields the results which are visualized in Fig. 3.11
depending on the chosen filter parameter. These are described in the figure caption.
The connectivity of detected facets is not checked, which means, that facets of similar
orientation have the same label (e.g. green facet in rows 0-3). This is appropriate for
most applications.
All seven facets are detected for an angular uncertainty ∆α of up to 15◦ despite the
imperfection of the crystal. From 15◦ onwards, the roundness of the edges (originating
from the smoothing and the low resolution) causes detected facets to merge (Fig. 3.11,
row 3). At ∆α = 24◦ only the lower and upper part can still be distinguished, because
the roughness of the facets and the round corners cause all other facets to merge at
this high angular uncertainty.
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Figure caption on the opposite page
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Figure 3.12: Interplanar angle fre-
quency plot of a single label
The plot shows the frequency of the in-
terplanar angles α (the angle between the
normals of two facets) of the example par-
ticle from Fig. 3.5. The distinct peaks of
the kernel density plot (kh) correspond
well to the geometry of the particle. The
bar histogram (bh) enables the estima-
tion of the frequency ratios (see text). 0
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The interplanar angle statistic (obtained by the facet analysis with an angular uncer-
tainty of ∆α = 10◦) is plotted as an angle histogram in Fig. 3.12. There are only
21 angles (corresponding to seven facets) in this single particle analysis so the bar
histogram (bh) is very inexact. Nevertheless, the bar histogram allows the absolute
number of angles found in each range to be relate to the relative frequency, which
the kernel density histogram (kh) is related to. The kernel density plot is a more
appropriate displaying method (as described in 3.4.1 11.)). The variance σ of the
additive Gaussian functions can be adjusted to reflect the angular uncertainty used in
the facet analysis (in the plot σ = 4 =̂ FWHM ≈ 10◦). The peaks of kh in Fig. 3.12
do not match the expected 18 angles (considering only seven facets) between all adja-
cent {1 1 1} facets (namely 70.5◦). The three 180◦ angles for opposite faces are correct
but of little information. Therefore, the presented crystal has not the geometry of an
octahedron. Checking tables of cubic interplanar angles (e.g. [Tab. 3.8.5B 78, p. 120 f]
yields {1 1 0} planes with 60◦, 90◦, 120◦, 180◦, which fit the data. With the absolute
scale of the bar histogram it is now possible to estimate how often these angles occurred
(moving the bar centre of bh to the peak of kh):
Figure 3.11: Facet analysis results for different angle uncertainties
Image pairs visualizing the effect of different angle uncertainties (∆α) on the facet detection
of the spinel particle from Fig. 3.5 (shown from two sides). The mesh triangles belonging to
a facet are coloured according to their label. All mesh triangles not belonging to a facet are
grey. Facets are not checked for disconnections which causes the crystal inset to have the same
facet labels as the main crystal. The analysis was done with an angular resolution of about
1.13◦ (corresponding to a sample volume of 101x101x101 voxel) and a minimum facet size of 10
(except the first row 0). This means a facet is only detected if it has at least the area of about 10 pixel.
row 0 (∆α = 10◦): Only six facets are found if the minimum facet size is set to 50. The size of the
smallest facet (row 1: cyan) is about 40.
row 1 (∆α = 10◦): Seven facets are found. The facets are not extending up to the particle edges. This
is because of the roundness of the edges which was introduced by the smoothing.
row 2 (∆α = 14◦): The seven facets are now bigger in size because the higher angular uncertainty
allows to incorporate more triangle orientations towards the particle edges.
row 3 (∆α = 15◦): Two facets cannot be differentiated any more (magenta) at this angular uncertainty
and the smallest facet (row 1: cyan) is not detected any more (now grey).
row 4 (∆α = 24◦): The angular uncertainty is now so large that only the sharp edge of the jolted
octahedron suffices to distinguish two sides.
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interplanar angle α α measured # ideally # measured
] (1 0 1)(0 1 1) = 60◦ 62◦ 6 6
] (1 0 1)(1 0 1) = ] (1 0 1)(1 0 1) = 90◦ 88◦ 6 4
] (1 0 1)(0 1 1) = ] (1 0 1)(0 1 1) = 120◦ 118◦ 6 5
] (1 0 1)(1 0 1) = 180◦ 174◦ 3 3
Table 3.1: Interplanar angles for a single spinel particle (measured values are approx.)
The values of Tab. 3.1 match well considering the low resolution of the particle. This
means that the crystal evaluated here is not made up of {1 1 1} facets but of {1 1 0}
facets. It can be constructed from a rhombic dodecahedron (containing all {1 1 0} faces,
reported to appear naturally, see e.g. [3]) by removal of the (1 1 0), (1 1 0), (1 1 0) and
(1 1 0) faces followed by a shrinkage of the remaining faces until the surface is closed
again. This evaluation demonstrates how reliably the presented facet analysis is and
what a powerful tool it is to characterize any tomographic dataset containing faceted
labels.
It is possible that the seemingly round edges
(1 0 1)
(1 1 2)
(0 1 1)
(1 1 0)
(1 0 0) (0 1 1)
(1 0 1)
Figure 3.13: Bipyramid of {1 1 0} faces
Perfect construct of a {1 1 0}-bipyramid with-
in the {1 0 0} cube showing the idealized shape
of the particle from Fig. 3.11 with possible
facets replacing the {1 1 0}-edges.
might not be smoothing artefact but could
instead originate from very thin faces, see
Fig. 3.13. These would be {1 0 0} and {1 1 2}
faces, which are also reported to appear nat-
urally [3] and would replace the edges of
{1 1 0}. Their size would have to be below the
resolution limit because they are not obvious
in the mesh representation of the particle.
A minimum resolution for facet detection in
regard to voxel can be estimated by the fol-
lowing method: A facet has to have at least
an area of about 10 pixel for it to be reli-
ably detected.17) For comparison, the facets
of a 3x3x3 voxel cube have only an area of
about 1 pixel when meshed with the marching
cubes algorithm and smoothed with a win-
dowed sinc-filter. A 5x5x5 voxel cube is just
about big enough such that its facets are resolved if it is aligned with the coordinate
system. If that is not the case it needs to be slightly bigger (about 6x6x6) because the
faces will only become flat through the smoothing filter.
3.4.2.2 Filtering objects according to facet characteristics
The facet analysis filter characterizes every single label. Its results can be used to
filter out labels which do not fulfil a set criterion on any of the characteristics the facet
analysis yields. That is:
17)This suggests a value ≥ 10 for the minimum facet size parameter of the analysis filter.
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a2a1
a) b)
c) d)
d1
Figure 3.14: Labelled objects filtered according to their facet characteristics
Figure showing the effects of filtering the spinel particles according to different facet characteristics.
a: The result of the facet analysis of the separated and labeled particles. The facets are coloured
differently (not the separated particles).
b: Only labels with at least three facets per label.
c: Only labels with at least one facet bigger than 10% of the label surface and no facet above 40%.
d: Labels were removed which might have a facet originating from the FIB-slicing, i.e. labels that
have a facet whose z-component of the facet normal vector is larger in magnitude than 0.8. Since
this criterion was not additionally bound to the facet size it caused quite a few more labels to be
removed.
• Number of facets of each label,
• Size of each facet (relative and absolute),
• Orientation of each facet,
• Angle between any two facets of a label,
• Angle weight depending on the sizes of the two corresponding facets.
These can be used to check, e.g., if either faceted or unfaceted particles favour a special
position in the walls of metal foams, thereby either type might be more suitable to
stabilize foam walls during the foaming. This property filtering is demonstrated on the
spinel particles from the FIB dataset, see surface render in Fig. 3.14. The usual shape
of spinel crystals is octahedral. In this dataset the crystals often exhibit intergrowth or
distortions as the example particle in Fig. 3.11 (which is from this dataset, see arrow
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Figure 3.15: Interplanar angle
frequency plot of multiple labels
The plot shows the frequency of the
interplanar angles of multiple labels,
in this case the crystal particles from
Fig. 3.14. The distinct peaks of the
kernel density plot (kh) correspond
well to the most likely geometry for
spinel: An octahedron formed by
{1 1 1}. The bar histogram (bh) en-
ables the estimation of the frequency
ratios (see text). 0
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d1). They can even be fully distorted such that no distinct facets are formed. All these
types are visible in Fig. 3.14a. The particles were separated before the facet analysis.
The facets are coloured arbitrarily, as described in 3.4.1 12.). The rippled surface of
some facets is caused by alignment artefacts (see arrows a1). The facet orientation
uncertainty ∆α was chosen such that most facets are still detected despite this uneven
facet surface. In some cases, when the ripples are too pronounced, the actual facets
are broken up (see arrows a2). In Fig. 3.14b-d, labels were removed by the use of
successive filter criteria to demonstrate filtering based on facet analysis results. The
filter parameters were not optimized since this was done only for testing.
Fig. 3.15 shows the angle frequency plot for all particles from Fig. 3.14d which do not
have an obvious facet created by the FIB-slicing (21 particles, 628 angles). It shows
two dominant peaks at about 70◦ and 110◦. These angles can be assigned to those of
actual octahedra formed by {1 1 1} (see [tab. 3.8.5B 78, p. 120 f]). As in Sec. 3.4.2.1
the absolute scale of the bar histogram allows for an estimation of the frequencies of
these angles, Tab. 3.2.
interplanar angle α α measured # per oct. tot. # measured
] (1 1 1)(1 1 1) ≈ 70◦ 69◦ 12 140
] (1 1 1)(1 1 1) ≈ 110◦ 112◦ 12 130
] (1 1 1)(1 1 1) = 180◦ 172◦ 4 40
Table 3.2: Interplanar angles for multiple spinel particles (measured values are approx.)
The error of the angle between adjacent facets (i.e. facets sharing an edge, e.g. (1 1 1)
and (1 1 1)) adds up to the angle error between facets that only share a point (e.g.
(1 1 1) and (1 1 1)). Therefore the error of opposite facets (e.g. (1 1 1) and (1 1 1)) is
the largest. Under these considerations the expected ratio of 12:12:4 fits roughly to
the measured ratio of 140:130:40. It can be concluded that about 10 to 12 crystals in
the dataset form facets corresponding to those of an actual octahedron. However, as
shown in 3.4.2.1 there are exceptions. The third most common facets reported by Alijev
and Jevsikova [3] are {3 1 1} which can form an angle of about 145◦ corresponding to
e.g. (3 1 1) and (3 1 1): ] (3 1 1)(3 1 1) ≈ 145◦, another peak in Fig. 3.15. The huge
amount of possible combinations of different facet orientations yield a nearly continuous
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spectrum of interplanar angles which creates a background in the angle frequency plot
for multiple labels.
When these tests were done the facet analysis was not yet considering unfaceted regions
(as it is the case in Fig. 3.11, grey areas). This causes the unfaceted parts of the labels
to contribute as well. Depending on the amount of unfaceted area, this has a significant
influence on the result of the filtering. Despite the filtering to extract sufficient faceted
particles, as shown here, it would also be possible to identify and filter those particles
that have an angle distribution as e.g. in Fig. 3.12. This would allow automated
creation of the statistics for common crystal geometries of spinel, e.g. {1 1 1}, {1 1 0}
and {3 1 1} as in Ref. 3.
3.4.2.3 Global orientations of magnetic domain walls
Another application for the facet analysis comes from neutron tomography. Talbot-Lau
neutron tomography images magnetic domain walls within a piece of magnetic material
in 3D [108]. The upper images of Fig. 3.16 show two slices of such a tomographic dataset
(pixel size 30 µm) of a FeSi wedge (Si 12.8%, 7 mm ∅, 12 mm length) cut off (along ξ)
from a cylinder with a small flat side (ζ). The idea is to use the facet analysis filter to
evaluate the magnetic domain wall directions and size since it is expected that there is
a global orientation of the domain walls with an additional size dependence.
First, the domain walls need to be extracted as a binary image. There have been
various attempts at this in the group but with little success. One promising filter
was created by Fabian Pucks based on partial derivatives to detect the domain walls
(Bachelorarbeit). Still, all the results lack the property of creating closed domain wall
representations as they are expected to be.
My approach was not to extract the domain walls but the domains themselves. A
watershed segmentation is predestined for this and even creates labelled domains. Using
labelled domains also circumvents the problems arising from meshing an arbitrarily
oriented object that is only one voxel thick, as the domain wall representation would
be.
The ‘flooding’ stage of the watershed segmentation is done directly on the grey value
profile of the median filtered dataset, Fig. 3.16. The well of each pool is a labelled local
minimum of the grey value profile. I used the watershed algorithms of MAVI [25] sec. 5.5,
p. 45 and ITK [2] [76; 18; 118] that introduce watershed walls of 26-connectivity (see 4.3),
since these will be needed later. They both create watershed walls where domain walls
are, but not for all domain walls. The two algorithms differ in that the MAVI watershed
algorithm discards regions below a minimum number of voxel (here 10000) whereas
the ITK algorithm discards pools (which are one dimension higher than the marked
region) below a certain depth (here 80 grey levels) before watersheds are introduced.
I combined the results of both algorithms since the introduced watersheds by any of
the two seemed justified concerning visual impression. This can be done by a logical
AND-operation and a successive relabelling but only if both algorithms created walls.
Each domain is now definitely separated from the other by a fully closed watershed
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Figure 3.16: Magnetic domains labelled and masked
In the upper row are two slices through 3D-imaged domain walls. The tomogram was obtained by
Talbot-Lau neutron tomography of a FeSi wedge. The dataset was already processed by a 3D-median
filter with a kernel size of 5x5x5.
The two lower slices show the result after watershed segmentation and removal of everything outside
the wedge. Each domain is labelled and visualized by an arbitrary colour. A 3D visualization of the
wedge and its labelled domains is shown in Fig. A.13. The annotation lines point out some distinct
domain wall orientations. Each set of parallel walls has two names because the domain wall normals
of each domain point outward (i.e. x+ and for opposite normal direction x−). The names in Fig. 3.18
refer to these here. The two distinct surfaces of the wedge itself, that are not curved, correspond to
ξ and ζ. They are uneven because domains smaller than 64 voxel were removed. ζ and β are not
parallel.
Note, that the watershed segmentation was done in 3D but the slices only show a 2D cross section
that on its own (i.e. 2D) would be segmented differently! It is the connection to the neighbouring
slices that cause the result visible differ from what one might expect. For example the brown-segment
is not split where a wall seems to be in the upper image (see marking circles in the right images; main
text).
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wall. These watershed walls are positioned where it is most likely that a domain wall
was imaged in the tomogram. However, there is not necessarily a watershed wall were
a domain wall appears to be. This happens if the domain wall is not fully closed in the
tomogram, i.e. has a ‘hole’18). This is the reason why there is no wall separating the
brown watershed segment where there appears to be a wall in the tomogram slice (see
marking circles in Fig. 3.16). It would need a specialized algorithm able to identify
holes in 3D walls.19) However, the obtained result is already sufficient for the creation
of a statistical analysis of the global domain wall orientations and therefore no further
refinement of the wall detection was undertaken. Two more processing steps have
to be done to yield the result that can then be analysed (shown in the lower slices of
Fig. 3.16). A mask of the wedge has to be created to eliminate all labels (introduced by
the watershed segmentation) that are outside the wedge. Also, all domains containing
less than 64 voxels need to be removed since they are likely processing artefacts and
should not contribute to the analysis. If some of them were not actually artefacts their
contribution to the analysis would be insignificant anyway.20)
Finally, the facet analysis can be run on the labelled domains. An angular uncertainty
∆α = 10◦ is a reasonable choice since the expected angles from the slices are above
20◦ (except the angles between β+ and ζ, and possibly between β− and ξ). Again, the
angular resolution was set to≈ 1.13◦ (corresponding to a sample volume of 101x101x101
voxel) and a minimum facet size of 10 pixel (corresponding to a value of about 900 µm2).
The detected facets were again coloured arbitrarily21) for the visualisation of the filter
result, see Fig. 3.17. The analysis allowed unfaceted regions which are coloured grey. It
can be seen that even the domain walls making up the outer surface were all detected
as facets since none of them covers an arc of more than 20◦. The orientations of these
outer facets will contribute as background to the global facet orientation.
The global orientations of the walls of all domains can be evaluated in a very similar
way as the wall orientations of each single domain, simply by replacing the triangle
orientations by the wall orientations. This is comparable to an analysis of all domains
which regards them as a single label. Although this could have been done directly it
would not have introduced a filtering of the domains in between the two orientation
analyses, i.e. removal of the facets that make up the outer surface of the wedge.
However, this possibility was not needed so far. An advantage of the second analysis is
the possibility of skipping the third watershed step (as described in Sec. 3.4.1 7.)) to
18)A not fully closed wall is defined here by two local minima on either side of the wall but that are
not separated by higher grey values along any possible 3D-path between the two minima.
19)An idea of mine for such a specialized algorithm is to impose the already found watershed walls
on the original tomogram, followed by a (local) thresholding, resulting in watershed walls extended
by the domain wall fragments that have holes. The result can then be handled in the same way as
described in 3.2.
20)The tomographic dataset was analysed a second time after it was rotated by 17◦ around the z-axis
to rule out any influence possibly caused by remnants of the marching cubes triangle orientations.
However the results showed no noticeable difference
21)It would be possible to colour-code the facets according to the colours later assigned to the global
orientations as in the upper images of Fig. 3.18. This was not done since another program would
have to be written for this recolouring task.
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ζ
ξ
The upper image shows all domains of the FeSi
wedge rendered with arbitrary facet colours.
Grey is used to render unfaceted regions. The
highlighted domain corresponds to the brown
label in Fig. 3.16 (below the marking circle).
It is rendered separately in the image to the
side with a different orientation to show five
different facets and to be closer to its orienta-
tion of Fig. 3.16. The bright cyan region of the
cyan facet is part of the outer surface of the
wedge and to some extent belongs to the ζ-
plane. The magenta facet corresponds to the
γ− direction, green to δ− and blue to −. The
dark cyan facet corresponds to the β+ direc-
tion, which is so close to the ζ-plane direction
that they could not be separated within the
angular uncertainty (∆α = 10◦).
The facets are more fractured in the right part
of the domain. This is a sign that the domain
found by the image processing actually con-
sists of many smaller domains. They were not
labelled individually because of holes in the
domain wall representation of the original to-
mogram.
Figure 3.17: Visualization of the detected magnetic domain walls
yield less broad labels. This allows for a more precise22) analysis of the facet orientations
at the cost of less accuracy in the size measurement of each facet.
The resulting orientation probability density distribution (as described in 3.4.1 4.))
restricted to the unit sphere is shown in Fig. 3.18. The regions that were detected by
the facet analysis as actual facets are coloured individually and labelled according to
the naming convention from Fig. 3.16. Some local maxima were not detected because
they are not sufficiently pronounced regarding the chosen filter parameters (e.g. β−
and ξ, they would be more distinct if a lower angular uncertainty was chosen).23)
The equirectangular projection of the unit sphere (Fig. 3.18) shows the centres found
22)The accuracy can still be increased by the use of the newly available ‘Higher Order Accurate
Derivative and Gradient Calculation in ITK’ [117].
23)The filter parameters could be adjusted (to separate e.g. δ− from its extension to the right) and
labels could be removed according to their actual facet size before the second analysis is done, this
however seems not necessary for the further evaluation.
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Figure 3.18: Global orientations of magnetic domains of a FeSi wedge
The upper images show the global orientation probability distribution on the unit sphere from opposite
directions. The higher the probability the brighter the voxel. The regions that were detected by
the facet analysis as actual facets are coloured individually and labelled according to the naming
convention from Fig. 3.16. This spherical image (sample volume of 501x501x501 voxel) could be used
to colour-code the facets in Fig. 3.17.
The lower image shows an equirectangular projection of the unit sphere. Here, the probability distri-
bution within the labelled regions is globally coloured to emphasize the individual thresholds of each
label and their different intensities. It can be seen that the domain wall orientations follow a slight
sine trace. This shows that the domain wall orientations are not exactly perpendicular to the global
z-axis of the tomogram.
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by the analysis and visualizes their heights. The global colouring enables a comparison
of the different centres. For example, the intensity of α−, which relates to the facet size,
is lower than that of α+, which is obviously the most dominant domain wall direction.
In accordance with the impression of the wall sizes from Fig. 3.16 the wall directions
β and δ are less dominant than α and γ. β+ and ζ are not distinguishable at this high
angular uncertainty. It is likely that β+ contributes most to this direction since the
total size of ζ is very small as it is restricted to a small fraction of the outside surface
(see Fig. 3.17). In contrast, the size of ξ, regarded as the facet originating from a cut
that made a wedge out of a cylinder, is obviously bigger than ζ. The unique orientation
makes ξ easily distinguishable from the other facet orientations and thereby provides
a reference point.
The equirectangular projection also shows that the domains are nearly oriented in their
length along the z-direction of the tomogram because the  facets are close to the poles
and the other facets near the equator. However a slight misalignment causes these
facets to follow a sine trace, except β+ which is influenced by ζ. The sine trace drawn
into the projection correlates with the displacement of the  facets from the poles and
also with ξ. This possibly means that the asymmetry introduced by the cutting of the
cylinder causes the domains to align not exactly along the cylinder axis but with a
tendency in the direction of the surface normal of the cut, namely ξ.
The final facet analysis yields 65% of the to-
facet rel size [%] abs. size [mm2]
− 3 7.2
γ+ 6 14.7
ζ|β+ 4 8.4
α+ 10 22.8
δ− 7 15.2
γ− 10 23.1
+ 5 10.4
ξ 5 11.2
α− 9 20.1
δ+ 6 14.5
Σ 65 147.6
Table 3.3: Relative and absolute
domain wall sizes
tal surface area of the examined facets were as-
signed to distinct domain walls, i.e. 35% of the
total surface area is unfaceted (rendered grey
in Fig. 3.17). Tab. 3.3 lists the relative and
absolute domain wall sizes obtained from the
analysis. It shows, for example, that the do-
main wall direction α+ is of similar size as the
opposite direction α−. This corresponds well to
the expectation Fig. 3.16 induces. However, γ−
is nearly two times larger than γ+. This unbal-
ance between opposite domain wall directions
can be explained by constructs like the domain
marked by a circle24) in the bottom left image
of Fig. 3.16, where γ− is reduced compared to
γ+ by the protruding corner of another domain.
Another reason for unbalance can also be the extent of unfaceted regions.
24)This particular example would suggest γ− < γ+, but that is just the impression from a slice which
can be different from the actual 3D property.
Chapter 4
Procedures:
From the sample to the tomogram
In this chapter, I describe the sample production, the preparations necessary to obtain a
sample suitable for TEM tomography and concepts of the acquisition of tilt series. This
comprises a few measurements/estimations of device-specific conditions and a quantifi-
cation of the performance of automatic focus and position tracking (xy-z-tracking).
This information can be used to improve the automatic acquisition of tilt series and
thereby the quality of the resulting tomograms. General acquisition parameters used
for the acquisition of tilt series are given as well. Finally, important digital processing
steps of the tilt series on the way to tomogram analysis are outlined, ranging from
the use of the software IMOD [1] over different reconstruction algorithms/programs to
tomogram filtering and analysis with ITK [2] and VTK [3].
4.1 Sample preparation
The investigated carbon black supported ruthenium nanoparticles were designed and
created by colleagues at HZB, for detailed description see Ref. [191; 45; 192; 65; 130;
94; 186; 190]. Commercially available carbon black was used as starting material.
RuCl3·xH2O (Sigma-AldrichR©, metal content 35 wt%) was used as Ru precursor for
catalyst preparation. All solvents were dried over molecular sieves before precursor
solutions of appropriate Ru concentration were prepared. RuCl3 was dissolved in water
that had been purged with argon before. The precursor solutions were placed in a
round-bottom flask at the end of a quartz tube which was inserted into a split hinge
tube furnace. The resultant suspensions were agitated by ultrasound, after which the
solvent was removed by rotary evaporation and the dried catalyst powder was heated
under hydrogen at a temperature of 200◦C. The resultant material was rinsed with
water to remove all chlorine-containing residues. Finally, it was dried in a desiccator
yielding a cloddish powder.
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For the preparation of samples suitable for electron tomography, I dispersed the powder
in butanol1) by ultrasound. The dispersion was then dropped onto a copper grid with
a thin carbon foil containing fiducial gold markers (see e.g. Fig. 5.11).
Finally, the samples were heated in a furnace (90 min at 145◦C) to remove any pos-
sible remnants (e.g. water or butanol) of the preparation procedure. The time and
temperature was obtained from thermogravimetry.2)
I prepared the carbon foil by evaporation of carbon onto mica sheets, lifting it off
in water and then settling it directly on the copper grids. The parameters for the
preparation with devices at the HZB were optimized in the frame of a student project,
see Ref. [174] for details.
Fiducial markers are needed for the fine alignment of the tilt series images. A suitable
number are about 40 markers per image. The ruthenium nanoparticles could not be
used as markers because they were to small or to densely packed. Therefore, gold
particles were applied to the carbon foil. These must not agglomerate and should have
a diameter of about 10 to 20 pixels in the image of the untilted sample. So the required
number density and size of the gold particles depends on the desired magnification in
the acquisition of the tilt series.
The gold particles were applied by sputtering (5 s to 10 s) to one or both sides of
the carbon foil. Size and coverage of the gold particles were examined in each batch
(TEM) because these properties cannot be controlled directly by the sputter parameters
(see [174; 4]). In another project, replacements with higher transparency were sought to
reduce the streak artefacts introduced by Au markers, see Ref. [4] for details. However,
these did not form markers suitable for tomography.
4.2 Data acquisition
TEM tomography experiments were performed with a Zeiss LIBRA 200FE R© trans-
mission electron microscope (TEM) at the Helmholtz Centre Berlin for Materials and
Energy (HZB) [193; 195]. With the available sample holder for tomography [46] the
sample could be tilted at maximum from 75◦ to −75◦. The actual limits depend on
the displacement of the holder from the centre position in the goniometer and also on
the extension of the shadows from the holder and grid bars of the sample. BF, ZL and
STEM images were taken at 200 keV.
A tilt series is the base for the reconstruction of a tomogram [55; 52; 29; 146]. Therefore,
it is important to acquire each image of the tilt series as well as possible. This means
that the focus should be optimized and image distortion and noise minimized. A
few important aspects of TEM concerning the image acquisition of predominantly
1) Before butanol, water was used as a dispersant to lower the contamination rate in the TEM since
it does not introduce any hydrocarbons. However, the water lead to tightly agglomerated catalyst
particles on the foil not suitable for tomography.
2) Measurements were performed with the help of G. Zehl (HZB).
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amorphous samples are outlined below. These can be found in much more detail in the
TEM literature, e.g. [146; 185; 2; 52; 145; 40].
The object needs to be appropriately focused. In transmission electron microscopy,
the object is most often not in the Gaussian focal plane but in underfocus. The
defocus ∆f from the Gaussian focal plane is chosen depending on the sample type
and which contrast type should dominate the image (e.g. phase or scattering contrast
(i.e. thickness contrast)). In underfocus the defocus value is negative. The Scherzer
defocus ∆fS (∆fS ≈ −55 nm, for a spherical-aberration coefficient Cs = 1.2 mm and
a wavelength λ ≈ 2.5 pm at 200 kV acceleration voltage) yields maximum positive
phase contrast. For magnifications up to about 100 kX and mass thickness as contrast
mechanism negative defocus values of a few microns are used (e.g. [90]).
Typical TEM image distortions are either optical (e.g. axial astigmatism, none-axial
astigmatism (caused by a beam tilted relative to the optical axis of the lens), image
rotation, magnification change) or mechanical (e.g. specimen drift, either caused by
holder vibrations or by changes in sample charging, or by beam damage). Effects
like Bragg reflections and channelling dislocations can be regarded as ‘sample region
dependent image distortions’, as they also depend on optical settings (e.g. defocus and
apertures). The specimen drift can also be sample region dependent.
The signal to noise ratio (SNR) is another aspect of image quality. It depends on
the illumination intensity, the acquisition time and the intensity loss caused by the
optical set-up (e.g. apertures). The optimization of the SNR is often restricted by the
sensitivity of the sample to beam damage and relates to the electron dose. This is also
the case for most samples of this work.
For the acquisition of a tilt series, the acquisition time of each image is chosen such
that the sample does not change significantly by the overall dose of the whole tilt
series acquisition. The TEM is adjusted to minimize image distortions before the start
of the acquisition. Generally, I did these adjustments on a sample region not meant
for tomography to keep the sample damage of the region for tomography (region of
interest, ROI) at a minimum. However, ‘sample region dependent image distortions’
have to be corrected on the actual ROI and as quickly as possible to minimize the dose.
Since generally the studied samples suffered quickly from beam damage, only automatic
acquisition enabled me to record tilt series at sufficient image quality within the range
of total dose the samples would stand. A manual acquisition of each tilt series image
(as it is still practised) increases the total dose on the sample because manual detail
tracking (xy-tracking) and focussing (z-tracking) is only possible with a continuous
irradiation until all adjustments are made. This needs about 10 s to 20 s per image
whereas automatic tracking needs less than 1 s and less illumination intensity (see also
e.g. [198]). Therefore, I had to use automatic acquisition on the used TEM. However,
this comes with the need for further adjustments and additional limitations as will be
discussed in the following text.
Cooling with liquid nitrogen improves the pressure reported for the sample chamber
but the rate of sample contamination was unaffected by cooling. Also the use of
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the additional ion-getter-pump (IGP) did not lead to a noticeable reduction of the
contamination rate.
Automated acquisition of tilt series
Additional adjustments needed for the automated acquisition (e.g. eucentric hight,
illumination- and image-shift) have to be adjusted on the actual ROI since they de-
pend on the specimen drive for the used TEM (i.e. mechanical sample position set by
the goniometer). Other adjustments such as the digital image pre-filters for the digital
tracking procedures depend on the spacial frequencies of the actual ROI. It should be
noted that I generally mean the eucentric height defined by the position of the rota-
tion axis. There is another eucentric height defined by the focal distance at standard
excitation of the objective lens to which the optic system is calibrated. The difference
between these two eucentric heights is around a few micrometers for the used TEM.
This discrepancy causes standard calibrations of the optical system to be inappropriate
for acquisition of tilt series.
During acquisition, the defocus (z-tracking) and the sample position (xy-tracking)
have to be adjusted for every tilt increment. The cumulative tracking curves are
shown in Fig. 4.1 and the xy-tracking trace as would be seen on the viewing screen
in Fig. 4.2. Z-tracking in the TEM-mode uses the beam-tilt-induced-image-shift
(BTIS) method [84; 85; 86; 199].3) The image shift is analysed by a cross cor-
relation. This is accomplished by the tracking software (Tomography module of
DigitalMicrograph
TM
(DMG) of the Gatan Microscopy Suite (GMS) [26]). The adjust-
ment for every tilt increment is necessary due to the significant mechanical misalign-
ment of the rotation axis of the goniometer and the optical axis of the TEM (described
in Fig. 4.5 and discussed in Sec. 6.1). This misalignment is probably also the reason
why the pre-calibration curves of the goniometer for tracking depend on the applied
specimen drive. Therefore, tracking could not be optimized by pre-calibration curves
(as described by e.g. Ziese et al. [198]) or movement predictions [112], which would
reduce the total dose and acquisition time.
It is rarely possible to position the region in which no manual intervention is necessary
(grey area in Fig. 4.2) such that the whole trace lies within this region since the actual
trace is not known before the tilt series is fully acquired. This trackable region varies in
shape and size depending on the magnification used. The size decreases with increasing
magnification making acquisitions above 63 kX very cumbersome. Its actual centre and
the border depends on the pre-image-shift already used by the service for the default
user settings.
The time delay (∆t), between successive tilt increments to let the holder and its vi-
bration settle (settling time), has sometimes to be adjusted during acquisition. This is
because the damping of vibrations after each tilt increment depends on the tilt angle. I
3) This method is not applicable for STEM tomography. STEM auto-focussing is based on a search for
a focus that maximizes a function that measures the contrast (e.g. image variance or autocorrelation
difference), see e.g. [175]. This methods needs more than two images as the BTIS method for TEM.
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Figure 4.1: Cumulative xy-z-tracking curves
The cumulative xy-z-tracking curves belong to trace c in Fig. 4.2 and to the second tilt series acquired
for the tomogram in Fig. 5.3. The total defocus needed for z-tracking was around ∆z ≈ 11 µm.
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Figure 4.2: xy-tracking traces
The plot shows multiple xy-tracking traces and demonstrate how much the traces of tilt series can
differ. The traces tend to follow the path of a partial ellipse, i.e. they have a distorted U-shape. The
x- and y-axis correspond approximately to the coordinate system of the tilt series, i.e. the y-axis is
parallel to the rotation axis. It can be seen that in most cases a total image shift between 1500 nm
and 2500 nm is needed. The traces differ significantly so that no pre-calibration can be used to predict
the trace of the next acquisition. The position of the traces relative to each other might vary. The
traces belong to tomograms in Figures: a: 5.11, b+c: 5.3, d: 5.6
The square indicates the region imaged by the CCD at 63 kX (as was used for b and c). The dashed
circle represents the viewing screen that the image-shift-limits are given to [193]. The grey region
marks the area that was actually reachable by the image shift. In the case of trace c it was just about
possible to avoid the need for manual intervention.
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often did not use a fixed ∆t for the whole acquisition since the necessary settling times
normally range from 10 s to 100 s during a tilt series at 68 kX or higher. Together
with the alignments, just one tilt series could generally be acquired during a day. The
possible need for manual adjustments during the automated acquisition did not allow
unsupervised acquisitions that could run over night or multiple days.
The total dose on the sample during acquisition of the tilt series ranged from Dt ≈
400 · 103 e−/nm2 to Dt ≈ 8000 · 103 e−/nm2. In some cases, acquisition suffered
from significant sample drift caused by sample charging. This charging depends on
the conductivity of the sample. The conductivity of the samples studied depends on
the local thickness of the support foil and apparently also on the density and size of
the gold markers. Charging occurs when the beam is unblanked above the sample for
acquisition of an image. Blanking the beam above the sample (pre specimen-blanking)
reduces the dose on the sample drastically since the sample is not irradiated during the
change of tilt and the time delay ∆t for mechanical settling. However, images acquired
of a sample that drifted up to 10 nm because of charging during the acquisition are
of no use. At times when the contamination of the samples in the TEM was less,
blanking of the beam behind/below the sample (post specimen-blanking) was feasible.
The idea to use both pre and post specimen blanking together with a time delay has
not been implemented for the combination of DMG with the TEM used but is available
e.g. with SerialEM [24] for other TEMs [112]. Pre specimen-blanking would reduce the
dose on the sample. After some time delay, post specimen-blanking would be used
for acquisition. The time delay would be chosen such that the sample drift caused by
charging has settled.
Although according to the eq. 2.1 (p. 11) the resolution of the tomogram depends on
the tilt increment, only 1◦ to 3◦ are typically used (e.g. [55; 90; 11]) to reduce the
total dose or due to limited resolution of the tilt series images [52]. Below 1◦, the
resolution of TEM tomograms is additionally limited by other factors (e.g. image mis-
alignment, missing wedge and projection violations). In contrast, in X-ray and neutron
tomography tilt increments below 0.5◦ are generally used. A further reduction of tilt
increment might become important for newly developed reconstruction algorithms such
as DIRECTT and for 180◦/360◦ TEM tomography. Then, an unsupervised automated
acquisition would be essential. The general problem that sample thicknesses are too
large concerning transmission at very hight tilt angles (α > 60) is not so problematic for
the samples studied since particles can be chosen that have an approximate rotational
symmetry along the goniometer rotation axis. The increase of projection thickness of
the carbon foil is insignificant since it is very thin (below 10 nm).
As mentioned above, the digital evaluation of recorded image shifts is accomplished with
2D cross correlation (CC) which is based on a Fourier transformation (see e.g. [27]).
Therefore, CC depends on the spatial frequencies of the actual ROI. Image pre-filters
such as the Hanning window and band-pass-filter (see e.g. [27; 29]) have to be adjusted
to emphasize the contrast of spatial frequencies characteristic for the ROI to make
the CC sensitive for these frequencies. Otherwise the correct image shifts will not be
determined causing automatic tracking to fail. Although generally the contrast of the
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Figure 4.3: Schematic z-tracking and z-dependent CTF
The left image shows z-tracking of only a carbon foil with marker (or a comparable sample of ne-
glectable thickness) in underfocus. In this case, the centre of contrast (CoC) is the centre of the
carbon foil (CoF). For ideal z-tracking, the distance of the CoF to the Gauss focus (GF) is constant
because the cross correlation z-tracking is tracking the CoC and the imaged region is all in underfocus,
green.
The dashed lines mark schematically the position/radius of the first and second minimum of the z-
dependent contrast transfer function (CTF, see e.g. [157]) as seen in the FFT of the untilted carbon
foil at the corresponding defocus, i.e. z-position (see also Fig. 4.4 and Fig. 2.1).
In the right image, a particle is attached below the carbon foil. Now, the main contrast in the
image originates from the particle and so the CoC is close to the centre of the particle (CoP). The
displacement between the CoF and the CoP increases with increasing tilt and therefore parts of the
imaged carbon foil can be in overfocus (red) while the particle still resides fully in underfocus. This
condition corresponds to that imaged in Fig. 2.1.
carbon foil can be neglected when tracking a particle, the contrast contributed by gold
markers to the CC can be significant.
The contrast transfer function (CTF) of the TEM depends on the defocus chosen for
acquisition, implied in Fig. 4.3. If the focal length of the objective lens is kept fixed but
the untilted sample is translated in z-direction by the goniometer, the image is nearly
the same as if the sample was kept stationary and the focal length of the objective lens,
i.e. the defocus ∆f , was changed (by changing the current through the lens coils). Only
‘nearly’ the same, because the changed focal length causes a change in magnification.
However, the change in magnification, even for a defocus range of 10 µm, is less than
1% for the TEM used (according to fine alignment results from IMOD, see Sec. 4.3).
The described conditions lead me to an idea enabling to check the quality of the z-
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tracking of a whole tilt series. I call it the arc-integration-image method. It is outlined
in Fig. 4.4.
If the goniometer tilts to 75◦ the sample covers a very wide range of z-positions through-
out the image, see Fig. 4.3. Now the FFT of the image of the tilted sample shows the
effective CTF (eCTF) the combination of all CTFs in the z-range covered by the sample.
Hence, the FFTs of images at high tilt angles do not show the distinct first minimum
circle as FFTs of images at lower tilt do. This is also visible in the arc-integration-
image created of the stack of FFTs of a tilt series as shown in Fig. 4.4b. For this
reason, the evaluation outlined in Fig. 4.4 used the gradient image, which caused the
border of the region of the 0th maximum to extend up to the maximum gradient of
the arc-integration-image, Fig. 4.4bc. Basically, this border is better defined in the
arc-integration-image for high tilt angles than the border defined by the position of the
first minimum. The error in the actual position of the border increases with the tilt
angle magnitude. Therefore, it is unsure if the actual border turns towards lower or
higher spatial frequencies for tilt angles above 45◦. However, the turn towards lower
values fits to the impression of mean defocus values that images above 45◦ tend to have
with automatic z-tracking. Therefore, the FFT stack and its arc-integration-image
evaluation seem to give a reasonable measure for the quality of the z-tracking of the
whole tilt series. By relating the found border to the first minimum of the eCTF it is
possible to estimate the actual mean defocus for each image in the tilt series (see e.g.
[169]).
If the image region the FFTs are calculated from is reduced, this arc-integration-image
method can be related to the local FFT evaluation described in Fig. 2.1. As evaluated
in Fig. 4.4d, the resolution of the individual images is at least 11 A˚. This is very
close to the 3D resolution of 12 A˚ evaluated by FSC (see App. A.2) and might be the
integral 3D resolution limit achievable with the used TEM in conjunction with WBP
reconstructions.
For the calculation of the tracking parameters transferred to the TEM, it is crucial that
the calibration of the DMG tomography module is exact, i.e. that the corresponding
DAC (digital-to-analog converter) values lead to a re-centring of the image. These
calibrations are specific for each magnification and due to changes (caused by different
use of the TEM) had to be redone for each tomography session (a specific problem of
the combination of DMG with the used TEM).
Typical tracking curves and traces are shown in Fig. 4.1 and 4.2. Z-tracking and other
differences to automatic acquisition in the STEM-mode will not be explained further
because no usable STEM tilt series could be acquired with the TEM used due to
increased contamination caused by the focused beam (see Fig. A.4).
Apart from the acquisition problems mentioned before (i.e. beam damage and drift
problems caused by sample holder vibrations or sample charging), the misalignment
between the rotational and optical axis lead to multiple problems:
• Pre-calibration curves could not be used. Thus, the need for xy-z-tracking after
each tilt increment increased the total dose on the sample.
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Figure 4.4: Quality check of the z-tracking by the arc-integration-image method
Four exemplary images of a tilt series acquired at four different tilt angles α were selected. The FFTs
of these images are shown in the top left images. The minima of the eCTF can be seen, up to the
third in the upper left. Each FFT of the stack was pixel wise averaged along fixed radii [7;19] within
the magenta coloured sectors ξ to reduce noise. The resulting line profile was interpreted as a 1-D
image. All 1-D images stacked yield the image b), the arc-integration-image. Therefore, the x-axis of
image b) corresponds to the radial position starting from the centre of the FFT (i.e. spatial frequency
ν) and the y-axis to the tilt angle α. The corresponding positions of the four exemplary FFTs in the
stack is indicated by the lines.
As explained in the text, not the position of the first minimum was marked by the image analysis
but the position of maximum gradient. The image analysis is based on the watershed transformation
applied to the gradient image of b) evaluated in x-direction, image c) (for details see Sec. 3.4.1 7.)).
The resulting border line towards the FFT centre is also drawn into b).
To also analyse the change of astigmatism, a second arc-integration-image was created from the cyan
coloured integration sector ζ which is 90◦ rotated to the magenta sector. The rgb-overlay of image
c) and the corresponding one from the second evaluation result in image d). Therefore, the magenta
and the cyan regions in d) mark the difference between the found borders which corresponds to the
amount of astigmatism.
Image d) shows that astigmatism and its variations are small in this tilt series. The variations in
z-tracking are slightly more pronounced. Therefore, the resolution of the individual images of the tilt
series (determined by the first minimum as explained in Fig. 2.1) varies. Using the marking lines in
d) instead of the actual first minimum, the resolution varies between about 7.7 A˚ and 11 A˚.
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Figure 4.5: Displacement between rotation axis and optical axis
• The need for a wider range of optical image shift (its limits become more re-
strictive with higher magnifications) introduced variations in the illumination
intensity profile and changes in the beam tilt (in relation to the optical axis).
• The wide range of z-tracking introduced optical problems such as changing astig-
matism and aperture shadows entering the image region.
The resulting need for manual interventions during automatic acquisition increased the
total dose on the sample drastically. If the mechanical specimen drive has to be used for
manual xy-tracking, the mechanical backlash generally causes an additional displace-
ment of the rotation axis of the goniometer. Thereby, further manual interventions
during the remaining acquisition are more likely.
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Figure 4.5 shows a schematic drawing of the geometry of rotation axis R of the go-
niometer and the optical axis O of the TEM. Additionally to the displacement of R
and O as outlined in Fig. 4.5, R and O are not perpendicular to each other in the TEM
used. This causes the spreading of the tracking traces in y-direction, which results in
the U-shape of the tracking traces as visible in Fig. 4.2.
DMG does not offer the feature to calculate the displacement as other acquisition
software does (e.g. SerialEM [24] [112]). However, the misalignment can be estimated,
e.g. by the tracking characteristics of a sample detail throughout a tilt series if the
tracking limits were just about reached, because then the centre of the screen can
be regarded as the approximate position of the optical axis and W ≈ Uh. This was
the case for e.g. the second tilt series of the tomogram in Fig. 5.3 with α = 70◦.
The tracking curves and trace are shown in Fig. 4.1 and 4.2. With the geometry of
Fig. 4.5: RO ≈ r −W/2 ≈ r − Uh/2 and ∆z ≈ 11 µm, Uh ≈ 1.6 µm (see Fig. 4.2).
There are two ways to estimate r: Firstly, r1 = ∆z/2/ sin(α) ≈ 2.4 µm, secondly
r2 = Uh/(1−cos(α)) ≈ 5.9 µm. There is a large discrepancy between the two estimates
of r. However, the estimate given by r2 is very sensitive to the height h, i.e. the
distance between the sample plane and the rotation axis R. If h 6= 0 (blue in Fig. 4.5)
the approximation of r by r2 is no longer appropriate. The estimate given by r1 is quite
insensitive to the eucentric height h, and therefore r ≈ r1 ≈ 5.9 µm should be used.
Hence, the displacement distance RO ≈ ∆z/2/ sin(α)−Uh/2 ≈ 5 µm. The approximate
position of the actual rotation axis is therefore 100 nm farther than indicated by the
dot-and-dashed line in Fig. 4.2. The tilt around the x-axis (referred to as x-tilt) away
from perpendicular alignment of R and O is about β ≈ arcsin(Uw/∆z · sin(α)) ≈ 3◦
estimated by Uw ≈ 0.6 µm (see Fig. 4.2). This estimation assumes an angle-invariant
x-tilt. However, when looking at the shape of the traces, some significant deviations
from a U-shaped path can be seen for various traces. These deviations can be caused by
angle dependent x-tilts, e.g. when the actual tilt axis follows a cone. This can be caused
by the mechanical lever that holds and moves the holder in y-direction (x-direction of
the TEM coordinate system, i.e. direction of the rotation axis, see e.g. [193, Fig. 3-
17]). The x-tilt can be measured (and compensated) by IMOD. The IMOD estimation
for β is only about half of what was estimated by the tracking trace. A more robust
estimation of RO could be achieved by fitting a circle/ellipse to all tracking points in
3D.
An automatic acquisition without manual intervention is only possible if the sample
trace can be positioned such that it stays within the trackable region, grey in Fig. 4.2.
As a rule of thumb, the trackable region is about seven times the width of the CCD
chip. Therefore, at 68 kX the sample displacement during acquisition, Uh, has to be
below 2 µm and the sample ROI may only be as big as about 300 nm. Depending on
the available initial image shift, the sample ROI is then 4 µm to 6 µm away from the
rotation axis of the goniometer (R). This means, the sample ROI is displaced from the
rotation axis R by about a factor of 16 of the width of the ROI. At e.g. 160 kX, Uh
has to be below 1 µm.
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4.2.1 Acquisition parameters
The meaning of the parameters I used for acquisition are as follows and were taken
either from the TEM control (WinTEM [27]) or from DigitalMicrograph
TM
(DMG) and
generally are approximates. Generally, no errors are given by the software or the
manual. Therefore, stated errors were evaluated through an estimation of the variation
for repeated measurements of same conditions. Acquisition was always done with a
constant angle increment and generally with illumination tracking. For the acquisition
of the tilt series no objective aperture could be used because it would have limited the
tilt range to ±45◦. Important values that differed from those reported here are given
in Chap. 5 for each presented measurement:
• TEM acquisition mode: BF-TEM, ZL-TEM, STEM (the large energy filter en-
trance aperture was used in ZL-mode);
• Magnification M (WinTEM);
• Tilt range (WinTEM);
• Illumination collection angle ξ = 25 µrad (WinTEM);
• Acquisition times: t = 1 s for the tilt series image, xy-tracking txy = 0.1 s and
z-tracking tz = 0.25 s, (WinTEM));
• Average number of electrons collected per nm2 #e (DMG);
• Pixel size sp (DMG);
• Average time delay ∆t ≈ 50 s between successive tilt increments (DMG);
• The diameter of the condenser aperture ∅C = 200 µm (WinTEM);
• The width of the slit aperture of the energy filter when in ZL-mode ∆E ≈ 16 eV
(measured with DMG, centred at about 0 eV);
• The eucentric hight ∆Z generally lay between 25 µm and 35 µm (WinTEM);
• The displacement of the maximum of the cross correlation from the image centre
for z-tracking ∆dz ≈ 20% (i.e. 450 pixel of 2048 pixel achieved with a beamt tilt
of 25 mrad, DMG);
• Blanker used (generally pre specimen-blander, e.g. Gun-Bl or C1-Bl, WinTEM);
• The fixed defocus ∆ff , that DMG was set to maintain, generally lay between
-1 µm to -2 µm (DMG);
• The initial image shift generally lay between 25% and 50% off the user centre
(WinTEM, the direction of the offset is dependent on M);
• Average pressure reported for the sample chamber P (WinTEM);
• Liquid nitrogen (lN2) used or not for cooling of the anti contamination cryoshields;
The illumination current density J can be estimated by ξ and the brightness of the
electron source or by t and #e (see Sec. 5.1). The total dose can be estimated with the
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illumination current density J and the acquisition times per tilt series frame (t+2·txy+
2 ·tz). The generally used beam tilt of 25 mrad for z-tracking leads to a displacement of
∆dz ≈ 20% which yields a reliable nearly constant defocus (see Fig 4.4). The defocus
the TEM control reported ∆fZ (WinTEM) and that measured by DMG ∆fG generally
had a ratio of ∆fZ/∆fG ≈ 0.65.
4.3 Tilt series, reconstruction and 3D processing
After acquisition of a tilt series, it has to be digitally aligned because even with an
optimal xy-z-tracking, the alignment between successive images in the tilt series can
vary by up to about 500 pixel, i.e. 25% of the image width. A grey scale normalization
of the stack images containing a constant gradient should be done before the alignment
because the alignment would translate the gradient profile.
Alignment of the tilt series images
The quality of the alignment of the tilt series images has a high impact on the resolu-
tion and the depression of artefacts in the tomographic reconstruction. Therefore, the
alignment of the images should be done carefully and manual alignment4) taken only
as the last resort. Generally, the best alignments are achieved with fiducial marker
tracking although new markerless methods like trifocal geometry [25; 52] show promis-
ing alternatives. Most of the tilt series I aligned by fiducial marker tracking using the
software package IMOD [1] (described in Ref. Kremer et al. [88]; Mastronarde et al.
[115]). IMOD offers an alignment by filtered CC (called coarse alignment) and an
alignment by fiducial marker tracking (called fine alignment). For both methods it is
possible to compute a local alignment of patches of the images. This allows to com-
pensate for image distortions caused by the optics (e.g. changes in illumination tilt,
magnification, image rotation) as well as those caused by a change of the sample (e.g.
sample shrinkage). Those distortions that cannot be compensated in the 2D images
are compensated during reconstruction/reprojection. This kind of correction is based
on local deformations of the ray path within the sample.5) This creates a dependence
between the alignment result and the reconstruction. The fine alignment reveals that
the tilt angles can vary by ±0.5◦ and the image rotation by around 0.5◦. The change
in magnification, even for a defocus range of ∆f ≈ ±5µm, is less than 1% for the TEM
used.
4) E.g. with midas of IMOD [1]
5) This is the basic difference between the programs tilt and xyzproject of IMOD [1].
58 Chapter 4. Procedures: From the sample to the tomogram
Figure 4.6: Anaglyph (red-cyan overlay) of a catalyst particle
The figure shows an anaglyph of the catalyst particle from Fig. 5.11. The anaglyph was constructed
from two images of the tilt series which are 5◦ apart at around 0◦ tilt, i.e. the carbon support foil in the
anaglyph lies in the plane of the paper. When viewed with red-cyan glasses the extent of the sample
in the third dimension (the z-direction) can be perceived. The apparent depth varies depending on
the distance to the anaglyph when viewed. The larger the distance the more pronounced is the depth
effect.
Videos and anaglyphs from tilt series
Rotation of the sample visible in a video of the aligned tilt series already gives a
3D impression. In regard to the samples studied, the rough positions of the ruthenium
particles could already be determined and the question whether they are situated within
or on the surface of the support answered. The structure of the carbon support, which
significantly suffers from noise, can be seen best in videos of tilt series. The advantage
here is: There are no misleading artefacts from reconstruction. Additionally, the human
brain is able to compensate the noise of a single image by the 3D impression and the
imaginary relation to a rotating object which is still hardly achievable by digital filters.
However, the impression from tilt series videos is not easily accessible to quantitative
evaluation by software but possible [165]. Furthermore, the view is restricted to the
tilt range and axis that was chosen at acquisition time. A reduction to only two
images in the tilt series leads to stereo microscopy (see e.g. [40, sec. 1.6, p. 18]) or
generalized to stereoscopy including anaglyphs as in Fig. 4.6. Another analysis method
for 3D properties is stereology [179] which is based on at least two images of successive
sections.
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3D reconstruction of the sample from the tilt series images
In addition to the significant image distortions (partially compensated by the align-
ment), various other limitations (i.e. deviations from ideal complete tomographic data)
have to be dealt with in the reconstruction of the tomogram:
1. Limited range of view (i.e. ‘missing wedge’),
2. Non-equidistant angle increments
3. Tilt around the x-axis, i.e. optical (beam) tilt or a tilt away from perpendicular
alignment of R and O in Fig. 4.5 (mechanical tilt).
4. Too few projections considering the image size of generally 2048x2048 pixels
5. Influence of object parts outside the 3D region-of-interest (ROI), entering at
higher tilt angles (e.g. gold markers on the support foil or other parts of the
sample)
Conventional reconstruction software does not account well for all these restrictions.
Therefore, IMOD offers reconstruction programs based on WBP (Weighted Back Pro-
jection) or SIRT (Simultaneous Iterative Reconstruction Technique), i.e. called IMOD-
WBP and IMOD-SIRT, that take these specific TEM tomography limitations into ac-
count (except point 5). IMODs reconstruction programs can even compensate for a
varying tilt around the x-axis, e.g. when the rotation axis follows a cone during tilt
series acquisition. However, some distortions can only be measured (and compensated)
if the sample is section-like (e.g. from serial sectioning of the sample with a microtome)
containing fiducial markers on both sides of the sample section.
The DIRECTT algorithm (Direct Iterative Reconstruction of Computed Tomography
Trajectories [97; 96; 98]) represents a promising alternative for the reconstruction of
TEM tomograms. DIRECTT can take the limitations mentioned above into account ex-
cept point 3 [95; 65]. Instead of back-projecting all sinogram values at once, DIRECTT
traces single sinusoidal trajectories in Radon space which are selected from the set of all
possible trajectories by criteria such as their angular averaged (filtered) weight or con-
trast to adjacent trajectories. These reconstruction elements are only partially added
to an intermediate reconstruction. The reprojection (Radon transform) of this recon-
struction is then subtracted from the original (i.e. measured) data set. The obtained
residual sinogram is treated in the same way in the subsequent iteration steps until a
pre-selected criterion of convergence is reached. Careful data pre-processing combined
with the advantages of DIRECTT, in particular extending the range of reconstruction
beyond the input image size (point 5, [68]), proved to effectively eliminate disturbing
streak artefacts. However, the reprojection in DIRECTT does not account for local de-
formations of the ray paths as IMOD-WBP and IMOD-SIRT do (as mentioned above).
Extending DIRECTT to do so could lead to a further improvement of the DIRECTT
reconstructions of TEM tilt series. There are many other reconstruction algorithms
that can also be used to reconstruct TEM tomograms. Due to limited availability of
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reconstruction programs and insufficient time for the creation of own implementations,
only IMOD-WBP, IMOD-SIRT and DIRECTT were used in this work. For details
about the individual reconstruction algorithms/programs the reader is referred to the
literature (see e.g. [14; 52; 29; 16; 176; 63; 11; 167])
A dual tilt series reconstruction consists of two combined tomograms which reduces
the ‘missing wedge’ and increases the SNR [111]: For a dual tilt series reconstruction
the sample is rotated by 90◦ in the sample plane for a second tilt series acquisition
(for details see Ref. [46]). Two tomograms are reconstructed from each tilt series.
One of the tomograms is deformed according to local 3D cross correlations with the
other tomogram. This process is called matching. It is necessary because of different
image deformations between the two tilt series, caused e.g. by different magnification
changes due to other defocus values during xy-z-tracking. After matching, the two
reconstructions of each tilt series are combined in Fourier space [111]. This reduces the
‘missing wedge’ to a ‘missing pyramid’.
Despite these advantages, it was only possible once to acquire a usable second tilt series
of the same sample detail. The acquisition of a second tilt series makes only sense if
beam damage during the acquisition of the first series did not change the sample detail
significantly. For the samples studied, it is also problematic not to loose the sample
detail during the 90◦ rotation. The translation of the detail is normally quite large (up
to 1 mm). Therefore, only a very low magnification of 100 X allows to keep track of
at least the grid square of the sample detail. Due to the large translation, the sample
detail may end up at a position where the acquisition tilt range is insufficient.
Figure 4.7 shows slices of the same regions of a catalyst sample created by IMOD-WBP,
IMOD-SIRT and DIRECTT. It can be seen that the DIRECTT reconstruction show
significant less dominant artefacts and an improved spatial resolution. A quantification
of the suppression of streak and missing wedge artefacts is presented in Sec. 5.3.4.5. The
background gradient in the SIRT reconstruction is assumed to originate from iteration
fluctuations caused by a too low SNR or x-tilt-correction as often observed for low dose
cryro data.6)
Processing of tomograms
Generally, the tomogram resulting from reconstruction has to be filtered to reduce noise
and/or to enhance some structures in regard to others. Various grey scale filters exist
for these purposes, e.g. median filter; non-linear diffusion filter; mean, Gauss and other
convolution filter; filter based on weight functions of the Fourier space like band-pass
filter (except for discrepancies due to discretization equivalent to convolution filter),
morphological image filters to list just a few. The reader is referred to the literature for
more details about digital image filters and their use (see e.g. [76; 162; 189; 27; 115; 144;
53]). In contrast to the tilt series stack, the tomogram should in most cases be filtered
in 3D. Various programs exist to process 3D datasets with 3D filters. However, the
6) Personal communication with D. Mastronarde, see also [115, sirtsetup].
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IMOD-WBP IMOD-SIRT DIRECTT
20 nm
20 nm
Figure 4.7: IMOD-WBP, IMOD-SIRT and DIRECTT reconstruction
The top row shows contrast inverted reconstruction slices (xz-plane) to make the streak artefacts
better visible. The influence of the artefacts reduces from left to right and the spatial resolution
increases.
The bottom row demonstrates the difference between carbon support and empty space in the recon-
structions. Whereas SIRT exhibits the highest contrast difference, it also has the strongest background
gradient. The detail seems highest in the WBP reconstruction.
execution time and accuracy varies and care must be taken to document introduced
modifications to the data that might influence later analyses. For most automated
quantitative analyses the 3D data has to be segmented or binarized by thresholding
filters such as global thresholds or sophisticated algorithms as listed in App. A.1. There
are many binary filters that can be applied to the binary datasets then (see literature
listed for grey scale filters). Many depend on a (voxel) structuring-element or on the
definition of the neighbourhood. Two common neighbourhoods in 2D are either the
4 directly connected pixels (4-connectivity) or additionally those only connected by a
corner (8-connectivity, 32 − 1). In 3D the corresponding neighbourhoods either have 6
or 26 (33 − 1) connectivity (for depictions and other neighbourhoods see e.g. [53]).
There are two common types of visualization of 3D data: Either voxel rendering or
surface rendering (see e.g. the program Paraview [1]). They are based on two diffe-
rent data representations, i.e. voxel representations or mesh representations. These
are further described in App. A.1 and in the literature (e.g. [76; 155; 12]). Diffe-
rent algorithms exist to generate mesh representations from voxel representations (see
e.g. [106; 127]). Various different analysis methods are possible depending on the type
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of data representation (see Chap. 3 and 5). The generation of mesh representations
and their analysis is time consuming and was therefore parallelized with python [116]
in this work. Concerning analyses of mesh representations it is important to be aware
of (closed) manifolds and their creation or preservation by mesh filters.
The presented image analyses are mainly based on the following programs:
• Filtering and analysis: ITK [2], VTK [3], VTKBlender [15], Blender [4], Octave [5],
ImageJ [7] and awk [16]
• Visualization7)8): Blender [4], Paraview [8], ImageJ [7], gnuplot [6], Inkscape [9],
Gimp [10] and LATEX
[11]
• Programming was mainly done in C/C++ [12], Python [13] and Java [14]
Linux [17] was the operating system used but most programs are also available for other
operating systems. Apart from these free/open-source programs, MAVI [25], VGStudio-
max [28] and Avizo/Amira [29] were used as well.
7) In this work, data is plotted with lines connecting data points if lines make it easier to follow
successive data points and/or if it helps to distinguish data points from multiple plots within the
same figure. Using different point styles to avoid the need for connecting lines was often much more
difficult to read.
8) The colours were chosen such that they are easily distinguishable. The images in this document are
displayed correctly with e.g. xpdf, Evince and SumatraPDF but some PDF-viewers display some
of the images badly, i.e. in modified colours.
Chapter 5
Tomographic characterization of
ruthenium-based catalysts
The ruthenium nanoparticle samples investigated were deposited on two different types
of carbon support, namely VulcanR© XC-72R (from CABOT Corp [30], denoted by ‘VC’)
and Black Pearls 2000 (from CABOT Corp [31], denoted by ‘BP’). The carbon sup-
port was either pretreated with CO2 (denoted by ‘CO2’) to increase the surface and the
porosity, or used unmodified (denoted by ‘um’).1) I prepared the TEM-samples and
reconstructed TEM tomograms as described in Chap. 4. The four types of samples
are referred to as RuVCum, RuVCCO2 , RuBPum and RuBPCO2 . Furthermore, I cre-
ated tomograms of four carbon samples without ruthenium (VCum, VCCO2 , BPum and
BPCO2) to investigate if the ruthenium treatment changes the carbon support. This
might influence catalytic activity of the material.
In the following sections, the tomographic results of the samples without ruthenium are
presented first, followed by the results of the samples with ruthenium. The tomographic
datasets are examined and characterized. The detailed quantification by means of the
developed analysis tools discussed in Chap. 3 will be demonstrated on RuVCum. The
tomograms of the other samples could not be studied in such detail because either
the resolution was insufficient concerning the sizes of the ruthenium particles and the
carbon structure or significant contamination during image acquisition in the TEM
made any evaluation dependent on the actual position of the carbon surface impossible
(e.g. the uncovered ruthenium surface). Some preliminary discussions are given if they
relate directly to the presented results. Discussions spanning multiple results are given
in Chap. 6.
5.1 Support particles without ruthenium
The support particles consist of different synthetic partially graphitized carbon black
(see e.g. [187], [40, sec. A12.2, p. 31]). The differences observable in TEM images are:
particle size, particle shape and the degree of graphitization.
1) The samples were designed and created by colleagues at HZB, for detailed description see e.g. [191;
45; 192; 65; 130; 94; 186; 190].
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Figure 5.1: Graphitization
The top image shows a model of a par-
tially graphitized carbon ball (Fig. 2
of [187]), the middle image different de-
grees of graphitization (Fig. 3 of [187])
and the bottom image ruthenium par-
ticles on partially graphitized carbon
(Fig. 3 of [45]).
The degree of graphitization is the least quantifi-
able of the support characteristics. Most carbon
particles are polycrystalline. The degree of graphi-
tization can be regarded as the size and amount
of graphitic regions in a carbon particle [187]. Ac-
cording to Wissler [187], the structural properties
of graphitic crystals are described adequately by:
crystallite size, Lc (crystallite dimension in the c-
axis direction), La (crystallite dimension in the a-
axis direction) and the interlayer spacing, c/2 (half
the hexagonal lattice c-axis). Although the model
in Fig. 5.1 shows well-defined mono crystalline re-
gions, the transition from graphitic to amorphous
carbon is continuous (see e.g. [82; 187], Fig. 5.1).
Therefore, the listed properties are not easily de-
termined. Hence, I use the terms ‘more amor-
phous’ and ‘more graphitic’ to express the ten-
dency of the local carbon structure.
The tendency towards more graphitic carbon
structure is expressed by a higher ordering of the
graphene sheets and a more ball-shaped structure.
It is observed that the ordering of graphene sheets
is visible in some TEM images but much better in
tilt series videos. The reason for a better recog-
nition in tilt videos is probably due to the human
skill to reduce the SNR between successive images
by following the details of the 3D structure for
frame rates below about 5 fps (frames per second,
see also Sec. 4.3).
Most particles I observed in the TEM, showed
either a branched structure (as visible in e.g.
Fig. 5.3) or a structure made up of grouped balls (e.g. Fig. 5.5). The ball-shaped
structure shows graphene layers whereas the branched structure does not. Therefore,
the shape can be regarded as an indirect indicator of more graphitic regions even if the
resolution of the images or the tomogram is not sufficient to reveal graphene layers.
Inspired by the impressions from the TEM images and Fig. 2 of [187] (Fig. 5.1) I would
expect the formation of the ball-shaped structures to originate from fullerenes (bucky-
balls) on which further graphene sheets grow. The term ‘onion layer’ structure is used
to express this property which is even visible in some tomograms (e.g. Fig. 5.5). As
reported by Wissler [187] and as visible in tomograms (e.g. Fig. 5.5), the innermost
part (∅ ≈ 10 nm) of a ball is less ordered which might be due to tension caused by the
outer shells crunching the inner fullerene.
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Figure 5.2: Sample type VCum
Image a) shows a ZL-TEM image of a part of a VCum particle. It sticks to a carbon foil with Au
marker (∅ ≈ 2 nm). The homogeneous grey area around the scale bar originates from the alignment of
the image for the reconstruction. Image b) shows a slice of the WBP reconstruction. The circles mark
the artefacts originating from contamination during acquisition of the tilt series. The oval marks a
region that suffers from streak artefacts originating from the region of the sample where the thickness
is larger than 100 nm (dark region in image a)). The thin lines indicate the slightly visible ‘onion
layer’ structure.
ZL; M = 63 kX; 73◦ -> -66.5◦ @ 0.5◦; t = 8 s; #e ≈ 16000 e−/nm2; sp = 1.64 A˚; P ≈ 5 · 10−8 mBar;
no lN2 used;
The overall sizes of the carbon particles vary from around 50 nm up to a few microm-
eter. However, most carbon particles would be characterized more precisely if instead
of the overall extent, the width of a branch or a ball was regarded. Branches seem to
range from 10 nm to 30 nm while balls are slightly larger, 40 nm to 60 nm. These
sizes also match the ASAXS measurements of ∅ ≈ 26 nm [192] much better. Further-
more, the range corresponds to the most dominant image frequency of TEM images
of these carbon particles, which is important for the optimization of the automated
xy-z-tracking (see Chap. 4) during acquisition of tilt series of these samples.
The TEM images and tomographic slices I created of the different carbon support
samples are presented in the following paragraphs. Some qualitative estimations and
remarks are given as well.
VCum The VCum particle in Fig 5.2 exhibits the structure I refer to as the ball
structure. In the tilt series video the ‘onion layers’ are also visible in other regions of
the particle than indicated in Fig 5.2b by lines along the layers. No obvious impurities
can be found. The circles mark the type of artefact that arises from contamination
during acquisition of the tilt series (see Sec. 2). The thickness of the contamination
can be estimated at around 3 nm to 5 nm between the first and the last image of the
tilt series. Other particles of this type also contain parts that can be attributed to the
branch structure (see e.g. Fig 5.5).
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20 nm
marker
region without carbon foil
a)
A ZL-TEM image of a BPum particle is shown
in a). The particle resides on a rim of the car-
bon foil with the Au marker. The rim of the foil
is indicated by the arrows on the left and right
side. Image b) shows a slice of a WBP dual tilt
reconstruction. Image c) shows a slice of the
DIRECTT reconstruction of a single tilt series.
The circles mark impurities in the carbon parti-
cle. Although the pores are more distinct in b),
the borders of the carbon particle are more dis-
tinct in c) This is obvious when the regions in
the rectangles are compared.
marker
pores
20 nm
b)
20 nm
c)
Figure 5.3: Sample type BPum
ZL; M = 63 kX; -70◦ -> 74◦ and -71◦ -> 73◦ @ 1◦; t = 0.5 s; txy = 0.1 s; tz = 0.25 s #e ≈ 1200 e−/nm2;
sp = 1.64 A˚; ∆ff ≈ -1.9 µm; P ≈ 1.1 · 10−7 mBar; lN2 used;
BPum The BPum particle in Fig 5.3 exhibits the structure I refer to as the branch
structure. No ‘onion layers’ can be recognized not even in the tilt series video. Instead,
it contains pores and impurities marked by arrows and circles in Fig 5.3b. Two tilt series
could be acquired for this particle allowing for a dual tilt reconstruction (procedure
explained in 4.3) with IMOD.
The contamination during acquisition of the tilt series is insignificant. However, a
contamination layer of around 1 nm thickness originates from the electron dose during
the alignment of the particle for the acquisition of the second tilt series. This change
of the outer surface of the particle is probably the reason for the outer surface to be
less distinct than the inner surface of the pores (Fig 5.3b).
Figure 5.3c shows the DIRECTT reconstruction of a single tilt series. It exhibits less
noise/artefacts than the WBP dual tilt reconstruction but small particles are less round.
Furthermore, the outer surface is much more distinct than in Fig 5.3c. However, this
does not apply to the inner surface. The two DIRECTT reconstructions could not be
matched (procedure explained in Sec. 4.3) to each other. Therefore, they could not
be combined to yield a better base for the comparison with Fig 5.3b. Nevertheless, a
DIRECTT reconstruction of a single tilt series already yields sharper borders than a
WBP dual tilt reconstruction.
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1234
5
a)
Image a) shows the BPum particle from
Fig. 5.3. The five marked regions were used
in each image of the tilt series for the calcula-
tion of the mean value of electrons per pixel.
The obtained values are plotted in image b).
Image c) shows the plot after the normaliza-
tion of the tilt series in region 3. The overall
change in intensity could be removed but the
local changes of the intensity profile remained.
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Figure 5.4: Intensity profile and normalization
The particle resides on a rim of a broken carbon support film. This enabled me to
check how the average beam intensity (i.e. current density J) and the intensity profile
changed during acquisition of the tilt series. The measured mean intensities of five
positions for each image of the tilt series are shown in Fig. 5.4. They vary slightly
(up to 4 counts per pixel, i.e. about 3%) over the period of acquisition of the series
up to the point of a manual intervention (at image # 134), which was necessary be-
cause the condenser aperture shadow entered the image due to illumination tracking.
Illumination tracking corresponds to the displacement of the optical axis above the
sample. It is synchronized with and governed by the displacement of the optical axis
below the sample, i.e. the image-shift needed for xy-tracking (see Sec. 4.2). However,
synchronization is controlled by DMG and can only be maintained for the tracking
region in which both shifts are proportional to each other. When the applied image
shift comes close to its limits (around 2 µm at 63 kX Fig. 4.2) the proportionality is not
given any more, leading to the described desynchronization of the illumination and the
image shift. Although no manual xy-tracking was necessary the intervention changed
the average beam intensity. The illumination profile was influenced as well which can
be concluded from the different order and spacing of the five measurement positions.
Figure Fig 5.4c shows the mean intensities of five positions after normalization of the
tilt series images in region 3. Normalization means an adjustment of the brightness of
the TEM images to a mean value. Thereby, the global change in brightness between
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successive images is removed which is caused by intensity fluctuations of the electron
beam. However, the local changes in brightness cannot be removed that are caused
by a brightness gradient that is constant throughout series acquisition until manual
interaction. The change of the beam intensity profile during acquisition, i.e. the
fluctuations in each region can be neglected. The brightness gradient that is constant
throughout acquisition could be removed by an image without the sample. However, the
removal of the sample out of the imaged region can only be accomplished mechanically.
Since this introduces significant backlash, it can only be done after the acquisition of the
whole series. As described above, manual intervention causes a change in the brightness
gradient such that a gradient correction is only possible if no manual intervention was
necessary during acquisition of the tilt series. However, the measurement shows that the
fluctuations in the intensity profile are sufficiently small, in regard to the present noise,
to be ignored concerning binarization and image analysis of the resulting tomogram.
The current density J ≈ 2400 e−/nm2/s is not constant over the profile of the electron
beam. It varies by about 160 e−/nm2/s (7%). The approximate electron dose on the
sample per image is Di ≈ 1200 e−/nm2 and lies in the range reported by Ku¨bel et al.
[90]. These are no low-dose conditions. However, the noise of the images was already
high for the reconstruction by DIRECTT.2) The total dose on the sample over the
acquisition of one tilt series (145 images) is therefore Dt ≈ 2400 · (2 ·0.1+2 ·0.25+0.5) ·
145 e−/nm2 ≈ 418 · 103 e−/nm2 of which 58% are from the additional images needed
for the tracking. The TEM tomogram example of Reimer and Kohl [146, Fig. 6.37,
p. 261] only lead to a total dose of 2000 e−/nm2 but was reconstructed only from 19
projections and refined by single-particle reconstruction (see e.g. [35; 114]).
In App. A.2 the resolution of the dual tilt reconstruction is estimated by means of the
Fourier Shell Correlation (FSC) and the 2σ-threshold curve is found to be approxi-
mately 12 A˚. To what extend this is an appropriate resolution estimate and that the
resolution might be underestimated is discussed in Sec. 6.3 and in full detail in the
literature, e.g. [177; 104; 52; 33].
VCCO2 The VCCO2 particle in Fig 5.5a exhibits both the ball and the branch struc-
ture. A slight difference in contrast and structure pattern between ball and branch
structure can be seen in Fig 5.2b. It seems as if the ball structure originates from
seven buckyballs. The ‘onion layers’ are visible in Fig 5.2c. Only the branch structure
contains impurities. The sample became contaminated during acquisition which caused
contamination artefacts. The thickness of the contamination varies between 1 nm and
10 nm over the particle. The CO2 treatment seems not to have had any obvious effect.
Other particles of this type show a difference to VCum, possibly caused by the CO2
treatment. However, only the branch structure seems to be effected.
BPCO2 The BPCO2 particle in Fig 5.6a exhibits only the branch structure as it is
typical for BP carbon. The CO2 treatment seems to have had an effect since the
surface of the particle is less even than it usually is for BPum. Impurities are found
mainly on the outer surface.
2) According to A. Lange (BAM) DIRECTT expert.
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20 nm
marker
a)
A ZL-TEM image of a VCCO2 particle is shown
in a). The right part consists of the ball struc-
ture (marked by seven circles) and the left part
of the branch structure. There are Au marker
with different sizes on the carbon foil. Two slices
of a WBP reconstruction are shown in b) and c).
Impurities can be found in the branch structure.
The onion layer are best visible in c). The rect-
angles mark contamination artefacts. The black
lines in c) indicate the surface of the particle be-
fore contamination.
20 nm
impurities b)
20 nm
c)
Figure 5.5: Sample type VCCO2
ZL; M = 80 kX; -72.0◦ -> 69.5◦ @ 0.5◦; t = 1 s; #e ≈ 1700 e−/nm2; sp = 1.16 A˚; ∆ff ≈ -2 µm;
a)
20 nm
b)
20 nm
Figure 5.6: Sample type BPCO2
A ZL-TEM image of a BPCO2 particle is shown in a). The surface of its branch structure is less even
than for BPum. This is also visible in the tomographic slice of the WBP reconstruction, b). Impurities
are found mainly on the outer surface.
ZL; M = 63 kX; -68◦ -> 67◦ @ 1◦; t = 1 s; #e ≈ 2400 e−/nm2; sp = 1.64 A˚; ∆ff ≈ -2.4 µm;
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Ru particles
100 nm
a)
α
β
α
α
Ru particles
20 nm
marker
b)
A ZL-TEM image of a 0.5 µm large RuVCum
particle is shown in a). In the inlay some of the
bigger ruthenium particles (2 nm to 6 nm) are
visible. The parts that exhibit branch structure
are denoted by α, the part with ball structure by
β. A contrast-inverted STEM image of a 100 nm
small RuVCum particle is shown in b).3)It ex-
hibits only the branch structure. The carbon
particle is hardly distinguishable from the car-
bon support foil. Image c) contains a slice of a
WBP reconstruction from the particle in b). It
shows that the small (< 5 nm) ruthenium par-
ticles are inside the carbon support.
Acquisition parameters are given in Sec. 5.3.
20 nm
c)
Figure 5.7: Sample type RuVCum
5.2 Sample particles with ruthenium
In the following paragraphs, the different carbon support samples containing ruthenium
are presented by TEM images and tomographic slices. Some qualitative estimations
and comparisons are given.
RuVCum The RuVCum particle in Fig. 5.7a exhibits both the ball and the branch
structure whereas the RuVCum particle in Fig. 5.7b only exhibits the branch structure.
In the reconstruction slice (Fig. 5.7c) the carbon can hardly be distinguished from
empty space. This shows that STEM is not well suited to image the carbon particle.
3) This STEM data set was acquired with a FEI Tecnai F20-G2 TEM at the Electron Microscopy
Group in the Department of Materials Science & Metallurgy, University of Cambridgein with the
help of J.C. Hernandez-Garrido.
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20 nm
Ru particle contamination
a)
ZL-TEM images of RuBPum particles are shown
in a) and b). The branch structure of the car-
bon seems unaffected by the ruthenium treat-
ment (compare with Fig. 5.3). Many ruthenium
particles can be seen in a). The thickness of
the contamination during the acquisition was
between 5 nm and 10 nm. Image c) shows a
WBP reconstruction slice of the particle in b).
The ruthenium particles are mostly inside the
carbon support. The rectangle marks the region
of a contamination artefact.
20 nm
Ru particle marker
b) 20 nmRu particlec)
Figure 5.8: Sample type RuBPum
ZL; M = 160 kX; 67.0◦ -> -70.5◦ @ 0.5◦; #e ≈ 17000 e−/nm2; sp = 0.7 A˚; P ≈ 8.8 · 10−8 mBar
However, the contrast difference between empty space and carbon suffices to conclude
that the ruthenium particles are mostly inside the support of the branch structure.
The sizes of the ruthenium particles range from 1 nm to 4 nm.
The particles shown in Fig. 2.3 and Fig. 5.11 also belong to this sample type. They
also exhibit both the ball and the branch structure which is typical for VC particles.
RuVCum is therefore analysed in more detail in Sec. 5.3.
RuBPum The RuBPum particles in Fig. 5.8a and Fig. 5.8b exhibit only the branch
structure. They contain many ruthenium particles inside the carbon support. The
sizes of the ruthenium particles range from 1 nm to 4 nm. The contamination layer is
between 5 nm and 10 nm thick. This creates the impression in Fig. 5.8a that ruthenium
particles are only found a few nanometres away from the carbon surface. However, the
ruthenium particles reach up to the surface of the carbon support before contamination
has built up during acquisition.
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20 nm
Ru particlea)
A ZL-TEM image of a part from a RuVCCO2
particle is shown in a). It only exhibits the
branch structure. The WBP reconstruction slice
in b) shows less and smaller ruthenium parti-
cles than the DIRECTT reconstruction slice in
c). There are many ruthenium particles inside
but also on the support. The sizes of the ruthe-
nium particles inside range from 1 nm to 5 nm,
whereas those on the support range from 5 nm
to 15 nm.
20 nm
Ru particleb)
20 nm
Ru particlec)
Figure 5.9: Sample type RuVCCO2
BF; M = 50 kX; -67◦ -> 73◦ @ 1◦; t = 4 s; #e ≈ 13000 e−/nm2; sp = 2.07 A˚; ∆ff ≈ -1.5 µm;
RuVCCO2 The RuVCCO2 particle in Fig. 5.9a exhibits only the branch structure.
The carbon is not obviously affected by the ruthenium treatment. The support particle
contains many ruthenium particles not only inside but also on the carbon support. The
WBP reconstruction slice in Fig. 5.9b shows less and smaller ruthenium particles than
the DIRECTT reconstruction slice Fig. 5.9c. The sizes of the ruthenium particles inside
range from 1 nm to 5 nm, whereas those on the support range from 5 nm to 15 nm.
The maximum size of ruthenium particles on RuVCum particles seems lower than the
maximum size of ruthenium particles on this CO2-treated support particle.
Ku¨bel et al. [92] found that the grey values in WBP reconstructions depend on the
particle size. However, this seems not to be the case for DIRECTT reconstructions (see
App. A.3). This is an explanation for the additional particles found in the DIRECTT
reconstruction which are all very small (∅ < 4 nm). If the dependence found by Ku¨bel
et al. [92] also leads to a less steep transition in the intensity profile between particle
and its surrounding this would also explain the increase in size of the particles in the
DIRECTT reconstruction. However, the qualitative comparison here would not suffice
to validate this.
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20 nm
Ru particle
a)
A ZL-TEM image of a RuBpCO2 particle is
shown in a). It only exhibits the branch struc-
ture. The WBP reconstruction slice in b) shows
smaller ruthenium particles than the DIRECTT
reconstruction slice in c). Most ruthenium par-
ticles are inside the support. The sizes of the
ruthenium particles range from 1 nm to 10 nm.
20 nm
Ru particle
b)
20 nm
Ru particle
c)
Figure 5.10: Sample type RuBPCO2
ZL; M = 50 kX; 62◦ -> -70◦ @ 1◦; t = 2 s; #e ≈ 3900 e−/nm2; sp = 2.07 A˚;
RuBPCO2 The RuBPCO2 particle in Fig. 5.10a exhibits only the branch structure.
Neither the ruthenium treatment nor the CO2 treatment had an obvious effect on the
carbon support. The surface is not as rough as the surface of the BPCO2 particle in
Fig. 5.6. However, as it is the case with RuVCCO2 , bigger ruthenium particles exist
compared to RuBPum (Fig. 5.8). The sizes of the ruthenium particles range from 1 nm
to 10 nm.
The WBP reconstruction slice in Fig. 5.10b shows again less and smaller ruthenium
particles than the DIRECTT reconstruction slice in Fig. 5.10c. However, the difference
is not as pronounced as in Fig. 5.9.
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5.3 Detailed analysis of RuVCum
The sample RuVCum has a high amount of ruthenium particles on the outer surface
of the support. The structure of RuVCum turned out to be unique within the set of
the sample types studied and is expected to have a strong influence on the catalytic
effectiveness compared to the other samples. Therefore, the details of the tomographic
analysis are explained on this sample.
First, the properties of the ruthenium and the carbon segments without any structural
dependence are characterized. My analysis of the structures follows. It is divided into
three parts: Evaluation of the particles of the ruthenium segment, the structure of the
carbon segment and the relation between ruthenium particles and carbon support.
Figure 5.11 shows an image from the tilt series of the RuVCum particle, referred to
as ‘the poodle’4). The TEM Bright Field (BF) images were taken at 200 keV while
the sample was tilted from -69◦ to 74◦ with an angular increment of 1◦. The total
dose on the sample during the acquisition was Dt ≈ 4000 · 103 e−/nm2. Although the
additional dose before acquisition was around 15000 · 103 e−/nm2, no contamination
or any other beam damage could be observed. Automated tracking during acquisition,
image alignment with IMOD and reconstruction were done as described in Chap. 4.
The DIRECTT reconstruction shows a significant improvement concerning the spatial
resolution and the suppression of streak artefacts (see Fig. 4.7). A reliable analysis
of the IMOD-WPB or IMOD-SIRT reconstructions was not possible (see Sec. 5.3.4.5
and Fig. A.8). Computer analysis of the binarized tomogram segments enables global
measurements concerning ruthenium and carbon and also measurements of each in-
dividual ruthenium particle. The digital analysis was carried out with the Insight
Toolkit [2] (ITK), the Visualization Toolkit [3] (VTK), octave [5], gnuplot [6] and rendered
with Blender [4].
5.3.1 Visual Assessment
Figure 5.11 shows a BF-TEM image of ruthenium catalyst nanoparticles (small dark
spots) distributed over an agglomerate of Vulcan R© XC-72 carbon black support
(marked by arrow A) deposited on carbon foil with fiducial markers. The carbon
particle in Fig. 5.11 consists mainly of two fractions which differ by their appear-
ance and degree of graphitization. Larger branches of onion-like structure with diam-
eters of around 50 nm (mostly on the left side of arrow A) are combined with smaller
amorphous-like constituents forming irregular aggregates varying from 10 nm to 30 nm
in width (mostly on the right side of arrow A). The much smaller ruthenium particles
range from 1 nm to 5 nm in size (see arrows B and inset) and are spread over the
surface of the carbon support. Fiducial gold markers are visible as separate spherical
dots on the support foil (marked by arrow C) and were used for image alignment.
4) I use the association with a poodle since it allows not only to refer to this particular particle but
also to specify parts of the particle.
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B
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50 nm
Figure 5.11: Bright field image of a RuVCum particle
Bright field TEM image of a RuVCum catalyst particle (named the poodle) showing ruthenium
nanoparticles as dark spots (marked by arrows B) supported by a Vulcan R© XC-72R carbon black
agglomerate (marked by arrow A). Many ruthenium particles are situated on the outer surface of the
carbon particle. To the right of arrow A the C-particle is more amorphous while to the left it has a
more graphitic character. Arrow C points at a fiducial gold marker for the image alignment.
Figure 5.12 shows a cross section through the median-filtered tomogram and segments
of the sample presented. A 3D median filter (with a kernel of 5x5x5) was needed to
reduce noise. Most of the ruthenium particles are located on the outer surface of the
carbon support and are partially embedded. This is typical for onion-like structured
carbon regions. Some ruthenium particles can also be found inside the carbon matrix
(see images on the right in Fig. 5.12). These particles are much smaller than those on
the surface. However, they can only be found at some locations. This observation is
further evaluated in Sec. 5.3.5.1. The carbon support foil is about (8 ± 1) nm thick,
measured from the tomogram.
Figure 5.12: Cross section through the reconstructed tomogram
The upper image shows a cross section through the whole tomogram (contrast inverted, scale bar
60 nm); red marks the regions that have a more amorphous-like carbon structure, the other carbon
possibly has a more graphitic character. The middle images show the framed regions of the two
different structures in magnification. The result of segmentation is shown in the bottom images.
Carbon segment (black), ruthenium segment (green), the pore segment (diameter less than 5 nm,
grey, needed in sec. 5.3.5.1) and the surrounding empty space (white) of the tomogram.
BF; M = 40 kX; 74◦ -> -69◦ @ 1◦; ξ = 310 µrad; t = 0.5 s; #e ≈ 25000 e−/nm2; sp = 2.6 A˚; no lN2
used;
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Figure caption on the opposite page
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5.3.2 Creation of the ruthenium and carbon segments
The ruthenium segment in the DIRECTT reconstruction can be determined by the
Otsu threshold criterion [135], which yields the lower threshold for the ruthenium seg-
ment. There is no need for an upper threshold. This way the segmentation of the
ruthenium does not depend on operator decisions but is rather based on objective cri-
teria. An adaptive threshold depending on the feature size, as described in Ref. [92],
was not used because a dependence of the grey values on the feature size could not
be observed in the DIRECTT reconstruction (see App. A.3). This is probably due
to the nature of the reconstruction method of DIRECTT. However, the median fil-
ter introduced such a dependence for particles sizes below the kernel size (Fig. A.3).
Therefore, more small particles (∅ below ≈ 1 nm) should be expected in the sample
than were actually accounted for in the following evaluations. The presented results
are only valid for particles above about 1 nm. The small particles that are prone to
error concerning shape were disregarded in any evaluation after Sec. 5.3.4.2 because
they lack a sufficient resolution.
Although the DIRECTT reconstruction has fewer artefacts, some ruthenium particles
that are very close to each other are probably connected because of limited spatial
resolution. Therefore, the particles were separated by a filter chain consisting of two
distance map evaluations and a watershed transformation as described in Sec. 3.2.5)
The watershed algorithm used did not introduce walls [18; 20] so that the overall
ruthenium segment was not changed. The second distance map filter was inserted to
control over- and under-segmentation by an edge error of 2 voxels and a separation error
of 6 voxels Sec. 3.2.1 and 3.2.2. The result of this filter chain is more realistic concerning
amount, size and shape of the ruthenium particles in regard to the impression given
by the original TEM images. Except for the watershed separation, which neither
moved nor removed nor added voxels to the ruthenium segment, no further filtering
was needed. The difference between the labels created by a mere interconnectivity
criterion and those resulting from the watershed separation can be seen in Fig. A.6.
The upper threshold for the empty space was determined from the histogram of
the tomogram. The carbon segment was created from the grey values between the
vacuum segment and the ruthenium segment. However, this unmodified segment
was significantly influenced by streak artefacts. A manual selection of the regions
assigned to the carbon segment –as it is still common practice for electron tomo-
grams [73; 52; 14; 189; 16]– would have been inappropriate for two reasons: It would
have introduced strong personal bias and would have been very time-consuming consid-
ering the fine structure of the support and the size of the data set (1350x950x660 vox-
els). Therefore, I decided to remove the artefacts by fine adjusted selective filtering,
still time-consuming but by far less prone to personal bias. The main idea of my fil-
ter chain is to create a mask, originating from a smaller range of grey values, that is
modified before it is used for the removal of the artefacts of the actual carbon segment.
5) The whole dataset had to be cropped/trimmed as much as possible to reduce the size of the dataset
down to 1350x950x660 voxel since otherwise the virtual memory of already about 120 GB would
not have been sufficient for the computation of the Danielson distance map.
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A morphological closing filter [162] followed by an opening filter [162] was applied to
the mask to extend it by the regions of actual carbon that were missing because of
the reduced grey value range. The significance of the filter order is demonstrated in
Fig. A.1.
Most ruthenium particles are surrounded by a very thin layer of carbon grey values.
This could originate from a very faint contamination before or during acquisition of
the tilt series in the TEM. Another source could be remnants of the solvent from the
TEM sample preparation or even from production. However, the layers could also be
reconstruction artefacts. The layer was removed (see Fig. 5.13) where it is only up to
two voxels (about 0.5 nm) thick since contamination definitely contributed. A cross
section through the tomogram segments after the removal of reconstruction artefacts
is shown at the bottom of Fig. 5.12.
Although I was able to avoid manual segmen-
Figure 5.13: Removal of the carbon
layer covering the ruthenium particles
The removal of the ruthenium cover is vi-
sualized by cross sections overlaid in RGB-
channels. The red channel is used for the
ruthenium segment, the blue channel shows
the carbon support before local removal of
thin carbon cover of ruthenium particles and
the green channel contains the result after
the local removal of the thin carbon cover.
The unaffected regions of the carbon segment
are therefore coloured in cyan. The removal
is achieved by local opening of the carbon
around the ruthenium particles (blue). For
better visibility black was changed to white.
tation, the fine adjusted filtering introduces
personal judgement as well. This is caused
either by the type and order of filter in the
chain, or by the parameters chosen for the
filters. A possible method to check how re-
alistic the segmentations are is to re-project
the final carbon and ruthenium segments and
then to compare the obtained images with the
original images of the tilt series. The binary
segments have to be assigned an appropriate
grey value before they are combined to form
a discrete tomogram of just three values for
empty space, carbon and ruthenium. This
tomogram can then be projected in the di-
rections of the original images and compared
by their differences. The mean and variance
of these difference images can be used as fig-
ure of merit for a quantitative evaluation of
the overall influence of the many filters applied to the original tomogram. However,
the evaluation would have to consider the contribution to the mean and variance of
the difference images that are already present for the reprojections of the unmodified
tomogram (as used in the SIRT reconstruction algorithm).6)
5.3.3 Measurements of the carbon and ruthenium segments
The carbon segment
The carbon soot usually used as a conductive and inert support for catalytically active
metallic nanoparticles is a highly porous material. Since the contrast between carbon
and the surrounding empty space is not high and the pores within the carbon matrix can
6) Although a program for such an evaluation was created, it could not be applied because the filtered
segments were cropped and rotated manually prior to filtering, making it impossible to find the
exact original position in the dataset corresponding to the tilt series.
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be very small, the representation of the pores is less accurate than the representation
of the overall contour of the carbon support.
Voids inside the carbon matrix with wall distances of less than 5 nm were regarded as
‘pores’. A morphological closing operation [162] was applied to the carbon segment to
create a carbon representation without pores. After the closing operation three small
voids inside the carbon are left. Yet, more important is that the outer surface remains
largely unchanged. These two representations enable me to discriminate between outer
and inner surface of the carbon structure. Based on this, the carbon support particle
from Fig. 5.11 has a volume of Vop ≈ 10.8 · 105 nm3 (volume with open pores) and
a total surface area of Sop ≈ 12.3 · 105 nm2. Through the closing operation, the
volume increases by 52% to Vcp ≈ 16.4 · 105 nm3 (volume with closed pores) while the
surface decreases to Scp ≈ 2.69 · 105 nm2. The pore volume then is: Vp = Vcp−Vop ≈
5.6 · 105 nm3; and the corresponding pore surface: Sp = Sop − Scp ≈ 9.61 · 105 nm2.
The ratio of the inner surface to the outer surface is Sp/Scp ≈ 3.6, and the surface-
to-volume ratios are Sop/Vop ≈ 1.14 nm−1; Scp/Vcp ≈ 0.16 nm−1. These values are a
measure of the surface roughness of the carbon support. The larger the roughness, the
more sites/surfaces there are for ruthenium particles to grow. The less carbon volume
necessary for this, the better is the packing of the whole structure with ruthenium
particles. However, a very high packing would be counter-productive since then the
ruthenium particles will be less likely reached by the reactants during catalysis. In
the extreme case the ruthenium particles would grow together starting to form a film
causing a loss in surface area.
The ruthenium segment
Before separation (see Sec. 5.3.2, denoted by ‘bs’) there are about 2600 ruthenium
particles with a particle volume of at least 64 voxel ≈ 1.12 nm3. The total Ru volume
is Vbs ≈ 1.1 · 105 nm3 and the surface Sbs ≈ 2.03 · 105 nm2.
The ruthenium surface not covered by carbon (denoted by ‘ubs’: uncovered, before
separation, evaluation described in Sec. 5.3.6.1) computes to Subs ≈ 0.74 · 105 nm2,
which is about 36% of the total ruthenium surface Sbs. This ratio of uncovered ru-
thenium surface to the total ruthenium surface (named Σ) is the key quantity for the
effectiveness of the catalyst and will be further discussed in section 6.2.
After separation (denoted by ‘as’), there are about 5700 ruthenium particles (again
V > 64 voxel ≈ 1.12 nm3) and a total ruthenium volume of Vas ≈ 1.1 · 105 nm3. Since
no voxels are removed by the watershed algorithm chosen, the overall ruthenium volume
is not changed. The surface, however, is increased by 11% to Sas ≈ 2.25 · 105 nm2
due to the boundary surface introduced. It is unclear, though, if this additional surface
area is realistic. Even if, its contribution to catalysis would probably be insignificant
because the distance to the nearby particles is too small to allow for good accessibility
of this additional surface by the reactants. Therefore, in addition to Σ, I use Sbs
and Subs for the calculation of the following values, which I think are important for a
comparison with other catalysts of similar type:
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• Γ: The amount of uncovered ruthenium surface per unit support surface charac-
terizes the degree of utilization of available support surface,
• Θ: The amount of uncovered ruthenium surface per unit Ru/C catalyst volume
can be used for the evaluation of space needed when loading the cathode up to a
specific catalytic active surface,
• Ξ: The amount of uncovered ruthenium surface related to the mass of the Ru/C
catalyst is a more convenient measure when preparing materials for catalyst pro-
duction.7)
For the RuVCum sample these quantities evaluate to:
Σ = Subs/Sbs = 36%,
Γ = Subs/Sop = 6%,
Θ = Subs/(Vcp + Vbs) = 0.04 nm
−1 and
Ξ = Subs/(ρCVop + ρRuVbs) = 0.02 nm
2/g.
I use Vcp for these calculations since the volume in the pores has to be regarded as
occupied in macroscopic considerations. For macroscopic estimations, Θ still needs
to be related to the volume between particles (characteristic for the used carbon soot
powder). I used the density of Ru: ρ
Ru
= 12.37 g/cm3 and a density of graphite:
ρ
C
= 2.25 g/cm3 [187]. Vop and the density of graphite are used because the density of
graphite varies less than that of amorphous carbon which would be needed with Vcp.
5.3.4 Characterization of the ruthenium particles
Since the ruthenium segment represents a composition of many particles, these particle
representations, referred to as labels after the watershed separation, are studied in more
detail.
The evaluation of the sphericity cp of the ruthenium particles (Sec. 5.3.4.1) gauges
the extent to which a size distribution makes sense under the assumption of spherical
symmetry (Sec. 5.3.4.2). The result motivates analyses of shape by fitting of ellipsoids
(Sec. 5.3.4.3).
The size distribution –although the particles are mostly non-spherical (see Fig. 5.11
and 5.12)– allows for a comparison with the results obtained by other methods such
as X-ray diffraction (XRD) and anomalous small-angle X-ray scattering (ASAXS)
(Sec. 6.2) which were based on spherical approximations.
The actual deviation from spherical symmetry motivates further evaluation of the local
and global orientation of the particles (Sec. 5.3.6.2 and Sec. 5.3.4.5) which is made pos-
sible through the ellipsoidal analysis developed in Sec. 3.1. This is useful because the
spatial distribution discussed in Sec. 5.3.4.7 of the different shape types identified by
the ellipsoidal analysis can be related to the morphology of the carbon support particle
(Sec. 5.3.5.1).
7) This is a different quantity than the ‘local catalyst loading’ as reported by e.g. Midgley et al. [125]
where the mass of catalyst per support surface area is evaluated. There is no distinction between
total and uncovered catalyst surface in the ‘local catalyst loading’.
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Figure 5.14:
Sphericity of the ru-
thenium particles
Histogram plots of the
sphericity cp (see Sec. 3.1)
of the ruthenium par-
ticles. Only particles
whose volume (in voxel)
was bigger than the cho-
sen threshold were consid-
ered in the corresponding
histogram. 0
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5.3.4.1 Deviation from spherical symmetry
Most ruthenium particles deviate from spherical shape (see inset in Fig. 5.11 and
Fig. 5.12). The sphericity cp = 6
√
pi V/S3/2 (see Sec. 3.1) of the ruthenium particles
was investigated to quantify the deviation. Figure 5.14 shows multiple histograms of
the sphericity. The histograms differ by their minimum volume threshold. Particles
with volumes below this threshold are not included in the corresponding histogram.
Values of cp above 1 in the histograms in Fig. 5.14 are caused by errors in the surface
estimation of the voxel representations of the small particles (see A.1). These particles
have to be neglected. Therefore, the further analyses are restricted to particle volumes
greater than 64 voxels (≈ 1.1 nm3), although shape evaluations of particles with as few
as 6 voxels have been reported [24].
Any histogram in Fig. 5.14, with a minimum volume threshold of at least 64 voxels, has
very few particles that are actually spherical (cp = 1). The degree of deviation from
spherical shape is much more pronounced than expected from conventional 2D TEM
images and as commonly assumed for such metallic nano crystallites [191]. This moti-
vates fitting ellipsoids to the ruthenium particles rather than simple spheres. Generally,
it can be assumed that the particles have the form of truncated hexagonal bipyramids
because Ru metal crystallizes in a hexagonal closed packed structure [45; 131]. How-
ever, the truncated bipyramids are expected to resemble shapes close to ellipsoids if
the resolution of the tomographic dataset is insufficient to reveal facets. The shape of
the resulting particle representations can range from prolate (cigar-shaped) to oblate
(lentil-shaped) depending on the position of the truncation or preferential growth di-
rections. The additional information from the ellipsoid fitting provides an estimate of
the significance of these influences.
5.3.4.2 Size distribution
The size distribution of ruthenium particles shown in Fig. 5.15 is given as a function of
the radius of a sphere with the same volume as the corresponding particle. The normal-
8) These estimated separation values for the two modes seem sufficient in this case, but many separa-
tion algorithms exist for bimodal histograms (e.g. [20]).)
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Figure 5.15:
Particle size distribution
Histogram showing the distribu-
tion of the radii of all represen-
tative ruthenium particles consid-
ering spherical approximation (h).
The bimodal distribution can be
fitted by the sum (bm) of two
Gaussian distributions (g1 and
g2). The fitted function nearly
matches the kernel density plot
(k). The local minimum of the
distribution lies around 1 nm and
the intersection of the two Gaus-
sian functions at around 0.8 nm.8)
ized histogram9) (h) has 300 bins and shows a noisy but distinct bimodal distribution
of the particle radii (particles with cp > 1 were excluded). A kernel density distribution
plot (k, see page 28) accounts for the uncertainty of the representation of ruthenium
particles. This also reduces the noise and the bimodal distribution becomes more ob-
vious. The distribution was decomposed into two Gaussian functions. Therefore, the
sum (bm) of two Gaussian functions (g1 and g2) was fitted by non-linear least-squares
(NLLS, Marquardt-Levenberg algorithm [6, sec. 57, p. 58]) to the histogram (h). The
fitted function has a very good correlation (root mean square (RMS) of residuals: 0.07)
and only differs slightly from the kernel density plot (k). The fitting function is:
f(r) = a exp(−(r − k)2/(2s2) + b exp(−(r − l)2/(2t2))
and the result is:
a = 0.7, k = 0.6, s = 0.2; b = 0.5, l = 1.4, t = 0.5
The two mean radii of the bimodal distribution are therefore: r1 = 0.6 nm (vari-
ance 0.2 nm) and r2 = 1.4 nm (variance 0.5 nm). In reality, there are probably more
small particles (r < 0.5 nm) because of the influence of the median filter on the grey
values as explained previously in Sec. 5.3.2. This would affect the smaller mode by
increasing the value of a and possibly decreasing r1. However, the result that there
are two modes should not be affected because the maximum of the bigger mode lies
at r2 = 1.4 nm which is about three times larger than the range of the median kernel
(r ≈ 0.5 nm).
9) The terminology is not consistent in this case. I refer to a normalized histogram when its overall
integral equals unity [79, sec. 13.2.1, p. 257].
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5.3.4.3 Shape analysis
a′
b′
c′
0
Figure 5.16: Distribution of the
a:b:c-ratios in 3D
Visualization of the a:b:c-ratios as point
vectors for all ruthenium particles ex-
tracted from the tomogram. The points
are mapped into the rgb colour space to
preserve 3D information in the projec-
tion, i.e. points close to the a′-axis con-
tain more green, those close to the b′-axis
more red and to the c′-axis more blue.
Shape analysis is done by fitting an ellipsoid to
each particle after watershed separation.10) The
parameters of the ellipsoid, namely axes lengths,
axes orientations and position in space, are de-
termined from the binary image moments of first
and second order (see Sec. 3.1). Scaling of the fit-
ellipsoids (to make them have the same volume as
the corresponding particles) does not change the
ratio of the lengths of the main axes: a:b:c (re-
ferred to as a:b:c-ratio from now on). Contrary to
other work containing shape analysis based on bi-
nary image moments [24; 26; 140], my evaluation
is based on LWPDs introduced in Sec. 3.3 allowing
to introduce shape categories.
For an evaluation of these ratios I interpreted the
actual lengths of the axes a′, b′ and c′ as com-
ponents of point vectors in 3D space as shown in
Fig. 5.16. They reside within the positive quad-
rant because a′, b′ and c′ are always positive. In
this representation the distance of each data point
from the origin is proportional to the size of the
particle. However, for the evaluation of the shape of each particle, its actual size, i.e.
the actual length of the point vector, is of no importance. Therefore, all data points of
Fig. 5.16 were radially projected onto the unit sphere, as displayed in Fig. 5.17 which
is further explained below. This projection maps a′ ⇒ a, b′ ⇒ b and c′ ⇒ c changing
the individual axes lengths but not the a:b:c-ratios.
The axes were sorted by their lengths a < b < c. This causes the points to
be restricted to a rectangular spherical triangle on 1/48 (1/8 · 1/6, concluded form
underlying symmetry) of the surface of the unit sphere. The points on the triangle arcs
correspond to special ellipsoids:
The prolate arc: a = b < c⇔ 1 = a/b < c/b
The oblate arc: a < b = c⇔ a/b < c/b = 1
The ellipse arc: a = 0
The naming of the axes does not correspond to the common naming in hexagonal
systems. The mathematical category of prolate ellipsoids (cigar shape) have a rotational
symmetry about the long axis (c), whereas the oblate ellipsoids (lentil shape) have a
rotational symmetry about the small axis (a). The corner points of the spherical
triangle in Fig. 5.17 correspond to even more special conditions of the ellipsoids:
10)This can only be done in 3D because an unambiguous evaluation of the shape of particles that
resemble arbitrarily shaped ellipsoids is not possible in 2D projections or cross sections, i.e. stere-
ology [133, sec. 8.1.1, p. 242].
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Figure 5.17: Radial projection of a:b:c-ratios
Radial projection of the a:b:c-ratio point vectors onto the unit sphere. Due to sorting, a < b < c, all
the points lie within a rectangular spherical triangle. The special lines are explained in the text. The
broken lines ending at the oblate arc mark the corresponding a/b ratios; those ending on the ellipse
arc mark the corresponding b/c ratios. The colour of each point corresponds to its ellipsoid type:
prolate: red (# 1783); oblate: green (# 983); spherical (within error limits, # 676): blue; uncertain
(within error limits, # 2257): yellow. The ellipsoids on the side represent the four different types
(second column: view rotated by 90◦) in their extremes.
The sphere point: a = b = c
The circle point: a = 0 ∧ b = c
The line point: a = b = 0
The ranges of the a, b and c values are:
a ∈ [0;
√
1/3], b ∈ [0;
√
1/2], c ∈ [
√
1/3; 1]
Perfectly prolate, oblate or spherical ellipsoids, i.e. with rotational symmetry, represent
extreme geometrical cases that are unlikely to appear in the distribution (indicated by
the unpopulated prolate and oblate arcs in Fig. 5.17). Nevertheless, a large fraction of
data points are a significant distance away from the sphere point, indicating that the
majority of particles are non-spherical in accordance to the result of Sec. 5.3.4.1.
86 Chapter 5. Tomographic characterization of ruthenium-based catalysts
Figure 5.18: Stereographic
projection of a:b:c ratios
and 2D-histogram
a) The stereographic projec-
tion of Fig. 5.17. The cho-
sen origin of projection on the
sphere is (
√
1/3,
√
1/3,
√
1/3),
the ‘sphere point’. The colour
of each point and the labels cor-
responds to those in Fig. 5.17.
b) 2D-histogram showing the
distribution of the ratios of fit-
ellipsoid axes. Each histogram
field is coloured according to
the number of ellipsoids with
a:b:c lying within the area of the
field. The fields are parallelo-
grams to avoid under estimation
along the ‘oblate line’.
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A way to partition all possible ellipsoids into two definite classes is to define the se-
paration condition a/b = b/c. Ellipsoids with a/b < b/c are oblate-like, whereas those
with a/b > b/c are prolate-like. The condition a/b = b/c corresponds to the case where
the eccentricity of the ellipse in the ab-plane equals the eccentricity of the ellipse in
the bc-plane. This defines the separation curve in Fig. 5.17.
This separation line condition combined with the unit sphere condition leads to:
ac = b2 ∧ a2 + b2 + c2 = 1⇒ a2 + ac+ c2 = 1
This cannot be resolved for any of the variables so I parametrized with c = a
x
:
a =
1√
1
x2
+ 1
x
+ 1
, b =
1√
1
x2
+ 1
x
+ 1
1√
x
, c =
1√
1
x2
+ 1
x
+ 1
1
x
For x ∈]0; 1] the value ranges of a, b, c are:
a ∈ ]0;
√
1/3], b ∈ ]0;
√
1/3], c ∈ ]1;
√
1/3]
This means that the resulting separation line runs from the ‘line point’ to the ‘sphere
point’ and does not split the area of the spherical triangle into two equal parts.
Each a:b:c-ratio has an error because of the uncertainty in the particle representation.
This can be regarded as an error box (not shown, ± 0.5 nm =̂ ± 2 voxels) around
each point in Fig. 5.16 and also in Fig. 5.17. If the error permits the shape to be either
prolate or oblate, i.e. the error box intersects with the separation curve, the shape is
uncertain within the error limits. If, however, the error box includes the sphere point,
the ellipsoid can be regarded as spherical within the error limits.
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This spherical triangle is stereographically projected, see Fig. 5.18a. The origin of
projection was chosen to be the ‘sphere point’ such that the prolate and the oblate arcs
are projected onto straight lines.11) However, the true point density cannot be read
from Fig. 5.18a due to coincidence/overlap of points. The 2D histogram in Fig. 5.18b
visualizes the actual point density distribution of a:b:c-ratios. The grey scale indicates
the amount of a:b:c-ratio-points within a field, i.e. the number of particles whose a:b:c-
ratios are similar. The fields are not rectangular to avoid underestimation along the
‘oblate line’. It is visible that the prolate-like ellipsoids dominate over the oblate-like
ones, since the densities in Fig. 5.18b are higher in the prolate region (red points in
Fig. 5.18a) than in the oblate region (green points in Fig. 5.18a). It should be noted that
it is possible to plot a 2D-histogram of a/b- and b/c-ratios. However, this ‘projection’
causes additional distortion and the resulting point density could not be interpreted
directly.
5.3.4.4 Degree of resemblance between particle and fit-ellipsoid
In order to quantify the degree of resemblance between a given particle and its corre-
sponding fit-ellipsoid, I introduced the concept of ellipsoidity in Sec. 3.1. Figure 5.19
shows histograms for the comparison of the distributions of ellipsoidity of the ruthenium
particles in different datasets of the ‘poodle’ particle. The evaluation of the ellipsoidity
η = Ae/Ap should yield values of η ≤ 1. However, there are values above unity because
the volume Vp and surface area Ap of the particles are based on estimates of the voxel
representation (discussed in App. A.1).12)
The histograms show how much the ellipsoidity of the particles differs between the SIRT
and the DIRECTT reconstructions (compare the normalized histograms ‘SIRT norm.’,
blue and ‘DIRECTT bs norm.’, green)13). This can be interpreted as a significant
decrease of the influence of streak artefacts in the DIRECTT reconstruction since streak
artefacts cause false connections, i.e. virtual ‘glueing’ as defined in Sec. 3.2, of in reality
separated particles. The more particles are ‘glued’ together the more ‘ginger like’ the
11)A stereographic projection yields less distortion in the point density than an orthographic pro-
jection. Both the stereographic and the orthographic projections project the prolate arc and the
oblate arc onto straight lines if (
√
1/3,
√
1/3,
√
1/3) is chosen as the projection centre. However,
the stereographic projection yields less area distortion in this case: The angle between (0, 0, 1)
and (
√
1/3,
√
1/3,
√
1/3) is about 55◦. The ratio of the actual length of the prolate arc and the
length of the projected line is about 0.85 (15% less) for the orthographic projection and about 1.08
(8% more) for the stereographic projection.
A specially tailored projection with additional radial scaling could project even the ellipse arc on a
straight line. However, this effort is not necessary here since there are no points close to the ellipse
arc nor is its curvature of any significance after stereographic projection.
12)It would be possible to calculate Ap and Vp from the mesh representation of each particle to
avoid this discrepancy but it leads to a significant increase in computation time. Considering the
introduction of further uncertainties by the conversion from voxel to mesh representation and the
additional programming effort I decided not to do so since the gain in accuracy is not necessary for
the presented comparison.
13)Only the comparison of normalized histograms makes sense in this case since the difference in the
number of particles between the SIRT and the DIRECTT reconstruction is not directly related.
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Figure 5.19: Histograms of the ellipsoidity of the ruthenium particles
Histograms showing the distribution of the ellipsoidity η = Ae/Ap of the reconstructed ruthenium
particles. The correspondence between a particle and its fit-ellipsoid is best at η ≈ 1. The normalized
histograms are kernel density plots (see Sec. 3.4.1) of relative frequency. They allow a comparison of
the ellipsoidity distribution of the SIRT and DIRECTT reconstructions. The deviation from ellipsoidal
shape is reduced in the DIRECTT reconstruction. This is described further in the text.
objects appear (see e.g. Fig. 3.1) and the larger the deviation from ellipsoidal shape.
Since the ruthenium particles are expected to be of ellipsoidal shape (see Sec. 5.3.4.1)
under the given spatial resolution, a significant deviation from ellipsoidal shape can be
regarded as a significant influence of artefacts on the quality of the reconstruction (for
an extreme example see right image of Fig. 3.1).
Since the watershed separation (see Sec. 3.2) of the particles is a counter-measure
against the virtual gluing by artefacts, the overall deviation from ellipsoidal shape
is expected to be reduced for the dataset of separated particles. The histograms
of this dataset (‘DIRECTT as’) confirm this expectation. The amount of particles
with low ellipsoidity (η < 0.65) is particularly reduced (compare ‘DIRECTT bs’ and
‘DIRECTT as’) which leads to an increase of particles in the region between η ≈ 0.7
and η ≈ 0.95. This is the only reason for the shift of the maximum from η ≈ 0.95 (green
histogram, ‘DIRECTT bs norm.’) to η ≈ 0.9 (red histogram, ‘DIRECTT as norm.’).
No significant amount of particles that initially had a very high ellipsoidity (η > 0.95)
are degraded to shapes of less ellipsoidity by the watershed separation. This can be
seen by comparing the absolute histograms before and after separation (‘DIRECTT bs
abs.’, cyan and ‘DIRECTT as abs.’ magenta). The magenta histogram fully contains
the cyan histogram from η ≈ 0.65 on. The comparison of the absolute histograms
also shows that the few particles with η < 0.65 were split up into many more particles
(see Fig. 3.2) since the difference between the histograms is much bigger in the range
between η ≈ 0.7 and η ≈ 0.95 than the difference for η < 0.65.
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5.3.4.5 Anisotropy in the global orientations
The particles that deviate from spherical symmetry have a distinct orientation. This
orientation can be represented by the directions of the fit-ellipsoid axes (according
to the fit procedure from Sec. 3.1). Therefore, the directions of the fit-ellipsoid axes
can be used to reveal anisotropy in the global orientation distribution of the particle
representations, i.e. the orientation relative to the axes of the tomogram.
The production conditions for the catalyst particles investigated suggest an isotropic
orientation distribution. Anisotropy can be caused by ion irradiation [159; 158]. How-
ever, it is unlikely that the electron irradiation of the sample during acquisition of TEM
images resulted in a significant elongation of the ruthenium particles because of the
huge difference in mass between electrons and ruthenium atoms. The partially direc-
tional growth of carbonaceous contamination is more likely to have an influence but is
also thought to be negligible because of the high contrast difference between ruthenium
particles and the contamination. Most likely the elongations of the particle represen-
tations in the tomogram are not real but are caused by reconstruction artefacts. The
‘missing wedge’ (as mentioned in Chap. 2) causes unidirectional elongations along the
wedge direction while the ‘gluing’ of particles by streak artefacts (see Chap. 2) can lead
to elongations along the projection directions of the tilt series (see e.g. Fig. A.8).
I analysed the three axes of each fit-ellipsoids separately to evaluate these effects.
As before, I represent the orientation vectors as points on the unit sphere. Due to the
mirror symmetry of ellipsoids the sign of the direction vector is meaningless. Therefore,
all points on the unit sphere are restricted to a hemisphere to define a main direction,
which in this work is the positive x-axis of the tomogram. Any anisotropy leads to a
variation in the Local Weighted Point Densities (LWPD). For the local number density
the weights are set to unity.
The evaluation of LWPDs of points (the general problem is described in Sec. 3.3)
restricted to a hemisphere is problematic because there is a boundary (i.e. a hemisphere
is an open manifold [80]) and the distortions of a projected hemisphere are significant:
The Projection of the Points into a Plane (PPP, as used in Sec. 5.3.4.3, see also Sec. 3.3)
either leads to projection boundaries that the fields of a 2D histogram can not be
aligned to (if an area-preserving projection is used, e.g. sinusoidal projection), or the
projection introduces distortions that significantly influence the point densities within
histogram fields (if a projection is used that projects a hemisphere into a parallelogram,
e.g. equirectangular projection). The evaluation of points restricted to a hemisphere by
Local Sphere Sampling (LSS, see also Sec. 3.3) also suffers from undersampling along
the boundary of the hemisphere. However, in this particular condition, the problem can
be circumvented by mirroring each point onto the opposite position on the sphere. This
creates a point distribution over the whole sphere. The redundancy that is introduced
is removed by only displaying the calculated LWPD values for the points that reside
within the unambiguous region of a hemisphere.
The idea of LSS is to evaluate the point density within a solid angle centred on a
point P. A small sphere (r < 1) is positioned with its centre at the point position P
90 Chapter 5. Tomographic characterization of ruthenium-based catalysts
(see Fig. 3.4). The sum of the weights of all the points that lie within the small local
sphere is then assigned as the Local Weighted Point Density (LWPD) to the point
P. This procedure is done for all points such that finally each point has its LWPD
computed. For the calculation of the LWPD of a single point, all other points have to
be checked if they reside within the local sphere. This causes the computation time to
be proportional to N2, but for the amount of particles present in the dataset this is
not a restricting factor since each particle only leads to a single point in the evaluation
(in contrast to the facet analysis). The variation in the LWPDs can then be visualized
by a field depiction (explained in Fig. 3.4) that averages the LWPDs of points lying in
the same field after an equirectangular projection, Fig. 5.20. Since only the points on
a hemisphere (i.e. only points with an x-coordinate ≥ 0) are regarded, ϑ and ϕ are in
the range ±90◦. The middle axis b and the longest axis c are processed in the same
manner and yield their own distributions.
Figure 5.20 visualizes the anisotropy in the distribution of the global orientations of
ruthenium particle axes in IMOD-WBP, IMOD-SIRT (20 iterations) and DIRECTT
(10 iterations, without watershed separation) reconstructions of the poodle sample
(Fig. 5.11). The orientations are regarded in the coordinate system of the tomogram
which does not exactly correspond to the acquisition coordinate system because the
tomogram was rotated to eliminate the support foil with the gold markers. The overall
rotation between the two coordinate systems was less than 5◦.
The diagrams for axis c and cw in Fig. 5.20 show that all reconstructions have a higher
LWPD close to the poles of the z-axis. This effect is probably caused by the ‘missing
wedge’ whose centre is slightly displaced from the z-axis because of the asymmetric tilt
range of the dataset (-69◦ to 74◦). However, the effect is most pronounced for SIRT and
significantly less for DIRECTT. If the degree of elongation of the individual particles is
Figure 5.20: Global orientation of the axes
The figure table visualizes the anisotropy in the distribution of the global orientations of the axes
of ruthenium particles in IMOD-WBP, IMOD-SIRT and DIRECTT reconstructions of the ‘poodle’
particle (Fig. 5.11).
The local weighted point densities (LWPDs) were evaluated by local sphere sampling (LSS), then pro-
jected by an equirectangular projection, averaged and visualized by a field depiction (with a resolution
of 30x30 fields) as described in the text.
The projection used the standard mathematical relationship between orthogonal coordinates (x,y,z)
and spherical coordinates (ϑ, ϕ, r = 1). Therefore, the intersection of the x-axis with the unit sphere
lies at [ϑ = 0◦, ϕ = 0◦], the intersection of the y-axis at [ϑ = 0◦, ϕ = ±90◦] and the intersection of the
z-axis at [ϑ = ±90◦].
The sampling radius % of LSS was chosen to correspond to % = 10◦ such that the solid angle is
Ω = 2pi(1− cos %) ≈ 0.1. For the first three rows (a,b,c) the weight W was chosen to be W = 1/2N ,
N being the number of particles in the evaluation, WBP: N = 3991; SIRT: N = 1852; DIRECTT:
N = 2565. In the last row, cw, the weight was set to W = c/
√
ab/2N to account for the degree of
elongation of the individual particles. The scale of the first three rows (a,b,c) was chosen such that
the maximum value in the c-row (about 0.1) is red. However, the maximum value in SIRT-a is 1.6.
The scale for the last row was chosen such that the maximum value (SIRT-cw, about 0.3) is red. The
white fields contain no points. This is either due to an actual low LWPD or due to a reduction in
point density (not LWPD) because of the projection distortion (e.g. around ϑ ≈ ±90◦).
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Figure 5.21: Global orientation of the axes for DIRECTT bs and DIRECTT as
regarded (row cw) the maximum of the LWPD is less broad for all reconstructions but
that of DIRECTT is even less pronounced than in row c. This means firstly that fewer
particles have their longest axis pointing in the direction of the missing wedge in the
DIRECTT reconstruction and secondly that the elongation of particle representations
caused by the missing wedge is less than in the WBP or SIRT reconstructions.
The DIRECTT reconstruction also exhibits a more isotropic distribution of the a- and
b-axes of the particles than the WBP and SIRT reconstructions. The WBP recon-
struction shows the expected distribution of a- and b-axes. These have to lie around
the ‘equator’ if the c-axes are mainly aligned along the z-direction. Since the missing
wedge is slightly displaced from the z-axis, the ‘equator’ of the missing wedge follows
a sine curve in the projection as in WBP-a of Fig. 5.20.
The SIRT reconstruction shows an extreme pole (more pronounced than the missing
wedge) of the a-axis in the direction of the y-axis of the tomogram. This might be a
result of a not (sufficiently) converged IMOD-SIRT reconstruction [60; 59]. Although it
is common practice to use only 20 to 30 iterations [11; 120], it has been shown that the
convergence rate depends on the relaxation parameter [63; 176]. However, IMOD-SIRT
seems to have a fixed relaxation parameter [115, sirtsetup] which might not lead to
convergence within 20 to 30 iterations.
Streak artefacts can cause false connections (virtual ‘gluing’) of particles along streaks.
The directions of the streaks are along the directions of the projections of the tilt
series. There seems to be no influence of the particle gluing by streak artefacts in the
DIRECTT reconstruction since any such influence would lead to increased LWPDs in
the plane (approximately x-z-plane) perpendicular to the rotation axis (approximately
the y-axis) in Fig. 5.20c. Depending on the resolution of the field depiction, these
punctual increased LWPDs (for this tomogram 144 corresponding to the number of
images in the tilt series) smear out and form a ‘belt’. A tendency to form such a belt
can be seen in row c and cw (Fig. 5.20) of the WBP and SIRT reconstructions as a
vertical extension of the missing wedge.
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Comparing the results of the weighted c-axis evaluation of the DIRECTT reconstruc-
tion without (cw in Fig. 5.20) and with watershed separation, Fig. 5.21, shows a slight
reduction of the tendency to form this belt. However, this kind of evaluation is prob-
ably not as sensitive as the ellipsoidity evaluation (Sec. 5.3.4.4) concerning the answer
to the question how well the watershed separation counteracted against the artefact
gluing.
5.3.4.6 Degree of facettation
Many ruthenium particles show a tendency to be partially faceted but the resolution
of the tomogram is in many cases insufficient for the particle representations to exhibit
distinct facets. Since facettation of catalyst particles has a significant influence on their
effectiveness, an automated facet analysis (as described in Sec. 3.4.1) was developed to
investigate facettation statistically.
The result of the facet analysis for all 2600 ruthenium particles (of the dataset without
watershed separation) does not show any particular angle distribution. However, if
only the particles that have at least six facets with a minimum relative facet size of 4%
are regarded, the interplanar angle frequency plot (Fig. 5.22, σ = 4 =̂ FWHM ≈ 10◦)
shows four distinct peaks at about: 60◦, 90◦, 120◦ and 140◦. Only 40 particles fulfil
these two conditions but still yield 923 interplanar angles (see 3.4.1 10.)) for statistic
analysis. The particles are shown in Fig. 6.3 and have diameters down to about 2.6 nm,
i.e. 10 voxels.
I created a program to relate the interplanar angles of the hexagonal system of ruthe-
nium with the interplanar angles that the facet analysis yields. It is based on the article
of Hogan and Dyson [69] and has the advantage (in regard to other such programs,
e.g. [168]) that it calculates all possible interplanar angles α between any two facet nor-
mals for a set of Miller indices and reports those angles lying within a specified range.
For example, ruthenium with lattice constants a = 2.704 A˚ and c = 4.282 A˚ [188] has
in the range of 140◦ ± 1◦ (i.e. 139◦ ≤ α < 141◦) 8 possible facet combinations with
angles of α ≈ 139.4◦ for h,k,l ∈ [−1, 0, 1] (e.g. ] (1 1 0)(0 1 1) ≈ 139.4◦) However,
plotting the facet indices on a Wulff net (see Fig. A.9 and Fig. A.10) reveals that the
angle of α ≈ 139.4◦ is formed between one of the additional facets of a prism with
12 faces and a facet of a hexagonal bipyramid. These shapes are known to exist and
are further described in e.g. [83, p. 72 ff] [143, p. 46 f]. The plots also show that for
symmetry reasons e.g. ] (2 1 0)(1 0 1) and ] (2 1 0)(1 1 1) have to be regarded as well.
This yields in total 24 facet pairs of α ≈ 139.4◦ for a hexagonal bipyramid and a prism
with 12 faces. If any combination of h,k,l ∈ [−2,−1, 0, 1, 2] is allowed then 166 facet
pairs can be found in the range of 140◦ ± 1◦.
According to the literature, ruthenium crystallizes in a hexagonal structure [45; 131]
and therefore the angles 60◦, 90◦ and 120◦ appear between the facet normals of a
hexagonal prism. However, the crystals are assumed to form hexagonal bipyramids or
bipyramids elongated by hexagonal prisms [131], see Fig. 5.24. The facets are expected
to have only low Miller indices.
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Figure 5.22: Interplanar angle fre-
quency plot of ruthenium particles
The plot shows the frequency of the interpla-
nar angles of 40 ruthenium particles which
have at least six facets with a minimum rel-
ative facet size of 4%. The distinct peaks of
the kernel density plot (kh, σ = 4) at 60◦,
90◦, 120◦ and 140◦ are discussed in the text.
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Figure 5.23: Weighted interplanar an-
gle frequency plot of ruthenium parti-
cles
The plot shows the weighted (harmonic
mean of the corresponding two relative facet
sizes) frequency of the interplanar angles of
40 ruthenium particles which have at least
six facets with a minimum relative facet size
of 4%. The peak at 60◦ of the kernel den-
sity plot (kh, σ = 4) is less pronounced than
those at 90◦, 120◦ and 140◦ which are similar
in shape compared to Fig. 5.22.
Table 5.1 lists the frequencies of interplanar angles for any combination of ruthenium
facets with h,k,l ∈ [−1, 0, 1]. This consideration does not take any crystallographic
conditions (e.g. (2 1 0) as mentioned above) into account and, therefore, the absolute
frequencies from the bar histogram in Fig. 5.22 cannot be directly related to the calcu-
lated facet-combination-ratios of the dominant angles (as it was possible in Sec. 3.4.2.1
and Sec. 3.4.2.2). However, the frequencies of Tab. 5.1 provide a base for the inter-
pretation of the interplanar angle frequency plot: 90◦ are most frequent while 60◦ and
120◦ are less but nearly equally frequent, 140◦ is possibly less popular because of the
dependence on the additional facets of a prism with 12 facets. The detected facets sta-
tistically fit the expected crystal angles for ruthenium even though no simple, distinct
crystal geometry, e.g. hexagonal prism or bipyramid, is dominant in the dataset.
range of α α measured # calc. comb. # measured example
60◦ ± 1◦ 56◦ 6 155 ] (1 0 0)(1 1 0)
90◦ ± 1◦ 90◦ 36 165 ] (1 1 1)(1 1 0)
120◦ ± 1◦ 120◦ 6 160 ] (1 0 0)(0 1 0)
140◦ ± 1◦ 140◦ 8 120 ] (1 1 0)(0 1 1)
Table 5.1: Frequencies of interplanar angles for ruthenium facets with h,k,l ∈ [−1, 0, 1]
(measured values are approx.)
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Figure 5.24: Ruthenium crystal geometries
Example geometries for a ruthenium nano cluster
crystal: Simple hexagonal bipyramid and a possible
elongation by a hexagonal prism. Some positions
with threefold (red), fourfold (green) and higher
coordination (blue) are marked. Figure based on
images created by G. Zehl (Materials Studio [30]).
The weighted angle frequency plot, shown
in Fig. 5.23, reveals that the facets form-
ing an angle of 60◦ are not as balanced in
their facet sizes as the facets correspond-
ing to the other dominant angles (90◦,
120◦ and 140◦). Therefore, it can be con-
cluded that the regarded particles mostly
do not form, e.g, a complete hexagonal
prism.
The angle frequency plots with a lower
angle uncertainty (e.g. σ = 2) contain
more peaks that also fit other interplanar
angles of ruthenium crystals. For exam-
ple the peak at about 56◦ splits up into two peaks at around 51◦ and 60◦. Fig. A.10
shows that the interplanar angle between adjacent facets of the hexagonal pyramid
(e.g. ] (0 1 1)(1 1 1)) is about 52◦.
5.3.4.7 Spatial distribution of the different shape types
To investigated how the studied particles of different shape are distributed in space,
each ellipsoid is displayed at the centroid (barycentre or centre of ‘mass’) of the cor-
responding particle, see Fig. 5.25. Most of the spherical ellipsoids (blue) are small
(Fig. 5.25) and are located inside (Fig. 5.26) the carbon support particle where the
carbon seems to be more amorphous-like (see Fig. 5.11 and 5.12). Limited spatial res-
olution can be a reason for some small particles to appear spherical. However, many
other particles, especially those located on the surface of the carbon support, have a
distinctly ellipsoidal shape despite their small volume.
This was further evaluated by removing the ellipsoids that are bigger than 128 voxel
(2.2 nm3), which corresponds to a radius exceeding ca. 3 voxels (≈ 0.8 nm). Thus,
close to the intersection of the two Gaussian functions in Fig. 5.15. Additionally, the
ellipsoids within a 5 nm (20 voxels) vicinity of the non-porous representation of the
carbon (grey surface in Fig. 5.26) particle were removed as well. Figure. 5.26 shows
clearly that the remaining ellipsoids dominate the right part of the carbon particle
which is also the part that seems more amorphous-like in the TEM images (Fig. 5.11).
14)The more the colour of an ellipsoid is saturated the better it fits its particle, i.e. the saturation
of the colour corresponds to the ellipsoidity of the particle. However, this additional colouring
dependence is not very pronounced after the watershed separation (as discussed in Sec. 5.3.4.4,
compared with Fig. A.7 prior to watershed separation).
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Figure 5.25: Spatial distribution of fit-ellipsoids
Spatial distribution of the fit-ellipsoids without the carbon support. Green: oblate, red: prolate,
yellow: undistinguishable, blue: spherical within the error limits. The particle density is obviously
higher on the right side. Figure A.7 shows the fit-ellipsoids prior to watershed separation.14)
Figure 5.26: Relation of the inner particles to the morphology of the carbon support
The image shows only the small ellipsoids that are inside the outer carbon surface (grey). Most of
the small inner ellipsoids are spherical (blue) and are located in the right side of the support. The
light green surfaces enclose the regions of the carbon particle with a higher local pore density. These
surfaces originate from the thresholded results of the local pore density filter (lpd16) described in
Sec. 5.3.5.1).
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Figure 5.27: Histogram of the local pore
density (lpd16)
This lpd16 is the local ratio (within a spherical
vicinity of 16 nm radius) of the pore volume (pores
below 5 nm diameter) to the sum of the pore vol-
ume and the carbon volume. Under the assumption
of a bimodal distribution only the regions in the to-
mogram with lpd16 > 0.43 (black histogram part)
where enclosed by a green surface mesh in Fig. 5.26.
5.3.5 Characterization of the morphology of the carbon sup-
port
The representation of the carbon support suffers from reconstruction artefacts, mainly
streak artefacts originating from ruthenium particles. Therefore, the carbon represen-
tation is more uncertain than the ruthenium representation and should only be analysed
by integral or statistical methods that incorporate larger regions (∅ ≈ 30 nm) than the
sizes of the ruthenium particles. In the following section, such an evaluation about the
local pore density is given which allows for conclusions of local changes in morphology
of the carbon support. However, a more thorough evaluation would be needed to com-
plete the characterization of the carbon support. Since these evaluations would need a
more exact carbon representation, they are listed in the outlook (Sec. 7).
5.3.5.1 Distinction of graphitic and amorphous regions by the local pore
density
I analysed the correlation between ruthenium particle density inside the carbon support
and the apparent carbon structure (crystalline/amorphous) more quantitatively. The
more graphitic-like parts cannot be distinguished from the more amorphous-like parts
based on contrast because the difference in contrast (if existent in the tomogram) is
lost in the present noise (discussion in Sec. 6.1). Therefore, my approach to distinguish
between the two forms makes use of their visibly different porous structure. For each
voxel, the local pore density (lpd), which is the ratio in a vicinity sphere of radius Rv
around the voxel of the pore volume (pores below 5.2 nm diameter, see bottom images
of Fig. 5.12) to the sum of the pore volume and the carbon volume (disregarding the
outside space), was calculated.
For a vicinity of Rv ≈ 16 nm, the lpd16 shows a slight bimodal distribution (Fig. 5.27).
The regions in the tomogram with lpd16 > 0.43 (black histogram part) were enclosed
by a green surface mesh in Fig. 5.26. These are the regions which correspond to highly
porous parts of the carbon particle.
The regions on the right can be assigned to the more amorphous-like parts which have
been identified in Sec. 5.3.1. However, the left part has a region with a high lpd16 too.
An explanation for this is that also the more graphite-like carbon parts contain voids
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in the shape of bent plates between ’onion layers’ which dominate the left side of the
carbon particle (Fig. 5.12).
To distinguish between pores in the amorphous-like carbon and pores in the graphitic-
like carbon (independent of the lpd), a filter is needed that takes the shape of the pores
into account, since the cavities between the onion layers have the shape of bent plates
and the pores in the amorphous-like carbon are more tube-like.15)
5.3.6 Relationship between ruthenium particles and carbon
support
The relationship between the ruthenium par-
Figure 5.28: Extension of the carbon
segment into the ruthenium segment
The preparation of the carbon segment for the
evaluation of the uncovered ruthenium sur-
face is visualized by cross sections overlaid
in RGB-channels. The red channel is used
for the ruthenium segment, the green chan-
nel shows the carbon support prior to local
dilation. After local dilation of the carbon
support around the ruthenium particles, the
carbon support (blue channel) extends into
the ruthenium particles yielding the magenta
coloured regions. This overlap of the segments
is essential for the evaluation of the ‘uncovered
ruthenium surface’. Most of the carbon sup-
port is unaffected by the procedure (cyan).
ticles and their carbon support (e.g. uncov-
ered catalyst surface and local alignment to
the support) is also important for the un-
derstanding of the catalytic activity and the
processes during production. In contrast to
previous evaluations, the following ones de-
pend on both the carbon and the ruthenium
representations. Therefore, the results suffer
from uncertainties of the carbon representa-
tion and can only be taken as an estimate.
However, the influence of uncertainties is less
for the presented evaluations than for those
mentioned in the outlook (Sec. 7) because
these here are based on integral measures in-
stead of punctual measures. Anyhow, the rep-
resentations are suitable to outline the ideas
of the analyses and their results make sense
and allow further interpretations.
5.3.6.1 Ruthenium surface not covered by carbon support
An important quantity for heterogeneous catalysts is the amount of catalyst surface
that is not covered or screened by the support material. Only the uncovered catalyst
surface can be contacted by the reactants and therefore leads to catalysis. However, the
surface of the catalyst that is in contact with the support material is equally important
because this interface enables conduction of electrons. The larger the interface surface
is, the higher is the conductivity. The higher the conductivity the less energy is lost in
the conduction of the electrons from the source to the electrical device. Therefore, an
optimum ratio between covered and uncovered catalyst surface is expected.
The evaluation of the ruthenium surface that is not covered by the carbon is not
straight-forward because the voxel representations of the ruthenium and the carbon
segment do not intersect in the way they were created. Even if an intersection is
15)An objectness enhancement filter [8] might enable to distinguish these different regions. However,
this was not evaluated further because a more exact pore representation would be needed.
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Figure 5.29:
Determination of the uncovered
ruthenium surface
Schematic visualization showing the
carbon mesh (transparent grey) inter-
secting with the mesh of a ruthenium
particle. The triangles of the ruthe-
nium mesh which reside completely
outside the carbon mesh are coloured
green, the triangles that reside com-
pletely inside are coloured red and the
remaining triangles yellow.
created, a voxel representation is not suited for the calculation of the uncovered surface.
Therefore, the ruthenium segment16) has to be converted into a mesh representation:
First, the carbon voxel representation is dilated by a kernel with a radius of one voxel
but only in the vicinity of the ruthenium, Fig. 5.28. Then the mesh representations are
created. Finally, the triangles of the ruthenium surface that do not reside inside the
dilated carbon support are regarded as the uncovered ruthenium surface, see Fig. 5.29.
Although each particle can be evaluated separately, only the total uncovered ruthenium
surface was determined: Subs ≈ 0.74 · 105 nm2, which is about 36% of the total
ruthenium surface Sbs (see Sec. 5.3.3).
5.3.6.2 Orientation of ruthenium particles to the carbon surface
The fitted ellipsoids not only allow an evaluation of the particle shape but also for
an analysis of the orientation of the ruthenium particles with respect to the carbon
support. This can be quantified through the orientation of the mean local surface
normal of the carbon support relative to the ellipsoid axes. The voxel representation
of the carbon support particle has to be converted into a surface mesh to derive a
mean local surface normal. The discrete-marching-cubes algorithm [106] in combination
with a windowed-sinc-smoothing filter [12] of VTK [3] was used to create such a mesh
representation of the carbon support surface. Figure 5.30 demonstrates this approach.
For the estimation of the local mean normal the vector sum of triangle normals weighted
by their triangle area is calculated. The summation is over all surface triangles of the
carbon support within the ellipsoid.17) The triangles of the carbon mesh inside the
ellipsoid are highlighted in Fig. 5.30. The direction of the mean surface normal is
indicated by the line originating from the centre of the ellipsoid. Note that triangles
not visible in the view of Fig. 5.30 also contribute to the normal calculation.
The upper image in Fig. 5.30 shows that this estimation can be inappropriate if the
ellipsoid only encloses very few triangles of the carbon surface. To improve this the
16)The carbon segment was transformed into a mesh representation as well because this enables the
use of VTK-functions for the evaluation.
17)The ratio of the length of the resulting vicinity to the enclosed surface area of the carbon within
the vicinity yields a measure for the unevenness of the local surface.
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Figure 5.30: Calculation of the local carbon surface normal
Schematic images to explain the calculation of the local average surface normal. The top image shows
an ellipsoid that touches the supporting surface only at its left end. Only the few highlighted faces
of the support mesh are used for the calculation of the local average normal (black). However, in
the overall view the ellipsoid lies flat on the supporting carbon (which e.g. got displaced by previous
filtering). The extension technique (described in the text) allows to account for this. The transparent
ellipsoid in the bottom image is the extension of the actual one. The amount of triangles contributing
to the local carbon surface normal calculation increased significantly yielding a more appropriate
estimate of the average surface normal.
Schematic image of the process that
evaluates the local orientation of the
ruthenium particles to their carbon
support. The support particle (grey)
is rendered together with the fit-
ellipsoids. The transparent ellipsoids
are the extensions of the actual ones
(opaque). The outlined triangles of
the support inside the extended el-
lipsoids are used for the calculation
of the average local normals. The
prolate-like ellipsoids are coloured in
red whereas the oblate-like ellipsoids
are coloured in green.
Figure 5.31: Carbon support, local surface normals and fit-ellipsoids
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Figure 5.32: orientation tendency of the ellipsoids to the local support surface
The histogram visualizes the orientation tendency of the ellipsoids to their local support surface. Each
local surface normal is expressed by the coordinate system of the corresponding axes of the ellipsoid
(a,b,c). The direction of a,b,c are defined such that all normal vectors lie within the positive quadrant.
The intersection points of these normal vectors with the unit sphere are stereographically projected.
The projection direction along [111] causes least distortion for this part of the unit sphere.
Inlay I and II show the region around the a-axis magnified by two. As most points are close (up to
15◦) to the a-axis [100] it is reasonable to project stereographically along [100] direction (a-axis). This
allows to circumvent the under sampling of the histogram fields along the edges (inlay II).
ellipsoid was inflated by about 1 nm (see lower image in Fig. 5.30). After this extension,
much more triangles are considered in the calculation of the mean local carbon surface
normal. It only makes sense to consider ellipsoids near the carbon surface, i.e. that
intersect with the mesh of the carbon surface. Finally, the orientations of the mean
local surface normals relative to the axes of their fit-ellipsoids can be evaluated for all
particles (Fig. 5.31).
A graphical visualisation of these results can be obtained by regarding the orientation
of the local surface normal as a point on the unit sphere. The coordinate system implied
by the ellipsoid’s axes can be chosen such that all angles are ≤ 90◦. This makes the
points of all local normals lie within the spherical triangle of the first quadrant and
allows to combine the data in a single plot. Fig. 5.32 shows the stereographic projection
of this quadrant along [111] direction. As before, the point density is visualized by a 2D-
histogram. The corners of the projected spherical triangle correspond to the directions
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of the ellipsoid axes (a,b and c).
Most particles are oriented in such a way that the local surface normals of the carbon
points along the a-axis which is by definition the smallest of the ellipsoids axes. As a
preliminary discussion, this means that most particles stick to the carbon in such a way
that they are in a potential minimum of the attractive forces of the carbon surface, i.e.
they stick to the carbon support with their least curved (‘flattest’) side.18) For a nearly
even surface this also means that the contact area of the slightly embedded particles to
the carbon surface is maximized, as generally expected. Therefore, the ‘flattest’ side
can be regarded as the ‘largest’ side.
However, the 2D-histogram in Fig. 5.32 shows a significant deviation from the expected
radial distribution around the a-axis point in the top corner. A larger fraction of parti-
cles can be found along the arc connecting a-axis and b-axis (see Inlay II in Fig. 5.32).
This suggests that a statistically significant number of particles seems to not contact
only the carbon support with their largest side but also with the next smaller side.
Such cases can be explained by particles aligned along steps of graphene layers on the
outer surface of the carbon support (as in Fig. 6.2).
18)Strictly speaking, ellipsoids do not have ‘sides’, only e.g. the smallest enclosing box or the corre-
sponding particle of a fit-ellipsoid.
Chapter 6
Discussion
An interpretation of the results obtained are given in this chapter. Additionally, ideas
are outlined how these results can be used to improve production and catalytic ac-
tivity of the investigated samples. The following sections are divided into discussions
concerning data acquisition (Chap. 4), the actual results (Chap. 3 and 5) and issues of
artefacts and resolution.
6.1 Acquisition limitations
Apart from problems with the acquisition software (WinTEM, DMG), the two major
problems limiting the quality of the acquired tilt series were beam damage in conjunc-
tion with a mechanically misaligned TEM.
A higher SNR would improve the resolution of the tomograms and reduce the need
for filtering. However, any method increasing the SNR (by increasing the illumination
intensity or by longer acquisition times) leads to a higher total dose on the sample.
This in turn causes more beam damage to the sample, either by contamination or by
etching (see Sec. 2). Beam damage originates from hydrocarbon (contamination) or
H2O, O2 or N2 (etching) on the sample or in the sample chamber. Prior to TEM
investigations, the samples were heated in a furnace to remove any possible remnants
of the TEM sample preparation procedure (see Sec. 4.1). Since in other TEMs1) beam
damage to the same samples was barely observable, it is likely that the beam damage
is not caused by molecules introduced into the chamber by the sample. Over the three
years time of studies, a general increase in the contamination rate (apart from the
usual ‘daily variations’) could be noticed which might originate from successive service
operations affecting the sample chamber.
The thickness of contamination coatings can be estimated in the sinograms of the
tilt series after the fine alignment with markers, see Fig. 6.1. The accuracy of fine
alignment is not influenced directly by the change caused by contamination because
the contrast difference between gold and contamination is sufficiently high. As with
etching, contamination also causes local tension, resulting in bending and contraction
1) FEI Tecnai F20-G2 TEM at the Electron Microscopy Group in the Department of Materials Science
& Metallurgy, University of Cambridge and CM30 at HZB
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of the carbon support foil. This changes the positions of the markers with respect to
each other and in relation to the catalyst particle. The estimation by tomogram slices
or TEM images is less reliable since the difference in contrast and structure between the
contamination carbon and the support carbon is very faint. In some cases the original
extent of the carbon can be estimated indirectly by the region containing ruthenium
particles (see e.g. Fig. A.4).
The dependence of some adjustments and the
20 nm
29.5◦
-72.0◦
69.5◦
Figure 6.1: Contamination thick-
ness estimation in sinogram
The top image shows the VCCO2 particle
from Fig. 5.5 at a tilt angle of 29.5◦ (xy-
view). The dashed line indicates the po-
sition of the sinogram shown in the bot-
tom image. The sinogram corresponds to
the x-z-view of the tilt series stack. The
z-coordinate corresponds to the tilt angle
and therefore ranges from -72.0◦ to 69.5◦
for this tilt series. While the sine-traces
of the small gold marker are nearly con-
stant in width the traces of the support
particle increase in width with increasing
angle. Together with the radius of the lo-
cal curvature of the support particle the
contamination rate and thickness can be
estimated.
tracking characteristics on the position of the cho-
sen ROI (as described in Sec. 4.2) is probably
due to mechanical misalignment of the rotation
axis of the goniometer and the optical axis of
the objective lens/TEM. The rotation axis ap-
pears to be significantly tilted out of the plane
normal to the optical axis. Additionally, the op-
tical axis and the rotation axis are displaced (as
described by Fig. 4.5). The mechanical adjust-
ment of the goniometer to reduce this misalign-
ment can only be done by service personnel. How-
ever, the available space for mechanical adjust-
ment of the goniometer to the TEM column is
not sufficient to achieve an alignment such that
the eucentric height, illumination- and image-shift
would be independent of the chosen ROI. This
would reduce image distortions (e.g. magnifica-
tion changes) and the need for manual interaction
(e.g. needed when tracking limits are reached or
changes between successive tilts are too large for
automated tracking) and would allow the use of
pre-calibration curves [198]. Tracking with pre-
calibration curves and without manual interac-
tions would in turn reduce the overall dose on the
sample.
A test done with the On-Axis Rotation Tomog-
raphy Holder [47] and a cropped grid sample, as
shown in Fig. A.5, showed an improved tracking
behaviour, see Fig. A.12. The acquisition of the
tilt series for the tomogram in Fig. 5.8 only had a
Uh ≈ 800 nm, i.e. about 80% of the trackable area at 160 kX. This improvement sug-
gests that the Dual-Axis Tomography Holder generally used for tilt series acquisition
might be bent or improperly held by the goniometer. Even with the On-Axis Rotation
Tomography Holder, a misalignment of the goniometer is still present.
While the described misalignment is a general problem for TEM tomography due to
the high magnifications available and a limit to the precision of the mechanics in the
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goniometer, the misalignment of the TEM used is unusually hight. For example the
displacement of the rotation axis and the optical axis RO is around 5 µm for the TEM
used (see Sec. 4.2). Ziese et al. [198] report a displacement of just 1 µm. A more direct
comparison is possible with the absolute/cumulative tracking curves. Under optimal
conditions, i.e. sample at eucentric height of the goniometer and RO minimized by
an initial image shift, the x- and z-tracking curves of Ziese et al. stay within about
±500 nm [198] whereas the best z-tracking curve achieved with the TEM used and the
On-Axis Rotation Tomography Holder stays within ∆z ≈ 1600 nm and Uh ≈ 800 nm
(see Fig. A.12). The z-tracking curves for the TEM used and the usual Dual-Axis
Tomography Holder (which was the only tomography holder available for most of the
studies) are far worse with ∆z ≈ 11000 nm (Fig. 4.1). However, the xy-tracking
curves (Uh ≈ 1600 nm, Uw ≈ 600 nm) are comparable with others [112; 52; 196]. The
specifications for a different ZEISS TEM (ZEISS Libra 200 Kryo [194]) optimized for
tomography with a piezo specimen drive are a Uh ≤ 200 nm. In general, the distance
RO can be reduced by a displacement of the optical axis achieved with an initial image
and illumination shift [112; 198; 196]. However, the limits of the image shifts for the
TEM used are reached when RO is still about 3 µm to 4 µm. In that case a mechanical
alignment is necessary, but for the TEM used the limits of mechanical alignment are
also already reached.
Motivation to reconstruct complete catalytic particles
In general, I tried to reconstruct complete catalytic particles. This avoids that any
parts of the particles outside the ROI obscure the ROI at higher tilt angles (which
leads to reconstruction artefacts, ROI problem). Additionally, this allows analysis of
changes over the whole particle and avoids truncation problems (which is a common
problem of FIB slicing datasets, see e.g. [129]). As RuVCum in Fig. 5.7 shows, there
can be significant differences in the structure of a single catalytic particle.
In some cases, the reconstruction of the whole catalytic particle is not reasonable (e.g.
in Fig. 5.2, 5.8a and 5.9). This is, for example, the case when the carbon support
particle is so large that the low magnification necessary to image it completely results
in a voxel/grain size too large to resolve the pores or the ruthenium particles. This
problem is generally referred to as field of view [52].
It is possible to acquire multiple tilt series whose reconstructions cover the whole object
if combined. These tomograms are sometimes called montage tomograms and are
often used for biological samples [113; 110]. Combinations in all three directions are
possible with IMOD [1]. For combinations in x- or y-direction the tilt series are combined
and then reconstructed (montaged tilt series). For a combination in the z-direction,
serial sections of the sample are necessary (e.g. created with a microtome) whose
individual tomograms are then combined. The ROI problem can be reduced with
serial sectioned samples. However, the creation of montage tilt series was not possible
with the catalyst samples because of their sensitivity to beam damage. Serial sectioning
was not done because the contrast difference between resin and carbon is even less than
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the contrast between carbon and empty space. For biological samples, this problem
can be circumvented by selected staining possible due to metabolism.
6.2 Discussion of the tomographic characterization
of the catalysts
The presented methods provide a very detailed insight into the morphology of the
samples studied and allow to draw conclusions about important processes taking place
during production but also during catalysis. The methods of digital image analysis
developed are not bound to electron tomography but could be applied to any 3D
tomographic dataset.
Simplification of the sample system
Carbon-supported ruthenium nanoparticles investigated within this work may be used
as electro-catalysts for the oxygen reduction reaction at the cathode side of fuel cells.
However, their catalytic activity for this reaction can be significantly enhanced by deco-
rating the surface of the ruthenium particles with Se to yield a catalyst with commercial
significance [45; 191]. As the structure predetermined by Ru/C can be analysed unam-
biguously by TEM tomography, the results should also be valid for RuSex/C catalysts
since selenization does not alter the morphology of the material above the resolution
limit of TEM tomography [191; 192]. Thus, a selenium-free Ru/C intermediate was
used which represents the final morphology despite the simplification.2).
Relation of the carbon support structure to the ruthenium par-
ticles
TEM tomography shows that most ruthenium particles are formed on the outer surface
of the carbon support particles. The carbon support has different structures within it,
one is more amorphous and the other more graphitic in character. These two carbon
structures affect the formation of the ruthenium particles. The ruthenium particles
have a preference to grow on the outer surface, but in the amorphous parts small
ruthenium particles also exist inside the support.
Most ruthenium particles are found on the outer surface although the inner surface is
about 3.6 times larger than the outer surface. This is due to the limited or restricted
2) If Se were present, the analysis would be complicated because Ru and Se could not be distinguished
in the tomogram. Even energy filtered (EF) tomography would not allow to distinguish Ru and
Se sufficiently because their spectra are very similar and their content in the sample is much lower
than that of carbon, whose spectrum dominates. The spectra of Ru and Se [147; 56] only differ at
A: Se-M2,3, a very broad (FWHM of stripped edge ranges from 90 eV to 210 eV) and weak signal
compared to the background, situated between Ru-N2,3 and Ru-M4,5, and B: Se-L2,3 at about
1500 eV where the signal would be lost in the noise for this kind of sample.
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Figure 6.2: Schematic image of the ruthe-
nium particle positions
Schematic cut-out of the structure to visualize
the idealized positions of ruthenium particles re-
lated to features of the carbon support. Ru-
thenium particles are represented by their most
likely type of fit-ellipsoid coloured according to
Fig. 5.18. The particle positions at a step of a
stack of graphene layers is marked by α. Pores
can be closed (position β) by oblate or prolate
particles or a combination of the two types. Par-
ticles inside pores close to the outer surface (po-
sition γ) can grow until their shape is restricted
by the pore. Particle positions deep inside the
pore system are denoted by δ. Two ellipsoids are
slightly lifted from the surface to reveal their em-
bedding/bore traces in the carbon. Local crys-
tallographic coordinate systems are drawn for
some ruthenium particles and graphite.
supply of RuCl during the formation process of the ruthenium particles: RuCl solution
can penetrate deep into the pore system of the amorphous carbon because it has shorter
and more direct connections to the outer surface (see Fig. 5.12). The pores found in
this regions are comparable with types (c) (d) (e), sketched in the schematic cross
section in Fig. 1 of [152, p. 1743]. The pores or cavities (like type (a) in [152, p. 1743])
in the more graphitic regions –the regions that are like layers of onions– have little
or no direct connections to the outer surface which prevents the RuCl solution from
penetrating deep into this pore system.
Supply of RuCl solution is important in the formation step of the ruthenium particles.
If the supply in the pores is limited or even ceases, because the connection to the RuCl
solution is blocked by condensation of the liquid close to the entries of micropores,
the number of ruthenium particles formed after hydrogen treatment is limited and the
particle shape defined by the size and the geometry of the micropore (see Fig. 6.2).
Therefore, the particles that form inside the pore system (blue ellipsoid in Fig. 6.2)
cannot grow as much as the particles on the outer surface. Furthermore, only very
few particles can grow in the more graphitic regions since the pore system here has
even fewer connections to the outer RuCl supply. This explains why only very few
ruthenium particles are inside the part left of arrow A (Fig. 5.11) despite the high lpd,
but also why the ruthenium particles in the more amorphous part on the right are
small.
Hence, the large inner surface of the carbon support contains fewer ruthenium particles
than the outer surface and therefore the inner surface and its ruthenium particles
contribute less to the overall catalytic effectiveness of the material. In other words,
the increase of the surface-to-volume ratio through the inner surface (from 0.16 nm−1
to 1.14 nm−1) has less effect than an increase of the ratio by additional outer surface
would have. Space in the pores is too restricted (i.e. the pore volume is too small) for
the pore system to have the same importance on catalysis as the outer structure. This
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holds with respect to the amount of catalytic sites but also regarding the accessibility
of these sites by the reactants.
One third of the total ruthenium surface has no interface with the carbon support. One
explanation for this low amount is the confinement of the particles inside the pores and
the partial embedding of the outer particles into the carbon support (see Fig. 6.2). This
means that only one third of the total surface of the ruthenium particles present in the
investigated sample can contribute to the catalytic active surface in the process of the
oxygen reduction reaction at the cathode side in a fuel cell. This result can tentatively
be explained by particle formation as a result of the interaction of the RuCl precursor
adsorbed on the carbon surface and the subsequent reduction of it by hydrogen under
formation of ruthenium nanoparticles. The probability of nucleation of metal particles
is highest in pores and along steps/kink sites of graphene layers at the outer surface of
the carbon support. Homogeneous nucleation can be expected in amorphous cavities
of the carbon support. Formation of (0 0 1), (1 0 0), (0 1 1) and facets of equivalent
symmetry is most likely due to their low surface energies [131]. These crystallites have
the shape of truncated hexagonal bipyramids occasionally combined with the facets
of a hexagonal prism. Most projections of such nanoparticles are nearly spherical
under limited resolution as reported by Nielsen et al. [131]. The elongated particles
are expected to exhibit a preferential growth in the direction of the hcp c-axis of the
metallic ruthenium. They are assumed to either grow along micropores (position γ in
Fig. 6.2, generally oriented in the [0 0 1] direction of the graphite, i.e. perpendicular
to graphene layers) or along steps of graphene stacks on top of the graphite substrate
(position α in Fig. 6.2, c-axis of the metallic ruthenium perpendicular to the [0 0 1]
direction of the graphene layers). Particles at position α in Fig. 6.2 would explain the
spread towards the b-axis in Fig. 5.32. Not only the ‘flattest’ side touches the carbon
support but also the ‘next flattest’ side, which sticks to the step of a stack of graphene
layers. Particles which nucleate on top of micropore entries (position β in Fig. 6.2)
presumably form tabular ellipsoids by interaction of the (0 0 1) ruthenium facet with
the graphene surface (epitaxial orientation). It can further be assumed that catalytic
effects occur on e.g. (1 0 0) and (0 1 1) facets of ruthenium rather than on (0 0 1) facets
because of the higher surface roughness and a higher coordination of absorbed gas
molecules (see Fig. 5.24). The higher reactivity of those centres compensates for the
decreased catalytic active surface of the Ru particles due to their embedding.
Another possible reason for the embedding is that ruthenium particles catalyse carbon
oxidation in the annealing process, causing them to bore themselves into the carbon
support.3) This effect is more pronounced in amorphous regions. In more graphitic
regions they remain on the surface, catalysing the steps/kink sites of graphene layers
which causes them to move along these steps at kink sites on the surface. This behaviour
would also explain the spread towards the b-axis in Fig. 5.32.
3) A publication about this effect is in progress (G. Zehl and others).
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The importance of covered and uncovered ruthenium surface
The two thirds of the ruthenium surface that touch the carbon support are also impor-
tant since the electrons have to be conducted from the carbon support to the ruthenium
particle during the catalytic process in the fuel cell. The larger the contact area of the
ruthenium particles to the carbon support, the higher is the conductance. Therefore,
the quantity Σ (the ratio of uncovered to total ruthenium surface) is expected to pos-
sess an optimal value. If Σ is close to 0, the amount of uncovered ruthenium surface is
low and limits catalytic activity, if Σ is close to 1, catalytic activity is limited due to
insufficient conduction of electrons.
Comparison with 2D-TEM, XRD and ASAXS results
The ruthenium particle size distribution (Sec. 5.3.4.2), assuming spherical symmetry,
yields two radii of which the bigger radius r2 = 1.4 nm corresponds to a diameter of
2.8 nm with a variance of 1 nm. This result is comparable to the diameters evaluated
by other methods: ASAXS [192]: 2.5 nm; XRD [192]: 2.2 nm; BF-TEM: 3±1 nm. If
only one Gaussian function (as for ASAXS and XRD) is fitted to the radius distribution
in Fig. 5.3.4.2 the resulting mean diameter is about 2.5 nm. We explain the slightly
higher estimate from TEM images by the actual deviation from spherical symmetry
and the fact that isotropically oriented ellipsoidal particles generally appear bigger in a
projection than the radius estimated by an equal volume approach (as in Fig. 5.3.4.2).
Also, smaller particles are more easily overlooked since these are manual measurements.
I expect the deviation of the particles from spherical shape to lead to a broadening of
the peaks in the XRD and ASAXS measurements since the deviation from spherical
shape creates orientation-dependent changes of the diameter. An ideal, i.e. error-free,
but orientation-independent measurement of the diameter of a single non-spherical
particle would yield a mean diameter that would already have a variance. Therefore, a
distinction between spherical particles with varying diameter and isotropically oriented
but identical, non-spherical particles is difficult with integral measurement methods.
This restriction of integral measurements also explains the different results for the
sizes of the carbon support particles. As the images of the various sample particles
at the beginning of Chap. 5 show, the most common spatial frequency, that can be
regarded as a ‘size’ measure, is in the range of 10 nm to 60 nm. The result from the
ASAXS measurement of the carbon particle diameter ∅ ≈ 26 nm [192] lies in this
range. However, TEM images reveal that this is by far not the ‘size’ a sieve would
have to have to let these particles pass through the mesh of the sieve. TEM images
also show that the carbon particles deviate from spherical shape more than the average
ruthenium particle.
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Comparison with NAA result
Neutron activation analysis (NAA) yields a mass ratio of ruthenium to carbon of
mRu/mC = 20.6%. This is equivalent to a volume ratio
4) of VRu/VC ranging from
3.3% to 4.2%; the same ratio evaluated from tomograms is about 4.3%. This is a good
agreement taking into account that NAA is based on a much bigger volume than TEM
tomography.
Comparison with electrochemical CO stripping result
There has been an attempt to determine the fraction of the total ruthenium surface
of the presented samples that is available for the catalytic reactions by electrochemical
CO stripping.5) My calculation to relate the result of the CO stripping (surface area
per mass) to the uncovered surface evaluated by tomography (described in Sec. 5.3.6.1)
can be found in App. A.5. CO stripping yields a value of SRu ≈ 50 nm2 for the ‘poodle’
particle of RuVCum, while the tomographic analysis yields a value of Subs ≈ 74000 nm2
(Sec. 5.3.3). An explanation for the high discrepancy can be a significant difference
in the active and the uncovered ruthenium surface. The two quantities do not have
to be equal because different ruthenium facets have different coordination numbers
for absorbed gas molecules. This means that the amount of actually absorbed gas
molecules per uncovered surface area varies depending on the exposed facet type.
Another explanation for the discrepancy can be the actual existence of a thin film
covering the ruthenium particles which is visible in the tomogram. It was removed
under the assumption that it is a reconstruction artefact, which might be inappropri-
ate. If at least some fraction of the removed film was actually existent, the discrep-
ancy would be less. If the covering film is not removed in the tomogram, there is no
uncovered ruthenium surface at all. This shows, that the tomographic evaluation is
completely dependent on digital filtering and does not yield a reliable result. However,
the method gives an estimation of the maximum available ruthenium surface (ranging
from Sbs ≈ 2.03 · 105 nm2 to Sas ≈ 2.25 · 105 nm2 for about 2000 to 6000 particles,
see Sec. 5.3.3) and suggests that an actual removal of the cover would increase the
uncovered ruthenium surface significantly. The method also shows that, at least for
RuVCum, only a very thin layer (about 1 nm) has to be removed to achieve an increase
of the uncovered ruthenium surface of about 30%. If the layer consists mostly of car-
bon, the removal can possibly be realized e.g. by an additional CO2 treatment (as it
was done on the raw carbon support) after the application of the ruthenium or after
the application of the selenium if this does not chemically modify the catalytic (Ru or
RuSex) particles. The removal would have to be done very carefully not to loosen the
catalytic particles from the support completely.
4) Using the density of Ru: ρ
Ru
= 12.37g/cm3 and the density of graphite ρ
C
ranging from 2.0 g/cm3
to 2.5 g/cm3 [93]. The density of graphite is used because the pore volume is not included in the
ratio calculation from the tomogram measurements.
5) The measurements were performed by I. Dorbandt (HZB).
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Another reason for the discrepancy could be an underestimation of the active ruthenium
surface determined by CO stripping. According to Wippermann et al. [186], there
is no suitable method available to determine the active surface of RuSex catalysts
because RuSex does not adsorb methanol or CO. Therefore, methods like methanol/CO
stripping or CO adsorption in the gas phase cannot be applied. However, CO stripping
was not done on RuSex but on Ru/C. If the absorption of CO was not as much as
expected for the method, the active surface would be underestimated.
The divergence from spherical shape
As any deviation of the ruthenium particles from spherical shape increases their surface-
to-volume-ratio, more surface is available for catalysis without an increase in material.
The result is a more effective catalyst at the same material costs.
The analysis of the shape of the particles (approximated by ellipsoids) shows that most
particles (about 40% of 5699) have an undefined shape, i.e. neither prolate nor oblate
nor spherical. However, there are about twice as many prolate particles as oblate parti-
cles (prolate:oblate = 2:1). This ratio is not affected much by the separation procedure
(without separation it is 936:422) nor is the number of spherical particles increased
significantly (412 before and 676 after separation). The shape of the ruthenium parti-
cles can be an indicator for preferential growth directions that can lead to differently
sized and differently oriented facets. These preferential growth directions can be along
steps of graphene layers on the outer surface or along pores of the support material,
see Fig. 6.2. Metallic hcp-Ru nanoparticles usually expose surfaces with different crys-
tallographic orientation to the chemical reactants, likely featuring different catalytic
activity depending on the size and orientation of the facets. Therefore, the ratio be-
tween prolate and oblate nanoparticles should be considered as one factor influencing
the overall catalytic activity.
Facet analysis
Although the facet analysis in Sec. 5.3.4.6 already proves that the dataset contains
particles with facets of the hexagonal crystal system, a dataset with a higher resolution
is necessary to draw conclusions about the ratio of faceted and unfaceted particles.
This ratio would be of particular interest for the interpretation of the catalytic ac-
tivity, since the different coordination numbers of reactants on different facets (see
Fig. 5.24) are expected to influence the catalytic activity due to ‘facet dependent frac-
tal dimensions’ [41; 23]. For example6), adsorbed oxygen is threefold coordinated on
(0 0 1) facets (red in Fig. 5.24). On (1 0 1) facets, both threefold and fourfold coordi-
nation sites can be found (red and green in Fig. 5.24). Atomically rough surfaces are
represented by (1 0 0) facets and are responsible for complex reactions of O2 molecules
(blue in Fig. 5.24).
6) Examples are based on discussions with S. Fiechter.
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Figure 6.3: ‘Highly’ facetted ruthenium particles
The image shows the spatial distribution (corresponding to the view of Fig. A.6) of only the ruthenium
particles with at least 6 facets with a minimum relative facet size of 4% (see Sec. 5.3.4.6). The particles
are not restricted to any particular region.
It should be kept in mind that seemingly ‘unfaceted’ regions might consist of very
small facets not resolved (see Sec. 3.4.2.1). Small facets would lead to a high number
of edges. Since it is unclear how significant the contribution of edges to the catalytic
activity is [41], seemingly ‘unfaceted’ regions might be important as well. In general,
not only the type of facet (i.e. the individual Miller indices) but also the relative facet
size and the ratio of faceted to unfaceted regions influence catalysis. The developed
facet analysis can give access to all three characteristics.
Despite the 40 ‘highly’ faceted particles used for the facet statistics (see Fig. 6.3), there
are many more particles that show facettation, i.e. that have facets but not as many
and/or as big as demanded by the selection criterion used (at least 6 facets of at least
4% relative facet size). Considering a low resolution of these additional particles, the
variations introduced by the increased number of interplanar angles smear out distinct
peaks in the angle frequency plot. Additionally it should be noted that the smaller
the interplanar angle, the higher the resolution has to be for the detection of the
corresponding facets. Therefore, no peaks can be expected below about 20◦.
Discretization of real space into voxels naturally leads to facettation of any object owing
to the triangles introduced by the algorithm which creates the mesh representation
whose orientations are based on a cubic system, i.e. voxels. For example, a simple
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‘lego-surface’7) only contains up to six different face orientations, whereas the marching-
cubes-surface contains up to 26 different face orientations (see Sec. 3.4.1). Therefore,
the mesh has to be smoothed to adjust the orientations of the triangles (which make
up the surface) such that not only the orientations of the adjacent, neighbouring voxels
are taken into account as done by the meshing algorithm, i.e. 6-connectivity for a
‘lego-surface’ and 26-connectivity for a marching-cubes-surface. Only smoothing leads
to facet orientations other than those created by the meshing algorithm. Smoothing
adjusts triangle orientations according to an average orientation within a radius of
influence of a smoothing kernel, i.e. it extends the radius of influence from the nearest
neighbours (6|26-connectivity) to neighbours farther away. The degree of smoothing
can be regarded as the length of a chosen radius of influence. If the radius of influence is
chosen too small, the influence of orientations characteristic for the discretization is still
present. If the radius of influence is too large, edges become round and in the extreme
the mesh approximates a sphere. The fact that only angles typical for a hexagonal
system are found, leads to the conclusion that the degree of smoothing was sufficient
to actually remove the distinct facettation of the raw marching-cubes-surface, which is
cubic. The actual detection of facets shows that the degree of smoothing was not too
large.
If particles with facets of a cubic system are represented in the tomogram (as presented
in Sec. 3.4.2) the simple conclusion from above for a sufficient degree of smoothing can-
not be used. However, the 26 orientations of a marching-cubes-surface are globally fixed
to the coordinate system of the voxel representation. Therefore, if particles with facets
typical for the marching-cubes-surface actually exist in the dataset (e.g. octahedra
as in Sec. 3.4.2.2 and Sec. 3.4.2.1) a different orientation of these facets to the global
coordinate system allows conclusion about a sufficient degree of smoothing. This is,
for example, visible in Fig. 3.4 where the maxima of the LWPDs do not lie on the
26 symmetry points of the global coordinate system, compared with Fig. A.11 which
shows the facet analysis result without smoothing.
Impurities
In general it is not possible to distinguish between impurity particles already present
in the carbon support without ruthenium and the ruthenium particles added. Neither
do the grey values of impurities or ruthenium differ significantly in the reconstructions
nor is it possible to completely rule out either type depending on the positions on/in
the support, because either type can be found in as well as on the support. However,
there are many more particles in/on the support after ruthenium application than
before. Also, XRD and ASAXS measurements showed that ruthenium is definitely
present [192] and impurity particles seem to be distributed within the support quite
homogeneously and therefore are rarely on the surface of the support. No impurities
7) The term ‘lego-surface’ is used for the unmodified surface of a voxel representation, i.e. the ‘lego-
surface’ only consists of voxel faces (squares) that can have one of only six different orientations.
114 Chapter 6. Discussion
were observed in the ball structure characteristic for the VC samples (see VCum and
VCCO2 in Sec. 5.1).
A significant influence of the impurities on catalysis cannot be expected since the
impurity particles are few and mainly inside the support. Sulphur is expected as an
impurity of the carbon particles [30]. However, the attenuation coefficients of the
impurities in the tomograms are found to be closer to that of ruthenium and gold
than to carbon, but the atomic number Z (on which contrast depends, see Chap. 2)
of sulphur (Z = 16) is much closer to carbon (Z = 6) than to ruthenium (Z = 44) or
gold (Z = 79). Therefore, another explanation for the presence of impurities could be
that some gold from the markers on the carbon foil may have been washed from the
foil by the butanol when the dispersed catalyst particles were dropped on the sample
grid during the TEM sample preparation (see Sec. 4.1). This would only explain
particles on the surface of the carbon support. The impurity particles that reside deep
inside the carbon support particles might therefore originate from diffusion of the gold
nanoclusters from the carbon foil [103].
6.3 Artefacts and resolution
The ‘quality’ of tomographic reconstructions depends on the degree of reconstruction
artefacts present and on the resolution of the tomogram. Depending on the definition
of resolution, this term may already incorporate the loss of quality of a tomogram by
artefacts. This is not the case for the resolution estimate by FSC because the artefacts
represent mutual correlations between the two half-datasets evaluated by the FSC [177;
33]. For example, as shown by Mastronarde [111], the reduction of the ‘missing wedge’
artefact by dual-tilt reconstructions depends on how the two tomograms were combined.
The reduction of the artefact is better if the datasets are combined in Fourier space
than by averaging in real space. However, the FSC resolution estimate is only based on
the two individual datasets before combination and therefore cannot account for the
improvement in quality by the combination method used.
In the end, the definition of the resolution limit depends on what is analysed. For
example, the resolution needed for the mere distinction of two separated objects is less
than the resolution needed to analyse facets of these two objects. Therefore, it can
be concluded that the influences of resolution limit and reconstruction artefacts on a
result must be discussed with respect to the applied evaluation.
Influences of artefacts
The ruthenium particle representations are expected to be affected by the missing
wedge which causes an elongation of the ruthenium particle representation. This will
result in a tendency towards prolate ellipsoids in the shape analysis. Therefore, the
actual ratio of prolate to oblate shaped particles will be more balanced than 2:1 (result
from Sec. 5.3.4.3). However, an actual deviation from spherical symmetry is definitely
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present due to the significant number of oblate particles. The effect of the missing
wedge on spherical particles would only lead to prolate particle representations, i.e. a
ratio of prolate to oblate of 1:0.
The fact that in most cases the a-axis of the ellipsoid is aligned with the local surface
normal (see Sec. 5.3.6.2), rules out a significant effect of the missing wedge in the
DIRECTT reconstruction. An elongation of the particles caused by the missing wedge
would not be isotropic but only along one global axis. This would not permit a result
as obtained by the local alignment analysis (Sec. 5.3.6.2) since the orientation of the
local carbon surface normal can be expected to be isotropic.
Also the fact that the elongation caused by the missing wedge has a global orientation
allows to regard the evaluation in Sec. 5.3.4.5 as a measure of how pronounced the
missing wedge artefacts are. Figure 5.20 visualizes the significant differences of this
effect between the evaluated reconstruction algorithms. This method, together with
the ellipsoidity evaluation (Sec. 5.3.4.4), should also allow evaluation of how pronounced
the ‘gluing’ of particles by streak artefacts is (as in Fig. A.8) as well as the effectiveness
of the watershed separation as a counter measure.
Resolution
The two independent reconstructions with 1◦ tilt increments as described in Sec. 5.1
were used to estimate the resolution by FSC and the 2σ-criterion. The resolution
estimate is taken at the intersection point of the FSC and the threshold curve, as
demonstrated in App. A.2. This evaluation yields a resolution of about 1.2 nm which
is close to the limit of 1 nm that is generally reported to be achievable [90; 122].
According to Cardone et al. [33, sec. 4.6], the actual resolution will be underestimated
by the use of tomograms from dual tilt reconstructions because the second tilt series
depicts a specimen that has been subjected to more radiation. The resolution estimate
should improve further if the dependence of the resolution on the combination method
(see beginning of Sec. 6.3) is taken into account. Although the FSC evaluation is
often regarded as a resolution estimate [33; 177; 104] it is actually a figure of merit
(FOM) [25; 52]. Figures of merit are generally used to compare different tomograms
of the same object [25; 52; 107]. The difference originates from changes in the creation
procedure of the tomograms, e.g. from different reconstruction techniques [52, chap. 7]
or different alignment techniques [25]. FOMs allow an evaluation of quality based
on the criterion used to define the individual FOM [107]. The FSC measures the
normalised cross-correlation coefficient between two 3D volumes over corresponding
shells in Fourier space [177]. In other words, the FSC measures the SNR as a function of
spatial frequency. There is no simple relationship between the FSC and the resolution
concept used in optics, where the wavelength and the point-spread function (PSF)
of the imaging system are regarded [52, chap. 7]. The modulation transfer function
(MTF) resolution estimate used for tomograms obtained by other methods (e.g. X-
ray or neutron tomography) is based on a minimal contrast difference as a function
of spatial frequency [29, sec. 9.2] and can be related to the PSF. In my opinion an
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ultimate resolution estimation should regard both the SNR and the MTF. However, a
method for such a resolution estimate is not yet known.
The FSC, the MTF and other methods like (e.g. DPR and SSNR see App. A.2) depend
on a threshold criterion for the determination of the actual resolution. Many different
criteria are proposed and discussed [177; 104; 52; 33] but lead to very different resolution
estimates. It seems reasonable to only use threshold curves for the FSC evaluation
(based on e.g. ’1/2-bit’- and σ-criterion) that depend on the spacial frequency and
that take important properties of the individual tomogram into account (e.g. symmetry,
fraction of the object to the reconstructed space) [177].
Samples containing a variety of differently sized structures but a low variance in shape
and size of the individual structure are ideal to estimate an object determined resolution
(ODR, as mentioned in Sec. 2). Biological samples often fulfil this condition because
cell constructs, macro molecules and their substructure down to atom spacings are
already known (see e.g. [35; 120]). The studied samples are not ideal for an ODR
estimation. Nevertheless, the studied samples can be used to some extent for an ODR
estimation since 2D-TEM, XRD and ASAXS measurements are available. It can be
concluded from the agreement of the ruthenium particle size measurements that the
resolution of the tomogram is at least 2 nm. This can only be regarded as a rough
estimate because the variance of the ruthenium particles is large. It should be noted,
that this resolution estimation results in a better resolution than that given by the
Crowther criterion (eq. 2.1). The direction dependent resolution estimation by eq. 2.1
and eq. 2.2 for the poodle particle with D ≈ 250 nm, N = 144, δy ≈ 1 nm (see Fig. 2.1)
yields δx ≈ 5.5 nm, δz ≈ 7.0 nm
The resolution limit concerning resolving shape can be estimated with the result of the
facet analysis (Sec. 5.3.4.6). The result shows that particle shapes are resolved suffi-
ciently to exhibit the expected facettation down to a particle size of 2.6 nm (10 voxels).
This coincides with the estimation of Sec. 3.4.2.1 that a particle representation needs
at least a diameter of about 10 voxels to exhibit actual facets. Under this considera-
tion, the resolution here is limited by the voxel size and not yet by the device. These
might only be local resolutions, since only few particles showed a high degree of facetta-
tion. However, the particles fulfilling the restrictive criteria of the evaluation are not
restricted to any particular region of the tomogram (see Fig. 6.3).
The estimation of the ODR limit set by the TEM and the reconstruction method
used cannot be determined by the tomogram of the poodle particle because the voxel
size limits the resolution. Although the TEM offers magnifications up to 1000 kX,
the high magnifications could not be used for tomography because of the mentioned
tracking/alignment problems. The highest magnification that lead to a usable tilt series
was 160 kX (see Fig. 5.8). However, the directly interpretable resolution most images
of the corresponding tilt series have is only about 9 A˚ (determined as in Fig. 2.1) due
to the used defocus. The resolution limit of the corresponding tomogram could not yet
be evaluated due to software problems.
Chapter 7
Summary, conclusions and outlook
The presented work demonstrates that electron tomography can provide a quantitative
structure analysis of catalytically active ruthenium nanoparticles supported by carbon.
The detailed analysis of RuVCum (see Fig. 5.7) shows that the size distribution of the
ruthenium particles is bimodal. Particles from the smaller mode are formed prefer-
entially within the more amorphous parts of the support, whereas larger particles are
formed on the outer surface of the support. Fitting ellipsoids to the individual particles
reveals that most particles are not spherical and the ratio of prolate to oblate parti-
cles numbers is about 2:1. The analysis of the alignment of the ruthenium particles
with respect to the local support surface suggests that prolate particles form along the
edges of graphene sheets on the support or grow along pores. One factor influencing
the overall catalytic activity is the ratio between prolate and oblate nanoparticles since
it can indicate preferential growth directions which lead to differently sized facets. The
analysis of the facets of ruthenium particles indicates that not only facets of hexagonal
prisms and pyramids are formed but also facets of twelve-fold symmetry. The catalytic
activity is expected to vary between different facets due to different coordination num-
bers.
It could be quantified how pronounced the missing wedge artefact is depending on the
reconstruction algorithm used concerning assessment of the shape. The reconstruc-
tion of the DIRECTT algorithm exhibits an insignificant effect of the missing wedge
enabling a reliable interpretation of the shape of the ruthenium particles.
My studies enabled me to characterize the given catalysts and to suggest further pro-
cedures during production to improve the catalytic properties of the investigated cat-
alysts. For example, the use of a carbon support with less micro porosity might be
better since ruthenium particles that form deep inside these pores are barely acces-
sible by the reactants and therefore probably contribute little to the overall catalytic
activity. Furthermore, an additional processes that removes a possibly existent but
actually very thin cover over the ruthenium particles would increase the uncovered
ruthenium surface. Thus, electron tomography has proven to yield valuable general
information about the distinct nanostructure of different classes of catalytically active
particles. Their individual contribution to the overall catalytic activity should be con-
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Figure 7.1: Relation of the
pore entries to the ruthe-
nium particles
Schematic drawing to demon-
strate the evaluation of the rela-
tion of pore entries (‘pore lids’,
green lines) of the carbon sup-
port to the ruthenium particles
(red). The meaning of the la-
bels is explained in App. A.4.
pore lid
Ru-particles
carbon support
eroded closed pores mesh
centre to centre (ctc)
ambiguous ctc
shortest distance
sidered in further investigations to optimise the oxygen reduction performance e.g. of
carbon-supported selenium-modified ruthenium catalysts (RuSex/C).
For a more detailed characterization of the carbon support particles (in addition to
that in Sec. 5.3.5) the following methods for analysis should be considered: A charac-
terization of the pore size distribution by digital 3D granulometry [150; 162; 14; 39] or
3D-FFT-band-pass-filter, a shape analysis based on the Hessian-matrix [8], a percola-
tion [134] and tortuosity [55; 53] estimation of the more graphitic and more amorphous
parts, an individual pore analysis achievable by skeletonization [162; 39; 14]. A frac-
tal characterization of the support (as done in e.g. [92; 181]) would be interesting
as well. These properties are mentioned by Rouquerol et al. [152] as descriptions of
complex pore systems and would enable a deeper understanding and possibly lead to
improvements in production (e.g. concerning the discussion about the penetration of
the RuCl solution in Sec. 6.2). However, the application of these methods to tomo-
graphic data is complicated and would need a carbon representation with a higher
resolution than currently achievable with the available TEM because most pores are
smaller than 2 nm. Although Rouquerol et al. [152] did not mention tomography as
a characterization technique at that time, it should now be considered as well. Re-
sults obtained by tomography can be compared with other methods such as XRD and
ASAXS but also with the Brunauer-Emmett-Teller (BET) physisorption method or
capillary condensation (see e.g. [152]).
Apart from the analyses presented of the uncovered ruthenium surface (Sec. 5.3.6.1)
and the local alignment of the particles to the support (Sec. 5.3.6.2), it would be in-
teresting to also analyse the relative position of ruthenium particles in regard to the
pore openings (see Fig. 7.1), and, the local curvature of the support in the vicinity of
the ruthenium particles (as done by Ward et al. [181]). However, these properties were
not probed because of uncertainties in the carbon representation, which would have
had a strong influence on the results. The influence of the uncertainties is lower for
the presented studies because they are based on integral measures instead of punctual
measures such as the positions of pore entries and support curvature. Measurement of
the support curvature can be done with standard methods (as described by e.g. Meyer
et al. [119]) which are already implemented in (e.g. ITK [2] DiscreteGradientMagni-
tudeGaussianImageFunction and VTK [3] vtkCurvatures). The quantitative analysis of
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the relation of particle positions to pore entries would be new and is described in short
in App. A.4.
It would be interesting to use the (noise-compensated) leave-one-out method ((N)LOO)
instead of FSC to estimate the resolution of tomograms. NLOO is a method based
on the idea of comparing a single projection with the corresponding reprojection of a
tomogram calculated from all the other projections with the exception of the projection
in question (see e.g. [33]). Such an analysis would show the dependence of resolution
on tilt angle. However, to apply this method software is needed that performs this
evaluation.
In the future it might be possible to gain further insight into dimensions higher than our
restricted three-dimensional world of experience with the help of digital reconstructions
of 4D or higher dimensional space based on 3D ‘projections’ that make up our world.
The difficulty will be to realize how something in 4D is projected to make an alignment
of the 3D images possible as needed for reconstruction. With reprojections, slices and
digital analyses of these 4D reconstructions, new insights might be gained to understand
how our world is built. An example: Possibly, the evolution of the solar system can
be explained and predicted in higher detail and accuracy with the idea that the solar
system represents a 3D projection of a ‘simpler’ 4D rotating object. Thereby relating
back to Goethe’s Faust, the poodle and the wish to know:
”
. . . was die Welt im
Innersten zusammenha¨lt.“
120
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Appendix A
Additions to the chapters
A.1 Additional aspects of image processing and
analysis
In this chapter some additional aspects of digital image processing and analysis are
described. The descriptions are far from complete but references are given for more
detailed texts. Generally, the terminology of the ITK/VTK documentation (e.g. [76;
12]) is used.
Image and mesh representations
There a two common types of 3D data representation: images and meshes. Images are
bitmaps in which data is represented by a regular grid. A cell is called pixel, in 3D
often voxel. A (3D) mesh –comparable to 2D vector graphics– consists of points, edges
(connected points) and flat polygons (connected edges, often triangles) that define a
discrete surface not bound to a grid (contrary to the voxel image representation).
The image representation (or also called pixel/voxel representation) allows different
pixel types to store different integers or floating point values. Generally they are
referred to as either grey value representations, where each pixel value represents
a measured or computed value (e.g. local absorption coefficient), or binary
representations consisting only of a foreground and a background, or label images.
In a label image, different regions of the foreground of a binary dataset are assigned
to different integer values. The regions are defined by a specific criterion, e.g.
interconnectivity of foreground pixel or the result of a watershed transformation. This
allows, for example, to store identified connected regions of a binary dataset, i.e.
particles, together in a single dataset. In this case all pixels belonging to the same
region have the same label. Labels are often visualized by a small amount of different
colours (colour look up table, LUT) to ease the distinction by eye. When there are more
labels than entries in the LUT the colours of the LUT are reused for different labels.
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The colours are commonly not assigned by application of the four-colour theorem [182]
and therefore identical colours can sometimes appear side by side.1)
Watershed transformation, segmentation and separation
The watershed transformation can be regarded as a flooding of a grey scale image.
The grey values represent hights and the flooding starts filling valleys or basins on this
hight map. The water for flooding originates from wells that are given in a second
input image containing markers for these wells. When pools from different wells are
about to merge a ‘dam’ or ‘water shed’ is created. This dam can have a width, e.g.
4|8 connectivity in 2D or 6|26 connectivity in 3D and is then called a wall. There are
algorithms that do not create walls but label the water in each pool uniquely such that
no wall is needed to distinguish the water from different pools [18; 20]. The shape of
the dam depends on the algorithm used. For example, a dam can be build such that
its size is minimal (e.g. for recreating pore walls of a foam which also try to minimize
their size). Examples and more details can be found in [76, sec. 9.2, p. 524 ff], for
images see [18, Fig. 1 and 10].
It is important to note that a watershed transformation refers to the basic flooding
described above. This must not be mistaken with the term watershed separation which
means separation of particles based on a distance map. The watershed separation is
described in Sec. 3.2. Another term is watershed segmentation which is basically a
watershed transformation based on labelled markers as mentioned above. Commonly,
the result of a watershed transformation is expected to be labelled (a label image), i.e.
each pool has a unique value assigned to all its pixel.
It is possible to identify particles that got separated by a watershed separation if no
walls were introduced. In that case it is simply checking each label if it contains voxels
whose neighbouring voxels (same connectivity as used by the watershed transformation)
are of another label.
Estimation errors of digital representations
Estimation of surface areas of voxel representations is a complex problem [197; 7].
Usually surfaces are estimated by the Crofton formulae [14, chap. 3, p. 82 ff] [134] which
is also the case for the surface estimation of the ITK label analyser from Lehmann
[101]. There are multiple criteria that should be fulfilled to achieve sufficient exact
estimations, e.g. the Euler numbers of 6, 14.I, 14.II and 26 connectivity should
all be similar, other criteria are the surface fractal dimension and the integral of
mean curvature fractal dimension [53]. Still, it is impossible to quantify the overall
1) The four-colour theorem (first proven by Appel and Haken [9, 10]) states that any map in a 2D plane
can be coloured, using only four different colours, in such a way that regions sharing a common
boundary (other than a single point) do not share the same colour. Contrary, in 3D the number of
colours needed to assure the same criterion can be infinite [138].
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measurement error [53]. The surface estimation never corresponds exactly to the surface
actually enclosing the volume of the particle representation.
In contrast, surface areas of mesh representations are easily calculated but the
conversion of voxel representations into mesh representations introduces further
discrepancies in regard to the original objects represented. In addition, the computation
of volumes of mesh representations is not as straight forward as it is for voxel
representations. It is possible though to calculate the volume enclosed by a closed
manifold mesh with the divergence theorem from Gauss (a special case of Stokes’
Theorem) in a discrete form [7; 72].
List of some sophisticated thresholding algorithms
• Otsu (multiple thresholds) ([135; 105], ITK implementation available, also in
ImageJ and MAVI)
• K-Means ([76, sec. 10.4.2, p. 679], ITK implementation available)
• Fuzzy Connectness [189]
• Markov Random Fields, MRF ([76, sec. 10.4.5, p. 691], ITK implementation
available)
• Adaptive Otsu ([126], ITK implementation available)
• Graph Cuts ([173], ITK implementation available)
• Various other global and adaptive thresholds implemented for ImageJ [20;21]
A.2 Resolution estimation by FSC
The tool bresove from Bsoft [22] computes the FSC, DPR, SSNR and RA+B as well
as the 2σ-threshold curve. The computation of the 2σ-threshold curve (by bresove)
neither takes into account any dependence on the degree of filling of the tomogram by
the object nor possible symmetry of the object. Although it is show by van Heel and
Schatz [177] that these must be taken into account, their extended definition of the
σ-threshold curve is such that it is identical to the standard definition in case of no
symmetry (point group symmetry C1) and a degree of filling of 60% [177, sec. 2.3 and
2.4]. Since the tomograms of this study approximately fulfil these two conditions, the
2σ-threshold curve of bresove is applicable.
The two reconstructions of independent tilt series from Sec. 5.1 were used for an
exemplary estimation of the resolution by FSC. According to Cardone et al. [33,
sec. 4.6] the resolution will be underestimated by the use of tomograms from dual
tilt reconstructions.
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Figure A.1: Significance of the filter order
Schematic images to show the significance of the order
in which a series of filter is applied. As an example
the morphological closing and opening filter are used to
demonstrate this on a constructed 2D binary image of
32x32 pixel. This also shows their usability to remove
noise and distortion of objects and background by
artefacts. The structuring element is square of 3x3 pixel.
a: initial (perfect) representation of an object (black) on
a background (white) as it would be the result after
thresholding a faultless tomogram.
b: Fig. a distorted by artefacts and noise. The nearest
neighbour distance of black areas is higher in regions of
the initial object than in the background. This is a very
common situation after thresholding the (electron-)
tomogram of a real sample.
c: Morphological closing filter applied to Fig. b.
d: Morphological opening filter applied to Fig. c.
e: Morphological opening filter applied to Fig. b. A
subsequent closing has no further effect here.
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Figure A.2: FSC resolution estimates of BPum
Plots of FSC, 2σ-threshold curve, DPR, SSNR and RA+B. The plot with the logarithmic y-axis allows
to evaluate the intersection of the 2σ-threshold curve with the FSC at approximately 12 A˚.
The FSC was calculated by bresove from the tomogram of the first tilt series and
the matched tomogram of the second tilt series.2). The resulting FSC and the
corresponding 2σ-threshold curve are plotted in Fig. A.2. The fixed threshold of 0.5,
which is often used as a resolution criterion [104; 33; 25; 52] but which is inappropriate
according to van Heel and Schatz [177], yields a resolution of 144 A˚. Instead of
a fixed threshold, a threshold curve, e.g. 2σ-curve or the 1/2-bit curve, is more
appropriate [177]. The 2σ-curve intersects with the FSC curve at approximately 12 A˚
which can be seen in the logarithmic plot (right plot in Fig. A.2). The region between
8 A˚ and 10 A˚ is above the 2σ-criterion but is disregarded because of the high noise
and the small difference between the two functions. It shows, however, that the FSC
values can increase again at higher spatial frequencies if parts of the sample exhibit
repetitive structures of high contrast (e.g. lattice spacing in crystalline regions of the
sample).
Other resolution estimations with fixed cut-offs yield the following values: DPR = 45◦
at 781 A˚, SSNR = 1 at 1543 A˚ and RA+B = 0.5 at 134 A˚. This shows how
significantly the quantitative resolution estimates with fixed cut-offs can differ and
how inappropriate they can be. For example the SSNR estimate yields a resolution
of half the width of the whole tomogram (3366 A˚). These resolution estimates are so
conservative that no interpretation of the data would be possible. The 2σ-estimate of
12 A˚ seems quite reasonable. It corresponds to 3 to 4 voxels in the binned (sp ≈ 3.3 A˚)
tomogram.
The 1/2-bit information threshold curve could not be plotted because the only program
available to calculate it (foushell [23]) did not work.
2) It is very important that the matched tomogram contains no information of the other tomogram.
The execution of the command submfg -t matchorwarp in the directory of the corresponding
etomo-project ensures that the unfilled space in the result (*.mat) is filled by the mean value of
the tomogram.
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A.3 Dependence of grey values on particle size in
DIRECTT reconstructions
The effect particle size can have on grey values as reported by Ku¨bel et al. [92] is
evaluated in Fig. A.3. While the effect seems negligible in the unfiltered DIRECTT
reconstruction, the median filtered tomogram exhibits a dependence for particles that
are smaller than the kernel size. This influence of the median filter is expected. The
small particles that are affected were excluded from the evaluations in Sec. 5.3.
Only a manual evaluation of the influence of particle size on grey values was possible
because the filter needed for a global analysis is not yet available in MAVI. It
would be interesting though to quantify the significance of this effect for different
reconstruction algorithms and programs (e.g. IMOD-WBP, IMOD-SIRT, Inspec3D-
SIRT and DIRECTT).
A.4 Relation between ruthenium particles and
pore entries of the support
The preparation process and the fact that there are ruthenium particles inside and on
the surface of the support motivate the growth interpretation of the ruthenium particles
as described in Sec. 6.2. In that case, it is likely that ruthenium particles grow either
inside a pore or on the outer surface of the support at a pore entry (Fig. 7.1, see also
Sec. 5.3.6).
It is possible to analyse the position of ruthenium particles in regard to pore openings
of the support by the following virtual procedure:
• Erosion of the voxel representation of the carbon support with its pores closed.
This moves the carbon surface inwards by a distance d
• Creation of a mesh of the result, (the resulting mesh being called ECPm: Eroded
Closed Pores Mesh, dashed line in Fig. 7.1)
• Evaluation of which parts of ECPm are outside the mesh of the carbon
representation with pores (COPm). The algorithm from Sec. 5.3.6.1 can be used
for this. The parts of ECPm that are outside COPm are the ‘lids’ of the carbon
pore entries (green lines in Fig. 7.1) at a distance d away from the surface of the
carbon segment without pores.
• With the program mtk from IMOD [1] it is now possible to evaluate the nearest
ruthenium particle to each pore lid and their separation distance (labelled
‘shortest distance’ in Fig. 7.1). This can be refined by evaluating only the distance
152
30000
31000
32000
33000
34000
35000
36000
37000
0 20 40 60 80 100 120
Distance (pixel)
G
re
y
V
a
lu
e
30000
31000
32000
33000
34000
35000
36000
37000
0 20 40 60 80 100 120
G
re
y
V
a
lu
e
e
≈
±3
e
≈
±2
.5
2
e
≈
±4
Distance (pixel)
Figure A.3: Dependence of the grey values on the size of the particle
A magnification of a DIRECTT reconstruction slice is visible in the top images. The left image is
unfiltered while the image on the right is filtered by a 3D median of 5x5x5. The middle images
represent a surface plot of the region and the bottom images a profile plot along the cyan line of the
upper images. The pixel size is 0.26 nm.
The left profile plot shows that the influence on the grey values depending on the size of the particle
is insignificant in the DIRECTT reconstruction. However, the median filter introduces a dependence
for particles below the kernel size. The edge-error lies between e ≈ ± 2 voxels and e ≈ ± 3 voxels.
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of the centre of the pore lid3) to the nearest ruthenium particle centre4) (labelled
‘centre to centre’ (ctc) in Fig. 7.1). This simple procedure would not check if a
particle-lid-pair is directly connected through a pore nor would it check if pore
lids are already assigned to a particle.
A.5 Active ruthenium surface calculated from CO
stripping result
This is the calculation for Sec. 6.2.
Result from electrochemical CO stripping of RuVCum:
SrRu/C = 3, 7 · 10−8 m2/5, 15 µg≈ 7, 18 · 10−3 m2/g
NAA result:
20.6/100 (mRu/mC)
Therefore:
SrRu = SrRu/C · 100/20.6 ≈ 34.8 · 10−3 m2/g
With ρ = m/V and ρRu = 12, 37 g/cm
3 = 12, 37 · 106 g/m3 and the total ruthenium
volume determined from the tomogram (Sec. 5.3.3):
VRu ≈ 1.1 · 105 nm3 = 1.1 · 10−22 m3
S = Sr ·m = Sr · ρ · V
yields:
SRu = 34.8 · 10−3 m2/g·12.37 · 106 g/m3 · 1.1 · 10−22 m3 ≈ 47.5 · 10−18 m2
Therefore:
SRu ≈ 50 nm2
3) The centre of each lid can be calculated by the vector average of all vertices the lid consists of.
4) This also drastically decreases the computational effort because only one distance per lid-particle
pair has to be computed.
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A.6 Additional figures
Figure A.4: Sample changes due to contamination
The images show a RuBPum particle before (left) and after (right) the application of an electron dose
similar to acquisition of a STEM tilt series. The surface of the particle has obviously changed. The
thickness of the contamination can be estimated to vary between 10 nm and 20 nm. This is possible
due to the extent of the ruthenium particles. A difference in the carbon structure between the support
particle and the contamination can also be seen. Since the particle was not rotated during the dose
application the contamination layer is much more uniform than it usually is for STEM tilt series
acquired in the TEM used.
Figure A.5: On-Axis Rotation Tomography Holder with grid sample
Tip of the On-Axis Rotation Tomography Holder (for 360◦ rotations) with a grid sample. The grid
was cropped to make it fit into the sample space.
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Figure A.6: Ruthenium particles before and after the watershed separation
The top image shows a surface render of the ruthenium particles labelled by an interconnectivity
criterion while the bottom image shows the ruthenium particles after the labelling from a watershed
separation. This visualizes how the big particles (e.g. at the neck and head) are split up. The bottom
image shows all particles while the top image only contains the particles above 64 voxel (see also
Fig. 3.1 and Fig. 3.2).
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Figure A.7: Spacial distribution of fit-ellipsoids before the watershed separation
Spacial distribution of the fit-ellipsoids before the watershed separation (see also caption of Fig. 5.25).
Figure A.8: SIRT reconstruction of the poodle particle
Images visualizing the carbon (grey) and the ruthenium particles (coloured) of a region from the SIRT
reconstruction of the poodle (‘the front legs’). The image on the left shows the carbon segment in a
pre filtered stage where the ray artefacts originating from the ruthenium particles are still obvious.
In the right image the ‘gluing’ of ruthenium particles by the ray artefacts is best visible. The region
containing the other parts of the poodle was dominated by ray artefacts and could not be visualized
meaningful, not even after excessive filtering. Obviously the ray artefacts dominate over the ‘missing
wedge’ artefacts which are only visible on the small gold markers on the bottom.
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Figure A.9: Ru facet orientations on Wulff net, centred on (2 1 1)
The facet indices for h,k,l ∈ [−1, 0, 1] plus those needed to complete the symmetry on the upper
hemisphere are plotted on a Wulff net, (0 0 1) pointing out of the paper. The orientation of the
facet indices is chosen such that the interplanar angle between ] (2 1 0)(1 0 1) and ] (2 1 0)(1 1 1) of
α ≈ 139.4◦ can be measured on the Wulff net. Due to the hexagonal symmetry this angle pair occurs
six times for points on the dashed hexagon. The black points correspond to the facets of a hexagonal
prism and a hexagonal pyramid. The grey points mark the additional facets of a prism and a pyramid
with 12 faces. This shows that the angle of α ≈ 139.4◦ can only occur between a black and a grey
point. Created with JWulff [18] and modified with inkscape [9].
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Figure A.10: Ru facet orientations on Wulff net, centred on (1 0 0)
The facet indices for h,k,l ∈ [−1, 0, 1] plus those needed to complete the symmetry on the upper
hemisphere are plotted on a Wulff net, (0 0 1) pointing out of the paper. The orientation of the
facet indices is chosen such that the interplanar angle between ] (1 0 0)(1 1 1) and ] (1 0 0)(2 1 1) of
α ≈ 145.7◦ can be measured on the Wulff net. Due to the hexagonal symmetry this angle pair occurs
six times for points on the dashed hexagon. The black points correspond to the facets of a hexagonal
prism and a hexagonal pyramid. The grey points mark the additional facets of a prism and a pyramid
with 12 faces. This shows that the angle of α ≈ 145.7◦ can only occur between a black and a grey
point. Created with JWulff [18] and modified with inkscape [9].
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Figure A.11: Facet analysis of a marching-cubes-surface without smoothing
The left image shows the detected facets of the not smoothed (raw) marching-cubes-surface from
Fig. 3.5. Since it was not smoothed, the facet analysis yields 26 distinct and globally fixed orientations
as visible in the right image, which corresponds to and has the same scale as Fig. 3.4d of the smoothed
version. Any raw marching-cubes-surface can only yield any of the 26 orientation fields. Only the
field intensities would differ for any other object represented by a marching-cubes-surface.
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Figure A.12: Cumulative xy-z-tracking curves and trace
Cumulative xy-z-tracking curves belonging to the tomogram in Fig. 5.8. The tilt series was acquired
with an On-Axis Rotation Tomography Holder and a cropped grid sample, as shown in Fig. A.5. The
total defocus needed for z-tracking was ∆z ≈ 1.6 µm, Uh ≈ 800 nm and Uw ≈ 300 nm. The trace
has a different orientation compared to those in Fig. 4.2 due to a change in image rotation of around
180◦ for 160 kX. An xy-z-tracking curve for a Dual-Axis Tomography Holder is shown in Fig. 4.1.
Figure A.13: 3D visualization of the FeSi wedge and its labelled domains
The left image shows the whole wedge and all its labelled domains whereas the right images shows
only the brown domain referred to in Fig. 3.16. Its inner surface is rendered darker.
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