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Abstract—We construct and analyze symmetrized delay correlation ma-
trices for empirical data sets for atmopheric and financial data to derive
information about correlation between different entities of the time series
over time. The information about correlations is obtained by comparing
the results for the eigenvalue distribution with the analytical results for the
independent, identically distributed random data sets. For the atmospheric
case we find long term correlations between different entities of the multi-
variable time series. For the financial time series we find little correlations
between different entities over a time delay beyond about two days. Most
of the eigenvalues for the symmetrized delay correlation matrices for the
financial data are symmetrically distributed about zero. The delay corre-
lation results for the financial data are similar to the analytical results for
the random data sets. However there are considerable deviations for the
atmospheric data from the random case.
Keywords—correlation matrix, random matrices.
I. INTRODUCTION
  HE study of multivariable time series is of importance in
many fields of research. The methodology to study a mul-
tivariable time series [1] generally involves the construction of
appropriate correlation matrices and their analysis by using dif-
ferent tools like singular value decompostion, factor analysis
etc.
Recently random matrix methods are being increasingly ap-
plied to the study of multivariable data. Random matrix the-
ory was introduced by Wignar, Dyson and Mehta to understand
the complex systems [2], [3] such as atomic nuclie, many-body
quantum systems etc. These methods were devised to obtain in-
sight into the spectrum and transition strengths of complicated
systems.
Recently these methods have been used to study the behaviour
of multivariable systems like atmospheric variables and stock
marktet data. The empirical correlation matrices constructed
for the basic atmosphereic parameters have been found to sat-
ify random matrix prescriptions to a remarkable extent [4]. The
physically relavant information may be derived out in this case
by observeing the eigenmodes of the largest eigenvalues which
deviate significantly from the random matrix prediction.
In the case of financial data, a major portion of the eigenvalue
spectrum for the correlation matrix of price fluctuations shows
a remarkable agreement with the theoretical prediction based
on the random matrix theory [5]. This portion of the eigenvalue
spectrum is found to satisfy the universal properties of the Gaus-
sian orthogonal ensemble [7]. However it has been observed that
there are serious discrepencies in the use of empirical correla-
tion matrices for risk management due to the remaining portion
of the spectrum which corresponds to the correlations between
different variables [6].
In all the above cases the empirical correlation matrices are
constructed and their properties are compared with the universal
properties of certain random matrix ensembles satisfying certain
symmetry properties. The empirical correlation matrices evalu-
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ate the equal time correlations between different entities in the
given multivariable time series. These give us valuable informa-
tion regarding the correlations between various entities of the
system under consideration.
The above analysis using random matrix results however give
little information about correlations between different entities of
the multivariable time series at different times. A particular en-
tity being measured by one of the variables of the time series
may have some effect on another at a later time. This effect is
not amenable to measurement or quantification using the empiri-
cal correlation matrices. This is because the corrlations between
different entities in the correlation matrices are equal time cor-
relations. To understand and quantify the effect of one variable
or entity on another at a later time, one method would be to cal-
culate the delay correlations i.e., correlations between one vari-
able in the multivariable time series and another at a time delay

. We can then construct a matrix of such delay correlations and
analyze their properties.
In our work we concentrate on such delay correlation matri-
ces. We build delay correlation matrices for two different empir-
ical data sets. First is the atmospheric data for monthly mean sea
level pressure for the north atlantic region and the other is for the
S&P 500 stock market data for the years 1991 to 1996. For these
data sets we try to derive information on correlations over time
between different entities of the multivariable time series. We
also derive analytical results for independent, identically dis-
tributed random data sets. The information about correlations
with time in the empirical data sets is obtained by comparing
the empirical results with the analytical results for the random
data sets.
II. CONSTRUCTION OF SYMMETRIZED DELAY
CORRELATION MATRICES
As mentioned above, the previous methods involved equal
time correlations. The construction of delay correlation matrix
involves calculating correlations between different entities with
a time delay. Consider the multivariable time series at hand rep-
resented as a matrix  of order  x  . Here  is the number of
time series of length  each. Suppose  and  are two time series
among the given multivariable time series  . The correlation
between  at say 	
 and  at a time lag   is given by
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The matrix  thus constructed is asymmetric. The eigenval-
ues of such a matrix will be complex. To have real eigenvalues
we suitably symmetrize the matrix  . The symmetrized matrix
! is constructed according to the expression,
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Fig. 1. Plot of   versus  for the atmosphereic data. Here the ratio 
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The matrix element

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corresponds to the  th element of the
time series  . The symmetrized delay correlation matrix   may
be thus represented in terms of the matrix  by the expression
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III. NUMERICAL STUDIES
In the case of the atmospheric data, we use the monthly
averaged mean sea level pressure data for the period 1948 to
1999. This data is collected for the North Atlantic domain i.
e., 
ffifl "! 
#fl N,

(

ffifl W - $ 
#fl E. These data were obtained
from the online database of National Centers for Environmental
Prediction (NCEP) reanalysis archives. Each data is of length
 &%
( '
. The averaged mean sea level pressure is collected for
 
'
$
' grid points. We define the ratio )  *  ,+  (to
be used later) which for the present case is 1.435.
We construct symmetrized delay correlation matrices for this
data for different delay values  . Here  

corresponds to
one month. We take delay values with range  
#-/.0.1. 

 
 . The
symmetrized delay correlation matrices are constructed for each
of the delay values and a plot of 2ff3fi versus 3 is made for each
of them. It is found that the eigenvalues are distributed about
3  
 . The eigenvalues oscillate about 3  
 with the delay
value  . To this end we make a plot of the largest eigenvalue
3fi4657 versus the time delay  . Figure (1) shows this plot of
3fi4657 versus time delay  . As we can see from the figure the
3fi4657 value shows oscillatory behaviour with a period of about
one year.
Comparing with the results of random data sets (see section
IV) we conclude that there is long term correlation among the
various entities of the atmospheric data under consideration.
To this end we also analyze the cumulative distribution of the
eigenvector components of the three largest eigenvlues. The plot
of the cumulative distribution of eigenvector components (not
shown) also reflect the periodic nature of the correlations over
time of the multivariable time series for the mean sea level pres-
−5 0 5 10
λ
0
0.5
1
1.5
2
ρ(
λ)
Delay τ = 1
Fig. 2. Plot of 8(9: <; versus   for  	  for the S&P 500 stock market data.
Here the ratio =	  >>
sure data under consideration.
For the case of financial data we take the stock market data for
the S&P 500 companies. We take daily data for 406 companies
of the S&P 500 for the period 1991-1996. Each company data
is of length 

$ 
#! days. The value of ) here is 3.22.
We build a symmetrized delay correlation matrix for daily
price fluctuations given by the expression
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The GJI ’s are rescaled to have constant unit variance i.e.,
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The symmetrized correlation matrix is then diagonlaized to ob-
tain the corresponding eigenvalues. The distribution of eigen-
values is then calculated. This above calculation is done for the
delays  
<-U.1.0.1- 

 
 . Figure (2) shows the plot of 2V3 versus 3
for the delay value  

. As can be seen from the figure, most
of the eignvalues fall within the range 3 W 
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and they are symmetrically distributed about 3  
 . This is in
agreement with the analytical results for the random data sets
(see section IV).
Very few eigenvalues fall beyond this range. The number of
eigenvalues lying beyond this range becomes very small for de-
lay  S ( . Figure (3) shows the plot of 34Y57 versus  for the
stock market data. As can be seen the largest eigenvalue has a
very low value for the matrices constructed for delay values 
greater than about two days. Therefore it can be concluded that
there is little correlation among different entities of the multi-
variable time series for the stock market data beyond two days.
As a further analysis we study the eigenvector components
of the largest eigenvalue. The distribution of eigenvector com-
ponents of the largest eigenvalues (not shown) agree with the
theoretically predicted Porter-Thomas distribution for random
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Fig. 3. Plot of    versus  for the S&P 500 stock market data.
matrices in the case of the correlation matrices constructed with
delays greater than two days.
IV. ANALYTICAL WORK
From the numerical results we observe that for the case of
indenpendent, identically distributed data matrix  , the distri-
bution of eigenvalues for the symmetrized delay correlation ma-
trix is symmetric about 3 
 . To the best of our knowledge the
behaviour of eigenvalues of the symmetrized delay correlation
matrices have not been analyzed previously in the literature. To
investigate this aspect further we carry out the following analyt-
ical work. The analytical calculation involves the derivation of
the expression for the eigenvalue distribution for the given de-
lay correlation matrix. The derivation for the normal correlation
matrix is carried out in terms of the resolvent
 
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where
 
  is a complex function. The density of eigenvalues
[5] is given by
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The above expression is valid for a simple correlation matrix
for independent, identically distributed random variables. For
the symmetrized delay correlation matrix   , the derivation is
done by using the resolvant in the form
 
fl
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The expression for
 
fl
ffi is obtained by expanding the re-
solvant in powers of

+" and using diagrammatic technique to
represent various terms in the expansion. In the limit 
-
$#
%
, while maintaining the ratio )     ,+  to be a constant
only the planar diagrams contribute [5]. We can sum the dia-
grams to infinite order and for  PTP  , we get the following
fourth order equation for
 
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Fig. 4. Plots of 8(9: <; versus   for theree different values of  	  , =	  
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In the above equation
  fl
ffi is represented as
 
for conve-
nience and
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Equation (9) is solved numerically to get the required solution
for
 
. The imaginary part of the solution for
 
is substituted in
eqn. (7) to get the eigenvalue distribution for the delay correla-
tion matrix.
Figure (4) shows the plot of 2V3 versus 3 for three different
values of ) ( ) 
#.
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and )  $
.
( ( ). We see that
2V3 is symmetrically distributed about 3  
 for all values of
) .
The analytically obtained eigenvalue distributions are ob-
tained in the limit 
-
+#
%
. For the finite value of  and
 , we construct delay correlation matrices  for independent,
identically distributed (Gaussian) random variables. We con-
struct the symmetrized delay correlation matrix   for this ma-
trix  of Gaussian distributed random variables and diagonal-
ize it to get the eigenvalues. We calculate the distribution of
eigenvalues of this symmetrized delay correlation matrix   and
compare it with the distribution of eigenvalues obtained analyt-
ically for the appropriate ) values. Figure (5) shows the plot
of 2V3 versus 3 for the numerically obtained distribution of
eigenvalues for ) 

. For comparison we plot the eigen-
value distribution obtained analytically for the case ) 

along
with the numerically obtained distribution. As can be seen from
the figure there is good agreement between the distribution of
eigenvalues for the analytically and numerically obtained distri-
butions.
4−2.5 −1.5 −0.5 0.5 1.5 2.5
λ
0
1
2
3
ρ(
λ)
Q = 1
Fig. 5. Combined plot of 8(90 #; versus   for =	  obtained analytically as well
as numerically for independent, identically distributed random data sets.
V. CONCLUSIONS
To conclude we construct symmetrized delay correlation ma-
trices for empirical data sets of atmospheric data and stock mar-
ket data. We construct such matrices for varying delay values.
The plot of largest eigenvalue versus the delay shows a periodic-
ity of one year indicating that there is long term correlations over
time among the different entities of the multivariable time series
for the atmospheric data. For the financial data set we infer that
there is little correlation between different stocks over time de-
lays beyond about two days. For the financial data it is found
that most of the eigenvalues are distributed symmetrically about
zero. We have also obtained analytical distribution for the delay
correlation matrices for the independent, identically distributed
random variables. The eigenvalue distribution for the financial
data shows similarity with the analytical distribution for random
data sets, but the one for the atmospheric data shows consid-
erable deviation. We can thus conclude that time correlations
in financial data sets decay rapidly over a period of one or two
days. After this period the data can be treated more or less as
random. On the other hand the atmospheric data retains correla-
tions for a very long time. The twelve month period is seen even
after a delay of several years. The method proposed here can be
used to analyze the correlations over time between the different
variables of multivariable time series. Such multivariable time
series are observed in several areas such as astrophysical data,
biological data, EEG etc.
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