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We develop a means for speckle-based phase imaging of the projected thickness of a single-material
object, under the assumption of illumination by spatially random time-independent x-ray speckles.
These speckles are generated by passing x rays through a suitable spatially random mask. The
method makes use of a single image obtained in the presence of the object, which serves to deform
the illuminating speckle field relative to a reference speckle field (which need only be measured once)
obtained in the presence of the mask and the absence of the object. The method implicitly rather
than explicitly tracks speckles, and utilizes the transport-of-intensity equation to give a closed-form
solution to the inverse problem of determining the complex transmission function of the object.
Application to x-ray synchrotron data shows the method to be robust and efficient with respect to
noise. Applications include x-ray phase–amplitude radiography and tomography, as well as time-
dependent imaging of dynamic and radiation-sensitive samples using low-flux sources.
I. INTRODUCTION
X-ray Phase Contrast Imaging (PCI) appeared two
decades ago at synchrotrons and quickly demonstrated
higher diagnostic potential compared to conventional
attenuation-based tomography. With the emergence of
partially coherent x-ray sources twenty years ago, ex-
pectations regarding PCI became achievable with sev-
eral methods developed at synchrotrons, some of which
were later adapted to laboratory sources [1]. Among all
PCI techniques that utilize additional optical elements,
Speckle Based Imaging [2–4] makes use of a very simple
experimental set-up, and has already been demonstrated
to be a good candidate for transfer outside synchrotron
facilities. The set-up, in addition to its simplicity of im-
plementation, presents the main advantages of having no
field of view limitation other than that imposed by the
detector (diffusers of any size are easy to manufacture),
and relatively low requirements on the beam coherence.
∗ david.paganin@monash.edu
As the use of speckle as a wave-front modulator for phase
contrast x-ray imaging was proven valuable less than a
decade ago, only a few publications have dealt with the
corresponding phase retrieval problem.
To detect the refraction of a sample, the speckle tech-
nique has been primarily based on tracking speckle dis-
placement [2, 3] between (i) reference images (i.e. with a
membrane generating a random spatial modulation), and
(ii) sample images (i.e. with the membrane and the sam-
ple). Recently a new technique [5] for speckle-tracking
phase retrieval, based on a geometric-flow formalism in-
spired by the transport-of-intensity equation [6], demon-
strated good efficiency for retrieving phase shifts of a
non-absorbing sample using only a single sample expo-
sure. This new method implicitly rather than explicitly
tracks speckles, and therefore has an added advantage of
finer spatial resolution compared to methods that explic-
itly track speckles using e.g. correlation windows of at
least a few pixels in width and height. This new method
has also very recently been translated to visible-light mi-
croscopy [7]. Here we extend the results of Paganin et al.
[5] to the case of an absorbing single-material object.
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2FIG. 1. Generic setup for x-ray speckle tracking.
We close this introduction with a brief overview of
the remainder of the paper. Section II is dedicated to
the theoretical development of our method for single-shot
x-ray speckle-based imaging of a single-material object.
Section III describes the x-ray synchrotron experiment,
used to obtain data to implement our method for x-ray
phase imaging in both two and three spatial dimensions.
The results of applying our theory to these data are given
in Sec. IV. We discuss some broader implications of our
work, together with possible future extensions and appli-
cations, in Sec. V. We conclude with Sec. VI.
II. THEORY
Consider unit-intensity monochromatic x-ray scalar
plane waves, incident on a spatially random mask, which
produce a speckle image downstream—see Fig. 1. Parax-
ial radiation is assumed throughout, and we use the term
speckle to refer to any spatially-random intensity distri-
bution, not necessarily corresponding to fully developed
speckle [8]. If we further assume that the incident plane
wave propagates along the positive z-axis, which we iden-
tify with the optic axis, then such a wave can be repre-
sented as exp(ikz), where k = 2pi/λ and λ is the wave-
length in vacuum. The distance between the mask and
the object is z1, and the distance between the object and
the downstream position-sensitive detector is z2. We as-
sume the object to have negligible extension in the z-
direction, and to be composed of a single material [9].
With reference to Fig. 1, we seek to reconstruct the
projected thickness t(x, y) of the thin single-material ob-
ject, given measurements at the detector for both (i)
the detected speckle pattern Iz1+z2(x, y) in the plane
z = z1 + z2 in the presence of both the mask and the
object, and (ii) the speckle pattern I˜z1+z2(x, y) recorded
over the same plane z = z1 + z2, in the presence of the
mask but in the absence of the object. Here, (x, y) are
Cartesian coordinates in planes perpendicular to z.
We can assume that the transport-of-intensity equa-
tion (TIE) [6] approximation is valid for this experiment.
Then the longitudinal derivative of the 2D intensity dis-
tribution just after the object, Iz1(x, y), with respect to
the z-coordinate can be estimated via [6]:
∂Iz1(x, y)
∂z
= −1
k
∇⊥ · [Iz1(x, y)∇⊥ϕ(x, y)], (1)
where ϕ(x, y) is the phase of the wave-field just after
the object and ∇⊥ = (∂/∂x, ∂/∂y). For large Fresnel
numbers [10], Eq. (1) can be simplified as follows:
Iz1+z2(x, y)− Iz1(x, y) = −
z2
k
∇⊥ · [Iz1(x, y)∇⊥ϕ(x, y)].
(2)
Here Iz1+z2(x, y) is the 2D intensity distribution after
the wave-field propagates the distance z2 from the object
towards the detector. As we assumed that the object is a
single-material object, then its index of refraction obeys
n = 1−∆ + iβ = 1− γβ + iβ = 1 + β(i− γ), (3)
where
γ =
∆
β
. (4)
To proceed further we need to specify the 2D intensity
distribution, Iz1(x, y), formed just after the object:
Iz1(x, y) = I˜z1(x, y) exp[−2kβ t(x, y)], (5)
where t(x, y) the projected thickness [9] of the single-
material object onto the plane over which the image is
taken, and I˜z1(x, y) is the 2D intensity distribution just
before the object (see Fig. 1). This intensity distribution
is determined by the mask and the propagation distance
z1 between the mask and the object.
Note that in Paganin et al. [5] it was implicitly assumed
that the intensity distribution (speckles) produced by the
mask should be the same (up to a multiplicative factor,
which can be removed by a low frequency filter at the
stage of reconstruction/phase retrieval) at the distances
z1 + z2 and z1 after the mask, namely
I˜z1+z2(x, y) = I˜z1(x, y) f(x, y), (6)
where f(x, y) is a random low-frequency function, and
I˜z1+z2(x, y) is the intensity produced by the mask at the
distance z1 + z2 after the mask in the absence of the
object. This assumption (Eq. (6)) is correct if the range
of propagation distances, z, satisfies the large-Fresnel-
number condition
z ≤ D2/λ, (7)
where D is the transverse coherence length (see Berujon
et al. [2] and references therein). This assumption allows
us to rewrite Eq. (5) in the following form:
Iz1(x, y) = I˜z1+z2(x, y)f
−1(x, y) exp[−2kβ t(x, y)]. (8)
In Eq. (2) there is an unknown function ϕ(x, y), which is
the additional phase shift, caused by both the mask and
the object, of the wave-field just after the object:
ϕ(x, y) = ϕob(x, y) + ϕm(x, y), (9)
3where
ϕob(x, y) = −k∆ t(x, y) = −kγβ t(x, y) (10)
is the phase shift due to propagation through the ob-
ject, and ϕm(x, y) is the phase shift due to propagation
through the mask.
It should also be noted that another implicit approxi-
mation used in Paganin et al. [5] was an assumption that
∇⊥ϕm(x, y) ≈ 0 as it is averaged over the random phase
field produced by the mask.
Bearing all of the above in mind, Eq. (2) can be rewrit-
ten as:
Iz1+z2(x, y) − I˜z1+z2(x, y)f−1(x, y) exp[−2kβ t(x, y)] (11)
= −z2
k
∇⊥ ·
{
I˜z1+z2(x, y)f
−1(x, y) exp[−2kβ t(x, y)]∇⊥[−kγβ t(x, y)]
}
= −γz2
2k
∇⊥ ·
{
I˜z1+z2(x, y)f
−1(x, y)∇⊥ exp[−2kβ t(x, y)]
}
.
If one considers the case of weak absorption whereby 2kβ t(x, y) 1, for instance if a high energy x-ray wave field is
used as in Paganin et al. [5], then Eq. (11) can be simplified as follows:
Iz1+z2(x, y) − I˜z1+z2(x, y)f−1(x, y) [1− 2kβ t(x, y)] (12)
= −γz2
2k
∇⊥ ·
{
I˜z1+z2(x, y)f
−1(x, y)∇⊥[−2kβ t(x, y)]
}
= −γz2
2k
{
∇⊥[I˜z1+z2(x, y)f−1(x, y)] · ∇⊥[−2kβ t(x, y)] + I˜z1+z2(x, y)f−1(x, y)∇2⊥[−2kβ t(x, y)]
}
≈ −γz2
2k
I˜z1+z2(x, y)f
−1(x, y)∇2⊥[−2kβ t(x, y)].
We have neglected the term ∇⊥[I˜z1+z2(x, y)f−1(x, y)] ·
∇⊥[−2kβ t(x, y)] due to smallness of the averaged gradi-
ent of the random intensity.
Thus,
Iz1+z2(x, y)
I˜z1+z2(x, y)
f(x, y)− 1 =
(
1− γz2
2k
∇2⊥
)
[−2kβ t(x, y)],
(13)
which is surprising insofar as the data function defined
by the left-hand side of Eq. (13) is proportional to the
Laplacian ∇2⊥ of the projected thickness, rather than to
the components of its transverse first derivative. Finally,
the projected thickness is
t(x, y) = (14)
1
µ
F−1
LFF
F
[
1− Iz1+z2(x, y)/I˜z1+z2(x, y)
]
1 + piγz2λ(u2 + v2)

 .
Here,
µ = 2kβ, (15)
F denotes Fourier transformation with respect to x and
y, (u, v) are Fourier coordinates dual to (x, y), F−1 de-
notes inverse Fourier transformation with respect to u
and v, and LFF is a low frequency filter which is applied
to remove the effect of low-frequency random noise intro-
duced by the function f(x, y) (therefore this function is
not shown in Eq. (14)). Note that any kind of low fre-
quency filter can be used, but in this case we used a Gaus-
sian filter, applied in Fourier space to the zero-padded im-
age, with standard deviation σ′ = 7.5δf . Here δf is the
step size of the variables u and v in the Fourier space. If
the single-material object is embedded in another mate-
rial with complex refractive index n = 1−∆emb + iβemb,
the effective values of
∆eff = ∆−∆emb and βeff = β − βemb (16)
should be used (cf. Gureyev et al. [11]).
We close this section by considering how the blurring
effects of finite source size and detector-based smearing
may be taken into account in the reconstruction. Follow-
ing both Gureyev et al. [12] and Beltran et al. [13], begin
by noting that the operator
Lσ = 1 + 1
2
σ2∇2⊥ (17)
may be used to approximate the operation of convolv-
ing an image with a normalized rotationally symmetric
Gaussian point spread function having a standard devi-
ation of σ. Thus Lσ blurs over a transverse length scale
of σ. It may therefore be used to approximately model
the effects of image smearing due to both finite source
size and detector-induced blur. Applying this blurring
operator Lσ to the right side of Eq. (13), expanding the
resulting operator product, and then discarding the term
containing the bi-Laplacian ∇2⊥∇2⊥, gives
Id(x, y)
I˜z1+z2(x, y)
f(x, y)− 1 (18)
=
[
1− 1
2
(γz2
k
− σ2
)
∇2⊥
]
[−2kβ t(x, y)].
4Since this differs from Eq. (13) only through a different
coefficient for the Laplacian, the corresponding solution
in Eq. (14) still holds, upon making a substitution similar
to that given by Beltran et al. in a different context [13]:
γz2 −→ γz2 − kσ2, γz2 ≥ kσ2. (19)
Interestingly, if the blurring is such that
γz2 = kσ
2, (20)
the effects of blurring exactly compensate the phase con-
trast, so that the denominator in Eq. (14) may be re-
placed with unity. This phenomenon is directly analo-
gous to that discussed by Gureyev et al. [12] in the con-
text of propagation-based x-ray phase contrast, whereby
the sharpening phase-contrast effects of coherent propa-
gation may be exactly balanced against the blurring ef-
fects due to source-size and detector-induced smearing
[14]. The σ used in the modified form of Eq. (14) as
described in Eq. (19) is 150µm. The blurring effect, im-
plied by Eq. (19), causes the broadening of the wire’s
reconstructed line profile as evident from Fig. 2.
III. EXPERIMENTS
Two distinct x-ray experiments, one of which employed
monochromated radiation and the other of which em-
ployed broad-band polychromatic radiation, were con-
ducted at the ID17 Biomedical Beamline of the European
Synchrotron (ESRF).
The first experiment aimed at testing the method un-
der ideal conditions, i.e. with a quasi monochromatic
collimated beam. A double Si(111) crystal system in a
Laue–Laue configuration was used to select x-ray pho-
tons from the synchrotron light source with an energy
E = 52 keV and a monochromaticity defined by the rela-
tive energy spread ∆EE ' 10−4. Collimation was defined
by the natural divergence of the 21-pole wiggler source
which was less than ∼1 mrad horizontally and ∼0.1 mrad
vertically. The photons had first to pass through the
speckle-generator membrane before traversing the sam-
ple located z1 = 900 mm further away as sketched in
Fig. 1. Eventually, the x rays impinged onto a detec-
tor placed z2 = 12 m further downstream of the sample.
Our detector consisted of an indirect detection system,
based on a scientific CMOS camera coupled to magnify-
ing optics imaging a scintillator screen made of a 60 µm
thick gadolinium oxysulfide sheet as active layer. The
resulting pixel size was ' 6.1 µm. For this first experi-
ment, a home made phantom composed of nylon wires of
150 µm in diameter was imaged to assess the accuracy of
the method.
To investigate further the potential applicability of the
methodology to more polychromatic beams, another ex-
periment was carried out using a pink beam tomographic
configuration. After filtration of the white synchrotron
beam by 0.5 mm of Al and 0.35 mm of Cu, the resulting
utilized beam exhibited a peak with a spectral bandwidth
of approximately 20 keV (∆EE ' 0.5) and a mean energy
of E = 37.3 keV. This second experiment aimed at test-
ing the methodology by imaging in 3D a healthy mouse
knee. Such a sample is composed of different tissue types
with strongly varying refraction and absorption indices,
and may therefore test under real-life conditions the ef-
ficacy of the algorithm, even for non true single-material
objects. In accordance with Directive 2010/63/EU, the
experiments were performed in a mutually agreed ani-
mal facility (C3851610006) which was evaluated and au-
thorized by an Ethical Committee for Animal Welfare
(APAFIS #13792-201802261434542 v3). Mice were mon-
itored for 10 weeks for any obvious locomotor disability
by visual observation and Rotarod testing (Bioseb, Vit-
rolles, France) before being sacrificed. The imaged knee
was fixed with a 4% formaldehyde solution for 48h af-
ter its removal and later embedded in a phosphate buffer
solution with 2% agarose.
The detector system used to image the mouse knee
was equivalent to that which was employed for the first
experiment, but this time configured with more strongly
magnifying optics which provided a resulting pixel size
of ' 3 µm. Overall, the setup layout was equivalent
to the one employed during the first experiment and
sketched in Fig. 1, this time with the sample-to-detector
and the membrane-to-sample distances respectively set
to z2 = 4 m and z1 = 1 m. The tomography data con-
sisted of 3000 projections collected periodically during
a 360 degree scan of the sample. The center of rota-
tion was transversely off-centered by 200 pixels to oper-
ate a so-called half acquisition tomography scan which is
used to extend the 3D field of view. The phase images
were calculated for each projection using Eq. (14). The
3D computed-tomography (CT) reconstruction was per-
formed using a filtered back-projection algorithm whose
implementation is described in Mirone et al. [15]. For
the sake of comparison the same raw data were processed
using our earlier algorithm [5] and the recovered phase
subsequently used for volume reconstruction.
IV. RESULTS
Figure 2 presents the results of the calculated thick-
ness on the nylon wire phantom, obtained using the
monochromated beam with mean energy 52 keV and en-
ergy spread ∆EE ' 10−4. The retrieved thickness is in
good agreement with the nominal value of 150 µm wire
diameter, showing the quantitativeness of our approach.
In this case the LFF used was a Gaussian filter.
Results of the tomography experiments, obtained us-
ing the broad-band polychromatic beam with mean en-
ergy E = 37.3 keV and energy spread ∆EE ' 0.5, are
presented in Figs. 3 and 4. Figure 3(a) is a 3D volume
rendering of the mouse knee and the subsets are 3µm
thick axial (b), coronal (c) and sagittal (d) plane sec-
tions with anatomical annotations provided. The sensi-
5FIG. 2. Application of the method to monochromated x-
ray radiation, with energy E = 52 keV and energy spread
∆E
E
' 10−4. X-ray image of the nylon wire (a) and a profile
of the calculated thickness (b) corresponding to the red line.
tivity of the technique permitted a clear differentiation of
the various tissues composing the articulation. Although
the hypothesis of a single-material object is not fulfilled
here, one can nevertheless easily differentiate the hard
tissues such as the bones from the softer tissue, e.g. the
ligaments. Moreover, tiny microcalcifications were also
made visible with the technique. These microfeatures are
usually investigated using conventional preclinical imag-
ing modalities, but they nevertheless remain very dif-
ficult to detect. Indeed, the current imaging modalities
still encounter strong limitations in the detection of early
cartilage and bony changes despite the crucial roles they
play in the development of new therapeutic options [1].
Such an endeavor as our current method can therefore
occupy a place of high value within the suite of x-ray
phase contrast imaging techniques.
Figure 4 presents for comparison a sagittal thin slice
from two 3D reconstructions of the mouse knee, obtained
from the exact same raw data but using (a) the method
of Paganin et al. [5] and (b) the herein presented method.
Insets of certain regions are presented in the right column
of the figures.
The yellow square in Fig. 4 marks a joint space re-
gion where the boundaries of the different tissues (bone,
calcified cartilage, articular cartilage and the intra ar-
ticular space) are made visible thanks to the present
method while most features remain barely distinguish-
able with the previous method of Paganin et al. [5]. The
new method allowed us in that case to measure articu-
lar cartilage thicknesses, which is of tremendous impor-
tance when evaluating for instance osteoarthritis. Such
results are indicators of the present method being bet-
ter able to handle the large difference between the bone
(δ = 2.98 × 10−7 and β = 4.04 × 10−10) and cartilage
(δ = 1.8 × 10−7 and β = 9.03 × 10−11) refractive index
decrements. The red insets are located on one meniscus
where the number of detectable chondrocytes (cartilage
cells depicted as black round structures) appears higher
in the top image. This higher resolution in the hard
tissue is confirmed also with the green inset covering a
fat-matrix region. Therein, the honeycomb-like matrix is
better resolved with the current method than with the
former one.
V. DISCUSSION
Our speckle-tracking method may be viewed as a form
of x-ray Hartmann–Shack sensor [16, 17], which employs
distortions in random rather than regular arrays of refer-
ence intensity maxima, to measure the phase of an x-ray
wave front. Moreover, in contrast to typical approaches
to both Hartmann–Shack sensing and speckle tracking—
in an x-ray setting and more broadly—our method im-
plicitly rather than explicitly tracks speckles [5]. As
noted earlier, this increases the intrinsic resolution of the
reconstruction since correlation windows, which must be
at least a few pixels by a few pixels in size, are not needed.
Further, our method is computationally simple to imple-
ment when compared to approaches based on optimizing
error metrics in high-dimensional parameter spaces: re-
garding the latter, see references contained in the recent
review by Zdora [4]. We also note some parallels with ear-
lier work in the visible-light regime, by Massig [18, 19]
and Perciante et al. [20].
Interestingly, the form of the Fourier filtration in
Eq. (14) is mathematically identical in form to the so-
called Paganin method (PM) for propagation-based x-
ray phase contrast imaging of a single-material object [9].
Two conclusions immediately follow. (i) Observe an in-
teresting convergence between propagation-based phase
contrast methods (which use no mask and do not rely
on speckle) and speckle-tracking phase contrast meth-
ods (which use a mask to generate illuminating speck-
les). These two classes of methods have typically been
treated as distinct hitherto. (ii) The previously noted
similarity opens the possibility for working in very low-
dose environments, on account of the PM’s very high ro-
bustness with respect to noise. For example, for the PM,
2D imaging with only one imaging quantum per pixel is
possible [21]. Several papers [22–27] show that signal-to-
noise ratio (SNR) boosts well in excess of 100 are possible
with the PM, which may be traded against dose (acqui-
sition time) reductions of four orders of magnitude or
more. This is of particular importance for contexts such
as (a) dynamic samples and real-time x-ray imaging; (b)
radiation-sensitive samples; (c) low-flux sources such as
laboratory sources; (d) high-throughput scenarios such
as industrial product quality control inspection.
While the reconstructions in the present paper were of
sufficient quality to not necessitate further refinement, it
is also important to note in very-low-flux contexts that
our algorithm could be used as an initial estimate to
seed iterative refinement engines, thus enabling improved
reconstructions that explicitly leverage relevant a priori
knowledge such as real-space sparsity, Fourier-space spar-
sity etc. This is aligned with the usual tradeoff that can
be made where appropriate, in which an increase in suit-
able a priori knowledge may be traded off against the
amounts of data that one obtains: more a priori knowl-
edge allows one to make use of less data at the price of re-
duced generality, whereas less a priori knowledge requires
more data to achieve reconstructions that are valid under
6FIG. 3. Application of the method to polychromatic x-ray radiation, with mean energy E = 37.3 keV and energy spread
∆E
E
' 0.5. (a) 3D volume rendering of the mouse knee. (b-d) Longitudinal cuts. The sensitivity provided by the method
permits a clear segmentation of the different tissues: ligament, cartilage and bones.
more-general conditions. Recent achievements in phase-
retrieval utilizing both compressive sensing and neural
networks [28–30] are particularly relevant in this regard,
albeit beyond the scope of the present paper.
It is also interesting to note that our method over-
comes a key issue for TIE imaging for x rays without the
assumption of a single-material object, namely the need
to acquire images in parallel planes for different z values
along the optic axis. While methods exist for single-plane
x-ray TIE imaging, based e.g. on measurements taken at
different energies [31, 32], the method developed in the
present paper is considerably more stable with respect to
noise, again on account of its similarity in mathematical
form to the PM.
We close this discussion by noting that source code
used for all analyses in this paper is freely available at:
https://github.com/labrieth/spytlab.
VI. CONCLUSION
We have developed and tested a means for x-ray
speckle-tracking phase imaging, which extends our previ-
ous work approaching the problem using the concept of
geometric flow [5]. The method decodes the deformations
in a single speckle field, created by a mask and subse-
quently deformed by an object, by applying transport-of-
intensity concepts to this speckle-field scenario and then
solving the inverse problem associated with the resulting
equations. The ability to work with a single exposure,
once the initial reference-speckle image has been taken
in the absence of a sample, allows the method to be ap-
plied to time dependent data. The stability with respect
to noise of the method, which may be traded off against
reduced dose and therefore reduced data acquisition time,
means that our single-image method may be applicable to
time-dependent imaging of dynamic samples. This abil-
ity to work with dynamic samples might be improved
still further by the fact that coherence is not used explic-
itly in our method, which essentially relies on geometric
optics alone, with associated very relaxed temporal co-
herence requirements. This enables it to be used with
broad-band polychromatic beams, whose higher flux rel-
ative to monochromated beams may enable frame rates
to be increased still further, in the context of imaging
time-dependent samples. More generally, we believe that
our method for implicitly tracking x-ray speckles has the
capacity to make x-ray speckle tracking into a signifi-
cantly more practical, dose-efficient, stable, rapid tech-
nique. Lastly, in the light of the very recent translation
of our old method [5] to visible-light microscopy [7], we
also anticipate the new method to be of utility in the
visible-light domain.
7FIG. 4. Phase retrieved maps of a mouse knee. The top row (a) presents results obtained using the method described in
Paganin et al. [5] while the bottom row (b) shows the same knee part but reconstructed with the present method. The zoomed
inset locations of the second column are marked with color squares on the sagittal slices. Mean energy E = 37.3 keV, energy
spread ∆E
E
' 0.5.
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