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Introduction
The representation theory of Kac-Moody algebras, and in particular that of affine Lie algebras, has been extensively studied over the past twenty years. The representations that have had the most applications are the integrable ones, so called because they lift to the corresponding group.
The affine Lie algebra associated to a finite-dimensional complex simple Lie algebra g is the universal (one-dimensional) central extension of the Lie algebra of polynomial maps from C * → g. There are essentially two kinds of interesting integrable representations of this algebra: one is where the where the center acts as a positive integer, or positive energy representations; and the other is where the center acts trivially, or the level zero. Both kinds of representations have interesting applications: representations of the first kind have connections with number theory through the Rogers-Ramanujam identities, the theory of vertex algebras and conformal field theory; representations of the second kind are connected with the six-vertex and XXZ-model [11] and the references therein, the Kostka polynomials and the fermionic formulas of Kirillov and Reshetikhin, [18] . The study of such level zero representations was begun in [4] and continued in [5] , [6] . More recently a geometric approach to such representations was developed in [21] for the corresponding quantum algebras.
The affine Lie algebras admit an obvious generalization. Namely, we can consider central extensions of the polynomial maps (C * ) ℓ → g. Not surprisingly, these algebras are a lot more complicated, for instance the central extension is now infinite-dimensional. A systematic study of such algebras can be found in [2] and the representation theory has been studied in [3] , [9] , [10] , [20] . In general, interesting theories have been found for the quotients of this algebra by a central ideal of finite-codimension.
One such quotient is the double affine algebra, this algebra is obtained from the affine algebra in the same way that the affine algebra is obtained from the finite-dimensional algebra. One can also define a corresponding quantum object, and representations of these have been studied in [21] , [22] , [23] . However, relatively little is still known about the integrable representations of the double affine algebras.
In this paper we study representations of the double affine algebra g tor when one of the centers acts trivially; this is also the situation studied in the quantum case mentioned above. The category of such representations is not semisimple and our interest is in indecomposable integrable representations of g tor rather than the irreducible ones. We are motivated by considerations coming from the study of quantum affine algebras [8] and modular Lie algebras. Thus, we believe that these indecomposable representations should be the limit as q → 1 of the irreducible representations of the corresponding quantum algebra. In the case of quantum affine algebras this is in fact a conjecture which has been checked in many cases; for double affine algebras, no such conjecture is possible at the moment, since the notion of q → 1 is not well-defined. However, Theorem 4 can be viewed as the classical analog of the result in [22] .
The paper is organized as follows. In section 1, we set up the notation to be used in the rest of the paper. In section 2, we recall several result on the representations of the affine algebra. In section 3, we define a family of indecomposable representations and identify their irreducible quotients.
Sections 4 and 5 are devoted to the study of the structure of these representations. Thus we give a sufficient condition for the indecomposable modules to be irreducible. We also show that in fact the modules are almost always reducible in Section 5. In the case of affine algebras, this was proved by passing to the quantum situation. In this paper, however, we prove it by using the notion of fusion product representations, an idea introduced recently by Feigin and Loktev in [12] .
1. Preliminaries 1.1. Let g f in be a complex finite-dimensional simple Lie algebra of rank n, and let h f in be a Cartan subalgebra of g f in . Fix a set {α i : 1 ≤ i ≤ n} (resp. {ω i : 1 ≤ i ≤ n}) of simple roots (resp. fundamental weights) of g f in with respect to h f in . Let R + f in be the corresponding set of positive roots and let θ ∈ R + f in be the highest root. Given α ∈ R + f in , let g ±α f in be the corresponding root spaces and fix non-zero elements x ± α ∈ g ±α f in and h α ∈ h f in such that the elements x ± α , h α span a subalgebra isomorphic to sl 2 . Set x
be the non-negative root (resp. weight) lattice of g f in .
1.2. The corresponding untwisted affine Lie algebra g af f is the universal central extension of the Lie algebra of Laurent polynomial maps from C * → g f in . Thus
acts on g af f in the obvious way. The extended affine algebra g e af f is the semi-direct product of Cd 1 and g af f , i.e. g e af f = g af f ⊕ Cd 1 with the Lie bracket between d 1 and g af f being given by
The algebra g e af f admits a symmetric, invariant bilinear form, defined as follows:
Clearly we can regard g f in as the algebra of constant maps in g e af f . Given any element λ ∈ (h f in ) * we regard it as an element of (h e af f ) * by setting λ(c 1 ) = λ(d 1 ) = 0. Define
The elements {α i : 0 ≤ i ≤ n} are called the affine simple roots. The corresponding set of positive affine roots is af f and h 0 ∈ h e af f so that the subalgebra spanned by x ± 0 , h 0 is isomorphic to sl 2 . Then,
The affine root lattice Q + af f and the affine weight lattice P + af f in (h e af f ) * are now defined in the obvious way.
1.3. The double affine algebra g tor and the extended algebra g e tor are obtained from g af f in the same way that g af f and g e af f were obtained from g f in . Thus,
2 ] ⊕ Cc 2 ⊕ Cd 1 , with the Lie bracket given as follows. The element c 2 is central, and
Clearly g af f is a subalgebra of g tor . Set h e tor = h e af f ⊕ Cc 2 ⊕ Cd 2 . As before, we regard an element λ ∈ (h e af f ) * as an element of (h e tor ) * by setting it to be zero on Cc 2 and Cd 2 . The set of roots of the double affine algebra are then,
Unlike the affine case, there is no natural choice of simple roots. However, we will work with the following partition of R tor into mutually disjoint sets,
The subalgebras g tor (>), g tor (0) and g tor (<) are defined in the obvious way.
Given a Lie algebra a, let U(a) denote its universal enveloping algebra. We let U f in (resp. U af f , U tor ) denote the enveloping algebra of g f in (resp. g e af f , g tor ). By the Poincare-BirkhoffWitt theorem, we have
For h ∈ h af f , let Λ ± (h, u) be the power series in an indeterminate u with coefficients in U tor , defined by
Let Λ ± (h, r) be the coefficient of u r in Λ ± (h, u). It is not hard to see that the elements {Λ ± (h, r) : h ∈ h af f , r ∈ Z, r > 0} generate the subalgebra U(g tor (0)).
For α ∈ R + f in and r ∈ Z, the the elements {x ± α t r 1 t s 2 : s ∈ Z} generate a subalgebra of g tor which is isomorphic to the affine algebra associated to sl 2 . The following lemma was proved in [13] .
where X and Y are in the left ideal of U tor generated by the subalgebra g tor (>).
Representation theory of g f in and g af f
In this section, we discuss the representation theory of g f in and g af f . We shall be interested in the finite-dimensional representations of g f in and their analogues, the integrable representations of g af f .
For λ
) be the unique irreducible g f in -module (resp. g af f -module) with highest weight λ and highest weight vector
is generated by the element v λ , subject to the following relations:
.) It is well-known that the set {V f in (λ) : λ ∈ P + f in } is in one-one correspondence with the set of isomorphism classes of irreducible finite-dimensional representations of g f in . Further, any finite-dimensional g f in -module is isomorphic to a direct sum of irreducible g f in -modules.
2.2.
The g e af f -modules V af f (λ) are not finite-dimensional, but are integrable [17] in the following sense. Definition 2.1. A g e af f -module V is said to be integrable if
where
To describe the isomorphism classes of irreducible integrable representations of g e af f , we need to introduce two more families of modules. The first one is obtained by just taking the restricted dual V * af f (λ) of V af f (λ), i.e., the g e af f -module generated by an element v * λ subject to the relations
Notice that the center c 1 acts as a positive integer on V af f (λ) (if λ = 0) and as a negative integer on V * af f (λ). The second family that we need are the loop modules which were introduced in [5] . For
as follows:
Denote this module by V af f (λ, a, b). The following result was proved in [5] Proposition 2.1.
is irreducible iff for every r ∈ Z there exists an integer m r ∈ Z with m r = 0 mod r such that
(ii) Suppose that there exists r > 0 such that
is completely reducible. The irreducible submodules are generated by the elements
Remark. The characters of these modules have been studied in [14] . In the case of sl n a crystal model was obtained for these modules in [15] .
The next result was proved in [4] , [5] .
Theorem 1. Let V be an irreducible integrable g e af f -module. Assume also that dim(V µ ) < ∞ for all µ ∈ h e af f . Let ℓ ∈ Z be such that c 1 v = ℓv for all v ∈ V . Then: a, b) or to one of its irreducible submodules as described in Proposition 2.1.
Remark. In [16] a closely related family of bounded admissible modules for g af f were studied and a similar classification theorem was obtained.
The category of integrable representations is in general far from semisimple. However, one has the following result, [17] .
Then, V is isomorphic to a direct sum of representations of the form V af f (λ) (resp. V * af f (λ)) where λ ∈ P + af f . In particular, if λ, µ ∈ P + af f , the tensor product V af f (λ) ⊗ V af f (µ) is a reducible but completely reducible g e af f -module.
2.3. We give an easy example of an integrable representation V = ⊕ µ∈(h e af f ) * V µ (with dim V µ < ∞ for all µ ∈ (h e af f ) * ) of g e af f which is indecomposable and reducible. Such representations are studied in greater detail in [8] . Assume that g f in = sl 2 and that h, x, y is the standard basis of sl 2 . Let V be the free module over C[t 1 , t −1 1 ] of rank 4, with basis v 0 , v 1 , v 2 , w 0 . It is not hard to check (using the Chevalley presentation [17] ) that the following formulae define an action of g e af f on V . The center c 1 acts trivially, and for any v ∈ V , n ∈ Z,
It is clear that this module is generated by the element v 0 and that for all r ∈ Z, the elements w 0 t r generate a proper submodule of it.
2.4. We shall need the following result, [6] in our study of representations of the double affine algebra.
Theorem 3. Let λ ∈ P + af f and let µ 1 , · · · , µ k ∈ P + f in . Assume also that a 1 , · · · , a k are distinct non-zero complex numbers. The g e af f -module
where µ = k i=1 µ i and µ * is the highest weight of the g f in -module that is dual to V f in (µ).
Notice that, in particular, the theorem implies the existence of irreducible integrable representations with infinite-dimensional weight spaces. A partial converse to the theorem was proved in [7] . More recently, a converse has been proved in [1] in the case of sl 2 .
Representations of g tor
The representation theory of g e tor is substantially more complicated than the affine case, and a classification theorem of the kind in Theorem 1 seems much more difficult; however, see [9] , [10] . The study of g e tor -modules is closely related to that of g tor -modules and for simplicity we restrict our attention to the representation theory of g tor . We shall be interested in the category of integrable representations of g tor on which c 2 acts trivially, but c 1 acts non-trivially. Since this category is not semisimple, we shall discuss both irreducible and indecomposable representations of g tor .
3.1. We begin with the definition of integrable g tor -modules. 2 act locally nilpotently on V for all α ∈ R + f in , m 1 , m 2 ∈ Z. We say that V is admissible if dimV λ < ∞ for all λ ∈ (h tor ) * .
It is clear that if V is integrable, and 0 = v ∈ V λ , then U f in .v is a finite-dimensional U f in -module and that U e aff .v is an integrable g e af f -module.
Denote this module by V tor (λ, a) . Notice that
if and only if there exists a permutation σ of {1, · · · , k} such that ) is an integrable admissible g tor -module which is irreducible iff a r = a s for all 1 ≤ r = s ≤ k. Let v λr be the highest weight vector in V af f (λ r ). We have
Proof. Since x ± α t m 1 acts locally nilpotently on V af f (λ i ) for all α ∈ R + f in , it follows from the definition that V tor (λ, a) is integrable. The module is admissible because the weight spaces of V af f (λ i ) are finite-dimensional. If a r = a s for all r = s, notice that for all x ∈ g af f , the element x s =r (t 2 − a s ) acts only on the r th component of the tensor product. The irreducibility of V tor (λ, a) now follows from the irreducibility of the g e af f -module V af f (λ i ). Suppose now that a r = a s for some pair (r, s); we can assume without loss of generality (by applying a suitable permutation) that r = 1, s = 2. Recall from [17] that V af f (λ 1 ) ⊗ V af f (λ 2 ) is a reducible g e af f -module; let W be a proper submodule. It is clear that
Finally, note that (3.1) and (3.2) follow from the definition of the g tor -action on V tor (λ, a) and (1.1) 3.3. We now construct a family of integrable indecomposable g tor -modules. This family will be maximal in suitable sense. We begin with the following definition.
Given a collection p = {p ± r ∈ (h af f ) * : r = 0} and λ ∈ (h tor ) * , let M tor (λ, p) be the left U tor -module defined as follows. Let I(λ, p) be the left ideal in U tor generated by
is a left U tor -module. Let v λ,p be the image of 1 in M tor (λ, p). Standard arguments prove that M tor (λ, p) is a free U tor (<) module generated by v λ,p and hence that M tor (λ, p) has a unique irreducible quotient, which we denote by V tor (λ, p).
The following result determines a necessary and sufficient condition for M tor (λ, p) to have an integrable quotient and identifies the irreducible quotient in this case. 
Proof. Suppose that M tor (λ, p) has an integrable g tor -quotient W and let w p be the image of v λ,p in W . By the representation theory of sl 2 it follows that λ(h i ) is a non-negative integer for all 0 ≤≤ n. Further λ(h i ) = r i is the smallest non-negative integer such that
Applying (x + i t 2 ) r i +s to the preceding equation and using Lemma 1.1, we see that
Since the elements x
2 generate a subalgebra isomorphic to sl 2 it follows from the representation theory of sl 2 that, (x
Using Lemma 1.1 we see that this means that p + r (h i ) = 0 for all 0 ≤ i ≤ n. Hence π Conversely, given π = (π 0 , · · · , π n ), consider the set {a 1 , a 2 , · · · , a r } of distinct roots of π = n j=0 π j . Let m ij be the multiplicity with which a i occurs as a root in π j . Set
It is not hard to see that there exists a map of g tor -modules M tor (λ, p) → V tor (µ, a). Since V tor (µ, a) is integrable, the theorem follows.
3.4. We shall only be interested in the modules M tor (λ, p) which are given by an (n+1)-tuple of polynomials as in the preceding proposition. Set λ π = n i=0 (deg π i )ω i . Then λ π = λ, and we set M tor (π) = M tor (λ π , p) and denote by V tor (π) the unique irreducible quotient of
We now define the maximal integrable quotient W tor (π) of M tor (π). Thus, let W tor (π) be the quotient of M tor (π) by the submodule generated by the elements
Let w π be the image of v π in W tor (π). The following lemma is immediate. 2 , α ∈ R + f in , m 1 , m 2 ∈ Z, act locally nilpotently (via the adjoint action) on U tor it is enough to prove that they act locally nilpotently on w π . If m 2 = 0, the result follows since V af f (λ) is an integrable g e af f -module, and so we have (x
for some N ≥ 0 depending on α and m 1 . Applying h α t r 2 to the preceding equation, we get (x
.w π = 0. Repeating, we find that for any
2 ) act nilpotently on w π and hence that W tor (π) is integrable.
To see that W is admissible, fix a total order on the set R + af f . By the Poincare-BirkhoffWitt theorem it follows that the weight space W λ−η for η ∈ Q + af f is spanned by elements of the form x
Since the number of roots in R + af f that add up to a fixed η ∈ Q + af f is finite, to see that W λ−η is finite-dimensional it suffices to prove that the number of choices for k 1 , · · · , k r is finite. In fact, it suffices to prove that for every β ∈ R + af f there exists an integer N β such that x − β t k 2 .w π is in the span of elements of the form x − β t s 2 .w π , with −N β ≤ s ≤ N β . For then an obvious induction on r proves that, for every η ∈ Q + af f , there exists an integer N η such that W λ−η is spanned by elements of the form
If β ∈ R + af f \{mδ 1 : m ∈ Z, m > 0}, it follows from Lemma 1.1 and the fact that ( 
Again, it follows that the element
2 .w π is in the span of the elements
This completes the proof of the proposition.
Proof. Since W tor (π) is an integrable module, it follows from Lemma 1.1 that if β ∈ R + af f \{r 1 δ :
2 , m 2 < 0, to both sides of the equation gives
This proves that (x We conclude this section with some result on the structure of the modules W tor (π) that we shall need in the last section of the paper. Although, we have so far been interested only in the representations of g tor , we shall also need the corresponding results for the algebra g
One can define, in the obvious way, a family of g + tor -modules M + tor (λ, p + ), where λ ∈ (h e af f ) * , p + = {p + r ∈ (h af f ) * : r ∈ Z, r > 0}. It is not hard to see that there exists an injective map of g
where p = {p r : r ∈ Z, r = 0} is such that p r = p + r for all r > 0. Further, one can show as in Proposition 
and M tor (π) is a free g tor (<)-module, it follows from the PBW-theorem that
Hence, we find that the induced map W + tor (π) → W tor (π) is injective, and the proposition is proved.
The final result of this section is an analog for the modules W tor (π) of the factorization that holds for the irreducible modules V tor (µ, a). The proof of this Proposition is a modification of the proof of Proposition 3.1 in [8] , the details of the proof can be found in [19] . 
Then we have an isomorphism
of g tor -modules.
4. An irreducibility criterion for W tor (π)
It follows from Proposition 3.2 that the unique irreducible quotient of W tor (π) is V tor (π). In this section we give a condition for the quotient map to be an isomorphism.
Recall that θ is the highest root of R + f in and write h θ = n i=1 m i h i . For 0 ≤ i ≤ n, and a ∈ C × , define an (n + 1)-tuple of polynomials π i,a by
Theorem 4. Assume that either i = 0 or that 1 ≤ i ≤ n is such that m i = 1. Then,
as U af f -modules.
Proof. Set π = π i,a . Consider the map φ r : (g af f t r given by φ r (xt r 2 , w) = (xt r 2 )w. This is clearly a map of g af f -modules, where g af f acts on the first factor through the adjoint representation. Let p µ denote the projection of
where W (µ) is the µ th isotypical component of W tor (π). Then p µ is a map of g af f -modules, and hence for every r ∈ Z we get a map of g af f -modules
We show that for all r ∈ Z the restriction of φ r,µ to (g af f t r 2 ) ⊗ V af f (π) is zero if µ = λ π . Observe that λ π = ω i where i is such that m i = 1 and hence ω i (c 1 ) = 1. This implies that
Further, since c 1 t r 2 .w π is a scalar multiple of w π , it follows that φ r,µ (c 1 t r 2 , v) = 0 for all v ∈ V af f (λ π ) if µ = λ π . This implies that φ r,µ factors through to a map of g af f -modules
as g af f -modules, it follows from Theorem 3 that (g af f t r 2 ) ⊗ V af f (λ π ) is irreducible. On the other hand since this module has infinite-dimensional weight spaces, it follows from Schur's lemma that φ r,µ = 0. This means that as a g e af f -module we have
On the other hand the irreducible quotient of W tor (π i,a ) is the module V af f (λ i , a) and this by definition is isomorphic to V af f (λ i ) as a g e af f -module. The theorem now follows.
Fusion product and reducibility of W tor (π)
To understand the g af f -module structure of W tor (π) and in particular to prove that it is not isomorphic to V tor (π), we need to introduce the notion of the fusion product of representations of g af f ⊗ C[t 2 ]. This was introduced by Feigin and Loktev in [12] .
Thus, let a be any Lie algebra and let a[t] be the algebra of polynomial maps C → a. For k ≥ 1, let V 1 , · · · , V k be representations of a and let a 1 , · · · , a k ∈ C be arbitrary complex numbers. As in the previous sections, one sees that the tensor product V 1 ⊗ · · · ⊗ V k admits a structure of a[t]-module given by
The following lemma is easily proved. The associated graded vector space ⊕ r≥0 V r /V r−1 is obviously a a-module. Since at s .V r ⊂ V r+s , one can define an a[t]-module structure on ⊕ r≥0 V r /V r−1 . This module, denoted by V 1 (a 1 ) * V 2 (a 2 ) * · · · * V k (a k ), is called the fusion product of the modules V 1 , · · · , V k with respect to a 1 , · · · , a k . Let v 1 * · · · * v k be the image of v 1 ⊗ · · · ⊗ v k in V 1 (a 1 ) * V 2 (a 2 ) * · · · * V k (a k ).
Remark As an a-module, it is clear that
Assume now that a = g af f and that V j = V af f (λ j ), where λ j ∈ P + af f , 1 ≤ j ≤ k. The next lemma is not hard to check. For any λ = n i=0 λ(h i )ω i , λ(h i ) ≥ 0, fix distinct complex numbers {c ij : 0 ≤ i ≤ n, 1 ≤ j ≤ λ(h i )}. Consider the fusion product W (λ) = V af f (ω 0 )(c 01 ) * · · · * V af f (ω 0 )(c 0λ 0 ) * · · · * V af f (ω n )(c n1 ) * · · · * · · · V af f (ω n )(c nλn ).
For any complex number a ∈ C, let W (λ, a) be the g tor [t]-module obtained by pulling back W (λ) through the Lie algebra homomorphism g af f [t] → g af f [t] given by sending xt r → x(t − a) r .
We turn now to the g tor -module W tor (π). We restrict our attention to the case where there exists a ∈ C * and n j ∈ Z, n j ≥ 0, such that if, π = (π 1 , · · · , π n ) then, π j (u) = (1 − au) n j , 1 ≤ j ≤ n. It is now not hard to see that W tor (π) is generally reducible. This is because we know from the results of Section 3 that the irreducible quotient of W tor (π) in this case is V tor (λ π , a), and V tor (λ π , a) ∼ = V af f (λ π )
as g e af f -modules. On the other hand the module W (λ π , a) is isomorphic as a g e af f -module to a tensor product of integrable irreducible g e af f -modules, and hence must be reducible as a g e af f -module.
