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Abstract
Several algorithms and techniques widely used in Com-
puter Science have been adapted from, or inspired by,
known biological phenomena. This is a consequence of the
multidisciplinary background of most early computer scien-
tists. The field has now matured, and permits development
of tools and collaborative frameworks which play a vital
role in advancing current biomedical research. In this pa-
per, we briefly present examples of the former, and elaborate
upon two of the latter, applied to immunological modelling
and as a new paradigm in gene expression.
1. Introduction
Compared to other well-established areas such as
Physics and Biology, research in Computer Science is still
relatively recent. A distinct feature of the discipline also
is that, until one or two decades ago, there was little or
no computing-specific curriculum. Consequently, research
was carried out by scientists who originally had a back-
ground in another field. This created a melting pot of col-
leagues with advanced expertise in Electronics, Mathemat-
ics, Statistics, Economy, Physics, etc., and ensured a multi-
disciplinary approach from the earliest stage.
This wide range of formulations and expertise created
a large pool of ideas and specific background techniques,
which were candidates for adaptation in the context of Com-
puter Science. This portmanteau approach has persisted,
and fields such as Biology have contributed largely to the
development of today’s computing tools and techniques.
As computing capabilities increase, so too does the num-
ber of possible applications, and accurate modelling of
large-scale complex systems is now a realistic target. Bio-
logical phenomena are typical of complex systems, involv-
ing properties such as emergence and adaptability, and are
thus a prime application for Computer Science. The abil-
ity to run “virtual”, in silico1 experiments is valuable, as it
allows for both budget and time constraints, and eliminates
ethical issues related to biomedical experimentation.
In this paper, we present this “two-way street” from both
Computer Science and Biology aspects. We first present
three bio-inspired techniques, ranging from optimisation to
anti-virus software. We then focus on the most recent devel-
opments in computer-aided biomedical research, including
the first attempt to model and integrate epigenetic mech-
anisms, which alter gene expression without changing the
actual DNA sequence.
2. Biological inspiration in algorithm develop-
ment
In this Section, we present some examples of bio-
inspired techniques and their application to Computer Sci-
ence, in terms of research and software development. This
is not meant to be an exhaustive list, as Biology has pro-
vided a wide conceptual basis to modern Computer Science.
2.1. Genetic algorithms
When trying to optimise an objective function under a
given set of constraints, balance is required between the
temptation to evaluate every valid solution, and a rigid lim-
itation on the iterative evaluation process. The former guar-
antees finding the best one but is clearly neither efficient
nor possible for large problems, while the latter limits the
number of solutions tested, but often provides no more than
a local optimum. A genetic algorithm is an optimisation
technique, loosely inspired by mutations in nature, which
mimics biological evolution through “survival of the fittest”
elements only [16].
1
”performed on computer or via computer simulation”. Analogy to the
Latin phrases in vivo and in vitro which are commonly used in biology
and refer to experiments done in living organisms and outside of living
organisms, respectively.
The first step is to organise coordinates of points in the
problem space as a sequence, inspired by gene sequences.
A population of sequences is created and a search for op-
timal solutions with respect to a fitness function is accom-
plished by mutating the sequences, hence allowing transfor-
mation to new coordinates in the problem space. Each new
sequence is evaluated, to determine whether it represents a
new optimum. A selection phase then reduces the popula-
tion size and conserves predominantly interesting solutions.
Other techniques have been added to mutations to create
new sequences, such as cross-overs between solutions or
local search, starting from a current solution to explore the
optimal region.
Genetic algorithms have been used extensively for
scheduling problems such as vehicle routing [33] but also,
in similar vein, in the context of biological applications,
such as DNA fragment assembly [6, 10, 28], multiple
molecular sequence alignment [45], and protein analysis
[15]. The quality of the results varies depending on the
problem and the implementation, but is generally similar
to that of other heuristics such as simulated annealing.
2.2. Neural networks
The human brain can be seen, from a non-specialist per-
spective, as a net of simple units, namely neurons. Indi-
vidually, they have “simple” structures, rules and tasks, but
together, they can solve complex problems and learn in the
process. This idea of combining simple units to solve a
complex task was proposed early on in the history of Com-
puter Science [41].
The concept naturally leads to the construction of artifi-
cial neural networks, which are organised as folllows:
• each neuron has one or more inputs xi, and uses a cost
function c to obtain an output from these: y =
∑
cixi;
• this output is sent as an input to other neurons, based
on the network structure;
• overall, output is therefore generated by the network
from a series of input values.
Crucial to this technique is the cost function. The success
of neural networks may be attributed to the fact that this
function can be learned from a set of input values, used as
training data, in order to find the function which optimally
solves the given task.
Over the years, artificial neural networks have digressed
from the real biological systems in their implementation,
but the bio-inspired nature of this technique remains ob-
vious. Such networks have been successfully applied to a
number of problems, such as speech recognition [40], im-
age analysis (e.g. for magnetic resonance images [9]), and
financial modelling [19].
2.3. Digital immunity
As computers become more interconnected (e.g. through
wireless networks) and operating systems correspondingly
more complex, protection against viruses and intrusion
threats is proving increasingly difficult. This is nothing,
however, compared to what human organisms have to han-
dle: on a daily basis, these include contact with dozens
of persons, ingestion of bacteria through the digestive sys-
tem, and exposure to various viruses. Yet we survive, even
though our immune system does not have a comprehensive
list of threats: clearly, adaptability is the key.
Current anti-virus protection can be considered, simplis-
tically, as a set of vaccines. Every virus present in the def-
inition list of the software can be recognised and, in most
cases, eliminated. However, if a virus which is not listed
gains access to the system, there is no protection.
This concept of “blacklist” is present in the immune sys-
tem, through the memory of past infections and the associ-
ated improved response in case of reinfection. This aspect
is used in vaccination. Adaptability is at least as crucial,
however, in the efficiency of the immune system. Bacte-
ria and viruses are evolving, and exposure to new strains
is constant. Adaptability ensures that new immune cells are
created, some of them “randomly”, in order to maintain suf-
ficient defenses against unexpected threats.
Mammals are the living proof that such a system is both
efficient and sustainable, and a natural corollary is to de-
velop such a system for computers. The digital counter-
parts of immune cells can, for instance, be seen as small
“agents” with simple capabilities such as stopping a pro-
cess or closing a file. The set of agents would “spread” and
scan sections of the computer system, looking for abnormal
signatures such excessive disk usage or CPU load. A list of
known viruses is no longer required.
Implementing such protection systems is, of course,
highly non-trivial, but promising results have been reported
since the mid-1990s [1, 14]. Efforts are ongoing [11],
and have resulted in the development of new applications,
such as intrusion detection for database systems [17]. This
clearly bio-inspired field remains an interesting prospect for
computer security.
3. Biomedical research and the need for com-
puters
Computers are now ubiquitous, in everyday life as well
as in research. Up until a decade ago, most researchers
would only use computers for type-setting, correspondence
and, more recently, to obtain easier access to research ar-
ticles. Computing is now involved in the research process
itself, in virtually every field. Some of the most ambitious
scientific projects in recent years would not have not been
possible without large-scale applied computing. The human
genome project and large hadron collider (LHC) are obvi-
ous examples of this trend.
In 2005, this led to the publication of the “Towards
2020 Science” report by a internationally respected scien-
tists gathered by Microsoft Research [39], followed by a
special issue of Nature [4, 12]. Both highlight the increas-
ing contribution of applied computing to scientific research.
In the context of biomedical research, this is clearly appar-
ent: projects include human genome analysis, protein se-
quence alignment, and so on. Entire sections of modern Bi-
ology would not exist without facilities and techniques for
data storage and analysis.
It must be noted, however, that limiting applications of
Computer Science to data handling would be as narrow-
minded as using sums and products when Mathematics also
provide advances such as partial differential equations and
stochastic theory. The potential of Computer Science goes
far beyond that of a “post-experiment” assistant, and in-
cludes production of experiments and biologically signifi-
cant results.
To harvest this potential, expertise is needed in Com-
puter Science and Mathematics as well as biological spe-
cialist knowledge. The “Towards 2020” report outlines that
in the future, all scientists will have to be computationally
and mathematically highly literate. This is an important
target, and a challenge in terms of education, but it will
not reduce the need for multidisciplinary collaboration: the
toughest questions in any field always need true specialists,
and, similarly, cutting-edge computing hardware and tech-
niques will always be more easily accessible to those for
which Computer Science is the main focus. The crucial
goal, therefore, remains the interface between Biology and
Computer Science, and how collaborations involving both
fields can provide significant advances.
4. Collaborative computer-based biomedical
research
In this Section, we focus on two case study summaries
on work from our group, to give explicit examples of how
multidisciplinary collaboration can lead to the development
of crucial methods and tools.
4.1. Large-scale HIV modelling
Immunity in the human body is obtained through emerg-
ing properties of a very complex system. It involves a mul-
titude of cells and organs, with very specific functions and
numerous possible interactions. This complexity often hin-
ders understanding of the range and variety of immune re-
sponses. Large-scale effects are easily observed, and mi-
croscopic studies give a better insight into the sequence of
interactions, but links between these two levels are difficult
to establish, in particular if we are looking for a quantitative
description.
This situation is pronounced with respect to HIV infec-
tion. Mechanisms by which an HIV virion infects an im-
mune cell, and has its genetic material incorporated into
the host chromosome, are known, as are processes leading
to production and liberation of new virions. Macroscopic
progression from initial HIV infection to AIDS onset are
equally well described.
However, there are still millions of people living with
HIV [42], and the process by which interactions between
the immune system and HIV lead to such variability in indi-
vidual experience of infection has yet to be fully described.
Development of a vaccine is even further down the road
[13], although recent therapeutic efforts have led to better
control of disease progression [38].
To facilitate analysis of this complex system, numerous
mathematical or computer-based models have been devel-
oped [7]. Early efforts suffered from a relative lack of
biomedical data, and from limited computing resources then
available. However, a number of these efforts and subse-
quent developments [2, 27] were able to match some sig-
natures of HIV, serving as a proof of concept and ensuring
continued interest and ongoing efforts in the field of com-
putational immunology.
Recent models are, of course, more refined [36], employ-
ing more sophisticated approaches and computer resources,
and offering valuable insights into specific aspects of the
system, despite their limitations.
Most previous modelling efforts, because of limited
computing power or implicit modelling choices, failed ,
however, to integrate what can be considered a key ele-
ment of the immune response, cell mobility: interactions
take place because of the physical contact between cells,
and this is obtained through the movement of immune cells
within the body. Using a large-scale agent-based model, we
can now realistically account for this.
Recent research highlights another feature of the body-
wise progression of the disease: namely the existence of
localised effects, such as those within the gastro-intestinal
(GI) tract, that require incorporation into computer-based
models [22]. Our model, using lymph nodes as a key model
element, permits inclusion of this layer of the system for the
first time.
The model is structured as follows:
• Four agent types are implemented, corresponding to
CD4 and CD8 lymphocytes, Antigen-Presenting Cells
(APC), and HIV virions. The first three types corre-
spond to the cell-mediated response, which is predom-
inant in the response against HIV. Since it is not pos-
sible to model each cell of each lineage with current
computing resources, we focus on these in order to ap-
proach the scale of the real immune system.
• Lymph nodes are modelled as matrices, where each
element is a physical neighbourhood hosting several
agents of each type and the interactions between them.
• Agents can move within lymph nodes, (from one
neighbourhood to the next), but also between lymph
nodes, via the lymph network.
Such a structure requires large computing resources, but
also permits efficient parallelisation: each lymph node is
an independent defense unit, and data exchange only takes
place when agents are leaving one node for another. An
MPI-based implementation of the communication, mimick-
ing the structure of the lymph network, ensures that this
does not a create a bottle-neck.
Table 1 displays the relative computation time of the par-
allel model, as a function of the number of agents at the start
(a.p.n.) and the number of lymph nodes, (l.n.), for simula-
tions using eight processes per cluster node (p.p.n.). Opti-
misation of local iteration allows simulation of very large
populations of agents at a relatively low computing cost.
Significant increases in agent count generate only moderate
overheads in terms of computation time. This is very im-
portant, as immune response and viral spread both lead to
variations of specific agent counts.
Table 2 displays the relative computation time as a func-
tion of the number of lymph nodes and the number of
processes per cluster node, for simulations starting with
150,000 agents per node. As expected from performance
simulations, optimisation of the communication strategy al-
lows simulation of a large lymph network, of size similar
to that of the real system. This is crucial to model real-
ism, as confirmed by tests on cell mobility and its effects on
immune activation and on viral propagation throughout an
organism.
a.p.n. 8 l.n. 16 l.n. 32 l.n. 64 l.n. 128 l.n. 256 l.n.
30 1.00 1.04 1.08 1.12 1.16 1.21
150 1.08 1.10 1.12 1.16 1.24 1.29
300 1.21 1.22 1.23 1.24 1.27 1.31
600 1.58 1.58 1.59 1.60 1.64 1.78
1,500 1.89 1.90 1.92 1.93 2.11 2.11
Table 1. HIV model efficiency: relative com-
putation time for several configurations of
lymph nodes (l.n.) and agents per node at
initialisation (a.p.n., in thousands)
Implementation efforts, therefore, provide the opportu-
nity for simulations reaching the scale of the immune sys-
p.p.n 8 l.n. 16 l.n. 32 l.n. 64 l.n. 128 l.n. 256 l.n.
1 1.00 1.06 1.14 N/A N/A N/A
2 1.08 1.09 1.10 1.14 N/A N/A
4 1.25 1.26 1.27 1.28 1.30 N/A
8 1.68 1.71 1.75 1.81 1.94 2.00
16 N/A 3.47 3.52 3.54 3.57 3.58
Table 2. HIV model efficiency: relative com-
putation time for several configurations of
lymph nodes (l.n.) and processes per “clus-
ter node” (p.p.n.)
tem2, both in terms of populations involved and of “geo-
graphical” entities throughout the body. This is a significant
increase in scale, compared to existing models, and permits
a more detailed representation of the immune system.
Further, this also allows inclusion of localised effects
such as the GI tract, in that a subset of nodes can be asso-
ciated with altered properties such as a higher proportion of
activated immune cells, in order to reproduce this particular
environment. For illustrative purposes, we show in Figure
1 a 24-node lymph network for which 10 lymph nodes are
used to account for the gastro-intestinal tract.
This additional feature also adds to model realism, pro-
viding a better insight to consequences of massive local cell
depletion on the long-term progression of the overall sys-
tem “condition” [29]. It also provides an accurate basis on
which to develop and test treatment strategies, such as early
targeting of the GI tract.
This model is, therefore, a useful complement to in vivo
testing, in that it does not involve any risk or ethical issue,
and limits costs: several strategies can be “virtually” tested
on the platform described, over a short time-scale (e.g. a
complete 10-year simulation takes a couple of days to com-
pute), before the most promising ones are selected for more
detailed in vivo testing and development.
Another aspect of this work on HIV models is to provide
visualisation tools to researchers: displaying results from
large-scale simulations is non-trivial. These tools are also
a useful aid in the classroom for students in their early un-
dergraduate training. Collaboration with ITT Dublin has
led to the development of novel visualisation techniques to
study cellular interaction from both the large-scale spatial
and temporal perspectives. Visualisation aids the under-
standing of the complex phenomena involved. For more
details on this work, please refer to [5, 30].
2Using all 448 cores of the cluster available for testing, and allocating
two lymph nodes to each, simulations involving almost a thousand lymph
nodes, and more than one billion immune agents, were run successfully.
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Figure 1. Lymph network used for tests on GI
tract, represented by grey nodes
4.2. Understanding epigenetic mechanisms
Early advances in Genetics led to the all-genetic
paradigm: the visible characteristics of a living organ-
ism (i.e. the phenotype) is a deterministic consequence
of hereditary genetic factors (i.e. the genotype). Obvious
counter-examples were outlined and this was later amended
and expressed using P = G + E, encompassing the no-
tion that the phenotype, P , combines the genotype, G, and
environmental factors, E.
However, this formula fails to explain cell differentiation
from a single fertilised egg, and why, for high heritability
diseases such as schizophrenia, differences between identi-
cal twins can be seen. Furthermore, identification of direct
environmental factors, such as smoking [24] and air quality
[37] for lung cancer, is relatively rare.
Early work [43], together with efforts over the last
decade [3, 44], has emphasised that genotype expression
can be altered without changing the DNA sequence it-
self, and tagged this phenomenon as Epigenetics, so that
P = G + E + EpiG. The interactions between these com-
ponents remain largely unexplained. Our main objective is
to provide models to assist ongoing research.
Epigenetic mechanisms involve heritable alterations in
chromatin structure, (e.g. DNA methylation and histone
acetylation, amongst other epigenetic “signatures”). For il-
lustrative purposes, these are shown in Figure 2, adapted
from [34]. In turn these changes regulate gene expression,
but do not involve changes in DNA sequence. These “stable
alterations” arise during development and cell proliferation,
and persist through cell division. While information within
the genetic material is not changed, instructions for its as-
sembly and interpretation may be.
If the analysis and understanding of mechanisms at the
genetic level are important, and partly explain why the
genome project captured the headlines, interactions at the
epigenetic level are equally important, and remain largely
unexplained to date, especially in terms of quantification.
Epigenetic mechanisms are involved in normal cell dif-
ferentiation. All cells of an organism have, indeed, the same
genomic information, and epigenetic changes are part of the
process which switches genes on or off and leads to cell dif-
ferentiation. Interactions between epigenetic changes in the
early stages of development are, therefore, a crucial topic
for stem cell research [26]. However, ethical issues may
limit physical experiments, and computer-based models of-
fer an interesting alternative.
If epigenetic patterns are involved in normal gene silenc-
ing as part of cell differentiation, aberrant changes can also
lead to abnormal silencing or transcription. Alterations in
DNA methylation, imprinting and chromatin structure are
common in cancer and links to epigenetic changes have
been established in several cases, e.g. in Wilm’s tumour
[35] and colon cancer [20]. In the latter, changes apparently
predate the tumours and occur in surrounding tissue. Moti-
vation for this type of research is that, if information is ac-
cessible, this may yield pre-critical information on tumour
formation.
Epigenetic mechanisms are also studied in other medi-
cal fields because of association with obesity [8], abnormal
neural development [18], mood disorders such as stress vul-
nerability and bipolar disorder [23], or risk of heart failure
[21].
Common to this research is costly and time-consuming
laboratory testing. Ethical issues also arise, (study of
epigenetically-induced differentiation of stem cells being an
obvious example). Another limitation is that, while success-
ful in investigating specific phenomena, the scientific com-
munity has so far failed to explain the system-wide com-
plex interactions, which are a feature of epigenetic control.
In part, this is due to overall system complexity as well as
technical constraints, leading most research groups to focus
on one epigenetic change in one given context.
The need for integration of these partial results is cru-
cial to understanding the overall biological system, and
computer-based modelling can provide a useful framework
to address this need. A roadmap has been proposed [31, 32],
and work has started on a number of models. As for HIV,
these models provide a crucial complement to physical ex-
periments. For instance, aberrant DNA methylation is cur-
rently being investigated as a marker for cancer risk [25].
Experiments, required for this study, are time-consuming
(dozens of weeks monitoring and sampling a line of ro-
dents), and, therefore, costly. The equivalent in silico ex-
periment, which we are currently developing in collabora-
tion with the authors of the experimental study at the Na-
tional Cancer Center (Tokyo, Japan), provides, within min-
utes, similar results, with a refined granularity which could
not be obtained in vivo. This permits “re-runs” with altered
parameters and, therefore, optimal testing of biomedical hy-
potheses.
Along with the other models developed, it represents an
important opportunity to take Epigenetics forward.
5. Conclusion
The multidisciplinary background of early computer sci-
entists ensured that applicability remained an objective of
Computer Science research, so that the information flow be-
tween this field and others, such as Biology, is increasingly
transformed into a two-way street. Bio-inspired techniques
are numerous, and computer-aided Biology has completely
transformed the field.
The computer-aided aspect is most promising, as de-
tailed through two examples in this paper, but is also the
most challenging. It has been repeatedly highlighted by re-
Figure 2. Epigenetic changes occur on the
DNA strand itself, (DNA methylation), or on
the nucleosomes around which this strand
wraps, (histone modifications). (Figure
adapted from [34])
ports and prospective papers that future scientists must be
computationally and mathematically highly literate. These
reports identified a clear challenge for the years ahead, but
this is insufficient alone.
Dissemination of the results, for instance, is essential.
In silico models provide major advances towards a better
understanding of the systems they are applied to. This is
obvious, for instance, in the context of Epigenetics, for
which the complexity of the regulation mechanisms and the
constraints, which favour fragmentation of the experiments,
significantly limit reproducibility and integrability of the re-
sults obtained. This, in turn, slows progress, and in silico
solutions clearly offer options to address this. Computer-
based models can also permit the development of efficient
visualisation tools, which can prove crucial in dissemina-
tion of results to a non-specialist audience.
However, modelling and analysis of complex systems is
not trivial, and specialist publications are not always suited
to report on an integrated process. The importance, rele-
vance and accuracy of a model increase with the refine-
ment resulting from an inter-disciplinary approach, but so
do reporting difficulties. Opportunities to bring together
biomedical researchers and computer scientists and to pro-
vide suitable dissemination fora are, consequently, crucial
to advances in “e-Biology”.
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