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Abstract
We consider a class G(Sn) of orientation preserving Morse-Smale diffeomorphisms of
the sphere Sn of dimension n > 3 in assumption that invariant manifolds of different saddle
periodic points have no intersection. We put in a correspondence for every diffeomorphism
f ∈ G(Sn) a colored graph Γf enriched by an automorphism Pf . Then we define the
notion of isomorphism between two colored graphs and prove that two diffeomorphisms
f, f ′ ∈ G(Sn) are topologically conjugated iff the graphs Γf , Γ
′
f are isomorphic. Moreover
we establish the existence of a linear-time algorithm for distinguishing two colored graphs
of diffeomorphisms from the class G(Sn).
1 Introduction and The Statement of Results
A problem of the topological classification of dynamical systems takes its origin in papers of
A. Andronov, L. Pontryagin, E. Leontovich, A. Mayer and M. Pexoto. In 1937 A. Andronov
and L. Pontryagin introduced a notion of the roughness of dynamical systems and showed
that the necessary and sufficient conditions of the roughness of a flow on the 2-dimensional
sphere are finiteness of non-wandering orbits set, its hyperbolicity and the absence of
trajectories joining two saddle equilibria or going from a saddle to the same saddle. In
1960 S. Smale introduced a similar class of dynamical systems on manifolds of an arbitrary
dimension and transform the condition of the absence of trajectories between two saddle
equilibria into more general condition of transversality of the intersection of invariant
manifolds of equilibria and periodic orbits. Later such systems were called Morse-Smale
systems.
Finiteness of the set of non-wandering orbits leads to an idea of reducing a problem of
topological classification of Morse-Smale systems to a combinatorial task of a description of
the mutual arrangement of such orbits and their invariant manifolds in the ambient mani-
folds. First time this approach was applied by E. Leontovich and A. Mayer for classification
of flows on two-dimensional sphere with finite set of singular orbits and was developed in
papers of M. Peixoto, A. Oshemkov, V. Sharko, Y. Umanskii, S. Pilyugin where a simi-
lar problem was solved for Morse-Smale flows on closed manifolds of dimension 2, 3 and
higher, and also by V. Grines and A. Bezdenezhnych for Morse-Smale diffeomorphisms
with finite number of heteroclinic orbits on surfaces1.
1Non-empty intersection of invariant manifolds of different saddle periodic points is called a heteroclinic
1
It was tuned that this idea, in general, does not work in case of diffeomorphisms on
three-dimensional manifolds due to possibility of wild embedding of closures of invari-
ant manifolds of saddle periodic points. This fact required a new language for obtaining
of topological invariants. Complete topological classification of Morse-Smale diffeomor-
phisms on three-dimensional manifolds was obtained in a series of papers by Ch. Bonatti,
V. Grines, F. Laudenbach, O. Pochinka, E. Pecou, and V. Medvedev (see a reviews [6]
and [3] for references). New invariant called a scheme of diffeomorphism includes a topo-
logical structures of the orbit space of action of the diffeomorphism on some wandering
set and embedding of projections of invariant manifolds in this orbit space.
Surprisingly it turned out that for some classes of Morse-Smale cascades on manifolds
of dimension greater than three a complete invariant can be borrowed from the flows. In
papers [8], [9] by V.Grines, E. Gurevich and V. Medvedev was obtained the topological
classification of Morse-Smale diffeomorphisms on manifolds of dimension n ≥ 4 under
suggestions that all unstable manifolds of saddle periodic points have dimension one and
wandering set of diffeomorphisms do not contain heteroclinic orbits. The complete in-
variant for such diffeomorphisms is a graph equipped by an automorphism similar to the
Leontovich-Mayer-Peixoto graph in the two-dimensional case.
The present paper is a continuation of articles [8], [9]. We consider the class G(Sn) of
preserving orientation Morse-Smale diffeomorphisms on the sphere Sn (n ≥ 4) such that
the stable and unstable manifolds of different saddle periodic points of any diffeomorphism
from G(Sn) have no intersections. For diffeomorphisms from the class G(Sn) we provide a
combinatorial invariant called the colored graph. For its exact definition recall some facts.
Let Ωf be a non-wandering set of a diffeomorphism f ∈ G(S
n) and Ωif = {p ∈
Ωf | dim W
u
p = i}, i ∈ {0, 1, . . . , n}. It follows from [10, Theorem 3] (see also, [17,
Proposition 4.2]) that for f ∈ G(Sn) the sets Ωjf are empty for j ∈ {2, . . . , n− 2}.
Let p ∈ Ω1f . It follows from [25, Theorem 2.3] that the closure clW
s
p of its invariant
manifold W sp contains, apart the W
s
p itself, exactly one periodic point and this point is a
source α. Then the set cl W sp is homeomorphic to the sphere of dimension (n − 1) and
cl W sp is smoothly embedded at all points except possibly the point α. J. Cantrell proved
in [12] that (n−1)-dimensional sphere Sn−1 ⊂ Sn cannot have one point of wildness (that
contrasts with the case n = 3). Hence the sphere cl W sp is locally flat at every point
2,
and, due to [13, Theorem 4] and [14, Theorem 5] cuts the ambient sphere Sn into two
connected components, the closure of each of which is the ball.
Denote by Lf the set of all the spheres {cl W
s
p , p ∈ Ω
1
f} and the spheres {cl W
u
q , q ∈
Ωn−1f } and put kf = |Ω
1
f ∪ Ω
n−1
f | (here |X| means cardinality of a set X). Since each
(n− 1)-sphere from the set Lf cuts the sphere S
n into two connected components, the set
Sn \ (
⋃
p∈Ω1
f
cl W sp ∪
⋃
q∈Ωn−1
f
cl W uq ) consists of kf +1 connected components D1, . . . ,Dkf+1.
Denote by Df the set of all these components.
Definition 1.1. A colored graph of the diffeomorphism f ∈ G(Sn) is a graph Γf with the
following properties:
intersection, an isolated point of such intersection is called a heteroclinic point and its orbit is called a heteroclinic
orbit.
2A manifold Nk ⊂ Mn of dimension k without boundary is locally flat in a point x ∈ Nk if there exists a
neighborhood U(x) ⊂Mn of the point x and a homeomorphism ϕ : U(x)→ Rn such that ϕ(Nk ∩U(x)) = Rk,
where Rk = {(x1, ..., xn) ∈ R
n| xk+1 = xk+2 = ... = xn = 0}. If the condition of local flatness fails in a point
x ∈ Nk then the manifold Nk is called wild and x is called a point of wildness.
2
Figure 1: A phase portrait of a diffeomorphism f ∈ G(Sn) and its colored graph Γf
1) the set V (Γf ) of vertices of the graph Γf is isomorphic to the set Df , the set E(Γf )
of edges of the graph Γf is isomorphic to the set Lf ;
2) vertices vi, vj are incident to an edge ei,j if and only if correspondent domains Di,Dj
have a common boundary;
3) an edge ei,j has a color s (u) if it corresponds to a manifold clW
s
p ⊂ Lf (cl W
u
q ⊂ Lf ).
On the figure 3 is shown a phase portrait of a diffeomorphism f ∈ G(Sn) with
non-wandering set consisting of eight points: sources α1, α2, saddles σ1, σ2, σ3 and sinks
ω1, ω2, ω3, and its colored graph Γf .
Denoty by ξ : V (Γf ) → Df an arbitrary isomorphism and define an automorphism
Pf : V (Γf )→ V (Γf ) by Pf = ξ
−1fξ|
V (Γf )
.
Definition 1.2. Graphs Γf ,Γf ′ of diffeomorphisms f, f
′ ∈ G(Sn) are isomorphic if there
exists an isomorphisms ζ : V (Γf ) → V (Γf ′) preserving color of edges such that Pf ′ =
ζPfζ
−1.
Theorem 1. Diffeomorphisms f, f ′ ∈ G(Sn) are topologically conjugated if and only if
their graphs Γf ,Γf ′ are isomorphic.
The following result shows that the colored graph is the most effective invariant for
classification of diffeomorphisms from the class G(Sn) because there exists an optimal
linear algorithm of recognizing such graphs up isomorphism.
Theorem 2. Let Γf ,Γf ′ be graphs of diffeomorphisms f, f
′ ∈ G(Sn) with the same num-
ber k of vertices. Then there exists an algorithm of a verification of an existence of an
isomorphism between Γf ,Γf ′ for the time O(k).
3
The structure of the paper is the following. In Section 2 we list all auxiliary results
necessary for proof of the Theorem 1, then provide the proof of Theorem 1 in section 2.3.
Proofs of the auxiliary results required special techniques are given in Sections 4.1-4.2.
The proof of Theorem 2 is given in Section 5 that can be read independently from other
sections.
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2 Auxiliary results
2.1 Linearizing neighborhood and canonical manifolds con-
nected with hyperbolic periodic points
Define a homeomorphism bν : R
n → Rn, ν ∈ {+1,−1}, by
bν(x1, x2, . . . , xn) =
(
ν2x1,
1
2
x2, . . . ,
1
2
xn−1, ν
1
2
xn
)
.
The Origin O is the unique fixed point of bν , and it is a hyperbolic saddle point. The
stable manifold W s
O
coincides with the hyperplane x1 = 0 and the unstable manifold W
u
O
coincides with the Ox1-axes.
Put U = {(x1, . . . , xn) ∈ R
n | x2n(x
2
1 + . . . + x
2
n−1) ≤ 1}, U0 = {(x1, . . . , xn)| x1 = 0},
N
u = U \ U0, N
s = U \ Ox1, K
n−1
ν = U0/bν , N̂
s
ν = N
s/bν , N̂
u
ν = N
u/bν and denote by
psbν : N
s
ν → N̂
s
ν, p
u
bν
: Nuν → N̂
u
ν the canonical projections.
Recall that an n-ball (n-disk) is a manifold Bn homeomorphic to the unit ball Bn =
{(x1, ..., xn) ∈ R
n | x21 + ... + x
2
n ≤ 1}, n ≥ 1. An open n-ball (n-disk) is a manifold
homeomorphic to the interior of Bn and a sphere Sn−1 is a manifold homeomorphic to the
boundary Sn−1 of the ball Bn. The sphere S1 also is called the knot.
It is easy to show that the manifold Kn−1+1 is homeomorphic to S
n−2 × S1. Call the
manifold Kn−1−1 the standard generalized (n − 1)-dimensional Klein Bottle and a manifold
homeomorphic to Kn−1−1 the generalized Klein Bottle. A canonical projection p
s
b−1
|U0 : U0 →
K
n−1
−1 induces on K
n−1
−1 a structure of non-oriented fiber bundle over S
1 with a fiber Sn−2.
Hence Kn−1−1 is a non-oriented manifold. Since U0 is the universal cover for K
n−1
ν then the
fundamental group pi1(K
n−1
ν ) is isomorphic to Z (see [21, Corollary 19.4]).
Call the manifold N̂s−1 the canonical neighborhood of the generalized Klein Bottle K
n−1
−1 .
The proposition below follows directly from the definition of N̂ν .
Proposition 2.1.
1. N̂u+1 consists of two connected components each of which is diffeomorphic to the direct
product Bn−1 × S1.
2. N̂u−1 is diffeomorphic to B
n−1 × S1.
3. N̂s+1 is diffeomorphic to K
n−1
+1 × [−1, 1].
4
Figure 2: Fundamental domains N˜ s, N˜u of action of the
diffeomorphism b+1 on the sets N
s,Nu
4. N̂s−1 is a tubular neighborhood of a zero section of non-orientable one-dimensional
vector bundle over Kn−1− , the boundary ∂N̂− of N̂− is diffeomorphic to S
n−2 × S1,
and if i∗ : pi1(∂N̂−) → pi1(N̂−) is a homomorphism induced by an inclusion then
η
N̂−
(i∗(pi1(∂N̂−))) = 2Z
3.
On figure 2 the neighborhoods Ns,Nu and fundamental domains N˜ s = {(x1, . . . , xn) ∈
N
s|14 ≤ x
2
2 + · · · + x
2
n ≤ 1}, N˜
u = {(x1, . . . , xn) ∈ N
u||x1| ∈ [1, 2]} of action of the
diffeomorphism b+1 on them are shown
4. Put C = {{(x1, . . . , xn) ∈ R
n|14 ≤ x
2
2+ · · ·+x
2
n ≤
1}. The set Ns is a union of hyperplanes Lt = {(x1, ..., xn) ∈ N
s|x21(x
2
2+· · ·+x
2
n) = t
2}, t ∈
[−1, 1]. Then the fundamental domain N˜ s+1 is the union of pairs of annuli Kt = Lt ∩C, t ∈
3Recall that fiber bundle is a structure ξ = {E,B, Y, pi} where E,B, Y are topological spaces and pi : E → B
is a continuous map such that for every point x ∈ E there is an open neighborhood U ∈ B of pi(x) and a
homeomorphism ϕ : pi−1(U) → U × Y such that if p1 : U × Y → U is the projection on the first factor
(p1(x, y) = x) then pi|
pi−1(U)
= p1ϕ|
pi−1(U)
. E,B and Y are called the total space, the base space and the fiber ; a
pair (U,ϕ) is called a chart, the set {(U,ϕ)} is called a local trivialization of the bundle. For every loop λ ⊂ B
with the endpoints in a point x a mapping class group Tλ : ξx → ξx induced by chart transition maps along the
loop is called a monodromy action.
Vector bundle of dimension n is a fiber bundle ξ = {E,B,Rn, pi} such that for any two charts (U,ϕ), (V, ψ)
such that x ∈ U ∩ V the following condition holds: if ϕx = p2ϕ|pi−1(x), ψx = p2ψ|pi−1(x) then the map ψ
−1
x ϕx :
Rn → Rn is linear (here p2 : U ×Rn → Rn is the projection onto the second factor). The fiber ξx = pi−1(x) over
the point x ∈ B is enriched by a structure of vector space such that the map ψx : ξx → R
n is an isomorphism
of vector spaces. A zero section of vector bundle is an image ζ(B) ⊂ E of a map ζ : B → E which maps the
point x ∈ B into the zero vector of the space ξx.
4A fundamental domain of action of a group G on the set X is a closed set D
G
⊂ X containing the subset
D˜
G
with the following properties: 1) cl D˜
G
= D
G
; 2) g(D˜
G
) ∩ D˜
G
= ∅ for any g ∈ G different from the neutral
element; 3)
⋃
g∈G
g(D˜
G
) = X .
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[−1, 1] and the space N̂s+1 can be obtained from N˜
s by gluing of connected components of
the boundary of each annulus by means of the diffeomorphism b+1. The set N˜
u consists
of two connected components each of which is homeomorphic to Bn−1 × [0, 1]. The space
N̂
u
+1 can be obtained from N˜
u by gluing a disk B1 = {(x1, . . . , xn) ∈ N
u|x1 = 1} with a
disk B2 = {(x1, . . . , xn) ∈ N
u|x1 = 2} and a disk B−1 = {(x1, . . . , xn) ∈ N
u|x1 = −1}
with a disk B−2 = {(x1, . . . , xn) ∈ N
u|x1 = −2} by means of b+1.
A fundamental domain of action of the diffeomorphism b−1 on the set N
u is a set
N˜u−1 = {(x1, . . . , xn) ∈ N
u||x1| ∈ [1, 4]} The space N̂
u
−1 can be obtained from N˜
u
−1 by gluing
a disk B1 = {(x1, . . . , xn) ∈ N
u|x1 = 1} with a disk B4 = {(x1, . . . , xn) ∈ N
u|x1 = 4}
by means of b−1. The structure of vector bundle on the space N̂
s
−1 is defined by the
natural projection of the one-dimensional foliation of the set Ns by straight lines parallel
to the Ox1-axis. This bundle is non-orientable as a wind along a loop p
s
bν
(lν) where lν
is a segment of 0x1 with endpoints (0, . . . , 0, 1), (0, . . . , 1/2) induces reversing orientation
map.
Now came back to diffeomorphisms from the class G(Sn). For saddle point σ ∈ Ω1f ∪
Ωn−1f denote by mσ its period.
Say that the saddle point σ of period mσ has an orientation type νσ = +1 (νσ = −1)
if the restriction fmσ |Wuσ preserves (reverses) an orientation of W
u
σ .
Due to [5, Theorem 2.1.2] (see also [17, Proposition 4.3]) the following proposition
holds.
Proposition 2.2. For any diffeomorphism f ∈ G(Sn) there exists a set of pairwise disjoint
neighborhoods {Nσ, σ ∈ Ω
1
f ∪ Ω
n−1
f } such that for any Nσ there exists a homeomorphism
χσ : Nσ → U such that
1) if σ ∈ Ω1f then χσf
mσ |
Nσ
= bνσχσ|Nσ ,
2) if σ ∈ Ωn−1f then χσf
mσ |
Nσ
= b−1νσ χσ|Nσ .
Call the neighborhood Nσ a linearizing neighborhood.
2.2 The scheme Sf of the diffeomorphism f ∈ G(Sn)
Here we introduce a notion of the scheme of a diffeomorphism f ∈ G(Sn) which is an ef-
fective tool for studying of the dynamics. Moreover, due to [10, Theorem 1] the scheme is
complete invariant in class G(Sn), so the problem of topological classification is reduced to
the proof of the fact that diffeomorphisms having isomorphic colored graphs have equiv-
alent schemes too. This fact will be given in Lemma 2.3. In section 3 we adduce an
adaptation of the proof of [10, Theorem 1] for the class G(Sn) to provide possibility of
independent reading of this paper.
Represent the sphere Sn as the union of pairwise disjoint sets
Af = (
⋃
σ∈Ω1
f
W uσ ) ∪ Ω
0
f , Rf = (
⋃
σ∈Ωn−1
f
W sσ) ∪ Ω
n
f , Vf = S
n \ (Af ∪Rf ).
Similar to [18] one can prove that the sets Af , Rf , Vf are connected, the set Af is an
attractor, the set Rf is a repeller
5 and Vf consists of wandering orbits of f moving from
Rf to Af .
5A set A is called an attractor of a homeomorphism f : Mn → Mn if there exists a closed neighborhood
U ⊂Mn of the set A such that f(U) ⊂ int U and A =
⋂
n≥0
f(U). A set R is called a repeller of a homeomorphism
f if it is an attractor for the homeomorphism f−1.
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Denote by
V̂f = Vf/f
the orbit space of the action of f on Vf , by
p
f
: Vf → V̂f
the natural projection. In virtue of [26] (Theorem 3.5.7 and Proposition 3.6.7) p
f
is a
covering map and the space V̂f is a manifold.
The following lemma is proved in Section 4.2.
Lemma 2.1. Let f ∈ G(Sn). Then V̂f is homeomorphic to the direct product S
n−1 × S1.
Remark that for n = 3 Lemma 2.1 in general is not true (see, for example, [4, Section
5]).
Denote by
η
f
: pi1(V̂f )→ Z
a homomorphism defined in the following way. Let cˆ ⊂ V̂f be a loop non-homotopic to
zero in V̂f and [cˆ] ∈ pi1(V̂f ) be a homotopy class of cˆ. Choose an arbitrary point xˆ ∈ cˆ,
denote by p−1
f
(xˆ) the complete inverse image of xˆ, and fix a point x˜ ∈ p−1
f
(xˆ). As p
f
is
the covering map then there is a unique path c˜(t) beginning at the point x˜ (c˜(0) = x˜) and
covering the loop c (such that p
f
(c˜(t)) = cˆ). Then there exists the element n ∈ Z such that
c˜(1) = fn(x˜). Put η
f
([cˆ]) = n. It follows from [21] (Chapter 18) that the homomorphism
η
f
is an epimorphism.
Put
Lˆsf = {pf (W
s
p \ p), p ∈ Ω
1
f}), Lˆ
u
f = {pf (W
u
q \ q), q ∈ Ω
n−1
f }.
For a periodic saddle point σ ∈ Ω1f (σ ∈ Ω
n−1
f ) put lσ = W
s
σ \ σ (lσ = W
u
σ \ σ),
lˆσ = pf (lσ), N̂σ = pf (Nσ ∩ Vf ), so lˆσ is an element of the set Lˆ
s
f ∪ Lˆ
u
f .
Due to [21, Theorem 5.5] (see also [7, Proposition 1.2.3]) the superposition χˆσ =
pfχ
−1
σ (p
s
bν
)−1 define a homeomorphism from Nsνσ to N̂σ such that χˆσ(K
n−1
νσ ) = lˆσ and the
following corollary from the Proposition 2.2 holds. Denote by χˆσ∗ : pi1(K
n−1
νσ
) → pi1(Vˆf )
the homomorphism induced by χˆσ.
Corollary 2.1. η
f
χˆσ∗(pi1(K
n−1
νσ )) = mσZ.
Definition 2.1. The collection
Sf = (V̂f , Lˆ
s
f , Lˆ
u
f , ηf )
is called the scheme of the diffeomorphism f ∈ G(Sn).
Definition 2.2. Schemes Sf and Sf ′ of diffeomorphisms f, f
′ ∈ G(Sn) are called equiva-
lent if there exists a homeomorphism ϕˆ : V̂f → V̂f ′ such that ϕˆ(Lˆ
s
f ) = Lˆ
s
f ′ , ϕˆ(Lˆ
u
f ) = Lˆ
u
f ′,
and η
f
= η
f ′
ϕˆ∗.
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2.3 Interrelation between the colored graph and the scheme
Here we recall some notion of graph theory, establish properties of the colored graphs of
diffeomorphisms from class G(Sn) and their interrelation with schemes that play key role
in the proof of Theorem 1.
Recall that a loop-less graph without multiple and oriented edges is said to be simple.
A tree is a connected simple cycle-free graph. Call a vertex incident to exactly one edge a
hanging vertex or a leaf.
Proposition 2.3. The colored graph Γf of a diffeomorphism f ∈ G(S
n) is a tree.
Proof: By definition any edge e of graph Γf corresponds to an (n − 1)-dimensional
sphere which cuts the ambient sphere Sn into two connected components. Then the edge
e cuts the graph Γf into two connected components, so the graph Γf does not contains
cycles. Prove that the graph is connected. It is well-known that a connected graph with
k + 1 vertices is a tree if and only if it has k edges (we give the proof of this fact in
Proposition 5.1). If the graph Γf is disconnected, then it consists of connected subgraphs
Γ1, . . . ,Γm, m ≥ 2. Then adding (m−1) edges makes the union of {Γi} a connected graph
without cycles (that is tree) with kf + 1 vertices and kf + m edges that contradicts to
Proposition 5.1. So, the graph Γf is connected and does not contains cycles, hence it is a
tree. ⋄
Recall that we denoted by V (Γf ), E(Γ) the sets of vertices and edges of the graph Γf
correspondingly. Denote by uv ⊂ E(Γf ) an edge connecting vertices v, u ∈ V (Γf ).
We associate with the graph Γf a sequence Γf,0,Γf,1, . . . ,Γf,s of trees, such that
Γ0 = Γf , Γf,s contains one or two vertices and, for any i ∈ {1, . . . , s}, a tree Γf,i is
obtained from Γf,i−1 by deletion of all its leaves. All the vertices of Γf,s are called central
vertices of the tree Γf and if Γf,s has an edge then it is called the central edge of the tree Γf .
The tree Γf will be central, if it has exactly one central vertex, and bicentral, otherwise.
The rank of a vertex x ∈ V (Γf ), denoted by rank(x), is the number max{i| x ∈ V (Γf,i)}.
It follows from the definition that if vertices v,w are incident to a non-central edge than
|rank(v)− rank(w)| = 1, and central vertices of a bicentral tree has the same rank.
An automorphism P of a tree Γ is a bijective mapping of V (Γ) onto itself that keeps
adjacency, i.e.
∀u, v ∈ V (Γ) [uv ∈ E(Γ)⇔ P (u)P (v) ∈ E(Γ)].
An automorphism Pf can be represented as a superposition of cyclic sub-permutations
and the set V (Γf ) can be decomposed into subsets invariant under the sub-permutations
which are said to be orbits. Clearly that every orbit of Pf consists of the same rank vertices
of Γf and if the tree is central (bicentral) then its central vertex (central edge) stay fixed
under any automorphism.
Orbits O1 and O2 of P will be called neighbour, if there are adjacent vertices x1 ∈ O1
and y1 ∈ O2, such that rank(x1)− rank(y1) = 1.
Proposition 2.4. Let v1, w1 be vertices of graph Γf incident to the edge v1w1, rank(v1)−
rank(w1) = 1 and O1 = (v1, v2, . . . , vp) and O2 = (w1, w2, . . . , wq) be orbits of v1, w1
correspondingly such that Pf (vi) = vi+1, Pf (wj) = wj+1, taking the indices modulo p and
q, correspondingly. Then the following properties are true:
1. q
...p;
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2. for any i ∈ 1, p the set of neighbours of vi belonging to O2 coincides with
{wi, wi+p, wi+2p, . . . , wi+( q
p
−1)·p};
3. all edges simultaneously incident to a vertex O1 and a vertex of O2 have the same
color.
Proof: Assume that p > q. Since v1w1 ∈ E(Γf ) and Pf is an automorphism of
Γf then for any i = 1, q, we have viwi ∈ E(Γf ). Therefore Pf (vq)Pf (wq) = vq+1w1 ∈
E(Γf ). Hence the tree Γf contains a cycle and we have a contradiction. Now, suppose
that q = l · p + r, where l is a natural number and r is a natural number between 1 and
p − 1. Since v1w1 ∈ E(Γf ) and Pf is the automorphism then for any i = 1, p, we have
viwi ∈ E(Γf ). Therefore vrwp+r ∈ E(Γf ). Thus vrw2p+r, vrw3p+r, . . . , vrwl·p+r ∈ E(Γf ).
Hence vrwq ∈ E(Γf ), vr+1w1 ∈ E(Γf ) and Γf contains a cycle. Therefore q
...p. From this
fact and the fact that Pf is the automorphism of Γf it follows that for any i ∈ 1, p, the set
of all neighbours of vi, belonging to O2, coincides with {wi, wi+p, wi+2p, . . . , wi+q−p}. As
Pf (v1)Pf (w1) = v2w2 then edges v1w1, v2w2 have the same color and it is also true for all
edges simultaneously incident to a vertex O1 and to a vertex of O2. ⋄
The automorphism Pf naturally induces the map of the set E(Γf ) which we will denote
by Pf too. Proposition 2.4 immediately leads to the next corollary.
Corollary 2.2. Let vw ∈ E(Γf ) be a non-central edge and rank(v) < rank(w). Then the
period of the edge vw equals to the period of the vertex v.
Two trees Γ and Γ′ are said to be isomorphic, if there is a bijection ξ : V (Γ) −→ V (Γ′),
called an isomorphism, such that ∀u, v ∈ V (Γ) [uv ∈ E(Γ)⇔ ξ(u)ξ(v) ∈ E(Γ′)].
Obviously, under any isomorphism of Γ, any its vertex must be mapped into a same
rank vertex.
For any f ∈ G(Sn) define a weighted graph Γ̂f by the following: 1) glue vertices in
the graph Γf belonging to the same orbit of the automorphism Pf and correspondent
edges; 2) enrich each new edge of the graph Γ̂f with the weight equal to the period of the
correspondent separatrix of the diffeomorphism f . It follows from Proposition 2.4 that
this gluing operation keeps colors of edges. If graph Γf is bicentral and central vertices
generates the period 2 orbit then graph Γ̂f has the unique loop corresponding to the
central edge of the graph Γ. Otherwise the graph Γ̂f is the tree with the same central
vertices as Γf . In both cases we will say that a vertex vˆ ∈ Γ̂f has rank k if the rank of the
correspondent vertex v ∈ Γf equals k.
Observation above immediately leads to the following proposition.
Proposition 2.5. If graphs Γf ,Γf ′ of diffeomorphisms f, f
′ ∈ G(Sn) are isomorphic,
than the weighted graphs Γ̂f , Γ̂f ′ are also isomorphic by means of isomorphism preserving
weights of edges.
Denote by D̂f the set of connected components of the set V̂f \(Lˆ
u
f ∪ Lˆ
s
f ). Since deleting
0-and 1-dimensional set from manifold of dimension three and greater does not change the
number of connected components, there is natural one-to-one correspondence ξ∗ between
the sets E(Γf ), V (Γf ) and Lf ∩ Vf , Df ∩ Vf such that ξ∗Pf = fξ∗. This fact immediately
provides the following proposition.
Proposition 2.6. There is one-to-one correspondences ξˆ : E(Γ̂f )∪V (Γ̂f )→ (Lˆ
u
f∪Lˆ
s
f)∪D̂f
such that ξˆ(E(Γ̂f )) = Lˆ
u
f ∪ Lˆ
s
f , ξˆ(V (Γ̂f )) = D̂f .
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Figure 3: A phase portrait of a diffeomorphism f ∈ G(Sn), its colored graph Γf , weighted
graph Γ̂f and elements of the scheme Sf .
Proposition 2.7. The set Ω1f ∪ Ω
n−1
f contains at most one saddle point of negative ori-
entation type. If such a point σ exists then its period equals 1, the manifold lˆσ is homeo-
morphic to the generalized Klein Bottle and the (n− 1)-dimensional invariant manifold of
σ corresponds to the loop of the graph Γ̂f .
Proof:
Suppose that the set Ω1f ∪Ω
n−1
f contains a point σ of the negative orientation type and
period mσ. For certainty suppose that σ ⊂ Ω
1
f . Due to Proposition 2.2 there exists the
neighborhood Nσ and the homeomorphism χσ : Nσ → U such that f
mσ |
Nσ
= χ−1σ b−χσ|Nσ
then one-dimensional separatrices of the point σ have the period 2mσ. The closure of the
stable manifold of the point σ is locally flat (n − 1)-sphere cutting the ambient sphere
Sn on two open n-ball B1, B2 each of which contains a one-dimensional separatrix of σ.
Hence fmσ(B1) = B2, f
mσ(B2) = B1. Hence if we delete from the graph Γf the edge eσ
corresponding to the manifold W sσ we get two graphs isomorphic by means of P
mσ
f , so the
edge eσ is the central. Since any tree has no greater than one central edge, there are no
more than one saddle point of negative orientation type. ⋄
For Γ̂f construct a sequence Γ̂f,0 = Γ̂f , Γ̂f,1, . . . , Γ̂f,s similar to the sequence
Γf,0,Γf,1, . . . ,Γf,s.
For i ∈ {0, . . . , s−1} put ∆f,i = ξˆ(Γ̂f \Γ̂f,i+1). If the graph Γ̂f have the central edge e∗
choose an arbitrary connected component Γ̂f,∗ of the graph Γ̂f and put ∆f,s = ξˆ(Γ̂f,∗∪e∗).
If the graph Γ̂f have the loop, then there exist a saddle point σ∗ ∈ Ω
1
f ∪ Ω
n−1
f . Put
∆f,s = cl (V̂f \ int Nˆσ∗), where Nσ∗ is the linearizing neighborhood of the point σ∗.
It follows from definition that ∆0 ⊂ ∆1 ⊂ · · · ⊂ ∆s.
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The following Lemma is proved in Section 4.2.
Lemma 2.2. Let f ∈ G(Sn). Then every connected component of the set ∆i is homeo-
morphic to Bn−1 × S1.
Now to prove that isomorphism of the colored graphs Γf ,Γf ′ leads to equivalence of
the schemes Sf , Sf ′ we need one more auxiliary proposition.
LetMn be a topological manifold, possibly, with a non-empty boundary ∂Mn, β ∈Mn
be a knot, and g : Bn−1×S1 →Mn be a topological embedding such that g({O}×S1) = β.
The image Nβ = g(B
n−1 × S1) is called the tubular neighborhood of the knot β.
The following Proposition is a slight modification of [17, Proposition 5.1, 5.3]. We
prove it in section 4.1.
Proposition 2.8. Suppose that n ≥ 4, Pn−1 is either the ball Bn−1 or the sphere Sn−1.
Let {βi}, {β
′
i} ⊂ intP
n−1 × S1 are two families of pairwise disjoint knots such that knots
βi, β
′
i are homotopic, i ∈ {1, . . . , k} and {Nβi}, {Nβ′i} ⊂ P
n−1 × S1 are pairwise disjoint
tubular neighborhoods of knots {βi}, {β
′
j}. Then there exists a homeomorphism h : P
n−1×
S
1 → Pn−1 × S1 such that h(βi) = β
′
i, h(Nβi) = Nβ′i , i ∈ {1, ..., k}, and if P
n = Bn then
h|
∂ Pn−1×S1
= id.
Corollary 2.3. In assumption of Proposition 2.8 let h˜ : ∂Bn−1 × S1 → ∂Bn−1 × S1 be a
homeomorphism. Then there exists a homeomorphism h : Bn−1 × S1 → Bn−1 × S1 such
that h(βi) = β
′
i, h(Nβi) = Nβ′i , i ∈ {1, ..., k} and h|∂ Bn−1×S1 = h˜.
Lemma 2.3. If the colored graphs Γf ,Γf ′ of diffeomorphisms f, f
′ ∈ G(Sn) are isomorphic
then the schemes Sf , Sf ′ are equivalent.
Proof: Isomorphism ζ of the graphs Γf ,Γf ′ induce isomorphism ζˆ : Γ̂f → Γ̂f ′
that preserves weights and ranks of edges. Then for any i ∈ {0, . . . , s} isomorphism ζˆ
induce one-to one correspondence ζi between connected components of the sets ∆f,i and
∆f ′,i. If graph Γ̂f is bicentral then there are two ways to choose the set ∆f,s, but, since
graph Γ̂f , Γ̂f ′ are isomorphic, it is possible to choose sets ∆f,s,∆f ′,s in such a way that
for any connected components Pf,i ∈ ∆f,i, Pf,j ∈ ∆f,j such that Pf,i ⊂ int Pf,j holds
ζi(Pf,i) ⊂ int ζj(Pf,j), i ∈ {0, . . . , s− 1}, j ∈ {1, . . . , s}, i < j.
Two cases are possible: 1) there are no saddle points of negative orientation type; 2)
there is a saddle point of negative orientation type.
Consider case 1). Without loss of generality assume that graph Γ̂f is bicentral. For
central graph arguments are similar.
It follows from Lemm 2.2 and Proposition 2.8 that there exists a homeomorphism
ψs : Vˆf → Vˆf ′ such that ψs(∆f,s) = ∆f ′,s. If s = 0 then the proof is complete and ϕˆ = ψs.
Let s > 0. Denote the images of the sets ∆f,0, . . . ,∆f,s−1 under the homeomorphism
ψs by the same symbols as their originals.
Due to Corollary 2.3 from Proposition 2.8 there exists a homeomorphism ψs−1 : V̂f ′ →
V̂f ′ such that ψs−1|V̂f ′\int∆f ′,s
= id, ψs−1(Pf,s−1) = ζi(Pf,s−1) for any connected compo-
nent Pf,s−1 ∈ ∆f,s−1. If s = 1 then the prove is complete and ϕˆ = ψs−1ψs. Otherwise,
continue the process and after finite number of steps get the desired homeomorphism ϕˆ.
In case 2) denote by σ∗ ∈ Ωf , σ
′
∗ ∈ Ωf ′ the points of negative orientation type. Due
to Corollary 2.1 there exists a homeomorphism ψ∗ : Nˆσ∗ → Nˆσ′∗ . Due to Lemma 2.2 the
manifold cl(Vˆf \Nˆσ∗) is homeomorphic to B
n−1×S1. Then using Corollary 2.3 similarly to
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case 1) it is possible to continue the homeomorphism ψ∗ up to the desire homeomorphism
of V̂f .
⋄
3 Topological classification of diffeomorphisms
from G(Sn)
It is clear that if diffeomorphisms f, f ′ ∈ G(Sn) are topologically conjugated then their
colored graphs are isomorphic. Prove the inverse. Let colored graphs Γf ,Γ
′
f of diffeomor-
phisms f, f ′ ∈ G(Sn) are isomorphic. According to Lemma 2.3 the schemes Sf , Sf ′ of
diffeomorphisms are equivalent, that is there exists a homeomorphism ϕˆ : V̂f → V̂f ′ such
that ϕˆ(Lˆsf ) = Lˆ
s
f ′ , ϕˆ(Lˆ
u
f ) = Lˆ
u
f ′ , and ηf = ηf ′ ϕˆ∗. Prove that the diffeomorphisms f, f
′ are
topologically conjugated.
A homeomorphism ϕˆ : V̂f → V̂f ′ induced a homeomorphism ϕ : Vf → Vf ′ such that
f |
Vf
= ϕ−1f ′ϕ|
V
f ′
and for any saddle point σ ∈ Ω1f (σ ∈ Ω
n−1
f ) there is a point σ
′ ∈ Ω1f ′
(σ′ ∈ Ωn−1f ′ ) such that ϕ(W
s
σ \σ) =W
s
σ′ \σ
′ (ϕ(W uσ \σ) =W
u
σ′ \σ
′). The homeomorphism
ϕ extends univocally to the set Ωf .
Extend the homeomorphism ϕ to the sets Af , Rf . First, construct a conjugating
homeomorphisms H1,Hn−1 on the linearizing neighborhoods {Nσ} of saddle points from
sets Ω1f ,Ω
n−1
f that coincides with ϕ on the boundaries of the linearizing neighborhoods.
Then the desire homeomorphism H : Sn → Sn conjugating f and f ′ will be defined by
H(x) =

ϕ(x), x ∈ Sn \
⋃
σ∈Ω1
f
∪Ωn−1
f
Nσ,
Hδ(x), x ∈ Nσ, σ ∈ Ω
δ
f , δ ∈ {1, n − 1}.
To built the homeomorphism H1 choose exactly one point of each saddle orbit of index 1
and denote the obtained set by Ω˜1f . Due to proposition 2.2 there exists a family of pairwise
disjointed neighborhoods {Nσ}({N
′
σ}) of points from Ω˜
1
f (Ω˜
1
f ′) and homeomorphisms χσ :
Nσ → U (χσ′ : Nσ′ → U) conjugating the restriction of the diffeomorphism f
mσ (f ′mσ′ )
on the set Nσ (Nσ′) with the diffeomorphism bν |U .
Put Uτ = {(x1, ..., xn) ∈ R
n| x21(x
2
2 + ... + x
2
n) ≤ τ
2}, τ ∈ (0, 1], recall that we put
U0 = {(x1, ..., xn) ∈ R
n| x1 = 0} and define homeomorphisms ϕ
u
σ : U0 → U0, ψ : U → U
by ϕuσ = χσ′ϕχ
−1
σ |U0 , Ψ(x1, x2, . . . , xn) = (x1, ϕ
u
σ(x2, . . . , xn)).
Put N τσ = χ
−1
σ (Uτ ). Choose τ ∈ (0, 1] such that the map ψ : N
τ
σ → Nσ′ defined by
ψ(x) = χ−1σ′ Ψχσ|Nτσ would be a well-defined topological embedding and ψ(N
τ
σ \W
u
σ ) ⊂
ϕ(N τσ \W
u
σ ).
Define a topological embedding θσ : N
τ
σ → Nσ by θ = ϕ
−1ψ. Since θ|Wuσ = id, it follows
from [5, Corollary 4.3.2] that there exists 0 < τ1 < τ and a homeomorphism Θ : Nσ → Nσ
coinciding with θ on the set N τ1σ and identical on ∂Nσ.
Define homeomorphisms hσ,σ′ : Nσ → N
′
σ, hO(σ),O(σ′) :
mσ−1⋃
i=0
Nf i(σ) →
mσ−1⋃
i=0
Nf ′i(σ′) by
hσ,σ′ = ϕΘ, hO(σ),O(σ′) = f
′ihσ,σ′f
−i(x) for x ∈ Nf i(σ).
Denote by H1 :
⋃
σ∈Ω1
f
Nσ →
⋃
σ′∈Ω1
f ′
Nσ′ a homeomorphism coinciding for any point
σ ∈ Ω1f with the homeomorphism hO(σ),O(σ′).
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To define the homeomorphism Hn−1 :
⋃
σ∈Ωn−1
f
Nσ →
⋃
σ′∈Ωn−1
f ′
Nσ′ use the similar con-
struction for points from the set Ωn−1f using formal replace s with u and bν with b
−1
ν .
4 Proof of Auxiliary Facts
4.1 On Embedding of Families of Closed Curves and Their
Tubular Neighborhoods
In this section we prove Proposition 2.8 after all necessary definitions and auxiliary facts.
A topological space X is called m-connected (for m > 0) if it is non-empty, path-
connected and its first m homotopy groups pii(X), i ∈ {1, . . . ,m} are trivial. Non-empty
space X can be interpreted as (-1)-connected and path-connected space X can be inter-
preted as 0-connected.
Let Qq,Mn be topological manifolds of dimensions q, n, possibly with non-empty
boundaries.
Topological embeddings e, e′ : Qq → Mn are homotopic if there is a continuous map
H : Qq× [0, 1]→Mn (a homotopy) such that H|Qq×{0} = e,H|Qq×{1} = e
′, are concordant
if there is a topological embedding H : Qq× [0, 1]→Mn× [0, 1] (a concordance) such that
H(Qq, 0) = (e(Qq), 0),H(Qq , 1) = (e′(Qq), 1) and ambient isotopic with a subset N ⊂Mn
fixed, if there is a family ht of homeomorphisms ht : M
n → Mn, t ∈ [0, 1] (an ambient
isotopy), such that h0 = id, h1e = e
′, ht|N = id for any t ∈ [0, 1]. For ε > 0 an ambient
isotopy is called an ε-isotopy if d(ht(x), x) ≤ ε for any x ∈M
n, t ∈ [0, 1].
Let K is a simplicial complex in Rn. A topological space P generated by points of the
complex K with the topology induced from Rn is called the polyhedron.
A complex K ′ is called a subdivision of a complex K if every simplex of K ′ belongs to
a simplex of K.
Let K,L be complexes and P,Q be polyhedra generated by K,L. A map h : P → Q
is called piecewise linear if there exists subdivisions K ′, L′ of K,L correspondingly such
that h moves each simplex of the complex K ′ into a simplex of the complex L′ (see for
example [24]).
A polyhedron P is called the piecewise linear manifold of dimension n with boundary
if it is a topological manifold with boundary and for any point x ∈ int P (y ∈ ∂P )
there is a neighborhood Ux (Uy) and a piecewise linear homeomorphism hx : Ux → R
n
(hy : Uy → R
n
+ = {(x1, ..., xn) ⊂ R
n| x1 ≥ 0}).
The following important statement follows from Theorem 4 of [20].
Statement 4.1. Suppose that Qq,Mn are compact piecewise linear manifolds of dimension
q, n correspondingly, Qq is the manifold without boundary, Mn possibly has a non-empty
boundary, e, e′ : Qq → int Mn are piecewise linear homotopic piecewise linear embeddings,
and the following conditions hold:
1. q ≤ n− 3;
2. Qq is (2q − n+ 1)-connected;
3. Mn is (2q − n+ 2)-connected.
Then e, e′ are piecewise linear ambient isotopic with ∂Mn fixed.
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To reduce the problem of embedding of families of curves to the statement 4.1 we use
the following results.
The combination of Theorems 1 and 4 of R. Miller’s paper [16], see also A. Chernavskii
paper [15], gives the next statement.
Statement 4.2. Let Qq,Mn be compact piecewise linear manifolds of dimension q, n cor-
respondingly, q ≤ n− 3, ε > 0, and e : Nk →Mn be a locally flat embedding. Then there
is an ambient ε-isotopy of Mn connecting e with piecewise embedding.
G. Weller’s result [27, Theorem 3] gives the following.
Statement 4.3. Let Qq,Mn be topological manifolds of dimension q, n correspondingly,
Qq is compact, e, e′ : Qq → int Mn are homotopic embeddings, and the following conditions
hold:
1. q ≤ n− 3;
2. Qq is (2q − n+ 1)-connected;
3. Mn is (2q − n+ 2)-connected.
Then e, e′ are locally flat concordant, that is there is a locally flat embedding H :
Qq × [0, 1]→Mn × [0, 1] such that H(Qq, 0) = (e(Qq), 0),H(Qq , 1) = (e′(Qq), 1).
Proposition 4.1. Suppose that Pn−1 is either Sn−1 or Bn−1, {βi}, {β
′
i} ⊂ intP
n−1×S1 are
two families of pairwise disjoint knots such that knots βi, β
′
i are homotopic, i ∈ {1, . . . , k},
n ≥ 4. Then there exists a homeomorphism H : Pn−1 × S1 → Pn−1 × S1 such that
H(βi) = β
′
i for any i ∈ {1, . . . , k}. Moreover, if P
n−1 = Bn−1 then H|
∂ Pn−1×S1
= id.
Proof: Denote by ∆n the simplex of dimension n and by ∂∆n its boundary. Then
P
n−1 × S1 is homeomorphic either to ∂∆n × ∂∆2 or to ∆n−1 × ∂∆2 and without loss of
generality we will identify Pn−1 × S1 with one of these piecewise linear objects.
It follows from Statement 4.2 that there exist homeomorphisms g, g′ : Pn−1 × S1 →
P
n−1 × S1 such that for any i ∈ {1, ..., k} the sets g(βi), g
′(β′i) are subpolyhedra. It is
sufficient to construct a homeomorphism H : Pn−1×S1 → Pn−1×S1 such that H(g(βi)) =
g′(β′i) for any i ∈ {1, . . . , k} and H|∂ Pn−1×S1 = id. Then the homeomorphism g
′−1Hg
will be the desired map. So without loss of generality assume that knots βi, β
′
i are sub-
polyhedra for i ∈ {1, . . . , k}.
By assumption piecewise linear embeddings ei : ∂∆
2 → Pn−1×S1, e′i : ∂∆
2 → Pn−1×S1
such that ei(∂∆
2) = β1, e
′
i(∂∆
2) = β′i are homotopic. By Statement 4.3 there is a
locally flat embedding Ψ : ∂∆2 × [0, 1] → Pn−1 × S1 × [0, 1] such that Ψ(∂∆2, 0) =
(e(∂∆2), 0),Ψ(∂∆2, 1) = (e′(∂∆2), 1). By Statement 4.2 there is a homeomorphism Φ :
P
n−1 × S1 × [0, 1] → Pn−1 × S1 × [0, 1] such that superposition ΦΨ is piecewise linear
embedding. Denote by pr : Pn−1 × S1 × [0, 1] → Pn−1 × S1 × {0} the projection given by
pr(x, t) = (x, 0), x ∈ Pn−1×S1, t ∈ [0, 1]. Then superposition prΦΨ is the piecewise linear
homotopy.
Now construct the homeomorphism H by induction on i. By Statement 4.1, there
exists a piecewise linear homeomorphism H1 : P
n−1× S1 → Pn−1× S1 that maps β1 to β
′
1.
Suppose that for some j < k there exists a homeomorphism Hj : P
n−1×S1 → Pn−1×S1
such that Hj(βi) = β
′
i for i ∈ {1, . . . , j}, Hj|∂Pn−1×S1 = id. Construct a homeomor-
phism Hj+1 : P
n−1 × S1 → Pn−1 × S1 such that Hj+1(βi) = β
′
i for i ∈ {1, . . . , j + 1},
Hj+1|∂Pn−1×S1 = id.
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Preserve notation βi for images of knots βi, i ∈ {1, . . . , k}, by means of homeomorphism
Hj (then the knots βi, β
′
i coincide for i ∈ {1, . . . , j}) and denote by ej+1, e
′
j+1 : ∂∆
2 →
P
n−1 × S1 piecewise linear embeddings such that ej+1(∂∆
2) = βj+1, e
′
j+1(∂∆
2) = β′j+1.
Show that ej+1, e
′
j+1 are pieciwise linear homotopic in P
n−1 × S1 \
j⋃
i=1
βi. It follows
from Statement 4.1 that there exists a family of piecewise linear homeomorphism hj+1t :
P
n−1×S1 → Pn−1×S1, t ∈ [0, 1], such that hj+10 = id, h
j+1
1 ej+1 = e
′
j+1, h
j+1
t |∂Pn−1×S1 = id
for any t ∈ [0, 1]. This family defines a piecewise linear homeomorphism H
j+1
: S1×[0, 1]→
P
n−1 × S1 × [0, 1] by H
j+1
(x, t) = (hj+1t (x), t). It follows from general position Theorem
(see, for example, Theorem 5.3 of Chapter 5 of [24]) that there exists a piecewise linear
homeomorphism Φ : Pn−1 × S1 × [0, 1] → Pn−1 × S1 × [0, 1] leaving the set ∂Pn−1 × S1 ×
[0, 1] ∪ Pn−1 × S1 × {0, 1} fixed and mapping the cylinder H
j+1
(S1 × [0, 1]) to one that
have no intersection with all cylinders βi× [0, 1], i ∈ {1, . . . , j}. Then it possible to choose
regular tubular neighborhoods Nβ′1 , . . . , Nβ′j of knots β
′
1, . . . , β
′
j in P
n−1 × S1 such that
Φ(H
j+1
(S1 × [0, 1])) ∩
j⋃
i=1
Nβ′
j
× [0, 1] = ∅. So, the map ΦH
j+1
: S1 × [0, 1] → (Pn−1 ×
S
1 \
j⋃
i=1
intNβ′j ) × [0, 1] is a piecewise concordance and composition of it with projection
pr : Pn−1×S1× [0, 1]→ Pn−1×S1 give the desire homotopy. Applying Statement 4.1 once
more one can obtain the piecewise linear homeomorphisms H˜j+1 : Pn−1×S1\
j⋃
i=1
intNβ′j →
P
n−1×S1\
j⋃
i=1
intNβ′
j
, t ∈ [0, 1], such that H˜j+1ej+1 = e
′
j+1, H˜
j+1|
∂(Pn−1×S1\
j⋃
i=1
int N
β′
j
)
= id
for any t ∈ [0, 1]. Now the desire homeomorphism Hj+1 : Pn−1×S1 → Pn−1×S1 is defined
by Hj+1(x) = H˜j+1(x) for x ∈ Pn−1×S1\
j⋃
i=1
intNβ′j and H
j+1(x) = x for x ∈
j⋃
i=1
intNβ′j .
⋄
The following Statement 4.4 is proved in [9, Lemma 2.1].
Statement 4.4. Let h : Bn−1 × S1 → int Bn−1 × S1 be a topological embedding such that
h({O}× S1) = {O}× S1. Then a manifold Bn−1× S1 \ int h(Bn−1× S1) is homeomorphic
to the direct product Sn−2 × S1 × [0, 1].
The proof of the following statement one can find in [11, Lemma 2].
Statement 4.5. Suppose that Y is a topological manifold with boundary, X is a connected
component of its boundary, Y1 is a manifold homeomorphic to X × [0, 1], and Y ∩ Y1 =
X. Then a manifold Y ∪ Y1 is homeomorphic to Y . Moreover, if the manifold Y is
homeomorphic to the direct product X × [0, 1] then there exists a homeomorphism h :
X × [0, 1]→ Y ∪ Y1 such that h(X × {
1
2}) = X.
Proof of Proposition 2.8.
Suppose that Pn−1 is either the ball Bn−1 or the sphere Sn−1, {βi}, {β
′
i} ⊂ intP
n−1×S1
are two families of knots such that knots βi, β
′
i are homotopic and {Nβi}, {Nβ′i} ⊂ P
n−1×S1
are pairwise disjoint neighborhoods of knots {βi}, {β
′
i}. Let us prove that there exist a
homeomorphism h : Pn−1 × S1 → Pn−1 × S1 such that h(βi) = β
′
i, h(Nβi) = Nβ′i , i ∈
{1, ..., k} and h|
∂ Pn−1×S1
= id.
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By Proposition 4.1, there exists a homeomorphism h0 : P
n−1 × S1 → Pn−1 × S1 such
that h0(βi) = β
′
i, h0|∂ Pn−1×S1 = id. Put N˜i = h0(Nβi). For r ∈ (0, 1) put B
n−1
r =
{(x1, . . . , xn−1) ∈ Rn−1| x21 + · · · + x
2
n−1 ≤ r
2}. It follows from [13] that there exist
topological embeddings e˜i : B
n−1 × S1 → intPn−1 × S1 such that e˜i({O} × S
1) = β′i,
e˜i(B
n−1
r × S
1) = N˜i for some r ∈ (0, 1), e˜i(B
n−1 × S1) ∩ e˜j(B
n−1 × S1) = ∅ for i 6= j, i, j ∈
{1, ..., k}. Put Ui = e˜i(B
n−1 × S1).
Denote by e′i : B
n−1 × S1 → Pn−1 × S1 a topological embedding such that e′i(B
n−1 ×
S
1) = Nβ′i and choose r0, r1 such that 0 < r0 < r1 < 1 and e
′
i(B
n−1
r1
× S1) ⊂ N˜i. Put
N ′0,i = e
′
i(B
n−1
r0
× S1), N ′1,i = e
′
i(B
n−1
r1
× S1).
By Statement 4.4 the set N˜i \ N
′
1,i is homeomorphic to the direct product S
n−2 ×
S
1 × [0, 1], i ∈ {1, . . . , k}. By Statement 4.5, there exists a homeomorphism gi : S
n−2 ×
S
1 × [0, 1] → Ui \ intN
′
0,i and t1, t2 ⊂ (0, 1) such that gi(S
n−2 × S1 × {t1}) = ∂ N˜i,
gi(S
n−2 × S1 × {t2}) = ∂ N
′
1,i. Let ξ : [0, 1] → [0, 1] be a homeomorphism that is identity
on the ends of the interval [0, 1] and such that ξ(t1) = t2. Define a homeomorphism
g˜i : S
n−2 × S1 × [0, 1] → Sn−2 × S1 × [0, 1] by g˜i(x, t) = (x, ξ(t)) and a homeomorphism
hi : P
n−1 × S1 → Pn−1 × S1 by
hi(x) =
{
gi(g˜i(g
−1
i (x))), x ∈ Ui \ intN
′
0,i;
x, x ∈ (Pn−1 × S1 \ Ui).
The superposition η = hk · · · h1h0 maps every knot βi into the knot β
′
i, the neighbor-
hood Nβi into the set N
′
1,i ⊂ Nβ′i , and keeps the set ∂ P
n−1 × S1 fixed. Since the set
Nβ′i \ intN
′
1,i is homeomorphic to the direct product S
n−2 × S1 × [0, 1], it is possible to
apply the described construction once more and get the desire homeomorphism. The proof
is complete.
Let Mn be homeomorphic to Sn−1 × S1. The knot β ∈ intMn is called essential
if a homomorphism i∗ : pi1(β) → pi1(M
n) induces by an inclusion i : β → Mn is an
isomorphism.
The next statement follows immediately from Proposition 2.8.
Corollary 4.1. If β ⊂ Mn is an essential knot and Nβ is its tubular neighborhood then
the manifold Mn \ int Nβ is homeomorphic to the direct product B
n−1 × S1.
One more corollary was stated in Subsection 2.3, let us prove it.
We will use the following statement proved in [23, Theorem 2].
Statement 4.6. Let ψ : Sn−2 × S1 → Sn−2 × S1 be an arbitrary homeomorphism. Then
there exists a homeomorphism Ψ : Bn−1×S1 → Bn−1×S1 such that Ψ|
Sn−2×S1
= ψ|
Sn−2×S1
.
Proof of Corollary 2.3.
Let h˜ : ∂Bn−1 × S1 → ∂Bn−1 × S1 be a homeomorphism. Prove that there exists
a homeomorphism h : Bn−1 × S1 → Bn−1 × S1 such that h(βi) = {xi} × S
1, h(Nβi) =
Nβ′i , i ∈ {1, ..., k}, and h|∂ Bn−1×S1 = h˜. Due to Statement 4.6 the homeomorphism h˜ can
be extended to a homeomorphism h0 : B
n−1 × S1 → Bn−1 × S1. Due to Proposition 2.8
there exists a homeomorphism h1 : B
n−1 × S1 → Bn−1 × S1 such that h1(h0(βi)) =
β′i, h1(h0(Nβi)) = Nβ′i , i ∈ {1, ..., k} and h1|∂ Bn−1×S1 = id. Then the superposition h1h0 is
the desire homeomorphism h.
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4.2 Characteristic Space and Embedding of Separatrices of
Dimension (n− 1)
Here we prove Lemmas 2.1,2.2. If all saddle points of the diffeomorphism f are fixed and
has positive orientation type then Lemmas follows from [17, Lemm 3.1]. Prove them for
general case. The main tool of the proof is a surgery along knots that, in contrast with
case n = 3, does not change the topology of a manifold.
LetMn be a topological manifold of dimension n ≥ 4 (possibly with non-empty bound-
ary), β ∈ intMn be a knot and Nβ ⊂ intM
n be its tubular neighborhood. Glue manifolds
Mn\intNβ and B
n−1×S1 by means of an arbitrary reversing the natural orientation home-
omorphism ϕ : ∂Nβ → S
n−2 × S1 and denote the obtained manifolds by Qn. We say that
Qn is obtained from Mn by the surgery along the knot β.
Proposition 4.2. Qn is homeomorphic to Mn.
Proof: Put N ′ = Mn \ int Nβ then Q
n = N ′ ∪ϕ B
n−1 × S1 and for any subset
X ⊂ N ′ ∪ Bn−1 × S1 a projection pi : X → Qn is defined.
Put ψ = ϕ−1pi−1|pi(Sn−2×S1). Due to Statement 4.6 the homeomorphism ψ can be
extended up to a homeomorphism Ψ : pi(Bn−1 × S1) → Nβ. Then a map H : Q
n → Mn,
defined by H(x) = pi−1(x) = x for x ∈ pi(intN ′) and by H(x) = Ψ(x) for x ∈ pi(Bn−1×S1)
is the desire homeomorphism. ⋄
Recall that we represent the sphere Sn as the union of pairwise disjoint sets Af =
(
⋃
σ∈Ω1
f
W uσ )∪Ω
0
f , Rf = (
⋃
σ∈Ωn−1
f
W sσ)∪Ω
n
f , Vf = S
n \ (Af ∪Rf ), denoted by V̂f = Vf/f the
orbit space of the action of f on Vf , by pf : Vf → V̂f the natural projection and introduced
the homomorphism η
f
: pi1(V̂f )→ Z.
Suppose that the set Ω1f is non-empty (in opposite case consider f
−1). Then Af can be
represented as a graph embedded in Sn whose vertices are sink periodic points and edges
are one-dimensional unstable manifolds of saddle periodic points. Since the closure of all
stable separatrix of dimension (n − 1) cuts the ambient sphere Sn into disjointed union
of domain each of which contains exactly one sink periodic point then |Ω0f | = |Ω
1
f |+ 1. It
follows from [18] that the sets Af is connected. So, due to Proposition 5.1, Af is a tree
and it is possible to define ranks of sink periodic points as ranks of the vertices of Af .
Construct a series of attractors A0, A1, . . . , Ar, where A0 =
⋃
ω∈Ω0
f
ω, Ar = Af , Ai
consists of all vertex of Af of ranks less of equal to i and joining them edges of Af . Denote
by Vi the union of stable manifolds of all periodic points belonging to Ai, put V̂i = Vi/f
and denote by pi : Vi → V̂i the natural projection. It follows from the definition that the
number of connected components equals to the number of f−invariant components of Ai.
Lemma 2.1 immediately follows from the next proposition.
Proposition 4.3. V̂i is a union of manifolds homeomorphic to S
n−1 × S1.
Proof: Prove the proposition by induction on i. For a point ω ∈ Ω0f of period mω
put V sOω =
mω−1⋃
i=0
f(W sω \ ω) and V̂
s
Oω
= V sω/f . It follows from hyperbolicity of the point ω
and [21, Theorem 5.5] (see also [2, Propositions 1.2.3 и 1.2.4]) that V̂ sOω is homeomorphic
to Sn−1 × S1. So V̂0 is the union of manifolds homeomorphic to S
n−1 × S1.
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Suppose the statement is proven for k = i and prove it for i+ 1.
For a point σ ∈ Ω1f of period mσ denote by ω−, ω+ the sink points belonging to
clW uσ and by l
u
σ,−, l
u
σ,+ unstable separatrices of σ such that l
u
σ,− ⊂ W
u
ω+
, luσ,+ ⊂ W
u
ω+
. Put
Oσ =
mσ−1⋃
i=0
f i(σ), luOσ ,− =
mσ−1⋃
i=0
f i(luσ,−), l
u
Oσ ,+
=
mσ−1⋃
i=0
f i(luσ,+). Let Nσ be the linearizing
neighborhood of the point σ and N sσ = Nσ \W
s
σ , N
u
σ = Nσ \W
u
σ . Denote by N
u
σ,−, N
u
σ,+
connected components of the set Nuσ containing separatrices lσ,−, lσ,+ correspondingly, put
N̂uσ = N
u
σ /f , N̂
s
σ = N
s
σ/f , denote by pN̂uσ
: Nuσ → N̂
u
σ , pN̂sσ
: N sσ → N̂
s
σ the natural
projections and define a homeomorphism ϕ : ∂ N̂uσ → N̂
s
σ by ϕ = pN̂sσ
p−1
N̂uσ
.
Suppose that W uσ ⊂ Ai+1 \ Ai and ω− ⊂ Ai. Two cases are possible: 1) rank(ω−) <
rank(ω+), then ω+ ⊂ Ai+1 \ Ai; 2) rank(ω−) = rank(ω+), then ω+ ⊂ Ai.
Consider case 1). It follows from Proposition 2.2 that mσ = mω− , moreover, the period
of the connected component V σi of Vi having non-empty intersection with the setW
s
ω−
also
equals mσ. Then the set lˆ
u
Oσ ,−
= pi(l
u
Oσ ,−
) is an essential knot in V̂ σi = V
σ
i /f and due to
Corollary 4.1 the set V̂ σi \ int N̂
u
σ,− is homeomorphic to B
n−1 × S1.
Denote by p
V̂Oω+
: VOω+ → V̂Oω+ the natural projection. Then the set lˆ
u
Oσ,+
=
p
V̂Oω+
(luOσ,+) is a knot in V̂ωσ,+ and N̂
u
σ,+ = pV̂Oω+
(Nuσ,+) is its tubular neighborhood.
Put V σi+1 = V
σ
i ∪VOω+ ∪W
s
Oσ
\W uOσ = V
σ
i ∪VOω+ ∪N
s
Oσ
\ intNuOσ = (V
σ
i \ intN
u
Oσ ,−
)∪
N sOσ ∪ (VOω+ \ intN
u
Oσ,+
). Then V̂ σi+1 = V
σ
i+1/f = ((V̂Oω− \ int N̂
u
σ,−) ∪ϕ− N̂
s
σ) ∪ϕ+ (V̂
σ \
int N̂uσ,−), where ϕ− = ϕ|∂N̂uσ,−
, ϕ+ = (ϕ|∂N̂uσ,+
)−1.
Due to Proposition 2.1 the manifold N̂ sσ is homeomorphic to S
n−2 × S1 × [−1, 1]. Due
to Statement 4.5 (V̂Oω+ \ int N̂
u
σ,−) ∪ϕ− N̂
s
σ is homeomorphic to V̂Oω− \ int N̂
u
σ,−, so, is
homeomorphic to Bn−1×S1. Then V̂ σi+1 is obtained from V̂Oω+ \ int N̂
u
σ,+ by surgery along
knot lˆuσ,+ and, due to Proposition 4.2, is homeomorphic to S
n−1 × S1. To get V̂i+1 join
V̂ σi+1 to the union
⋃
rankω=i+1
V̂Oω and then repeat similar procedure for all saddles σ˜ such
that W uσ˜ ⊂ Ai+1 \ Ai and Ai ∩ clW
u
σ˜ 6= ∅. At every step one gets the union of manifolds
homeomorphic to Sn−1× S1 and after finite number of steps one gets either to one sink of
maximal rank (so the last manifold is connected) or to case 2).
In case 2) there are two possibility: the point σ has either positive or negative ori-
entation type. If σ has positive orientation type then mσ = mω,+ = mω,− = 1 and the
manifold V̂i = V̂r−1 is a union of two connected components homeomorphic to S
n−1 × S1
each of which contains one of the knots lˆuσ,+, lˆ
u
σ,−. Then surgery and arguments similar to
ones above prove that V̂r is homeomorphic to S
n−1 × S1.
If σ has negative orientation type then mσ = 1, points ω,+, ω,− generate a 2-periodic
orbit, and Vi consists of two 2-periodic connected components D, f(D). Consider a map
g = f2, put V̂g = Vf/g and denote by pg : Vf → V̂g the natural projection. It follows
from arguments above that factor-space Vf/f2 is homeomorphic to S
n−1 × S1. Put τ =
pgfp
−1
g . Then τ
2 = id, so τ is involution and V̂f = V̂g/τ . It follows from [22] that V̂f is
homeomorphic to one of the following manifolds: the direct product Sn−1×S1, non-oriented
fiber bundle Sn−1×˜S1 over the circle with the fiber Sn−1, the direct product S1 × RPn−1
or to the connected sum RPn × RPn.
V̂f is covered by V̂g and, consequently, by S
n−1 × R, which is the universal cover for
V̂f . Then due to [21, Corollary 19.4] the fundamental group pi1(V̂f ) is isomorphic to the
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group {fn} and, consequently, to the group Z. So, V̂f cannot be homeomorphic to the
direct product S1 × RPn−1 or to RPn × RPn. Since f is orientation preserving then the
orbit space V̂f is orientable, so it is homeomorphic to S
n−1 × S1. ⋄
Proof of Lemma 2.2.
Prove that ∆f,i = ξˆ(Γ̂f \Γ̂f,i+1) is the union of S
n−1×S1 for an arbitrary i ∈ {0, . . . , s}.
If graph Γ̂f has no loop then for any i ∈ {0, . . . , s} a connected component of the
set Γ̂f \ Γ̂f,i+1 consist of an edge eσ, one of incident to eσ vertex v and all paths of
the graph Γ̂f connecting the vertex vσ with leaves and crossing the vertices in order of
decreasing of ranks. Denote this component by T σ and put ∆σf,i = ξ̂(T
σ). Prove that ∆σf,i
is homeomorphic to Sn−1 × S1.
Without loss of generality suppose that the edge eσ corresponds to the union of stable
manifolds of points belonging to the orbit Oσ of the point σ ∈ Ω
1
f . Denote by mσ the
period of the point σ.
The set cl W sOσ cuts the sphere S
n−1 in mσ +1 connected components that belongs to
two f -invariant sets Dσ,− and Dσ,+ = S
n \ cl D−. Suppose that a domain correspondent
to the vertex vσ belongs to D−. Then ∆
σ
f,i = cl (pf (Dσ,− \ (Af ∪Rf ))) and the set Dσ,−
is a union of open balls D0,D1 = f(D0), . . . ,Dmσ−1 = f
mσ−1(D0) bounded by clW
s
Oσ
.
From other hand, the setDσ,− is a union of stable manifolds of periodic points belonging
to the set Af ∩Dσ,−. Hence, due to Proposition 4.3 the set D̂σ,− = pf (Dσ,− \ (Af ∪Rf ))
is homeomorphic to Sn−1 × S1.
Denote by lσ,−, lσ,+ the one-dimensional separatrices of the point σ such that lσ,− ⊂
Dσ,−, lσ,+ ⊂ Dσ,+. Let Nσ be the linearizing neighborhood of the point σ, N
s
σ = Nσ \W
s
σ ,
Nuσ = Nσ \W
u
σ , N̂
u
σ = N
u
σ /f , N̂
s
σ = N
s
σ/f .
It follows from Propositions 2.1,2.2 that the set cl D̂σ,− ∩ N̂
s
σ is homeomorphic to
the direct product Sn−2 × S1 × [0, 1]. Then the set cl D̂σ,− is homeomorphic to the set
D̂σ,− \ int N̂
s
σ.
The set lˆσ,− = lσ,−/f is the essential knot in D̂σ,− and the set N̂
u
σ,− = (N
u
σ ∩Dσ,+)/f
is its tubular neighborhood. Due to Corollary 4.1 the set D̂+ \ int N̂
u
σ,+ is homeomorphic
to Bn−1 × S1. Since D̂+ \ int N̂
u
σ,+ = D̂σ,− \ int N̂
s
σ then D̂σ,− \ int N̂
s
σ and cl D̂σ,− are
also homeomorphic to Bn−1 × S1.
Now suppose that the graph Γ̂f has a loop. Then arguments above prove Lemma
for i ∈ {0, . . . , s − 1} and the set ∆f,s = cl (V̂f \ int N̂σ∗), where Nσ∗ is the linearizing
neighborhood of the point σ∗ of negative orientation type and N̂σ∗ = Nσ∗/f . Prove that
∆f,s is homeomorphic to S
n−1 × S1.
Without loss of generality suppose that σ∗ ∈ Ω
1
f . The set cl W
s
σ∗
cuts the sphere Sn
into two connected components D, f(D) of period 2. Hence the point σ∗ cuts the set Af
into two symmetrical parts of period 2. Denote by A+, A− connected components of the
set Af \W
u
σ∗
lying in the sets D, f(D) correspondingly and by lu+ ⊂ D, l
u
− ⊂ f(D) unstable
separatrices of the point σ∗. Put D+ = D \ (A+ ∪Rf ), D− = f(D) \ (A− ∪Rf ).
It follows from Proposition 4.3 that orbit spaces D̂+ = D+/f
2, D̂− = D−/f
2 are
homeomorphic to Sn−1 × S1. Since one-dimensional separatrices of the point σ∗ are fixed
with respect f2 then their projections in D̂+, D̂− are essential knots. Due to Proposi-
tions 2.1,2.8 the sets D̂+ \ int N̂
u
σ∗
, D̂− \ int N̂
u
σ∗
are homeomorphic to Bn−1× S1. Then
the set D+ \N
u
σ∗
is homeomorphic to Bn−1×R and it is possible to find a fundamental do-
main B+ ⊂ D+\N
u
σ∗
of action of f2 on D+\N
u
σ∗
homeomorphic to Bn−1× [0, 1]. Since sets
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D+ ∪D− and N
u
σ∗
are f -invariant and 2-periodic, then the domain B+ is also the funda-
mental domain of action of f on (D+∪D−)\N
u
σ∗
and the factor-space ((D+∪D−)\N
u
σ∗
)/f
is homeomorphic to Bn−1 × S1.
Since Vf \ intN
s
σ∗
= (D+ ∪ D−) \ intN
u
σ∗
and cl (V̂f \ N̂
s
σ∗
) = V̂f \ int N̂
s
σ∗
then
cl (V̂f \ N̂
s
σ∗) = ((D+ ∪D−) \N
u
σ∗)/f , so, cl (V̂f \ N̂
s
σ∗) is homeomorphic to B
n−1 × S1.
5 A linear-time algorithm for distinguishing edge-
colored trees, equipped with automorphisms
In this section we state the existence of a linear-time algorithm for distinguishing colored
graphs of the cascades from the class G(Sn) that proves Theorem 2.
At first, we will recall some basic definitions and present notation to be used.
The following proposition is well known in graph theory.
Statement 5.1. A connected graph with k + 1 vertices is a tree if and only if it has k
edges.
Proof: First prove that the tree has at least one hanging vertex. Take an arbitrary
vertex v of the tree and move by an arbitrary edge e incident to v to another vertex w.
If w is incident only to e then stay at w. If there is an edge l incident to w and different
from e then go by l to a third vertex and continue the process. Since the tree does not
contain cycles we never reach the same vertex twice. Since the number of the vertices is
finite once the traveling will stop at a hanging vertex.
Remove from the tree a hanging vertex and the edge incident to this vertex. The
obtaining graph is also the tree, so in has a hanging vertex. Remove this vertex and the
edge incident to it. After k iteration we obtain a graph consisting of exactly one vertex
and no edges. Since during each iteration exactly one edge was deleted than originally it
was k edges. So, any tree with k + 1 vertices has exactly k edges.
If connected graph with k+1 vertices and k edges is not a tree then in contains cycles.
Then we can remove from each cycle an arbitrary edge to get a tree with the same number
of vertices but with fewer number of edges, that contradicts to the previous paragraph. ⋄
Let k be a fixed natural number. Let T be a tree and c : E(T ) −→ [k], where
[k] = {1, 2, . . . , k}, be some mapping, called an edge k-coloring of T . Elements of the
set [k] are called colors. The pair (T, c) is said to be an edge-k-colored tree. Let P be some
automorphism of (T, c), i.e. an automorphism of T , such that, for any edge uv ∈ E(T ), we
have c(uv) = c(P (u)P (v)). We will refer to the triple (T, c, P ) as an equipped tree. Two
equipped trees (T1, c1, P1) and (T2, c2, P2) will said to be isomorphic, if there is an isomor-
phism ξ between T1 and T2, keeping edge colors, i.e. ∀uv ∈ E(T1) [c(uv) = c(ξ(u)ξ(v))]),
and conjugating P1 and P2, i.e. ξP1 = P2ξ.
Meeting the equality |V (T1)| = |V (T2)| is a necessary condition for isomorphism of
(T1, c1, P1) and (T2, c2, P2). Further, we will consider that both trees T1 and T2 have k
vertices. We will also assume that P1 and P2 are given by tables, in which, for any vertex
v ∈ V (Ti), a vertex Pi(v), i = 1, 2 is also given. We consider that c1 and c2 are given by
tables. Finally, we suppose that T1 and T2 are stored by adjacency lists, i.e. all neighbors
are listed, for any vertex of the trees. It will be shown that the isomorphism problem for
two k-vertex equipped trees can be solved in O(k) time.
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Figure 4: A colored weighted tree and its corresponding graph
Let (T, c, P ) be some equipped tree. Recall that in Section 2.3 the notion of the rank of
the vertex was given in the following way. We associate with T a sequence T0, T1, . . . , Ts
of trees, such that T0 = T , Ts contains one or two vertices and, for any i ∈ [s], a tree Ti is
obtained from Ti−1 by deletion of all its leaves, i.e. degree one vertices. All the vertices of
Ts are called central vertices of the tree T and if Ts has an edge then it is called the central
edge of the tree T . The tree T will be central, if it has exactly one central vertex, and
bicentral, otherwise. The rank of a vertex x ∈ V (T ), denoted by rank(x), is the number
max{i| x ∈ V (Ti)}.
By the equipped tree (T, c, P ), we will construct a weighted edge-k-colored tree
(Tˆ , c, w). Vertices of Tˆ are all the orbits of P , two vertices of Tˆ are connected by an
edge if they are neighbour in T . As the weight of a vertex of the tree Tˆ , we take the
number of elements in the corresponding orbit of P . As the color of an edge O′O′′ of Tˆ ,
we take the color of any edge of T , simultaneously incident to a vertex from O′ and to
a vertex from O′′. It is easy to see that by the equipped tree the tree (Tˆ , c, w) can be
uniquely constructed, see the third part of Lemma 2.4.
It is easy to see that if T is bicentral and P maps every vertex of T into itself, then
the set of central vertices of T coincides with the set of central vertices of Tˆ . Thereby,
knowing Tˆ , it is possible to uniquely restore the set of central vertices of T . Hence, by
the second and third parts of Lemma 2.4, by (Tˆ , c, w) the equipped tree (T, c, P ) can be
uniquely restored.
Let us construct a simple graph G by (Tˆ , c, w) in the following way. The operation
of s-subdivision of some edge xy of a graph is to delete xy, add vertices z1, z2, . . . , zs and
edges xz1, z1z2, z2z3, . . . , zs−1zs, zsy. The operation of joining a s-cycle to a vertex v of
some graph is to add vertices u1, . . . , us−1, and edges vu1, u1u2, . . . , us−2us−1, us−1v to the
graph. For any vertex v, we join a cycle of length w(v) + 2, where w(v) is the weight of
v. For any edge e ∈ E(Tˆ ), we apply its c(e)-subdivision, where c(e) is the color of e. The
resultant graph is G. In the following figure, a weighted colored tree and the corresponding
graph are depicted, where we apply 1-subdivision to green edges, 2-subdivision to the blue
ones, 3-subdivision to red edges.
It is not hard to see that G can be uniquely obtained by (Tˆ , c, w). Conversely, by G
the triple (Tˆ , c, w) can also be restored in unique way. Indeed, vertices of G of degree
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more than two correspond to vertices of Tˆ , lengths of cycles are equal to weights of the
corresponding vertices minus two. Lengths of paths of G, whose end vertices are of degree
at least three and all internal vertices have degree two, define colors of edges of Tˆ .
Clearly, the graph G is planar, i.e. a simple graph, which can be drawn on the plane,
such that its vertices are points of the plane and edges are Jordan curves, not intersecting in
internal points. There is known an algorithm with the complexity O(n) for distinguishing
n-vertex planar graph [1]. Our linear-time algorithm to recognize isomorphism of the
equipped trees (T, c, P ) and (T ′, c′, P ′) is based on this fact.
Lemma 5.1. One can consider that each of the trees T and T ′ is bicentral and each of
the automorphisms P,P ′ maps each of the central into itself.
Proof: Since T and T ′ are given by adjacency lists, then the sets of their central
vertices can be computed in O(n) time. Hence, one can consider that T and T ′ are
either simultaneously central or simultaneously bicentral, otherwise they would not be
isomorphic. Assume that T and T ′ are simultaneously bicentral. Denote by v1 and v2 the
central vertices of T , and denote by u1 and u2 the central vertices of T
′. One can consider
that c(v1v2) = c
′(u1u2), otherwise the equipped trees are not isomorphic. Similarly, we
may assume that P (v1) = v1, P (v2) = v2, P
′(u1) = u1, P
′(u2) = u2 or
P (v1) = v2, P (v2) = v1, P
′(u1) = u2, P
′(u2) = u1.
In the first situation, we have a case from the statement. In the second one, we define
mappings P˜ and P˜ ′ in the following way:
P˜ (v1) = v1, P˜ (v2) = v2,∀v ∈ V (T ) \ {v1, v2} [P˜ (v) = P (v)],
P˜ ′(u1) = u1, P˜
′(u2) = u2,∀u ∈ V (T
′) \ {u1, u2} [P˜
′(u) = P (u)].
It is not hard to see that P˜ and P˜ ′ are isomorphisms of (T, c) and (T ′, c′), correspondingly.
The trees (T, c, P ) and (T ′, c′, P ′) are isomorphic if and only if (T, c, P˜ ) and (T ′, c′, P˜ ′) are
isomorphic. Let us consider the case, when both T and T have exactly one central vertex.
Clearly each of the isomorphisms P,P ′ maps the central vertex into itself. We construct
colored trees (T˜ , c˜) and (T˜ ′, c˜′) and some their automorphisms P˜ and P˜ ′. To construct P˜ T ,
we take two copies of (T, c, P ), whose central vertices are denoted by v1 and v2. Connect
them by an edge, and color it in the first color. We obtain the tree (T˜ , c˜, P˜ ). The tree
(T˜ ′, c˜′, P˜ ′) is defined by analogy. Both these trees can be obtained in linear time on n.
Clearly that (T˜ , c˜, P˜ ) and (T˜ ′, c˜′, P˜ ′) are isomorphic if and only if (T˜ , c˜, P˜ ) and (T˜ ′, c˜′, P˜ ′)
are isomorphic. This finishes the proof of this lemma. ⋄
Proof of Theorem 2.
We suppose that trees Γf and Γf ′ are bicentral and the automorphisms Pf , Pf ′ map
each of the central vertices into itself. Using the table representation of Pf , the set of
all its orbits can be computed in linear time. To this end, we take an arbitrary vertex
v ∈ V (Γf ), compute Pf (v), Pf (Pf (v)), . . . until P
r
f (v) 6= v and, thereby, we find the orbit
of Pf , containing v. By all the orbits of Pf , the adjacency list of Γf , and the mapping cf ,
the triple (Γ˜f , c˜f , P˜f ) can be computed in linear time. By this triple, the planar graph Gf
can be computed in O(|V (Gf )|) time. In any tree, the edges number is less by one than
the number of vertices. Clearly that
|V (Gf )| ≤ |V (Γ˜f )|+ k · |E(Γ˜f )|+
∑
v∈V (Γ˜f )
(w˜(v) + 1) ≤
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≤ |V (Γ˜f )|+ k · |V (Γ˜f )|+ n+ |V (Γ˜f )| ≤ (k + 3) · n.
The equipped trees (Γf , cf , Pf ) and (Γf ′ , cf ′ , Pf ′) are isomorphic if and only if the graphs
Gf and Gf ′ are isomorphic. Since k is fixed, then for recognizing isomorphism of Gf and
Gf ′ it is possible to use an algorithm from [19], having the complexity O(n). Therefore
the theorem 2 is true.
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