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Abstract: A duality between the large N ’t Hooft limit of theWDN minimal model
CFTs and a higher spin gravity theory on AdS3 is proposed. The gravity theory has
massless spin fields of all even spins s = 2, 4, 6, . . ., as well as two real scalar fields
whose mass is determined by the ’t Hooft parameter of the CFT. We show that, to
leading order in the large N limit, the 1-loop partition function of the higher spin
theory matches precisely with the CFT partition function.
Contents
1. Introduction 1
2. The gravity partition function 3
3. The CFT analysis 4
3.1 The ’t Hooft limit 5
3.2 The branching functions 6
3.3 Matching the partition functions 9
4. Comments 10
A. Basics of so(2N) 13
A.1 The Weyl denominator formula 16
B. The fusion calculation 17
B.1 Going up to level one 18
1. Introduction
Recently, a duality between a higher spin gauge theory on AdS3 [1, 2], and the large
N ’t Hooft limit of a family of WN minimal models has been proposed [3]. This
proposal is the natural 3d/2d analogue of the Klebanov-Polyakov duality [4] (see
also [5, 6, 7] for earlier work), relating the O(N) vector model in d = 3 to a higher
spin theory on AdS4 [8] (see for example [9, 10, 11, 12] for reviews); for recent progress
with the Klebanov-Polyakov proposal see [13, 14, 15, 16].
In the proposal of [3] the higher spin gravity theory on AdS3 has an infinite
tower of massless fields with spins s = 2, 3, . . . , coupled to two complex scalars. The
interactions among the higher spin fields are dictated by the higher spin Lie algebra
hs[λ], whose commutation relations depend on a free parameter λ. The scalars have
equal mass fixed by the algebra [17, 1, 2],
M2 = −1 + λ2 , (1.1)
but they are quantised with opposite (conformally invariant) boundary conditions,
and the corresponding boundary fields have conformal weights
h+ =
1 + λ
2
, h− =
1− λ
2
. (1.2)
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The dual CFT is the large N ’t Hooft limit of the WN minimal models. The WN
minimal models can be described as cosets (see [18] for a review)
su(N)k ⊕ su(N)1
su(N)k+1
. (1.3)
The large N limit is taken while holding the ’t Hooft coupling
λ =
N
N + k
(1.4)
fixed, where λ is to be identified with the parameter appearing in the commutation
relations of the higher spin algebra.
The proposal of [3] has been tested in a variety of ways: in particular, it was
shown that the leading large N partition function of the family of CFTs agrees with
the 1-loop determinant of the bulk theory [19], and that the asymptotic symmetries
of the higher spin gravity theory match those of the CFT [20], extending the earlier
analysis of [21, 22, 23]. Finally, the known RG flows between WN models of different
k were found to agree with the expected behaviour in the bulk [3].
In this paper we propose another variant of this duality. The higher spin gravity
theory on AdS3 can be consistently truncated to the massless gauge fields with even
spin s = 2, 4, 6, . . .. We will couple this higher spin theory to two real scalar fields,
whose mass is again fixed by the algebra precisely as in (1.1) [1]. The two real scalar
fields are quantised with opposite (conformally invariant) boundary conditions and
therefore the corresponding conformal weights are also given by (1.2).
The dual conformal field theory is the ’t Hooft limit of the WDN series. The
WDN minimal models can be described by the cosets
so(2N)k ⊕ so(2N)1
so(2N)k+1
, (1.5)
and the large N limit is now taken with constant ’t Hooft coupling
λ =
2N
2N + k − 2
. (1.6)
In this paper we give substantial evidence in favour of this proposal. In particular, we
show that the leading large N partition function of theWDN minimal models agrees
precisely with the 1-loop determinant of the bulk theory. Many of our arguments are
fairly similar to [19], but there are also some new phenomena. For example, the spinor
representations of so(2N) decouple in the large N ’t Hooft limit since their conformal
dimensions go to infinity. The representations that are of interest are therefore the
vector (and tensor) representations of so(2N), and their branching functions behave
essentially like those of the tensor powers of the fundamental (or anti-fundamental)
representation of su(N). However, unlike the fundamental representation of su(N),
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the vector representation of so(2N) is self-conjugate, and thus there is no separate
conjugate representation. This mirrors the fact that the two scalar fields in AdS3 are
real (rather than complex) scalar fields.
The paper is organised as follows. In Section 2 we explain the calculation of the
bulk 1-loop determinant, and show that the answer can be written in terms of U(∞)
characters; this analysis follows very straightforwardly from [19]. The core of the
paper is Section 3, where we explain how to calculate the ’t Hooft limit of the CFT
partition function for the WDN minimal models. As in [19], the large N limit is
subtle in that certain states decouple from the correlation functions, and thus do not
contribute to the partition function as N →∞; once this is taken into account, the
resulting partition function matches exactly the bulk answer. Finally, we comment
on the structure of the bulk higher spin theory in Section 4. Some of the details
of the Lie algebraic analysis is described in Appendix A, and the fusion calculation
justifying the decoupling statement is outlined in Appendix B.
Note: As this paper was written up, [38] appeared that has some overlap with the
present paper. He also proposes the duality we describe (giving as evidence the
matching of the RG flows), but does not confirm the identity of partition functions.
2. The gravity partition function
Let us begin by calculating the 1-loop contribution of the bulk degrees of freedom.
Using the techniques of [24] the contribution of a massless spin s field to the 1-loop
partition function on thermal AdS3 was found to be [23]
Zspin s =
∞∏
n=s
1
|1− qn|2
. (2.1)
Combining the contributions from the fields of even spin s = 2, 4, 6, . . ., the higher
spin part of the 1-loop partition function therefore equals
Zhs =
∞∏
s=2
s even
∞∏
n=s
1
|1− qn|2
≡ |Me(q)|2 , (2.2)
where Me is the modified ‘even’ MacMahon function.
The contribution of a real scalar field to the 1-loop partition function was deter-
mined in [25] (see also [24]) to be
Zscal(h) =
∞∏
j,j′=0
1
1− qh+j q¯h+j′
, (2.3)
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where h is the conformal dimension of the corresponding boundary field. For h = h±
as in (1.2) it was shown in [19] that the scalar 1-loop partition function can be written
as
Zscal(h±) =
∑
Y
|P±Y (q)|
2 , (2.4)
where PY (q) are the (specialised) Schur functions
PY (q) = χ
u(∞)
Y (zi) , zi = q
i− 1
2
P±Y (q) = q
±λ
2
B(Y ) PY (q) . (2.5)
Here Y labels Young tableaux, and the sum in (2.4) runs over all Young tableaux Y
whose number of boxes B(Y ) is finite, see [19] for further details.
Combining these 1-loop contributions with the classical action Zcl = (qq¯)
− c
24 the
total partition function of the bulk theory equals
Zbulk = (qq¯)
− c
24 |Me(q)|2
∑
Y+,Y−
|P+Y+(q)|
2 · |P−Y−(q)|
2 . (2.6)
In the following we want to reproduce this partition function from the ’t Hooft limit
of the coset CFTs (1.5).
3. The CFT analysis
The conformal field theory we are interested in is the coset model
so(2N)k ⊕ so(2N)1
so(2N)k+1
, (3.1)
whose central charge equals
c ≡ cN(p) = dim so(2N)
[
k
k + h∨
+
1
1 + h∨
−
k + 1
k + 1 + h∨
]
= N
[
1−
(2N − 1)(2N − 2)
p(p+ 1)
]
,
(3.2)
where h∨ = 2N − 2 is the dual Coxeter number of the finite dimensional Lie algebra
so(2N) of dimension dim so(2N) = N(2N − 1), and p ≡ k + 2N − 2. The highest
weight representations (hwr) of the coset are labelled by triplets (Λ+, µ; Λ−), where
Λ+ and Λ− are integrable hwr of so(2N)k and so(2N)k+1, respectively, while µ is
a so(2N)1 hwr. The triplets have to satisfy the selection rule that Λ++µ − Λ−
(interpreted as a weight of the finite dimensional Lie algebra so(2N)) lies in the
root lattice of so(2N). Modulo the root lattice, the weight lattice of so(2N) has
four conjugacy classes, and there is precisely one level one representation in each
conjugacy class; thus the selection rule determines µ uniquely, and we can therefore
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label our coset representations by the pairs (Λ+; Λ−). In addition there is the field
identification (Λ+; Λ−) ∼= (AΛ+;AΛ−), where A is the outer automorphism of the
affine algebra so(2N)k and so(2N)k+1, respectively. A permutes the four roots of
the extended Dynkin diagram with Kac label 1. In the ’t Hooft limit, this field
identification does not lead to any identifications among the representations that are
of interest to us, and we can thus ignore it.
The conformal weights of the hwr (Λ+; Λ−) can be calculated from the coset
description as
h(Λ+;Λ−) =
CN(Λ+)
p
+
CN(µ)
2N − 1
−
CN (Λ−)
p+ 1
+ n , (3.3)
where CN (Λ) is the quadratic Casimir that is defined in Appendix A, while n denotes
the conformal weight above the ground state at which Λ− appears in the representa-
tion Λ+⊕µ. Alternatively, we may use the Drinfeld-Sokolov description of theWDN
model (see e.g. [18, section 6]), in terms of which the conformal weight of the hwr
(Λ+; Λ−) equals
h(Λ+;Λ−) =
cN(p)
24
−
N
24
+
1
2p(p+ 1)
∣∣(p+ 1)(Λ+ + ρ)− p(Λ− + ρ)∣∣2 , (3.4)
where ρ denotes the Weyl vector of the finite dimensional Lie algebra so(2N). Using
the Lie algebraic identities
dim g = (rank g) (1 + h∨) ,
ρ2
2h∨
=
dim g
24
, (3.5)
for g = so(2N) with rank(so(2N)) = N , (3.4) can be rewritten as
h(Λ+;Λ−) =
1
2p(p+ 1)
(∣∣(p+ 1)(Λ+ + ρ)− p(Λ− + ρ)∣∣2 − ρ2) . (3.6)
For example, for the representations where either Λ+ or Λ− is the trivial representa-
tion, we have
h(0;Λ−) =
1
2(p+ 1)
(
p(Λ−)
2 − 2〈Λ−, ρ〉
)
=
1
2
(Λ−)
2 −
1
(p+ 1)
CN(Λ−)
h(Λ+;0) =
1
2p
(
(p+ 1)(Λ+)
2 + 2〈Λ+, ρ〉
)
=
1
2
(Λ+)
2 +
1
p
CN(Λ+) . (3.7)
3.1 The ’t Hooft limit
We are interested in the ’t Hooft limit where we take N and k to infinity, keeping
the ratio
λ =
2N
k + 2N − 2
=
2N
p
(3.8)
fixed. It follows from the analysis of Appendix A, see (A.15), that for representations
Λ whose Dynkin labels satisfy ΛN−j 6= 0, where we keep j fixed as we take the
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large N limit, we have Λ2 ∼ N and CN(Λ) ∼ N
2. Thus the conformal weight of
the corresponding coset representations (Λ; 0) or (0; Λ) will be proportional to N ,
and these states decouple in the ’t Hooft limit. For example, for the two spinor
representations s = [0N−2, 1, 0] and c = [0N−1, 1], we have from (A.13)
h(s;0) = h(c;0) =
N
8
(
1 + 2N−1
p
)
, h(0;s) = h(0;c) =
N
8
(
1− 2N−1
p+1
)
. (3.9)
Thus we are only interested in representations for which Λi = 0 for i ≥ j, where j is
kept fixed as we take N →∞. These representations are precisely those that appear
in finite tensor powers of the vector representation v = [1, 0N−1]. Note that for the
vector representation we find on the other hand
h(v;0) =
1
2
(
1 + 2N−1
p
)
∼= 12(1 + λ) , h(0;v) =
1
2
(
1− 2N−1
p+1
)
∼= 12(1− λ) , (3.10)
where we have denoted by ∼= the value in the ’t Hooft limit; this matches precisely
(1.2) from above.
As is explained in Appendix A, the representations with ΛN−1 = ΛN = 0 can
be labelled by Young tableaux, and the condition that Λi = 0 for i ≥ j with j
fixed means that the corresponding Young tableaux have only finitely many boxes.
The situation is therefore similar to what happened in [3], and the state (0; v) plays
a similar role to that of (0; f) there, and likewise for (v; 0). However, there is one
important difference: the vector representation of so(2N) is its own conjugate rep-
resentation, and thus there is no analogue of (0; f¯) or (¯f; 0) in the current context.
This mirrors the fact that the corresponding scalar in the bulk is a real scalar (rather
than a complex scalar as in [3]).
One consequence of this reality property is that the tensor product rules of the
so(2N) representations differ from the usual Young tableaux rules. For example, the
tensor product of v with itself equals
[1, 0N−1]⊗ [1, 0N−1] = [2, 0N−1]⊕ [0, 1, 0N−2]⊕ [0N ] , (3.11)
and thus contains the trivial representation, [0N ], as well as the adjoint representation
adj= [0, 1, 0N−2].
3.2 The branching functions
Next we want to derive a formula for the characters of the corresponding coset
representations. The argument follows again closely [19], but the details of the
calculation are different.
At finite N and k, the character of the hwr (Λ+; Λ−) is given by (see e.g. [18, eq.
(7.51)])
b(Λ+;Λ−)(q) =
1
η(q)N
∑
w∈Wˆ
ǫ(w)q
1
2p(p+1)
(
(p+1)w(Λ+ +ρ)−p(Λ−+ρ)
)2
, (3.12)
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where Wˆ denotes the affine Weyl group. The affine Weyl group is isomorphic to
the semidirect product of the finite Weyl group times translations by elements of
the (co-)root lattice of the finite dimensional Lie algebra so(2N). Its action on the
weight Λ+ρ is given by
w(Λ+ρ) = wfinite(Λ+ρ) + (k + 2N − 2)P , (3.13)
where wfinite is a finite Weyl reflection and P is an appropriate co-root. Note that
the term involving P in eq. (3.13) is proportional to p = k + 2N − 2. In the large
N ’t Hooft limit the corresponding terms therefore do not contribute. Thus we may
restrict the sum in eq. (3.12) to the finite Weyl group W
b(Λ+;Λ−)(q)
∼=
1
η(q)N
∑
w∈W
ǫ(w)q
1
2p(p+1)
(
(p+1)w(Λ+ +ρ)−p(Λ−+ρ)
)2
. (3.14)
Here the symbol ∼= indicates that this equality is only true in the ‘t Hooft limit. Since
the elements of the finite Weyl group leave the norm of weight vectors invariant, the
expansion of the exponent of q in eq. (3.14) yields(
1 + 1
2p(p+1)
)
ρ2+
(
1 + 1
p
)
CN(Λ+)+
(
1− 1
p+1
)
CN(Λ−)−〈w(Λ++ρ),Λ−+ρ〉 , (3.15)
where CN(Λ) =
1
2
(
Λ2+2〈Λ, ρ〉
)
is the quadratic Casimir of the representation Λ. For
the representations with ΛN−1 = ΛN = 0, the quadratic Casimir has the expansion
(see eq. (A.17))
CN(Λ) = B(Λ)
(
N − 1
2
)
+ 1
2
D(Λ) , (3.16)
where B(Λ) is the total number of boxes in the Young tableau corresponding to Λ,
and D(Λ) is defined in (A.18). In the ’t Hooft limit, eq. (3.15) therefore becomes(
1 + 1
2p(p+1)
)
ρ2 + CN(Λ+) +
λ
2
B(Λ+) + CN (Λ−)−
λ
2
B(Λ−)− 〈w(Λ++ρ),Λ−+ρ〉 .
(3.17)
Inserting this into eq. (3.14) we obtain
b(Λ+;Λ−)(q)
∼= q
ρ2+
1
2p(p+1)
ρ2 qCN (Λ+)+CN (Λ−)q
λ
2
(B(Λ+)−B(Λ−))
η(q)N
∑
w∈W
ǫ(w) q−〈w(Λ+ +ρ),Λ−+ρ〉 .
(3.18)
Up to now, we acted as though the branching functions would converge in the ’t Hooft
limit. However, this is not true because the characters are all proportional to q−c/24,
and since in the ’t Hooft limit the central charge, see eq. (3.2), diverges as
c ∼= N(1 − λ2) , (3.19)
this will lead to a divergence. In order to extract this divergent part, we note that
c
24
=
N
24
−
ρ2
2p(p+ 1)
, (3.20)
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where we have rewritten (3.2) using (A.7). Thus we can rewrite eq. (3.18) as
q
c
24 b(Λ+;Λ−)(q)
∼=
qCN (Λ+)+CN (Λ−)q
λ
2
(B(Λ+)−B(Λ−))
η˜(q)N
qρ
2
∑
w∈W
ǫ(w) q−〈w(Λ+ +ρ),(Λ−+ρ)〉 ,
(3.21)
where η˜(q) is the modified eta function without the factor of q
1
24 , i.e.
η˜(q) =
∞∏
n=1
(1− qn) . (3.22)
Next we use the Weyl denominator formula eq. (A.24) for so(2N), to obtain the
identity
qρ
2
η˜(q)N
∑
w∈W
ǫ(w)q−〈w(ρ),ρ〉 =
1
η˜(q)N
2N−3∏
n=1
(1− qn)N−⌈
n−1
2 ⌉
2N−3∏
n=N
(1− qn)−1
∼=
∞∏
s=2
s even
∞∏
n=s
1
1− qn
=M e(q) , (3.23)
where M e(q) is the modified even MacMahon function introduced before in (2.2).
Inserting the above identity into eq. (3.21), we thus conclude that
b(Λ+;Λ−)(q)
∼= q−
c
24 Me(q) qCN (Λ+)+CN (Λ−) q
λ
2
(B(Λ+)−B(Λ−))
SΛ+Λ−
S00
, (3.24)
where we have used that (see e.g. [26, eq. (2.7.24)])
∑
w∈W ǫ(w)q
−〈w(Λ+ +ρ),(Λ−+ρ)〉∑
w∈W ǫ(w)q
−〈w(ρ),ρ〉
=
SΛ+Λ−
S00
, (3.25)
with SΛ+ Λ− the modular S-matrix of so(2N) at level kˆ with q = exp(
2πi
kˆ+2N−2
). Fol-
lowing the same arguments as in [19] we have
qCN (Λ+)+CN (Λ−)
SΛ+Λ−
S00
=
∑
Λ
NΛ+ Λ−
Λ qCN (Λ)
SΛ0
S00
, (3.26)
where NΛ+ Λ−
Λ denote the fusion rules (or Clebsch-Gordon) coefficients of so(2N).
Using (3.25), the last factor can be written as
qCN (Λ)
SΛ0
S00
= qCN (Λ)
∑
w∈W ǫ(w)q
−〈w(Λ+ρ),ρ〉∑
w∈W ǫ(w)q
−〈w(ρ),ρ〉
= q
1
2
∑
i l
2
i
N∏
i=2
i−1∏
j=1
(
1− qlj−li+i−j
)
(1− qi−j)
N∏
i=2
i−1∏
j=1
1− qlj+li+2N−i−j
1− q2N−i−j
. (3.27)
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In the second line we have used eqs. (A.26) and (A.27) from Appendix A, as well as
the explicit formula for the quadratic Casimir CN (Λ), see eq. (A.11). Here lj denotes
the number of boxes in the jth row of the Young tableau Y (Λ) associated to Λ. In
our limit, lj and li are independent of N , and thus the second product converges to
1 as N →∞. Hence the expression simplifies to
qCN (Λ)
SΛ0
S00
∼= q
1
2
∑
i l
2
i
N∏
i=2
i−1∏
j=1
(
1− qlj−li+i−j
)
(1− qi−j)
= q
1
2
∑
i l
2
i
∏
(ij)∈Y (Λ)
(
1− qhij
)
, (3.28)
where the last product runs over all boxes of the Young tableau Y (Λ), and hij is the
hook length of the box labelled by (ij). (The last identity is the usual hook length
formula, see e.g. [27, Chapter 3].) Finally, we recall from [19] that with zi = q
i− 1
2 ,
χ
u(N)
Λ (zi)
∼= q
1
2
∑N
j=1 c
2
j
∏
(ij)∈Y (Λ)
(
1− qhij
)
= PY (Λ)(q) , (3.29)
where PY (q) is defined in (2.5), and ci denotes the number of boxes in the i
th column.
Combining the last two equations we therefore conclude that
b(Λ+;Λ−)(q)
∼= q−
c
24 Me(q) q
λ
2
(B(Λ+)−B(Λ−))
∑
Λ
NΛ+ Λ−
Λ PY T (Λ)(q) , (3.30)
where Y T is the transposed Young tableau of Y , where the roles of the rows and
columns (and thus of li and ci) have been interchanged.
3.3 Matching the partition functions
As in [19], (3.30) is the limit of the coset branching functions. However, as explained
in some detail there, it does not describe the correct CFT partition function in the
’t Hooft limit because certain states become null and decouple. As an example
consider the case Λ+ = Λ− = v for which it follows from (3.11) that
b(v;v)(q) ∼= q
− c
24Me(q)
(
P0(q) + Padj(q) + P[2,0N−1](q)
)
. (3.31)
On the other hand, we can analyse the representation (v; v) ≡ (v; 0)⊗(0; v), repeating
the fusion calculation of [19]. The analysis is essentially identical to [19], except that
now we cannot use the W -modes of spin s = 3 in order to obtain constraints on
the fusion product, but only the L and U -modes of spin 2 and 4, respectively. We
have checked (see Appendix B for details) that the analysis goes through essentially
unchanged, and that the resulting representation is exactly as in [19] (see eq. (2.20)
– 9 –
of that paper)
(v; v) : ...
...
...
...
2 ρ
L1
2
22
22
22
ξ




T
L2









1 ψ
L−1
XX2222222
EE
L1
2
22
22
22
L0 = 0 ω
L−2
GG
(3.32)
Thus the states corresponding to P0(q) above — these are the states generated from
ω — become null, and have to be removed from the spectrum. Taking this into
account the actual CFT character of the limit theory equals then
chCFT(v;v)(q)
∼= q−
c
24Me(q)
(
Padj(q) + P[2,0N−1](q)
)
∼= q−
c
24Me(q)
(
Pv(q)
)2
. (3.33)
Extrapolating this to the general case, we conclude, as in [19], that we should restrict
the sum in eq. (3.30) to those Λ for which B(Λ) = B(Λ+) + B(Λ−). With this
modification, eq. (3.30) becomes then
chCFT(Λ+;Λ−)(q)
∼= q−
c
24 Me(q)P+
Y T+
(q) · P−
Y T
−
(q) , (3.34)
where Y± = Y (Λ±), and the λ-dependent prefactors have been absorbed into the
definition of P±Y±(q), see (2.5). The total CFT partition function is then
ZCFT(q, q¯) = (qq¯)−
c
24 |Me(q)|2
∑
Y+Y−
|P+
Y T+
(q)|2 · |P−
Y T
−
(q)|2 (3.35)
in perfect agreement with the bulk partition function (2.6).
4. Comments
In this paper we have shown that the CFT partition function of the WDN models
in the ’t Hooft limit (1.6) agrees precisely with the 1-loop determinant of a higher
spin gravity theory in AdS3. The higher spin theory contains massless fields of even
spin s = 2, 4, 6, . . ., as well as two real massive scalar fields whose mass is related to
the ’t Hooft parameter of the CFT limit as in eq. (1.1). Our analysis is very similar
to [19], and gives convincing evidence for the duality.
One may ask whether we can specify the bulk gravity theory further. For the
duality proposed in [3], it was argued convincingly [20] (see also Section 6 of [19])
– 10 –
that the higher spin part of the bulk theory is described by a Chern-Simons theory
based on the Lie algebra hs[λ]. This Lie algebra can be defined via (see e.g. [20] for
details)
1⊕ hs[λ] ∼=
U(sl(2))
〈C2 − µ1〉
, µ = 1
4
(λ2 − 1) . (4.1)
It is generated by the modes [28, 29, 30, 31]
V sn , s ≥ 2 , |n| < s , (4.2)
and contains an sl(2) subalgebra generated by V 20,±1 under which V
s
n has spin s− 1,
[V 2m, V
s
n ] = (−n +m(s− 1))V
s
m+n . (4.3)
The bulk fields associated to V sn then have spacetime spin s. The full commutation
relations are of the form [29]
[V sm, V
t
n ] =
s+t−1∑
u=2
even
gstu (m,n;λ)V
s+t−u
m+n , (4.4)
see for example [20, Appendix A] for explicit formulae. The Lie algebra hs[λ] is a
natural generalisation of sl(N) to non-integer N [28, 32]. Indeed, for λ = ±N , the
modes V sm with s ≥ N + 1 form an ideal χN in hs[λ], and
hs[λ = ±N ]/χN ∼= sl(N) . (4.5)
This property played an important role in the arguments in Section 6 of [19].
Given the structure of the commutation relations (4.4) it is clear that the algebra
that is generated by the modes V sm for which s is even, form a subalgebra of hs[λ]
hs[λ](e) ≡ span{V sm ∈ hs[λ] : s even} . (4.6)
Note that hs[λ](e) contains in particular the sl(2) algebra generated by V 20,±1, and that
the Chern-Simons theory based on it will lead to spin fields of all even spacetime
spins. This Chern-Simons theory is therefore a natural candidate for the higher spin
theory that is dual to theWDN ’t Hooft limit. However, the situation is not as clear
as for the case considered in [20, 19]. First, the analogue of (4.5) is now [28]
hs[λ = ±N ](e)/χN =
{
sp(N) if N is even
so(N) if N is odd,
(4.7)
and therefore does not lead to so(even).1 This does not necessarily disprove our
suggestion since in relating bulk and boundary representations the Young tableaux
1We thank Tom Hartman for very helpful comments on this point and the following discussion.
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have to be flipped, see (3.34), and under this operation sp(−2N) is known to become
so(2N), see [33, 34, 35, 36].
Furthermore, we can think of the boundary algebra as being the ‘unifying al-
gebra’ [37] of the bulk description, since, at finite N , the W∞ algebra of the bulk
Chern Simons theory should truncate to the relevant boundary algebra. It follows
from the analysis of [37, eq. (1.13) and (1.14)] that theWB-series has the Orb(WD)-
series as unifying algebras, where ‘Orb’ refers to the fact that the field of conformal
dimension h = N in WDN has been removed — this is probably the algebra that
is relevant for us since we do not consider any spinor representations and hence the
field of conformal dimension h = N is probably null. This supports the idea that a
B-type higher spin algebra should underly the bulk description. However, we should
mention that Orb(WDN) can also be the unifying algebra of a D-type higher spin
algebra, see [37, eq. (1.8)], and hence, again, the situation is not very clear cut.
The proposal also passes a simple consistency check: as in [20] the representations
(v; 0) and (0; v) of the WDN ’t Hooft limit correspond precisely to the irreducible
sl(2) representations with highest weight h = h± that define irreducible represen-
tations of hs[λ] because of (4.1). It is easy to see from the explicit formula for the
modes, that these representations are also irreducible with respect to hs[λ](e), and
because of (3.10) the eigenvalues of L0 agree, and it is implicit from (3.30) that the
same is true for the characters. Finally, hs[λ](e) does not contain any generators of
odd spin, and hence there are no separate conjugate representations. However, it is
not clear how constraining these checks really are.
In particular, there exists another natural possibility for the algebra of the higher
spin Chern Simons theory: hs[λ] contains also the subalgebra
hso[λ] ≡ span{V sm ∈ hs[λ] : s+m even} , (4.8)
for which the analogue of (4.7) seems to be
hso[λ = ±N ]/χN = so(N) (4.9)
for all N . It is therefore also possible that our WDN ’t Hooft limit could be dual to
the higher spin theory based on hso[λ]. It would be very interesting to understand
this issue in more detail, for example, by repeating the analysis of [20] for hs[λ](e) and
hso[λ]. We should also get further insight into this problem by studying the duality
for the ’t Hooft limit of the WBN and WCN series in detail. We hope to return to
these questions elsewhere.
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A. Basics of so(2N)
In this appendix we review some basic properties of the simple Lie algebra so(2N).
The Cartan matrix C of so(2N) equals
C =


2 −1 0 0 . . . 0 0 0
−1 2 −1 0 . . . 0 0 0
0 −1 2 −1 . . . 0 0 0
0 0 −1 2 . . . 0 0 0
. . . . . . . . . .
0 0 0 0 . . . 2 −1 −1
0 0 0 0 . . . −1 2 0
0 0 0 0 . . . −1 0 2


. (A.1)
For later use we also give the inverse Cartan matrix that defines the inner product
matrix of the fundamental weights
C−1 =
1
2


2 2 2 2 . . . 2 1 1
2 4 4 4 . . . 4 2 2
2 4 6 6 . . . 6 3 3
2 4 6 8 . . . 8 4 4
. . . . . . . . . .
2 4 6 8 . . . 2(N − 2) N − 2 N − 2
1 2 3 4 . . . N − 2 N/2 (N − 2)/2
1 2 3 4 . . . N − 2 (N − 2)/2 N/2


. (A.2)
For many considerations it is convenient to work in an orthonormal basis
ε1, . . . , εN . (A.3)
With respect to this basis the simple roots of so(2N) are given by
αi = εi− εi+1 (1 ≤ i ≤ N − 1)
αN = εN−1+ εN .
(A.4)
The fundamental weights are then
λi = ε1+ ε2+ · · ·+ εi (1 ≤ i ≤ N − 2)
λN−1 =
1
2
(ε1+ ε2+ · · ·+ εN−1− εN)
λN =
1
2
(ε1+ ε2+ · · ·+ εN−1+ εN) ,
(A.5)
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and the Weyl vector equals
ρ =
N∑
i=1
λi =
N∑
i=1
(N − i) εi . (A.6)
Its length square is therefore
ρ2 =
N∑
i=1
(N − i)2 =
N(N − 1)(2N − 1)
6
. (A.7)
The highest weight Λ of a highest weight representation (hwr) can be expressed
in terms of the fundamental weights
Λ =
N∑
p=1
Λp λp , (A.8)
where Λp ≥ 0 are the Dynkin labels of Λ. (We shall usually write Dynkin labels as
Λ = [Λ1, . . . ,ΛN ].) Sometimes it is also convenient to expand Λ with respect to the
above orthonormal basis as
Λ =
N∑
p=1
li εi . (A.9)
These expansion coefficients are related to the Dynkin labels via
li =
N−2∑
p=i
Λp+
1
2
(ΛN−1+ΛN) (1 ≤ i ≤ N − 2)
lN−1 =
1
2
(ΛN−1+ΛN ) , lN =
1
2
(ΛN −ΛN−1) .
(A.10)
In the hwr Λ, the quadratic Casimir takes the value
CN(Λ) =
1
2
〈Λ,Λ+2ρ〉 =
1
2
N∑
i=1
l2i +
N∑
i=1
li (N − i) . (A.11)
For example, for the vector representation whose Dynkin labels are v = [1, 0N−1],
the value of the quadratic Casimir CN equals
CN(v) =
1
2
〈Λv,Λv + 2ρ〉 =
1
2
+ (N − 1) =
2N − 1
2
, (A.12)
while for the two spinor representations s = [0N−2, 1, 0] and c = [0N−1, 1] we have
CN(s) = CN(c) =
N
8
+
N(N − 1)
4
=
N(2N − 1)
8
. (A.13)
Note that the quadratic Casimir of the vector representation v is proportional to
N , while that of the two spinor representations s and c is proportional to N2. This
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last property is true for any representation in either of the two spinor conjugacy
classes. To see this, suppose that a hwr Λ = [Λ1, . . . ,ΛN ] has the property that
a ≡ max(ΛN−1,ΛN) > 0. Then
〈Λ,Λ〉 ≥
a2
4
N , 〈Λ, ρ〉 ≥
a
4
N(N − 1) . (A.14)
Both of these claims follow directly from the form of the inverse Cartan matrix C−1,
see (A.2): since all its entries are positive, we have
〈Λ,Λ〉 ≥ 〈[0, 0, . . . , 0, a], [0, 0, . . . , 0, a]〉 =
a2
4
N (A.15)
〈Λ, ρ〉 ≥ 〈[0, 0, . . . , 0, a], [1, 1, . . . , 1]〉 =
a
2
(
N−2∑
i=1
i+ N−2
2
+ N
2
)
=
a
4
N(N − 1) .
Note that (A.15) implies immediately that the quadratic Casimir of any representa-
tion with max(ΛN−1,ΛN) > 0 is proportional to N
2. Actually, the same will be true
for any representation for which ΛN−j 6= 0 for any fixed j.
For most of the paper we will only be interested in representations for which the
quadratic Casmir grows linearly with N . These representations, in particular, satisfy
ΛN−1 = ΛN = 0, and it then follows from (A.10) that they are labelled by li ∈ N,
with li ≥ li+1 for i = 1, . . . , N −2, and lN−1 = lN = 0, see (A.10). We can thus think
of li as the number of boxes in the i
th row, and hence label these representations by
Young tableaux. In terms of these Young tableaux, let us also denote the number of
boxes in the jth column by cj . Then we have the identity
1
2
∑
j
c2j =
1
2
N∑
j
(lj − lj+1)j
2 = 1
2
N∑
j=1
lj j
2 − 1
2
N−1∑
j=1
lj+1
(
(j + 1)2 − 2j − 1
)
= 1
2
l1 +
N−1∑
j=1
lj+1 j +
1
2
N−1∑
j=1
lj+1 =
N∑
j=1
lj j −
1
2
N∑
j=1
lj , (A.16)
from which we deduce that the quadratic Casimir of a hwr Λ with ΛN−1 = ΛN = 0
equals
CN(Λ) =
1
2
〈Λ,Λ+2ρ〉 = 1
2
N∑
i=1
l2i +
N∑
i=1
li (N − i) = B(Λ)
(
N − 1
2
)
+ 1
2
D(Λ), (A.17)
where
B(Λ) =
N∑
i=1
li , D(Λ) =
N∑
i=1
l2i −
N∑
i=1
c2i . (A.18)
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A.1 The Weyl denominator formula
The Weyl denominator formula states (see e.g. [26, eq. (1.7.39)])∑
w∈W
ǫ(w)e〈w(ρ),h〉 = e〈ρ,h〉
∏
α>0
(1− e−〈α,h〉) , (A.19)
where the sum is over the Weyl group W of the finite dimensional Lie algebra g,
while the product is over all positive roots of g. If we set h = −ξρ, where ξ ∈ C and
ρ is the Weyl vector, and define q ≡ eξ, then (A.19) becomes∑
w∈W
ǫ(w)q−〈w(ρ),ρ〉 = q−ρ
2
∏
α>0
(1− q〈α,ρ〉) . (A.20)
For the case of g = so(2N), the positive roots are of the form
εi − εi+ℓ and εi + εi+ℓ (ℓ > 0) . (A.21)
For the former, the inner product with the Weyl vector equals
〈εi − εi+ℓ, ρ〉 = ℓ , (A.22)
and for fixed ℓ with 1 ≤ ℓ ≤ N − 1, there are (N − ℓ) positive roots whose inner
product equals ℓ. For the other class of positive roots we have instead
〈εi + εi+ℓ, ρ〉 = 2(N − i)− ℓ ≡ m . (A.23)
For 1 ≤ m ≤ N−1 there are exactly
⌊
m+1
2
⌋
roots of the form εi+εi+ℓ for which (A.23)
equals m, while for N ≤ m ≤ 2N − 3 their number equals N −
⌈
m+1
2
⌉
. (Here ⌊x⌋
is the largest integer less or equal than x, while ⌈x⌉ is the smallest integer bigger or
equal than x.) Combining these results we thus conclude that the Weyl denominator
formula for so(2N) is of the form
∑
w∈W
ǫ(w)q−〈w(ρ),ρ〉 = q−ρ
2
2N−3∏
n=1
(1− qn)N−⌈
n−1
2 ⌉
2N−3∏
n=N
(1− qn)−1 . (A.24)
We can similarly use (A.19) to rewrite∑
w∈W
ǫ(w)q−〈w(Λ+ρ),ρ〉 =
∑
w∈W
ǫ(w)q−〈w(ρ),Λ+ρ〉 = q−ρ
2−〈Λ,ρ〉
∏
α>0
(
1− q〈α,Λ+ρ〉
)
. (A.25)
Working in the orthonormal basis, i.e. using (A.9) and (A.6), we obtain for the two
different classes of positive roots (A.21)
〈εj − εi,Λ+ ρ〉 =
〈
εj − εi,
N∑
m=1
lm εm +
N∑
m=1
(N −m) εm
〉
= lj − li + i− j
〈εj + εi,Λ+ ρ〉 =
〈
εj + εi,
N∑
m=1
lm εm +
N∑
m=1
(N −m) εm
〉
= lj + li + 2N − i− j ,
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where i > j. Hence (A.25) becomes
∑
w∈W
ǫ(w)q−〈w(Λ+ρ),ρ〉 = q−ρ
2−〈Λ,ρ〉
N∏
i=2
i−1∏
j=1
(
1− qlj−li+i−j
) (
1− qlj+li+2N−i−j
)
, (A.26)
which for Λ = 0 reduces to
∑
w∈W
ǫ(w)q−〈w(ρ),ρ〉 = q−ρ
2
N∏
i=2
i−1∏
j=1
(
1− qi−j
) (
1− q2N−i−j
)
. (A.27)
B. The fusion calculation
In this appendix we give some details of the fusion calculation (v; v) ≡ (v; 0)⊗ (0; v).
Since most of the steps are the same as in the calculation of [19], we shall be brief.
The two representations φ1 ≡ (v; 0) and φ2 ≡ (0; v) have the eigenvalues
φ1 ≡ (v; 0) : h1 =
1
2
(1 + λ) , u1 = (1 + λ)(2 + λ)(3 + λ)
φ2 ≡ (0; v) : h2 =
1
2
(1− λ) , u2 = (1− λ)(2− λ)(3− λ) , (B.1)
and we have the null vectors
U−1φ1 = 4(2 + λ)(3 + λ)L−1φ1 U−1φ2 = 4(2− λ)(3− λ)L−1φ2
U−2φ1 = 10(3 + λ)L
2
−1φ1 U−2φ2 = 10(3− λ)L
2
−1φ2
U−3φ1 = 20L
3
−1φ1 U−3φ2 = 20L
3
−1φ2 .
(B.2)
For the calculation of the highest weight space we can use the relations
L−1 : (L−1 ⊗ 1) + (1⊗ L−1) ∼= 0
U−1 : (U−3 ⊗ 1) + 2(U−2 ⊗ 1) + (U−1 ⊗ 1) + (1⊗ U−1) ∼= 0
⇒ 20(L3−1 ⊗ 1) + 20(3 + λ)(L
2
−1 ⊗ 1) + 40λ(L−1 ⊗ 1)
∼= 0 ,
(B.3)
where (S1 ⊗ S2) ≡ (S1φ1⊗ S2φ2), and we have used the null relations, as well as the
L−1 relation in the last line. Furthermore, we get from U−2
20(L3−1 ⊗ 1) + 60(L
2
−1 ⊗ 1)
∼= 0 , (B.4)
where we have used that
(L2−1 ⊗ 1)
∼= −(L−1 ⊗ L−1) ∼= (1⊗ L
2
−1) , (B.5)
which follows from the L−1 relation. Combining (B.3) and (B.4) we conclude that
20λ
[
(L2−1 ⊗ 1) + 2(L−1 ⊗ 1)
]
∼= 0 . (B.6)
Provided that λ 6= 0, we thus have (L2−1 ⊗ 1) + 2(L−1 ⊗ 1)
∼= 0, which reproduces
precisely eq. (5.17) of [19] (which was there derived using the W -modes which we
now do not have at our disposal). The rest of the analysis then proceeds exactly as
in [19].
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B.1 Going up to level one
At level one we still have all but the first relation from [19, eq. (B.1)]
U−3 : (L
3
−1 ⊗ 1)
∼= −(1⊗ L3−1)
U−2 : (L
3
−1 ⊗ 1)
∼= −12(3 + λ)(L
2
−1 ⊗ 1)−
1
2
(3− λ)(1⊗ L2−1)
L−1L−1 : (L
2
−1 ⊗ 1)
∼= −2(L−1 ⊗ L−1)− (1⊗ L
2
−1) .
(B.7)
In order to obtain the missing first relation we consider now the identity coming from
L−1U−1, which leads to
0 ∼= 20
[
(L41 ⊗ 1) + (L
3
−1 ⊗ L−1)
]
+ 20 (3 + λ)
[
(L3−1 ⊗ 1) + (L
2
−1 ⊗ L−1)
]
+4(2 + λ)(3 + λ)
[
(L2−1 ⊗ 1) + (L−1 ⊗ L−1)
]
+4(2− λ)(3− λ)
[
(L−1 ⊗ L−1) + (1⊗ L
2
−1)
]
, (B.8)
while L−1U−2 gives
(L41⊗1)+(L
3
−1⊗L−1)
∼= −λ(L3−1⊗1)−
1
2
(3+λ)(L2−1⊗L−1)−
1
2
(3−λ)(L−1⊗L
2
−1) .
(B.9)
Combining these equations we deduce
0 ∼= 6(L3−1⊗1)+(3+λ)(L
2
−1⊗L−1)−(3−λ)(L−1⊗L
2
−1)+2λ
[
(L2−1⊗1)−(1⊗L
2
−1)
]
.
(B.10)
Next we use the relation coming from L3−1, together with the first relation from (B.7),
to get
0 ∼= (L2−1 ⊗ L−1) + (L−1 ⊗ L
2
−1) . (B.11)
Combining this with (B.10) this leads to
0 ∼= 6(L3−1 ⊗ 1) + 6(L
2
−1 ⊗ L−1) + 2λ
[
(L2−1 ⊗ 1)− (1⊗ L
2
−1)
]
. (B.12)
From L2−1 applied to (L−1 ⊗ 1) we obtain
0 ∼= (L3−1 ⊗ 1) + 2(L
2
−1 ⊗ L−1) + (L−1 ⊗ L
2
−1) (B.13)
which, together with (B.11), leads to
0 ∼= (L3−1 ⊗ 1) + (L
2
−1 ⊗ L−1) . (B.14)
Together with (B.12) this then implies
0 ∼= 2λ
[
(L2−1 ⊗ 1)− (1⊗ L
2
−1)
]
, (B.15)
from which we conclude, for λ 6= 0, the missing first relation of [19, eq. (B.1)]
(L2−1 ⊗ 1)
∼= (1⊗ L2−1) . (B.16)
The rest of the analysis is identical to [19, Appendix B.1], and thus the structure of
the resulting representation is as described there.
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