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Abstract
Static Single-Assignment (SSA) form is an eﬃcient intermediate representation used in virtual machines and
modern compilers. It provides data ﬂow information that simpliﬁes the implementation of standard program
optimisations such as constant propagation, dead code elimination, and partial redundancy elimination.
Constructing SSA form involves the computation of graph relations such as dominance, and non-iterated
and iterated dominance frontier. Although there exist eﬃcient graph algorithms for these relations, the al-
gorithms are elaborate to implement. In this paper we introduce a new approach to compute the dominance
relation, the dominance frontiers, and the iterated dominance frontiers based on Boolean matrix calculus.
We implemented our approach in an optimising backend for LCC bytecode and compared its performance
with the state-of-the-art approaches. We use the Spec95 benchmark suite for our experimental evaluation.
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1 Introduction
Static single-assignment (SSA) form [11] is a sparse intermediate representation that
encodes data-ﬂow information. It has been successfully employed as an intermediate
representation in several commercial and open source projects such as LLVM [22],
IBM’s research Java VM called Jikes RVM [17], Sun’s HotSpot Server VM [31],
and many other projects. For each variable in SSA form there exists only a single
assignment. Figure 1 illustrates an example of SSA form for some straight-line code.
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X=X+Y;
Y=X-Y;
X=X-Y;
=⇒
X1=X0+Y0;
Y1=X1-Y0;
X2=X1-Y1;
(a) Input Program (b) SSA Form
Fig. 1. SSA Example
Multiple deﬁnitions of a variable may reach a conﬂuence point and a special assign-
ment (aka. φ-function node) is inserted to make the variable use after a conﬂuence
point unique, i.e., vx = φ(vi1 , vi2 , . . . , vik) where vx is the merged value of variable
deﬁnitions vi1 , . . . , vik . The problem of computing the minimum number of insertion
points for φ-function nodes was solved by Cytron et al. [10]. However, the insertion
of φ-function nodes requires elaborate algorithms to compute
• the dominance relation [27,23,6,2,14],
• the dominance frontier, and
• the iterated dominance frontier [30,25,15,8].
These algorithms are complex, time-consuming and error-prone to implement, and
they require sophisticated data structures. To overcome this problem, several other
approaches were introduced in the literature. Aycock and Horspool [4] proposed
an algorithm for ﬁnding placements of φ-function nodes in two phases. The ﬁrst
phase is a crude placement strategy, placing φ-function nodes for all variables at
conﬂuence points as proposed in Appel’s textbook [3]. In the second phase un-
necessary φ-function nodes are eliminated. In [4] it was proved that the approach
places a minimal number of φ-function nodes for reducible ﬂowgraphs 3 but not
for irreducible graphs. Brandis and Mo¨ssenbo¨ck [5] introduced an approach that
generates SSA form for structured languages whose programs form a subclass of
reducible ﬂowgraphs. Sreedhar and Gao introduced a linear-time algorithm for φ-
function node insertions [30] based on DJ-graphs. This algorithm transforms the
input program to SSA form in time O(E×V ) where E is the number of edges, and
V is the number of variables.
In this paper we propose a new approach for the generation of SSA form that is
based on Boolean matrix calculus. This new approach places a minimal number of φ-
function nodes for arbitrary ﬂowgraphs. In contrast to previous work our approach
computes the graph relations in terms of simple matrix equations. Although solving
the matrix equations have a higher worst-case complexity class than the state-of-
the-art approach, our approach is useful for (1) rapid prototyping of a compiler and
(2) validating the result of the elaborated algorithms [27,23,6,2,14,30,25,15,8]. The
contribution of this paper is as follows:
• We compute the graph relations used to construct SSA form by solving simple
matrix equations
3 A reducible ﬂowgraph is a control ﬂow graph whose loops have a single entry point.
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• We implemented the new approach and compared its performance to the state-
of-the-art approaches.
The paper is organised as follows: In Section 2 we motivate our approach. In
Section 3 we give the necessary background for our approach. In Section 4 we discuss
the proofs of the matrix equation for dominance relation, dominance frontier, and
iterated dominance frontier. In Section 5 we present the results of our experiments
and in Section 6 we draw our conclusions.
2 Motivation
Transforming an input program to SSA form is performed in two steps: In the ﬁrst
step φ-function nodes are inserted at conﬂuence points and in the second step vari-
ables are renamed, i.e., subscripts are added to the deﬁnitions and uses of variables.
Figure 2 shows an example for generating SSA form. The input program is depicted
in Figure 2(a) as a ﬂowgraph. In the program there are assignments for variable v
in basic block B0 and in basic block B2. The conﬂuence points of the program are
basic blocks B1, B4, and B5. In all conﬂuence points a φ-function node is required
as shown in Figure 2(b), e.g., in basic block B1 the deﬁnition of basic block B0
and the deﬁnition of basic block B2 need to be merged. In the second step the
deﬁnitions and the uses of variable v are renamed as depicted in Figure 2(c).
(a) Input Program (b) Inserting φ-function nodes (c) Renaming Variables
Fig. 2. An example of SSA form transformation
For inserting a minimal number of φ-function nodes Cytron et al. [10] introduced
iterated dominance frontiers that compute the insertion points of φ-function nodes
for a given set of deﬁnitions of a variable. More formally, they map a subset of
nodes, i.e., the set of deﬁnitions of a variable, to a subset of nodes, i.e., the set
of conﬂuence points. In our approach, we use Boolean matrices to express this
mapping. A Boolean matrix consists of 0 and 1 values and the underlying algebra
is the “and” operation for the multiplication and the “or” operation for the addition.
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A subset of nodes S is expressed as Boolean vector s ∈ {0, 1}n of size n where n is
the number of nodes in the control ﬂowgraph. Each vector element corresponds to
a node and is set to 1 if the node is in the set; otherwise the vector element is set to
zero. To compute the iterated dominance frontier for the deﬁnitions of a variable v
we determine the result of following vector-matrix multiplication:
J+(Sv) = [sv.J] (1)
where set Sv represents the nodes that contain deﬁnitions of variable v and sv the
corresponding vector of S. Matrix J is determined by the topological structure of
the control ﬂow graph.
For example, to describe the set of deﬁnitions of the example in Figure 2 we
use the vector (101000) that corresponds to the deﬁnition set Sv = {B0, B2}. To
compute the insertion points for the φ-function nodes we compute the vector-matrix
multiplication
sv.J = (101000) ×
⎛
⎜⎜⎜⎜⎝
0 0 0 0 0 0
0 0 0 0 0 1
0 1 0 0 1 1
0 1 0 0 1 1
0 1 0 0 0 1
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎠
= (010011)
resulting in the node set {B1, B4, B5} for placing φ-function nodes. The computa-
tion of matrix J requires several simple matrix equations:
J = D+ (2)
D = (A.M−M)T (3)
M = ¬f∗(¬M0,A,¬I), (4)
where matrix A is the transposed adjacency matrix, matrix M0 is an initialisation
matrix, and I is the identity matrix. The operation A+ denotes the transitive
closure of a matrix, i.e., A+ =
∑
∞
k=1 (I +A)
k. The extended transitive closure
function f∗(S,A,C) is deﬁned by the recurrence relation
X0 = S
Xi+1 = A.Xi ∩ C, ∀i ≥ 0. (5)
The result of the extended transitive closure function is Xk for a k ≥ 0 such that
Xk is equal to Xk+1, i.e. a ﬁx-point is reached.
Matrix D is the bit representation of the dominance frontier [10]. I.e., the vector-
matrix multiplication svD computes the dominance frontier for subset Sv. Matrix
M is the dominance relation represented as a matrix. If element mij in M is set to
one, node j dominates node i; otherwise it is set to zero.
We employ the extended transitive closure function to compute matrix M for our
example in Figure 2. The parameters for the extended transitive closure operator
are the matrices A (that is the transposed adjacency matrix), the negated identity
matrix, and matrix M0 that is a matrix whose elements are set to one except for
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the ﬁrst row. In the ﬁrst row only the ﬁrst element in the row is set to one. All
other elements in the ﬁrst row are set to zero. The matrices of the examples in
Figure 2 are given below:
A =
⎛
⎜⎜⎜⎜⎝
0 0 0 0 0 0
1 0 0 0 1 0
0 1 0 0 0 0
0 1 0 0 0 0
0 0 1 1 0 0
1 0 0 0 1 0
⎞
⎟⎟⎟⎟⎠
M0 =
⎛
⎜⎜⎜⎜⎝
1 0 0 0 0 0
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
⎞
⎟⎟⎟⎟⎠
M =
⎛
⎜⎜⎜⎜⎝
1 0 0 0 0 0
1 1 0 0 0 0
1 1 1 0 0 0
1 1 0 1 0 0
1 1 0 0 1 0
1 0 0 0 0 1
⎞
⎟⎟⎟⎟⎠
For computing the dominance frontier we use the equation (A.M−M)T resulting
in the following matrix:
D =
⎡
⎢⎢⎢⎢⎣
⎛
⎜⎜⎜⎜⎝
0 0 0 0 0 0
1 0 0 0 1 0
0 1 0 0 0 0
0 1 0 0 0 0
0 0 1 1 0 0
1 0 0 0 1 0
⎞
⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
1 0 0 0 0 0
1 1 0 0 0 0
1 1 1 0 0 0
1 1 0 1 0 0
1 1 0 0 1 0
1 0 0 0 0 1
⎞
⎟⎟⎟⎟⎠
−
⎛
⎜⎜⎜⎜⎝
1 0 0 0 0 0
1 1 0 0 0 0
1 1 1 0 0 0
1 1 0 1 0 0
1 1 0 0 1 0
1 0 0 0 0 1
⎞
⎟⎟⎟⎟⎠
⎤
⎥⎥⎥⎥⎦
T
=
⎛
⎜⎜⎜⎜⎝
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 0 1 0
0 1 0 0 0 1
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎠
In our new approach we compute iterated dominance frontiers based on matrix
calculus. For an implementation a simple binary matrix calculator is needed that
is able to compute transitive closures of binary matrices and extended transitive
closures. The transitive closure operations can be implemented as simple recur-
rences until the result stabilises. However, more advanced techniques exist in the
literature.
3 Background
A ﬂowgraph is a directed graph G = 〈V,E, s〉 where V is the set of nodes represent-
ing basic blocks and E is the set of edges. node s is a distinguished start node. A
path is a sequence of nodes 〈v1, . . . , vk〉 such that vi → vi+1 ∈ E for all 1 ≤ i < k.
In a ﬂowgraph all nodes are reachable, i.e. there is a path from s to every other
node in V . For each ﬂowgraph node x, the set of immediate predecessors and suc-
cessors of x are deﬁned as preds(x) = {n|(n, x) ∈ E} and succs(x) = {n|(x, n) ∈ E},
respectively.
A node x dominates a node y (written as x dom y) if every path from s to y
includes x. The set of dominators dom(x) of a node x is the set of nodes which
dominate x, i.e. dom(x) = {y|y dom x}. For the start node dom(s) = {s}. For
remaining nodes in the ﬂowgraph, the set of dominators is the solution to the
following equation system:
dom(u) = {u} ∪
⋂
p∈preds(u)
dom(p), ∀u ∈ V \ {s} (6)
A node x strictly dominates y (written as x sdom y) if x is not equal to y
and x dominates y, and the strict dominators of a node are given as sdom(u) =
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dom(u) \ {u}. The dominance relation has been extensively studied in the
past [27,23,6,2,15,14]. There exist some linear-time algorithms in the litera-
ture [6,2,15,14]. Although they are asymptotically linear, some of the approaches
have high linear constants [2], and are not practical to implement.
The dominance frontier [10] of node x (written as DF(x)), is the set of all nodes
y in the ﬂowgraph such that x dominates an immediate predecessor of y but does
not strictly dominate y. That is,
DF(x) = {y | ∃p ∈ preds(y) : x dom p ∧ ¬(x sdom y)} (7)
Given a set of ﬂowgraph nodes S ⊆ V , the dominance frontier of a set S is deﬁned
as the union of the dominance frontiers of all nodes in S, i.e.,
DF(S) =
⋃
x∈S
DF(x) (8)
The iterated dominance frontier of S is deﬁned as:
J+(S) = lim
i→∞
DF i(S) (9)
where DF 1(S) = DF(S) and DF i+1(S) = DF(S ∪DF i(S)).
Our approach requires some basic concepts of Boolean matrix calculus. The
algebraic properties of Boolean algebras, Boolean vector and Boolean matrices are
well-studied [20,21]. The principal idea is that sets are represented as Boolean
vectors. Let U be the universal set with n elements and let’s assume that there is
a ﬁxed order among the elements. Then each set A ⊆ U has a corresponding n-bit
vector a in which ai is set to one if ai ∈ A, otherwise ai is zero. Function [a] maps
vector a to set A.
A Boolean matrix of size m×n is an m× n matrix over B. Let Bmn denote the
set of all m × n Boolean matrices and let Bn denote the set of all n × n Boolean
matrices. The n × n identity matrix I is matrix δij such that δij = 1 if i = j and
δij = 0 if i = j. The m×n universal matrix 1 is the matrix all of whose entries are
1. Each row of an m× n Boolean matrix is a Boolean vector vi ∈ Vn. Component-
wise matrix operations +, ∩, ¬, − are similar to those of Boolean vectors. Concepts
such as transpose, symmetry, and idempotency are the same as in the case of scalar
matrices. The transpose of A ∈ Bn (denoted as A
T ) is B ∈ Bn such that bij =
aji,∀i, j ∈ {1 . . . n}. Let A.B = C where cij =
∑n
k=1 aik.bkj,∀i, j ∈ {1 . . . n}.
A
k =
∏k
i=1 A if k > 0 and the identity matrix if k = 0. A(u) is row u of matrix A.
Lemma 3.1 Let A,B ∈ Bn,
A(u).B =
∑
p∈[A(u)]
B(p). (10)
The transitive closure of a Boolean matrix can be seen as a reachability problem
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in a graph. The transitive closure of a graph G = (V,E) is a graph G∗ = (V,E∗)
such that E∗ contains an edge (u, v) if there exists a path from u to v in G.
In the literature, there are lots of studies on transitive closure of a directed
graph [32,19,29,16,24,1,18,12,26]. Warshall’s algorithm [16] is simple to implement,
but exhibits a worst-case runtime of O(n3). More sophisticated algorithms [26] and
fastest matrix multiplication techniques [9] with a squaring technique reduces the
asymptotic worst-complexity to O(n2.376 log n).
4 Uniﬁed Approach
4.1 Dominance Relation
In [27] the computation of dom(u) applies Equation 6 for following recurrences
relation
dom0(s) = {s}
∀u ∈ V \ {s} : dom0(u) = V
∀u ∈ V : domi+1(u) = {u} ∪
⋂
p∈preds(u)
domi(p) (11)
where dom(u) = limk→∞ domk(u) (for all u ∈ V ). Note that after a ﬁnite number
of steps the recurrence relation stabilises.
Lemma 4.1 M = ¬f∗(¬M0,A,¬I) where M0 =
⎛
⎜⎜⎝
1 0 . . . 0
1 . . . . . . 1
..
.
..
.
1 . . . . . . 1
⎞
⎟⎟⎠.
Proof. Let δu = [{u}]. Then, domi+1(u) = [Mi+1(u)] where
Mi+1(u) = δu +
∏
p∈[A(u)] Mi(p) (cf. Eqn 11)
¬Mi+1(u) = ¬δu.
∑
p∈[A(u)] ¬Mi(p) (De’Morgan’s law)
= (A(u).¬Mi).¬δu (Distributive Law and Equation 10)
Since δu is row u of identity matrix I, we obtain ¬Mi+1 = (A.¬Mi) ∩ ¬I which
is the recurrence relation. By translating the boundary condition of ﬁxed-point
Equation 11 into matrix form, we represent the dominance relation by the extended
ﬁxed-point operation f∗ as M = ¬f∗(¬M0,A,¬I). 
4.2 Dominance Frontier
Let D and J be the matrices of the non-iterated and iterated dominance frontier
relation, i.e. DF(u) = [D(u)] and J+(u) = [J(u)].
Lemma 4.2 D = (A.M−M)T .
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Proof. By deﬁnition, the dominance frontier of a ﬂowgraph node x is DF(x)= { y |
(∃ p ∈ preds(y)) s.t. (x dom p and x ! sdom y) }, that is equivalent to S1 ∩ S2 where
S1= { y | (∃ p ∈ preds(y)) s.t. x dom p} and S2= {y | x ! sdom y }. x ∈ dom(p) iﬀ
p ∈ MT (x). Therefore, S1 is rewritten in vector form as s1= { y | A(y).M
T (x) =
0 } = { y | MT (x).A(y) = 0 } and s1 = M
T (x).AT and s2 = ¬M
T (x). Therefore,
D(x) = (MT (x).AT ).¬MT (x) that results in
D = (MT .AT ) ∩ ¬MT = (A.M−M)T .

Lemma 4.3 DF(S) = S.D
Proof. Let S be a Boolean vector representation of set S. Then,
⋃
x∈S DF(x) is
rewritten as
∑
x∈S D(x) = S.D (cf. Equation 10). 
Lemma 4.4 J+(S) = S.D+
Proof. The iterated dominance frontier of S is J+(S) = limi→∞DF
i(S) where
DF 1(S) = DF(S) and DF i+1(S)= DF(S ∪DF i(S)), as given in Equation 9.
DF 1(S) = DF(S) (12)
∀i DF i+1(S) = DF(S ∪DF i(S)) (13)
J+(S) = lim
i→∞
DF i(S) (14)
Equation 13 is rewritten as follows:
DF i+1(S) = DF(S ∪DF i(S)) = (S + DF i(S)).D (15)
The closed form of the recurrence relation is DF i(S) = (S + DF i−1(S)).D =
S.
∑i
k=1 D
k and Equation 14 is transformed to J+(S) = limi→∞DF
i(S) =
limi→∞S.
∑i
k=1 D
k = [S.D+]. 
4.3 Extended Transitive Closure
In our uniﬁed approach for constructing SSA form we use the extended transitive
closure function f∗(A,B,C) (see Deﬁnition 5) which is an extension of a transitive
closure of a graph. For the simple case, i.e. C is the one matrix 1, simple and fast
algorithms are suitable such as Warshall’s algorithm [16], which exhibits a worst-
case runtime of O(n3). More sophisticated algorithms such as Munro [26] and
fastest matrix multiplication techniques [9] with a squaring technique reduces the
asymptotic worst-complexity to O(n2.376 log n). For the more general case (i.e. C
is not the one matrix) techniques introduced for computing data-ﬂow analysis [28]
can be used. This approach uses dynamic programming techniques to eﬃciently
compute the extended transitive closure of a relation.
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Fig. 3. Experiments:Dominance Relation
Fig. 4. Experiments: Dominance Frontier
5 Experiments
We implemented our new approach as part of an optimiser written in Java for a
virtual machine [7]. The framework reads bytecode generated by LCC [13] and
constructs SSA form. After performing machine independent optimisations the
optimised bytecode is emitted.
The experiments for the new approach and the state-of-the-art approaches were
conducted on a Linux platform with 1GB RAM and a 2.0GHz CPU, running Fedora
Core 2. The experiments were compiled and run with Java SDK 1.5.0. As a
benchmark suite we used the Spec95 integer benchmark programs.
As a yardstick for our new approach we implemented Purdom and Moore’s
algorithm [27], and Lengauer and Tarjan (LT79) [23] to compute the dominance
relation. For non-iterated and iterated dominance frontier we implemented the
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Fig. 5. Experiments: Iterated Dominance Frontier
algorithms described in [25,8].
In Fig. 3 the performance values of the fast [23], simple [27], and of our approach
are depicted. The time measurements are in nano seconds. The best-ﬁt line of our
new approach (“new”) shows cubic-time complexity whereas the other approaches
have a linear or slight quadratic complexity to cubic time behaviour.
The performance of the dominance frontier is shown in Fig. 4. We compared
the performance of the “fast” dominance frontier algorithm [8] with the “simple”
dominance frontier algorithm [25] and our “new” approach. For each generated
control-ﬂow graph, we computed the dominance frontiers of all nodes and measured
the execution time. The “fast” algorithm is almost linear. The “simple” algorithms
shows a quadratic-time complexity; while our new approach is the slowest with
cubic-time.
For the iterated dominance frontier, we compared our new approach with the
standard recursive algorithm described in [25,8]. Fig. 5 shows the performance of
the “fast” algorithm (recursive) and of our “new” approach. In our experiments,
we ﬁrst computed the dominance frontier DF for all nodes and generated a random
vertex set S. J+(S) is then computed once for each approach and we measured the
execution time. As shown in the ﬁgure, the “fast” algorithm runs. In our approach,
the ﬁrst computation of J+(S) requires a computation of transitive closure D+ and
hence it has a cubic time complexity as depicted.
The experimental results indicate that our algorithms have a cubic time-
complexity. However, this result goes in line with our theoretical considerations
of our uniﬁed approach. A better algorithm for ﬁnding transitive closures (instead
of performing a simple recursion) would improve the performance signiﬁcantly. Note
the implementation eﬀort of our approach is minimal because only a simple binary
matrix calculator needs to be implemented. Our approach has the smallest LOC(
lines of code) in all three cases.
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6 Conclusions
In this paper, we demonstrated a uniﬁed approach for computing graph relations
used to compute SSA form. The state-of-the-art algorithms are elaborate to imple-
ment. To overcome this problem we advised a uniﬁed approach using Boolean ma-
trix operations that expresses dominance, and iterated and non-iterated dominance
frontier as simple Boolean Matrix equations. A simple binary matrix calculator is
suﬃcient to compute the relations. Our approach is useful for (1) rapid prototyping
of compilers and virtual machines and (2) as a mean to validate more sophisticated
algorithms.
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