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1. INTRODUCTION AND STATEMENT OF MAIN RESULTS 
Numerous papers have been written establishing the existence of periodic 
solutions of differential delay equations. Generally, fixed-point theorems are 
the principal tool used to conclude the existence of such solutions. (See 
[l-6, 8, 91 for papers of the type mentioned.) These theorems share in 
common the fact that their proofs are nonconstructive; no indication is given 
of how these periodic solutions may be determined. In a recent paper [7], we 
introduced a phase plane technique, analogous to the PoincarbBendixson 
method, for proving the existence of periodic solutions for certain differential 
delay equations. In that paper we were able to obtain information about the 
nature and location of the periodic solutions. 
The purpose of the present paper is to introduce a new technique for 
establishing the existence of periodic solutions for certain special classes of 
scalar differential delay equations. For these equations we are able to reduce 
the search for periodic solutions of a differential delay equation to the problem 
of finding periodic solutions for a related system of ordinary differential 
equations. An important feature of this work is that it is possible to numeri- 
cally compute the periodic solutions, when they exist, by solving the system 
of ordinary differential equations with the appropriate initial conditions. 
More specifically, we consider 
x’(t) = --f(x(t - l)), (l-1) 
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where f: R -+ R is continuous, and xf (x) > 0 for x # 0. If f  is also an odd 
function [i.e., f  (x) = -f (- x ) f or x E R] then an oscillatory periodic solution 
can sometimes be described in terms of the coupled system of ordinary 
differential equations 
x’ = -f(Y), Y’ =f(x)* U.2) 
THEOREM 1.1. Suppose that f  is continuous and odd and satisjes xf (x) > 0 
for x # 0. Suppose that 
exist (allowing either to be 0 or CD). Suppose 
F(x) = ion f  (s) ds -+ 0~) as x+ co. (1.3) 
Suppose that either 
a<+ (1.4) 
.s<q<a. (1.5) 
Then there exists an oscillatory periodic solution x of (1.1). Moreover x has 
period 4, and x satis$es (1.2) where y(t) = x(t - 1). 
Theorem 1.1 has motivated an as yet unpublished paper by Nussbaum [9]. 
In that paper, by using some sophisticated fixed point theorems he is able 
to establish periodic solutions of certain autonomous functional differential 
equations under hypotheses similar to that of Theorem 1.1, without the 
hypothesis that f  is odd. 
Theorem 1.1 admits a generalization to delay equations with two time lags. 
Consider 
x’(t) = -[f(x(t - 1)) + f  (x(t - 911, (1.6) 
and the coupled system 
x’ = --f(Y) -.fm 
Y’ = f(x) - fc4, 
z’ = f(x) + f(Y)* 
(1.7) 
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THEOREM 1.2. Suppose that f is continuous and odd and sati@es xf (x) > 0 
for x # 0. Let 01 and /3 be as dejked in Theorem 1.1. Suppose 
dX3d3 
--“-</I 
OY 
(l-8) 
Then there exists an oscillatory periodic solution x of (1.6). Furthermore, x has 
period 6, and x satisfies (1.7) where y(t) = x(t - 1) and z(t) = x(t - 2). 
EXAMPLE 1.1. Consider the differential delay equation 
x’(t) = -q[l - x2(t)] [x(t - 1) + x(t - 2)]. (1.10) 
Perform the change of variables y’(t) = x’(t)/[l - x2(t)]. Then 
x(t) = [e2g(t) - l]/[e2u@) + 11. 
Observe that if we let f(w) = (e20 - l)/(e20 + l), then f  (0) = 0, f  is odd, 
and v f  (u) > 0 if er # 0. Moreover, (1.10) may be rewritten as 
Y’ = -?l[f (r(t - 1)) + f  (r(t - 2Nl. 
In this case 01 = 71 and j3 = 0. Thus, whenever 7 > n/3 d/3, Eq. (1.10) will 
have a periodic solution of period 6, which will also satisfy the system of 
ordinary differential equations (1.7). The conclusion of this example was 
first established by Jones [6], by using asymptotic fixed point theorems. 
Significantly, this example is the only one with multiple lags for which Jones’ 
techniques have been applied. 
2. PROOFS 
Proof of Theorem 1.1. Our approach will be to show that the system (1.2) 
has a periodic solution (x, y) with period 4, and to observe then that x satis- 
fies (1.1). The period of (x(t), y(t)) is defined to be the smallest positive 
number c such that (x(t), y(t)) = (x(t + c), y(t + c)) for all t E R. 
Let V(x, y) = F(x) + F(y), where F is defined by 
FW = j-’ f(s) 4 VER. 
0 
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From (1.3) and the fact that wf(n) > 0 if v # 0, it follows that V(x, y) 2 0; 
V(X, y) = 0 if and only if (x, y) = (0,O); V(x, y) + co as x2 + y2 ---f co. 
Furthermore, for any solution (x(l), y(t)) of (1.2), 
for all t. 
Hence V is constant along solutions. Notice that grad V(x, y) = 0 if and only 
if (x, y) = (0,O). Thus, given any a > 0, V-r(a) is a simple closed curve. It 
follows easily that r(t) = (x(t), y(t)) is p eriodic and nonconstant, unless 
w, Y(4) = (QO)* 
For any u > 0 let ra = (x, , ya) denote the periodic solution of (1.2) for 
which V(YJ = a. Let f?,(t) satisfy 
e,(t) = arctan (- 3). 
Then, writing p for xa(t)/ya(t), and (x, y) for (x, , ya) we have 
f&p) = --P’[l + P21--l = ([d@) + Yf(Y)l/(~” + Y2)) cz w, Y). 
Let n-, denote the period of ra . Then 
27r = ler de(t) = Iv” R@(t), y(t)) dt. 
0 0 
It follows from the definition of (Y and fi that 
212 3Ta-+- as U-+0 if a # 0, a 
n, -+ cc as U-+0 if 01 = 0, 
2rr 
x, -+ - 
B 
as U-+CC if B # 0, 
7ra -+ 03 as U--tCC if /3=0. 
Since 7~~ is a continuous function of “a” for u E (0, co) conditions (1.4) and 
(1.5) each imply that for some a, 7ra = 4. 
Now let (x(t), y(t)) be a solution of (1.2) having period 4. Since f is odd, 
and x(t - 2) = x(t + 2) for all t E R we must have x(t) = -z(t - 2). Also, 
(y(t), --x(t)) satisfies (1.2). Hence the orbit is invariant under 90” rotations. 
Since the solution with I’ = a is unique (except for translations) 
w>, r(t)) = (r(t + r>, -4 + r>> 
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for some y  E (0,4). Hence x(t) = y(t + r) = -x(t + 2~). It follows that 
2y = 4n + 2 for some integer n, so that y  = 2n + 1, and either y  = 1 or 
y  = 3. By examining the order of maxima and minima as guaranteed by 
(1.2), it follows that y(t) = x(t - l), and from the first equation in (1.2) 
x’(t) = -f(x(t - 1)). 
EXAMPLE 2.1. The equation 
x’(t) = -3qt - 1) 
has an oscillatory periodic solution of period 4. 
Proof of Theorem 1.2. In order to establish Theorem 1.2 it will be neces- 
sary to introduce some additional notation. Define Yz RS -+ Rs by 
Let 
w? Y, 4 = (f (4, fb% f  (4). 
0 
t 1 
-1 -1 
A,= 0 -1 1 . 
1 1 0 
Then, if X = (x, y, .a) we may write system (1.7) in the equivalent form 
x’ = A$J(X). (2.1) 
We will be concerned with initial conditions of the form 
X(O) = t~to),Yto), @N = (07 -Y7 -Yh y > 0. (2.2) 
Denote by X(t, y) the solution of (2.1) with initial condition (2.2). Observe 
that from (1.7) it follows that (x - y  + a)’ = 0. Thus, for any y  > 0, 
X(t, y) will remain on the plane x - y  + z = 0 for all time. 
As in the proof of Theorem 1.2, define F(v) = j-l f  (s) ds, and let 
Then 1’ is positive definite, V(X) -+ co as / X / -+ co and (d/dt) V(X(t)) = 0. 
Thus, for each a > 0, V-l(a) is an invariant surface. It follows that for a > 0 
the intersection of V-l(a) with the plane x - y  + z = 0 is a simple closed 
curve. Moreover, this curve is positively invariant since both V-l(u) and 
x - y  + z = 0 are positively invariant, Thus, for any choice of y, X(t, 7) is a 
periodic solution of (2.1). 
Let n, denote the period of X(t, r). As in the proof of Theorem 1.1, we may 
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use the linearizations of (2.1) near y = 0 and y = cc to investigate the 
behavior of rr, . We see that 
as Y-+0 if 01 = 0, 
Try-+ co as Y--tW if p = 0. 
Conditions (1.8) and (1.9) each imply that for some y, r,, = 6. Denote by 
X,,(t) = (x,,(t), y,,(t), so(t)) the solution of (2.1) [or, equivalently (1.7)] with 
period 6. 
Now define T3: lZ3 -+ R3 by the matrix 
T, = 
It is readily verified by direct calculation that given any solution X(t) of 
(2.1), T3X(t) is also a solution. Moreover, T3 leaves invariant the plane 
x - y + z = 0. Since f is odd, it may also be verified that V(X) = V( T,X) 
for all X E R3. In particular, this implies that TsXo(t) is a periodic solution 
of (2.1) with period 6, and V(T,X,(t)) = V(X,,(t)). Therefore 
{X,,(t): t E R} = {T3X&): t E R}. 
It follows that T3X,,(t) = X,,(t + p) f or some p > 0. Now T36 E I, where I 
is the identity matrix. Thus X0(t) = T36X,,(t) = X&t + 6~). Therefore 6 
divides 6p, and so we can assume that p is either 1, 2, 3, 4 or 5. Consider 
the set S = {T3mX(0): m = 0, 1,2, 3,4, 5). By direct calculation, it can be 
seen that all the points in S are pairwise distinct. From this it follows that 
mp # 0 (mod 6) form=1,2,3,4,5. 
Therefore we have p # 2, p # 3 and p # 4. Hence, we must have p = 1 
or p = 5. Alternatively, this means that either T3X,,(t) = Xo(t + 1) or 
T,X,(t) = X&t - 1). 
Recall that 
0 
-xl(0) = -Y 
0 -Y 
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for some y > 0. Then 
vw) - T2Km) *wG(0)) = -rm < 0. 
This implies that we must have TsXJt) = Xa(t - I). This, in turn, implies 
that 
Therefore y,,(t) = x,,(t - 1). Similarly, z,,(t) = x,,(t - 2). 
Using these values in the first equation in (1.7) we see that 
%Yt) = -.fc%(t - 1)) -.fkl(~ - 2)). 
Therefore x,(t) is a periodic solution of (1.6) with period 6, and the proof is 
completed. 
Remark 2.1. Using the notation developed for the proof of Theorem 1.2 
it is possible to reformulate Theorem 1.1. The system (1.1) may be rewritten 
as X’ = A,Y(X), where X = (x, y), Y(X) = (f(x),f(y)), and A, is the 
antisymmetric matrix (y -3. We now can define a map T2: R2 + R2 by 
T2 = (-y z), and proceed as in the proof of Theorem 1.2. This formulation 
suggests the following generalization of the preceeding results. 
Consider the differential delay equation 
x’(t) = -[f(x(t - 1)) +.w - 2)) + *** +f(e - (n - l))l, (2.3) 
where f(0) = 0, f is odd, and xf(x) > 0 if x # 0. Let X = (x1 ,..., x,) and 
define Y(X) = (f(xr),f(~s),...,f(~,)). Let A, denote the n x n antisym- 
metric matrix 
-1 -1 . . . 
. 
It is readily verified that given any periodic solution x(t) of (2.3) with period 
2n, such that x(t) = -x(t - n) for all t, it must satisfy the system of ordinary 
differential equations 
X(t) = AY(X), (2.4) 
where x1(t) = x(t), x2(t) = x(t - l),..., zn(t) = x(t - (n - 1)). Theorems 
1.1 and 1.2 show that if n = 2 or n = 3, and f is suitably well behaved near 
0 and co, then the converse is also true. Hopefully, such a converse should 
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be true for (2.3) and (2.4). In this general case the choice of a Lyapunov 
function is obvious; simple define 
V(X) = t F(xJ. 
i=l 
It is equally clear that we should define an operator T,,: Rn --f R* by the 
matrix 
Unfortunately, we have been unable to carry through the details of the proof 
in this more general setting. 
Remark 2.2. Theorem 1.2 may be slightly strengthened as follows. Let 
g: R --+ R be continuous and suppose g(0) = 0. Then the equation 
x'(t) = -[fMt - 1)) +jw - 2))l +gw> + 4 - 3)) 
will have a periodic solution of period 6 if and only if (1.7) has a periodic 
solution of the same period. This fact follows from the observation that sincef 
is odd any periodic solution of period 6 must satisfy x(t) = -x(t - 3) for 
all t. 
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