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Abstract—A basic setup of a two-tier network, where two
mobile users exchange messages with a multi-antenna macro-
cell basestation, is studied from a rate perspective subject to
beamforming and power constraints. The communication is
facilitated by two femtocell basestations which act as relays as
there is no direct link between the macrocell basestation and
the mobile users. We propose a scheme based on physical-layer
network coding and compute-and-forward combined with a novel
approach that solves the problem of beamformer design and
power allocation. We also show that the optimal beamformers
are always a convex combination of the channels between the
macro- and femtocell basestations. We then establish the cut-set
bound of the setup to show that the presented scheme almost
achieves the capacity of the setup numerically.
This work was supported by the DFG grants SE 1697/5 and
JO 801/7-1.
I. INTRODUCTION
Next generation (5G) wireless communication systems de-
mand high-speed and high-quality data applications. Addition-
ally, with the Internet of Things (IoT) as one of the new use
cases for 5G, the number of devices exchanging information
is expected to be 28 billion by 2020 [1]. Introducing smaller
sized cells, such as femto- and picocells, is considered as a
potential solution for power efficiency while increasing the
supported bitrates for devices in such cells [2],[6]. Femto-
and picocell basestations (BSs) can act as relays and forward
messages from macrocell BSs to their destination, achieving
peak data rates of up to 1 Gbit/s in stationary or pedes-
trian environments under practical conditions [7]. However,
although already deployed in 4G and LTE, the aforementioned
advantages of relay networks are far from completely utilized
[2].
An additional feature to enhance the performance even fur-
ther is to operate the two-tier network in a two-way mode
[3],[4],[5], in which the exchange of information from the BS
to the mobile users and vice versa is performed simultaneously.
An actual example of a two-way two-tier network, consist-
ing of one macrocell BS, multiple femtocell BSs and mobile
users, is depicted in Fig. 1. In order to achieve progress on
the understanding of the fundamental limits of this rather
involved setup, we focus our study on an elemental subsystem
of the overall setup. To this end, we consider a wireless
communication system with one macrocell BS and two mobile
......
Fig. 1: Example of a two-tier network.
users, each of which is served by a femtocell BS. The
macrocell BS has to deliver independent information towards
each of the mobile users, respectively. To do so, the macrocell
BS is equipped with an array of multiple antennas. Existing
techniques for canceling non-causally known interference can
be utilized to eliminate interference without power penalty [8],
[9]. The mobile users on the other hand are equipped with
only a single antenna, and are also to deliver information to
the macrocell BS. Because there is no direct path between
the macrocell BS and the mobile users, these information
have to be received and forwarded by the two femtocell BS,
which use nested lattice codes to effectively process multiple
messages at a time [10], [13]. Upon reception, both the mobile
users and the macrocell basestation can use the knowledge of
their transmitted messages as side information to improve the
performance.
II. SYSTEM MODEL
This paper considers the bidirectional two-way communi-
cation in a two-tier network as shown in Fig. 2, which is an
elementary component of the heterogeneous network system
depicted in Fig. 1. The system consists of one macrocell
basestation (BS), two mobile users (U1 and U2) and two
femtocell BSs (R1 and R2), which act as relays to aid the
communication process. It is assumed that the macrocell BS
is equipped with M ≥ 2 antennas, while each femtocell BS
and each mobile user is only equipped with a single antenna.
All devices operate in half-duplex mode. It is further assumed
that each femtocell BS only serves a single mobile user and
all participants have perfect channel state information (CSI).
The details of the studied network are given as follows.
There are four messages m1, . . . ,m4 in total to be transmit-
ted and all transmissions occur over quasi-static slow-fading
channels h1,h2, h3, h4. The channels between the macrocell
BS and the femtocell BSs are described by h1,h2 ∈ CM×1,
whereas h3, h4 ∈ C denote the channels between the femtocell
BSs and the users, respectively. Messages m1 and m2 are orig-
inated at the macrocell BS and are destined to be transmitted
to U1 and U2, respectively, whereas messages m3 and m4 are
received by the macrocell BS, coming from the mobile users
(see Fig. 2).
We may divide the whole transmission process into two
phases. In the uplink phase all messages m1, . . . ,m4 are
sent from their origin (macrocell BS, mobile user) to the
respecting femtocell BS. After some processing, the femtocell
BSs will forward the messages to their destinations (macrocell
BS, mobile user). We consequently refer to this phase as the
downlink phase.
......
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Fig. 2: System model with slow fading channels h1, . . . , h4
and flow of messages m1, . . . ,m4.
A. The Uplink Phase
This is the part of the transmission process in which all
messages are to be sent towards the femtocell BSs. Since the
femtocell BSs’ task is to aid the communication process, they
act as relays (R1 and R2). The baseband complex symbols
received at R1 and R2 can therefore be expressed, respectively,
as
yR1 = h
H
1 xBS + h3
√
PU1um3 + zR1 , (1)
yR2 = h
H
2 xBS + h4
√
PU2um4 + zR2 , (2)
by making use of the possibility to transmit the lattice code-
words um1 , um2 via beamforming
xBS = w1um1 +w2um2 , (3)
using a random encoding [18] of the messages mi onto umi .
Note that the encoding does not take into account the received
signals from previous channel uses, thus restrictive encoding
[13] is applied. Naturally, the performance could be improved
by using non-restrictive encoding, i.e., utilizing the received
signals for the encoding. This, however, is not the focus of
this work. The noises at the femtocell BSs are denoted by
zR1 , zR2 and without loss of generality all noises are assumed
to be additive white Gaussian noises (AWGN) with zero-mean
and unit-variance. The transmit beamformers are denoted by
w1,w2 ∈ CM×1 and are subject to optimization. Also note
that the utilized power of the macrocell BS is PBS = ||w1||2+
||w2||2, and the power consumed by the mobile users are PU1
and PU2 , respectively.
Upon reception, the femtocell BSs decode and process the
signals by applying compute-and-forward [10] to generate the
transmit symbols for the downlink phase in the next phase.
B. The Downlink Phase
Once the transmit symbols are computed, the femtocell BSs
will forward these signals to the macrocell BS and the mobile
users. We refer to this step as the downlink phase. Because
the femtocell BSs deploy only a single antenna, this step is
done by a simple broadcast, leading to
yU1 = h3
√
PR1uR1 + zU1 , (4)
yU2 = h4
√
PR2uR2 + zU2 , (5)
where zU1 , zU2 is the noise at the mobile users and uR1 , uR2
are the transmit symbols picked from a Gaussian codebook.
In contrast to the mobile users, the macrocell BS receives the
signals from both femtocell BSs at the same time. We therefore
can express the received signal at the macrocell BS as
yBS = h1
√
PR1uR1 + h2
√
PR2uR2 + zBS ,
where yBS , zBS ∈ CM×1 and zBS ∼ CN (0, I) is the
AWGN at the macrocell BS.
To obtain an estimate for the transmitted symbols we write
uˆm3 =v
H
1 yBS ,
uˆm4 =v
H
2 yBS ,
where v1,v2 ∈ CM×1 are receive beamformers. Without loss
of generality it is assumed that ||v1||, ||v2|| = 1.
In the following we first state the main results before we derive
the data rate expressions step by step to formulate the overall
optimization problem.
III. MAIN RESULTS
The main contribution of this work is summarized below.
In the following we derive rate expressions for both the
proposed compute-and-forward strategy and the cut-set bounds
of the setup depicted in Fig. 2. We numerically compare our
achievability scheme to the upper bounds to illustrate that the
proposed strategy is close to optimal.
We also show that the optimal beamforming strategy consist
of beamformers which lie in the span of h1 and h2. With this
result we are able to construct beamformers appropriately.
IV. DATA RATES AND PROBLEM FORMULATION
A. Uplink Phase
The transmission of messages m1 and m2 from the macro-
cell BS to the femtocell BSs represents a broadcast channel.
Thus, by using Dirty Paper Coding [8], [9], we can cancel non-
causally known interference without power penalty. Thus, ex-
ploiting the properties of codewords from nested lattices [10],
the following signal-to-interference-plus-noise ratios (SINRs)
for messages m1,m2 can be achieved
γ1,UL =
|wH1 h1|2
1 + bEO · |wH2 h1|2
, (6)
γ2,UL =
|wH2 h2|2
1 + (1− bEO) · |wH1 h2|2
, (7)
where bEO ∈ {0, 1} is a binary variable indicating the
encoding order (EO) at the macrocell BS. Please note that the
second index denotes the uplink phase (UL) and that bEO = 1
refers to the case where message m1 is encoded first.
When the mobile users U1 and U2 transmit towards the
femtocell BSs in the uplink phase, messages m3 and m4 are
observed at the femtocell BS with a SINR of
γ3,UL =
|h3|2PU1
1 + bEO · |wH2 h1|2
, (8)
γ4,UL =
|h4|2PU2
1 + (1− bEO) · |wH1 h2|2
, (9)
where PU1 , PU2 are the transmit powers of the mobile users,
respectively.
By transferring the results of [10], [11], [13] to the considered
setup, we can express the uplink data rates for messages
m1, . . . ,m4 as follows
Rm1,UL ≤
1
2
[
log2
( γ1,UL
γ1,UL + γ3,UL
+ γ1,UL
)]+
, (10)
Rm2,UL ≤
1
2
[
log2
( γ2,UL
γ2,UL + γ4,UL
+ γ2,UL
)]+
, (11)
Rm3,UL ≤
1
2
[
log2
( γ3,UL
γ1,UL + γ3,UL
+ γ3,UL
)]+
, (12)
Rm4,UL ≤
1
2
[
log2
( γ4,UL
γ2,UL + γ4,UL
+ γ4,UL
)]+
, (13)
with γ1,UL, . . . , γ4,UL from (6) - (9) respectively, and [·]+ ∆=
max{·, 0}. Note that the factor of 1
2
comes from the fact that
all devices operate in half duplex mode [15].
B. Downlink Phase
The femtocell BSs broadcast their codewords which are
based on the compute-and-forward [12] processing of their
received signals in the uplink phase. The mobile users and the
macrocell BS can use their messages as side information to
improve the performance (see [14] for details). We obtain the
following SNRs at the mobile users
γ1,DL = |h3|2PR1 , (14)
γ2,DL = |h4|2PR2 , (15)
where PR1 , PR2 are the transmit powers of the femtocell BSs,
respectively.
At the macrocell BSs successive decoding is applied [17]. This
allows to cope with some of the interference without further
power penalty, leading to
γ3,DL =
|vH1 h1|2PR1
1 + bDO · |vH1 h2|2PR2
, (16)
γ4,DL =
|vH2 h2|2PR2
1 + (1− bDO) · |vH2 h1|2PR1
, (17)
where bDO ∈ {0, 1} is a binary variable indicating the
decoding order (DO). Note that bDO = 1 refers to the case
where codeword um3 is decoded first.
To summarize the downlink phase up, we can express the rates
for messages m1, . . . ,m4 as
Rmi,DL ≤
1
2
log2(1 + γi,DL), i = 1, . . . , 4. (18)
C. Overall Rate Expressions and Problem Formulation
The overall rate of an arbitrary message in Fig. 2 with the
presented approach is upper-bounded by the minimum of its
uplink and downlink rate
Rmi ≤ min
{
Rmi,UL, Rmi,DL
}
, i = 1, . . . , 4, (19)
which can be seen from the fact that always the weakest link
determines the maximum rate from and towards a user [16].
We then formulate the sum-rate max-min problem of optimal
power allocation and beamformer design as follows
maximize
Rmi ,Pj ,wk,vl,bn
4∑
i=1
min
{
Rmi,UL, Rmi,DL
}
subject to (19), 0 ≤ Pj ≤ Pj,MAX,∑
k
||wk||2 ≤ PBS,MAX,
||vl||2 = 1, bn ∈ {0, 1},
(20)
where j = U1, . . . , R2, k = 1, 2, l = 1, 2 and n = EO,DO.
Pj,MAX, PBS,MAX ∈ R+ are the maximum available powers
at the mobile users, the femtocell BSs and the macrocell BS,
respectively.
V. ZERO-FORCING AND EFFICIENT POWER ALLOCATION
To translate the max-min problem into a simpler
maximization-only problem, we rewrite constraints (19) with
the help of
Rmi ≤ min{Rmi,UL, Rmi,DL}
⇔ Rmi =
{
Rmi ≤ Rmi,UL
Rmi ≤ Rmi,DL
.
(21)
Secondly, we simplify the fraction terms in (10) - (13) that
were introduced due to the nested lattice codes. By choosing
identical lattices we get
Rmi,UL ≤
1
2
[
log
(1
2
+ γi,UL
)]+
, i = 1, . . . , 4, (22)
which gives a lower bound on the proposed achievability
scheme.
Before we proceed, we make the following statement.
Lemma 1: The optimal beamformers fulfill w∗1,w∗2 ∈
span(h1,h2), which is only a two-dimensional subspace of
CM .
Proof: See [14].
By the help of Lemma 1 we are able to construct the zero-
forcing transmit beamformers as below.
w1,ZF =


√
P1 · h1||h1|| if bEO = 0,√
P1 ·
h
1,h⊥
2
||h
1,h⊥
2
|| if bEO = 1,
(23)
w2,ZF =


√
P2 ·
h
2,h⊥
1
||h
2,h⊥
1
|| if bEO = 0,√
P2 · h2||h2|| if bEO = 1,
(24)
with P1 + P2 ≤ PBS,MAX being optimization parameters,
indicating the power distribution of the macrocell BS among
its beamformers, and
h
1,h⊥
2
= h1 − h
H
2 h1
||h2||2h2,
h
2,h⊥
1
= h2 − h
H
1 h2
||h1||2h1.
We construct the zero-forcing receive beamformers in a similar
fashion by
v1,ZF =


h1
||h1||
if bDO = 0,
h
1,h⊥
2
||h
1,h⊥
2
|| if bDO = 1,
(25)
v2,ZF =


h
2,h⊥
1
||h
2,h⊥
1
|| if bDO = 0,
h2
||h2||
if bDO = 1.
(26)
Note that without loss of generality we fixed ||v1||, ||v2|| to be
equal to 1. Please also note that by designing the beamformers
according to (23)-(26), we are able to cancel all remaining
interference that is present during the transmission process.
Combining (21) - (26), we can rewrite constraints (19) as
Rm1 ≤ 0.5
[
log2(1/2+ |hH1 w1,ZF |2)
]+
Rm1 ≤ 0.5 log2(1 + |h3|2PR1)
Rm2 ≤ 0.5
[
log2(1/2+ |hH2 w2,ZF |2)
]+
Rm2 ≤ 0.5 log2(1 + |h4|2PR2)
Rm3 ≤ 0.5
[
log2(1/2+ |h3|2PU1 )
]+
Rm3 ≤ 0.5 log2(1 + |hH1 v1,ZF |2PR1)
Rm4 ≤ 0.5
[
log2(1/2+ |h4|2PU2 )
]+
Rm4 ≤ 0.5 log2(1 + |hH2 v2,ZF |2PR2).
(27)
By the nature of these constraints we see that setting
Pj = Pj,MAX (28)
will result in the highest overall rate. Note that there might be
many different power allocations to achieve the maximum rate
of the setup, which can be seen from (19). Our goal, however,
is to find the most efficient allocation to achieve this rate.
To this end, we firstly determine the maximum throughput of
the system, by rewriting (20) as
maximize
Rmi ,P1,P2,bn
4∑
i=1
Rmi
subject to (23)− (26), (27), (28),
P1 + P2 = PBS,MAX,
bn ∈ {0, 1}, n = EO,DO,
(29)
which is a convex optimization problem once the en- and
decoding order are fixed.
Secondly, after (29) is solved, we set
P optBS = max
{ 2R1
|hH1 w1,ZF |2
,
2R2
|hH2 w2,ZF |2
}
,
P optR1 = max
{2R1 − 1/2
|h3|2 ,
2R3 − 1/2
|hH1 v1,ZF |2
}
,
P optR2 = max
{2R2 − 1/2
|h4|2 ,
2R4 − 1/2
|hH2 v2,ZF |2
}
,
P
opt
U1
=
2R3
|h3|2 , P
opt
U1
=
2R4
|h4|2 ,
(30)
which will give the smallest required powers to achieve the
maximum sum rate and can be seen from (27). We will refer
to this approach as the zero-forcing efficient power allocation
(ZF-EPA) scheme from now on.
It is yet to investigate how well ZF-EPA performs with regard
to the cut-set upper bound, which will be established in the
following section.
VI. CUT-SET BOUND
The cut-set bound will give an upper bound on the capacity
of the studied network. Doing the relevant cuts as displayed
in Fig. 3 and using bounding techniques (details in [14]) will
give
Rm1 +Rm2 ≤
1
2
min{α1, β1, δ1, ψ1},
Rm3 +Rm4 ≤
1
2
min{α2, β2, δ2, ψ2},
(31)
with
α1 = log2(1 + λ1P1) + log2(1 + λ2P2),
α2 = log2(1 + λ1PR1) + log2(1 + λ2PR2),
β1 = log2(1 + |h3|2PR1) + log2(1 + |h4|2PR2),
β2 = log2(1 + |h3|2PU1) + log2(1 + |h4|2PU2),
δ1 = log2(1 + ||h1||2P1) + log2(1 + |h4|2PR2),
δ2 = log2(1 + ||h1||2PR1) + log2(1 + |h4|2PU2),
ψ1 = log2(1 + ||h2||2P2) + log2(1 + |h3|2PR2),
ψ2 = log2(1 + ||h2||2PR2) + log2(1 + |h3|2PU1),
where αi, βi, δi, ψi have been derived from Cuts 1-4, respec-
tively, and λ1, λ2 are the eigenvalues of HHH with
H =
[
h1 h2
]H
.
BS
R1 R2
U1 U2
Cut 1
Cut 2
Cut 3
Cut 4
Fig. 3: Discussed setup with the cuts made to establish an
upper bounds on the capacity.
The factor of 1
2
again originates from half-duplex mode. For
details we refer the interested reader to [14].
VII. NUMERICAL RESULTS AND SIMULATION
A. Optimal Power Allocation
Fig. 4 shows the powers of the macrocell BS and the mobile
users as variable instances among the x- and y-axis, while the
powers of the femtocell BSs are fixed (PR1 , PR2 = 5). It
can be seen that the overall rate RΣ, which is depicted along
the z-axis, is constrained by the resources of the macrocell BS
and/or the mobile users for small values of PBS , PU1 and PU2 .
For larger values of PBS , PU1 and PU2 we can conclude that
the message rates of the setup are constrained by the resources
of the femtocell BSs.
0
10
0
10
20 0
2
4
PU1 , PU2
PBS
R
Σ
[b
its
]
Fig. 4: Once the throughput of the system in constrained by the
available power at the femtocell BSs, the use of more power
at the macrocell BS or the mobile users does not result in a
higher sum rate in the setup (dark red plateau).
A further improvement of the uplink rate will not result in
a higher overall rate. For example, one can see that choosing
PU1 , PU2 = 9 and PBS = 4 leads to the same data throughput
as letting PU1 , PU2 , PBS →∞. Fig. 4 confirms the statement
made earlier, in which we claim that there are multiple power
allocations that result in the maximum throughput of the
system, but only one such allocation that consumes the least
power.
B. Performance Analysis
To compare the ZF-PA not only with the cut-set bound,
but also with existing schemes, we shall use the scheme of
time-division multiple-access (TDMA) as a reference. The rate
expressions for TDMA can be derived in a similar way like
the ones for ZF-EPA, leading to
RTDMAm1 ≤
1
4
min
{
log(1 + γ1,UL), log(1 + γ1,DL)
}
,
RTDMAm2 ≤
1
4
min
{
log(1 + γ2,UL), log(1 + γ2,DL)
}
,
RTDMAm3 ≤
1
4
min
{
log(1 + |h3|2PU1), log(1 + γ3,DL)
}
,
RTDMAm4 ≤
1
4
min
{
log(1 + |h4|2PU2), log(1 + γ4,DL)
}
,
(32)
where the factor of 1
4
originates from the four time slots
needed to transmit all messages.
Fig. 5 (a) shows a typical performance of ZF-EPA in com-
parison with TDMA and the cut-set bound derived in section
VI. The simulation was done with M = 5 antennas at the
macrocell BS and channels chosen randomly and indepen-
dently according to h1,h2 ∼ N (0, I), h3, h4 ∼ N (0, 1).
The parameter P , which is depicted among the y-axis, is used
to match the relative powers available at each device of the
setup. These have been chosen such that
PBS,MAX = P,
PR1,MAX, PR2,MAX = 1/2 P,
PU1,MAX, PU2,MAX = 1/4 P.
(33)
It becomes evident that ZF-EPA outperforms TDMA sig-
nificantly in the mid- to high-power regime by a factor of 2.
This is because it requires only half the amount of time slots
to complete the transmission process. Fig. 5 (b) gives a more
detailed insight on the gap between the cut-set bound and ZF-
EPA. Although spiking at 0.6 bit in the low power regime, the
gap becomes no larger than 0.25 bit in the mid-power regime.
It is around 0.2 bit in the high-power regime, which is under
6 % of the capacity.
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