In the past decade, active automata learning, an originally merely theoretical enterprise, got attention as a method for dealing with black-box or third party systems. Applications ranged from the support of formal verification, e.g. for assume guarantee reasoning [4] , to usage of learned models as the basis for regression testing. In the meantime, a number of approaches exploiting active learning for validation [17, 20, 6, 7, 2, 1] emerged.
Motivation
In the past decade, active automata learning, an originally merely theoretical enterprise, got attention as a method for dealing with black-box or third party systems. Applications ranged from the support of formal verification, e.g. for assume guarantee reasoning [4] , to usage of learned models as the basis for regression testing. In the meantime, a number of approaches exploiting active learning for validation [17, 20, 6, 7, 2, 1] emerged.
Today, active automata learning is on the verge of becoming a valuable asset in bringing formal methods to systems lacking formal descriptions (e.g., the huge class of legacy systems): This edition of ISoLA alone features a track on active learning in formal verification [16] , one on model-based testing and model inference [12] , this tutorial, and is co-located with the STRESS summer school, 3 where active automata learning is part of the curriculum.
In particular when dealing with black-box systems, i.e., systems that can be observed, but for which no or little knowledge about the internal structure or even their intent is available, active automata learning can be considered as a key technology due to its test-based approach to model inference. However, the testbased interaction introduces a number of challenges when using active automata learning to infer models of real word systems, which have been summarized in [21] :
A: Interacting with real systems
The interaction with a realistic target system comes with two problems. Equivalence queries compare a learned hypothesis model with the target system for language equivalence and, in case of failure, return a counterexample exposing a difference. In practice, equivalence queries will have to be approximated using membership queries. Methods from conformance testing have been suggested as approximations but are in general too expensive to be feasible for industry scale applications.
The tutorial discusses all these issues along a number of practical examples. In particular, using the LearnLib [19, 18, 15, 13] , a flexible automata learning framework, it provides hands-on experience on -Challenge A: It is discussed how test drivers can be created for the LearnLib. Starting with the construction of application-specific test drivers by hand, it is discussed how a generic test driver can be employed by means of configuration. This configuration can be (semi-)automatically created by analysis of the target system's interface [14] . -Challenge E: Here we illustrate how a more global view of the learning process that more closely coalesces the two intertwined learning phases of model construction and model validation improves both, intuition and efficiency. This approach was applied successfully as part of the winning contribution of the ZULU competition [5, 9] where it clearly dominated other methods of searching for counterexamples. -Challenge D: Here two approaches are discussed and applied [22] , alphabet abstraction refinement [10] , and the explicit treatment of data flow using the more powerful modeling format of register automata [3, 8, 22] .
Participants are invited to experience the impact of all these methods on their own laptop using their own LearnLib installation.
