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ЗНАХОДЖЕННЯ ПЕРІОДИЧНИХ РОЗВ’ЯЗКІВ  
ЗВИЧАЙНОГО НЕЛІНІЙНОГО ДИФЕРЕНЦІАЛЬНОГО 
РІВНЯННЯ ДРУГОГО ПОРЯДКУ ІЗ ЗАПІЗНЕННЯМ 
Ю.Є. БОХОНОВ 
Анотація. Запропоновано підхід до знаходження періодичних розв’язків нелі-
нійного диференціального рівняння другого порядку із запізненням. Відомо 
числово-аналітичний метод знаходження періодичних розв’язків для звичай-
них рівнянь другого порядку, що узагальнюється для рівнянь із запізненням, у 
якому рівняння зводиться до системи першого порядку. У пропонованому ме-
тоді досліджено саме рівняння без зведення його до системи. Побудовано 
функцію Гріна для самоспряженого диференціального оператора другої похід-
ної, що визначений на  функціях, які задовольняють періодичні крайові умови. 
Наведено необхідні і достатні умови існування періодичних розв’язків рівнян-
ня. Отримано оцінку швидкості збіжності  наближених обчислень. 
Ключові слова: періодичні розв’язки, нелінійне диференціальне рівняння 
з запізненням, періодична крайова задача, функція Гріна, самоспряжений ди-
ференціальний оператор. 
ВСТУП 
Широко відомо числово-аналітичний методі знаходження періодичних 
розв’язків  системи звичайних диференціальних рівнянь першого порядку 
[1]–[3]. Його використовують також для знаходження періодичних 
розв’язків рівняння другого порядку шляхом зведення його до системи пер-
шого порядку. Узагальнення цього методу застосовують для розв’язання 
такої ж задачі для рівнянь та систем рівнянь із запізненням [4], [5]. У пропо-
нованій роботі шукаються періодичні розв’язки для рівняння із запізненням 
другого порядку без зведення його до системи першого порядку. Таку мето-
дику запропоновано для звичайного рівняння другого порядку [6]. Періоди-
чний розв’язок інтерпретується як розв’язок крайової задачі з періодичними 
умовами.  
ПОСТАНОВКА ЗАДАЧІ 
Знаходження періодичного розв’язку диференціального рівняння другого 
порядку із запізненням можна звести до розв’язання періодичної крайової 
задачі для цього  рівняння на відрізку, довжина якого дорівнює періоду. Та-
кий підхід не потребує зведення рівняння другого порядку до системи рів-
нянь першого порядку.  
Отже, будемо шукати періодичні за t з періодом T розв’язки рівняння 
 ))(),(),(),(,(  txtxtxtxtfx   (1) 
(зазвичай, T0 ). 
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Нехай функція  ),,,,( vyuxtf  задовольняє такі умови: 
а) неперервність і обмеженість на ]`,][,[],[],[),( dcdcbabaD  , 
Позначимо  
 ;),,,,(sup vyuxtfM
D
  (2) 
б) періодичність за t  з періодом T , 
в) виконання умови Ліпшиця: 
  ),,,,(),,,,( 22221111 vyuxtfvyuxtf  
 211211210210
~~ vvKyyKuuKxxK  . (3) 
Будемо шукати розв’язок (1), який задовольняє крайові умови 
 )()0(),()0( TxxTxx    (4) 
Зрозуміло, що його та його похідну можна періодично продовжити на 
всю вісь. 
РОЗВ’ЯЗАННЯ ПЕРІОДИЧНОЇ КРАЙОВОЇ ЗАДАЧІ 
Пропонується розглянути самоспряжений диференціальний оператор 
)())(( txtLx   у гільбертовому просторі ),,0(2 TLH   область визначення 
якого – функції, що мають абсолютно неперервну першу похідну, які задо-
вольняють крайові умови (4). Задача знаходження періодичних розв’язків 
зводиться до задачі обернення оператора L . Треба, утім, зауважити, що цей 
оператор не має оберненого, оскільки, як легко бачити, 0  є його власним 
числом з одновимірним власним підпростором 1H , натягнутим на функцію 
1)( tx . Із самоспряженості оператора випливає, що підпростір H` , ортого-
нальний до одиниці, є інваріантним відносно L . При цьому HHH `1 . 
Підпростір ,H очевидно, складається із функцій, середнє яких за [0, T] 
0)(1
0
 
T
dtth
T
h  Hh `  дорівнює нулю. Слід зауважити, що функція 
в правій частині рівняння (1) не належить до ,H`  тому далі будемо розгля-
дати допоміжне рівняння 
 .))(),(,)(),(,( ftxtxtxtxtfx    (5) 
Для побудови вказаного оберненого оператора використаємо авторську 
методику із праці [1], за допомогою якої знаходимо функцію Гріна: 
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Завдяки розкладу в пряму ортогональну суму HHH `1  кожен 
розв’язок крайової задачі для рівняння (5) можна подати у вигляді 
),()( 10 txxtx   де ,0, 10  xxx  тобто 
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Разом з рівнянням (8) розглядається рівняння для похідної: 
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Система (8)–(9) розв’язується методом послідовних наближень. Якщо 
процес збігається, отримуємо розв’язок ),,( 0xtx   який при підстановці в 
рівняння (8) перетворює його в тотожність. Для того, щоб цей розв’язок був 
також розв’язком (1), очевидно необхідно і разом з виконанням умов (4) 
достатньо, щоб виконувалась умова  
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тобто щоб число 0x  (яке є середнім від )(tx , розв’язку задачі)  було коренем 
цього рівняння.   
Використовуючи формули (6), (7), перетворимо систему  (8)–(9). 
Інтеграл у правій частині формули (8): 
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Отже, рівняння (8) набуде вигляду 
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Аналогічно перетворимо праву частину рівняння (9): 
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Цілком зрозуміло, що нерухома точка цього оператора є розв’язком си-
стеми інтегральних рівнянь (8)–(9). 
Уведемо в просторі 2  псевдонорму:  2121 ,col),(col xxxx  , а та-
кож для вектора-функції ))(),((col 21 txtx : 
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Простір з такою псевдонормою буде частково впорядкованим, і для ве-
кторів ),(col),,(col yx  при виконанні умов  yx ,  використовувати-
мемо позначення ).,(col),(col yx  
Шукати розв’язок системи  (11)–(12) будемо методом послідовних на-
ближень: 
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Дослідимо цю послідовність на збіжність. Спочатку оцінимо відхилен-
ня першого наближення від нульового. Для більшої зручності зробимо це 
для кожної координати окремо: 
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Очевидно, що такі самі оцінки справедливі для норм 01 )( xtx   і 
)(1 tx  . Тому 
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Аналогічно оцінимо псевдонорму різниці ),(col 11 mmmm xxxx    . 
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Тут використано факт, що для періодичної з періодом T функції 
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Перепишемо цю оцінку, використовуючи впроваджені раніше позна-
чення: 
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Нехай )~,~(max 1100 KKKKK  . Тоді, очевидно,  
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Далі будемо позначати матрицю в лівій частині через Q. 
Звідси, з урахуванням рівнянь (13), (14), можна отримати оцінку 
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Стандартні міркування приводять до оцінки відхилення m-го набли-
ження розв’язку від pm  -го за будь-якого натурального p : 
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Для вектора ),...,(col 1 nxxx   і матриці n jijiaA 1,, )(   розглянемо відомі 
норми 



n
i
ji
nj
n
j
j aAxx
1
,
111
1 max; . 
Вони узгоджені в тому розумінні, що 1111 xAAxx  .  
Знаходження періодичних розв’язків звичайного нелінійного диференціального рівняння … 
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Відомо, що якщо njia ji ,...,1,,0,   і суми елементів в стовпцях мат-
риці однакові, то її норма збігається із спектральним радіусом ([7]). Такі 
властивості має матриця Q. З іншого боку, спектральний радіус 
k k
k
AA  lim)(  дорівнює найбільшому з модулів власних чисел матриці 
([7]). Знаходячи найбільше власне число матриці ,Q  маємо її спектральний 
радіус: 
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Із виразу (15) випливає оцінка  
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Якщо 
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виконується умова критерію Коші, отже послідовність ),(col mm xx   збіга-
ється, причому до розв’язку системи (11)–(12). Користуючись стандартними 
міркуваннями, легко довести, що цей розв’язок єдиний.  Переходячи в рів-
нянні (16) до границі при p , маємо похибку між розв’язком системи 
і її m-м наближенням: 
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Або остаточно 
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Границя послідовних наближень, яка є розв’язком системи інтеграль-
них рівнянь, повинна належати області D. Із стандартних міркувань випли-
ває, що для цього від константи M  досить вимагати виконання умови:  
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  )(4),(318min 2 dcTabTM   (19) 
Також зрозумілим чином можна отримати оцінку можливих значень 
величини 0x :  
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Сформулюємо остаточні результати. 
Теорема 1. Нехай функція ),,,,( vyuxtf  неперервна на  ],[],0[ baT  
],[],[],[ dcdcba  , періодична за t  з періодом T  задовольняє умови а), б), 
в), причому, константи Ліпшиця та стала M  задовольняють умови (17), (19). 
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Тоді для існування періодичного з періодом T  розв’язку ),( 0xtx   рівнян-
ня (1) необхідно і достатньо існування такого значення 0x , яке задовольняє 
рівняння (10), де ),( 0xt  знаходиться методом послідовних наближень. При 
цьому 0x  є середнім значенням ),( 0xt  на ],0[ T  і знаходиться на проміжку, 
який задовольняє умови (20). Похибка між розв’язком задачі (1)–(4) і її m-м 
наближенням визначається умовою (18). 
ВИСНОВКИ 
Традиційно для знаходження періодичних розв’язків звичайного нелінійно-
го диференціального рівняння другого порядку або рівняння із запізненням 
його зводять до системи першого порядку. Логічно досліджувати саме рів-
няння безпосередньо. У такому разі періодичний розв’язок інтерпретується 
як розв’язок періодичної крайової задачі. Оператор другої похідної в лівій 
частині рівняння, визначений на функціях, що задовольняють періодичні 
граничні умови є самоспряженим, і для нього будується функція Гріна. Не-
стандартна ситуація при її побудові  полягає в тому, що оператор, оберне-
ний до оператора другої похідної, не є визначеним на всьому просторі 2L , 
а лише на підпросторі корозмірності одиниця, ортогональному до підпрос-
тору констант. Отримано оцінку функції Гріна крайової задачі, констант 
в умові Ліпшиця, яку задовольняє функція в правій частині рівняння, а та-
кож її супремуму на області визначення. Визначено умову збіжності ітера-
ційного процесу і оцінено швидкість збіжності методу. 
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