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1. Introduction 
As scientists, we all send our best work to Science or Nature – or at least we dream of one day making 
a discovery we deem worthy of sending there. So obvious does this hierarchy in our journal 
landscape appear to our intuition, that when erroneous or fraudulent work is published in ‘high-
ranking’ journals, we immediately wonder how this could have happened. Isn’t work published there 
the best there is? Vetted by professional editors before being sent out to the most critical and most 
competent experts this planet has to offer? How could our system fail us so badly? We are used to 
boring, ill-designed, even flawed research in the ‘low-ranking’ journals where we publish.  Surely, 
these incidents in the ‘top’ journals are few and far between?  
It may come as a surprise to many scientists that the data speak a different language. They indicate 
that perhaps erroneous and fraudulent work is more common in ‘top’ journals than anywhere else 
(Brembs et al., 2013).  There is direct evidence that the methodology of the research published in 
these journals is at least not superior, perhaps even inferior to work published elsewhere (Brembs et 
al., 2013)  There is some indirect evidence that the error-detection rate may be slightly higher in ‘top’ 
journals, compared to other journals (Brembs et al., 2013). Neither data alone are sufficient to 
explain why high-ranking journals retract so many more studies than lower-ranking journals, but 
together they raise a disturbing suspicion: attention to top journals shapes the content of our 
journals more than scientific rigor. The attention being paid to publications in high-ranking journals 
not only entices scientists to send their best work to these journals, it also attracts fraudsters as well 
as unexpected and eye-catching results, which all too often prove literally too good to be true (Steen, 
2011a, 2011b; Fang and Casadevall, 2011; Cokol et al., 2007; Hamilton, 2011; Fang et al., 2012; 
Wager and Williams, 2011). A conservative interpretation of the currently available data suggests that 
the attraction for truly groundbreaking, solid research just barely cancels out the attraction for 
unreliable or fraudulent work. A less conservative approach suggests that the solid research is losing.  
How can the data be so at odds with our intuition? Of course, the research providing these data 
may itself be flawed. Selection bias, methodological errors and field-specific distortions may be 
dominating the studies currently available. However, in the absence of any evidence of such 
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systematic flaws spreading over many studies covering the last two decades, perhaps we at least 
ought to consider that our intuitions may be failing us. Perhaps journal rank’s allure is no better than 
a horoscope – it only works its magic when you read your own horoscope and marvel at how well it 
describes you and how well its predictions have been met in the past. If the currently available data 
are taken at face value, they indicate that confirmation bias and selective attention on the part of 
scientists may be the only factors keeping Nature and Science at the top. At least, there is nothing in 
the current literature that can be taken as an evidence-based justification for their standing. 
The current official justification for the rank of a journal, Thomson Reuters’ Journal Impact 
Factor (JIF), is probably the worst possible attempt at such a ranking. In contrast to widespread 
belief, the JIF only appears to be calculated on hard citation data. It is by now thoroughly 
documented that it is only loosely based on a select subset of some citations (Editorial, 2005; 
Garfield, 1999; Adam, 2002; Moed and Van Leeuwen, 1995; Moed and van Leeuwen, 1996; Hernán, 
2009; Baylis et al., 1999; Brembs et al., 2013). First, publishers negotiate with Thomson Reuters 
which articles are being used for the calculation (Baylis et al., 1999; The PLoS Medicine Editors, 
2006; Brembs et al., 2013) , leading to documented shifts in a journal’s JIF of an order of magnitude 
or more after such negotiations e.g., (Baylis et al., 1999). Second, when these negotiated data are 
subjected to independent verification, they fail to be reproduced, suggesting that after the 
negotiations with the publishers, Thomson Reuters is altering JIF values in a non-reproducible way 
before they are published (Rossner et al., 2007). Third, even if the JIF data could be relied upon, the 
statistical concept behind the JIF violates even the most basic mathematical rules: the JIF is 
calculated as a mean citation rate, when it has been known for decades that citation data are 
nowhere near normally distributed (Rossner et al., 2007; Seglen, 1992, 1997; Kravitz and Baker, 
2011; Editorial, 2005; Chow et al., 2007; Weale et al., 2004; Taylor et al., 2008; Adler et al., 2008). 
While there are many more flaws to be listed (e.g., (Vanclay, 2011), these three fundamental flaws 
alone help explain why the JIF has about as much predictive power as a horoscope. The actual 
citations an article receives are only very weakly correlated with the JIF of the journal the article was 
published in (Chow et al., 2007; Kravitz and Baker, 2011; Singh et al., 2007; Starbuck, 2005; Lozano 
et al., 2012; Hegarty and Walton, 2012; Seglen, 1997; Callaham, 2002; Seglen, 1994; Finardi, 2013). 
Adding insult to injury, the data suggest that reading habits, rather than any content of the journals 
are the main explanation for this relationship (Lozano et al., 2012). 
Thus, much like astrologists use unrelated factors such as the position of stars in the sky to judge 
and predict a person’s qualities, scientists use unrelated factors, such as the container within which 
an article was published, to judge and predict the qualities of an article. As a scientist, one would 
hope that the scientific community would be less impervious to data than astrologists. If not, it 
probably deserves what may be happening on or before the year 2046. This is the year when one 
retraction will be issued for every new article published (i.e., a 100% retraction rate), provided the 
current exponential trend in the rise of retractions (based on PubMed data) continues unabated (Fig. 
1a (Brembs et al., 2013).   
What could an astrology-like method of evaluating scientific publications have to do with an 
exponentially increasing retraction rate? By and large, currently tenured faculty have received tenure 
by publishing in highly ranked journals. In times of fewer and fewer tenured positions with more 
and more STEM graduates, today’s faculty train their students, consciously or subconsciously, that 
publication in top journals is a condition for remaining and getting ahead in science. The data 
suggests that rather than scientific quality, the potential to market one’s research for a general 
audience is more of a determining factor for obtaining publications in high-ranking journals. With 
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selection for tenured faculty hence focusing more on their marketing than their scientific skills and 
the second generation of such scientists now starting their own labs, an exponential rise in the 
unreliability of scientific publications is –all else being equal- precisely what one would expect. It has 
to be emphasized that at this point this is mere evidence-based speculation – there is no direct 
evidence in support of this interpretation. Notwithstanding, the hypothesis is consistent with the 
currently available data. 
 
2. Why the scientific infrastructure needs reform 
The potential catastrophe indicated by the data is not the only reason to argue for publication 
reform. Even if later studies were to prove a majority of the doom-and-gloom predicting studies 
wrong, the dysfunctionality of our current communication system is cause for reform by itself. Not 
only do we rely on 20th century citation technology for linking our publications together, we also 
cannot access all of it, we mostly don’t know who is reading our papers and we are barred from 
using modern information technology to assist us in selecting what to read. To make matters even 
worse, we are overpaying publishers for their services, by some accounts by as much as over 90%, 
compared to alternative systems offering similar or even superior services (see below). 
Thus, publication reform is badly needed, even if there wasn’t a major crisis looming. However, 
with the computer age, publications are increasingly being complemented by two other fruits of our 
intellectual labor: data and software. If the dysfunctional state of our literature can already be 
described as abysmal, our current digital infrastructure for data and software is even worse. Field-
specific databases exist largely as grant-funded projects and are hence not on sustainable financial 
footing (Baker, 2012; Editorial, 2009; Merali and Giles, 2005; Editorial, 2012). For the last two 
decades, many, even major databases have been closed or have faced severe funding crises. The 
recent shutdown of the US government has brought the fickle nature of even government-funded 
sequence databases such as those hosted by the NCBI into everybody’s awareness. Rounding off the 
trio of infrastructure horrors is scientific software for which there is no academic infrastructure 
whatsoever (Ince et al., 2012; Peng, 2011; Joppa et al., 2013; Mesirov, 2010). 
 
3. How scientific institutions can avert the looming crisis by themselves 
However, desperation is not the right response when faced with such challenges. In particular, the 
crisis science faces can be solved by the scientific institutions themselves, without the assistance of 
any outside entities. The solution lies in the combination of the expert know-how residing in the 
computing centers and libraries of our institutions with the vast subscription funds currently flowing 
into the pockets of the shareholders of a few international publishing houses. Current digital 
technology for an infrastructure serving all our intellectual fruits, software, data and their text 
summaries, is cheap and readily available. The required know-how already exists within our 
institutions and the funds are also available, albeit still locked in publisher contracts. The only factor 
missing for an infrastructure that promises to solve all the above problems is international 
coordination, in order to transition away from a legacy system that is not even close to serve even 
the most basic needs of the scientific community. 
Libraries already digitally archive and make accessible many journals, on top of our theses and 
other works. The SciELO platform (http://scielo.org)  in developing countries has been 
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demonstrating for 15 years now that fully accessible, peer-reviewed publishing can be established at 
US$90 per article (Packer, 2010), rather than the US$4800 the developed countries are currently 
paying the publishers, e.g. (Van Noorden, 2013). Scientists have been running databases for research 
data for decades and hosting version-controlled, multi-user software repositories is not rocket 
science any more. Thus, we already have the expertise and the funds in our institutions to expand 
the existing literature infrastructure, complement it by migrating external databases in-house and 
extend it by implementing a software infrastructure. 
This infrastructure would save money, save lives, save scientists time and allow for the 
development of an evidence-based reputation system to boot. There simply is no reason to delay 
reform any further. 
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