Abstract Prediction of financial time series is described as one of the most challenging tasks of time series prediction, due to its characteristics and their dynamic nature. Support vector regression (SVR), Support vector machine (SVM) and back propagation neural network (BPNN) are the most popular data mining techniques in prediction financial time series. In this paper a hybrid combination model is introduced to combine the three models and to be most beneficial of them all. Quantization factor is used in this paper for the first time to improve the single SVM and SVR prediction output. And also genetic algorithm (GA) used to determine the weights of the proposed model. FTSE100, S&P 500 and Nikkei 225 daily index closing prices are used to evaluate the proposed model performance. The proposed hybrid model numerical results shows the outperform result over all other single model, traditional simple average combiner and the traditional time series model Autoregressive (AR).
Introduction
In modern financial time series prediction, predicting stock prices has been regarded as one of the most challenging applications. Thus, various numbers of models have been depicted to support the investors with more precise predictions. However, stock prices are influenced by different numbers of factors and the nonlinear relationships between factors existed in different periods such that predicting the value of stock prices or trends is considered as an extremely difficult task for the investors. Therefore, many methods and approaches have been introduced and employed in the prediction of stock prices and trends since the start of the stock market.
Additionally, researchers proposed numerous conventional numerical prediction models. However, traditional statistical models such ARCH, GARCH, ARMA, ARIMA and AR have failed to capture the complexity and behavior of the stock price. George Box stated in his work that "essentially, all models are wrong, but some are useful" [1] . Therefore, researchers have introduced more advanced nonlinear techniques including Support Vector Machine (SVM), Support Vector Regression (SVR), Neural Network (NN). Due to inherent characteristics such as non-linear, nonstationary, noisy, high degree of uncertainty and hidden relationships of the financial time series, single artificial intelligence and other conventional techniques have failed to capture its non-stationary property and accurately describe its moving tendency. Therefore, researches and market participants have paid a tremendous attention in order to tackle such problem. Thus, various models architecture and new algorithm have been introduced and developed in the literature to alleviate the influence of noise.
A various number of models and theories have been implemented by researchers in order to improve the prediction performance. Different techniques has been combined with single machine learning algorithms, for example Zhang and Wu [2] have integrated a Back-Propagation neural network (BPNN) with an improved Bacterial Chemotaxis Optimization (IBCO). Anther method was proposed combining data preprocessing methods, genetic algorithms and Levenberg-Marquardt (LM) algorithm in learning BPNN by [3] . In their studies data transformation and selection of input variables were used under data preprocessing in order to improve the model's prediction performance. Moreover, the obtained result has proved that the model is capable of dealing with data fluctuations as well as yielding a better prediction performance. And also, a hybrid artificial intelligent model was proposed by [4] combining genetic algorithms with a feed forward neural network to predict stock exchange index. The latest research indicates that in short term prediction models based on artificial intelligence techniques outperform traditional statistical based models [5] . However, and also as a result of the dramatic move in stock indices in response to many complex factors, there is plenty of room for enhancing intelligent prediction models. Therefore, researchers have introduced and tried to combine and optimize, different algorithms and take the initiative to build new hybrids models in order to increase prediction speed and accuracy.
There are many example of these attempts such as; Armano et al. [6] who optimized GA with ANN to predict stock indices; SVM were also combined with PSO in order to carry out the prediction of stock index by Shen and Zhang [7] . Kazem's [8] prediction model, chaotic mapping, firefly algorithm and support vector regression (SVR) were proposed to predict stock market prices. In Kazem's study SVR-CFA model was for the first time introduced and the results were compared with the SVR-GA (Genetic Algorithm), SVR-CGA (Chaotic Genetic Algorithm), SVR-FA (Firefly Algorithm) and ANN, and the ANFIS model, and the new adopted model SVR-CFA outperformed the other compared models. The seasonal Support Vector Regression (SSVR) model was developed by [9] to predict seasonal time series data. Moreover, in SSVR models in order to determine the model parameters, hybrid genetic algorithm and tabu search (GA, TS) algorithms were implemented. And also on the same data sets, Sessional Auto regressive Integrated Moving Average (SARIMA) and SVR were used for prediction, however the empirical results based on predic-tion accuracy indicated that the proposed model SSVR outperformed both models (SVR and SARIMA). A novel hybrid model to predict future evolution of a various stock indices was developed by integrating a genetic algorithm based on optimal time scale feature extractions with support vector machines. Neural network, pure SVMs and traditional GARCH models were used as a benchmark and prediction performances were compared and thus the proposed hybrid model's prediction performance was the best. Root mean squared error (RMSE) is one of the main utilized prediction models for performance measurement, however the reduction in this standard statistical measurement was significantly high. A novel hybrid ensemble model to predict FTSE 100 next day closing price was proposed by Al-hnaity and Abbod [10] . Genetic Algorithm (GA) was used to determent the weight of the hybrid combination model, and thus, the empirical results showed that the proposed hybrid model utilizing GA has outperformed the rest utilized approaches in their study.
In this chapter, the FTSE 100, S&P 500 and Nikkei225 daily closing prices will be predicted. Different data mining techniques will be utilized to capture the non-liner characteristics in a stock prices time series. The proposed approach is to combine the support vector machine SVM, support vector regression SVR and BPNN as the weight of these models are determined by the GA. The evaluation of the proposed model performance will be done by using it on the FTSE 100, S&P 500 and Nikkei225 daily closing price as the illustrative examples. The below examples show that the proposed model outperform all single models and with regard to the possible changes in the data structure, proposed model is shown to be more robust. The reminder of this chapter is organized as follow: in Sect. 2 the component models SVM, SVR and BPNN are briefly introduced. Section 3 demonstrates the prediction procedures and the hybrid methodology. The experimental result exhibits in Sect. 4 . Finally conclusions and future work are in Sect. 5.
Methodology

Benchmark Prediction Model
In this chapter a traditional prediction model Simple Auto-regressive model (AR) is used, in order to benchmark the performance efficiency of the utilized models. Moreover, a simple average in this thesis is used as a benchmark combination method.
Simple Auto-Regressive Model
The autoregressive model (AR) in this study is used as a benchmark model to evaluate the prediction power between the utilized models based on the relative improvements on root mean square error. Equation 1 illustrates the AR model used.
Eqution 1 y (t) is the predicted stock price based on the past close daily price, y (t) − y (t − n) and the coefficients of AR model are a 1 − a n . 5 lagged daily price is the order of which is used in the AR model was varied and found to give better prediction result. The model coefficients were determined by using the implemented regress function in the MATLAB.
Prediction Combination Techniques
Combining different prediction techniques has been investigated widely in the literature. In the short range prediction combining the various techniques is more useful according to [2, 11] . Timmermann [12] stated in his study that using simple average may work as well as more sophisticated approaches. In this chapter simple average is used as a benchmark combination model. Equation 2 illustrates the calculation of combination prediction method at time t [13] .
Artificial Neural Network
In recent years predicting financial time series utilizing Artificial Neural Network (ANN) applications has increased dramatically. The idea of ANN can be seen before reaching the output, where the filtration of the inputs through one or more hidden layers each of which consists of hidden units, or nodes is considered as the main idea. Thus, final output is related to the intermediate output [14] . The ability of learning from data through adaptive changing structure based on external or internal information that flows through the network during the learning phase and generates output variables based on learning is one of the most important advantages of ANN. Furthermore, the non-linear nature of ANN is also a valuable quality. ANNs are classified as non-linear data modeling tool, thus, one of the main purposes of utilizing such a model is to find the patterns in data or modeling complex relationships between inputs and outputs. Hence, an explicit model-based approach fails, but ANNs adapt irregularities and unusual of features in a time series of interest.
The application of ANNs has been popularly utilized in financial time series prediction modeling. A comprehensive review of ANNs and their application in a various finance domains is given in Sect. 1. However, as with many other techniques, ANNs have some disadvantages such as not allowing much of understanding of the data which might be because they are not explicit models. Therefore, providing a black box for the prediction process is considered as a disadvantage. The danger of over-fitting the in-sample training data is also a major ANN methods drawback [15] . In terms of the goodness of fit the performance of in-sample data sets is good, and is what ANNs are trained on. However, in out-of-sample data it is conditional on not breaking the structure in the data sets. In accordance with Balestrassi et al. [16] excessive training time and a large number of parameters that must be experimentally selected in order to generate good prediction are considered as other drawbacks facing ANN applications. In this chapter the ANN BPNN is used to predict financial data, Sect. 2.2.1 demonstrates this model.
Back Propagation Neural Network
In modeling time series with non-linear structures, the most commonly used structure is three layers feed-forward back propagation [17] . The weights are determined in the back propagation process by building connections among the nodes based on data training, producing a least-mean-square error measure of the actual or desired and the estimated values from the output of the neural network. The initial values are assigned for the connection weights. In order to update the weights, the error between the predicted and actual output values is back propagated via the network. Minimizing of the error the desired and predicted output attempts occurs after the procedure of supervised learning [18] . The architecture of this network contains a hidden layer of neurons with non-linear transfer function and an output layer of neurons with non-linear transfer function and an output layer of neurons with linear transfer functions. Figure 1 illustrates the architecture of a back propagation network, where
represent the outputs of neurons in the hidden layer; and y t (t = 1, 2, . . . , l) represent the outputs of the neural network [19] . [19] In theory a neural network has the ability to simulate any kind of data pattern given a sufficient training. Training the neural network will determine the perfect weight to achieve the correct outputs. The following steps illustrate the training process of updating the weights values [20] . The first stage is hidden layers: the bellow Equation explains how the outputs of all neurons in the hidden layer are calculated:
where net i is the activation value of the ith node, z i is the output of the hidden layer, and f H is called the activation Equation of a node; in this chapter a sigmoid function is utilized. Equation 5 explains the utilized sigmoid activation equation.
Second stage the output: The outputs of all neurons in the output layer are given as Eq. 6 illustrated bellow:
The activation Equation is f t (t = 1, 2, . . . , l), which is usually a linear equation.
The weights are assigned with random values initially, and are modified by the delta rule according to the learning samples traditionally. The topology in this study is determine by a set of trial and error search conducted to choose the best number of neurons experiments. Different range of 20-5 neurons in hidden layer two layer feed forward back propagation network were tried. The model stopped training after reaching the pre-determined number of epochs. The ideal topology was selected based on the lowest Mean Square Error.
Support Vector Machine
The SVM theory was developed by Vladimir Vapnik in 1995. It is considered as one of the most important breakthroughs in machine learning field and can be applied in classification and regression [21] . In modeling the SVM, the main goal is to select the optimal hyperplane in high dimensional space ensuring that the upper bound of generalization error is minimal. SVM can only directly deal with linear samples but mapping the original space into a higher dimensional space can make the analysis of a non-linear sample possible [22, 23] . For example if the data point (x i , y i ) was given randomly and independently generated from an unknown function, the approximate function formed by SVM is as follows:
is the feature and non-linear mapped from the input space x. w and b are both coefficients and can be estimated by minimizing the regularized risk equation. 
Subject to:
The decision equation (kernel function) comes up finally after the Lagrange multipliers are introduced and optimality constraints exploited. The Eq. 13 is the formed of kernel equation:
where α i are Lagrange multipliers. The satisfy equalities
The kernel value is the same with the inner product of two vectors x i and x j in the feature space φ (x i ) and φ x j . The most popular kernel function is Radial Basis Function (RBF) it is form in Eq. 14.
Theoretical background, geometric interpretation, unique solution and mathematical tractability are the main advantages which has made SVM attract researchers and investors interest and be applied to many applications in different fields such as prediction of financial time series.
Support Vector Regression
As explained in Sect. 2.3 the idea of SVM is to constructs a hyperplane or set of hyperplanes in a high or infinite dimensional space, which can be used for classification. In the regression problem the same margin concept used in SVM is used.
The goal of solving a regression problem is to construct a hyperplane that is as close to as many of the data points as possible. Choosing a hyperplane with small norm is considered as a main objective, while simultaneously minimizing the sum of the distances from the data points to the hyperplane [24] . In case the of solving regression problems using SVM, SVM became known as the support vector regression (SVR) where the aim is to find a function f with parameters w and b by minimizing the following regression risk:
C in Eq. 15 is a trade-off term, the margin in SVM is the first term which is used in measuring VC-dimension [20] .
In the Eq. 16 φ (x) : x → Ω is kernel function, mapping x into in the high dimensional space, SVR and as proposed by [24] . The −ε insensitive loss function is used as follows:
Equation 18 constrained minimisation problem is equivalent to previous minimisation Eq. 15.
Min
In sample (x i , y i ) the ζ i and ζ i * measure the up error and down error. Maximizing the dual function or in other words constructing the dual problem of this optimization problem (primal problem) by large method is a standard method to solve the above minimization problem. There are four common kernel functions; among these, this chapter will be utilizing the radial basis function (RBF). In accordance with [25, 26] and [27] the RBF kernel function is the most widely applied in SVR. Equation 22 is defining the kernel RBF, where the width of the RBF is denoted by σ . Furthermore, Cherkassky and Ma [25] suggested that the value of σ must be between 0.1 and 0.5 in order for SVR model to achieve the best performance. In this chapter σ value is determined as 0.1.
Prediction Procedures
Financial time series data are characteristically non-linear, non-stationary, and noisy, with high degree of uncertainty and hidden relationships. These characteristics are a reason for information unavailability, affecting the behavior of financial markets between past and future captured prices. According to Li and Ma [28] traditional linear methods and the majority of sophisticated non-linear machine learning models have failed to capture the complexity and the non-linearity that exists in financial time series, particularly during uncertainty periods such the credit crisis in 2008 [29] . Financial time series characteristics imply that the statistical distributions of time series can change over time. The cause of these changes may be economic fluctuations, or political and environmental events [30, 31] . As a result, it has been verified in the literature that no single method or model works well to capture financial time series characteristics properly and accurately, which leads to different and inaccurate financial time series prediction results [32, 33] . In order to address these issues, a new two step hybrid model is proposed to capture the non-linear characteristics in a stock price time series. The proposed approach is to combine the support vector machine SVM, support vector regression SVR and BPNN as the weight of these models are determined by the GA.
Hybrid Combination Model GA-WA
Combining different prediction techniques have been investigated widely in the literature. In the short range prediction combining the various techniques is more useful according to [2, 11] . In accordance to Timmermann's study, using the simple average may work as well as more sophisticated approaches. However, using one model can produce a more accurate prediction than any other methods. Therefore, simple averages would not be sufficient in such cases [12] . Compared with different prediction models, the hybrid prediction method is based on a certain linear combination. The assumption for the actual value in period t by model i is f it (i = 1, 2, . . . m), the corresponding prediction error will be e it = y t − f it . And also the weight vector will be W = [w 1 , w 2 , . . . w m ] T .. Then in the hybrid model the predicted value is computed as follows [34, 35] :
Equation 23 can be expressed in another from, such:
The error for the prediction model can be formed as Eq. 26 illustrates.
This research proposes a hybrid model of combining SVR, BPNN and SVM.
The prediction values in period t areŶ combined t ,Ŷ SV R ,Ŷ B P N N andŶ SV M for the hybrid, SVM, BPNN and SVR models, where the assigned weights are w 1 , w 2 , w 3 respectively, with
The most important step in developing a hybrid prediction model is to determine the perfect weight for each individual model. Setting w 1 = w 2 = w 3 = 1/3 in Function 27 is the simplest combination method for the three prediction models. Nevertheless, in many cases equal weights cannot achieve the best prediction result. Therefore, this chapter adopts a hybrid approach utilizing GA as an optimizer to determine the optimal weight for each prediction model. Figure 2 illustrates the architecture of the GA-WA hybrid model. 
Genetic Algorithm
Genetic Algorithm GA is a well known tool in computational method modeled on Darwinian selection mechanism. GA principles were proposed by Holland [36] , and developed by Goldbreg [37] and Koza [38] . Thus, the main purpose of using such algorithm, is to solve optimization problems such determining the optimal weights for the proposed hybrid model in this research. In comparison to other conventional optimization methods, GA have many differences, which contributed in making GA more efficient in searching for the optimal solution. The following points exhibited those differences [39] .
• Computing the strings in GA algorithms is done by encoding and decoding discrete points than using the original parameters values. Thus, GAs tackling problems associated to discontinuity or non-differentiability function, where, traditional calculus methods have failed to work. Therefore, due to adaptation of binary strings, such characteristic allows GAs to fit computing logic operations better.
• The prior information is not important, and thus there is no need for such information as the primary population is randomly generated. GA using a fitness function in order to evaluate the suggested solution.
• Initialization, selection and reproduction whether, crossover and mutation are what GA depends on in searching process, which involve random factors. As a results, searching process in GAs for every single execution will be stand alone even the ones who are under the identical parameter setting, which perhaps may effect the results.
Data Pre-processing
Selecting and pre-processing the data are crucial steps in any modeling effort, particularly for generalizing a new predictive model. Data sets are divided into two sets: training and testing, which is explained in the below Subsection. Thus, the preprocessing steps for financial time series data are as follows:
• Data Cleaning:
In real world, data tend to be incomplete and inconsistent. Therefore, the purpose of data cleaning (data cleansing) is to fill in missing values and correct inconsistencies in the data. The daily closing price of the FTSE 100, S&P 500 and Nikkie 225 are used as an input, and due to public holidays in the stock market, there were missing values in the data set. Thus, treating the missing data can be done by different methods such as; ignore the tuple, fill in the missing value manually, use a global constant to fill in the missing value, use the attribute mean to fill in the missing value, use the attribute mean for all samples belonging to the same class as the given tuple and use the most probable value to fill in the missing values. This Chapter adopted the ignore the tuple method. In other words, in order to treat the missing information in the data set the tuples were excluded from the data set [40] .
• Attribute creation:
In the presented data in section must be able to be sufficiently utilized in prediction proposed models. Therefore, and according to Fuller [41] , a real valued time series is considered as a set of random variables indexed in time or it can be a set of observations ordered in time such as performance degradation data. In accordance with traditional setting of time series regression, the broad concept of the target value is represented as an unknown function for the input vector x t of the p-lagged last value of y itself, as Eq. 28 illustrated, where p is the number of back time steps which in this research is 5. Thus the input array and the output array are respectively as follows in Eqs. 29 and 30, where t is the number of training data. 
Moreover, these steps are for the training in-sample data set and testing out-ofsample data set. However, this research adopted a new approach in forming the training in-sample data set and testing out-of-sample data set in order to achieve the best prediction results. The following forms illustrate the steps of this forming: for training data: T r = x t . . . . . . x t+5 x t+6 , where m is a random number permutation 1 < m < p, p is the data size. For testing data: T s = x t . . . x t+5 x t+6 , where t is 1 : p, P is the testing data set size. Figure 3 illustrate the architecture of the data prepossessing.
Quantization Factor
This chapter adopts a new approach to enhance the prediction output of SVM and SVR models. The quantization factor is for the first time introduced to SVM and SVR. As explained above in the methodology in section SVM and SVR the model input is (x i , y i ). After adding the optimal factors which were determined by trial and error, the optimal factor was chosen from a range of factors between 10 and 100. The optimal factor was selected based on the lowest mean square error. The below steps illustrate the change in the input after introducing the quantization factor:
The model inputs become (X prim i , Y prim i ). After applying the above model SVM and SVR and to get the final prediction result the chosen factor is multiplied by the output of each model as illustrated in Eqs. 33 and 34:
This method has been proposed to enhance the performance and prediction ability of SVM and SVR techniques. To the best of our knowledge this might be the first time this approach is introduced and utilized in financial time series predictions (stocks indies predictions). Furthermore, the test was carried out on the training data set of the three stock indies (FTSE100, S&P 500 and Nikkei225). first, for FTSE100, the best Q f actor in SVR model is 100. Second, for S&P 500 the best Q f actor is 100. Third, for Nikkei225 the best Q f actor is 100. Moreover, in SVM prediction model the best Q f actor is 100 for FTSE100 data set, 10 is the best Q f actor for S&P 500 and 10 is the best Q f actor for the Nikkei225 data set.
Prediction Evaluation
Standard Statistical Measure
The accuracy of prediction is referred to as "goodness of fit" which in other words means how well the prediction models fit a set of observations. Moreover, prediction accuracy can also be regarded as an optimists term for prediction errors as stated in [42] . Hence, prediction error represents the difference between the predicted value and the actual value. Therefore, the prediction error can be defined as: if x n is the actual observations at time n andx n is the predicted value for the same period, then the prediction error takes the following form:
Generally, in Eq. 35x n is one step ahead prediction so E n is the one step ahead prediction error. The accuracy measurement can be classified under five categories according to [43] : scale-dependent measures, measures based on percentage errors, measures based on relative errors, relative measures and scaled error. However, in this research the most popular and commonly available statistical accuracy measures are used as Table 1 demonstrates: MSE, RMSE and MAE are scale-dependent measures which are commonly utilized to compare different methods on the same data set. In addition to standard statistical measures, standard deviation is used to observe variations. Moreover, a well known cross correlation method of computing the degree of relationship existing between the variables is also used in this study [44] . Table 2 illustrates the formulas utilized to measure prediction accuracy.
These statistical analyses after they are computed will provide the required information regarding the prediction accuracy and will strengthen the conclusions. However, after considering the pros and cons of the above-mentioned statistical accuracy measures, MSE and RMSE are chosen for performance comparison on the same data set, and for comparison across data sets MAE is utilized in this research [45] . 
Experimentation Design and Results
Data Sets
This chapter proposes a hybrid model to predict the next day index closing price. In order to test the proposed model, The first data set is the daily closing price of the FTSE 100 index. It is used to demonstrate the predictability of the single approach model. are used as the out-sample set (testing set). Thus, in order to discover a robust model it is highly suggested to have a long training duration and large sample [46] . Figure 4 illustrates the data division into in-sample and out-of-sample sets.
BPNN, SVM and SVR Parameters Determination
This chapter proposes a hybrid method combining three different models SVM, SVR and BPNN to predict FTSE 100, S&P 500 and Nikkei 225 stocks index closing prices. First step to build the proposed method is by performing the single classical models on the data sets individually. Building a BPNN prediction model by determining the architecture as mentioned in the methodology section in BPNN part. BPNN To build the SVR and SVM model, the method which was addressed in the methodology section and in the framework prediction model section to determine the parameters of both model and the factor is applied. In the literature there are no general rules for choosing those parameters. Thus, this research adopted the most common approach to search for the best C and γ values, which is the grid search approach [2] . The grid search approach was proposed by Lin et al. [47] using a validation process in order to achieve the ability to produce good generalizations to decide parameters. The criteria of choosing the optimal C and γ parameters is by trying pairs of C and γ and the best combination of these parameters which can generate the minimum mean square error MSE is chosen to set up the prediction model.
On the grid and after identifying a better region, on this region a more specific grid search can be conducted [47] . Finally after determining these lowest cross validation prediction error parameters C and γ , these parameters are chosen to be used in the creation of the prediction models. Figure 5 illustrates the process of grid search algorithm when building the SVM, SVR prediction model.
A set of exponentially growing sequences of C and γ are used and the best parameter combination results are: for the FTSE100 prediction next day closing price is (C = 100, γ = 0.0001), which gives the minimum mean square error MSE in the training data set and is therefore the best to set up the prediction model. For the S&P 500 next day closing price prediction, the best combination parameters are (C = 100, γ = 0.0001), which are the best combination parameters which give the minimum MSE in training data set. Furthermore, the best combination results to set up SVR prediction next day closing price model for Nikkei225 parameters are (C = 100, γ = 0.0003) which give the minimum MSE in the training data set. Moreover, the parameters combination to set up a prediction model using SVM are: Firstly, for the FTSE100 data set the best combination of parameters are C = 100, γ = 0.0003. Secondly, for S&P 500 the best combination of parameters are C = 100, γ = 0.0003. Thirdly, for Nikkei225 the best combination of parameters are C = 90, γ = 0.0002.
Prediction Results
To further explain the presented artificial intelligence techniques (SVM, SVR and BPNN) and its capability in understanding the pattern in the historical financial time series data, SVM, SVR and BPNN are applied to demonstrate their predictability of real world financial time series. In addition, this chapter presents a new hybrid The prediction results of FTSE 100, Nikkei 225 and S&P 500 testing data sets are summarized in Table 3 . It can be observed from Table 3 that GA-WA hybrid model outperformed the rest of proposed methods by achieving the smallest MSE, RMSE and MAE values for FTSE 100 and S&P 500 testing data sets. Furthermore, the results of GA-WA hybrid prediction model for Nikkei 225 testing data set, is the best results in comparison with the rest of SVM, SVR, BPNN, SA and AR models. The cross correlation coefficient R of each data sets are exhibited in Table 3 . It can be observed that the results of R for all methods are drawing near to 1, which implies that the predicted values and the actual are not deviating too much. Moreover, each method were run twenty times and the stander deviation was calculated. It can be observed that the results of S D for all models are relatively small, which implies hat the models are not running randomly. Figure 6 depicts the actual testing data set of Nikkei 225 daily closing price and predicted value from the AR, SVM, BPNN, SVR, SA and GA-WA. As it can be observed from the Fig. 6 all the utilized method have generated a good predicting Figure 7 presents the actual FTSE 100 closing price of the testing data set and predicted value from the AR, SVR, BPNN, SVM, SA and GA-WA. It also can be observed that the predicted obtained value from all the utilized models are very close the actual and to one another. Fig. 7 The actual FTSE 100 closing price index and its predicted value from AR, SA, SVM, SVR, BPNN and GA-WA models Fig. 8 The actual S&P 500 closing price index and its predicted value from AR, SA, SVM, SVR, BPNN and GA-WA models
The predicted values of AR, SVR, SVM, BNN, SA and GA-WA for the S&P 500 closing price testing data set are illustrated in Fig. 8 . It can be observed from the Fig. 8 that AR, SVR, SVM, SA and GA-WA predicted values are close to the actual values than BPNN model.
Conclusions
This paper examines the predictability of stock index time series whereas the dynamics of such a data in real situations is complex and unknown. As a result using single classical model will not produce the accurate prediction result. In this paper a hybrid combination model was introduced combining BPNN, SVM and SVR. FTSE 100 daily closing price was used to evaluate the proposed model performance. The proposed model was compared with different models and as the Table 3 shows that the hybrid model outperforms all other models. From the result that were achieved in this paper, the proposed hybrid model outperform the other three single models and the benchmark models, thus future work should revolve around different hybrid combination models paradigm. Different singles models can be added and the possibility of combining them. Moreover, to test the model robustness further extension of this study can be done by testing different data sets.
