The in situ characterisation of thermocouple sensors is a challenging problem. Recently the authors introduced a novel blind characterisation technique based on the cross-relation method of blind identification that allows in situ characterisation of temperature measurement probes consisting of twothermocouple sensors with differing time constants. While the technique has a number of advantages over competing methods, including low estimation variance and no need for a priori estimation of the time constant ratio, it was found to be positively biased and becomes unstable at high noise levels. In this paper the origin of the stability issues and bias are analysed. It is shown that an alternative normalised cost function formulation, which eliminates the stability problem, results in negatively biased time constant estimates at high noise levels. Further, it is demonstrated that this bias is less significant when temperature variations are broadband. All results are verified using Monte-Carlo simulations.
INTRODUCTION
In general, the frequency response of thermocouples used to measure the temperature in a liquid or gas flow can be adequately described by a first-order lag model with time constant, W , and unity gain (Tsuji et al., 1992 ). This simplified model can be written mathematically as 
While W can often be determined a priori, this is not feasible in varying gas/liquid flow environments (e.g. in the exhaust of an internal combustion engine) due to its dependency on v. Consequently, in situ characterisation is needed.
In situ characterisation is a very challenging problem since only the thermocouple output measurements are available, i.e. we do not have access to the input signal. In the field of system identification this is referred to as a blind identification problem. In the absence of additional information the problem is in fact unsolvable. Various methods have been proposed over the years which exploit additional information to obtain blind identification characterisation algorithms. Much of this work has been done in the signal processing community in the context of channel equalization and image restoration problems. Broadly speaking these methods can be classified as either deterministic or non-deterministic techniques. The former rely on structural redundancy when using multiple sensors, while the latter exploit knowledge of the statistics of the input to the sensor.
In addressing the problem of in situ thermocouple characterisation, several researchers have independently developed techniques which essentially fall into the former category. Pfriem (1936) was the first to observe that using two thermocouples with differing time constants to measure the same temperature provided sufficient information to allow in situ characterisation of both thermocouples. His method relied on a priori knowledge of the ratio of the time
a parameter which is approximately invariant to flow velocity fluctuations (Kee et al. 1999) . (In (3) the subscripts 1 and 2 refer to the two thermocouples with different W values).
Independently, Strahle and Muthukrishman (1976) and Cambray (1986) developed similar ideas. More recently several researchers have developed more sophisticated identification algorithms which can characterise the twothermocouple probe without requiring knowledge of the time constant ratio. These include Tagawa et al. (1998 Tagawa et al. ( , 2003 who developed a number of frequency domain techniques and Hung et al. (2005) who developed difference equation time domain algorithms. All these developments appear to have been made in isolation of the work done by the signal processing community on blind system identification.
In contrast, Hung et al. (2007) proposed a two-thermocouple probe (TTP) characterisation technique based on a deterministic blind identification method from the signal processing community, referred to as the cross-relation (CR) method (Liu et al., 1993) . The algorithm was shown to have several advantages over competing methods including low estimation variance and no need for a priori estimation of the time constant ratio. However, Monte-Carlo analysis showed that the algorithm was positively biased in the presence of measurement noise and became unstable at high noise levels.
In this paper the origin of the stability issues and bias are explored in detail. It is shown that an alternative normalised cost function formulation, which eliminates the stability problem, results in negatively biased time constant estimates at high noise levels. Further, it is demonstrated that this bias is less significant when temperature variations are broadband. All results are verified using Monte-Carlo simulations.
Following some preliminaries in Section 2 a brief overview of the CR characterisation technique is provided in Section 3. The stability problem and its solution are demonstrated in Section 4. A mathematical analysis of the bias introduced in the MSE and NSME formulations by measurement noise is presented in Section 5. Monte-Carlo simulation results in support of this analysis are then presented in Section 6. Discussion and conclusions follow in the final section.
PRELIMINARIES
Throughout the paper analysis will be performed with the aid of two simulated data sets generated in MATLAB® using the block diagram shown in Fig. 1 
while the second is a broadband signal generated using Matlab's normally distributed random signal generator. Samples of each signal, along with the corresponding thermocouple measurements are given in Fig. 2 . Each data set consists of 1500 samples at a sample rate of 2 ms collected after initial condition transients have decayed away. When adding zero-mean white Gaussian measurement noise to each thermocouple output, the amount of noise introduced is quantified in terms of the noise level, e L , defined as
In all experiments noise of equal power is added to each thermocouple, i.e. ) var( ) var ( 2 1 n n .
BLIND CHARACTERISATION
To exploit the information provided by output measurements from two systems of known structure but unknown parameters, the method of cross-relation (CR) proposed by Liu et al. (1993) can be employed. The implementation of the method for a two-thermocouple probe is illustrated in Fig. 3 
is then minimised to give estimates of 1 17th IFAC World Congress (IFAC'08) Seoul, Korea, July 6-11, 2008 Commutation is a fundamental requirement for the CR property underpinning the method, hence, the thermocouple models are both assumed to be linear. In addition, the thermocouples are assumed to be experiencing the same environmental conditions, i.e. measuring the same flow element with uniform temperature and velocity. Two further conditions are necessary in order for the time constants to be identifiable: (i) the input temperature signal, ) ( f t T , must be persistently exciting; (ii) the diameters of the two thermocouples must be different (Xu et al., 1995) , that is:
Finally, while recursive implementations of the CR method are possible, here only the constant parameter implementation is considered, hence v is assumed to be constant over the characterisation interval, such that 1 T exactly with 21 T . This is due to factors such as measurement noise on thermocouple outputs and violations of the assumption that the two thermocouples are experiencing identical environmental conditions. A 3-D surface plot and contour map of the MSE J cost function for the sinusoidal case study are shown in Fig. 4(a) . Due to its non-quadratic nature, MSE J cannot be minimised using linear techniques such as least squares. More importantly, it is multimodal with a second minimum at f
1Ŵ
W . This is because the low-pass filters in (6) behave as open-circuits when the time constants are infinite, hence, e will always be zero. It should be noted that the minimum at infinity exists irrespective of the noise conditions or any violations of the modelling assumptions and is in fact the global minimum. 
The resulting 1-D CR cost function corresponds to a vertical section through the 2-D cost function along the line radiating from the origin through the true time constants. This is illustrated graphically in Fig. 4(b) .
CROSS-RELATION COST FUNCTION INSTABILTY
In Hung et al. (2007) the authors discovered that the minimum at infinity significantly impacts on the stability of the CR scheme. In addition to the obvious problem of bounding the desired local minimum when using gradient based optimisation algorithms, it turns out that the local minimum disappears as the noise level increases with the result that the time constant estimates diverge to infinity. To counter these problems Hung et al. (2007) proposed an alternative normalised MSE cost function formulation which eliminates the minimum at infinity by penalising large time constants, that is:
The 3-D surface plot and contour map for this cost function are given in Fig. 6(a) . The corresponding 1-D cost function is plotted in Fig. 6 (b) and clearly shows that the NMSE eliminates the stability problem. This is verified in Fig. 7 which shows the 1-D NMSE CR cost function for different noise levels, e L .
In addition to the stability problems Hung et al. (2007) observed that MSE J produced positively biased parameter estimates in the presence of noise while those produced by NMSE J were negatively biased. Note, that these patterns are also evident in Figs. 5 and 7. In the next section the origin of these biases will be investigated with the aid of a mathematical analysis of noise corrupted CR cost functions. 
ANALYSIS OF BIAS

Noise Corrupted MSE Cost Function
A mathematical expression for the effect of noise on the MSE CR cost function can be developed as follows. When dealing with linear systems superposition applies, therefore the crossrelation signals 12 T and 21 T in Fig. 3 can be expanded as
The first term is the mean-square-error (MSE) due to incorrect time constant estimates and is independent of the noise present in the data. The second and third terms are the contributions to the cost function error by the filtered measurement noise. 
Here, k k c , 1 and 2 k are scalars arising from input signal noise power, noise bandwidth, non-ideal filter correction and time constant ratio factors. Substituting these expressions into (13) gives
where
. Thus, the noise term on the MSE cost function,
is inversely proportional to the time constant estimate. Scalar, n k , is proportional to the noise power and therefore increases as a function of the square of the noise level.
Noise Corrupted NMSE Cost Function
Noting that for zero mean signals,
, the noise corrupted version of the NMSE cost function can be expressed as
For a sinusoidal input signal with frequency Z radians/sec, the filter output signal power can be expressed as
Therefore, provided 1 2 !! W Z the decay in the cross-relation signal power with 2 W can be approximated as
Similarly, ) var( 2f T can be expressed as
Here, 1 c and 2 c are constants. Substituting (20) and (21) into (18) gives 
The mean and standard deviation of this estimation error, computed over 100 simulation runs, are recorded in Table 1 and Table 2 for the sinusoidal and broadband signals, respectively. The percentage of runs for which the MSE CR algorithm converged at each noise level is also recorded. In the cases where not all runs converged the statistics were computed based only on the converged subset. In the sinusoidal case study the MSE CR algorithm failed to converge for noise levels of 8% and above, while in the broadband case study complete breakdown did not occur until the noise level exceeded 25%. Tables 1 and 2 confirm the predicted bias effects arising from the different noise profiles, namely a positive bias with MSẼ J for both signal types, a negative bias with NMSẼ J for the sinusoidal signal and the absence of a bias in the case of the broadband signal.
The Monte-Carlo results also highlight the instability of the MSE CR algorithm. The nature of this instability (and also the bias on estimates) can easily be understood by plotting J, N and J+N on the same axis for each of the algorithmproblem combinations as illustrated in Fig. 9 . W . When this bias exceeds the basin of attraction of the noise free minimum the local minimum disappears leaving only the global minimum at infinity. In contrast the NMSE cost function is convex and therefore stable at all noise levels. However, in this instance the noise term has a positive slope for narrowband signals. This has the effect of shifting the minimum point to the left, hence the negatively biased time constant estimates. While, the NMSE CR algorithm is essentially unbiased for broadband temperature fluctuations, in practise the user will not have control over the frequency spectrum of the signals being measured. Consequently, in general, NMSE CR will produce negatively biased estimates.
Reducing estimation bias in CR blind characterisation algorithms, or eliminating it completely, through appropriate formulation of the cross-relation cost function, is the subject of ongoing research.
