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Capitolo 1  
Introduzione 
Questa tesi studia la rappresentazione visuale di un particolare tipo di 
flusso di informazione: gli alberi vocali, le strutture utilizzate per 
rappresentare il flusso delle telefonate in sistemi telefonici automatici. 
La forte crescita del mercato della telefonia, e la conseguente necessità 
di realizzare servizi sempre più innovativi, ha favorito l’integrazione tra il 
settore IT (Information Technology) ed il settore telefonico. Tra i servizi 
maggiormente sviluppati grazie all’apporto di tecnologie informatiche sono 
presenti i sistemi IVR (Interactive Voice Response), ossia sistemi telefonici 
automatici nati per consentire l’interazione con l’utenza senza l’intervento 
degli operatori umani.   
A seguito del successo ottenuto da questi sistemi è andata 
modificandosi la tipologia di utenza cui questa tecnologia è rivolta. 




Originariamente, infatti, la realizzazione di questi servizi era 
appannaggio esclusivo di un’utenza molto specializzata; la sfida odierna è 
quella di mettere a disposizione questa potenzialità a un pubblico più vasto. 
Per rendere possibile questo passaggio, servono strumenti semplici: da 
ciò nasce l’esigenza di rappresentare graficamente, in modo intuitivo, gli 
alberi vocali. 
Un albero vocale rappresenta il flusso delle chiamate in termini di nodi 
che, generalmente, presentano il testo da leggere all’utente, e di archi che 
rappresentano le scelte proposte all’utente per la navigazione. 
L’Information Visualization fornisce gli strumenti teorici e 
metodologici per la rappresentazione visuale degli alberi vocali. In tale 
settore, la ricerca si sviluppa su diversi ambiti, da quello scientifico a quello 
umanistico, in quanto materia trasversale a diversi campi di applicazione. 
L’idea di base di questa ricerca deriva dal fatto che la capacità di acquisire 
informazioni visuali è innata nell’uomo. In questo studio è prevalente 
l’interesse per la parte informatica, in quanto il problema riguarda la gestione 
degli alberi vocali attraverso strumenti informatici.  
Nell’ambito informatico lo studio dell’Information Visualizaton ha 
punti di contatto con l’interazione uomo-computer, la computer grafica ed il 
Graph Drawing. Quest’ultimo settore si occupa della rappresentazione delle 
informazioni, in particolare della rappresentazione visuale di grafi. Proprio 
nell’ambito di ricerca del Graph Drawing esistono i risultati più utili a questo 
lavoro, in particolare lo studio dell’Embedding, cioè della rappresentazione 
planare di un grafo.  





Di conseguenza il dominio su cui si concentra la ricerca è quello 
dell’intersezione tra l’Information Visualization ed il Graph Drawing. 
Nell’ambito di queste discipline, questo studio si inserisce come caso 
particolare, poiché si prefigge di rappresentare in maniera visivamente 
efficace i grafi che sono alla base degli alberi vocali, arrivando a definire un 
modello strutturale, orientato ad applicazioni interattive. L’aspetto della 
gestione degli alberi vocali che è centrale per questo lavoro è la loro 
definizione e costruzione incrementale. Il modello proposto valorizza 
questo elemento come strumento per identificare, tra la rete delle connessioni, 
i flussi di informazione principali: è quest’informazione che guida la 
disposizione degli elementi da visualizzare.  
Sulla base di queste ricerche è stata definita una struttura per 
rappresentare i flussi di informazione in applicazioni telefoniche, e quindi un 
modello architetturale applicabile a tutti i problemi di questo tipo; dati i 
requisiti di dinamicità del dominio applicativo, è stato scelto il modello 
Web2.0 come piattaforma tecnologica poiché fornisce metodologie di sviluppo 
per la condivisione delle informazioni e la collaborazione tra diversi utenti. 
La tesi è stata organizzata come segue. 
Nel capitolo 2 presentiamo lo stato dell’arte su l’Information 
Visualization, il Graph Drawing ed il Web2.0.  
Nel capitolo 3 definiamo il nostro modello dei flussi di informazione ed 
il modello architetturale che è stato utilizzato per realizzare l’applicazione. 
Nel capitolo 4 presentiamo uno studio dettagliato degli algoritmi che 
permettono di realizzare l’Embedding di un grafo generico sul piano, e 
l’applicazione di queste teorie ai nostri flussi di informazione.  




Nel capitolo 5 elenchiamo l’insieme di strumenti tecnologici utilizzati 
per l’implementazione dell’architettura proposta, e nel capitolo 6 presentiamo 
la descrizione dell’applicazione realizzata. 
Infine, nel capitolo 7 riassumiamo i risultati ottenuti e presentiamo i 





Capitolo 2   
Stato dell’arte  
In questo capitolo verrà presentato lo stato dell’arte relativo 
all’argomento della nostra tesi. Come già anticipato nell’introduzione, 
l’orientamento del nostro lavoro è rivolto allo studio della rappresentazione di 
informazioni e dati strutturati. 
A tal scopo abbiamo effettuato l’analisi di due ambiti di ricerca: 
l’Information Visualization, che ha l’obiettivo di  studiare modelli per la 
rappresentazione delle informazioni adatti a un vasto insieme di campi di 
applicazione, e il Graph Drawing,  che ha come obiettivo lo studio specifico 
della visualizzazione di grafi.  
Di seguito presenteremo entrambi gli ambiti di ricerca, fornendo al 
lettore una base teorica per affrontare la lettura del nostro elaborato. Inoltre 
introdurremo i concetti base del modello Web2.0, che verrà utilizzato per la 
definizione del modello architetturale del nostro sistema. 




2.1  Information Visualization  
Studiare un metodo di rappresentazione delle informazioni è 
fondamentale per rendere quest’ultime in forme più esplicite e facilmente 
comprensibili: per questo motivo è necessario sviluppare strumenti di 
supporto ai processi cognitivi, che consentano la generazione, la 
rappresentazione, la strutturazione, la condivisione e l’uso dell’informazione.  
A questo proposito è nato lo studio dell'Information Visualization, 
che si basa su idee provenienti da diverse tradizioni intellettuali, come 
l'informatica, la psicologia, la progettazione grafica, la cartografia, e l'arte. 
Questa disciplina è progressivamente emersa nel corso degli ultimi quindici 
anni come un campo di ricerca autonoma.  
Tra le aree di ricerca maggiormente coinvolte possiamo trovare  
discipline come la psicologia cognitiva e lo studio della percezione umana, che 
offrono importanti linee guide su come le persone riescono a percepire le 
informazioni visive, producendo dei risultati utili alla valutazione e allo 
sviluppo dei sistemi di visualizzazione delle informazioni. Tra i principali 
settori di ricerca che si occupano della rappresentazione delle informazioni, 
nell’ambito informatico, possiamo trovare la computer grafica, l'interazione 
uomo-computer, ed il Graph Drawing [1].  
Nelle applicazioni che riguardano l’Information Visualization, l'utilità 
del disegno dipende dalla sua leggibilità, cioè la capacità di trasmettere il 
significato delle informazioni che esso contiene in modo rapido e chiaro. 
Infatti, ai fini della rappresentazione di un’informazione strutturata, è 
fondamentale adoperare degli accorgimenti grafici per rendere intellegibile in 




modo immediato sia i singoli elementi informativi, che i legami presenti tra 
questi. 
A questo riguardo, sono stati proposti diversi standard grafici per 
rappresentare un insieme di informazioni sul piano, a seconda del campo di 
applicazione: in ciò è fondamentale lo studio del “design” delle informazioni 
[1] che si occupa della ricerca di rappresentazioni visuali di informazioni che 
consentano di migliorarne la comprensibilità agli occhi dell’osservatore. 
Lo studio di queste problematiche può essere confrontato alle ricerche 
effettuate nell’ambito della Scientific Visualization, che si occupa di 
definire modelli per la visualizzazione di informazioni scientifiche, ad esempio 
la rappresentazione di fenomeni fisici. 
Per distinguere i due ambiti, possiamo dire che, mentre nello studio 
della Scientific Visualization il layout grafico è implicito nei dati che si 
vogliono rappresentare, nello studio dell'Information Visualization non c’è 
alcun legame tra le informazioni e le loro possibili rappresentazioni [2]. 
La Scientific Visualization viene spesso utilizzata come strumento di 
supporto al sistema sensoriale dell’uomo, poiché rende visibili fenomeni che 
normalmente non vengono visualizzati dall’occhio umano. Al contrario, 
l’Information Visualization si focalizza maggiormente sulla rappresentazione 
di dati astratti, come ad esempio una banca dati di film, che viene 
rappresentata come un insieme di collegamenti semantici (il genere di film o 
gli attori coinvolti) tra tutti i film presenti nel sistema. In [3] è presente uno 
schema che definisce le diverse categorie di rappresentazione dei dati,  





Figura 1: Categorie di rappresentazione dei dati 
 
• External Cognition: L’uso del mondo esterno per ottenere 
conoscenza; 
• Information Design: Visualizzare le rappresentazioni esterne per 
amplificare la conoscenza; 
• Data graphics: Uso di astrazioni, per rappresentare i dati 
solitamente non rappresentabili per amplificare la conoscenza; 
• Visualization: Uso del computer per una rappresentazione visuale 
interattiva dei dati per amplificare la conoscenza; 
• Scientific Visualization: Uso della rappresentazione visuale 





























• Information Visualization: Uso della rappresentazione visuale 
interattiva dei dati astratti, non basati sulla fisica, per amplificare la 
conoscenza. 
Un’ulteriore distinzione può esser fatta tra l’Information Visualization 
e la Knowledge Visualization [4] ossia “l’uso della rappresentazione 
visuale per migliorare il trasferimento e la creazione di conoscenza tra almeno 
due persone”. In [1] vengono descritte in modo dettagliato le distinzioni tra i 
due campi di ricerca, raggruppate per categorie: 
• Obiettivi: L'Information Visualization è orientato all'utilizzo del 
computer per l'esplorazione visiva di grandi quantità di dati, con 
l'obiettivo di ottenerne una visione più chiara che permetta di rendere 
più esplicite le informazioni.  La Knowledge Visualization, al 
contrario, utilizza una o più rappresentazioni visuali con l'obiettivo di 
migliorare il trasferimento della conoscenza tra le persone e fare in 
modo che sia più semplice la creazione della conoscenza in gruppi. 
• Benefici: L'Information Visualization si pone lo scopo di migliorare 
l'accesso, il reperimento e l'esplorazione di grandi insiemi di dati. La 
Knowledge Visualization, al contrario, mira ad incrementare i processi 
ad alta intensità di conoscenze (ad esempio, il trasferimento di 
conoscenza, di comunicazione) tra gli individui con diverse 
rappresentazioni visive. 
• Contenuti: L'Information Visualization si concentra su dati espliciti 
come fatti o numeri, mentre la Knowledge Visualization si occupa 




anche di altri tipi di conoscenza, come ad esempio le esperienze, le 
intuizioni, o le ipotesi. 
 
2.2  Graph Drawing 
Con il termine Graph Drawing si indica il problema di costruire 
rappresentazioni geometriche di grafi, reti e altre strutture interconnesse [5] 
per renderle più intuitive e comprensibili, anche dal punto di vista estetico.  
Un grafo G = (V, E) è definito come un insieme V di vertici connessi 
tra di loro da un insieme di archi E (che all’interno del Graph Drawing 
vengono comunemente rappresentati come cerchi e linee, che possono essere 
dritte o curve).  
La base del problema può quindi essere descritta nel seguente modo: 
dato un insieme di nodi ed un insieme di archi (o relazioni),  calcolare la 
posizione dei nodi e definire le curve che rappresentano gli archi, per 
determinare una rappresentazione grafica su un piano della struttura 
interconnessa [6].  
La ricerca in questo campo, da sempre presente quando si parla di 
rappresentazioni basate sui grafi, in realtà si concentra nello studio di 
“buone” rappresentazione grafiche, basate su vincoli o criteri da attribuire 
agli elementi del grafo. Un criterio molto comune è rappresentato dalla 
“planarità” di un grafo, analizzata nell’ambito dello studio dell’Embedding, 
che consiste nella visualizzazione di un grafo in cui si cerca di minimizzare il 
numero di incroci tra gli archi.  




Un’altra proprietà importante da considerare quando si parla di 
generazione di algoritmi per il Graph Drawing è la predicibilità: con questo 
termine si denota il fatto che l’esecuzione di due algoritmi differenti, che 
coinvolgono lo stesso grafo o due simili, non devono portare a 
rappresentazioni visuali radicalmente diverse. Questa proprietà in letteratura 
è anche conosciuta come “preservazione della mappa mentale” 
dell’utente [7].  
I vincoli imposti al disegno vengono spesso chiamati regole di estetica. 
Sono state effettuate diverse ricerche in cui, facendo osservare a un 
determinato numero di persone diversi tipi di layout del grafo, venivano 
definiti i criteri che influenzavano maggiormente il “gusto estetico” degli 
utenti. I risultati ottenuti da questi studi indicano che gli utenti danno 
maggiore importanza alla minimizzazione degli incroci che alla simmetria del 
grafo [6]. 
Una considerazione ulteriore che va fatta quando si parla della 
rappresentazione visuale di grafi riguarda la dimensione del grafo. Un grafo di 
dimensioni eccessive può rendere completamente inutilizzabile un algoritmo 
ben progettato e testato su grafi di piccole o medie dimensioni: infatti non 
tutti gli algoritmi basati su uno studio per il Graph Drawing sono progettati 
per essere scalabili in base al numero dei nodi. A questo proposito possiamo 
osservare un esempio di layout generato con l’algoritmo di Reingold e Tilford 
[8] nella figura sottostante. 





Figura 2: Albero generato dall’algoritmo di  Reingold e Tilford [8]  
 
Osservando l’immagine si può notare come la comprensione dell’albero 
può risultare estremamente difficoltosa, e la situazione diventa ingestibile se è 
necessario che i nodi del grafo, rappresentati in figura come dei punti, 
debbano contenere delle informazioni che devono essere analizzate da un 
possibile osservatore.  
Per questo tipo di problemi sono state proposte diverse soluzioni, tra 
cui la rappresentazione dei grafi in tre dimensioni che, in parte, consentono di 
visualizzare i grafi in maniera più ordinata, come si può notare in figura. 





Figura 3: Grafo tridimensionale di strutture molecolari [6] 
 
 
Figura 4: Rappresentazione conica tridimensionale di informazioni [6]  
 




Tuttavia, tali soluzioni non sono sempre applicabili a ogni modello di 
rappresentazione, poiché sono efficaci nel rappresentare la struttura d’insieme 
del modello, ma rendono poco accessibili e immediate i dati presenti sui 
singoli elementi informativi [6]. 
Un’altra soluzione proposta è quella di ridimensionare la 
rappresentazione dei dati del grafo in funzione del piano su cui esso viene 
disegnato,  come può essere lo schermo di un computer: molto spesso, infatti, 
visualizzare un insieme molto ampio di informazioni non è fondamentale per 
analizzare un grafo. Per questo motivo, in fase di progettazione di un 
algoritmo di Graph Drawing, il grafo viene suddiviso e ridotto in più parti, 
cercando un compromesso tra il numero di informazioni mostrate e la 
comprensibilità del risultato. 
Un punto di contatto tra l’Information Visualization ed il Graph 
Drawing è rappresentato dallo studio della visualizzazione di grafi strutturati, 
di cui un tipico esempio è lo Hierarchical Graph Drawing, definito come 
il layout di grafi aciclici diretti in cui i nodi sono strutturati in modo 
gerarchico a livelli, ed ogni arco è visualizzato come una curva monotona non 
crescente [9]. Questo tipo di struttura è ideale per visualizzare organigrammi, 
diagrammi di programmazione e logistica.  
Il primo approccio allo studio di grafi gerarchici è stato presentato in 
[10], in cui i vertici e le curve vengono disposti su una serie di livelli 
orizzontali equidistanti.  
 





Figura 5: Rappresentazione di un grafo gerarchico 
 
2.3  Modello Web2.0 
Il termine Web2.0 nasce durante una sessione di brainstorming tra 
O’Reilly Radar e MediaLive International, durante l’O’Reilly FOO Camp del 
2005 [11]. In quell’occasione Dale Dougherty (dello staff OReilly), coniò 
questa parola, che fu subito accettata dal gruppo. Con questo termine si 
vuole identificare una nuova forma di interazione tra l’uomo ed il computer, 
in quanto secondo il modello Web2.0 l’utente non si limita ad usufruire 
passivamente dei contenuti che la rete mette a disposizione, ma egli in primis 
si occupa della creazione e diffusione di questi contenuti con gli altri utenti, 
diventando parte attiva nel processo di condivisione delle informazioni sul 
web.  




Diventa fondamentale, quando si parla di Web2.0, il concetto di Web 
come piattaforma: con questa espressione si intende l’utilizzo progressivo di 
strumenti online, che a loro volta contribuiscono ad incrementare la presenza 
degli utenti sul web, i quali interagiscono in modo continuativo con la rete.  
Tra le tipologie di strumenti che rappresentano maggiormente la 
filosofia del Web2.0 possiamo trovare: 
• Wiki: (dal termine hawaiano wiky = veloce) rappresenta un insieme 
di strumenti che consentono la collaborazione spontanea tra utenti, 
attraverso la condivisione di informazioni per creare delle 
“enciclopedie online” libere e continuamente aggiornate gratuitamente 
dagli utenti. L’esempio più famoso è sicuramente rappresentato da 
Wikipedia, creato da Jimmy Wales, secondo il quale “produrre 
informazioni inesatte porta beneficio a pochi e chi ha una conoscenza 
maggiore di un fenomeno tende a difenderne la veridicità”; 
• Social Networking: veri e propri spazi personali, in cui ognuno può 
creare un proprio “profilo”, al fine di condividere con  gli altri utenti 
della comunità informazioni ed immagini. Tra gli esempi più famosi 
possiamo citare FaceBook e MySpace, la cui utenza ha ormai 
raggiunto numeri impressionanti: ad oggi, il solo Facebook contiene le 
informazioni di oltre 150 milioni di persone; 
• Archivi digitali online: strumenti che danno agli utenti la 
possibilità di archiviare grandi quantità di informazioni, in base alle 
loro preferenze, di qualsiasi tipo: raccolte di materiale multimediale 
(Youtube), fotografie (Flickr) o web Link (Del.icio.us). 






Figura 6: La Mappa del Web 2.0 [11] 
 
Possiamo notare in figura alcune delle tipologie di strumenti appena 
esposte sviluppata nella sessione di brainstorming durante il FOO Camp del 
2005. Da questo lavoro sono nate molte idee alla base del Web 2.0. 
 
2.4  Campi di applicazione 
Tra i campi di applicazione che riguardano l’Information Visualization 
ed il Graph Drawing possiamo citare diversi esempi 




• in campo biologico: la rappresentazione di un albero genealogico, un 
albero delle specie, mappe molecolari o genetiche; 
• in ambito informatico: la rappresentazione gerarchica di file, le mappe 
di siti web, sistemi Object-Oriented, strutture di dati, sistemi real-
time o diagrammi di flusso; 
• nel campo dell’elettronica: la progettazione di circuiti stampati  
• nell’ambito della Pubblica Amministrazione: la gestione di flussi 
documentali per la digitalizzazione dei processi amministrativi. 
In particolare in questo elaborato ci concentriamo sulla 
rappresentazione degli alberi vocali, delle strutture utilizzate per la creazione 
di sistemi automatici per servizi orientati alla telefonia. Sebbene questo tipo 
di struttura è necessario trattarla come un generico grafo diretto: in essa il 
flusso delle informazioni viaggia tra più livelli dell’albero, e vi sono svariate 
situazioni in cui esistono cicli. 
In questo tipo di strutture la quantità di informazioni presenti è 
generalmente molto elevata; particolarmente numerosi risultano gli archi, che 
rappresentano lo strumento messo a disposizione dell’utente per navigare 
l’albero vocale: proprio per questo motivo le informazioni possono risultare 
spesso confuse, ed è utile adottare le tecniche di rappresentazione 








2.4.1  Un Esempio: “Information Tree” per workflow 
Nell’ambito relativo all’Information Visualizzation legato al Graph 
Drawing, un esempio interessante si trova in [12]. 
In quest’articolo si affronta l’argomento della visualizzazione delle 
informazioni in un contesto orientato alla gestione di workflow, in un ambito 
relativo alle organizzazioni, e viene proposta una soluzione basata su un 
Information Tree, definendo un modello basato su una struttura ad albero 
ed i suoi elementi in maniera sistematica.   
Il modello dell’Information Tree si basa sull'osservazione di 
un’organizzazione complessa, notando che può essere vista come un sistema 
di elaborazione delle informazioni. Ogni organizzazione è rappresentata come 
una collezione di persone, equipaggiamenti, attività e procedure che ricevono 
informazioni, o input, dall’ambiente circostante, e dopo aver fatto una 
determinata elaborazione producono delle informazioni o valori di output. 
 In questo modello abbiamo tre tipi di elementi: 
• Information entity: in questo sottoinsieme possiamo trovare le persone 
o i file di un’organizzazione. Un elemento in questo sottoinsieme è 
caratterizzato da uno stato. Lo stato di un elemento specifica quello di 
cui esso è a conoscenza in un determinato momento.  
• Information transformation function: nel secondo sottoinsieme sono 
presenti tutti i meccanismi che possono modificare lo stato di 
un’entità. In questo modello sono definite tre funzioni per la modifica 
dello stato: 
o Communication 






• Procedure: nel terzo sottoinsieme sono specificate le funzioni di 
trasformazione delle informazioni, che stabiliscono come generare 
specifici output in base ad un insieme di input. 
Gli autori definiscono anche la rappresentazione grafica di tale schema, 
in cui assegnano ad ogni elemento o funzione una determinata figura: i 
quadrati o cerchi (grandi) identificano le entità, e le lettere al loro interno lo 
stato in cui esse si trovano; le frecce con linea continua identificano un 
passaggio di stato di un’entità, in cui avremo quindi sia a un capo che 
all’altro della freccia la stessa identità  ma in quella derivata troveremo la 
stato modificato; le frecce tratteggiate rappresentano un collegamento per la 
comunicazione, infatti nel secondo livello della figura possiamo notare che 
l’entità disegnata con il cerchio comunica il proprio stato all’entità 
rappresentata con il quadrato.  
Questo può essere rappresentato sia utilizzando il piccolo  triangolo, 
che sembra rappresentare un unione dei due stati, o direttamente mostrando 
che l’entità quadrato ha avuto un passaggio di stato (freccia continua)  e che 
l’entità cerchio ha contribuito a questo passaggio comunicando (freccia 
tratteggiata) all’altra entità il suo stato (Comunication).  La freccia 
tratteggiata può assumere anche un altro significato se non viene disegnata a 
partire da un’entità. In tal caso la freccia punterà a un piccolo cerchio, che fa 
da punto di mezzo di un passaggio di stato di un’entità, e rappresenta 
l’inserimento di un input dall’esterno (Observation). Nell’ultimo schema, 
simile al precedente ma con al centro del passaggio di stato un piccolo 




quadrato, abbiamo la creazione di un’informazione w basandosi 
sull’informazione x, portando l’entità al nuovo stato con entrambe le 
informazioni di stato. 
 
Figura 7: Entità, Communication, Observation, Creation [12] 
Di seguito un'altra figura che rappresenta un esempio applicato dello 
schema descritto precedentemente. 
 






Il modello dei Flussi di 
Informazione 
 
3.1  Il Flusso di informazione 
Prima di addentrarci nella descrizione dell’architettura del sistema e di 
come essa possa gestire un insieme di flussi informativi, cerchiamo di dare 
una descrizione formale del nostro modello di flusso, descrivendone la 
struttura generale e gli elementi informativi di cui è composto.  




3.1.1  La Rappresentazione delle Informazioni: Alberi e 
Foreste 
Per rappresentare un insieme di dati strutturati come quelli descritti 
nel capitolo precedente, abbiamo la necessità di ricercare un modello di 
rappresentazione che semplifichi all’utente sia la definizione che la 
comprensione di un insieme di informazioni tra loro correlate.  
In maniera naturale possiamo rappresentare questo tipo di dati 
utilizzando un generico grafo composto da nodi ed archi, in cui: 
• I nodi: rappresentano le informazioni che appartengono al dominio 
applicativo; 
• Gli archi: rappresentano i collegamenti logici tra due informazioni 
presenti nei nodi.   
In questo modo riusciamo ad avere una visualizzazione globale di tutti 
i flussi di informazione che siamo in grado di gestire. 
 
 
Figura 9:  Flussi di informazione 




L’unico problema di questo tipo di visualizzazione si presenta quando, 
all’aumentare in maniera indefinita del numero di flussi informativi messi a 
disposizione, non si riesce più a cogliere una distinzione netta tra di essi, 
comportando, oltre ad una gran confusione da parte dell’utente che deve 
gestirli, un aumento proporzionale del numero di azioni da eseguire per 
effettuare anche le operazioni più semplici. In una situazione del genere 
risulta difficile anche solo localizzare un singolo nodo a cui si vuole cambiare 
una semplice proprietà (ad esempio il nome).  
Volendo conservare questa struttura globale delle informazioni, una 
prima soluzione che ci può venire in mente è quella di “allargare” il grafo, 
incrementando la distanza tra i nodi al crescere del numero di dati.   
 
 
Figura 10:  Flussi di informazione “allargati” 
 




Nella figura immediatamente sopra, possiamo osservare il risultato 
ottenuto allargando il grafo proposto nella prima immagine, e notare che la 
visualizzazione migliora. Anche se questa ci sembra una soluzione semplice, e 
che comunque verrà presa in considerazione in alcuni casi, essa non risolve 
del tutto il problema, in quanto: 
• Lo spazio a disposizione dello schermo non è infinito, quindi dopo un 
certo numero di operazioni di questo genere, ci ritroveremmo al punto 
di partenza; 
• In ogni caso le informazioni a disposizione restano “non strutturate”, e 
con esse la confusione dell’utente. 
Per questi motivi abbiamo la necessità, oltre che di “sistemare” i nodi, 
di definire una struttura ben precisa che permetta di disporli in modo tale da 
fornire all’utente un modello semplice da manipolare.  
Riassumendo, quindi, possiamo dire che il modello di rappresentazione 
dei dati, basato su un grafo, non è ottimale per i nostri scopi, in quanto, 
sebbene riesca a dare una visione globale di tutte le informazioni disponibili, 
non definisce una struttura che permette di comporre tra di loro un insieme 
di informazioni secondo uno schema lineare.  
Il nostro obiettivo quindi è di ottenere, da questo grafo generico, 
un’altra rappresentazione che consenta di presentare graficamente i flussi in 
maniera chiara ed intuitiva per l’utente che deve gestirli. Proprio per questo 
motivo definiamo, relativamente al nostro modello, il concetto di flusso di 
informazione: 




Un flusso di informazione (o flusso informativo) è definito come 
un insieme di dati e informazioni, organizzati secondo una 
determinata sequenza di relazioni logiche, in cui, a partire da 
un’unica informazione iniziale, si giunge ad una o più 
informazioni conclusive.  
Un sottoinsieme dei dati che compongono il flusso informativo, 
organizzati sempre secondo una sequenza di relazioni logiche, viene 
definito sotto-flusso di informazione (o sotto-flusso informativo).  
 
Per rappresentare questi flussi e sotto-flussi di informazione si può 
ricavare dal grafo un “albero di copertura”, formato da tutti i nodi del grafo e 
da un sottoinsieme dei suoi archi. Poiché è possibile estrarre diversi alberi di 
copertura da un grafo, la scelta degli archi dipende dall’algoritmo utilizzato, 
di cui si possono trovare diversi esempi in letteratura [13]. Nel nostro caso 
rappresentiamo i flussi attraverso un particolare “albero di copertura”, 
comprensivo di tutti gli archi appartenenti al grafo, e non di un 
sottoinsieme di essi: gli archi dell’albero di copertura tradizionale 
rappresentano il flusso principale dell’informazione, mentre gli archi che 
tradizionalmente vengono esclusi rappresentano i flussi di informazione 
secondari. Gli archi che formano il flusso vengono scelti in base alle scelte 
fatte dall’utente durante la creazione incrementale dell’albero.  
Un accorgimento grafico particolare permette di distinguere gli archi 
del grafo che sono inclusi nel nostro modello, ma che sarebbero esclusi 
dall’albero di copertura convenzionale: a seconda del loro “tipo” essi vengono 
rappresentati in maniera differente. 




Abbiamo operato questa scelta perché in questo modo sarà possibile 
visualizzare il grafo come un flusso informativo, da un nodo radice a uno o 





Figura 11: Dal grafo generico al grafo ordinato  
 
Vi saranno inoltre alcuni casi particolari in cui non avremo solo un 
albero di copertura, ma una vera e propria “foresta” di alberi rappresentanti 
flussi informativi. Ciò si verificherà quando sarà necessario visualizzare, 
all’interno dello stesso grafo, più flussi di informazione distinti tra di loro che 
potranno avere dei sottoinsiemi di informazioni in comune. Daremo una 




definizione più precisa di foresta quando andremo ad esaminare in dettaglio le 
tipologie di archi.  
 
Figura 12 Foresta di flussi di informazione 
Per quanto riguarda le informazioni, possiamo dire che nel nostro 
modello quelle che costituiscono il vero e proprio flusso informativo sono 
contenute all’interno di ogni nodo, mentre negli archi sono presenti le 
informazioni che contribuisco a definire in maniera completa il cammino che 
distingue un determinato flusso informativo, dal nodo radice ai nodi foglia. 
Detto ciò possiamo distinguere due differenti tipologie di informazione: 
• Informazioni principali: presenti all’interno dei nodi, rappresentano 
i contenuti concreti che fanno parte del flusso informativo; ad esempio 
in un albero vocale essi potrebbero essere i contenuti relativi ad un 




opera d’arte di un museo, e l’utente che fruisce del servizio può 
decidere di ascoltarli. 
• Informazioni secondarie: contenute sugli archi, rappresentano una 
relazione tra due informazioni principali e servono a definire 
propriamente un flusso informativo; sempre restando nel contesto 
dell’albero vocale, un informazione secondaria rappresenta la scelta 
effettuata dall’utente nel decidere a quale opera d’arte accedere  tra 
quelle messe a disposizione. 
 
3.1.2  Gli Elementi Informativi: Nodi e Archi 
Come abbiamo visto, un flusso di informazione visto sotto forma di 
albero di copertura è costituito da nodi ed archi, i quali rappresentano le 
informazioni che costituiscono l’intero flusso. Andando ad esaminare questi 
elementi informativi possiamo dire che, mentre gli archi possono essere 
distinti in categorie secondo precisi criteri, i nodi, visti all’interno della 
rappresentazione, rimangono piuttosto generici, in quanto la loro definizione 
si basa principalmente su 
• il campo di applicazione in cui esiste e viene generato un  flusso 
informativo,  varia a seconda del servizio che si vuole mettere a 
disposizione (applicazione vocale, gestione dei documenti, ecc …); 
• il tipo di informazione, definita per ogni nodo in relazione al campo 
di applicazione: ad esempio in un albero vocale possiamo avere nodi di 
tipo “Testo” in cui l’informazione inserita nel nodo viene 




semplicemente letta, o nodi di tipo “Accesso al DB” la cui funzione è 
quella di interagire con una logica di business persistente. 
Analizzando questi criteri possiamo notare che non è possibile 
distinguere i vari tipi di nodo in un insieme ben definito, ma che questi 
variano a seconda del tipo di flusso che si vuole rappresentare.  
Al contrario possiamo suddividere gli archi dell’albero in quattro 
categorie distinte 
• Tree:  appartengono all’albero di copertura ricavato dal grafo; 
• Forward: collegano un nodo “antenato” con uno ”discendente”, 
entrambi dello stesso sotto-albero; 
• Back: collegano un “discendente” ad un ”antenato”, sempre dello 
stesso sotto-albero; 
• Cross: collegano due nodi appartenenti a “famiglie” di sotto-alberi 
differenti  
 
Figura 13: Rappresentazione delle categorie di archi 




Grazie a queste informazioni sui tipi di arco, possiamo adesso 
completare le definizioni di flusso di informazione e di foresta, solo accennati 
nel capitolo precedente.  Possiamo quindi dire che: 
un flusso informativo all’interno del grafo può avere una ed una sola 
radice intesa come nodo che non ha alcun arco entrante di tipo 
“tree”, ma che nel  contempo potrebbe avere archi entranti  di tipo 
“back” o “cross”.  
Se all’interno del grafo sono presenti due o più radici, ognuna di esse 
identifica un flusso di informazione differente, questi flussi 
compongono una foresta di flussi di informazione. 
 
Inoltre, siccome un determinato nodo può appartenere, in senso 
stretto, ad un solo albero di copertura (e quindi avere un solo arco “tree” 
entrante), possiamo dire che: 
nodi distinti, appartenenti a flussi (o sotto-flussi) distinti, sono 
connessi tra di loro se e solo se gli archi che li congiungono sono di 
tipo “cross”, in questo caso si parla di condivisione di 
informazioni tra flussi (o sotto-flussi).  
 





Figura 14: Foresta di flussi di informazione con differenti tipologie di 
archi 
Andiamo ora a descrivere in modo specifico queste diverse tipologie.  
Gli archi di tipo Tree rappresentano, nel modello, gli archi che 
costituiscono l’albero di copertura di un flusso informativo, ricavato dal grafo 
generale. Questi archi sono fondamentali per la costruzione del cammino di 
uno specifico flusso che va dal nodo radice ai nodi foglia. 
Gli archi di tipo Forward rappresentano, nel modello, gli archi che 
connettono due nodi all’interno dello stesso flusso (o sotto-flusso) 
informativo; di essi il nodo di partenza A è un “antenato” del nodo di arrivo 
B. Quindi esiste un altro percorso,  formato solo da archi di tipo Tree, che 
porta dal nodo A al nodo B. 
Gli archi di tipo Back rappresentano, nel modello, gli archi che 
connettono due nodi all’interno dello stesso flusso (o sotto-flusso) 
informativo; di essi il nodo di partenza A è un “discendente” del nodo di 




arrivo B; ciò sta a significare che esiste un percorso di archi di tipo Tree, che 
porta dal nodo B al nodo A. 
Gli archi di tipo Cross rappresentano, nel modello, gli archi che 
connettono due nodi che fanno parte di due sotto-flussi differenti nel caso di 
un solo albero di copertura, mentre nel caso di “foreste di alberi”, i due 
nodi appartengono a due flussi informativi totalmente distinti.  
Quindi un arco cross viene creato tra un nodo A ed un nodo B in due 
diverse situazioni: 
• Se i nodi A e B appartengono a due alberi (flussi informativi) distinti, 
all’interno della foresta; 
• Se i nodi A e B appartengono allo stesso flusso informativo, ma non 
esiste alcun legame di discendenza diretta tra di essi, quindi nessun 
cammino, formato da archi di tipo tree che va direttamente dal nodo 
A al nodo B. 
Ad ogni arco viene associata una determinata tipologia al momento 
della sua creazione da parte dell’utente, basandosi sulle caratteristiche attuali 
del grafo dei flussi.  
Ovviamente bisogna tener presente che, a seconda delle operazioni che 
vengono eseguite sul grafo, un arco potrebbe cambiare tipologia di 
appartenenza in modo dinamico. Questa problematica verrà affrontata meglio 
quando andremo a vedere i tipi di operazioni applicabili a nodi ed archi del 
grafo. 
 




3.2  Modello architetturale 
3.2.1  L’utilizzo del pattern MVC 
Nel realizzare il sistema per la gestione dei flussi informativi, abbiamo 
tenuto presenti alcuni requisiti fondamentali da rispettare: 
• La visualizzazione dei flussi e la loro gestione devono essere 
totalmente indipendenti l’una dall’altra, in modo tale da applicare 
questo stesso tipo di gestione dei flussi ad un numero indefinito di 
situazioni differenti; 
• Il sistema deve essere il più possibile modulare ed estendibile, così da 
poter aggiungere nuove funzionalità senza dover modificare le parti 
del sistema esistenti; 
•  Il tutto deve essere sviluppato secondo il modello client-server, con 
l’ausilio di framework come GWT, per far sì che la distribuzione e gli 
aggiornamenti del sistema possano essere semplici ed immediati. 
Sicuramente l’utilizzo di linguaggi ad oggetti rende più semplice 
rispettare queste condizioni, ma al momento di definire l’architettura 
abbiamo avuto la necessità di trovare una metodologia di sviluppo ben 
precisa, che fosse adatta ai nostri requisiti e che fungesse da guida lungo 
tutta la fase dell’implementazione del sistema. Per questi motivi abbiamo 
scelto di sviluppare il nostro modello seguendo il pattern MVC. Ci siamo resi 
conto infatti, che utilizzando questo pattern come base per l’implementazione 




dell’intero sistema, avremmo potuto soddisfare pienamente i requisiti 
preposti, garantendo che: 
• I Flussi informativi venissero visualizzati in maniera totalmente 
indipendente dall’implementazione degli alberi di copertura; 
• Le operazioni eseguibili su nodi e archi  fossero realizzate in modo del 
tutto autonomo tra di loro; 
• Le funzionalità fossero facilmente estendibili, senza dover modificare 
ciò che già era stato sviluppato; 
• Si potesse realizzare in modo molto semplice l’intera applicazione 
secondo il modello client-server, suddividendo ulteriormente tra di 
loro la parte visiva dalla logica applicativa. 
Quindi possiamo vedere che l’utilizzo del pattern MVC come linea 
guida per la realizzazione dell’applicazione ci permette di garantire il rispetto 
di tutti i requisiti di base necessari per l’implementazione di un sistema 
stabile, efficiente ed altamente estendibile. 
 
3.2.2  I Moduli del Sistema 
Una tipica situazione in cui il pattern MVC viene utilizzato si ha 
quando un’applicazione, dotata di una interfaccia grafica (GUI), è costituita 
da più Viste che mostrano diversi dati all'utente, e queste informazioni 
devono essere sempre aggiornate. L'applicazione in questione deve avere una 
natura modulare e basata su “responsabilità”, così da ottenere un vero e 
proprio sistema basato su componenti, per poterne gestire più facilmente la 




manutenzione. È necessario realizzare un'architettura che permetta una netta 
separazione tra i componenti che gestiscono il modo di presentare i dati, ed i 
componenti che gestiscono i dati stessi. Tramite l’utilizzo di questo pattern è 
quindi possibile: 
• accedere alla gestione dei dati con diverse tipologie di GUI (sviluppate 
con tecnologie diverse); 
• aggiornare i dati dell'applicazione utilizzando diversi tipi di interazioni 
con i client (messaggi SOAP, richieste HTTP...); 
• avere il vantaggio che il supporto a differenti GUI e tipi di interazione 
non influisce sulle funzionalità di base dell'applicazione. 
Il pattern MVC è in effetti una "composizione di pattern" ed in 
particolare del pattern Observer e Strategy.  
L'applicazione deve separare i componenti che forniscono le 
funzionalità di business dai componenti che implementano la logica di 
presentazione e di controllo. Vengono quindi definite tre tipologie di 
componenti che soddisfano tali requisiti: 
• il Model: che implementa le funzionalità di business; 
• la View: che implementa la logica di presentazione; 
• il Controller: che implementa la logica di controllo. 
 





Figura 15: Diagramma MVC 
Analizziamo più dettagliatamente i ruoli all’interno di questo pattern: 
• Model: analizzando la figura, si può vedere che il “core” 
dell'applicazione viene implementato dal Model che, incapsulando lo 
stato dell'applicazione,  definisce i dati e le operazioni da eseguire e le 
regole per l'interazione, esponendo alla View ed al Controller le 
funzionalità per l'accesso e l'aggiornamento dei dati. Inoltre può avere 
la responsabilità di notificare ai componenti della View eventuali 
aggiornamenti verificatisi in seguito a richieste del Controller, al fine 
di consentire una presentazione dei dati sempre aggiornati all’utente.  
• View: gestisce la logica di presentazione dei dati, ovvero gestire la 
costruzione dell' interfaccia grafica (GUI) che rappresenta il mezzo 
mediante il quale gli utenti interagiscono con il sistema. Ogni GUI è 




costituita da più viste che presentano modalità differenti di interagire 
con i dati dell'applicazione. Per ottenere che i dati visualizzati siano 
sempre aggiornati, è possibile adottare due strategie, note come "push 
model" e "pull model". La prima adotta il pattern Observer, 
registrando le View come osservatori del Model, che può inviare gli 
aggiornamenti alla View quando lo ritiene più opportuno. 
Benché questa rappresenti la strategia ideale, non è sempre 
applicabile. Ad esempio, nell'architettura J2EE, le View, che vengono 
implementate come pagine JSP, implementano GUI costituite solo da 
contenuti statici (HTML), ed in questo caso non è possibile richiedere 
aggiornamenti al Model. Per ovviare a questo si può ricorrere alla 
seconda strategia, dove è la View che richiede in tempo reale gli 
aggiornamenti al Model; essa inoltre delega al Controller l'esecuzione 
dei processi richiesti dall'utente dopo averne catturato gli input e la 
scelta delle eventuali schermate da presentare. 
• Controller: questo componente ha la responsabilità di trasformare le 
operazioni eseguite dall'utente all’interno della View, in azioni 
eseguite all’interno del Model. Il Controller non rappresenta un 
semplice "ponte" tra View e Model. Realizzando la mappatura tra 
input dell'utente e processi eseguiti dal Model e selezionando le 
schermate della View richieste, esso implementa la vera e propria 
logica di controllo dell'applicazione. 
Nella figura analizzata precedentemente si evidenzia, mediante un 
diagramma delle classi, la vera natura del pattern MVC. In pratica, View e 
Model sono relazionati tramite il pattern Observer, che caratterizza anche il 




legame tra View e Controller, ma in questo caso è la View ad essere 
"osservata" dal Controller. Ciò supporta la registrazione dinamica dei 
componenti.  




Figura 16: Modello architetturale 
 
L’utilizzo del pattern MVC non solo permette di dividere il sistema in  
più parti operative, così da favorirne la modularità, ma dà anche 
un’indicazione di dove posizionare i moduli all’interno dell’architettura, 
secondo il modello client-server, che comunicheranno tra loro attraverso delle 
interfacce comuni.  
In particolare possiamo vedere che la parte relativa al Model è 
posizionata lato server, poiché secondo il primo requisito che ci siamo posti 
deve essere generico ed indipendente rispetto alla View. Al contrario questa 
viene posta interamente lato client, resa autonoma rispetto al Model, per 















un solo Model, ed è proprio in questo che possiamo notare la potenza del 
pattern MVC: possiamo creare un numero indefinito di viste, una per ogni 
campo di applicazione differente, ed utilizzare sempre lo stesso Model per la 
gestione delle informazioni, anche se queste riguardano ambiti totalmente 
differenti, come possono essere le applicazioni vocali e la gestione di flussi 
documentali. 
Un’analisi particolare invece riguarda la parte relativa al Controller. 
Dalla figura si può vedere che questo modulo si trova a metà tra il client ed il 
server, quindi è diviso in due sotto-moduli, il Controller-Client ed il 
Controller-Server. Ciò sta a significare che, anche se le due componenti 
agiscono indipendentemente all’interno delle loro parti operative, esse devono 
comunque comunicare tra di loro secondo un’interfaccia comune che in questo 
caso è costituita dai messaggi che vengono scambiati attraverso il web. In 
pratica questi messaggi rappresentano 
• Client  Server: le possibili operazioni che l’utente può eseguire per 
manipolare i flussi di informazione (modifica dello stato); 
• Server  Client: le notifiche che il sistema invia all’utente per 
informarlo delle modifiche effettuate (aggiornamento della View). 
Le comunicazioni tra il Controller-Client e la View, e tra il Controller-
Server e il Model rappresentano invece i messaggi che queste componenti si 
scambiano durante l’esecuzione delle operazioni richieste dall’utente. Esse 
rappresentano logicamente le stesse funzionalità definite nell’interfaccia 
comune tra le due parti Controller, ma vengono utilizzate in modo speculare 
da una parte e dall’altra del sistema. Queste comunicazioni non viaggiano sul 




web, ma all’interno dei sotto-sistemi, e la comunicazione viene realizzata 
come parte dell’implementazione dei moduli dell’applicazione.  
La strategia utilizzata per l’aggiornamento della View è quella che 
abbiamo descritto come “push model”, ma realizzata in modo particolare, in 
quanto nel nostro sistema la View non viene registrata come osservatrice 
diretta del Model, ma richiede le operazioni e riceve gli aggiornamenti 
direttamente dal Controller.  Volendo fare un esempio pratico, prendiamo per 
ipotesi che l’utente intenda modificare l’informazione contenuta in un nodo 
dell’albero. I passi che questa richiesta compie sono: 
• L’evento, che parte dalla View, giunge al Controller-Client;  
• Questo, dopo aver elaborato le informazioni pervenute dall’utente, 
invia un messaggio sulla rete al Controller-Server; 
• Lato server, il Controller raccoglie il messaggio e richiede al Model i 
dati necessari per effettuare l’operazione; 
• Il Controller-Server aggiorna lo stato del flusso, modificando 
opportunamente l’informazione relativa al nodo da aggiornare; 
• Come ultima operazione, viene lanciato un evento di notifica che 
parte dal Controller-Server passando per il controller-Client 
che lo comunica alla  View, per mostrare all’utente le modifiche 









Di seguito possiamo osservare un’immagine che mostra le 
comunicazioni tra le varie componenti. 
  
 
Figura 17: Diagramma di sequenza della richiesta client – server 
 
Durante tutte le fasi elencate, le operazioni svolte dalle due 
componenti del Controller non sono collegate tra di loro, ma è fondamentale 
che la parte Controller-Client, al termine del suo lavoro, comunichi un 
qualche evento di “aggiornamento della visualizzazione”, a seconda delle 
operazioni definite dall’applicazione. 
Va inoltre specificato che il Controller-Client non sempre esiste: 
infatti è possibile che la View interagisca solo con il Controller-Server, 
inviando direttamente a quest’ultimo i messaggi relativi all’input dell’utente. 



















l’utente effettua lato client, ma basta semplicemente indicare al Controller-
Server le operazioni che si intendono eseguire. Ovviamente in quest’ultimo 
caso, sarà la View che dovrà necessariamente interfacciarsi con il Controller-
Server, per poter effettuare lo scambio dei messaggi. 
Nei prossimi paragrafi andremo a descrivere in maniera dettagliata le 
specifiche dei tre moduli che compongono il sistema. 
 
3.3  Il Model 
Il primo componente che andiamo ad analizzare è ciò che definiamo il 
Model del nostro sistema.  
Secondo il pattern MVC, questo è il modulo che si occupa di contenere 
e gestire lo stato dell’applicazione, per cui in esso sono contenuti i dati che 
riguardano i flussi informativi: 
• informazioni relative ai  flussi/alberi di copertura: nodi ed archi; 
• informazioni relative alla struttura dei flussi. 
Inoltre il Model deve poter accettare e comprendere le richieste che 
arrivano dalla parte Controller-Server, al quale deve esporre lo stato 
dell’applicazione, per consentirne la modifica e generare gli eventi di risposta 
a questi stessi comandi da inviare alla View lato client, in modo tale da 
permettere l’aggiornamento di quest’ultima.  
Come accennato nella descrizione di base dell’architettura, anche se il 
pattern MVC prevede che gli eventi di risposta ad una modifica di stato, 




vadano direttamente dal Model alla View, nel nostro caso abbiamo preferito 
far passare anche questi “messaggi” dalle parti Controller. Abbiamo operato 
questa scelta per far sì che le tipologie dei messaggi che passano dal client al 
server, e viceversa, vengano definite in un unico punto comune, cioè 
l’interfaccia Controller-Client  Controller-Server (o View   Controller-
Server). In questo modo non solo confermiamo una totale e netta separazione 
tra Model e View, ma inoltre evitiamo che le definizioni dei messaggi si 
disperdano nelle diverse parti dell’applicazione. 
Il Model può, a sua volta, essere ulteriormente suddiviso in componenti. 
 
 
Figura 18 Componenti del Model 
 
















• Il sotto-sistema di Storage, la parte che si occupa di immagazzinare 
in modo permanente i dati relativi alle informazioni e la struttura dei 
flussi informativi; 
• Lo Stato dell’applicazione, che gestisce la struttura del modello del 
flusso informativo; 
• Il sistema di comunicazione con la parte Controller-Server, che si 
occupa di ricevere le richieste ed esporre lo stato dell’applicazione. 
La spiegazione dettagliata di come dovrebbe funzionare il sotto-sistema 
di Storage non rientra nei temi trattati in questa tesi, quindi cerchiamo di 
darne solo una breve descrizione che riguarda i flussi informativi, tenendo 
presente che dati ed informazioni del grafo (o parte di essi)  vengono 
mantenuti nella memoria del server durante tutta la sessione dell’utente. 
Questo salvataggio potrà avvenire o in seguito ad ogni singola operazione che 
comporta una modifica dello stato del sistema, oppure in seguito ad 
un’esplicita richiesta da parte dell’utente, a seconda delle risorse disponibili 
sul server. In seguito supporremo di trovarci in un caso ideale, in cui avremo 
a disposizione risorse illimitate per la gestione del Model e, quindi, il 
salvataggio permanente dei dati avverrà solo in seguito ad una richiesta 
esplicita. 
In generale, esistono innumerevoli modi di salvare delle informazioni su 
una memoria di tipo permanente, differenti a seconda del tipo di memoria che 
si usa (hard disk, nastri magnetici, memorie di massa, ecc …). 
Sicuramente uno dei modi più semplici e adatti ai nostri scopi è quello 
di far comunicare il Model con un database qualsiasi, ad esempio relazionale 
(MySQL, Oracle) o di tipo content repository (JCR), attraverso il quale 




salvare i dati su di un hard disk presente sulla stesso server, in cui si trova 
l’applicazione o, magari, non fisicamente sulla stessa macchina ma comunque 
raggiungibile tramite la rete. Inoltre sono molteplici anche i modi con cui la 
nostra applicazione può interfacciarsi con il database: ad esempio con uno 
relazionale si può usare direttamente JDBC con Java, o le librerie 
JackRabbit per un content repository.  
In particolare esistono delle soluzioni che permettono di gestire i dati 
di un database come se fossero oggetti, utilizzando strumenti quali 
Hibernate (db relazionale) o JCROM (content repository); in questo modo 
l’applicazione riesce a gestire i dati non solo come righe di tabelle o elementi 
gerarchici di un content repository, ma come veri e propri oggetti: questo è 
un tipo di soluzione molto utile ai nostri scopi.  
Il sotto-sistema di Storage deve poter salvare sostanzialmente due tipi 
di dati fondamentali: le informazioni e la struttura del flusso, e, siccome 
questi sono rappresentati semplicemente come oggetti di tipo nodo ed arco, 
esso deve semplicemente utilizzare i metodi messi a disposizione da Hibernate 
o JCROM, senza preoccuparsi di come è strutturato il database su cui le 
informazioni verranno salvate. Tutto ciò rappresenta un’ulteriore 
virtualizzazione del Model, in quanto l’applicazione viene resa indipendente 
dal sistema di salvataggio dei dati. 
Va detto comunque che, ovviamente, va fatta una scelta sul tipo di 
database da utilizzare (relazionale, content repository), ed una volta operata, 
il sotto-sistema di Storage necessita comunque di una configurazione iniziale 
per poter effettuare il mapping degli oggetti.  




Ultimata questa breve panoramica sui sistemi di storage, andiamo a 
definire più nel dettaglio le altre due componenti del Model. 
 
3.3.1  La struttura dei flussi 
Descriviamo ora come viene gestita la struttura dei flussi informativi 
lato server da parte del Model. Abbiamo detto che quest’ultimo deve 
conservare lo stato dell’applicazione e, nel nostro caso, ciò corrisponde al 
grafo che definisce la foresta di flussi di informazione, quindi un insieme di 
alberi di copertura. 
Ogni albero è formato da nodi ed archi, che fungono da “contenitori” 
delle informazioni del flusso e, siccome queste informazioni devono poter 
essere gestite  sia dalla parte Controller-Server che dal componente di 
Storage,  è necessario che gli elementi dell’albero siano organizzati nel modo 
più adatto ai nostri scopi. Molto brevemente, possiamo dire che le operazioni 
di cui lo stato dell’applicazione deve tener traccia sono: 
• Recupero/Modifica delle informazioni contenute nei nodi e negli archi; 
• Aggiunta/Rimozione di nodi ed archi; 
• Cambiamenti di posizione, per quanto riguarda la rappresentazione 
degli alberi, di nodi ed archi da parte dell’utente; 
• Caricamento iniziale e salvataggio finale nel database, tra sessioni-
utente differenti, di tutti i nodi ed archi appartenenti al grafo; 
• Recupero/Modifica delle proprietà aggiuntive dei nodi e degli archi. 




Come si può notare tutte queste operazioni coinvolgono direttamente 
ed in modo distinto ogni nodo ed arco che appartiene al grafo degli alberi, il 
che ci porta alla seguente conclusione:  
In una rappresentazione di flussi informativi basata sul pattern MVC, 
lo stato dell’applicazione, che fa parte del Model, è costituito da tutti e 
soli i nodi e gli archi che compongono l’intero grafo degli alberi di copertura. 
Quindi per definire lo stato di tutto il sistema, abbiamo bisogno in 
primo luogo di definire la struttura degli elementi, che lo compongono, e poi 
passare ad una visione più globale dell’intero Model. Dobbiamo quindi 
delineare la struttura di base di nodi ed archi. 
Possiamo pensare a questi elementi come a degli oggetti, che siano 
abbastanza generici, per favorire l’estensione dell’applicazione e la 
diversificazione delle “Viste”, ma su cui sia possibile effettuare le operazioni 
elencate in precedenza. 
Dal momento che le operazioni sono definite sui singoli nodi e sui 
singoli archi, è necessario che ognuno di essi sia univocamente determinato: 
per questo motivo ad ogni oggetto è associato un identificatore (o id), 
definito in modo univoco all’interno dell’intero grafo dei flussi. 
Il requisito fondamentale per questo identificatore è che sia unico e 
distintivo, mentre non è rilevante il tipo della sua rappresentazione (sia esso 
numerico o alfanumerico, per esempio). 
Non è strettamente necessario che l’insieme degli identificatori degli 
archi e quello dei nodi siano disgiunti. Inoltre, relativamente ai nodi, si può 
pensare all’identificatore come ad una stringa che rappresenta il cammino 
che va dalla radice di un albero sino al nodo a cui l’identificatore appartiene: 




in questo caso è necessario, però, associare ai nodi anche un altro 
identificativo (ad esempio un nome), non necessariamente unico all’interno 
del grafo. L’utilizzo del cammino come identificatore di un nodo può, inoltre, 
essere utile nella gestione delle operazioni di aggiunta/cancellazione degli 
elementi del grafo: approfondiremo questo discorso quando andremo ad 
affrontare la parte relativa alla gestione delle operazioni da parte del 
Controller.  
Assegnato l’id, vediamo come vengono gestite le informazioni. 
Ricordando che, secondo la nostra definizione, i nodi rappresentano i 
contenuti del flusso informativo e gli archi la relazione che esiste tra essi, 
nel Model possiamo associare ad ogni elemento informativo un insieme di 
informazioni, ad ognuna delle quali è associata una tipologia particolare. 
Volendo fare un esempio pratico, all’interno di un albero vocale possiamo 
avere dei nodi di tipo “DB-Read” che contengono due informazioni:  
• sqlStatement, con tipologia “SQL”, che rappresenta il comando di 
lettura dal database che viene effettuato quando si seleziona il nodo. 
In linguaggio Java l’informazione è di tipo stringa; 
• variableName, con tipologia “variabile”, che rappresenta il nome 
della variabile che conterrà il risultato della lettura del database 
determinato dal sqlStatement. Anche questa informazione è una 
stringa. 
A livello logico, dunque, gli attributi dei nodi hanno valori che 
appartengono a numerosi domini definibili dall’applicazione; a livello di 




rappresentazione (o fisico), tuttavia, il tipo può anche essere lo stesso per 
molti domini (nella maggior parte dei casi). 
Da ciò che abbiamo visto finora, nodi ed archi, pur rappresentando 
categorie di oggetti diversi, hanno identica struttura. Ciò che le distingue 
logicamente è il tipo. Infatti quando abbiamo introdotto i flussi 
informativi, abbiamo detto che gli archi potevano essere di quattro tipi 
differenti, mentre i nodi venivano definiti in base al campo di applicazione del 
flusso ed alle informazioni che il nodo conteneva al suo interno. Quindi il 
tipo è una peculiarità tipica degli elementi nodo, e viene utilizzato sia per 
definire la funzione che il nodo svolge all’interno del grafo che le tipologie di 
informazioni che esso contiene. Inoltre, visto che un arco rappresenta la 
relazione che esiste tra due nodi, possiamo dire che il tipo di nodo viene preso 
in considerazione anche per definire la tipologia di informazione presente sugli 
archi, uscenti dal nodo stesso. 
Un’ulteriore caratteristica che possiamo associare ai nodi è la 
posizione, che rappresenta le coordinate del nodo stesso in relazione al grafo 
dei flussi nella View. Possiamo quindi definire questa posizione come una 
coppia di valori numerici, cioè posizione-x e posizione-y del nodo 
all’interno della rappresentazione del grafo. Sebbene quest’informazione 
associata ai nodi possa sembrare pertinente alla View, essa viene accomunata 
agli attributi di tipo applicativo, in modo da godere di un trattamento 
omogeneo per quanto riguarda il meccanismo della persistenza. 
Inoltre per facilitare il meccanismo di estensione dei moduli 
dell’applicazione, associamo ad ogni elemento informativo un insieme di 
proprietà, intese come coppie chiave-valore, ognuna delle quali di un tipo 




specifico (stringa, numerico). Queste sono le caratteristiche di base che gli 
elementi informativi, definiti nel nostro Model, devono presentare.  
Prima di passare alla visualizzazione globale del grafo dobbiamo 
aggiungere ai nodi e agli archi un’ulteriore caratteristica: il riferimento 
all’elemento successivo. Questo non è nient’altro che il puntatore ad un 
altro oggetto, ed è definito per tutti gli elementi del grafo, chiaramente per i 
nodi foglia di un albero questo riferimento sarà nullo.  Per i nodi, il 
riferimento punterà ad un oggetto arco, viceversa per gli archi. Grazie a 
questi riferimenti siamo in grado di ricostruire l’intera struttura degli alberi 
di copertura, a partire dalla radice fino ai nodi foglia.  
È necessario, inoltre, che anche il grafo abbia un identificatore 
unico, utilizzato nel caricamento e salvataggio tra le diverse sessioni utente, 
mentre non vengono definite altre caratteristiche di base a parte questa. Ciò 
non vuol dire che, a seconda del contesto, il grafo non possa avere altre 
proprietà particolari (come ad esempio il nome).  
Definita la struttura base del grafo dei flussi, andiamo ora ad 
esaminare la parte relativa alle comunicazioni che avvengono tra il Model ed 
il Controller-Server. 
 
3.3.2  Comunicazioni con il Controller 
Le “comunicazioni” tra Model e Controller rappresentano tutte le 
interazioni che avvengono tra queste due parti del sistema in seguito alle 
richieste effettuate dall’utente. Compito del Model è quello di esporre lo stato 
dell’applicazione al Controller-Server, quindi deve fornire i metodi necessari 




per la modifica dello stato e per la gestione dello Storage. Abbiamo visto nel 
paragrafo precedente quali sono le operazioni di cui il Model deve tener 
traccia: possiamo quindi dire che ogni operazione è associata ad una 
particolare funzionalità che il sotto-sistema mette a disposizione del 
Controller per poter attuare delle modifiche, e queste operazioni vengono 
definite nel sistema di comunicazione tra il Controller-Server ed il Model. 
Esse verranno descritte dettagliatamente nel paragrafo relativo al 
Controller; per adesso ci interessa il comportamento del Model in seguito ad 
una richiesta da parte del Controller-Server. 
Ad ogni interazione tra il Controller-Server ed il Model i passi eseguiti 
saranno: 
• Raccoglie ed analizza il messaggio proveniente dal Controller; 
• Interpreta questo messaggio, individuando l’operazione a cui è 
associato; 
• Esegue l’operazione basandosi sulla situazione attuale dello stato 
dell’applicazione; 
• Elabora il risultato dell’operazione; 
• Invia la risposta al Controller. 
Quindi il componente del Model che si occupa di interfacciarsi con il 
Controller-Server esegue ad ogni richiesta questi cinque semplici passi, 
durante i quali, a seconda dell’operazione da eseguire, potrebbe essere 
coinvolto il sotto-sistema di Storage o potrebbe risultare modificato lo stato 
dell’applicazione. 




Analizziamo alcuni esempi per illustrare meglio questa situazione. 
Supponiamo che il Controller-Server invii una richiesta di “recupero 
informazione” di un nodo, magari per un’eventuale modifica: infatti non tutte 
le informazioni contenute nei nodi sono presenti sul client; questo permette di 
non appesantire eccessivamente la la visualizzazione (troppe informazioni 
renderebbero confuso il grafo), e di ottimizzare l’utilizzo delle risorse di 
memoria. I passi che vengono eseguiti da parte del Model sono: 
• Raccoglie il messaggio e riconosce che è di tipo “recupero 
informazioni”; 
• Analizza i parametri contenuti nel messaggio (id del nodo, tipo di 
informazione richiesta) e  li associa all’operazione relativa; 
• Accede allo stato del sistema, recuperando l’informazione richiesta dal 
nodo; 
• Costruisce il messaggio di risposta, contenente l’informazione 
prelevata; 
• Invia il messaggio alla parte Controller-Server. 
In questo caso possiamo notare come lo stato dell’applicazione non 
cambia (abbiamo effettuato semplicemente un’operazione di “lettura” dal 
grafo dei flussi) ed il sistema di Storage non viene coinvolto in alcun modo. 
Supponiamo che l’utente abbia apportato una modifica 
all’informazione ed invii una richiesta di “aggiornamento informazione”: i 
passi 1 e 2 sono simili ai precedenti, ma nei successivi il Model andrà a 
recuperare il nodo richiesto ed invierà al Controller un riferimento a questo 
oggetto. A questo punto sarà il Controller ad aggiornare l’informazione nel 




nodo e, di conseguenza, modificherà lo stato del sistema, dopodiché invierà 
esso stesso il messaggio di notifica al Controller-Client. Quindi questo tipo di 
operazione comporta un cambiamento dello stato ma, essendoci posti in una 
situazione ideale, con risorse del server infinite, non coinvolge il sotto-sistema 
di Storage. Le cose cambiano se ci poniamo in un caso reale, in cui possiamo 
supporre che ogni singola operazione comporti il salvataggio dei dati in modo 
permanente. 
Il caso che abbiamo appena visto (modifica dello stato senza il 
coinvolgimento dello Storage) lo ritroveremo nella maggior parte delle 
operazioni di base che il sistema mette a disposizione.  
Una situazione differente si avrà solo nel caso di “salvataggio dei 
flussi”, in cui il Model consentirà al Controller di effettuare semplicemente la 
memorizzazione dei dati attraverso lo Storage, senza però apportare 
modifiche immediate allo stato. 
 
3.4  La View 
Diamo ora una descrizione della View, il modulo del nostro sistema 
che si occupa di visualizzare il grafo dei flussi verso l’utente. Abbiamo visto 
che questo componente è indipendente dal Model e, tramite esso, l’utente può 
inviare al server le richieste che permettono di gestire le informazioni e la 
struttura del grafo. 
Abbiamo detto che in questa tesi vogliamo fornire una 
rappresentazione dei flussi informativi basata sul modello web 2.0, quindi con 




un’architettura client-server che fa uso di framework Ajax, come GWT, per 
far sì che la gestione della visualizzazione degli elementi informativi sia: 
• Semplice: l’utilizzo del browser per la rappresentazione dei flussi rende 
minimale l’implementazione del lato client dell’applicazione; 
• Generica: non esiste un’unica rappresentazione, ma diverse, a seconda 
di come si preferisce visualizzare i flussi. 
Il concetto di genericità resta valido anche se non si vuole utilizzare 
questo modello di rappresentazione dei flussi basato sul browser web, ad 
esempio realizzando un client utilizzando un diverso linguaggio di 
programmazione: l’importante è che questo client ed il Controller abbiano 







Figura 19: Interfaccia client-server 
Per quanto riguarda invece il nostro modello dei flussi, dobbiamo tener 
presente che la parte della logica dell’applicazione che non riguarda le 










• La visualizzazione degli elementi informativi, rappresentati da oggetti 
javascript come i Widget di GWT; 
• La comunicazione con il Controller-Client. 
 
3.4.1  Rappresentazione del grafo dei flussi 
Quando abbiamo illustrato il Model della nostra applicazione, 
abbiamo visto che una parte di quel sotto-sistema costituiva lo stato del 
sistema, formato da un insieme di oggetti che rappresentavano i nodi e gli 
archi del grafo dei flussi di informazione. Anche a livello di View, sebbene 
non esista esplicitamente il concetto di stato, gli elementi informativi vengono 
rappresentati come oggetti: lato client, infatti, nodi ed archi diventano degli 
oggetti JavaScript che possono essere visualizzati all’interno del browser. A 
differenza del Model però nodi ed archi devono presentare una struttura 
meno complessa, per due motivi: 
• Questi elementi devono  semplicemente essere visualizzati sul browser,  
per permettere all’utente di gestire i flussi informativi; 
• Renderli troppo complessi appesantirebbe eccessivamente il browser, 
rendendo ingestibile l’applicazione. 
Quindi lato client saranno presenti solo alcune caratteristiche 
fondamentali descritte nel paragrafo relativo al Model, cioè quelle necessarie 
per la visualizzazione degli elementi informativi. 
Sia per gli archi che per i nodi avremo quindi bisogno necessariamente 
di: 




• Id: per identificare univocamente l’elemento su cui deve essere 
effettuata l’operazione; 
• Tipo: per distinguere tra loro gli elementi; 
• Riferimenti: per collegare tra di loro gli elementi del flusso. 
Per quanto riguarda i nodi, inoltre, avremo bisogno anche della 
posizione, per disporre gli elementi all’interno della finestra del browser. 
Eventualmente sarebbe utile avere anche una proprietà come il nome 
dell’elemento associato, per un’ulteriore distinzione tra gli elementi, 
ovviamente se questa è presente. 
Passando alla visualizzazione vera e propria, possiamo dividere gli 
oggetti della View in tre categorie distinte: 
• View globale 
• View dei nodi 
• View degli archi 
Questa distinzione viene fatta non solo in base alla rappresentazione 
degli oggetti nel browser, ma anche in base alle funzionalità che essi devono 
mettere a disposizione dell’utente. Ovviamente questa non è una distinzione 
assoluta degli elementi della View, soprattutto per quanto riguarda la 
gestione delle funzionalità, che si possono assegnare a categorie diverse da 
quelle definite in questo momento, di cui daremo un esempio al momento 
della trattazione del caso reale. 
Partiamo dalla View globale. Sicuramente gran parte della finestra 
del browser è dedicata alla visualizzazione del grafo dei flussi, ma una parte 




di essa è dedicata agli elementi che permettono la gestione di alcune 
funzionalità di base che possiamo assegnare a questa View, cioè:  
• Caricamento iniziale del grafo dei flussi; 
• Aggiunta di un nodo di un determinato tipo; 
• Aggiunta di un di arco tra due nodi; 
• Salvataggio finale del grafo. 
Ad ognuna di queste quattro operazioni potranno essere assegnati 
altrettanti elementi di input (ad esempio bottoni) per permettere all’utente di 
selezionarli. Teniamo presente che l’operazione di “aggiunta di un nodo” deve 
dare all’utente la possibilità di selezionare il tipo di nuovo nodo, mentre, 
quando si “aggiunge un arco”, l’utente deve scegliere i due nodi da collegare. 
Ricordiamo inoltre che al grafo viene associato un identificatore unico, utile 
nelle operazioni di caricamento e salvataggio dei dati: infatti all’interno del 
sistema possono coesistere contemporaneamente diversi grafi, ma all’utente 
ne viene presentato solamente uno alla volta. Possiamo inserire nella View 
globale ulteriori elementi per la visualizzazione e modifica delle proprietà 
particolari del grafo (ad esempio il nome) o per la gestione di funzionalità 
aggiuntive.  
La View dei nodi e la View degli archi comprendono invece gli 
elementi che permettono di gestire le funzionalità di: 
• Modifica informazioni del nodo/arco 
• Modifica proprietà aggiuntive del nodo/arco 
• Cancellazione del nodo/arco 




Anche se queste due categorie di View supportano funzionalità simili, 
la rappresentazione degli elementi che servono a gestirle è molto diversa. 
Infatti il nodo viene visto come un contenitore di elementi di input 
(tipicamente bottoni, uno per ogni operazione) e di elementi di output,  per 
visualizzare parte delle informazioni (non tutte per evitare di appesantire il 
browser) e parte delle proprietà (id, nome) e per distinguere tra di loro tipi di 
nodo differenti (immagini, colorazione). Inoltre, poiché lato client non sono a 
disposizione tutte le informazioni e le proprietà di un nodo, deve essere 
presente un meccanismo di input che dia all’utente la possibilità di richiederle 
dal server ed un elemento di output che le possa visualizzare tutte.  Di 
seguito possiamo osservare una figura esplicativa della vista di un generico 
nodo così come lo abbiamo descritto prima.  
 
Figura 20: View del nodo 
Un arco invece viene rappresentato tramite una freccia, che può essere 
dritta o curvata, di colore differente a seconda del tipo, mentre la parte 
contenente gli elementi di input ed output non viene visualizzata in maniera 
continua nella finestra del browser, ma solo in seguito ad una specifica azione 

















Figura 21: View dell’arco 
 
Inoltre la disposizione dei nodi all’interno del browser è relativa alla 
loro posizione, intesa come il punto centrale del contenitore degli elementi 
del nodo. Gli archi invece vengono disegnati dalla posizione del nodo di 
partenza alla posizione del nodo finale, secondo la proprietà di relazione con 
l’elemento successivo descritta in precedenza. 
 
 
Figura 22: Due nodi connessi 
Abbiamo quindi definito una rappresentazione di base del grafo dei 
flussi attraverso un browser web. Ad essa potranno essere aggiunte ulteriori 



























elementi, di cui daremo qualche esempio durante la trattazione del nostro 
caso reale. 
 
3.4.2  Comunicazioni con il Controller 
Lo scopo principale della View è quello di permettere la gestione dei 
flussi informativi da parte dell’utente, quindi visualizzare la struttura del 
grafo e  catturare gli input che l’utente invia per effettuarne delle modifiche. 
Quando la View riceve questi input deve inviare delle richieste al server per 
poter modificare lo stato del sistema; a tal fine ciò essa comunica 
direttamente con il Controller-Client; il comportamento che adotta è 
quindi speculare rispetto a quello che ha il Model nei confronti del Controller-
Server, infatti i passi che esegue sono: 
• Raccoglie ed elabora l’input dell’utente; 
• Segnala al controller la richiesta di esecuzione di una determinata 
operazione; 
• Si mette in attesa della risposta dal server; 
• All’arrivo della notifica, elabora la risposta ricevuta; 
• Modifica la visualizzazione del grafo in base alla notifica ricevuta. 
Anche in questo caso facciamo un semplice esempio che verrà chiarito 
nel paragrafo relativo al Controller. 
Supponiamo che l’utente voglia “cancellare un nodo”, il 
comportamento della View è il seguente: 




• Riceve dall’utente la richiesta di cancellare il nodo con un id X; 
• Segnala al Controller la richiesta di “cancellazione nodo” assieme 
all’id X; 
• Attende la risposta; 
• Riceve il messaggio di “cancellazione avvenuta”; 
• Elimina dalla visualizzazione del grafo il nodo selezionato dall’utente.  
In generale questo schema sarà valido per tutti i tipi di operazione di 
base che verranno richiesti dall’utente. 
 
3.5  Il Controller 
Secondo la definizione presente nel pattern MVC, il Controller 
rappresenta la logica di controllo di tutta l’applicazione. Esso si occupa non 
solo del passaggio dei messaggi tra View e Model, ma anche dell’analisi ed 
elaborazione di queste richieste e risposte.  
 
3.5.1  Interfaccia client-server 
Abbiamo visto che all’interno del nostro sistema il Controller può 
essere diviso in due parti, una parte lato client (Controller-Client) e l’altra 
lato server (Controller-Server), che operano indipendentemente ma hanno 
bisogno di una interfaccia comune per potere effettuare, attraverso il web, lo 
scambio dei messaggi tra le parti interessate. I tipi di messaggio possono 
essere divisi in due categorie: 




• Operazioni: messaggi che viaggiano dal client al server; 
• Notifiche: messaggi che viaggiano dal server al client. 
 
 
Figura 23: Modello architetturale lato server 
I tipi di messaggio che vanno dal client al server rappresentano le 
operazioni di base che l’utente può eseguire per gestire tutto il grafo dei 
flussi, mentre quelli che viaggiano dal server al client rappresentano le 
notifiche che il sistema invia all’utente in seguito ad un’operazione. Teniamo 
presente che queste notifiche non sono dei semplici “avvisi” che vengono 
mostrati all’utente, ma possono contenere anche dei dati utili per la 
rappresentazione del grafo, ad esempio nel caso di una richiesta di 
“caricamento iniziale” dell’intero grafo dalla memoria permanente. Esiste una 
relazione diretta tra le due categorie di messaggi, infatti possiamo assumere 
che:  
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ad ogni messaggio di tipo Operazione inviato dall’utente al sistema, 
corrisponde un solo messaggio di tipo Notifica inviato dal sistema 
all’utente. 
Definiamo quindi le operazioni-base, utili a gestire i flussi di 
informazione: 
• Caricamento Grafo dalla memoria permanente 
• Aggiunta Nodo 
• Cancellazione Nodo 
• Aggiunta Arco 
• Cancellazione Arco 
• Recupero Informazioni (di un nodo o arco)  
• Modifica Informazioni (di un nodo o arco) 
• Spostamento Nodo 
• Recupero proprietà (di un nodo o arco) 
• Modifica proprietà (di un nodo o arco) 
• Salvataggio Grafo in memoria permanente 
Tutte queste operazioni verranno descritte più dettagliatamente in 
seguito, rispettivamente per la parte client e server, assieme ai messaggi di 
notifica a cui ognuna di esse è associata. 
Prima di andare a descrivere tutte le operazioni, dobbiamo esaminare 
alcuni casi particolari con cui il Controller avrà a che fare, e cioè la gestione 
di aggiunta/rimozione di nodi ed archi in relazione alla struttura dei flussi 
informativi. 




Abbiamo detto che il grafo con cui abbiamo a che fare è formato da 
uno o più flussi informativi, identificati da una radice unica, definita tale in 
quanto non ha nessun arco di tipo tree o forward entrante, ma al più archi 
di tipo back o cross. Adesso, quindi, dobbiamo porci il problema di quando 
possiamo identificare un nodo come radice, e di come determinare se un arco 
è di tipo tree, back, forward o cross; il tutto in relazione alle operazioni di 
base che il sistema mette a disposizione. Possiamo allora decidere che 
• In seguito all’operazione “aggiunta nodo”,  il nuovo nodo creato è 
sempre una radice, in quanto non ha archi entranti o uscenti; 
• Se l’operazione è “aggiunta arco” dobbiamo analizzare diverse 
situazioni: 
o Se il nodo di arrivo è un antenato del nodo di partenza, l’arco 
creato è sempre di tipo back; 
o Se il nodo di arrivo è un discendente del nodo di partenza, 
l’arco creato è sempre di tipo forward; 
o Se il nodo di arrivo fa parte di un flusso o sotto-flusso 
differente rispetto a quello del nodo di partenza, l’arco creato è 
sempre di tipo cross; 
o Se il nodo di arrivo è una radice, l’arco creato è sempre di tipo 
tree, ed inoltre tutti gli archi appartenenti al flusso ottenuto 
dall’unione dei due sotto-flussi, se necessario, vanno cambiati di 
tipo, in base alle tre situazioni descritte in precedenza; 
• Se l’operazione è “cancellazione arco”, l’arco in questione viene 
eliminato, ma anche in questo caso si hanno diverse situazioni, a 
seconda del tipo di arco cancellato: 




o Se l’arco era di tipo back, cross, forward la situazione resta 
identica; 
o Se l’arco era di tipo tree, dobbiamo esaminare gli archi 
entranti del nodo di destinazione:  
 Se non ha archi entranti, diventa radice; 
 Se ha almeno un solo forward entrante, questo diventa 
di tipo tree; 
 Se ha più archi forward entranti, o se questi sono 
solamente di tipo cross o back, la scelta di come far 
diventare il flusso spetta all’utente: potrebbe scegliere 
uno degli archi presenti come nuovo tree o rendere 
tutto il sotto-albero un nuovo flusso della foresta. 
• Se l’operazione è “cancellazione nodo”, tutti gli archi appartenenti a 
quel nodo vengono eliminati e si prosegue come nel caso di 
cancellazione arco. 
Come possiamo vedere la gestione di queste funzionalità, in particolar 
modo per quelle che coinvolgono la cancellazione di un arco (che in seguito 
chiameremo fase critica), può diventare estremamente lunga e complessa, 
soprattutto in termini di  tempi di esecuzione. Anche per questo motivo 
abbiamo deciso di effettuare le operazioni relative alla gestione di archi e nodi 
interamente lato server, di sicuro molto più efficiente in queste situazioni. 
Inoltre siccome l’applicazione tenta di interpretare il significato dei flussi in 
relazione all’ordine delle operazioni dell’utente, vi sono dei casi in cui è 
preferibile che sia quest’ultimo a dare indicazioni su come gestire la fase 
critica, decidendo quale sia la miglior soluzione. 




Per verificare i tipi di archi nelle varie situazioni descritte in 
precedenza è possibile utilizzare diverse strategie, utilizzando implementazioni 
differenti. Ad esempio, se bisogna aggiungere un arco ad un nodo radice di un 
flusso informativo: 
• Il primo modo è quello di visitare il sotto-albero del nodo selezionato e 
controllare tutti gli archi che ne fanno parte, cambiandone il tipo; è 
un’operazione abbastanza veloce, ma, siccome il controllo va fatto per 
ogni sotto-albero di ogni nodo che visitiamo, potrebbe risultare molto 
lenta se la dimensione dell’albero è troppo grande. 
• Un altro modo è quello di utilizzare la proprietà cammino descritta 
nel Model, effettuando una comparazione di stringhe per capire se un 
nodo è discendente o antenato di un altro. In generale la 
comparazione di stringhe è più lenta rispetto alla soluzione 
precedente, ma permette di risolvere il problema in maniera più 
immediata, visitando solo i nodi del sotto-albero principale; quindi è 
più efficiente per alberi di grandi dimensioni. 
Pertanto entrambe le soluzioni sono valide, e la loro efficienza dipende 
dal contesto in cui vengono generati i flussi. 
Ricordiamo, infine, che tra Controller-Client e la View e tra il 
Controller-Server e il Model sono presenti altre due interfacce di 
comunicazione: esse presentano praticamente le stesse funzionalità definite 
nell’interfaccia descritta in precedenza, ma vengono utilizzate in modo 
speculare da una parte e dall’altra del sistema. 
 




3.5.2  Il Controller lato client 
Il componente Controller-Client ha lo scopo di: 
• Comunicare con la View ed il Controller-Server attraverso delle 
interfacce ben definite;  
• Gestire i dati che arrivano dal server per consentirne la 
rappresentazione tramite la View. 
Andremo in seguito a descrivere le operazioni che il Controller-Client 
esegue a seconda delle richieste e risposte, tenendo comunque in 
considerazione che, come abbiamo accennato in precedenza, la presenza di 
questo componente all’interno del sistema non è totalmente indispensabile, 
ma può essere parte integrante della View. Questo perché il Model deve 
occuparsi di operazioni molto eterogenee tra loro (Storage, conservazione 
dello stato), ed è fondamentale l’esistenza di moduli per non centralizzare 
troppo le funzioni in un unico punto, favorendone così l’estendibilità; al 
contrario la View ha l’unico scopo di presentare i flussi di informazione 
all’utente, per cui la parte di elaborazione dei dati provenienti dal server 
potrebbe essere “inglobata” in essa. In questa trattazione supponiamo 
comunque la presenza della parte Controller-Client. 
Lato client la gestione delle Operazioni è molto semplice;  essa infatti 
è limitata all’invio dei messaggi al server, in relazione alle richieste che 
arrivano dalla View. 
Per ogni operazione, il comportamento del Controller-Client sarà il 
seguente: 




Op. Caricamento Grafo: invio del messaggio “caricamento grafo” in 
associazione all’id del grafo richiesto; 
Op. Aggiunta Nodo: invio messaggio “aggiunta nodo”, in 
associazione al tipo di nuovo nodo scelto dall’utente; 
Op. Cancellazione Nodo: invio messaggio “cancellazione nodo” in 
associazione all’id del nodo da cancellare; 
Op. Aggiunta Arco: invio messaggio “aggiunta arco”, in 
associazione agli id dei nodi che l’arco deve collegare; 
Op. Cancellazione Arco: invio messaggio “cancellazione arco” in 
associazione all’id dell’arco da cancellare; 
Op. Recupero Informazioni: invio messaggio “recupero 
informazione” in associazione all’id del nodo o dell’arco relativo; 
Op. Modifica Informazioni: invio messaggio “modifica 
informazione” in associazione alle informazioni da modificare e all’id del nodo 
o dell’arco relativo; 
Op. Spostamento Nodo: invio messaggio “spostamento nodo” in 
associazione alla nuova posizione del nodo selezionato e al suo id; 
Op. Recupero Proprietà: invio messaggio “modifica proprietà” in 
associazione alle informazioni da modificare e all’id del nodo o dell’arco 
relativo; 
Op. Modifica Proprietà: invio messaggio “modifica proprietà” in 
associazione alle proprietà da modificare e all’id del nodo o dell’arco relativo; 
Op. Salvataggio Grafo: invio del messaggio “salvataggio grafo” in 
associazione all’id del grafo da salvare. 




Come si può notare, l’invio dei messaggi si limita al tipo di operazione 
richiesta e a delle informazioni di supporto utili per la gestione del Model. 
Analizziamo il comportamento del Controller all’arrivo delle 
Notifiche dal server: 
Not. Caricamento Grafo: inizializzazione di tutti gli oggetti 
Javascript relativi ai nodi ed agli archi del grafo dei flussi presenti nella 
notifica ricevuta dal server; 
Not. Aggiunta Nodo: inizializzazione del nuovo oggetto, associando 
il nuovo id presente nella notifica, ed il tipo richiesto dall’utente; 
Not. Cancellazione Nodo: eliminazione dell’oggetto javascript 
avente come id quello del nodo selezionato dall’utente, ed eliminazione di 
tutti gli archi che hanno un riferimento a questo nodo; 
Not. Aggiunta Arco: inizializzazione del nuovo oggetto arco, 
associando il nuovo id ed il tipo, entrambi presenti nella notifica; 
Not. Cancellazione Arco: eliminazione dell’oggetto javascript 
avente come id quello dell’arco selezionato dall’utente, e dei riferimenti a 
questo arco presenti nei nodi ad esso associati; 
Not. Recupero Informazioni: creazione di un oggetto javascript, 
temporaneo, in cui vengono inserite le informazioni provenienti dal server; 
Not. Modifica Informazioni: modifica delle informazioni presenti 
nell’oggetto a cui sono associate; 
Not. Spostamento Nodo: aggiornamento della posizione del nodo 
relativo; 
Not. Recupero Informazioni: creazione di un oggetto javascript, 
temporaneo, in cui vengono inserite le proprietà provenienti dal server; 




Not. Modifica Proprietà: modifica delle proprietà presenti nel 
oggetto a cui è associata; 
Not. Salvataggio Grafo: nessuna operazione. 
 
In seguito ad ogni notifica verrà inviato un messaggio alla View che ne 
permette l’aggiornamento. Teniamo sempre presente che in caso di fase 
critica, le notifiche per le operazioni di cancellazione arco e di 
cancellazione nodo implicheranno la scelta da parte dell’utente della 
soluzione da adottare. 
Inoltre possiamo notare dalla descrizione delle notifiche, che tutte le 
operazioni che vanno a modificare gli oggetti sul client (ad esempio la 
modifica delle informazioni) saranno effettuate solamente dopo l’arrivo della 
conferma da parte del server. 
 
3.5.3  Il Controller lato server 
La funzione del Controller-Server è quella di eseguire le operazioni 
presenti nelle richieste che giungono dal Controller-Client ed inviare ad esso i 
messaggi di notifica. 
La gestione di questa parte del controller è leggermente più complessa, 
poiché essa implementa la vera logica del sistema, per cui deve interagire con 
il Model per richiedere la situazione dello stato del sistema e, a seconda della 
richiesta, operare una modifica dello stato e/o un accesso al sotto-sistema di 
Storage. Inoltre il Controller-Server potrebbe trovarsi a gestire situazioni di 
fase critica in caso di cancellazione di archi e nodi.  




Descriviamo il comportamento del Controller-Server in maniera 
differente rispetto a come abbiamo fatto per il Controller-Client, cioè 
elencando tutto l’insieme di operazioni che il componente svolge: dall’arrivo 
della richiesta fino all’invio della risposta, a partire da quelle più semplici. 
Per ogni operazione verrà detto se essa apporta delle modifiche allo stato o se 
coinvolge il sotto-sistema di Storage. 
 
Recupero informazioni/proprietà: questo tipo di operazione è la 
più semplice; in questo caso il Controller recupera dallo stato le 
informazioni/proprietà dell’elemento il cui id è presente nella richiesta. 
Queste saranno presenti nella Notifica. Non modifica lo stato 
dell’applicazione. 
Modifica informazioni/proprietà: in questo caso il controller 
modifica le informazioni/proprietà di un elemento (id è nella richiesta) con 
quelle presenti nel messaggio in arrivo. Fatto ciò, invia la notifica di 
“operazione eseguita” al client. Modifica lo stato dell’applicazione. 
Caricamento del Grafo dei flussi: il Controller-Server utilizza lo 
Storage per il caricamento dalla memoria permanente di tutti gli elementi 
appartenenti al grafo avente come id quello presente nella richiesta. In 
seguito andrà ad inizializzare ed inserire questi elementi, comprensivi di tutte 
le loro caratteristiche (id, tipo, posizione, ecc.) all’interno dello stato  
dell’applicazione. Infine invierà la notifica al client, in cui saranno presenti gli 
elementi e le informazioni minimali da visualizzare all’utente. Modifica dello 
stato e coinvolgimento dello Storage. 




Salvataggio Grafo dei flussi: utilizza lo Storage per salvare nella 
memoria permanente i dati presenti nello stato dell’applicazione. Al termine, 
invia la notifica di “operazione eseguita” al client. Coinvolgimento dello 
Storage senza modificare lo stato 
Spostamento Nodo: il Controller modifica la posizione del nodo 
scelto, inserendo i valori presenti nella richiesta, dopodiché invia la notifica di 
“operazione eseguita”. Modifica lo stato dell’applicazione. 
Aggiunta Nodo: aggiunge allo stato dell’applicazione un nuovo 
elemento nodo, avente come tipo quello scelto dall’utente; questa operazione 
genera un id univoco per il nuovo nodo, che verrà inserito nella notifica per il 
client. Modifica lo stato dell’applicazione. 
Cancellazione Nodo: elimina dallo stato il nodo avente l’id presente 
nella richiesta e tutti gli archi riferiti da esso. Invia al client la notifica di 
“operazione eseguita” se non si è raggiunta una fase critica, altrimenti invia 
un messaggio di richiesta di “risoluzione fase critica”. Modifica lo stato 
dell’applicazione. 
Aggiunta Arco: aggiunge un nuovo elemento arco allo stato 
dell’applicazione, scegliendo il tipo adeguato. Invio messaggio “operazione 
eseguita” al client. Modifica lo stato dell’applicazione; 
 Cancellazione Arco: elimina l’arco avente l’id presente nella 
richiesta. Come nel caso di Cancellazione Nodo, invia la notifica più 






Embedding del flusso di 
informazioni 
 
4.1  Metodi per la rappresentazione di grafi  
La visualizzazione di strutture relazionali ha come scopo quello di 
rendere il diagramma associato a quest’ultime quanto più esplicativo 
possibile, nelle informazioni che sono rappresentate con esso, per gli utenti 
che lo utilizzano.  
Lo scopo di questo paragrafo è di presentare nel dettaglio l’insieme di 
criteri di visualizzazione ed i paradigmi di rappresentazione che sono stati 
definiti come standard in questo ambito di ricerca; questo studio è stato 
proposto in [5].  
Strutturiamo l’analisi in due sotto-paragrafi di cui il primo descriverà i 
criteri ed il secondo i paradigmi.  




4.1.1  Criteri di visualizzazione  
I criteri di visualizzazione sono delle regole di base che il disegno deve 
soddisfare per essere ammissibile. I criteri utilizzati nelle applicazioni reali 
sono solitamente molto complessi e possono coinvolgere più dettagli 
riguardanti il disegno. Di seguito proponiamo una lista dei criteri più 
utilizzati, che possiamo suddividere in tre categorie: criteri geometrici, criteri 
di estetica e vincoli. I criteri non sono esclusivi tra loro, anzi solitamente per 
ottenere determinati layout grafici vengono utilizzate diverse combinazioni di 
criteri. 
I criteri  Geometrici, come suggerisce il termine stesso sono quei criteri 
che si soffermano maggiormente sulla definizione degli aspetti geometrici per 
quanto riguarda la rappresentazione grafica di nodi ed archi, e non la loro 
disposizione sul piano. I principali criteri appartenenti a questa categoria 
sono:  
• Polyline Drawing: Ogni arco è disegnato come un poligono aperto. 
Fornisce una grande flessibilità, infatti può approssimare il disegno 
con archi rappresentati come linee spezzate. Va però precisato che gli 
archi con più di due o tre segmenti rendono difficoltoso seguire il 
disegno con gli occhi. Questo tipo di criteri è quello adottato 
comunemente nei libri e gli articoli sulla teoria de grafi. Due criteri 
derivati da casi particolari del Polyline Drawing sono: 
o Straight-line Drawing: Ogni arco è disegnato come un’unica 
linea dritta; 
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o Orthogonal Drawing: Ogni arco è disegnato come un 
poligono aperto costituito alternativamente da linea verticali ed 
orizzontali. Questo criterio viene utilizzato nella progettazione 
dei circuiti e nei diagrammi utilizzati per il software 
engineering;  
 
Figura 24: Orthogonal Drawing (a) un circuito elettronico e (b) un 
diagramma UML  
• Grid Drawing:  I vertici, gli incroci e gli archi hanno coordinate 
intere; 
  
Figura 25:  Criteri geometrici: (a) Polyline (b) Straight-line (c) 
Orthogonal (d)  Grid  




• Planar Drawing: Non devono esistere incroci tra gli archi. Questo 
criterio produce visualizzazione moto chiare e gradevoli esteticamente 
ma non tutti i grafi ammettono una rappresentazione di questo tipo; 
• Upward (o Downward) Drawing:  E’ un criterio per grafi aciclici 
diretti e richiede che nella visualizzazione prodotta ogni arco sia 
disegnato come una curva monotona non decrescente (o non crescente 
nel caso del Downward). Quindi il grafo si presenterà con tutti gli 
archi diretti verso l’alto (o basso); 
 
Figura 26: (a) Planar Drawing (b) Upward Drawing 
 
La seconda categoria di criteri è quella legata all’estetica, di cui si può 
trovare uno studio approfondito in [14], [15], [10]. In questo caso il fine di 
ogni criterio è quello di presentare una disposizione e organizzazione 
gradevole del grafo. Questa categoria di criteri ha una naturale 
predisposizione alla rappresentazione sotto forma di problema di 
ottimizzazione combinatoria, per cui molti di questi problemi sono 
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computazionalmente difficili. Anche in questo caso descriviamo di seguito 
alcuni dei criteri più utilizzati: 
• Crossing: La minimizzazione del numero totale di incroci tra gli 
archi del grafo. L’idea deriva dalla volontà di avere un planar graph 
ma non potendo trovare per tutti i grafi  una disposizione planare, si 
rilassa il vincolo dell’inesistenza degli incroci richiedendone una 
minimizzazione. 
• Area: La minimizzazione dell’area del disegno. L’abilità nel costruire 
una rappresentazione che sia efficiente in termini di spazio è essenziale 
nelle applicazioni visuali pratiche, risparmiare lo spazio dello schermo 
è di fondamentale importanza. Questo criterio è significativo solo 
quando il criterio geometrico adoperato prevede che il disegno possa 
essere scalato. 
• Total Edge Length:  Minimizzazione della somma delle lunghezze 
degli archi. Anche in questo caso va fatta la stessa considerazione del 
caso precedente, cioè che il criterio geometrico scelto deve poter 
scalare verso il basso. 
• Maximum Edge Length:  Minimizzazione della massima lunghezza 
di un arco. Anche qui stessa considerazione precedente. 
•  Uniform Edge Length:  Minimizzazione della variazione di 
lunghezza tra gli archi. 
• Total Bends:  Minimizzazione del numero totale di segmenti 
utilizzati per un arco. Questo criterio è particolarmente importante 
nel caso in cui si utilizzi l’orthogonal drawings mentre è 
automaticamente soddisfatto in caso si usi la straight-line drawings. 




• Uniform Bends: Minimizzazione della differenza del numero di 
segmenti in un arco. 
• Angular Resolution:  Massimizzazione del più piccolo angolo tra 
due archi incidenti allo stesso nodo. Questo criterio è solitamente 
utilizzato insieme all’utilizzo dello straight-line drawings.  
• Aspect Ratio:  Minimizzazione dell’aspect ratio del disegno, definito 
come il rapporto tra l’altezza del lato lungo e del lato corto del più 
piccolo rettangolo che riesce a contenere l’intero grafo. 
• Symnmetry: Rendere il più possibile simmetrica la rappresentazione 
del grafo. Uno studio più dettagliato su questo criterio si può trovare 
in [16], [17], [18]. 
La maggior parte delle metodologie per il disegno dei grafi stabilisce 
delle relazioni di precedenza per quanto riguarda i criteri di estetica. Gli 
approcci presenti in letteratura solitamente suddividono il processo di Graph 
Drawing in sequenze di step algoritmici, ognuno dei quali cerca di soddisfare 
una determinata sottoclasse di criteri di estetica. 
Terminiamo la nostra analisi dei criteri, descrivendo quelli che vengono 
classificati nella categoria dei vincoli, dettagliatamente descritti in [19], [20]. 
A differenza delle precedenti categorie, che possono essere considerate 
effettivamente regole generali da tenere in considerazione per il disegno del 
grafo nel suo insieme, i vincoli vengono riferiti a specifici sotto-grafi e sotto-
visualizzazioni. I vincoli che maggiormente studiati in letteratura sono: 
• Center:  Posizionare un determinato nodo in prossimità del centro 
del disegno. 
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• External: Posizionare un determinato sottoinsieme di nodi all’esterno 
del disegno. 
• Cluster: Posizionare un sottoinsieme di nodi vicini tra loro. 
• Horizontal alignment: Un sottoinsieme di nodi viene disegnato 
sulla stessa linea orizzontale. 
• Left-right (top-bottom) Sequence: Disegnare un determinate 
path allineato orizzontalmente da sinistra a destra ( o verticalmente 
dall’alto in basso). 
• Shape:  Disegnare un determinato sotto-grafo con uno “modello” 
preimpostato. 
In generale possiamo dire che i requisiti del Graph Drawing di un 
dominio applicativo possono essere modellati in termini di un criterio 
geometrico, un insieme di criteri estetici  ed un insieme di vincoli.  
Un importante parametro non specificato nell’elenco precedente in 
quanto comune a tutte le applicazioni dei criteri descritti è l’efficienza. Le 
applicazioni interattive necessitano delle risposte in real-time, anche su grandi 
grafi. Quindi l’efficienza è una caratteristica cruciale per ogni applicazione 
pratica delle tecniche di Graph Drawing.  
 
4.1.2  Paradigmi di rappresentazione  
I paradigmi di rappresentazione sono delle metodologie per il Graph 
Drawing che sono diventate ormai degli standard molto utilizzati, come nel 
caso  dei criteri. Di seguito proporremo i paradigmi che abbiamo trovato 




maggiormente interessanti e quelli abbiamo riscontrato come i più utilizzati 
in letteratura.   
Uno di questi è l’approccio Topology-Shape-metrics, proposto 
originariamente in [21], [22], [20], è stato ideato per la costruzione di 
orthogonal grid drawing e permette un uso omogeneo di un largo range di 
criteri di estetica e di vincoli.  
L’idea di base di questo approccio è che un orthogonal grid drawing è 
caratterizzato da tre proprietà fondamentali, definite in termine di classi 
d’equivalenza che si stabiliscono da diversi orthogonal drawing dello stesso 
grafo: 
• Topology:  Due orthogonal drawing hanno la stessa topologia se uno 
può essere ottenuto dall’altro per mezzo di trasformazioni che non 
alterano la sequenza degli archi che formano il contorno del disegno. 
• Shape:  Due orthogonal drawing hanno lo stesso “modello” se hanno 
la stessa topologia, e uno può essere ottenuto dall’altro modificando 
solo  la lunghezza dei segmenti orizzontali che compongono l’arco, 
senza cambiare gli angoli formati da quest’ultimi. 
• Metrics: Due orthogonal drawing hanno la stessa metrica se sono 
congruenti, avendo la possibilità di effettuare una traslazione e/o una 
rotazione 
Ognuna di queste proprietà fornisce una descrizione del disegno che è 
un raffinamento della precedente. Se due orthogonal drawing hanno la stessa 
metrics allora hanno anche lo stesso shape e la stessa topology. Lo stesso 
concetto può essere utilizzato per caratterizzare non solo l’orthogonal 
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drawing, ma più generalmente l’intero insieme del polyline drawing.La 
struttura gerarchi della relazione tra queste tre proprietà suggerisce una 
generazione a step del disegno, dove ad ogni step viene prodotta una 
rappresentazioni intermedia. Possiamo osservare un esempio di questo tipo di 
elaborazione nella figura successiva. 
 
 
Figura 27: Paradigma Topology-Shape-metrics 
 
Analizziamo in dettaglio gli step che sono mostrati in figura: 




• Lo step della planarizzazione determina la topologia del grafo, che è 
descritto da un embedding planare. In questa fase, il problema è 
ridurre al minimo il numero di incroci tra gli archi. Questo problema è 
dettagliatamente studiato in letteratura in [23], [24], [25], [26], [27]. 
Sono state proposte diverse soluzioni al problema. Un esempio di 
tecnica utilizzata nella pratica è la seguente: viene scelto il più grande 
sotto-grafo planare presente nel grafo di partenza; gli archi “non 
planari” vengono reinseriti successivamente uno ad uno,cercando di 
minimizzare il numero di incroci causati dopo l’inserimento. Ogni 
incrocio è rappresentato da un nodo fittizio    in modo da ottenere, 
alla fine, una topologia  planare. 
• Ottenuta una topologia si procede con lo step in cui viene applicato 
l’orthogonal drawing. Il suo output sarà appunto una versione 
ortogonalizzata del grafo.  
• Avendo adesso il grafo rappresentato secondo l’orthogonal drawing, si 
prosegue con lo step di compattazione che determina le coordinate 
finali di ogni nodo e segmento degli archi.In questo caso si cerca di 
applicare il criterio estetico relativo alla minimizzazione dell’area. 
Vengono in fine eliminati tutti i nodi fittizi introdotti nella prima 
fase. 
Un altro esempio di paradigma può essere  l’approccio visibility. 
Quest’ultimo proposto originariamente in [28], [29], è una metodologia 
generale per il disegno di grafi con l’utilizzo del criterio  polyline drawing. 
Come il precedente è stato suddiviso in tre step che possiamo osservare nella 
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figura seguente in cui vengono rappresentati come nel caso precedente  con 
un esempio concreto. 
 
 
Figura 28: Paradigma Visibility 
 
Analizziamo gli step di questo paradigma: 
• Il primo step è quello della palanarization del grafo, similmente  al 
caso precedente. 




• Il secondo è lo step visibility  in cui viene costruita una “visibility 
representation” del grafo. In questo tipo di visualizzazione ogni nodo è 
mappato in un segmento orizzontale ed ogni arco in un segmento 
verticale. Il segmento verticale, di conseguenza, partirà dal segmento 
orizzontale che rappresenta il suo nodo di partenza ed terminerà sul 
segmento orizzontale che rappresenta il nodo di arrivo. In questo 
modo nessun arco ne incrocerà un altro. 
• L’ultimo step è il replecement costruisce il layout finale secondo il 
polyline drawing  sostituendo i segmenti orizzontali e verticali della 
“visibility representation” come segue. Ogni segmento orizzontale è 
sostituito da un punto corrispondente al nodo ed ogni segmento 
verticale è sostituito da una linea poligonale in corrispondenza degli 
archi cercando di seguire la linea verticale di partenza. 
Il paradigma Divide and Conquer  descrive un approccio 
ampiamente utilizzato nel Graph Drawing. L’idea di base è la seguente. 
Primo, il grafo viene diviso in sotto-grafi; secondo, i sotto-grafi vengono 
ricorsivamente disegnati; e terzo, il disegno dell’intero grafo si ottiene 
riunendo opportunamente i sotto-grafi. Il miglior risultato si ottiene su grafi 
che possono facilmente essere decomposti in sotto-grafi come gli alberi.  
Per poter capire meglio come quest’approccio possa essere usato nel 
Graph Drawing, proponiamo un algoritmo per la rappresentazione di alberi 
binari, originariamente proposto in [8]. L’algoritmo consiste in due step 
principali: 
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• Il primo è l’assegnamento dei livelli in cui i nodi dell’albero sono 
assegnati ai livelli in modo da minimizzare la distanza dalla root. 
• Lo step divide and conquer si comporta come segue:  
o Se l’albero consiste di un solo nodo, allora procediamo al 
disegno della sua rappresentazione al livello che gli è stato 
assegnato nella prima fase 
o Altrimenti (divide) ricorsivamente disegniamo i suoi sotto-
alberi destro e sinistro, e posizioniamo le due sotto-
rappresentazioni ottenute vicino un'altra, che abbia 
orizzontalmente una distanza pari a due.   
L’algoritmo lavora con la composizione di criteri “planar straight-line 
grid drawing” ed utilizza anche più criteri di estetica, come ad esempio il 
disegno deve essere più piccolo possibile o imporre la simmetria. 
Per ultimo analizziamo il paradigma di tipo Hierarchical, in modo 
più generico  in quanto sarà argomento di discussione del prossimo paragrafo.  
Quest’approccio è utilizzato per grafi diretti. E’ stato originariamente 
proposto in [10], [30], [31]. Per restare nell’abito degli argomenti trattati in 
questo paragrafo possiamo dire che quest’approccio viene usualmente 
rappresentato utilizzando una combinazione di criteri. Con l’utilizzo del 
“straight-line downward” si definisce la direzione del grafo dall’alto verso il 
basso e per sistemare i nodi in layer viene utilizzato l’horizontal alignment 
che ci permette di indicare un livello in cui posizionare un determinato 
sottoinsieme di nodi. Un tipico esempio del layout generato da un algoritmo 
che implementa questo tipo di approccio può essere osservato nella figura 
sottostante. In quest’ultima viene proposta sulla sinistra un grafo di partenza, 




diretto, con un layout qualsiasi e sulla destra la rappresentazione ottenuta 
dall’applicazione dell’algoritmo.  
 
 
Figura 29: Grafo prodotto tramite Paradigma Hierarchical 
 
4.2 Visualizzazione di grafi gerarchici 
Nel paragrafo precedente abbiamo descritto una serie criteri e 
metodologie algoritmiche, sviluppate nell’ambito del Graph Drawing, utili per 
definire la visualizzazione di grafi in base al tipo di informazione che si vuole 
rappresentare.  In questo paragrafo cerchiamo di descrivere in modo più 
accurato uno di questi paradigmi di rappresentazione, lo Hierarchical 
Graph Drawing o Layered Graph Drawing,  utilizzato per lo studio 
della visualizzazione di grafi diretti, attraverso i quali si vogliono 
rappresentare dei flussi di dati che si estendono in una specifica direzione. 
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4.2.1  Le fasi dell’algoritmo 
Alla base dell’algoritmo per lo studio dei grafi gerarchici si trova uno 
schema di risoluzione generale, proposto per la prima volta in [10], in cui 
vengono definiti i passi necessari per effettuare la trasformazione da grafo 
generico in grafo a livelli: ancora oggi, questo schema viene posto come 
fondamento per la risoluzione del problema del grafo gerarchico, e tutti gli 
studi effettuati nel corso degli anni hanno contribuito a migliorare una o più 
parti dell’algoritmo, senza modificarne la sostanza 
• Rimozione dei cicli: poiché lo scopo dell’algoritmo è di permettere 
la visualizzazione in forma gerarchica di un grafo diretto, come prima 
cosa è necessario rimuovere i cicli presenti nel grafo di input: la prima 
fase dell’algoritmo consiste nell’invertire il verso degli archi che 
generano cicli all’interno del grafo, in modo tale da renderlo aciclico; 
questo fa si che tutti gli archi vengano disegnati diretti verso un’unica 
direzione, rispettando il criterio di “downward drawing”, ed è 
fondamentale per lo sviluppo dei passi successivi. 
Ovviamente, per conservare il flusso dei dati, al termine 
dell’esecuzione dell’algoritmo gli archi coinvolti in questa prima fase 
saranno nuovamente invertiti. 
• Assegnamento dei livelli: questa seconda fase consiste nel 
suddividere il grafo in livelli, ed assegnare ad ognuno di questi un 
insieme di vertici del grafo G = (V, E) , tale per cui dato un arco 
(u, v) ∈ E, con  u ∈ Li  e v ∈ Lj, allora vale j > i: questo 
permetterà di rappresentare il flusso dei dati come rivolto verso 




un'unica direzione. Inoltre In questa fase è importante definire il 
concetto di “proper hierarchy” [31], secondo cui per ogni arco (u, 
v) ∈ E, con u ∈ Li e v ∈ Lj , j = i + 1: questo concetto verrà 
applicato all’algoritmo inserendo dei nodi “fantoccio” nel grafo ad 
ogni livello attraversato da un arco che non rispetta la condizione 
appena citata. Similmente a quanto già descritto nella prima fase, 
questi nodi verranno eliminati dal grafo al termine dell’esecuzione 
dell’algoritmo.   
• Riduzione degli incroci: per ogni livello, viene calcolata una 
permutazione dei nodi ad esso associati, al fine di minimizzare il 
numero di incroci tra gli archi che congiungono il livello Li con il 
successivo Li + 1.  
• Assegnamento delle coordinate: l’ultima fase dell’algoritmo, che 
definisce il layout del grafo finale, consiste nell’associare una coppia di 
coordinate ad ogni vertice del grafo, rispettando il criterio dello 
“straight-line drawing”:  
o le coordinate y potranno essere fisse, e verranno associate in 
base al livello di appartenenza del nodo;  
o le coordinate x saranno assegnate in modo tale che due vertici 
appartenenti allo stesso livello non vadano a sovrapporsi. 
 
Come anticipato, al termine dell’algoritmo verranno rimossi i nodi 
fantoccio, invertito il verso degli archi che generano cicli, e, a seconda dei 
criteri di visualizzazione scelti, verranno disegnati gli archi del grafo sotto 
forma di linee dritte o curve. 




Figura 30:  Hierarchical Graph Drawing 
 
È importante notare che non sempre è necessario eseguire tutte le fasi 
presenti in questo schema, ad esempio se il grafo in input è un DAG 
(Directed Acyclic Graph) l’algoritmo inizia direttamente dalla fase di layering 
del grafo. 
 
4.2.2  Rimozione dei cicli 
In questo paragrafo descriviamo in modo più dettagliato la prima fase 
dello schema descritto precedentemente: la rimozione dei cicli del grafo.  
Nel caso più generale, per rendere un grafo aciclico si possono 
considerare due soluzioni distinte: 




• rimuovere gli archi che inducono la presenza di cicli nel grafo; 
• invertire gli archi che inducono la presenza di cicli nel grafo; 
Poiché in questo caso, nell’effettuare la trasformare in grafo gerarchico, 
non si vogliono perdere le informazioni relative agli archi, è necessario 
invertire gli archi che rendono il grafo ciclico.  
Possiamo prendere in esame due problemi per questa soluzione:  
• Feedback Arc Set Problem: dato un grafo G = (V, E), trovare il 
minimo sottoinsieme Ef ⊂ E tale che  Gf = (V, E \ ES) sia 
aciclico. 
• Maximum Acyclic Subgraph Problem: dato un grafo G = (V, 
E), trovare il massimo sottoinsieme Es ⊂ E tale che  GS = (V, ES) 
sia aciclico. 
 
Figura 31: Rimozione dei cicli 
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Purtroppo questi, come descritto in [32] e [33] sono problemi NP – 
Hard, quindi è necessario utilizzare delle euristiche che forniscano delle 
buone soluzioni in tempo accettabile.  
Una semplice euristica, basata sul Feedback Arc Set Problem, può 
essere definita in questo modo: preso un grafo G = (V, E), ad ogni nodo v 
∈ V viene assegnata un intero  λ(v) , con 1 ≤  λ ≤ |V|, e per ogni arco (u, 
v) ∈ E, se  λ(v) > λ(u) allora questo arco viene inserito nel sottoinsieme Ef; 
in [34] il metodo  utilizzato per etichettare i nodi del grafo è basato sulla 
Depth First Search.  
  
 
Figura 32: Fast Heuristic 
 
Tra le euristiche basate sul Maximum Acyclic Subgraph Problem, una, 
proposta in [35], realizza il sottoinsieme di archi Es da invertire utilizzando 




un algoritmo Greedy che tiene conto del numero di archi entranti ed uscenti 
da ogni nodo del grafo. L’euristica termina in tempo lineare nel numero di 
vertici, e produce un sottoinsieme di dimensione |Es| ≥ ½|E|. Una variazione 
dell’euristica precedente è stata proposta [36], in cui nel sottoinsieme 
generato non vengono inseriti gli archi incidenti ai nodi radice e foglia; anche 
questo algoritmo viene computato in tempo lineare, e genera un sottoinsieme 
di archi di dimensione |Es| ≥  ½|E| + ⅙|V|. È dimostrato inoltre che per un 
grafo di grado g(G) ≤ 3 la dimensione del sottoinsieme è |Es| ≥ ⅔|E|. Va 
precisato che per applicare queste due ultime euristiche è necessario che nel 
grafo non siano presenti 2-cicli, cioè nessun ciclo formato dagli archi (u,v) e 
(v,u), per ogni u,v ∈ V [35]. 
L’uso di queste euristiche, in presenza di grafi che contengono cicli, è 
fondamentale per il passo successivo, il layering dei nodi. 
 
4.2.3  Layering dei nodi 
Ci concentriamo ora sulla seconda fase dello schema che riguarda la 
suddivisione del grafo in livelli.  
Supponendo che il grafo G sia aciclico, il layering del grafo è un 
insieme  
L = {L1, L2, …, Ln} di livelli, per cui preso un qualsiasi arco (u, v) ∈ E 
con u, v ∈ V, allora vale i > j. Inoltre si possono definire le grandezze 
• altezza del layering: la dimensione |L|, quindi il numero di livelli; 
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• ampiezza del layering: la dimensione max1≤i≤n|Li|, il numero di nodi 
appartenenti al livello più ampio; 
• span di un arco del layering: preso l’arco (u, v) ∈ E, con u ∈ Li e v 
∈ Lj, lo span è la differenza i – j.  
Durante questa fase è necessario tener presente tre criteri per la scelta 
dei livelli 
• il grafo deve risultare compatto: ciò vuol dire che l’altezza ed 
ampiezza del layering devono essere grandezze piccole, e la distanza 
tra i livelli è costante. Si potrebbe pensare a fissare come limite 
inferiore per l’altezza, il massimo numero di archi in un percorso che 
parte da una radice e termina in un nodo foglia; 
• Il grafo deve rispettare il concetto di “proper layering”, inserendo 
dei nodi fantoccio in ogni livello attraversato da un arco (u, v) 
avente span(u,v) > 1, per fare in modo che un algoritmo di 
riduzione degli incroci possa coinvolgere solo due livelli alla volta. In 
seguito a questo passaggio avremo, per ogni arco (u, v) del grafo, 
span(u, v) = 1; 
• Il numero di nodi fantoccio non deve essere troppo grande, 
principalmente per due motivi: 
o maggiore è il numero di nodi fantoccio presenti nel grafo, 
maggiore sarà il tempo di esecuzione della fase di 
assegnamento.  




o poiché, nel disegno del grafo finale, la presenza di curve 
dipende dai nodi fantoccio, è necessario limitarne il numero per 
rispettare il criterio di “straight-line drawing”. 
 
   
Figura 33: Layering del grafo 
In considerazione dei criteri esposti, sono stati sviluppati diversi 
algoritmi che permettono di suddividere un grafo in livelli.  
Il primo algoritmo da considerare è il “Longest Path Layering” [5], 
in cui i nodi radice vengono posti a livello L1, ed ogni altro nodo v ∈ V viene 
posto a livello Lp , dove p rappresenta la distanza di v dalla radice. Questo 
semplice algoritmo, che si basa sull’ordinamento topologico, minimizza 
l’altezza del grafo ed è eseguibile in tempo lineare [37], ma ha il difetto di 
generare livelli che possono risultare troppo ampi.  
Sebbene l’utilizzo del Longest Path Layering consente di minimizzare 
l’altezza, ciò non dà garanzie sull’ampiezza del grafo: infatti trovare una 
suddivisione a livelli che minimizzi sia l’altezza che l’ampiezza è risultato 
essere un problema NP – Completo, poiché deriva direttamente dal 
problema del “multiprocessor scheduling” [33]. L’associazione tra i due 
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problemi ha permesso la realizzazione di un euristica, denominata “Layering 
di Coffman-Graham” [38], per cui, dato in input un grafo G = (V, E) ed 
un intero w, viene prodotto in output un grafo G = ({L1, L2, …, Ln}, E) 
con ampiezza al più w (esclusi i nodi fantoccio), e garantisce che l’altezza del 
grafo risulti piccola [39]. Questo algoritmo è suddiviso in due fasi: nella 
prima i nodi vengono ordinati in base alla loro distanza dalle radici del grafo, 
secondo un particolare criterio lessicografico [38], mentre nella seconda fase 
questi nodi vengono assegnati ai rispettivi livelli. Sempre in [39] viene 
dimostrato come l’esecuzione di questo algoritmo generi un grafo a livelli con 
altezza h ≤ (2 – 2/w) • hopt, con hopt l’altezza ottimale del grafo.  
Il problema di minimizzare il numero di nodi fantoccio è stato trattato 
in [40], in cui viene presentata un euristica che consente di effettuare la 
suddivisione del grafo in livelli in tempo polinomiale utilizzando il minimo 
numero di nodi fantoccio, considerando questo come un problema di 
programmazione lineare intera [33]. 
 
4.2.4  Riduzione degli incroci 
Lo scopo di questa parte dell’algoritmo è di ridurre il numero di incroci 
tra archi di due livelli consecutivi, al fine di migliorare ulteriormente la 
comprensibilità del grafo. Da una prima osservazione, possiamo dire che il 
numero di incroci non dipende dalla posizione assoluta dei vertici, ma dalla 
loro posizione relativa, cioè l’ordine in cui vengono disposti all’interno di un 
singolo livello: questo facilita il lavoro dell’algoritmo, in quanto esso non 
lavora direttamente sulle coordinate dei nodi.  




Per risolvere questa problema, cerchiamo di porci in una situazione più 
semplice: poiché in questa fase si ha disposizione un grafo suddiviso in livelli, 
in cui ogni arco connette livelli adiacenti, possiamo pensare di operare 
sull’insieme dei grafi bipartiti che compongono il grafo gerarchico, definiti 
come grafi G = ({L1, L2}, E) non diretto, i cui vertici sono partizionati in 
due sottoinsiemi L1 e L2 , ed esiste un arco (u, v) ∈ E per cui u ∈ L1 e v ∈ 
L2, o viceversa 
Definiamo la permutazione pii del livello Li, che rappresenta 
l’ordinamento dei nodi appartenenti a questo livello, per cui pii(u) equivale 
alla posizione del nodo u tra i nodi presenti nel livello Li. 
Consideriamo, prima di tutto, il problema di individuare il numero di 
incroci tra gli archi di un grafo bipartito, osservando che su un qualsiasi grafo 
G = ({L1, L2}, E), fissato pi2 di L2, e presi u, v ∈ L1 e x, z ∈ L2, con 
(u,z) e (v,x) ∈ E, il numero di incroci tra L1 e L2 dipende solo dalla 
posizione di u e v, e non dalla posizione di x e z.  
L’ultima osservazione è molto importante, perché consente di definire 
il “crossing number” cuv [41] come il numero di coppie (u,z), (v,x) per cui 
vale pi1(u) < pi1(v) e pi2(x) < pi2(z), di cui diamo una rappresentazione 
sottoforma di matrice, come si può notare dall’esempio in figura.  
  
 
Figura 34: Crossing Number 
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A questo punto possiamo dire che il numero di incroci esistenti tra L1 
e L2 è definito come 
 
 
con |L1| il numero di nodi appartenenti ad L1.  
È stato dimostrato in [24] che il crossing number è utile per definire 
un limite inferiore LB al numero degli incroci tra due livelli 
 
 
e che questo limite è vicino all’ottimo opt(G, pi1). 
Il numero totale degli incroci di un grafo gerarchico suddiviso in n 
livelli è definito come  
 
 
e grazie a queste informazioni siamo in grado di passare dal problema di 
minimizzare gli incroci in un grafo bipartito, denominato 2-Layer crossing 
minimization problem, al problema di minimizzare gli incroci dell’intero 
grafo gerarchico, il K-layer crossing minimization problem [5]. 
Purtroppo il problema di trovare una permutazione di nodi che 
minimizza il numero di incroci in un grafo gerarchico è NP – Hard, anche 




se il problema viene ristretto ad un grafo bipartito [42], allo stesso modo se 
l’ordine dei nodi è fissato in uno dei due livelli del grafo [43], [44]. 
Una delle prime euristiche nate per risolvere il problema è 
rappresentata dal  “Layer-by-Layer Sweep”, in cui, fissato pii al livello Li, 
tramite una visita DFS o BFS [40], viene effettuata una permutazione dei 
nodi al livello Li+1 che  minimizza il numero di incroci tra i due livelli. Il 
passo successivo consiste nel fissare pii+1 e tornare ad operare sul livello Li; è 
stato dimostrato in [24] che il limite di questo algoritmo risiede nella scelta 
della permutazione iniziale dei nodi al livello Li.  
Un euristica molto famosa, ancora oggi largamente utilizzata, è stata 
proposta in [10]: il metodo del baricentro, detto anche “averaging”,  
Questo metodo si basa sull’intuizione che nel disegnare un grafo con 
pochi incroci, ogni vertice può essere posto in corrispondenza dei nodi 
adiacenti, detti anche vicini. L’euristica consiste nel fissare la posizione dei 
vicini, e scegliere la posizione di un vertice u come la media delle posizioni di 
tutti i suoi vicini N(u), secondo la formula 
                            
                 
 
con |N(u)| numero dei vicini di u. Se dal calcolo della formula otteniamo lo 
stesso baricentro per due vertici distinti, allora questi verranno separati da 
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una distanza scelta a piacere. Il numero totale di incroci che il metodo del 
baricentro produce su un grafo bipartito è definito come bar(G, pi1). 
Questo metodo opera iterativamente sulla suddivisione del grafo 
gerarchico in grafi bipartiti, fissando l’ordine dei vicini pii+1 al livello Li+1 e 
permutando le posizioni dei vertici al livello Li, finché la situazione non 
migliora, cioè il numero degli incroci non viene ridotto ulteriormente [45].  
Un altro metodo molto utilizzato per risolvere il problema degli incroci 
è il metodo della mediana, proposto in [46]. Questo algoritmo opera sul 
grafo allo stesso modo del metodo del baricentro, ma la posizione del vertice 
u viene  determinata in base alla posizione mediana dei suoi vicini N(u) 
ordinati, secondo la formula 
 
 
     
Se il numero di vicini è pari, allora al vertice viene assegnata la 
posizione del vicino più a sinistra, mentre se u non ha alcun vicino med(u) 
= 0. Anche in questo caso se, al termine dell’esecuzione dell’algoritmo, due 
vertici  hanno la stessa posizione, essi vengono ordinati in modo arbitrario. Il 
numero totale di incroci che il metodo del baricentro produce su un grafo 
bipartito è definito come med(G, pi1). 
Possiamo effettuare una comparazione tra la due euristiche appena 
descritte [5]: 




• entrambi i metodi vengono eseguiti in tempo lineare, che dipende dal 
numero di nodi del grafo; questo è il motivo principale per cui, nella 
fase di layering, è necessario inserire il minimo numero di nodi 
“fantoccio” all’interno del grafo; 
• sia il metodo del baricentro che quello della mediana producono un 
grafo che non contiene nessun incrocio, se questo è possibile; 
Sempre in [5] viene mostrato dimostrato come, dato un grafo bipartito 
G = ({L1, L2}, E), con |L1| = 2 ed |L2| = n, e fissata una permutazione 
di nodi pi2 per il livello L2, vale che  
 
 
quindi  al caso pessimo il metodo della mediana si comporta meglio del 
metodo del baricentro. 
 
Figura 35: Caso pessimo metodo del baricentro 
 
In figura possiamo notare un caso pessimo del metodo del baricentro, 








Figura 36: Caso pessimo metodo della mediana 
 
La stessa situazione, per quanto riguarda il metodo della mediana, è 
rappresentata in figura, in cui invertendo u e v il numero di incroci viene 
ridotto da 27 a 9. 
Oltre alle euristiche appena descritte, sono state presentate diverse 
euristiche per ridurre il numero di incroci, come la Split Heuristic, la Greedy-
Switch Heuristic ed il Greedy Insertion Algorithm [41], Assignment Heuristic 
[47], Stochastic Heuristic [48]; in [24] è stato proposto un algoritmo di 
“Brach&Cut” basato sulla programmazione lineare intera, in grado di trovare 
la soluzione ottima, ma che non garantisce la terminazione in tempo 
polinomiale. 
In alternativa ai metodi basati sulla riduzione degli incroci, in [49] 
viene descritto un metodo basato su un approccio diverso, cioè la 
planarizzazione di un grafo bipartito, che consiste nel rimuovere un insieme 
minimale di archi, in modo tale che il grafo risultante possa essere disegnato 










In ogni caso, gli studi effettuati in [24] dimostrano che, tra tutti i 
algoritmi proposti, i metodi del baricentro e della mediana sono quelli che, 
all’atto pratico, ottengono i risultati migliori. 
 
4.2.5  Layout grafico 
Parliamo ora dell’ultima fase dello schema: l’assegnamento delle 
coordinate, che consiste nell’associare ad ogni vertice del grafo una coppia di 
coordinate x e y, in modo tale che il layout finale del grafo rispetti i criteri 
posti, cioè “horizontal alignment”, “straight-line drawing” e 
“downward drawing”. 
In genere, per assegnare le coordinate y, viene definito un limite k in 
base al quale, per ogni nodo u ∈ Li , y(u) = k • i; le coordinate y di un 
vertice dipendono semplicemente  dal livello a cui esso appartiene, e da un 
fattore che rappresenta la distanza minima necessaria tra due livelli 
successivi; questo fattore k deve tener conto anche dell’area dei vertici del 
grafo.  
Il discorso diventa più complesso quando bisogna assegnare le 
coordinate x, poiché, una volta assegnati i livelli, è necessario che per ogni 
livello i vertici non si sovrappongano, e che il grafo finale contenga il minor 
numero possibile di archi disegnati come curve. 
Per risolvere il problema della sovrapposizione dei nodi,  possiamo 
definire una grandezza d di base che rappresenta la distanza minima a cui 
due nodi, allo stesso livello, devono essere posti.  
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Per quanto riguarda gli archi curvi, dobbiamo partire dal fatto che 
questi vengono generati più frequentemente se il numero di nodi fantoccio è 
alto, poiché generalmente, nel grafo finale, una curva viene utilizzata per 
disegnare il percorso formato da archi che attraversano nodi fantoccio. 
Per questo problema esiste un algoritmo presente in [5] formulato in 
questo modo: consideriamo un percorso p = (v1, v2, … , vn), in cui v2, v3 … , vn 
– 1 sono nodi fantoccio; perché p venga disegnato dritto, con x(vi) coordinata 




Possiamo quindi definire la formula della deviazione del percorso 
da una linea dritta in questo modo: 
 
 
Quindi per rendere p più dritto possibile è necessario minimizzare 
questa deviazione, sottoponendo il vincolo  
 
imponendo d come distanza minima tra due nodi u e v posti allo stesso 
livello, con v posto alla destra di u. 




È stato dimostrato [5] che questo algoritmo è in grado di trovare la 
soluzione ottima del problema, ma ha due difetti: 
• la soluzione ottima tende a rappresentare il grafo troppo ampio, a 
causa del vincolo imposto in precedenza. 
• essendo un problema di programmazione quadratica, questo 
metodo richiede un numero di risorse elevato, quindi è applicabile per 
piccole istanze del problema. 
Un euristica molto interessante, proposta in [10] può essere utilizzata 
al posto dell’algoritmo precedente; questo metodo, detto “Priority Layout 
Method”, ha un funzionamento molto simile al metodo del baricentro 
applicato ad un grafo di n livelli, ed è suddiviso in tre passi algoritmici: 
• per ogni livello Li, preso pii ordinamento iniziale dei vertici ottenuto 
dalla fase tre, ed l’intero d definito in precedenza, la coordinata 
iniziale di un vertice u ∈ Li è definita come xi(u) = pii(u) + d. 
• ad ogni vertice viene assegnata una priorità: 
o ai nodi fantoccio viene assegnata la priorità massima 
MAX_PR; 
o ai vertici del grafo viene assegnata la priorità |N(u)|, 
equivalente al  numero di vicini connessi. 
• Indicando con “down-procedure” la fase di assegnamento delle 
coordinate dal livello L1 al livello Ln, e con “up-procedure” 
l’assegnamento da Ln a L1, l’ultima passo dell’algoritmo consiste nel 
definire le coordinata dei vertici di ogni livello esaminando prima i 
nodi con priorità maggiore, eseguendo due “down-procedures” ed una 
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“up-procedure” alternate; il posizionamento di ogni vertice u è 
determinato dal baricentro bar(u), come definito nella fase di 
riduzione degli incroci, ma è soggetto ad alcuni vincoli: 
o ogni nodo deve conservare la distanza minima w al termine 
della fase di posizionamento; 
o l’ordine definito nella fase di riduzione degli incroci deve essere 
preservato; 
durante le “down-procedures” e “up-procedures”, in ogni 
livello, una volta assegnata la posizione ad un vertice, questa 
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Figura 37: Fasi del Priority Layout Method 
 
Visto che l’ordine di assegnamento delle coordinate è basato sulla 
priorità, l’algoritmo assegna MAX_PR ai nodi fantoccio in modo tale che 
essi vengano posti nella posizione più vicina al nodo cui sono connessi, al fine 
di ridurre il più possibile la presenza di archi curvi nel disegno. 
Un osservazione importante da fare è che l’euristica proposta da [10], 
non considera l’area di un nodo, per cui è necessario che al passo 1 
dell’algoritmo la coordinata xi(u) venga definita in modo più generale 
a i 
i+1 v u 
b c d e f h g i 
x y 
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dove w(u) rappresenta l’ampiezza di u, e la coordinata x viene al assegnata 
al punto centrale del nodo. 
 
4.2.6  Embedding del grafo dei flussi 
In questo paragrafo descriviamo il modo in cui abbiamo applicato al 
nostro modello architettura lo schema STT descritto in precedenza.  
Come prima cosa abbiamo definito, all’interno della struttura dei nodi 
del Model, la proprietà fondamentale livello, cioè il livello del grafo 
gerarchico a cui il nodo appartiene. Questo viene assegnato ad un nodo nel 
momento in cui esso entra a far parte del flusso informativo, e può cambiare 
in seguito alle operazioni che vengono richieste dall’utente, in particolare: 
• se il nodo è stato appena aggiunto al flusso informativo, in seguito 
all’operazione di “aggiunta nodo”, il livello assegnato è zero, poiché 
il nodo viene considerato come radice; 
• se l’utente ha richiesto un’operazione di “aggiunta arco”, e questa 
comporta la creazione di un nuovo arco di tipo tree, preso L il livello 
del nodo di partenza, il livello del nodo destinatario sarà uguale a  
L + 1, e di conseguenza verranno modificati i livelli dei nodi 
appartenenti al suo sotto-albero; 
• se invece l’operazione è una “cancella arco”, e questo è un arco di 
tipo tree, al nodo destinatario e a tutti i nodi del suo sotto-albero 




verrà modificato il livello, in base alle scelte fatta dall’utente, come 
descritto nel capitolo 3; 
• Per quanto riguarda la “cancella nodo”, è valido lo stesso discorso 
fatto per l’operazione precedente.  
Una volta assegnati i livelli, abbiamo definito una matrice di 
rappresentazione dei nodi, in cui la riga i-esima rappresenta il livello Li del 
grafo dei flussi, mentre la colonna j-esima rappresenta la posizione pii(u) del 
nodo u ∈ Li. Questa matrice viene utilizzata durante le fasi dell’algoritmo di 
Embedding. Al suo interno vengono posti i nodi fatoccio necessari per 
l’esecuzione delle ultime due fasi dell’algoritmo: essi vengono inseriti e rimossi 
dalla matrice contestualmente alle operazioni sugli archi precedentemente 
descritte, ed il loro numero viene determinato in base al livello definito nei 
nodi relativi all’arco. Questi nodi fantoccio contengono un id univoco e il 
livello di appartenenza.  
 
Figura 38: Matrice di rappresentazione del grafo 
 
In base a quanto detto possiamo quindi definire le quattro fasi dello 


















m         a      
NULL 
d        n          c 
h        g          e 
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• Gli algoritmi per l’inversione dei cicli ed il layering dei nodi non 
vengono eseguiti: questo è possibile perché, assegnando 
dinamicamente i livelli durante la costruzione del grafo, in realtà 
stiamo già effettuando il layering, quindi questa operazione non costa 
nulla, e permette di saltare direttamente alla fase successiva; 
• La riduzione degli incroci viene realizzata utilizzando una soluzione 
basata sui metodi del baricentro e della mediana, in base a quanto 
descritto in precedenza:  
o se il grafo contiene pochi archi, presupponendo che il numero di 
incroci sia proporzionale ad essi, viene applicato semplicemente 
il metodo della mediana, che fornisce delle buone soluzioni per 
piccole istanze. 
o se al contrario il grafo contiene un elevato numero di archi, 
allora viene applicata una soluzione ibrida, in cui viene 
applicato il metodo della mediana, e se al termine 
dell’algoritmo esistono due o più vertici aventi la stesa 
posizione, viene applicato il metodo del baricentro per risolvere 
questa situazione. 
• Nell’ultima fase viene utilizzato il “Priority Layout Method” per 
definire le coordinate finali dei vertici. 
Grazie a queste scelte possiamo eseguire solamente le fasi 3 e 4 dello 
schema, riducendo il tempo di esecuzione dell’algoritmo, ed in caso di grafi 
con un elevato numero di archi, la soluzione ibrida utilizzata per ridurre gli 
incroci permette di avvicinarsi al caso ottimo, ottenendo una buona 






Capitolo 5   
Metodologie e Strumenti  
In questo capitolo faremo una panoramica generale sugli strumenti 
tecnologici e le metodologie adottante in questa tesi. Iniziamo l’analisi 
parlando del linguaggio di programmazione scelto, Java, introducendo le sue 
caratteristiche, l’ambito in cui viene normalmente utilizzato e le metodologie 
di programmazione utilizzate per l’approccio a sistemi complessi. 
Successivamente verranno descritti gli strumenti integrati all’intero del 
sistema, discutendo anche in questo caso l’ambito in cui sono solitamente 
usati ed illustrando le parti del sistema in cui sono state inserite. 
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5.1 Java EE 
Java EE è la versione di Java che, a fianco al linguaggio, fornisce un 
insieme di specifiche e librerie aggiuntive che costituiscono un framework 
orientato alle applicazioni Client/Server.  
Le applicazioni Java EE si basano sull'ausilio dei sistemi di tipo 
Application Server.  
Un Application Server fornisce servizi fondamentali per le Enterprise 
Application, quali ad esempio i sotto-sistemi di comunicazione, il supporto 
alle transazioni distribuite, alla persistenza dei dati, etc. 
 
5.1.1 Architettura a strati (multi-tier) 
Uno dei punti cardine di JAVA EE è rappresentato dalla struttura 
dell'architettura: un'applicazione JAVA EE è suddivisa in più strati o 
“tiers”.  
 
  Figura 39:  Architettura multi-tier 
Presentstion Layer 
Business Logic Layer 
Data Access Layer 




In generale, possiamo pensare di suddividere logicamente 
un’applicazione in tre macro aree. La prima, adibita alla visualizzazione dei 
dati e all’interazione con l'utente è definita come interfaccia utente o 
“presentation layer”. Ad interagire con quest'area troviamo il livello 
cosiddetto “business layer”, che realizza la logica dell'applicazione, gestendo il 
trattamento delle informazioni. Il salvataggio ed il recupero di quest’ultime 
rappresenta il compito svolto dalla parte di applicazione che si occupa 
dell’accesso ai dati (“data access layer”). 
Se vogliamo identificare le diverse tecnologie JAVA EE all'interno 
della questa struttura suddivisa in livelli, potremmo rappresentarle in questo 
modo: 
 
Figura 40: Architettura J2EE [50] 
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Il presentation layer può essere suddiviso in due diversi tipologie:  
• Web Client: rappresentato tipicamente da un browser che si 
interfaccia con componenti web come, le pagine JSP e le Servlet 
JAVA; 
• Application Client: applicazioni "standalone", ad esempio, una GUI 
scritta utilizzando le librerie grafiche AWT, Swing o SWT. 
In generale le due tipologie differiscono sostanzialmente per il fatto che 
mentre gli application client interagiscono direttamente con il business layer, 
i web client devono attraversare uno strato intermedio, detto “web tier”. 
Il business layer è costituito da alcuni componenti, i cosiddetti 
Enterprise Java Beans: 
• Entity Beans; 
• Session Beans;  
• Message Driven Beans.  
Il data access layer può essere costituito da un RDBMS come Oracle o 
MySql. 
 
5.1.2  Tecnologie utilizzate in J2EE 
Possiamo fare una panoramica generale delle principali API e delle 
tecnologie fornite dalla piattaforme JAVA EE: 




• JDBC (Java Database Connectivity) API: E’ la libreria che contiene 
le funzionalità per interagire con la maggior parte dei database oggi in 
uso. 
• RMI (Remote Method Invocation) : Consente di invocare i metodi 
degli oggetti remoti. 
• EJB (Enterprise Java Beans): Sono i componenti utilizzati per gestire 
la logica di business. 
• Servlet e JSP (Java Server Pages) : Sono i componenti utilizzati per 
la creazione di oggetti java che vengono eseguiti sul server per 
rispondere alle richieste http.  
• JMS (Java Message Service): Le API che forniscono un sistema di 
messaggistica asincrona e “loosely coupled” destinato allo scambio di 
informazioni tra più componenti JAVA EE. 
• JTA (Java Transaction API): Permette ai componenti JAVA EE di 
effettuare transazioni distribuite. 
• JNDI (Java Naming and Directory Interface): Sono API che 
consentono di utilizzare i servizi di naming e directory. Questi servizi 
si occupano di fornire soluzioni per trovare, identificare ed associare 
nomi con dati, servizi e risorse. 
• JavaMail: Sono le API che consentono di inviare e ricevere messaggi 
di posta elettronica, indipendentemente dalla piattaforma. 
Le caratteristiche analizzate fino ad ora rendono JAVA EE tra le più 
importanti piattaforme tecnologiche di sviluppo, soprattutto in settori in cui 
la robustezza e la sicurezza sono vincoli determinanti. 
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Il successo di JAVA EE è dovuto allo sviluppo in costante crescita del 
linguaggio object oriented Java, a cui hanno preso parte importanti aziende 
del settore dell’information technology, come la Sun Microsystem (vera 
artefice della creazione di Java), IBM, Oracle, BEA, tra le più importanti. 
 
5.2  Ajax 
Ajax (Asynchronous JavaScript and XML) [51] rappresenta una delle 
maggiori innovazioni tecnologiche legate al Web 2.0, e rappresenta un 
approccio di sviluppo web basato sul linguaggio di scripting JavaScript ed il 
linguaggio markup XML.  
Il termine suggerisce l’introduzione di un elemento di asincronia 
nell’interazione tra l’utente e i contenuti web. Analizziamo la modalità 
classica di fruizione delle diverse pagine di un sito web, basato sul modello 
request/response fondamentale nel paradigma client/server: 
• Invio di una richiesta HTTP al server da parte dell’utente, attraverso 
il browser web; 
• Elaborazione della richiesta da parte del server, recupero dati, 
interazione con altri sistemi; 
• Risposta inviata all’utente, sotto forma di una intera pagina HTML 
da visualizzare.  
L’utilizzo di questi modello ha fatto in modo che il web sia adatto 
all’utilizzo di ipertesti, ma non ottimale per l’utilizzo di applicazioni software. 




La comunità web riscontra in questo modello due aspetti critici. Per prima 
cosa vi è un potenziale spreco di risorse di rete quando è necessario 
aggiornare, tra una pagina e l’altra, solo una minima parte del contenuto, 
mentre una percentuale rilevante dell’informazione visualizzata resta 
costante. Possiamo infatti osservare che i siti moderni riportano una notevole 
quantità di risorse grafiche, e ogni pagina è composta da una quantità 
notevole di informazioni:  si pensi per esempio al caso dei portali o, ancor più, 
nel caso di vere e proprie applicazioni web in cui, a livello logico, è solo 
l’elemento grafico con cui l’utente interagisce a modificare il proprio stato. 
Sebbene nel caso delle risorse statiche ogni browser utilizzi politiche di 
caching, il resto delle informazioni si trova a viaggiare continuamente nella 
rete, poiché né il server né il client (il browser) hanno una conoscenza e una 
capacità di analisi sufficienti sul contenuto, che permetta loro di isolare la 
parte immutata da quella che deve essere effettivamente aggiornata. 
Il secondo aspetto critico è quello legato alla “responsiveness” del 
browser nel corso di questi cicli nella navigazione web. Dal momento in cui 
l’utente interagisce con la pagina web per richiedere al server l’invio della 
pagina successiva (che plausibilmente rischia di essere la medesima pagina, 
ma allo “stato” successivo), al momento in cui tutta la pagina è stata 
ricaricata, l’utente è pressoché impotente. 
 





Figura 41: (a) Modello Classico (b) Modello Ajax 
 
La logica Ajax supera questi due limiti, modificando la gestione 
dell’interazione tra la parte client e server dell’applicazione: ad ogni richiesta, 
il browser crea un nuovo oggetto di tipo XMLHttpRequest, che si fa carico 
di gestire solo una parte della pagina HTML visualizzata, e non tutta. A 
questo punto al server viene inviata la richiesta, che richiede l’aggiornamento 
della parte di DOM identificata dall’oggetto XMLHttpRequest, ed invierà al 
client, come risposta, solo i dati relativi a quella parte del DOM. In questo 




lo scambio di messaggi tra client
con il resto dell’applicazione
Figura 42: Interazione sincrona
 
                                                             
 
 e server egli potrà continuare ad interagire 
. 
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5.3  GWT 
Google Web Toolkit, di seguito GWT,  è un framework destinato alla 
creazione di applicazioni che utilizzano la tecnologia Ajax; esempi di 
applicazioni costruite su questo framework sono, tra i più conosciuti, Google 
Reader, Google Maps, e Gmail.  
Realizzare applicazioni web comporta un processo di sviluppo-test-
correzione continuo, che può impegnare a tempo pieno le risorse di sviluppo. 
Per un’applicazione web basata su Ajax, questo implica applicare questo 
modello a tre aree distinte, e cioè: 
• Elaborazione lato server: nel nostro caso si tratta del codice Java 
che produce i contenuti per il client; 
• Output di presentazione sul client, tipicamente in (X)HTML; 
• Supporto all’interazione per l’utente sul client, in Javascript. 
 
L’eterogeneità degli strumenti utilizzati in questi tre layer, non 
permette di utilizzare modalità di testing unificate poiché, per esempio, 
difficilmente uno strumento di unit testing per Java sarà in grado di 
verificare le proprietà del codice Javascript. 
 
5.3.1 Le differenze di linguaggio rese trasparenti 
GWT permette invece la creazione di applicazioni utilizzando il 
linguaggio Java, nella fase di sviluppo, per tutti e tre gli ambiti 
dell’applicazione poc’anzi individuati.  




Sebbene questo coincida con il modello classico per quel che riguarda 
la logica sul server, per quanto riguarda i due layer di presentazione sul client 
questo rappresenta una rivoluzione: per prima cosa si viene a eliminare il gap 
tra la produzione degli elementi grafici e il codice di controllo per 
l’interazione, abbandonando quindi la distinzione HTML/Javascript; inoltre, 
per realizzare questo layer unificato, si utilizza il linguaggio adoperato per lo 
sviluppo lato server, ovvero Java stesso. Analizziamo come GWT rende 
possibile tutto ciò. 
Innanzitutto il framework propone un modello di progettazione 
dell’interfaccia utente molto simile a quello lungamente consolidato per le 
interfacce grafiche in ambiente desktop: assieme al framework viene 
distribuita una libreria di oggetti grafici (i cosiddetti widget) che, composti, 
permettono di costruire l’interfaccia grafica. Associato a questa gerarchia di 
oggetti grafici, esiste un modello di eventi che permettono all’interfaccia di 
essere, appunto, interattiva. 
Quello che finora è stato descritto come un ambiente di sviluppo in 
Java per sviluppare applicazioni con una GUI1, fra i già molti esistenti, 
permette una fase di testing con il supporto di strumenti di debugging, noti 
agli sviluppatori.  
Quando il team di sviluppo ritiene di poter portare alla fase di 
produzione il software, GWT mette a disposizione un sofisticato compilatore 
ch’è in grado di convertire la tripla <Java (accesso al modello di business), 
Java (elementi statici dell’interfaccia utente), Java (elementi interattivi 
dell’interfaccia utente)> nella tripla <Java (accesso al modello di business), 
                                                           
1 Graphic User Interface: interfaccia utente grafica. 
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XHTML (elementi statici dell’interfaccia utente), Javascript (elementi 
interattivi dell’interfaccia utente)>. 
Ogni elemento della libreria dei widgets, infatti, è in grado di tradurre 
il disegno di se stesso in elementi XHTML; inoltre è in grado di registrare, 
presso il modello a eventi del DOM2 ospitato all’interno del browser, il codice 
da eseguire al verificarsi degli eventi previsti. Questo codice è quello 
compilato dal Java in Javascript3. 
 
5.3.2 Comunicazione asincrona semplificata 
Quanto descritto finora, tuttavia, non tiene in considerazione l’aspetto 
dell’interazione asincrona, che caratterizza un’applicazione web che sfrutti le 
potenzialità di Ajax. In relazione al codice di gestione degli eventi sollevati 
dall’interfaccia, è possibile che questo richieda un’interazione con il server. 
GWT mette a disposizione gli strumenti per realizzare in modo semplice e, di 
nuovo, puramente Java, un servizio di RPC che verrà poi tradotto, in sede di 
deployment, in un sistema basato su Servlet. Il principio di virtualizzazione 
di questo sotto-framework per l’RPC è simile a quello realizzato con l’RPC 
del C e con l’RMI di Java: dal punto di vista del programmatore, i dettagli 
                                                           
2 Document Object Model: si tratta, in questo contesto, del modello a oggetti relativo alla 
pagina (X)HTML che il browser mette a disposizione dell’interprete Javascript, in modo che 
sia controllabile e modificabile dinamicamente. Il fatto che la graficizzazione risponda a 
modifiche programmatiche di questo modello, è l’elemento che connota il cosiddetto Dynamic 
HTML. 
3 Il codice Java non dev’essere espresso in maniera particolare per poter essere tradotto in 
Javascript; tuttavia non tutte le caratteristiche del linguaggio Java sono supportate in questa 
fase di traduzione. Si veda [52] a riguardo. 




del marshalling/unmarshalling, del trasporto e della risoluzione dei metodi 
son tutti resi trasparenti, e a totale carico del compilatore. 
 
5.3.3 Ciclo di sviluppo 
Il ciclo di sviluppo con GWT si può riassumere nel modo seguente 
[52]: 
• Utilizzo di un IDE Java (Eclipse, Netbeans, Junit, IntelliJ, Jprofiler, 
ecc.) per scrivere l'applicazione in linguaggio Java, con l'ausilio delle 
librerie messe a disposizione da GWT.  
• Test dell'applicazione (in Hosted Mode) come codice Java compilato 
che gira all'interno della JVM.  
• Utilizzo del compilatore GWT per convertire le classi Java in 
un'applicazione web composta da files JavaScript e HTML. 
• Verifica dell'applicazione (Web Mode) con i diversi browser. GWT 
fornisce un ottimo supporto multi-browser compilando versioni 
differenti per ogni browser supportabile, con le opportune modifiche 
per ognuno di essi. 
 
5.4  Spring 
Partiamo da una analisi teorica dei principi alla base di una buona 
architettura, per poi mostrare come questi principi possano essere soddisfatti 
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mediante l’utilizzo di Spring. Va subito chiarito che questo framework, a 
differenza di altri, non è indirizzato esclusivamente allo sviluppo dello strato 
di business, ma che può essere utilizzato per implementare tutti i layer 
applicativi. 
L’architettura di un’applicazione Enterprise, come già visto nel 
paragrafo riguardante JAVA EE, può essere molto complessa, e prevede 
l’utilizzo di numerosi pattern in base alle esigenze e alle caratteristiche del 
sistema da realizzare. In ogni caso la sua struttura di base comporterà 
necessariamente la presenza dei tre livelli descritti in precedenza: il 
presentation layer, il business layer ed il data access layer. Ognuno di questi, 
inoltre, potrà essere suddiviso ulteriormente in componenti secondari. 
Il data access layer, di cui parleremo più accuratamente nel paragrafo 
riguardante Hibernate, si compone di oggetti che hanno il compito di 
interagire con un meccanismo di persistenza dei dati, quale per esempio un 
database relazionale. 
Il business layer si occupa di esporre all’esterno la logica applicativa 
del sistema, sotto forma di interfacce ben definite, e tipicamente 
l’interlocutore principale di questo strato è rappresentato dal presentation 
layer. 
La corretta progettazione del business layer è fondamentale e deve 
corrispondere ad alcuni principi di base indipendenti dalle modalità di 
implementazione. 
Tra questi principi sono presenti: 
• l’indipendenza dal presentation layer e dal data access layer 
• la definizione in termini di interfacce e non di classi 




• la semplicità e completezza del modello 
Il business layer deve essere indipendente dal data access layer e dal 
presentation layer, al fine di poter essere utilizzato senza alcuna modifica con 
le diverse implementazioni di questi ultimi. 
Per questo motivo, il business layer deve esporre tutti i “business 
services” del sistema attraverso interfacce e non classi concrete, in modo tale 
che i layer applicativi saranno indipendenti dall’implementazione, ed 
utilizzabili contesti diversi. 
È inoltre fondamentale che il business layer risulti:  
• completo: deve esporre tutte le funzionalità del sistema; 
• semplice: la complessità non dipende dall’implementazione, ma solo 
delle regole di business che occorre implementare. 
Inoltre esso deve rispettare altre numerose caratteristiche, come la 
gestione delle operazioni transazionali, la scalabilità, la semplicità della fase 
di testing [53]. 
 
5.4.1  Il framework Spring 
Esistono molti modi di implementare il business layer, e l’utilizzo di 
Spring rappresenta solo una delle possibilità. Le ragioni della sua nascita si 
basano sulla necessità di trovare strumenti per la creazione di applicazioni 
Enterprise che fossero alternativi allo standard proposto dalla Sun, gli EJB, 
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che sin dal principio sono state giudicate eccessivamente complesse dagli 
sviluppatori che ne facevano uso. 
L’idea alla base di Spring è stata quella di permettere lo sviluppo di 
sistemi Enterprise senza l’utilizzo delle EJB e l’ausilio di architetture 
distribuite, dimostrando che tramite l’utilizzo di semplici oggetti Java, detti 
POJO4, era possibile ottenere gli stessi risultati con un minor grado di 
complessità dell’applicazione [54]. 
Tra le principali caratteristiche di Spring possiamo citare 
• la modularità: l’architettura di Spring dà la possibilità di utilizzare 
solo le parti del framework che si dimostrano utili all’applicazione, 
così da rendere più leggero il sistema; 
• la semplicità: Spring si basa sui POJO, rendendo più semplice la fase 
di sviluppo e testing delle applicazioni; 
• l’indipendenza dei componenti: la struttura modulare di Spring 
consente di ridurre al minimo le dipendenze tra le diverse parti 
dell’applicazione; 
• la completezza: Spring è in grado di fornire tutti gli strumenti 
necessari per l’implementazione di un’applicazione Enterprise. 
 
 
                                                           
4 Plain Old Java Object: un nome diffuso -dal vago sapore reazionario- per indicare le classi 
scritte in puro codice Java, senza le sovrastrutture delle annotazioni tipiche di frame work 
come EJB. 




5.4.2  Inversion of Control 
Un’applicazione Enterprise necessita di numerosi servizi quali la 
gestione delle transazioni, la sicurezza, l’object-pooling e altri. In generale 
quindi una applicazione viene eseguita in un application server fornisce tutti i 
servizi infrastrutturali necessari al funzionamento dell’applicazione. 
Spring è un tecnologia che consente di costruire applicazioni usando 
semplici POJO. Anche in questo caso gli oggetti sono gestiti da un container 
che, date le sue caratteristiche, è più leggero e viene spesso riferito come 
“lightweight container” [53]. 
Un container leggero può essere definito secondo questi criteri [55]: 
• un container che abbia la minima invasività e quindi che non 
introduca dipendenze negli oggetti da esso gestiti; 
• che sia veloce nello start-up; 
• che non necessiti di procedure di deployment degli oggetti; 
• che sia utilizzabile in contesti applicativi differenti quali, ad esempio, 
applicazioni web e stand-alone; 
• che abbia un footprint minimo sulla propria applicazione. 
Tutte queste caratteristiche sono soddisfatte da Spring e dal suo IoC 
container, dove IoC sta a significare "Inversion of Control", il pattern su cui 
si basa Spring; questo consente di ottenere l’indipendenza del codice dal 
container, condizione che abbiamo elencato tra i requisiti fondamentali. 
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L’IoC è un principio utilizzato da molti framework, in base al quale è 
il codice del framework che invoca il codice applicativo secondo quello che 
viene anche chiamato l’Hollywood Principle "Don’t call us, we call you"5. 
Il tipo di IoC su cui Spring si fonda è la cosiddetta Dependency 
Injection, il principio secondo il quale le dipendenze tra gli oggetti sono 
risolte dal container e non dagli oggetti stessi. Questi oggetti collaborano tra 
di loro per svolgere i propri compiti: per questo motivo, in genere, un oggetto 
deve cercare le sue dipendenze con gli altri, attraverso operazioni di lookup, 
che inevitabilmente introducono delle dipendenze nel codice, rendendo gli 
oggetti di un sistema dipendenti dagli altri, quindi scarsamente riutilizzabili. 
Tramite il concetto di Dependency Injection il meccanismo cambia, in quanto 
le dipendenze tra gli oggetti sono configurate al di fuori del codice, ad 
esempio in file XML, e successivamente “iniettate” dal container IoC all’avvio 
dell’applicazione. Ciò significa che è possibile sviluppare un sistema 
utilizzando insiemi di POJO, che presentano opportuni costruttori e metodi, 
in modo tale da ottenere le entità collaboratrici all’interno degli oggetti stessi. 
Il container, attraverso il meccanismo delle injection sarà in grado di  
costruire le dipendenze necessarie. 
E’ importante sottolineare che questo approccio favorisce la 
costruzione di sistemi nei quali gli oggetti siano altamente disaccoppiati e 
quindi realmente riutilizzabili in contesti diversi dal sistema per il quale sono 
stati sviluppati [53]. 
 
                                                           
5 L’espressione deriva dalla tipica frase detta da registi e produttori agli attori che si 
presentano ai provini: "Le faremo sapere..." [56] 




5.4.3 Architettura di Spring 
Il Framework Spring contiene molte features, che sono ben organizzate 
nei moduli presenti nel diagramma seguente [53]: 
 
Figura 43: Architettura di Spring [53] 
 
• Core: include le parti fondamentali per la realizzazione del IoC 
tramite l’interfaccia BeanFactory. Questa, con l’ausilio del pattern 
Factory, consente il disaccoppiamento tra configurazione e 
dipendenze. 
• JEE: sono presenti le librerie per le estensioni di JAVA EE che 
collaborano con il core di Spring, di cui abbiamo parlato in 
precedenza. 
• DAO: fornisce gli strumenti per la gestione del layer di persistenza, 
per consentire a tutti i POJO dell’applicazione di utilizzare gli 
strumenti per la gestione delle transazioni (transaction management). 
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• ORM: fornisce l'integrazione con i sistemi di object-relational 
mapping, ad esempio Hibernate, sfruttando i meccanismi definiti nel 
package DAO. 
• AOP: fornisce gli strumenti per la gestione del Aspect Oriented 
Programming, definito dalle specifiche AOP Alliance. 
• WEB: l'integrazione con gli strumenti web, come le servlet Java ed i 
contesti applicativi web applications. Contiene al suo interno il 
package WEB MVC, utilizzato per realizzare un’implementazione 
del Model View Controller per web applications. 
Nell’architettura del core di Spring non è stata menzionata una parte 
del framework che è stata integrata nel nostro progetto, Spring Security [57]. 
Quest’ultima è la parte di Spring che si occupa della gestione delle sicurezza 
fornendo supporto a svariati meccanismi di autenticazione, e permettendo 
politiche di autorizzazione molto flessibili.. 
Non volendo scendere troppo nei particolari dell’utilizzo di Spring, 
volevamo soltanto aggiungere che la configurazione e l’utilizzo di Spring si 
basa essenzialmente sulla definizione di alcuni file XML. L’utilizzo di Spring è 
risultato utile nella fase di definizione dei tipi nodi del nostro modello 
architetturale: il problema della configurazione di diversi tipi di nodi in base 
a contesti diversi, può essere risolto in modo agevole tramite l’uso di Spring, 
senza dover ricorrere alla scrittura di nuovo codice per rendere compatibile 
l’intera applicazione.  
 





Maven è un progetto open source, sviluppato dalla Apache Software 
Foundation [58], che permette di organizzare in modo molto efficiente un 
progetto Java. I vantaggi principali di Maven sono i seguenti: 
• fornisce una struttura standard per un progetto sfruttando pattern 
ormai consolidati;  
• compilazione, test e esportazione automatizzate; 
• gestione e download automatico dei Jar delle varie librerie necessarie 
allo sviluppo;  
• permette di creare automaticamente un semplice sito di gestione con 
le informazioni sul progetto e vari report.  
L'utilizzo di Maven, che porta uno standard nella gestione del ciclo di 
vita del nostro progetto, aumenta il valore della condivisione e la possibilità 
di una collaborazione fruttuosa tra team o individui. 
In origine, Maven nasce per risolvere il problema dei progetti gestiti 
dall'Apache Software Fondation: in un progetto di media complessità con una 
buona gestione del ciclo di vita (che comprenda ad esempio test unitari, test 
di integrazione, test funzionali, sito documentale, reportistica sulle 
performance e sulle metriche del codice), automatizzare i vari processi 
costituisce, per la mole di lavoro, quasi un ulteriore progetto. 
Sebbene esistano diversi strumenti per facilitare l'automazione del ciclo 
di vita dai progetti, tra i quali il più famoso nel mondo Java è sicuramente 
Ant [59], questi presentano alcune limitazioni. Gli strumenti in questione 
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tendono infatti a rendere il più semplice possibile la definizione di una serie di 
operazioni più o meno evolute, e questa filosofia è molto utile sotto  l’aspetto 
della flessibilità, ma nel caso della gestione dei progetti si può rivelare un 
handicap. Ogni progetto, infatti, definisce le operazioni da eseguire tramite 
queste operazioni, ed il passaggio da un progetto all'altro comporta dover 
apprendere quali operazioni sono stati previste per le diverse fasi del ciclo di 
vita. Inoltre un approccio del genere rende difficoltoso aggiornare il codice 
durante l'evolversi del software.  
Maven utilizza un approccio sostanzialmente diverso, basandosi sulla 
definizione del progetto stesso. Una volta definito un modo standard di 
strutturare il progetto e le fasi che caratterizzano il suo ciclo di vita è 
possibile integrare in modo standard ogni tipo di operazione6.  
Un’altra nota positiva per quanto riguarda Maven, limitatamente agli 
interessi del progetto realizzativo di questa tesi, è l’ottima integrazione con 
Eclipse, l’IDE che abbiamo scelto per il nostro progetto, attraverso il plugin 
m2eclipse. Di seguito è riportata una figura rappresentante le componenti 
coinvolte nell’utilizzo di questo strumento. 
 
 
                                                           
6 In analogia ai task di Ant, in Maven l’architettura prevede innumerevoli Plugin. 





Figura 44: Architettura di Maven 
 
In figura possiamo notare al centro il vero e proprio core di Maven, il 
“Maven Engine”. Sulla sinistra si trova il POM, che costituisce una 
rappresentazione delle caratteristiche del progetto all’interno di un file XML. 
In alto sono presenti le due differenti modalità di utilizzo del software: 
• L’eseguibile da riga di comando (mvn) 
• Il plugin di eclipse citato prima (m2eclipse) 
Sulla destra della figura si trova il repository. Quest’ultimo viene 
creato da Maven sulla macchina  locale, al fine di costituire una forma di 
cache delle librerie da utilizzare nei vari progetti.  
In conclusione, possiamo affermare che l’utilizzo di Maven consente di:  
• Rendere la struttura del progetto indipendente da quelle dei diversi 
IDE utilizzati dagli sviluppatori 
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• Semplificare i cicli di vita dei progetti, che possono avere parti iniziali 
comuni (dipendenze, librerie sviluppate internamente), ma che poi 
hanno vita diversa, come aggiornamenti e variazioni. 




La scelta di sulla politica e metodologia di gestione dei dati persistenti 
è una decisione chiave nel design di ogni progetto software. Essendo la 
persistenza un argomento ormai studiato da tempo, sono disponibili diverse 
soluzione tra cui è possibile scegliere.  
Un approccio classico a questo tipo di problemi è l’utilizzo esplicito del 
linguaggio di query SQL, e la sua integrazione all’interno del codice delle 
applicazioni. Questo tipo di accesso ai dati è limitativo, in quanto la 
progettazione dei software viene fortemente legata al tipo di supporto 
utilizzato o al dialetto SQL in uso. 
Un’alternativa molto diffusa è la tecnologia chiamata Object 
Relational Mapping: permette di astrarre dal tipo di database utilizzato e 
mette a disposizione un insieme di caratteristiche utili al programmatore che 
si occupano, in generale, di realizzare un mapping bidirezionale tra il mondo 
dei database relazionali e il mondo object-oriented. 
Hibernate è un progetto di questa classe di soluzioni software. Questo 
strumento si propone come interfaccia tra l’applicazione ed il database 




relazionale, rendendo trasparenti al programmatore del core business i 
dettagli implementativi dell’accesso diretto ai dati.  
Hibernate è una soluzione non intrusiva, cioè non richiede al 
programmatore di seguire un determinato pattern o delle regole generali [60]. 
 
Figura 45: Architettura di Hibernate [60] 
La figura sopra illustra il ruolo di Hibernate nel fornire il servizio di 
persistenza per gli oggetti persistenti all’interno delle applicazioni, fungendo 
da ponte verso il database. 
Alla base dell’interazione tra l’applicazione e le sessioni di Hibernate vi 
è la configurazione. La configurazione di Hibernate formalizza il mapping tra 
entità del modello di business e relazioni all’interno del database; a un livello 
più dettagliato, è necessario che Hibernate conosca le proprietà degli oggetti e 
come sono mappate sulle colonne delle tabelle del database relazionale. Con 
queste informazioni, Hibernate è in grado di portare a termine le operazioni 
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di interfacciamento con il database, dalle più comuni di un interfaccia DAO, 
quali son tipicamente quelle cui fa riferimento l’acronimo CRUD7, fino a 
operazioni più evolute. In quest’ottica, lo sviluppatore viene completamente 
sollevato dall’onere di scrivere statement SQL.  
L’architettura di Hibernate è costituita da tre componenti principali: 
• Connection Management: fornisce un’efficiente gestione delle 
connessioni al database. Le connessioni al database sono la parte più 
costosa dell’interazione con il database poiché richiedono molte risorse 
necessarie alla loro apertura e chiusura. Per rendere minimo lo spreco 
di risorse normalmente Hibernate usa un pool di connessioni che tenta 
di mantenere aperte. 
• Transaction management: permette il controllo esplicito sulla 
gestione delle transazioni, anche se chiaramente esistono delle 
politiche di default sia per quanto riguarda l’isolamento che la 
propagazione.   
• Object relational mapping: questo è il cuore della libreria, che 
realizza il mapping descritto precedentemente.  
 
Due motivi sono alla base del successo di Hibernate: 
• Il primo e' stato quello di essere "user-driven" e di non essere mai 
stato legato ad una specifica. Quando EJB era la l’argomento del 
                                                           
7 CRUD è acronimo di Create, Retrieve, Update e Delete; questi termini indicano 
rispettivamente le operazioni di inserzione /creazione, di ricerca / lookup, di aggiornamento e 
di cancellazione dei dati. 




momento, Hibernate ha scelto una strada diversa, che ora tutti 
riconoscono piu' semplice, dettata dalla pratica e dall'uso effettivo.  
• Il secondo e' stato quello di avere una documentazione di prim'ordine.  
Hibernate propone anche un proprio linguaggio per effettuare le query: 
L'Hibernate Query Language, o HQL. Simile ad SQL, non manipola 
tabelle e colonne, ma classi è proprietà8 nel dominio  Java. Hibernate, 
tuttavia, permette l’utilizzo del linguaggio SQL attraverso appositi costrutti 
nei casi in cui ciò che viene fatto “dietro le quinte” dal proprio engine di 




                                                           
8 Si parla di “proprietà” e non di campi poiché Hibernate fa riferimento alle specifiche 
JavaBean per l’accesso ai campi, per cui assume la presenza nelle classi mappate di metodi 







VicEdit: un editor di Alberi 
Vocali 
 
In questo capitolo prendiamo in esame il caso reale che ha suscitato in 
noi l'interesse verso l'argomento di questa tesi. Analizziamo la struttura dati 
nota come "albero vocale", cui abbiamo più volte fatto riferimento nel corso 
della trattazione, come esempio di modello di dati in cui il concetto di flusso 
riveste un ruolo centrale.  
Queste strutture sono utilizzate per rappresentare e gestire i contenuti 
informativi di un servizio, che l'utente può fruire attraverso un canale vocale, 
tipicamente telefonico. L'accesso a questi dati da parte dell'utente è guidato 
da un'interazione vocale, che consente una navigazione dei contenuti in 
analogia con il paradigma degli ipertesti sul web. 
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Nei capitoli precedenti sono stati forniti gli strumenti concettuali 
generali, frutto dello studio oggetto della prima parte della tesi. Questi 
concetti verranno presi in esame in questa capitolo, alcuni di essi verranno 
approfonditi, altri semplicemente utilizzati per trarne delle conclusioni, che 
saranno utili per definire l’implementazione dell’applicazione reale. 
Come prima cosa introduciamo l’applicativo VICTORIA, un sistema 
per la creazione di applicazioni telefoniche e servizi ad interazione vocale, che 
si basa sul linguaggio standard VoiceXML [61]. Il sistema è diviso in varie 
componenti di seguito elencate: 
• editor web: back-office web based per la gestione dei contenuti, il 
controllo diretto sulla struttura di navigazione e la configurazione del 
servizio in piena autonomia; 
• gateway voice: per l’integrazione delle tecnologie di sintesi (TTS) e 
riconoscimento vocale (ASR) e la gestione dei flussi telefonici; 
• gateway VAS: per l’attivazione di servizi aggiuntivi tramite 
SMS/MMS, email, internet, call-center automatico (direct marketing, 
voting, community); 
• gestione PIN: per la gestione di codici e password; 
• m-payment in tre modalità: borsellino elettronico, carrello locale e 
transazione SSL, carrello vocale e vocal payment. 
I punti di forza di questo sistema sono rappresentati da: 
• design&deploy: la progettazione avviene esclusivamente on-line e 
non richiede né installazione di dispositivi hardware (centralini) né 
intervento di personale tecnico; 
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• semplicità d’uso: l’editor grafico web based permette di creare 
struttura, comandi, funzionalità, contenuti di un’applicazione vocale 
interattiva senza scrivere codice; 
• integrazione: è possibile gestire servizi integrati 
database/web/telefonia, come ad esempio il tracking delle azioni di 
ogni utente; 
• modularità e personalizzazione: è possibile scegliere, secondo le 
proprie necessità, un insieme di moduli software standard, 
corrispondenti a funzionalità e servizi diversi, fra cui servizi di 
pagamenti mediante transazioni criptate; 
• qualità: sintetizzatori vocali di altissima qualità e plurilingue 
consentono di vocalizzare in tempo reale informazioni memorizzate o 
risultati di interrogazioni sul database; il riconoscitore vocale ASR 
(Automatic Speech Recognition) è in grado di riconoscere comandi 
vocali con un’accuratezza molto elevata. 
L’architettura del sistema, come accennato, ha diverse componenti: 
alcune di competenza esterna, altre fornite direttamente all’interno. Nella 
figura seguente possiamo osservare più in dettaglio tutti gli elementi che 
collaborano al funzionmento del sistema. In alto troviamo il “web users” che 
rappresenta la parte di interazione con l’utente “configuratore” del sistema, 
cioè colui che accede al sistema per progettare un albero vocale attraverso 
l’interfaccia web. Il risultato della parte implementativa di questa tesi è 
collocato in questo punto dell’applicazione. L’albero vocale creato dall’utente 
“configuratore” verrà utilizzato invece da un’altra tipologia di utenti, che 
possiamo definire utenti “fruitori”. Essi andranno ad utilizzare la parte 
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esterna per accedere al 
sezione “GSM USERS
Sempre nella figura in basso troviamo 
cuore pulsante di Victoria. Anch’esso è suddiviso in 
• L’interprete PHP
• Il repository
• Il J2EE Conteiner
                                               
sistema. Questa parte in figura è rappresentat
”. 
Figura 46: Architettura di Victoria 
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• Il VXML interpreter 
• Il Private Branch Exchange 
All’interno dell’interprete si trovano tutte le funzionalità utili alla 
gestione della versione precedente dell’editor di Victoria: esso infatti era 
sviluppato interamente in PHP, sostituito nella versione attuale del sistema 
dalla nostra applicazione. Il repository contiene tutti i dati e metadati 
utilizzati da Victoria nelle sue operazioni. Nel J2EE Container si trova il 
“core” di Victoria, con tutte le caratteristiche necessarie alla navigazione 
degli alberi vocali e alla produzione dei contenuti in file di tipo VXML per 
l’interprete. Esso comunica appunto direttamente con la componente VXML 
interpreter, inviando i file VXML e ricevendo gli input degli utenti che 
possono essere emessi tramite i tasti del telefono o, grazie al modulo ASR, 
tramite una conversione della voce umana in testo. Il tutto arriva ai mezzi di 
comunicazione tradizionali o voip tramite il componente PBX.  
Di seguito riportiamo alcune schermate dell’editor PHP di Victoria, 
per poter avere un termine di paragone e mostrare la base da cui siamo 
partiti. 




Figura 47: Prima versione di VicEdit 
L’immagine seguente mostra la parte dell’editor relativa alla modifica 
delle proprietà di un nodo. 
 
Figura 48: Prima versione di VicEdit: modifica delle proprietà 
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Iniziamo quindi la trattazione del sistema per la gestione degli alberi 
vocali. Suddividiamo l’analisi in due parti: la parte riguardante la logica di 
controllo dell’applicazione, il Model ed il Controller-Server, posti lato server 
e la parte relativa alla gestione dei componenti che agiscono lato client, il 
Controller-Client e la View.  
Sebbene nel capitolo 3, in modo più generale, abbiamo descritto il 
sistema in analogia con il pattern MVC, in questo capitolo abbiamo ritenuto 
opportuno suddividere tale descrizione in maniera differente. Questo perché, 
nell’esporre l’implementazione effettiva del sistema, ci è sembrato corretto 
mettere in risalto le componenti concrete che lo distinguono: server e client.  
 
6.2 Victoria Server 
Abbiamo già analizzato in maniera generale questa parte del sistema 
ed abbiamo visto che al suo interno agiscono due componenti:  il Controller-
Server ed il Model.  
 
6.2.1  Struttura del Modello  
Come descritto precedentemente, il Model è suddiviso in tre parti: 
• Il sotto-sistema di Storage, per la gestione della memoria permanete; 
• Lo Stato dell’applicazione, che rappresenta il modello di flusso di 
informazione;  
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• Il sistema di comunicazione con il Controller-Server, per la gestione 
delle richieste dell’utente. 
Lo Stato dell’applicazione, come si può intuire dal termine stesso, 
conserva tutte le informazioni relative al modello. Anche se fino ad ora 
abbiamo parlato di quest’ultimo come di un unico blocco, effettivamente nella 
nostra implementazione esso è formato da un insieme di classi che 
compongono questa parte di applicazione. Le informazioni da conservare nel 
nostro sistema sono in sostanza i flussi di informazione relativi all’albero 
vocale. Abbiamo quindi progettato la struttura per rappresentare tali 
informazioni con due interfacce Java: 
• ModelNode: per la rappresentazione dei nodi del modello; 
• ModelEdge: per la rappresentazione degli archi nel modello. 
Abbiamo scelto di realizzarle sottoforma di interfacce Java per avere la 
possibilità, in qualsiasi momento, di modificare o aggiungerne le 
implementazioni, e di sostituirle all’interno dell’applicazione utilizzando il 
framework Spring. Nel capitolo 5, in cui abbiamo parlato degli strumenti 
utilizzati, abbiamo già trattato dei vantaggi che esso può offrire, e in questo 
caso abbiamo utilizzato le potenzialità di Spring proprio per rendere la nostra 
applicazione quanto più espandibile ed elastica possibile, utilizzando questo 
meccanismo per specificare le varie tipologie di nodi in cui viene strutturato 
l’albero vocale.  
Seguendo le specifiche di Spring, come prima cosa abbiamo creato dei 
file XML in cui vengono elencati tutti i tipi di nodi utilizzati da una specifica 
istanza dell’applicazione, assieme alle loro proprietà specifiche; in seguito 
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abbiamo realizzato l’implementazione dei nodi, basandoci sui metodi presenti 
all’interno dell’interfaccia ModelNode; infine, sempre nel file XML, abbiamo 
creato un riferimento tra la struttura, definita per ogni singolo nodo, e la 
specifica implementazione dell’interfaccia che abbiamo realizzato. Tutto è 
stato fatto senza dover modificare in alcun modo l’applicazione: è possibile 
quindi realizzare in qualsiasi momento delle nuove tipologie di nodi, 
aggiornando il file XML come descritto in precedenza, e far ripartire 
l’applicazione in modo tale da poter utilizzare in nuovi tipi di nodo appena 
definiti.  
I nodi implementati in questa versione del sistema, necessari alla 
gestione dell’albero vocale, sono i seguenti: 
• DBReadNode: Serve per recuperare un valore o una lista di valori 
come effetto dell'esecuzione di una query SQL; il risultato verrà 
memorizzato nell’ambiente di valutazione associato alla navigazione 
dell’applicazione; 
• DBWriteNode: questo nodo viene utilizzato per eseguire uno 
statement SQL che effettua una scrittura sul database. E' il 
simmetrico del nodo DBReadNode; 
• DtmfListNode: Permette all'utente di saltare ad un nodo 
particolare, senza seguire tutto il percorso all’interno dell'albero 
vocale che porta a quel nodo; 
• HangUpNode: Si tratta di un nodo terminale, per il quale non è 
possibile specificare archi in uscita; 
• InputNode: Il nodo Input permette all'utente di inserire un valore 
attraverso l'utilizzo del tastierino numerico.  Si può utilizzare nella 
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modalità boolean per inserire un valore booleano, o in modalità 
numerica. In questo secondo caso, può essere effettuato l'input di un 
numero a lunghezza arbitraria, riconosciuto tramite il simbolo di 
terminazione “*”, oppure è possibile specificare una lunghezza fissa; 
• MailNode: Il nodo Mail può essere utilizzato per spedire un 
messaggio email; 
• SelectListNode: utilizzato per consentire la scelta di un elemento da 
una lista di valori, inserita in una variabile all’interno dell’ambiente 
della chiamata corrente, ad esempio in seguito ad una lettura dal 
database effettuata attraverso un nodo di tipo NodoDbRead;  
• SmsNode: serve per inviare un messaggio SMS a un telefono che ne 
supporta la ricezione; 
• TestNode: Il nodo Test permette di selezionare percorsi differenti 
all’interno dell'albero vocale, in funzione di una condizione booleana 
valutata nell’ambiente corrente. 
• TextNode: questo è il nodo che presenta il contenuto da leggere 
all’utente, ciò che nella nostra tesi abbiamo definito elemento 
informativo; 
• XMLRPCNode: serve per effettuare una chiamata a una procedura 
remota XML-RPC [62]; 
• SetVarNode: permette all'utente di impostare un valore per una 
variabile all’interno dell’ambiente di valutazione associato alla 
chiamata. 
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Le classi che implementano l’interfaccia ModelNode hanno una 
struttura comune che viene integrata a seconda delle necessità. Questa 
struttura comprende: 
• long idNode: è l’id univoco di cui avevamo parlato durante la 
discussione del modello e dei nodi nel capitolo 3; 
• String title: il titolo che varrà mostrato all’utente dalla View. Le 
modalità di visualizzazione di questo elemento verranno descritte nel 
paragrafo successivo.  
• String typeDescription: la stringa utilizzata per riconoscere in modo 
immediato il tipo di nodo in questione; 
• int positionX:  indica la posizione del nodo a livello grafico. Anche se 
ciò può sembrare un collegamento forte con la View, al contrario di 
quanto ci proponiamo, questo elemento non dipende dalla View 
utilizzata, in quanto specifica semplicemente la coordinata x del nodo, 
ed in tutte le View che utilizzano questo Model questo dato verrà 
sicuramente preso in considerazione. Inoltre è fondamentale 
conservare lato server questa informazione, poiché viene utilizzata 
dall’algoritmo di embedding del grafo, come descritto nel capitolo 4; 
• int positionY: definita allo stesso modo della proprietà positionX; 
• ArrayList outEdges: questa lista serve a conservare i riferimenti agli 
archi uscenti dal nodo, rappresentati tramite oggetti che 
implementano l’interfaccia ModelEdge; 
• ArrayList inEdges: similmente alla lista precedente, serve a 
mantenere conservare i riferimenti agli archi entranti nel nodo; 
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• String path: è fondamentale per determinare a runtime le tipologie 
degli archi: in questa stringa sono infatti contenuti tutti gli idNode 
dei predecessori del nodo. Grazie ad essa siamo in grado di 
determinare, ad esempio, in seguito ad un’operazione di “aggiunta 
arco”, il tipo del nuovo arco creato, verificando il “grado di parentela” 
che esiste tra i due nodi che vogliamo connettere; 
• Map nodeInformation: contiene ciò che nel nostro modello abbiamo 
definito elementi informativi. Ogni informazione al suo interno 
viene rappresentata una coppia nome – valore. 
• Map nodeProperties: contiene le proprietà definite per un 
determinato nodo: gli elementi al suo interno saranno differenti a 
seconda delle varie tipologie di nodo; 
• int level: contiene il livello di cui fa parte il nodo; viene aggiornato, 
se necessario, dopo ogni operazione di aggiunta/rimozione di archi o 
nodi; anche questo elemento è fondamentale per l’esecuzione 
dell’algoritmo  di embedding del grafo. 
La struttura tipica di un ModelEdge è invece la seguente: 
• long idArc: analogalmente al nodo, anche un arco ha un id univoco, 
indispensabile durante l’esecuzione dell’applicazione; 
• int type: identifica il tipo dell’arco, che può essere tree, back, 
forward o cross; 
• ModelNode startNode: è il riferimento al nodo di partenza, 
ricordiamo infatti che nei flussi che vogliamo rappresentare gli archi 
sono diretti; 
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• ModelNode endNode: in maniera speculare al caso precedente, 
rappresenta il nodo di destinazione; 
• String information: rappresenta l’informazione contenuta nell’arco. 
Questa proprietà è paragonabile alla mappa nodeInformation presente 
nella struttura di un nodo; 
• int DTMF: rappresenta il tasto del telefono che l’utente deve 
selezionare per seguire il flusso di informazioni durante la visita 
dell’albero. 
 
6.2.2  Persistenza dei dati in memoria  
Procediamo con lo studio del componente dell’applicazione che 
rappresenta lo  Storage. Abbiamo discusso nel capitolo 3 la gestione degli 
accessi alla memoria permanente ed il tipo di supporto che può esser 
utilizzato. Nella nostra implementazione abbiamo scelto di utilizzare un 
database relazionale, in particolare MySql [63], affiancandolo ad un potente 
strumento di ORM (Object Relational Mapping) come Hibernate. Abbiamo 
già parlato delle enormi potenzialità che questo framework mette a 
disposizione nel capitolo 5, quindi non ci dilungheremo ulteriormente sotto 
questo aspetto. Riprendendo la considerazione fatta nel capitolo 3, abbiamo 
detto che potevamo porci in un caso ideale, senza alcun limite di memoria e 
con la possibilità di salvare le informazioni presenti nel flusso informativo solo 
a lavoro ultimato. In questa situazione, al contrario, una soluzione del genere 
non è proponibile: siamo in un caso reale, e pur disponendo di un server con 
le migliori prestazioni possibili, non possiamo occupare a tempo pieno tutta la 
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memoria che esso mette a disposizione caricando l’intera struttura del grafo 
in memoria. Per ovviare a questo problema, solo la porzione di grafo 
interessata dall’operazione corrente viene coinvolta nel caricamento dal 
repository di persistenza. A questo scopo vi è un’interfaccia di servizio 
(NodeService), che maschera un layer di Dao (Data Access Object) 
implementato, come detto, con Hibernate.  
 
6.2.3  Gestione degli alberi  
In questo paragrafo descriviamo come sono state strutturate le 
operazioni utilizzate per la gestione degli alberi vocali. Esse vengono esposte 
dal componente Controller-Server, che nella nostra implementazione ha preso 
il nome di ControllerServerImpl. Tutti i metodi definiti all’interno di 
questa classe hanno un’interazione con il nostro NodeService. Tali operazioni 
sono: 
• createNewCallFlow(String callFlowName): permette la creazione di 
un nuovo albero vocale. Viene richiesto il parametro per il nome del 
nuovo albero. L’albero viene creato completamente vuoto, anche la 
radice sarà inserita successivamente dall’utente. 
• createNewEdge (long callFlowId, long sourceIdNode, long 
destIdNode, int edgeType): fornisce la possibilità di aggiungere un 
nuovo arco all’albero su cui si sta lavorando, specificato dal parametro 
callFlowId. Chiaramente vengono forniti al metodo anche i due 
parametri essenziali alla creazione dell’arco, cioè gli identificatori dei 
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nodi sorgente e destinazione. Le azioni da compiere nel determinare il 
tipo di arco seguono la descrizione effettuata nel capitolo 3; 
• createNewNode (long callFlowId, String typeDescription, 
NodePosition nodePosition): tramite questo metodo viene creato un 
nuovo nodo all’interno dell’albero. Questo nodo, inizialmente, sarà 
sempre una radice, in quanto non ha alcun arco entrante. 
• deleteEdge (long callFlowId, long idEdge): metodo che consente di 
cancellare un arco. Anche in questo caso vengono specificati i 
parametri per l’identificazione univoca dell’arco da cancellare. 
• deleteNode (long callFlowId, long idNode): del tutto analogo al 
precedente metodo, ma viene utilizzato per cancellare un nodo. 
• getEdgeProperties (long callFlowId, long idEdge): tramite questo 
metodo View ottiene le informazioni relative alle proprietà di un 
determinato arco, identificato attraverso il parametro idEdge degli 
archi. 
• getNodeProperties (long callFlowId, long idNode): come il 
precedente, in questo caso le proprietà ritornate saranno differenti a 
seconda della tipologia di nodo a cui appartengono. 
• getAvailablesCallflows(): questo metodo viene sfruttato dalla View 
per ottenere la lista degli alberi vocali messi a disposizione dal sistema 
per un determinato utente, qualora esso decida di manipolare uno di 
questi alberi. Vengono quindi valutati i permessi relativi all’utente, 
tramite l’uso di Spring Security, e in seguito viene inviata la lista. 
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• loadCallFlow (long callFlowId): in seguito all’operazione precedente, 
la View può richiedere il caricamento di un determinato albero 
utilizzando questo metodo. 
• setEdgeProperties (long callFlowId, long idEdge, Map 
edgeProperties): questo metodo viene invocato quando l’utente 
modifica le proprietà di un arco. All’interno della mappa 
edgeProperties sono contenuti il DTMF e l’information dell’arco. 
Ricordiamo infatti che nella nostra applicazione gli archi contengono 
una sola informazione, che rappresenta la scelta dell’utente. 
• setNodeProperties (long callFlowId, long nodeId, Map 
nodeProperties): similmente al metodo precedente, viene invocato 
quando l’utente modifica le proprietà di un nodo. 
• setNodeInformations (long callFlowId, long idNode, Map 
nodeInformations) come il caso precedente solo che in questo metodo 
vengono aggiornate le informazioni contenute nel nodo. 
• updatesNodePositions (long callFlowId, Map nodePositions): 
grazie all’utilizzo di questo metodo vengono aggiornate le posizioni dei 
nodi che appartengono all’albero vocale. 
• getEmbedding (long callFlowId, int nodeWidth, intNodeHeight): 
questa operazione consiste nell’eseguire l’algoritmo di embedding per 
generare l’albero vocale strutturato a livelli. Al server vengono inviate 
le informazioni relative all’area di un nodo, che abbiamo definito 
uguali per tutti i nodi appartenenti all’albero. 
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6.3  Victoria Client 
In questo capitolo illustriamo il lato client dell’editor di Victoria che 
abbiamo implementato durante questo lavoro di tesi. Ai fini dell’utilizzo 
dell’applicazione, questa rappresenta sicuramente la parte più importante di 
tutto il programma, in quanto tramite essa l’utente è in grado di interagire 
con l’intero sistema: nella fase di progettazione abbiamo quindi tenuto conto 
di alcune caratteristiche che essa doveva presentare, rifacendoci ai principi 
del HCI (Human-Computer Interaction) [64] e alle regole dell’usabilità 
definite nello standard ISO9421 [65]. 
Per rendere usabile l’editor di Victoria abbiamo affrontato la fase di 
progettazione pensando alla realizzazione di un’applicazione che fosse 
totalmente orientata all’utente, cercando di strutturare in modo semplice ed 
intuitivo sia la visualizzazione dell’editor che l’interazione con esso, anche 
attraverso la creazione di alcune estensioni (controllo del Drag&Drop, uso del 
Navigatore) che inizialmente non erano previste nello sviluppo. 
Un'altra difficoltà riscontrata durante fase di studio è derivata dalla 
necessità di visualizzare l’editor di Victoria all’interno di un browser 
qualsiasi, ponendo quindi il problema di rendere l’applicazione “leggera”, a 
causa del limitato numero di risorse che l’utilizzo del browser mette a 
disposizione. A fronte di queste considerazioni, abbiamo deciso di utilizzare il 
framework di sviluppo GWT, poiché, basandosi su di un linguaggio ad 
oggetti come Java, fa sì che un’applicazione risulti strutturata ed estendibile, 
semplificando non poco il problema della gestione delle risorse.  
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Dal punto di vista grafico, abbiamo deciso di visualizzare gli archi del 
grafo come delle curve cubiche di Bézier, i cui punti di controllo hanno come 
ascissa il punto centrale tra i due nodi, e come ordinata, alternativamente, le 
coordinate y dei due nodi. 
Abbiamo operato questa scelta in quanto il risultato visivo risulta più 
gradevole ed elegante dal punto di vista dell’utente, mentre, dal punto di 
vista geometrico, rappresentare gli archi in questo modo garantisce che il 
numero di incroci all’interno del grafo rimanga identico a quello ottenuto 
utilizzando l’algoritmo presentato nel capitolo 4 
 
            Figura 49: Confronto tra retta e cubica di Bézier 
Come già discusso nel capitolo 3, quando abbiamo parlato della View, 
abbiamo deciso di suddividere l’editor in due componenti distinte:  
• La visualizzazione globale dell’editor, con cui l’utente può interagire 
per eseguire le operazioni di base (salvataggio, caricamento degli 
alberi); 
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• La vista dell’albero vocale, attraverso la quale l’utente può operare 
direttamente sui nodi e gli archi.  
Prima di iniziare la descrizione delle diverse parti che compongono 
l’editor, vogliamo anticipare il fatto che all’interno dell’interfaccia utente ogni 
elemento che non rappresenta un input viene realizzato tramite l’uso della 
classe Panel di GWT, che si può definire come un contenitore di input, 
attraverso i quali l’utente può interagire per operare delle modifiche all’albero 
vocale. Per quanto riguarda i nodi, invece, ognuno di essi viene implementato 
come un oggetto facente parte della classe Widget, l’entità più generica che 
possiamo trovare tra gli oggetti di GWT. Ad un Widget, infatti, possono 
essere associate proprietà ed eventi, e ciò rende questa classe ideale per poter 
rappresentare gli elementi che fanno parte dell’albero vocale. Come potremo 
vedere in seguito anche gli archi vengono realizzati tramite l’uso di questo 
tipo di oggetto. Ricordiamo, inoltre, che ad ogni evento generato dall’utente, 
tramite un elemento di input, corrisponde l’invio di un messaggio alla parte 
server di Victoria, a cui è associata l’operazione da eseguire. 
 
6.3.1  Struttura generale dell’editor 
In fase di progettazione, prima di definire l’insieme dei moduli 
responsabili della visualizzazione di nodi ed archi dell’albero, abbiamo cercato 
di determinare l’insieme degli elementi di contorno all’albero stesso, tramite i 
quali l’utente può effettuare alcune operazioni di base. Nel capitolo 3 
abbiamo assegnato alla vista globale queste quattro operazioni principali: 
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• Caricamento iniziale del grafo dei flussi; 
• Aggiunta di un tipo di nodo; 
• Aggiunta di un arco tra due nodi; 
• Salvataggio finale del grafo. 
eseguite tramite l’utilizzo di alcuni elementi di input, a cui 
aggiungiamo un’ulteriore operazione: l’Embedding del grafo. 
 
Figura 50: Struttura generale dell’editor VicEdit  
In figura possiamo vedere la struttura della vista globale che abbiamo 
realizzato, composta da tre parti: la barra degli strumenti, la toolbar dei nodi 
e la finestra di visualizzazione dell’albero.  
La barra degli strumenti, implementata come un Panel, contiene gli 
elementi che consentono di gestire il caricamento ed il salvataggio dell’intero 
albero vocale. Questi vengono realizzati come Label di GWT, una classe di 
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oggetti visualizzato come un semplice link HTML, a cui è possibile associare 
un’azione ben definita: quando l’utente andrà a selezionare questi link, 
invierà al Controller posto lato server un apposito messaggio di 
caricamento/salvataggio dei dati, o la richiesta di effettuare l’Embedding 
del’albero. In risposta a questo, arriveranno dei messaggi di tipo notifica, in 
cui, nel caso di caricamento dei dati, saranno presenti i nodi ed archi che 
fanno parte dell’albero. In questo caso il componente di Victoria client, che 
nel capitolo 3 abbiamo definito Controller-Client, provvederà a realizzare la 
struttura dati che in seguito verrà visualizzata nella finestra principale 
dell’editor. Il meccanismo di Embedding del grafo è simile al caricamento 
appena descritto, ma in questo caso la risposta del server conterrà solo le 
informazioni sulle coordinate dei nodi da aggiornare. 
Nella barra sono presenti altri due link, utilizzati per nascondere, 
all’occorrenza, la toolbar dei nodi ed il navigatore, di cui parleremo in 
seguito. Questo permetterà di incrementare l’area di visualizzazione 
dell’albero, facilitando così il lavoro di modifica delle proprietà dei nodi ed 
archi.  
La toolbar a sinistra consente di gestire l’insieme di tutti i tipi di nodo 
che possono far parte dell’albero. Grazie ad essa si dà all’utente la possibilità 
di aggiungere nuovi nodi all’albero, tramite l’utilizzo della funzionalità di 
Drag&Drop: abbiamo operato una scelta del genere perché in questo modo 
la creazione di alberi vocali risulta molto semplice ed intuitiva. Attraverso 
questo stesso tipo di meccanismo viene implementata la funzionalità di 
creazione degli archi, che descriveremo meglio nel prossimo paragrafo.  
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La finestra di visualizzazione dell’albero è l’ultimo componente della 
vista globale, anch’essa realizzata come un Panel, in cui vengono posti nodi 
ed archi che l’utente può manipolare per gestire la struttura e le proprietà 
dell’albero vocale.  
Un’ulteriore elemento che fa parte dell’editor è rappresentato dal 
Navigatore: esso consente di visualizzare, in piccolo, tutto l’insieme dei nodi 
che si vuole gestire.  
  
Figura 51: Interfaccia di VicEdit con il navigatore 
 
Figura 52: Dettaglio del navigatore 
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A volte, infatti, lo spazio che il browser mette a disposizione non è 
sufficiente per visualizzare l’albero nella sua interezza: è proprio in questi casi 
che l’utilizzo del navigatore facilita la gestione degli elementi dell’albero 
vocale. Per quanto riguarda l’implementazione, il navigatore può essere visto 
come un’estensione dell’editor, in quanto esso viene realizzato come un 
Widget che si pone in attesa degli eventi di modifica dell’albero 
(aggiunta/rimozione di archi/nodi): per questo motivo non è necessario 
modificare la struttura esistente dell’editor, ma semplicemente far sì che il 
Navigatore si ponga, nei confronti del sotto-sistema Victoria Client, come un 
Listener dei messaggi di notifica provenienti dal lato server. 
 
6.3.2  Visualizzazione degli alberi  
La vista dell’albero vocale rappresenta la parte più importante 
dell’editor: al suo interno infatti viene posta la struttura dei nodi ed archi con 
cui l’utente interagisce per realizzare l’applicazione vocale.  
Mentre lato server, come abbiamo descritto in precedenza, nodi ed 
archi sono rappresentati da due diversi tipi di oggetti Java (ModelNode e 
ModelEdge), lato client questi elementi vengono implementati estendendo 
la classe Widget di GWT, chiamati ViewNode e ViewEdge.  
 
Figura 53: Nodo dell'editor VicEdit 
VicEdit: UN EDITOR DI ALBERI VOCALI                                               161  
 
 
La classe ViewNode contiene parte degli elementi che fanno parte 
della struttura del ModelNode: 
• long idNode; 
• String title;  
• String typeDescription; 
• int positionX; 
• int positionY; 
• ArrayList outEdges; 
• ArrayList inEdges; 
• String principalInformation. 
L’elemento principalInformation rappresenta la parte dell’informazione 
principale contenuta nel nodo: infatti, come descritto nel capitolo 3, per non 
appesantire eccessivamente l’applicazione lato client, le informazioni e le 
proprietà vengono mantenute nello stato del sistema posto all’interno di 
Victoria Server, e queste possono essere richieste tramite apposite operazioni, 
qualora l’utente voglia apportare delle modifiche. 
Sarà inoltre presente anche l’ulteriore variabile booleana “expanded” 
che dice se il sotto-albero del ViewNode, a cui è associata, è visibile: infatti 
per minimizzare lo spazio occupato dall’albero abbiamo previsto che l’utente, 
facendo doppio-click su un nodo, possa nascondere tutto il suo sotto-albero, 
cioè l’insieme dei nodi collegati con archi “tree”. 
L’area di un ViewNode è sempre la stessa, ed è definita da due 
costanti, NODE_WIDTH e NODE_HEIGHT, che saranno 
comunicate al server quando verrà richiesto l’Embedding dell’albero.  
162                                                                      VicEdit: UN EDITOR DI ALBERI VOCALI  
 
 
A livello grafico, un ViewNode è formato da diversi elementi, realizzati 
attraverso classi di oggetti  GWT: 
• Label: tramite questa classe vengono visualizzati il nome del nodo e 
una parte delle informazioni che esso contiene 
• Image: le immagini che vengono visualizzate all’interno del 
ViewNode servono a identificare in modo immediato il tipo del nodo 
in questione, secondo quanto descritto nel paragrafo relativo a 
Victoria Server 
• Button: sono gli elementi di input, con cui l’utente interagisce per 
effettuare le operazioni di modifica delle proprietà/informazioni, 
cancellazione del nodo ed aggiunta di un nuovo arco. 
Per quanto riguarda la gestione delle proprietà ed informazioni, lo 
schema operativo è il seguente: 
• L’utente che vuole modificare un’informazione/proprietà clicca sul 
bottone  presente all’interno del nodo interessato; 
• Victoria Client invia al server un messaggio di operazione “recupero 
informazioni/proprietà” relative a quel nodo. In questo caso Dopo 
l’elaborazione Victoria Server risponde con una lista di informazioni 
con i rispettivi valori; 
• Nell’editor viene visualizzata una nuova schermata, implementata 
anch’essa come un Panel, in cui sono elencate le informazioni 
ricevute; 
• L’utente a questo punto può effettuare le modifiche desiderate, ed in 
seguito cliccare sul bottone di salvataggio; 
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• L’ultima fase consiste nell’inviare un messaggio di “salvataggio 
informazioni” al server, che effettuerà l’operazione richiesta, 
rispondendo in seguito con un messaggio di notifica. 
 
 
Figura 54: Modifica delle proprietà di un nodo 
 
Per la creazione di un nuovo arco, abbiamo previsto un meccanismo di 
Drag&Drop simile a quello descritto per l’aggiunta di un nuovo nodo. In 
questo caso l’utente clicca sul bottone associato al ViewNode di partenza e 
trascina il puntatore del mouse sul ViewNode di arrivo: in questo modo viene 
creato un arco diretto tra i due nodi, ed il tipo di arco viene definito in base 
alla struttura esistente dell’albero, secondo le fasi descritte nella seconda 
parte del paragrafo 3.5.1. 




Figura 55: Creazione nuovo arco 
 
Agendo in questo modo cambia parte della descrizione generale del 
modello di editor che avevamo presentato nel capitolo 3, in quanto 
l’operazione di aggiunta di un arco non viene più gestita attraverso la 
componente di visualizzazione globale, ma direttamente all’interno della vista 
dell’albero vocale. Abbiamo operato questa scelta per rendere più semplice 
questa operazione dal punto di vista dell’utente. 
Come si è visto per i ViewNode, anche le variabili contenute 
all’interno della classe ViewEdge sono parte di un sottoinsieme degli 
elementi di un ModelEdge; questi sono: 
• long idArc; 
• int type; 
• ViewNode startNode; 
• ViewNode endNode; 
• String information. 
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Il valore della variabile type è fondamentale per la sua visualizzazione 
all’interno dell’editor. Infatti abbiamo definito le seguenti associazioni:  
• Type tree: arco diritto di colore nero; 
• Type cross: arco diritto di colore azzurro; 
• Type back: arco curvo di colore arancio; 
• Type forward: arco curvo di colore rosso. 
La visualizzazione degli elementi dell’arco viene attivata quando 
l’utente pone il puntatore del mouse al di sopra dell’arco. In questo caso 
appare nell’editor un Panel contenente l’informazione principale e due 
bottoni che rappresentano le operazioni di cancellazione arco e di modifica 
delle informazioni/proprietà. 
 
Figura 56: Archi dell’editor VicEdit 
Per quanto riguarda la modifica delle informazioni/proprietà di un 
arco, lo schema operativo ricalca appieno quello già visto per i ViewNode, 
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ricordando però che un ViewEdge può contenere una sola informazione, che 
rappresenta la scelta che il fruitore del servizio può effettuare durante 




















Capitolo 7   
Conclusioni 
Abbiamo affrontato il problema di rappresentare flussi di 
informazione dinamici tramite l’utilizzo di grafi, concentrandoci 
sull’aspetto della gestione interattiva da parte dagli utenti, analizzando in 
modo particolare il problema della rappresentazione di alberi vocali. 
A partire dalle ricerche svolte nell’ambito dell’Information 
Visualization e del Graph Drawing abbiamo identificato un modello di 
rappresentazione gerarchica dei flussi di informazione, e abbiamo strutturato 
un modello architetturale finalizzato alla visualizzazione e gestione degli 
alberi vocali, in grado di recepire le scelte dell’utente durante la loro modifica 
e di adattare di conseguenza la struttura visiva del flusso. 
Il prototipo, che è stato sviluppato come banco di prova per le ipotesi 
avanzate in sede di studio sperimentale, è ora parte di un prodotto reale 
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sviluppato da Liberologico S.r.l.9: ha permesso di validare la fattibilità 
tecnologica delle nostre scelte; inoltre la disponibilità di questo software pone 
le basi per un possibile lavoro futuro di messa a punto dei nostri risultati per 
quanto riguarda l’usabilità e i criteri di valutazione tipici della disciplina 
dell’interazione uomo – macchina. 
La soluzione adottata, si inserisce come paradigma  di 
rappresentazione dei grafi nello Hierarchical Graph Drawing, che fornisce 
metodologie utili per la visualizzazione del grafo in forma gerarchica. Questo 
modo di rappresentare il grafo si è rivelato adatto ai nostri scopi in quanto, i 
flussi di informazione, si presentano bene ad essere strutturati secondo una 
gerarchia, visualizzando il percorso delle informazioni dall’origine fino alla 
terminazione. 
Tuttavia, sebbene lo Hierarchical Graph Drawing risulti genericamente 
adatto alla rappresentazione di strutture come i flussi di informazione, nel 
nostro caso di studio abbiamo individuato due limiti nella visualizzazione 
strutturale del grafo. 
Il primo limite è la rigidità del paradigma nel fissare le coordinate dei 
nodi del grafo. Infatti l’algoritmo assegna una posizione fissa sull’asse delle 
ordinate a tutti i vertici del livello della gerarchia: in alcuni casi sarebbe 
possibile rendere più chiara la struttura del flusso introducendo un elemento 
di flessibilità e posizionando i nodi al di fuori dei livelli prefissati. Una 
soluzione di cui studiare l’impatto sulla chiarezza della rappresentazione è 
posizionare i nodi di un livello all’interno di un intervallo di coordinate. Il 
rilassamento di questo vincolo potrebbe infatti contribuire a ridurre le 
                                                           
9  per riferimenti: http://www.liberologico.com 
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dimensioni globali del grafo, ottimizzando in questo modo lo spazio a 
disposizione. Per poter effettuare un’ottimizzazione di questo tipo, sarebbe 
altresì necessario rimuove il vincolo sulla distanza minima tra i nodi allo 
stesso livello. 
Il secondo limite è nel disegno degli archi dei nodi allo stesso livello. In 
letteratura, per l’algoritmo proposto, viene utilizzato lo “straight-line 
drawing” come criterio della rappresentazione degli archi: secondo questo 
criterio tutti gli archi devono essere disegnati come linee dritte, a eccezione 
degli archi tra nodi distanti tra loro più di due livelli; questa scelta rende 
poco visibili gli archi tra nodi dello stesso livello, aumentando il grado di 
“confusione” dell’intero grafo. Per risolvere questo problema è possibile 
utilizzare delle curve ellittiche per rappresentare gli archi tra in odi posti allo 
stesso livello. Il risultato ottenuto introducendo questa modifica potrà essere 
utile per rendere il grafo più chiaro rispetto a quello prodotto con la 
rappresentazione classica. 
Pensiamo che, in generale, si possa migliorare anche questo modello 
utilizzando tipi di curve diverse basandosi sulle posizioni relative tra i 
nodi agli estremi dell’arco. Questa soluzione potrebbe avere una resa 
maggiore in combinazione con il rilassamento del vincolo dei livelli, in quanto 
si avrebbe la possibilità di calibrare le curve scelte potendo muovere anche i 
nodi relativi. 
Per quanto riguarda gli aspetti di usabilità, uno sviluppo interessante 
sarebbe quello di fornire all’utente strumenti che permettano di influenzare 
l’algoritmo di Embedding, al fine di far aderire maggiormente la morfologia 
del flusso alla “mappa mentale”, attualmente desunta dalla sequenza 
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delle interazioni con il sistema. In quest’ottica si potrebbe dare la 
possibilità all’utente di selezionare un insieme di nodi “fissi”, le cui 
coordinate non verranno modificate durante le fasi dell’algoritmo. Ancora in 
questa direzione l’utente potrebbe selezionare esplicitamente i flussi 
primari, qualora questi vengano, in sede di calcolo delle posizioni, preferiti 
ad altri e quindi visualizzati in maniera meno evidente. 
Altri possibili sviluppi sono relativi alla parte strettamente 
implementativa di questa tesi e in particolare, parlando di applicazioni basate 
sul Web2.0, alla gestione delle risorse disponibili. Ci siamo resi conto che con 
flussi di grosse dimensioni, il modello proposto possa avere problemi relativi 
alla memoria del browser ed al traffico dei dati sulla rete. 
Per risolvere entrambi i problemi si potrebbe modificare il modello, 
facendo in modo di mantenere in memoria, quindi richiedere alla parte server, 
soltanto i nodi attualmente visualizzati sullo schermo richiedendo, quando 
necessario, le parti del flusso da visualizzare. 
Potrebbe essere interessante effettuare uno studio approfondito sulla 
possibilità di eseguire l’algoritmo di Embedding in modalità “real time”, 
durante la creazione del grafo. Andrebbero valutati i benefici di un approccio 
di questo tipo, soprattutto per quanto riguarda il grado di soddisfazione degli 
utenti. Andrebbero tenuti in considerazione, in questo modello, i costi in 
termini di risorse di calcolo che questo tipo di soluzione può comportare, e 
valutando, in questo caso, la possibilità di eseguire parte dell’algoritmo di 
Embedding direttamente sul client, per ridurre il traffico sulla rete e 
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