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A PRE-PROJECTIVE PART OF TILTING QUIVERS OF
CERTAIN PATH ALGEBRAS
RYOICHI KASE
Abstract. D.Happel and L.Unger defined a partial order on the set of
basic tilting modules. We study the poset of basic pre-projective tilting
modules over path algebra of infinite type. First we will give a criterion
for Ext-vanishing for pre-projective modules. And by using this we will
give a combinatorial characterization of the poset of basic pre-projective
tilting modules. Finally we will see a structure of a pre-projective part
of tilting quivers.
Introduction
Tilting theory first appeared in the article by Brenner and Butler [3].
In this article the notion of a tilting module for finite dimensional algebra
was introduced. Tilting theory now appear in many areas of mathematics,
for example algebraic geometry, theory of algebraic groups and algebraic
topology. Let T be a tilting module for finite dimensional algebra A and let
B = EndA(T ). Then Happel showed that the two bounded derived cate-
gories Db(A) and Db(B) are equivalent as triangulated category. This is one
of the most important result in representation theory of finite dimensional
algebras. And so classifying many tilting modules is an important problem.
Theory of tilting-mutation introduced by Riedtmann and Schofield is one
of the approach to this problem. Riedtmann and Schofield defined the tilting
quiver related with tilting-mutation. Happel and Unger defined the partial
order on the set of basic tilting modules and showed that tilting quiver is
coincided with Hasse-quiver of this poset. And now these combinatorial
structure are studied by many authors.
In this paper we use the following notations. Let A be a finite dimensional
algebra over an algebraically closed field k, and let mod-A be the category
of finite dimensional right A-modules. For M ∈ mod-A we denote by pdAM
the projective dimension of M , and by addM the full subcategory of direct
sums of direct summands of M . Let Q = (Q0, Q1) be a finite connected
quiver without loops and cycles, and Q0 (resp. Q1) be the set of vertices
(resp. arrowss) of Q. For any α : x → y set s(α) := x and t(α) := y. We
denote by kQ the path algebra of Q over k. For any paths w : a0
α1→ a1
α2→
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· · ·
αr→ ar and w
′
: b0
β1
→ b1
β2
→ · · ·
βs
→ bs,
w · w
′
:=
{
a0
α1→ a1
α2→ · · ·
αr→ ar = b0
β1
→ b1
β2
→ · · ·
βs
→ bs if ar = b0
0 if ar 6= b0,
in kQ. For any module M ∈ mod-kQ we denote by |M | the number of
pairwise non isomorphic indecomposable direct summands of M .
We denote by
−→
T (Q) the tilting quiver over Q (see Definition 1.4 ). In this
paper we will see a structure of
−→
T p(Q) the pre-projective part of
−→
T (Q) (i.e.
the full sub-quiver of
−→
T (Q) having pre-projective basic tilting modules as
the set of vertices) when Q satisfies some conditions (see Section 2). Now a
module M ∈ mod-A is pre-projective if there exists some projective module
P and non-negative integer r s.t. M ≃ τ−rP , where τ is the Auslander-
Reiten translation.
We give an outline of this paper. In Section 1, following[7],[8],[9],[10], we
recall some definitions and properties used in this paper. In section 2 we
give our main Theorem. In Section 3 we give a criterion for Ext-vanishing
for pre-projective modules. More precisely we introduce a function lQ from
Q0 × Q0 to Z≥0 such that Ext
1
kQ(τ
−riP (i), τ−rjP (j)) = 0 if and only if
ri ≤ rj + lQ(j, i) and by using this fact we prove our main Theorem. In
Section 4 we will see a structure of
−→
T p(Q) in the case l(Q) := max{lQ(x, y) |
x, y ∈ Q0} ≤ 1.
In this paper we identify two quivers Q and Q
′
if Q is isomorphic to Q
′
as a quiver.
1. Preliminaries
In this section, following [7],[8],[9] and [10], we will recall the definition
of tilting module and basic results for combinatorics of the set of tilting
modules.
Definition 1.1. A module T ∈ mod-kQ is tilting module if,
(1) Ext1kQ(T, T ) = 0,
(2) |T | = #Q0.
Remark 1.2. Generally we call a module T over a finite dimensional algebra
A a tilting module if (1) its projective dimension is at most 1, (2) Ext1A(T, T ) =
0 and (3) there is a exact sequence,
0→ AA → T0 → T1 → 0,
with Ti ∈ add T . In the case A is hereditary it is well-known that this
definition is equivalent to our definition.
We denote by T (Q) the set of (isomorphism classes of) basic tilting mod-
ules in mod-kQ.
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Definition-Proposition 1.3. [8, Lemma 2.1] Let T, T
′
∈ T (Q). Then the
following relation ≤ define a partial order on T (Q),
T ≥ T
′ def
⇔ Ext1kQ(T, T
′
) = 0.
Definition 1.4. The tilting quiver
−→
T (Q) is defined as follows,
(1) the set of vertices
−→
T (Q)0 := T (Q),
(2) T → T
′
in
−→
T (Q) if T ≃M ⊕X , T
′
≃M ⊕ Y for some X,Y ∈ ind-kQ,
M ∈ mod-kQ and there is a non split exact sequence,
0→ X →M
′
→ Y → 0,
with M
′
∈ addM .
The following results give interesting properties of tilting quivers.
Theorem 1.5. [7, Theorem 2.1] The tilting quiver
−→
T (Q) is coincided with
the Hasse-quiver of (T (Q),≤).
Remark 1.6. In this paper we define the Hasse-quiver
−→
P of (finite or infinite)
poset (P,≤) as follows,
(1) the set of vertices
−→
P 0 := P ,
(2) x→ y in
−→
P if x > y and there is no z ∈ P such that x > z > y.
Proposition 1.7. [7, Corollary 2.2] If
−→
T (Q) has a finite component C, then
−→
T (Q) = C.
Theorem 1.8. [9, Theorem 6.4] If Q is connected and has no multiple ar-
rows, then Q is uniquely determined by (T (Q),≤).
Let M be a basic partial tilting module and lk(M) := {T ∈ T | M ∈
add T}. Then we denote by
−→
lk(M) the full sub-quiver of
−→
T (Q) having
lk(M) as the set of vertices (see [10]).
Proposition 1.9. [10, Theorem 4.1] If M is faithful, then
−→
lk(M) is con-
nected.
2. Main result
In this section we give our main result for a structure of
−→
T p(Q). Let
Q be a quiver with n vertices. For any x ∈ Q0 we denote by P (x) an
indecomposable projective module associated with x. We denote by Tp(Q)
the set of basic pre-projective tilting modules, and for a basic pre-projective
partial tilting module M define lkp(M),
−→
lkp(M) similarly.
Theorem 2.1. Assume that Q satisfies the following conditions (a) and (b)
(a) Q has a unique source s ∈ Q0.
(b) For any x ∈ Q0, #s(x) + #t(x) > 1.
4 RYOICHI KASE
Then the following assertions hold,
(1) Tp(Q) is a disjoint union of lkp(τ
−rP (s)) for all r ≥ 0.
(2) τ−r gives a quiver isomorphism
τ−r :
−→
lkp(P (s)) ≃
−→
lkp(τ
−rP (s)).
(3) #lkp(P (s)) ≤ 2
n−1.
(4)
−→
lkp(P (s)) is a connected quiver,
(5) Let T ∈ lkp(τ
−rP (s)) and T
′
∈ lkp(τ
−r
′
P (s)). If there is an arrow
T → T
′
, then r
′
− r is 0 or 1.
(6)
−→
T p(Q) is a connected quiver.
3. A proof of Theorem 2.1
In this section we prove Theorem 2.1. Let Q be a quiver with Q0 =
{0, 1, · · · , n− 1}. Without loss of generality we assume that if ∃α : i→ j in
Q then i > j. For x ∈ {0, 1, · · · , n−1} and r > 0, put P (x+rn) := τ−rP (x).
And for any x ∈ Q0 put s(x) := {α ∈ Q1 | s(α) = x} and t(x) := {β ∈ Q1 |
t(α) = x}.
We collect basic properties of the Auslander-Reiten translation.
Proposition 3.1. ([2]) Let A = kQ be a path algebra, and M,N ∈ mod-A
be a non-injective right A-modules. Then,
HomA(M,N) ≃ HomA(τ
−1M, τ−1N).
Proposition 3.2. ([1]) (Auslander-Reiten duality) Let A = kQ be a path
algebra, and M,N ∈ mod-A. Then,
DHomA(M,N) ≃ Ext
1
A(N, τM).
Proposition 3.3. ([5]) Let A = kQ be a path algebra and M ∈ ind-A. Then
for any indecomposable non-projective module X and almost split sequence
0→ τX → E → X → 0,
we get
dimHom(M, τX)− dimHom(M,E) + dimHom(M,X) =
{
1 X ≃M
0 otherwise.
Let da(b) := dim Ext
1
kQ(P (b), P (a)). If Q satisfies the condition (b) of
Theorem 2.1, then kQ is representation infinite and pre-projective part of
its AR-quiver is Z≤0Q (cf.[2]). So from above proposition and AR-duality,
we get the following,
da(x+rn) =


0 x+ rn < a+ n
1 x+ rn = a+ n∑
α∈s(x) da(t(α) + rn) +
∑
β∈t(x) da(s(β) + (r − 1)n)
−da(x+ (r − 1)n) x+ rn > a+ n,
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Lemma 3.4. Assume Q satisfies the condition (b) of Theorem 2.1. Let
γ : x→ y in Q. Then,
da(y + rn) ≤ da(x+ rn) ≤ da(y + (r + 1)n)
for any r ≥ 0.
Proof. We can assume a < n, and use induction on y + rn.
(y + rn < n (i.e. r = 0)): In this case da(y) = da(x) = 0.
(n ≤ y + rn < a+ n): In this case da(y + rn) = 0 and
da(y+(r+1)n) =
∑
α∈s(y)
da(t(α)+(r+1)n)+
∑
β∈t(y)
da(s(β)+rn) ≥ da(x+rn).
(y + rn ≥ a+ n): In this case
da(x+ rn) =
∑
α∈s(x) da(t(α)) +
∑
β∈t(x) da(s(β))− da(x+ (r − 1)n)
=
∑
α∈s(x)\{γ} da(t(α) + rn) +
∑
β∈t(x) da(s(β) + (r − 1)n)
−da(x+ (r − 1)n) + da(y + rn)
(∗) · · · ≥ da(y + rn)
(remark. (∗) is followed by (b) and hypothesis of induction.) and similarly
we can get da(y + (r + 1)n) ≥ da(x+ rn). 
Let Q˜ be a quiver obtained from Q by adding new edge −α : y → x for
any α : x→ y. For a path w : x0
α1→ x1
α2→ · · ·
αr→ xr in Q˜, put c
+(w) := #{t |
αt ∈ Q1 ⊂ Q˜1}, and let lQ(i, j) := min{c
+(w) | w : path from i to j in Q˜}
(set lQ(i, i) = 0 for any i ).
Proposition 3.5. If Q satisfies the condition (b) of Theorem 2.1, then
Ext1kQ(τ
−rP (i), τ−sP (j)) = 0⇔ r ≤ s+ lQ(j, i)
Proof. (⇒): Let w : j = x0
α1→ x1 → · · ·
αt→ xt = i be a path s.t. l(j, i) :=
lQ(j, i) = c
+(w) and {k1 < k2 < · · · < kl(j,i)} = {k | αk ∈ Q1}. If ∃r > l(j, i)
s.t. Ext1kQ(τ
−rP (i), P (j)) = 0, then, by Lemma 3.4, we get
0 = dj(xt + rn) ≥ dj(xkl(j,i) + rn) ≥ dj(xkl(j,i)−1 + (r − 1)n)
≥ · · · ≥ dj(xk1 + (r − l(j, i) + 1)n) ≥ dj(xk1−1 + (r − l(j, i))n)
≥ dj(j + (r − l(j, i))n)) ≥ dj(j + (r − l(j, i) − 1)n)) ≥ · · · ≥ dj(j + n) > 0,
and this is a contradiction. So if Ext1kQ(τ
−rP (i), τ−sP (j)) = 0 with r >
s+ l(j, i), then by proposition 3.1, we get a contradiction.
(⇐) Let A(j) := {(i, r) | r ≤ l(j, i), Ext1kQ(τ
−rP (i), P (j)) 6= 0}. If
A(j) 6= ∅, then we can take r := min{r | (i, r) ∈ A(j) for some i} and
i ∈ Q0 s.t. (i, r) ∈ A(j) (i
′
, r) /∈ A(j) for any i
′
← i in Q. Now
0 < dj(i+ rn) ≤
∑
α∈s(i)
dj(t(α) + rn) +
∑
β∈t(i)
dj(s(β) + (r − 1)n)
implies that dj(t(α) + rn) 6= 0 for some α ∈ s(i) or dj(s(β) + (r − 1)n) 6= 0
for some β ∈ t(i). Note that r ≤ l(j, i) ≤ l(j, t(α)), l(j, s(β)) + 1 for any
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α ∈ s(i) and β ∈ t(i). So dj(t(α) + rn) = 0 = dj(s(β) + (r − 1)n) for any
α ∈ s(i) and β ∈ t(i) and this is a contradiction. So we get A(j) = ∅.
We assume that ∃i ∈ Q0 and ∃r, s ∈ Z≥0 s.t. r ≤ s+ l(j, i) and
Ext1kQ(τ
−rP (i), τ−sP (j)) 6= 0.
If r < s, then proposition 3.1 shows Ext1kQ(τ
−rP (i), τ−sP (j)) = 0. So r ≥ s.
Now proposition 3.1 implies (i, r − s) ∈ A(j) and this is a contradiction.

Lemma 3.6. Let T ∈ Tp(Q) and T ≤ T
′
∈ T (Q). Then T
′
∈ Tp(Q). In par-
ticular
−→
T p(Q) (resp.
−→
lkp(M)) is a Hasse-quiver of (Tp,≤) (resp. (lkp(M),≤
)).
Proof. Let X be an indecomposable direct summand of T
′
. If X is not pre-
projective, then Ext1kQ(τ
−rP,X) ≃ Ext1kQ(P, τ
rX) = 0 for any projective
module P . So Ext1kQ(T,X) = 0. Since Ext
1
kQ(X,T ) = 0, we get X ∈ add T .
This is a contradiction.

Lemma 3.7. Let T = ⊕τ−riP (i), T
′
= ⊕τ−r
′
iP (i) ∈ Tp(Q). If T → T
′
in
−→
T p(Q) (so in
−→
T (Q)) then ∃i s.t. r
′
i = ri + 1 and r
′
j = rj (∀j 6= i).
Proof. From tilting theory there exists some i s.t. ri < r
′
i and rj = r
′
j (∀j 6=
i). Assume that r
′
i = ri + t. Then proposition 3.5 shows
rj − l(i, j) ≤ ri < ri + t ≤ rj + l(j, i) (∀j 6= i),
and this implies T
′′
:= τ−ri−1P (i) ⊕ (⊕j 6=iτ
−rjP (j)) ∈ Tp(Q). Since T >
T
′′
≥ T
′
, we get T
′
= T
′′
.

For any quiver Q satisfying the condition (b) of Theorem 2.1, put L(Q) :=
{(ri)i∈Q0 ∈ Z
Q0
≥0 | rj ≤ ri + lQ(i, j)} ⊂ Z
Q0.
Then as an immediate Corollary of proposition 3.5, we get the following.
Corollary 3.8. Assume Q satisfies the conditions (b) of Theorem 2.1. Then
(ri)i∈Q0 7→ ⊕
n−1
i=0 τ
−riP (i)
induces an isomorphism of posets,
(L(Q),≤op) ≃ (Tp(Q),≤)
where (ri)i∈Q0 ≥
op (r
′
i)i∈Q0
def
⇔ ri ≤ r
′
i for any i ∈ Q0.
In particular
−→
T p(Q) is a full sub-quiver of Hasse-quiver of (Z
Q0 ,≤op).
Proposition 3.9. Let i ∈ Q0 and T (i) := ⊕j∈Q0τ
−l(i,j)P (j). Then T (i) is
a unique minimal element of lkp(P (i)).
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Proof. Let j, j
′
∈ Q0. By definition of lQ, we get
l(i, j) ≤ l(i, j
′
) + l(j
′
, j),
and this implies T (i) ∈ lkp(P (i)).
Now let T := ⊕j∈Q0τ
−rjP (j) ∈ lkp(P (i)). Then rj ≤ ri + l(i, j) = l(i, j).
So Corollary 3.8 shows T ≥ T (i). 
Now we can show the Theorem 2.1.
Proof. (1) This is followed by proposition 3.5.
(2) It is obvious that τ−r induces an injection
−→
lkp(P (n − 1))→
−→
lkp(τ
−rP (n− 1))
as a quiver. So it is sufficient to show
τ−r : lkp(P (n− 1))→ lkp(τ
−rP (n − 1))
is surjective.
Let T ∈ lkp(τ
−rP (n−1)) and by Corollary 3.8 we can put T = ⊕n−2i=0 τ
−riP (i)⊕
τ−rP (n − 1). Since l(i, n − 1) = 0 (∀i), proposition 3.5 shows ri ≥ r (∀i).
So τ rT ∈ lkp(P (n − 1)).
(3) For any i ∈ Q0 put t(i) := max{j ∈ Q0 | j → i}. Let T = ⊕
n−1
i=0 τ
−riP (i).
Then T ∈ lkp(P (n − 1)) only if
rn−1 = 0, rn−2 ∈ {0, 1}, · · · , ri ∈ {rt(i), rt(i) + 1}, · · · , r0 ∈ {rt(0), rt(0) + 1}.
This implies #Q0 ≤ 2
n−1.
(4) Let C be a connected component of
−→
lkp(P (n − 1)) containing A = kQ.
If T ∈ Tp \ C, then there is an infinite sequence
A = T0 → T1 → T2 → · · ·
in C (cf.[8]), and this is a contradiction.
(5) Let T = ⊕i∈Q0τ
−riP (i) ∈ lkp(τ
−rP (n − 1)) and T
′
= ⊕i∈Q0τ
−r
′
iP (i) ∈
lkp(τ
−r+tP (n − 1)). If T → T
′
in
−→
T p(Q) (i.e. in
−→
T (Q)) and t 6= 0, then
ri = r
′
i (∀i ∈ Q0 \ {n − 1}), rn−1 ≤ r
′
n−1 = rn−1 + t and rn−1 + t = r
′
n−1 ≤
r
′
n−2 = rn−2 ≤ rn−1 + l(n− 1, n− 2) = rn−1 + 1. This implies t = 1.
(6) Put T := (⊕i≤n−2τ
−rP (i)) ⊕ τ−r+1P (n − 1) and T
′
:= ⊕i≤n−1τ
−rP (i).
Then Corollary 3.8 shows T ∈ lkp(τ
−r+1P (n−1)) and T
′
∈ lkp(τ
−rP (n−1))
with T → T
′
. Now (4) of this Theorem implies
−→
T p(Q) is connected. 
Example 3.10. We give the two examples. Recall that for any two elements
(ri), (r
′
i) of Z
n (n ≥ 1), (ri) ≥
op (r
′
i) means ri ≤ r
′
i for any i.
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(1):Consider the following quiver
Q =
0
1n− 3
n− 2
n− 1
Let
L0 = {(0, 0, 0 · · · 0, 0, 0), (1, 0, 0 · · · 0, 0, 0), (1, 1, 0 · · · 0, 0, 0), · · · , (1, 1, 1 · · · 1, 0, 0)}
L1 = {(1, 0, 0 · · · 0, 1, 0), (1, 1, 0 · · · 0, 1, 0), (1, 1, 1 · · · 0, 1, 0), · · · , (1, 1, 1 · · · 1, 1, 0)}
L2 = {(2, 1, 0 · · · 0, 1, 0), (2, 1, 1 · · · 0, 1, 0), · · · , (2, 1, 1 · · · 1, 1, 0)}
L3 = {(2, 2, 1, 0 · · · 0, 1, 0), · · · , (2, 2, 1 · · · 1, 1, 0)}
...
Ln−3 = {(2, 2, 2 · · · 2, 1, 1, 0)}
and
T (a, b) =


b-th elment of La 0 ≤ a ≤ n− 3, 1 ≤ b ≤ n− 1− a
T (b− n+ a, n− b) + (1, · · · 1) 0 ≤ a ≤ n− 3, n− 1− a < b ≤ n− 1
T (x, b) + (2r, 2r, · · · , 2r) a = x+ (n− 2)r (0 ≤ x < n− 2), 1 ≤ b ≤ n− 1.
Now we get
(∐La,≤
op) ≃ (lkp(P (n − 1)),≤)
and
(L(Q),≤op) = ({T (a, b) | a ∈ Z≥0, 1 ≤ b ≤ n−1},≤
op) ≃ (Z≥0×{1, · · · , n−1},≤
op).
In particular
−→
T p(Q) = Z≥0
−→
An−1. So, in the case n = 4,
−→
T p(Q) is given by
following
~lkp.p(P (3))
~lkp.p(τ
−1P (3))
(2):Consider the following quiver
Q =
0
n− 2
n− 1
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It is easy to see that
({0, 1}n−1,≤op) ≃ (lkp(P (n − 1)),≤)
and so an underlying graph of
−→
lkp(P (n−1)) is isomorphic to (n-1)-dimensional
cube. In the case n = 4,
−→
T p(Q) is given by following,
~lkp.p(P (3))
~lkp.p(τ
−1P (3))
4. An application
In this section we consider a quiver
−→
T p(Q) for Q satisfying condition (b)
of Theorem 2.1 and l(Q) := max{lQ(x, y) | x, y ∈ Q0} ≤ 1.
Denote by Q the set of finite connected quivers without loops and cycles.
For any quiver Q ∈ Q define a new quiver Q◦ by adding new edges x → y
for any source x which is not sink and sink y which is not source. Then let
A := {Q ∈ Q | Q has a unique source}, B := {Q ∈ A | Q has a unique sink}
and A◦ := {Q◦ | Q ∈ A}. Note that A◦ = {Q ∈ A | l(Q) ≤ 1}.
Definition 4.1. We define the maps
−→
∐ : Q×Q → Q, φ : A◦ ×A◦ → A◦,
ψ : A◦ → B and Ψ : A◦ ×A◦ → B ×B as follows,
(1) (Q
−→
∐Q
′
)0 := Q0 ∐Q
′
0,
(Q
−→
∐Q
′
)1 := Q1 ∐Q
′
1 ∐ {y → x
′
| y : source of Q, x
′
: sink of Q
′
},
(2) φ(Q,Q
′
) := (Q
−→
∐Q
′
)◦,
(3) ψ(Q) :=
−→
lkp(PQ), where PQ is an indecomposable projective module
associated with a unique source,
(4) Ψ(Q,Q
′
) := (ψ(Q
′
), ψ(Q))).
10 RYOICHI KASE
Proposition 4.2. The following diagram is commutative,
A◦ ×A◦
A◦
B × B
B
Ψ
ψ
φ ~∐
Proof. Let Q(1), Q(2) ∈ A◦, s(k) be a unique source of Q(k) (k = 1, 2) and
T = ⊕i∈φ(Q(1),Q(2))0τ
−riP (i). Then Corollary 3.8 shows T ∈ ψ(φ(Q(1), Q(2)))0
if and only if (i):(ri)i∈Q(2)0 ∈ L(Q(2)) with rs(2) = 0 and rj = 0 (∀j ∈ Q(1)0)
or (ii):(rj)j∈Q(1)0 ∈ L(Q(1)) with rs(1) = 0 and ri = 1 (∀i ∈ Q(2)0). Now it
is easy to check that
ψ(φ(Q(1), Q(2))) = ψ(Q(2))
−→
∐ψ(Q(1)).

Now we define a relation  on A◦ as follows,
Q Q
′ def
⇔ Q
′
= Q \ {α}
for some α ∈ Q1 satisfying the conditions (1) or (2);
(1) s(α) is not source or t(α) is not sink and ∃w 6= α path from s(α) to
t(α).
(2) s(α) is a source, t(α) is a sink and there is at least three paths from
s(α) to t(α) and at least two arrows from s(α) to t(α).
Let S := {Q ∈ A◦ | there is a no quiver Q
′
s.t. Q Q
′
}. We can easyly
see that if
Q · · · Q
′
∈ S, Q · · · Q
′′
∈ S,
then Q
′
= Q
′′
and in this case put π(Q) := Q
′
= Q
′′
. Now we define a
equivalence relation ∼ on A◦ as follows,
Q ∼ Q
′ def
⇔ π(Q) = π(Q
′
).
Lemma 4.3. Let Q,Q
′
∈ A◦. If Q ∼ Q
′
, then ψ(Q) = ψ(Q). In particular
we get a map
ψ/ ∼: A◦/ ∼→ B.
Proof. Note that if Q  Q
′
then lQ(i, j) = lQ′ (i, j) for any i, j ∈ Q0 = Q
′
0.
In particular Corollary 3.8 shows ψ(Q) = ψ(Q
′
). 
Lemma 4.4. Let Q(1), Q(2), Q
′
(1), Q
′
(2) ∈ A◦. If Q(i) ∼ Q
′
(i) (i = 1, 2),
then φ(Q(1), Q(2)) ∼ φ(Q
′
(1), Q
′
(2)). In particular we get a map
φ/ ∼: A◦/ ∼ ×A◦/ ∼→ A◦/ ∼ .
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Proof. Let Q,Q
′
, Q
′′
∈ A◦ with Q  Q
′
= Q \ {α}. By definition we
get φ(Q,Q
′′
) = φ(Q,Q
′′
) \ {α}. And now α satisfies the condition (1) of
definition for φ(Q
′
, Q
′′
) φ(Q
′
, Q′′). In particular we get
φ(Q,Q
′′
) φ(π(Q), Q
′′
).
Similarly we can see that
φ(Q,Q
′′
) φ(Q,π(Q
′′
)).
So we get φ(Q,Q
′′
) φ(π(Q), π(Q
′′
)). 
Let Cn be a Hasse-quiver of ({0, 1}n,≤), andQ ∈ A◦ withQ0 = {s, 1, 2, · · · n−
1} where s is a unique source of Q. Then a map
ρ : P (s)⊕ (⊕n−1i=1 τ
−riP (i)) 7→ (r(i))i
induces an injection ψ(Q) → Cn−1 as a quiver. So we identify ψ(Q) as a
full sub-quiver of Cn−1. Note that (0, · · · , 0), (1, · · · 1) ∈ ψ(Q). Now for any
T ∈ Cn−10 denote by Ti the i-th entry of T .
Proposition 4.5. Let Q ∈ A◦. Then ψ(Q) = K(1)
−→
∐K(2) for some quiv-
ers K(1),K(2) ∈ B if and only if ∃(Q(1), Q(2)) ∈ A◦ × A◦ s.t. ψ(Q(i)) =
K(i) (i = 1, 2) and φ(Q(2), Q(1)) ∼ Q.
Proof. First assume that ∃(Q(1), Q(2)) ∈ A◦ × A◦ s.t. φ(Q(2), Q(1)) ∼ Q
and put ψ(Q(i)) = K(i) (i = 1, 2). Then proposition 4.2, Lemma 4.3 and
Lemma 4.4 implies
ψ(Q) = K(1)
−→
∐K(2).
Next assume that ψ(Q) = K(1)
−→
∐K(2) for some quivers K(1),K(2) ∈ B.
By above Lemma we can assume that Q ∈ S. Let T be the unique minimal
element of K1 and T
′
be the unique maximal element of K2. Then ∃1i
s.t. Ti = 0, T
′
i = 1. Note that T
′′
≤ T or T
′′
> T for any T
′′
∈ ψ(Q) (note
also that T
′′
> T
′
or T
′′
≤ T
′
for any T
′′
∈ ψ(Q)). Since T
′
< T (i) ≤ T
we get T = T (i). If T (j) ≤ T = T (i) then l(i, j) ≤ l(j, j) = 0, and if
T (j) > T (i) then l(j, i) ≤ l(i, i) = 0. So for any j ≤ n − 1 there is a path
from i to j or a path from j to i. This implies that Q = (Q
′
(2)
−→
∐Q
′
(1))◦,
where Q
′
(1) ∈ A (resp. Q
′
(2)) is the full sub-quiver of Q with Q
′
(1)0 = {j |
j 6= i, l(j, i) = 0} (resp. Q
′
(2)0 = {j | l(i, j) = 0}) (remark. we use the fact
Q ∈ S). Let Q(i) := Q
′
(i)◦, then (Q
′
(2)
−→
∐Q
′
(1))◦ ∼ φ(Q(2), Q(1)).
Now it is sufficient to show that ψ(Q(i)) = K(i). Consider a injection
ι : ψ(Q(1)) → K(1),
where ι(T
′′
)j :=
{
T
′′
j j ∈ Q(1)0
0 otherwise.
Let T
′′
∈ K(1), then T
′′
j ≤ T
′′
j
′ + lQ(j
′
, j) = T
′′
j
′ + lQ(1)(j
′
, j) for any
j, j
′
∈ Q(1)0. Since T
′′
≥ T (i) we get T
′′
j ≤ T (i)j = lQ(i, j) = 0 for any
j ∈ Q(2)0 and this implies T
′′
∈ ι(ψ(Q(1))). So we get ψ(Q(1)) = K(1).
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Similarly we can see that ψ(Q(2)) = K(2).

Now consider the following properties for full sub-quiver K of Cn,
(i)n (0, · · · 0), (1, · · · , 1) ∈ K0,
(ii)n for any T > T
′
in K, there is a path from T to T
′
in K,
(iii)n < T, T
′
>±∈ K0 for any T, T
′
∈ K0, where< T, T
′
>+:= (min{Ti, T
′
i })i
and < T, T
′
>−:= (max{Ti, T
′
i })i.
Let Ln := {K ∈ B | K satisfies (i)n, (ii)n, (iii)n} and L := ∐Ln. For
any K ∈ L we define ψ−(K) ∈ S as follows. Let Q
′
(K) be a Hasse-
quiver of the poset ({1, 2, · · · n − 1},≤K), where i ≤K j
def
⇔ Ti ≥ Tj for
any T ∈ K (Remark. Assume Ti = Tj for any T ∈ K. Now there is
a path (0, · · · 0) = T 0 → T 1 → · · · → T r = (1, · · · 1) in K and so ∃a
s.t. T a−1i = T
a−1
j = 0 and T
a
i = T
a
j = 1. This implies i = j.). And set
ψ−(K) := ({
s
◦}
−→
∐Q
′
(K))◦.
Lemma 4.6. Let Q ∈ A◦ then ψ(Q) ∈ L.
Proof. Let K = ψ(Q) with Q ∈ A◦ and n := #Q0. Then we have already
seen that K is a full sub-quiver of Cn−1 and (0, · · · , 0), (1, · · · , 1) ∈ K0. So
K satisfies the condition (i)n−1. Note that K also satisfies the condition
(ii)n−1 (see the proof of Theorem 2.1 (3)).
Now it is sufficient to prove that K satisfies the condition (iii)n−1. Let
T, T
′
∈ K0 and i, j ∈ Q0. If min{Ti, T
′
i } = 0 or lQ(j, i) = 1, then min{Ti, T
′
i } ≤min{Tj, T
′
j}+
lQ(j, i). Assume that min{Ti, T
′
i } = 1 and lQ(j, i) = 0. In this case
1 = Ti ≤ Tj and 1 = T
′
i ≤ T
′
j and this implies Tj = T
′
j = 1. In particular
min{Ti, T
′
i } ≤min{Tj, T
′
j} + lQ(j, i) for any i, j ∈ Q0. So < T, T
′
>+∈ K0.
Similarly we can show that < T, T
′
>−∈ K0. 
Lemma 4.7. We get Q ∼ ψ−(ψ(Q)) for any Q ∈ A◦. In particular ψ/ ∼ is
injective.
Proof. It is sufficient to show that if Q ∈ S then Q = ψ−(ψ(Q)). Let
s 6= i → j in Q. Then Ti ≤ Tj + lQ(j, i) = Tj for any T ∈ ψ(Q). Now
assume that j <ψ(Q) j
′
<ψ(Q) i then l(j
′
, i) = T (j
′
)i ≤ T (j
′
)j′ = 0 and
l(j, j
′
) = T (j)j′ ≤ T (j)j = 0. This implies that there exists a path
i→ · · · → j
′
→ · · · → j
in Q. Since Q ∈ S, this is a contradiction. So i→ j in Q
′
(ψ(Q)).
On the other hands if i→ j in Q
′
(ψ(Q)) then l(j, i) = T (j)i ≤ T (j)j = 0.
So there is a path
i→ j
′
· · · → j
in Q. Now Ti ≤ Tj′ + l(j
′
, i) = Tj′ ≤ Tj + l(j, j
′
) = Tj for any T ∈ ψ(Q).
This implies
j ≤ψ(Q) j
′
<ψ(Q) i,
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In particular j = j
′
and there is an arrow i→ j in Q.
SoQ\{s} = Q
′
(ψ(Q)) and this impliesQ = ({
s
◦}
−→
∐Q
′
(ψ(Q)))◦ = ψ−(ψ(Q)).

Let Q ∈ A◦ and Λ(Q) := (Q0 \ {s},≤Q) be a poset where,
i ≤Q j
def
⇔ there is a path from i to j.
We note that above proof shows ≤Q=≤ψ(Q). Let I(Q) be the set of the
poset ideals of Λ(Q).
Proposition 4.8. There is a poset isomorphism
(I(Q),⊂) ≃ (lkp(P (sQ),≤).
Proof. Let I ∈ I(Q). We define a map rI : Q0 \ {sQ} → {0, 1} as follows,
rI(i) :=
{
0 if i ∈ I
1 if i /∈ I.
Now we show that ρ : I → P (sQ) ⊕i∈Q0\{sQ} τ
−rI(i)P (i) induces poset
isomorphism
(I(Q),⊂) ≃ (lkp(P (sQ),≤).
Let I ∈ I(Q). First we shows rI(i) ≤ rI(j) + lQ(j, i). We only consider
the case rI(i) = 1, rI(j) = 0. In this case i /∈ I, j ∈ I and this implies there
is no path from i to j in Q. So we get lQ(j, i) = 1. Now it is obvious that ρ
induces poset inclusion
(I(Q),⊂)→ (lkp(P (sQ),≤).
So it is sufficient to show that ρ is surjective. Let T = P (sQ) ⊕i∈Q0\{sQ}
τ−riP (i) ∈ lkp(P (sQ) and I(T ) := {i ∈ Q0 \ {sQ} | ri = 0}. Then it is easy
to check that I(T ) ∈ I(Q). This implies that ρ(I(T )) = T . 
Corollary 4.9. Let Λ be a finite poset,
−→
Λ be a its Hasse quiver, I(Λ) be the
set of poset ideals of Λ and
−→
I (Λ) be a Hasse-quiver of the poset (I(Λ),⊂).
Then
−→
I (Λ) = ψ(Q(Λ)), where Q(Λ) := ({s}
−→
∐
−→
Λ)◦.
Lemma 4.10. Let K ∈ B. Then the followings are equivalent,
(1) K = ψ(Q) for some Q ∈ A◦,
(2) K ∈ L.
Proof. ((1)⇒ (2)):This is followed from Lemma 4.6.
((2)⇒ (1)):Let K ∈ Ln. It is sufficient to show K0 = ψ(ψ
−(K))0.
First let T ∈ K0 and i, j ∈ ψ
−(K)0. If l(j, i) = lQ(K)(j, i) = 0 then
j ≤K i and this implies Ti ≤ Tj . If l(j, i) = 1 then Ti ≤ Tj + l(j, i). So
T ∈ ψ(ψ−(K))0.
Next assume that ψ(ψ−(K))0 \K0 6= ∅ and let T be a minimal element
of {T ∈ ψ(ψ−(K))0 \ K0 | T
′
→ T for some T
′
∈ K0}. Let T
′
∈ K0 with
T
′
→ T , then the conditions (i)n and (ii)n implies that ∃T
′′
∈ K0 s.t. T
′
→
T
′′
. Now ∃i, j s.t. 0 = Tj < Ti = 1, T
′
i = T
′
j = 0 and 0 = T
′′
i < T
′′
j = 1. By
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Lemma 4.7 ≤K=≤ψ(ψ−(K)) and so Ti > Tj implies ∃ S ∈ K0 s.t. Si > Sj.
Let T
′′′
:=< T, T
′′
>−, then minimality of T implies T
′′′
∈ K0. Now
(<< T
′
, S >−, T
′′′
>+)a =


min{max{Ta, Sa}, Ta} a 6= i, j
1 a = i
0 a = j.
So T =<< T
′
, S >−, T
′′′
>+∈ K0. This is a contradiction.

Corollary 4.11. ψ induces a bijection between S and L.
Now, by applying Theorem 2.1, we get the following result.
Theorem 4.12. (1) For any Q ∈ A◦, there exists K ∈ L such that
−→
T p(Q) =
−→
∐K.
(2) For any K ∈ L, there exists Q ∈ A◦ such that
−→
T p(Q) =
−→
∐K.
Corollary 4.13. Let Q(1), Q(2) ∈ A◦. Then the followings are equivalent,
(1)
−→
T p(Q(1)) =
−→
T p(Q(2)),
(2) ∃Q ∈ A◦ s.t. Q(1) ∼ (Q
−→
∐Q
−→
∐ · · ·
−→
∐Q)◦ and Q(2) ∼ (Q
−→
∐Q
−→
∐ · · ·
−→
∐Q)◦.
Proof. ((2)⇒ (1)):This is followed by proposition 4.5, Lemma 4.3 and Lemma 4.4.
((1)⇒ (2)):Let
ψ(Q(i)) = S1(i)
−→
∐S2(i)
−→
∐ · · ·
−→
∐Sri(i) (St(i) ∈ B)
be a decomposition with ri being maximal (i = 1, 2) and r := gcd(r1, r2).
Consider a homomorphism f : Z → Z/r1Z ⊕ Z/r2Z where f(t) = (t
mod r1, t mod r2). Let 1 ≤ a ≤ r1 and 1 ≤ b ≤ r2. Then the condition (1)
implies
a ≡ b mod r ⇒ (a mod r1, b mod r2) ∈ Im f ⇒ S
a(1) = Sb(2).
So Sx+tr(1) = Sx(2) = Sx(1) and Sx+tr(2) = Sx(1) = Sx(2)(x ≤ t). In
particular we get,
ψ(Q(1)) = S
−→
∐S · · ·
−→
∐S, ψ(Q(2)) = S
−→
∐S · · ·
−→
∐S,
where S = S1(1)
−→
∐S2(1)
−→
∐ · · ·
−→
∐Sr(1). By proposition 4.5, we can chose Q
satisfying ψ(Q) = S. Now Lemma 4.7 shows Q satisfies the condition (2).

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