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Improved NSGA-II Based on a Novel Ranking 
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Rio G. L. D’Souza, K. Chandra Sekaran, and A. Kandasamy 
Abstract— Non-dominated Sorting Genetic Algorithm (NSGA) has established itself as a benchmark algorithm for 
Multiobjective Optimization. The determination of pareto-optimal solutions is the key to its success. However the basic algorithm 
suffers from a high order of complexity, which renders it less useful for practical applications. Among the variants of NSGA, 
several attempts have been made to reduce the complexity. Though successful in reducing the runtime complexity, there is 
scope for further improvements, especially considering that the populations involved are frequently of large size. We propose a 
variant which reduces the run-time complexity using the simple principle of space-time trade-off. The improved algorithm is 
applied to the problem of classifying types of leukemia based on microarray data. Results of comparative tests are presented 
showing that the improved algorithm performs well on large populations. 
Index Terms— NSGA, Multiobjective optimization, MOEA, Evolutionary algorithms, Pareto-optimal solutions, Non-domination.  
——————————      —————————— 
1 INTRODUCTION
ULTI-OBJECTIVE optimization has become a use-
ful strategy in the solution of many modern engi-
neering problems. Evolutionary algorithms have 
been found to be very successful in carrying out the op-
timization of multiple objectives. Most evolutionary algo-
rithms are robust and multi-modal which proves to be a 
distinct advantage in the solution of such problems. 
Among the existing evolutionary algorithms for solving a 
Multiobjective optimization problem (MOOP) [1] the 
most prominent ones are the Pareto archived evolutio-
nary strategy (PAES) [2], Strength pareto evolutionary 
algorithm (SPEA-2) [3] and the Non-dominated sorting 
genetic algorithm (NSGA-II) [4]. All these algorithms are 
based on the concept of Pareto-dominance.  
NSGA-II has evolved over the last few years with 
many new variants which have attempted to reduce its 
time-complexity or improve its convergence to the true 
pareto front [5][6][7]. In this paper, we introduce a variant 
of NSGA-II which improves on the time-complexity by 
managing the book-keeping in a better way than the basic 
algorithm. For want of a better name, we call this variant 
the NSGA-IIa. We apply NSGA-IIa to the problem of clas-
sifying types of leukemia based on the gene expression 
dataset by Golub et al [8].  
We also compare the performance of NSGA-IIa with 
that of the basic algorithm, NSGA-II, and also some of the 
other algorithms based on pareto-dominance that have 
been introduced in recent years. Results show that the 
new variant is on par with the other variants and hence 
can be considered in such situations which warrant an 
alternative approach for validation of results obtained by 
any of the other method. 
2 RELATED WORK 
Evolutionary algorithms attempt to mimic nature in the 
search for solutions to problems. In recent times they 
have been used to solve many real-world optimization 
problems. Early evolutionary algorithms were focused on 
optimizing single objectives. However, most optimization 
problems have multiple objectives. Optimization of mul-
tiple objectives requires that the relative importance of 
each objective be specified in advance which requires a 
prior knowledge of the possible solutions. But by using 
the concept of Pareto-dominance it is possible to avoid 
the need to know the possible solutions in advance [9]. 
This is one of the reasons for the popularity of such pare-
to-based approaches. 
Multiobjective Evolutionary Algorithms (MOEAs) [10] 
are based for the following concepts: 
1) Pareto-Front: The locus that is formed by a set of so-
lutions that are equally good when compared to other 
solutions of that set is called as a Pareto-front.  
2) Non-Domination: Non-dominated or pareto-optimal 
solutions are those solutions in the set which do not do-
minate each other, i.e., neither of them is better than the 
other in all the objective function evaluations. The solu-
tions on each pareto-front are pareto-optimal with respect 
to each other. 
Fonesca and Fleming [11] proposed one of the first 
multiobjective evolutionary algorithms called as Multiob-
jective genetic algorithm (MOGA). Knowles and Corne 
[2] introduced the PAES wherein the parent and offspring 
as well as the archived best solutions thus far are com-
pared using pareto-dominance. Zitzler and Thiele [3] de-
veloped the SPEA-2, wherein the best solutions thus far 
are stored and compared using pareto-dominance with 
the current population. 
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But the NSGA which was first proposed by Srinivas 
and Deb [12] in 1995 proved to be a landmark in the his-
tory of MOEAs. The time-complexity of the simple NSGA 
is O(MN3) where M is the number of objectives and N is 
the size of the dataset. Soon after, Deb and his students 
[4] developed a faster variant of NSGA, called NSGA-II, 
whose time-complexity is O(MN2). 
During the last few years several researchers have 
come up with variants of NSGA-II which have a time-
complexity of O(MN logM-1N). The works by Fang [5] and 
Tran [6] are worth mentioning. Kumar et al. [13] have 
developed a memetic version of the NSGA-II. Jensen [7] 
has analyzed the techniques that could be used to im-
prove the runtime of MOEAs and has also proposed an 
improved variant of NSGA-II. We compare our variant 
with this variant by Jensen (which we call as NSGA-IIb) 
in the Results section of this paper. 
3 NON-DOMINATED SORTING GENETIC ALGORITHM 
First we describe the working of the NSGA-II algorithm 
as given in [4]. Our variant is different only in the way the 
non-dominated sorting is performed. This variation we 
discuss in the next section. In the following discussion, 
we use the terms solution and individual to mean the 
same thing, since individuals in the population represent 
solutions to the problem that is being optimized.  
In NSGA-II, we first create the offspring population Qt 
(of size N) using the parent population Pt (of size N), as 
shown in Fig. 1. The usual genetic operators such as sin-
gle-point crossover and bit-wise mutation operators are 
used in this process. Next, we combine the two popula-
tions to form an intermediate population Rt of size 2N. 
Thereafter, we evaluate the fitness of each offspring in the 
2N population using the multiple objective functions.  
At this stage, we carry out non-dominated sorting pro-
cedure over the 2N population to rank and divide the 
individuals into different non-dominated fronts. The de-
tails of the non-dominated sorting and rank assignment 
are given in Fig. 2. Thereafter, we create the new parent 
population Pt+1 by choosing individuals of the non-
dominated fronts, one at a time. We choose the individu-
als of best ranked fronts first followed by the next-best 
and so on, till we obtain N individuals.  
Since the intermediate population Rt has a size of 2N, 
we discard those fronts which could not be accommo-
dated. In case there is space only for a part of a front in 
the new population, we use a crowded-distance operator 
to determine the individuals among those in the front that 
are from the least crowded regions. We choose such indi-
viduals so as to fill up the required number in the new 
population Pt+1. Details of crowed-distance operator can 
be obtained from [7]. 
The complete NSGA-II procedure is given below: 
 
BEGIN 
While generation count is not reached 
Begin Loop 
 • Combine parent Pt and offspring population 
Qt to obtain population Rt of size 2N. 
• Perform Non-dominated Sort on Rt and assign ranks 
to each pareto front with fitness Fi. 
• Starting from Pareto front with fitness F1, add each 
pareto-front Fi to the new parent population Pt+1 until a 
complete front Fi cannot be included. 
• From the current pareto-front Fi, add individual 
members to new parent population Pt+1 until it reaches 
the size N. 
• Apply selection, crossover and mutation to new par-
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Processing of populations in NSGA-II over one generation. 
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ent population Pt+1 and obtain the new offspring popula-
tion Qt+1. 
• Increment generation count. 
End Loop 
END. 
 
As stated in [4], this algorithm has a runtime complexi-
ty of O(MN2) which is obvious from Fig. 2. In this figure, 
Sp represents a set of solutions that the solution p domi-
nates and np represents the domination count (the number 
of solutions which dominate the solution p). The symbol 
< indicates domination (p < q indicates that p dominates 
q) and F represents the pareto-front of solutions. 
 
In Jensen [7], an improved version of this algorithm is 
presented. In this version, NSGA-IIb, all the pareto-fronts 
are constructed simultaneously by sweeping the solutions 
one-by-one in a way that guarantees that if sj solution is 
swept after solution si, then sj cannot dominate si. This is 
achieved by presorting all of the solutions on the objective 
values in such a way that the above condition will always 
hold if i < j.  
Due to the presorting, which can be performed in O(N 
logN) time, this algorithm has a runtime complexity of 
O(MN logM-1N). For the rest of the details of this method, 
please refer to [7]. 
4 THE IMPROVED NSGA-II 
In our work, we have used a variation of the non-
dominated sorting procedure shown in Fig. 3. As seen in 
the figure, we perform sorting of individuals based on 
each of the objectives, one after the other, till all objectives 
are considered.  
During this sort, we keep track of the index of each in-
dividual, so that we know the position value of any given 
individual i in each sorted array. This information is criti-
cal since it helps us to rank the fronts in the next step. 
We assign the rank of each individual by summing up 
the position value of that individual in all the objectives. 
Since similar position values where assigned to individu-
als having similar objective values, the sum of the posi-
tion values becomes equivalent to the rank which the in-
dividual would have obtained through non-dominated 
comparison. 
In Fig. 3, Si represents the array of individuals sorted 
on each objective i, position(p, Si) returns the position of p 
in Si, sort(P) returns a standard sort of P based on objec-
tive value, pj(obj) represents the objective value of indi-
vidual pj and set_position(pj, Qi, pos) will set the position of 
pj as pos in Qi. 
We estimate the runtime complexity of the above pro-
cedure as follows: the sort_on_objective procedure can be 
completed in O(N log2N). This has to be repeated for M 
objectives, hence the overall complexity is O(MN log2N).  
The arrays sorted on objectives have a size of O(N). But 
we will need M such arrays and hence the space complex-
ity increases to O(MN), which can be quite a desirable 
trade-off even for moderate sizes of M and N. 
5 THE CLASSIFICATION OF TYPES OF LEUKEMIA 
Here we present the multiobjective problem to which 
we apply the algorithms described above. The task for the 
optimizer is to identify the optimal gene subsets which 
classify microarray gene expression data. Both the algo-
rithms were run in similar conditions on the 50-gene Leu-
kemia dataset of Golub et al. [8]. This dataset contains the 
expression data of 7129 human genes taken from 38 sam-
ples of patients, 27 of whom were suffering from Acute 
lymphoblastic leukemia (ALL) and 11 of whom were suf-
fering from Acute myeloid leukemia (AML). 
We adopt three different conflicting objectives: to mi-
nimize the number of genes used in classification while 
maintaining acceptable classification accuracy expressed 
 
 
 
 
 
 
 
 
 
 
 
 
 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Non-dominated sorting procedure adopted in NSGA-II [4]. 
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as training error and testing error [14].  
The multi-objective optimization problem is formu-
lated as follows: 
1) The first objective function - The gene subset identifica-
tion task is to minimize the number genes in a subset or 
to minimize the gene subset size for a classifier. 
2) The second objective function - Minimize the number 
of class prediction mismatches in the training samples. 
These are calculated using the Leave-Out-One-Cross-
Validation (LOOCV). 
3) The third objective function - To minimize the number 
of class prediction mismatches in the test samples, these 
are calculated using the classifier constructed based on all 
samples in the training set. 
We have used a weighted-voting approach to predict 
the class of a sample based on such informative gene sub-
sets and a set of samples with known class labels, and the 
LOOCV procedure is used to determine the number of 
mismatches in the training samples. Thereafter, the clas-
sifier is constructed using such informative gene subsets 
and all the training samples. Then, the performance of the 
classifier is estimated using the remaining samples in a 
test-set.  
The NSGA-II described above is used for handling the 
above three conflicting objectives. During each genera-
tion, the algorithm finds gene subsets which classify the 
data into the two sub-types of leukemia. As the evolutio-
nary algorithm proceeds, progressively better gene sub-
sets are identified. 
6 RESULTS AND DISCUSSION 
We carried out a comparative study between the basic 
algorithm (NSGA-II) [4], the variant due to Jensen 
(NSGA-IIb) [7] and our own variant NSGA-IIa. The opti-
mization was carried for gene subset selection as de-
scribed in section 5 above. Tests were carried out on a 
Pentium-IV, 2.0 GHz machine with 1 GB RAM, running 
Fedora Core 6.0 operating system. 
 
Fig. 4 shows the variation of average processing time 
for convergence, in CPU seconds, taken over ten runs in 
each case when the population size is gradually in-
creased, in steps. It is evident from the graph that the 
NSGA-IIa we propose is faster than the NSGA-IIb pro-
posed by Jensen. The basic NSGA-II performs even worse 
since its complexity is O(MN2). Though the difference is 
negligible for small populations, there is a marked differ-
ence for population sizes of 1000 and more. This is signif-
icant since such problems frequently demand the use of 
large population sizes in order to yield reasonable results.  
7 CONCLUSION 
In this work we have proposed a variant of the NSGA-
II algorithm which has a lower runtime complexity. The 
lower complexity is achieved by trading off space against 
time in the non-dominated sorting stage.  
A comparative study between the basic NSGA II, and a 
variant of this due to Jensen and our improved algorithm 
shows that our algorithm performs better when popula-
tion sizes are larger than 1000. We are currently working 
on applying this improved algorithm to other standard 
test problems, as well as other datasets.  
 
 
 
 
 
 
 
 
 
 
 
 
 
    
 
 
 
Fig. 4. Graph showing the variation of processing time in seconds
with the population size, N. 
 
 
 
 
 
 
 
 
 
 
 
 
 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. A faster non-dominated sorting procedure as compared to
the one of NSGA-II. 
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