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Abstract—Blockchain is one of the most popular topics for discussion now. However, most experts still see this technology as 
only part of Bitcoin, other crypto-currencies or money transfer systems. Often, new solutions, proposed by young researchers, 
are blocked by reviewers, only because these solutions can not be used for Bitcoins. However, Blockchain technology is more 
universal and can be used also in other areas, for example, in IoT, WSN and mobile devices. 
This paper considers the implementation of Blockchain technology in sensor networks as an element of IoT. The concept of 
"Rolling Blockchain" was proposed, which can be used to build WSN with the participation of Smart Cars, as nodes of the 
network. 
The order of block formation and structure in the chain is proposed and a mathematical model is created for it. We estimate the 
optimal number of WSN nodes, the number of connections between nodes, for specified network reliability values, was 
performed. 
Index Terms—Blockchain; Wireless Sensor Network, Distributed network, Rolling Blockchain; Internet of Things, Smart City 
——————————      —————————— 
1 INTRODUCTION
HE essence of Blockchain (BC) technology is the secure, 
distributed storage of any kind of information. BC can store 
data on transactions; on who, to whom and what amount of 
money has been transferred (cryptocurrencies, bank transac-
tions). Currently, this is the main area in which Blockchain is 
used. 
However, attempts are being made to apply it in other areas, 
for example, to record cargo during transportation, to manage 
"smart cities", create "smart contracts", and for the Internet-of-
Things (IoT) and Wireless Sensor Networks (WSN) etc. [1], [2], 
[3], [4], [5], [6], [7], [8]. BC was conceived as a system that is 
completely protected from the substitution of information in 
existing blocks of the chain. This property makes us look for 
ways of using the BC technology as a method of protecting the 
information that is transmitted from various sensors and mobile 
devices. This also implies its storage, without any possibility of 
substituting part or all of the information. With respect to cryp-
tocurrency, BC is the mainstay of Bitcoin's [9], [10] financial 
strength. It guarantees that information about money transfers 
between all the system participants is recorded during the entire 
period of the existence of the Bitcoin system. 
BC is structured as a chain of blocks that contains infor-
mation, consequently all the blocks of a chain are connected 
with each other. A block is filled with a group of records, and 
new blocks are always added to the end of the chain, apart of 
containing new information, new blocks duplicate the infor-
mation contained in the previously created structural units of 
the system. 
Construction of BC chains occurs on the basis of three main 
principles - distribution, openness and protection [11], [12]. Us-
ers of the system form a computer network. At the same time, 
each computer stores a copy of each of the blocks. This struc-
ture is provided by the interaction of "miners" who solve com-
plex, expensive mathematical tasks. To solve them, it is neces-
sary to spend both material resources (electricity, specialized 
"farms" for "mining"), and also the hardware capabilities for 
complex mathematical calculations known as Proof-of-Work 
(POW) [13]. The results of mining are collected in the BC and 
as the length of the chain increases with time, its reliability in-
creases. 
Also, with time, the complexity of the problem solved by the 
"miners" increases with the chain. All this requires an increase 
in both the computing power of "farms" and in the volume of 
devices that store the entire chain. 
However, using BC on mobile devices, for example, in a 
smart sensor network, poses problem that makes using BC im-
possible; this is because the sensors do not have the computa-
tional resources to perform POW. 
Another well-known problem is that of WSNs nodes, due to 
the limited volume of node batteries, have a limited period of 
operation and as a consequence the entire network is limited. In 
[14], [15], [16], [17], [18], it is shown that dependence on ener-
gy consumption is created by: the algorithm of operation (time 
of work, sleep, awake), the use of MAC-protocols, the amount 
of transmitted, received and processed information, data acqui-
sition from sensors, and some other parameters. In the case of 
using POW, which is known as a very resource-intensive and 
energy-intensive task, the autonomous work of the nodes will 
be significantly reduced. 
In addition, the standard structure of BC requires a complete 
connection between all elements of the network but this is not 
always possible and energetically advantageous. 
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All these works provide key insights into the problem of 
network resilience, diffusion and consensus from different per-
spectives. But, according to the authors, a model of BC for de-
vices with limited resources, for full and partially connected 
BC, is still missing. Therefore, in this paper we make an analy-
sis of the conditions under which using BC in distributed sensor 
networks and IoT devices is possible. The question at issue is 
how to design BC without POW with a partial connectivity 
while maintaining robustness to failures and attacks. To this 
end, we developed several network models. 
The paper is organized as follows. In Section 2 we formulate 
the problem. The results obtained in the study are presented in 
Section 3. Finally, we present the conclusions obtained from 
our research and discuss the possibilities for future work in Sec-
tion 4. 
 
2 Problem formulation 
Blockchain can be conceived as chains of separated ele-
ments which are interconnected by hashing. There are three key 
factors in this process: a) which structure of blocks and chain is 
used, b) how the network is built, c) how consensus can be 
achieved. We elaborate on these elements below. 
 
2.1 Network structure 
The approach proposed in this work is to build a closed 
private BC network with unchanged complexity. The number of 
new blocks per minute is set by a constant value. The entire 
database is stored on the server. At the same time, the server is 
the node for the distributed P2P network of servers which uses a 
BC to account for the information received from the local 
sensor networks. This will ensure that the stored information 
remains unchanged, making its storage and recovery more 
secure in the event of an attack on a separate data server. 
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Fig. 1. A general network structure. The total network consists of local segments. Each segment has its own server for storing local BC. A 
distributed network of servers (which is marked-S1,..,S4) also stores a common BC consisting of local fragments.  
An examples of such a networks can be: a power distribution 
company uses a network of smart meters and sensors for power 
consumption control, to account the use of electricity and 
monitor the status of the network; network that controls many 
medical devices (including portable), which are grouped into 
sub-clusters (eg within the same department of the hospital); 
WSN which monitors traffic on highway routes and consists of 
several segments etc. (Fig.1).  
At the same time, these sensors and counters are combined 
into a local sensor network for each city. The servers of this or-
ganization in different cities will also be combined into a peer-
to-peer network. It is in this network that a complete BC of all 
local sensor networks is stored. This will for example, avoid 
attacks on critical infrastructure by substituting information 
about the load in local networks, which can lead to power out-
ages throughout the network. 
n2
n1 n6
n3
n5
n4
t 0 1 2 3 4 5 6
n1 0 01 012 0123 01234 012345 0123456
n2 0 01 012 0123 01234 012345 0123456
n3 0 01 012 0123 01234 012345 0123456
n4 0 01 012 0123 01234 012345 0123456
n5 0 01 012 0123 01234 012345 0123456
n6 0 01 012 0123 01234 012345 0123456
BC 0 01 012 0123 01234 012345 0123456
 
Fig. 2. Structure of the 6-element distributed network. The table shows the step-by-step formation of the chain. Blockchain is stored in 
each node of the chain. 
Consider one segment of such a network consisting of six 
nodes. Fig.2 illustrates this example. In this case, each new 
block of information is forwarded to all nodes and BC is built in 
parallel on all the elements of the system. 
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a)
b)
n2
n1 n6
n3
n5
n4
t 0 1 2 3 4 5 6
n1 0 01 012 0122 01222 012222 0123456
n2 0 01 012 0123 01234 012344 0123444
n3 0 00 002 0123 01234 012344 0123456
n4 0 00 012 0123 01234 012345 0123455
n5 0 00 000 0000 01234 012345 0123456
n6 0 01 011 0123 01233 012345 0123456
0123456BC
t 0 1 2 3 4 5
n1 0 01 012 0122 01222 012222 0 1 2 2 2 2 6
n2 0 01 012 0123 01234 012344 0 1 2 3 4 4 4
n3 0 00 002 0123 01234 012344 0 1 2 3 4 4 6
n4 0 00 000 0123 01234 012345 0 1 2 3 4 5 5
n5 0 00 000 0000 00004 000045 0 0 0 0 4 5 6
n6 0 01 011 0113 01133 011335 0 1 1 3 3 5 6
0123456
6
BC
 
Fig. 3. The structure of a chain for the six iterations. During each iteration, information from the "active" node is sent to the "neighbors" 
which evaluate and give permission to write it to the end of the chain. The remaining nodes retain the previous state: a) a node sends a 
renewed BC to its neighbors, b) a node sends only one transaction which is added to the local BC of its neighbors. 
It is considered that after the failure of one node the system be-
comes inoperative.  However, in real conditions, the system can 
continue to work, but some of its parameters may change. 
In these circumstances, we can say that the failure of one or 
more nodes leads to the transformation of a fully connected 
network to a partially connected network. Also, this situation is 
possible if the network was attacked and some connections or 
nodes are unavailable or compromised. 
Consider the principle of chain formation. Each node con-
tains a list that indicates: the list of nearest "neighbors", the 
node’s activation time (sensor interrogation, formation of the 
BC block), and the order of sending the block to "neighbors". 
The use of such a list will solve at least two problems: it will 
optimize the time of sleep-awake-work, it will use the mini-
mum-necessary power for sending-receiving information to and 
from neighbors. Also, it should be borne in mind that time of 
inclusion of each step differs from the time of inclusion of the 
remaining nodes and must satisfy the inequality:Tn1< 
Tn2<∙∙∙<Tnm. 
The Blockchain is constructed as follows: step 0, all nodes 
record the genesis block 0, step 1- node 1 creates block 1 and 
send it to its neighbors. The inaccessible nodes repeat their pre-
vious state, etc. If a node is a failure node and sends a rejection 
to one of its neighbors, in this case it will be able to restore its 
state on the basis of consensus with its neighbors. As shown by 
tables a) and b) under Fig.3 - the rows represent nodes and the 
columns - the time points (iterations). The two BC building var-
iants are possible.  
First, the node that created the block, adds it to the BC in its 
own memory, and then sends the BC to its neighbors for valida-
tion. After the validation, the next step is to -  send a confirma-
tion that the BC is correct, after this confirmation the neighbors 
rewrite the renewed BC in their memory (the table a) of Fig.3. 
Furthermore, after creating the block, the node sends only 
this block for validation. Then adds it to the end of the BC. The 
neighbors add one too (table b) in Fig.3. We see that the second 
method is more advantageous in terms of energy efficiency, as 
demonstrated above. 
The process of BC validation is as follows: after forming the 
chain, the nodes produce an element-by-element verification of 
the final chain. If a block written in the chain of each node is 
confirmed (was written in) by more than 51% of the nodes at 
each iteration, such a block is written in the resultant BC. How-
ever, a possible situation is that there is a partial connection of 
nodes, and it is impossible to achieve 51% confirmation for 
some blocks. In this case, some blocks may be lost. The analy-
sis of the number of lost blocks, depending on the number of 
connections in the distributed network, is presented by the au-
thors in [19] 
2.2 The structure of the chain 
In this section, we discuss the structure of the chain that we 
propose to use for resource-constrained devices. The issues of 
constructing a distributed network structure were widely con-
sidered in [20], [21], [22]. In this work, we propose to use a 
chain consisting of several parts. Each part contains a limited 
number of generated blocks. Their number depends on the pa-
rameters and capabilities of the devices used in the IoT net-
work. Below, we consider the proposed version of the block 
structure in more detail. 
Notice, that the memory for storing BC is limited. Modern 
modules offered by manufacturers of IoT devices are usually 
limited from 1 to 8 MB of memory, most of which is used for 
storing the software that manages this device. Therefore, we are 
limited in the volume of BC (amount of blocks), which can be 
stored by each node.  
The number of blocks stored by each node is limited by n, after 
which the n-1 blocks are removed from all nodes. Only the n 
block remains as the “zero” block (genesis block) for the next 
cycle.  In this case, the full BC will be as follows(Fig.4): 
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Time_bb Id_dev Hash_prev Hash_cur data
Id_dev_1,
…
Id_dev_n
Time_start_1,
…
Time_start_n
time_step_1,
…
Time_step_n
data_1, 
data_2, …, 
data_n
data
 
Fig. 4. The structure of Blockchain creating in the conditions of limited memory of WSN nodes. 
The notation "Bn (B0) New cycle1" indicates that the block 
Bn is a zero block for the next cycle, etc. The number of blocks 
in the chain depends on the parameters of the "worst" memory 
device in the network, since the stored chain in each cycle 
should fit the available memory. 
2.3 Block structure 
Below, we consider the structure of each block in detail 
(Fig.5). 
 
 
... ...
B0 B1 ... Bn-1
Bn (B0)
New cycle
Bn+1 (B1) ... Bm-1 BmBn+2(B2) ...
B0 B1 Bn
Bn 
(B0)for new cycle
Bn+1
(B1) of new cycle
...
Delete blocks
 B0-Bn-1
Bn+m 
B0 for next cycle
operation
“delete”
 
Fig. 5. General structure of the block. The top part of the figure shows the general block structure.. The bottom part shows the subblock 
"data" (the transactions block 
It should be taken into account that each node can have sev-
eral different sensors. Therefore, it is necessary to identify each 
sensor and the measurement time. If several measurements 
made over a period of time by each sensor (multi-segment 
transaction), are recorded in the block, a time stamp "step" must 
be added to show the time interval between measurements. In 
addition, given that the information transmitted by the sensors 
can be "closed", it is encrypted using cryptographic algorithms. 
This function is provided by modern IoT modules. In this case, 
the size of the Data block is set automatically, depending on the 
number of transactions.  
 
2.4 Blockchain formation 
There are two options for building this system:  
1) When the node memory is "clearing", and only the last 
block remains (as B0 for the next cycle); 
2) When only the first block is deleted from the stored chain, 
and a new block is recorded in the empty space that has been 
unallocated in the memory. For example, the block B0 is delet-
ed and the block n+1 is recorded at the end of the circuit. Block 
B1 is deleted - the n+2 block is recorded at the end of the chain. 
The system is scalable, the order of block formation by de-
vices depends on the assigned id number. There is no possibility 
of random block creation. If a node that is outside of the queue 
offers to add a block to the chain, it is simply ignored. Also, 
each new block is checked for compliance with the remaining 
nodes, in order to prevent the substitution of information. 
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End
Start
Save FullChain 
on a server 
n,m,B0
i=1,m
Delete:  Bj
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+
End
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j=1,m
Delete: 
from Bk-nto Bk-1
-
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Fig. 6. The flowchart of block formation in a chain: a) when a predetermined number of blocks is removed; b) when blocks are re-
moved step-by-step. 
Given that this is a closed network, the identification of de-
vices is done by comparing them with the list of authorized de-
vices. The suggestion is that this list should be recorded on a 
separate, protected part of the flash memory of each node. The 
list is continuously updated in case of a disconnection or the 
replacement of the faulty device. The flowchart of BC for-
mation in a network has the following form (Fig.6). 
 
2.5 Segmented network. Problem formulation 
 
To use the model proposed above, it is necessary that the 
number of WSN nodes be fixed at each particular time. This 
can be done by dividing the network to segments (Fig.7). 
An example of such a network can be WSN of a smart city, 
where nodes 1-2-3-4 are stationary, and nodes c1-c12 can be, 
for example, smart cars. Thus, the centers of the subnets are sta-
tionary nodes. At each particular time, each subnet contains a 
fixed number of nodes. Also, each subnet builds its own part of 
the block, which is sent to the server. Nodes that are elements of 
several subnets retain the last block of the previous element of 
the chain for verifying the next element of the neighboring sub-
net. The server stores all the elements of the chain in a single 
blockchain. However, in this case there arises the problem of 
estimating the optimal number of elements of each subnet and 
the number of connections between its nodes for a given level 
of reliability. This will be discussed in the next section.  
 
1
C1 C2
C3
2
C4
C5 C7
C6
3
C8
C9 C11
C10
4
C12
 
Fig. 7. The structure of WSN separation on a sub-segment when using mobile nodes. 
 
2.5 Mathematical model 
 
Mathematically, the structure of the complete chain is: 
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𝐹 =⋃𝐵𝑖
∞
𝑖=0
 
Then, the part of the chain that will be removed from the 
memory of the node in each cycle will be as follows:  
 
𝑓𝑑𝑒𝑙 =⋃𝐵𝑖, 𝑛 = 𝑐𝑜𝑛𝑠𝑡
𝑛−1
𝑖=0
 
 
Here n - the number of nodes in the local network. 
The general function will have the form of a matrix consist-
ing of n columns and m rows. 
For example, the matrix for 5 nodes, with end-to-end num-
bering of blocks, will have the following form for the m itera-
tions: 
Each of these is the sum of blocks in a chain for one cycle 
without taking into account the genesis block B0. 
 
𝐹 =
(
 
𝐵11 𝐵12 … 𝐵1(𝑛−1) 𝐵1𝑛
𝐵21 𝐵22 … 𝐵2(𝑛−1) 𝐵2𝑛
⋮ ⋮ ⋱ ⋮ ⋮
𝐵𝑚1 𝐵𝑚2 … 𝐵𝑚(𝑛−1) 𝐵𝑚𝑛)
 .  (1) 
 
Then, the analytic expression, which describes the structure 
of the complete chain, will have the form of (2). 
 
 
𝐹 = 𝐵0⋃ 𝐵𝑖,𝑗, 𝑆 = [𝑖 = 1…𝑛, 𝑗 = 1…𝑚]𝑖,𝑗∈𝑆 .  (2) 
 
where the notation is as follows: j - an amount of elements in 
each row of matrix (1); n - number of the elements in the row; i 
– number of rows. Also, it should be borne in mind that the el-
ements  𝐵𝑖𝑛 = 𝐵(𝑖+1)1. 
 
3 MAIN RESULTS 
In this section, we consider the implementation of the 
proposed method for Blockchain formation. 
 
 
Fig. 8. The principle of building Blockchain for WSN, which consists of sub-segments, for mobile nodes. 
Our procedure works as follows. First we create a linear arrangement of sensors as shown in Fig.8.  
 
Fig. 9. Probability of finding a connected path between A and B as a function of the number of nodes “n” and the number of edges “L”. The 
dashed blue line represents the limit 0.7Lmax for n=10 (and Lmax=45). 
 
S.KUSHCH ET AL.:  A ROLLING BLOCKCHAIN FOR A DYNAMIC WSNS IN A SMART CITY 7 
 
In this Fig. 9 we plot the probability of finding a connected 
path between A and B as a function of the number of nodes “n” 
and the number of edges “L”. It is computed using a random 
graph model where the connection probability between two 
randomly chosen nodes is “p” = Lmax/L, where Lmax=n(n-
1)/2. Each curve ranges L from 1 to Lmax for each n. The 
dashed blue line represents the limit 0.7Lmax for n=10 (and 
Lmax=45) which is the minimum connectivity threshold found 
in [19]. 
 
Fig. 10. Probability of finding a connected path between A and B as a function of the number of nodes “n” and the number of edges “L”. 
The dashed blue line represents the limit 0.7Lmax for n=10 (and Lmax=45). 
These represent fixed sensors along the way. Then we 
augment the sensor set by randomly spreading additional sensor 
over the area so that we reach a target sensor density. Each 
fixed sensor can transmit/receive signals within a radius (see 
circles in Fig.8). Therefore we create a network consisting of 
the union of the complete graphs of sensors lying inside each 
line sensor radius. Then we randomly remove links and check if 
a path between the start and the end line nodes can still be built. 
We did Monte Carlo tests to numerically find the probability of 
finding a path when a portion of the links were randomly 
removed for different node densities. In Fig.10 we show the 
results of this analysis. Here we analyse the length of 
alternative shortest paths compared to the length AB paths 
along the horizontal line. 
As it can be noticed, when we increase the level of attack 
(proportion of links removed) the network is resilient to provide 
alternative paths until its break down. At this point no 
alternative paths are possible. As expected, in sparse scenarios 
(low sensor density) this break down occurs at smaller attack 
intensities. 
4 SUMMARY AND DISCUSSION 
The findings outlined in this article can be applied to at least 
two fields: Wireless Sensor Networks and the Internet of 
Things. Clearly, this contribution is just a first step in the 
understanding of short and partially connected BC. 
The simulation results showed that with increasing attack 
density (increasing the number of lost connections and nodes) 
the network remains stable and the Blockchain can be built. It 
should be noted that some of the blocks (information from 
blocked nodes) can be lost. The number of lost blocks depends 
on the density of the sensors and the intensity of the attack. It 
should be taken into account that the reliability of such a 
network depends on the number of nodes at each moment of 
time in each separate sub-segment. Also, the minimum value of 
nodes is found, which should participate in the construction of 
the chain, in order to avoid network interruption. 
However, the results of the work clearly show the possibility 
of constructing "a Rolling Blockchain", using mobile nodes 
when the the start and the end of the route are given. The 
problem still needs further elaboration in order to foster more 
robust implementations. For instance, we neglected the issues 
of security analysis and protection against hacking of the 
proposed method. In addition, the issue of having to use the 
Merkle tree for this type of network and chain has been left 
open. In future works we will research other topological models 
and how the use of the Merkle tree in the proposed algorithm, 
will affect the resource of the node batteries and what the ratio - 
increasing the stability/power consumption of the node is 
profitable for using in long Blockchchains. We will also 
consider the problem of calculating the optimal size of the 
memory used, on the basis of the elements available in the 
network, in order to optimize their performance. 
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