Deep convolutional neural networks (CNNs) have emerged as the state of the art 2 for predicting neural activity in visual cortex. While such models outperform classical 3 linear-nonlinear and wavelet-based representations, we currently do not know what 4 computations they approximate. Here, we tested divisive normalization (DN) for 5 its ability to predict spiking responses to natural images. We developed a model 6 that learns the pool of normalizing neurons and the magnitude of their contribution 7 end-to-end from data. In macaque primary visual cortex (V1), we found that 8 our interpretable model outperformed linear-nonlinear and wavelet-based feature 9 representations and almost closed the gap to high-performing black-box models.
Introduction

16
A crucial step towards understanding the visual system is to build models that predict neural responses to arbitrary stimuli with high accuracy (Carandini et al., 2005) . The classical standard models of the primary visual cortex (V1) are based on linear-nonlinear models (Simoncelli Figure 1 : Overview of our divisive normalization (DN) model. The model takes as input an image and predicts neurons' spike counts in response to this image (details in Fig. 2) . The model is split into two parts: a core that computes a shared nonlinear feature space and a readout that maps the shared feature space individually to each neuron's spike count. A. Divisive normalization mechanism (simplified). The visual input is convolved with 32 filters and then rectified to produce an excitatory output. The output of each filter is then divided by a weighted sum of the excitatory outputs of all filters with normalization weights p kl and a semi-saturation constant σ l . In our general formulation, all weights and constants are learned from the data. B. Linear readout that maps the shared feature space to each neuron's spike count through an individual weighted sum over the entire shared feature space. The readout weights are factorized into a feature vector -capturing the nonlinear feature(s) that a neuron computes -and a spatial mask -localizing each neuron's receptive field (RF). (2019) . Natural images were flashed to a monkey covering 2 • of their visual angle, and located at the center of the multi-unit receptive field. Multiple neurons were isolated from recordings with silicon probes inserted into V1 (Denfield et al., 2018) . Natural images were shown in a fast sequence without blanks, each presented for 60 ms. Spike counts from all isolated neurons corresponding to each image were extracted from a window 40 ms after the image onset lasting 60 ms. 
192
Having established that normalizing inputs are orientation-specific, we analyzed this specificity 193 in more detail. Instead of using just two groups as before, we split up the normalizing inputs 194 into nine bins of 10 • width each and averaged those bins across the top-10 models. This analysis 195 revealed that the strength of the normalizing inputs decreased as the difference in orientation 196 increased ( Fig. 6 ). Hence, the more similar a normalizing feature's orientation was to the 197 feature to be normalized, the stronger was its contribution to normalization. In fact, features in 198 the group most similar to the driving input contributed 133% more than those in the orthogonal 199 group (Cohen's d = 2.1). weights p kl to be identical. This constraint resembles non-specific normalization from all features, 204 as assumed in previous models (Heeger, 1992; Carandini et al., 1997; Busse et al., 2009 ). This 205 model achieved a performance of 56% between the baseline and gold standard (48.1% FEV).
206
While it does not match the performance of our more general DN model, it does outperform 207 the subunit baseline. Thus, orientation-specific normalization is necessary to achieve full 208 performance. these averaged feature readout weights for the best ten models had a coefficient of variation of 221 0.2. We therefore concluded that all features were read out by roughly the same number of of orientation-specific normalization is unlikely to be an artifact of analyzing the convolutional 224 features rather than the actual neurons. We have observed orientation-specific divisive normalization in the classical receptive field.
227
Surround suppression is known to be orientation-specific (Blakemore and Tobin, 1972; DeAngelis 228 et al., 1994; Cavanaugh et al., 2002; Coen-Cagli et al., 2015) , so a potential concern would be 229 that some of the extra-classical surround of a unit's RF contributed to the results presented 230 above. To rule out this possibility, we fit a more general DN model, where we additionally 231 learn the spatial structure of the normalization pool instead of just limiting it to neurons with 232 overlapping receptive fields (see Methods). This extended DN model included two normalization 233 pools that could have different patterns of weights along the feature dimension. It is therefore 234 general enough to account for the standard model of DN with a nonspecific center normalization 235 pool and orientation-specific surround suppression.
236
In contrast to what one may expect, spatially expanding the normalization pool to cover 237 larger surround areas did not increase our model's accuracy; in fact, for lager surrounds the 238 performance even decreased (Fig. 8 ). The best performance was achieved for models with a 239 normalization pool of approximately the size of the units' RF (approximately 0.5 • diameter).
240
Since performance for larger normalization pools decreased, we used the model with the smallest 241 pool. The normalization weights of the extended spatial normalization pool showed no visible 242 separation into center and surround and exhibited no or only weak contributions from the 243 classical RF's surround ( Fig. 9 ). From both the decrease in performance for larger models 244 and the spatial shape of the normalization pool, we concluded that our model does not learn 245 influence from the RF surround. The reason for this limitation is very likely that the surrounding 246 regions in our stimuli were masked out, so there is no surround information available to be parameters. This result predicts that DN is a relevant mechanism to predict V1 responses to 258 natural images.
259
One may ask whether the difference between the non-specific DN model and the full model 260 learning orientation specific normalization weights is relevant, because the full model may simply 261 be able to better account for some insignificant biological heterogeneity due to its additional 262 parameters. Although it is possible, we believe that this explanation is unlikely, because oriented 263 features are preferentially normalized by channels with similar orientation. If the model was 264 simply picking up some biological imperfection, we would expect the normalization weights not 265 to depend systematically on preferred orientation. an earlier study (Itti et al., 2000) .
305
Following a normative approach, Schwartz and Simoncelli (2001) derive an ecologically justified divisive normalization model from the efficient coding hypothesis (Barlow, 1961) that is able to responses to natural stimuli predicts that normalization should be stronger for neurons that exhibit a higher dependency in their unnormalized responses. This theoretical result implies that normalization weights should not be uniform, consistent with our empirical findings.
Is our discovery of divisive normalization by similar orientations actually implemented by the work.
329
In conclusion, we developed a model consisting of one layer of subunits followed by learned 330 orientation-specific divisive normalization, which accounted remarkably well for the V1 data.
331
We hope that this quantitative approach of evaluating theories of computation in the brain by 
362
Images were presented for 60 ms with no blanks in between. Neural responses were extracted 363 in time windows of 40-100 ms after image onset (Fig. 2) , accounting for typical response 364 latencies in primary visual cortex. The image sequence was randomized with the restriction that 365 consecutive images do not belong to the same type (i. e. natural or one of the four texturized 366 versions).
367
We discarded a few isolated neurons if their stimulus driven variability was too low. The explainable variance in a dataset is smaller than the total variance because the observation noise prevents even a perfect model to account for all the variance in the data. 
We estimated the variance of the observational noise by computing the variance of a neuron's response r t in multiple trials t in which we presented the same stimulus x j and subsequently taking the expectation E j over all images,
We removed data of neurons if the ratio between the explainable to total variance was below 0.15.
368
The resulting dataset includes spike count data for 166 isolated neurons, with an average ratio training (64%), validation (16%) and testing (20%). We assessed our models' accuracy for a 379 specific architecture or set of hyper-parameters in the validation set and we report performance 380 on the test set. We consistently used the same split throughout our study. Our model consists of two parts, a nonlinear core and a linear readout (Section 2.1 and Fig. 1 ). The core (Fig. 1A) processes the input stimulus x by convolving it with 32 filters w k of size 13 px × 13 px without padding, defining a bank of features indexed by k. Subsequently, we apply batch normalization without re-scaling (BN*) leading to responses of unit variance (Ioffe and Szegedy, 2015), followed by a rectified linear unit (ReLU) nonlinearity
Hence, the resulting 32 feature maps of size 28 px × 28 px for the excitatory drive are given by that all feature maps are positive, y k ≥ 0, which is coherent to the biological interpretation of 386 an excitatory drive.
387
The feature maps y k are then normalized divisively to produce 32 output feature maps
shared by all neurons. Here, all operations are element-wise and the scalar semi-saturation 388 constant σ l ≥ 0 is learned from the data. To include normalization by other channels k, we first 389 exponentiate the excitatory feature maps y k by the scalar n k ≥ 0 element-wise, which is learned 390 from the data as well. Subsequently, low-pass filtering is performed through average pooling in 391 space with pool-size 5 px × 5 px, denoted by y n k k . We perform this pooling in order to achieve 392 (approximate) phase invariance of the normalizing input without requiring a large number of 393 filters with different phases. Subsequently, the results of the low-pass filtering are summed up, 394 weighted by the normalization weights p kl , and added into the denominator, resembling Eq. (1).
395
Furthermore, the normalization weights are constrained to be non-negative, p kl ≥ 0. Together 396 with y k ≥ 0 and σ l ≥ 0, this ensures that the denominator in Eq. (6) is non-negative, hence 397 having a well-defined biological interpretation.
398
We converted the core's output feature maps z l , shared by all neurons, to the activity of individual neurons via a linear readout for each of them (Fig. 1B) . To do so, we factorized the readout into spatial readout weights a uv,i ≥ 0 and feature readout weights b l,i ≥ 0 that pick the relevant locations and features,r i = (a uv,i b l,i ) z uvl .
Here, u, v index space and i indexes neurons. This factorization is beneficial because it reduces the number of parameters in the readout. Also, we wanted to ensure that the readout does 400 not model any complex computations, which we achieved by this factorization and the non-401 negativity of the readout weights. Additionally, we limited complexity by imposing a sparseness 402 prior on both weights, because each neuron should only respond to its receptive field which 403 is represented by a sparse spatial readout weight and should not mix many different features 404 which corresponds to a sparse feature readout weight. The readout can, however, model a 405 complex cell (Hubel and Wiesel, 1962) by linearly combining multiple channels of the shared 406 feature space.
407
To optimize our model's parameters, we maximized the log-likelihood of the model's predictions given the data. To do so, we assumed that neurons' spikes are produced by a Poisson process. Our model predicts the average spike countr of a neuron, hence the probability of observing r spikes in the experiment is
From that follows the Poisson log-likelihood
for all neurons i and all stimuli x j . A neuron's response r i ≡ r i (x j ) depends on the stimulus x j , which we suppress in our further notation for better readability. For implementation reasons, we wanted to minimize the Poisson loss function
which is the negative of the Poisson log-likelihood (Eq. 9), where we omitted ln(r i !) since this 408 term does not depend on our model.
409
Furthermore, two terms regularizing the model's parameters were applied to the loss. We imposed a smoothness prior on the kernels w k to ensure the spatial continuity of the predictors' receptive fields. The according penalty on the loss for not-smooth weights was determined with a Laplace filter L to be
Due to their receptive fields, neurons only respond to a small, localized area of the visual field, which is why we imposed a sparsity regularizer on the spatial readout weights a uv . Furthermore, neurons should only pool from a small set of feature maps to ensure that the readout does not perform complex computations. Thus we imposed a sparsity regularizer on the feature readout weights b l as well. We achieved this by adding the L 1 -norm of both weights
to the loss function.
410
The final loss function to minimize with respect to our model's parameters is
where λ smooth and λ sparse are hyper-parameters which set the strength of the smoothness and 411 the sparsity regularizer, respectively. To extend our DN model to capture normalization from the spatial surround of a unit's classical RF, we replaced the weighted sum accounting for normalization (Eq. 6) by a convolution that also covers space, keeping the rest of the original DN model unchanged,
The new shared feature space z l consist of all element-wise operations where the normalization 414 feature maps s l represent the strength by which the excitatory drive y n l l is normalized. The 
419
For a larger convolutional kernel p, the feature maps s have smaller spatial dimensions than the 420 excitatory feature maps y due to the valid convolution. To be able to perform the element-wise 421 division, we symmetrically cropped the excitatory feature maps y so that the resulting feature 422 maps had the same spatial dimensions as s.
423
Additionally, we wanted to keep the complexity (number of parameters) of the linear readout 424 constant for all the size choices of the normalization kernel p. To this end, we slightly modified the 425 image prepossessing: after down-sampling the full images by a factor of two, we symmetrically 426 cropped them to a size that corresponds -after a forward pass through our model -to a shared 427 feature space of spatial dimensions 34 px × 34 px. In the particular case of a normalization 428 kernel p of size 7 px × 7 px, the input images needed to be larger than the actual stimulus size 429 to fulfill that constraint. Thus, we removed any offset at the masked out edges of the images 430 by shifting their mean accordingly, and introduced the necessary zero padding. Overall, this 431 process enabled a fair comparison across all sizes of p.
432
To keep the kernel size of p computationally tractable, we used convolutions with a dilation factor of five to be able to pool from a relatively large extra-classical RF while using few parameters. If we would compute the convolution directly on the feature maps y n k k , the dilation would lead to a situation in which some elements in the feature map y n k k are not accounted for by the convolution's inner product for one specific position of the convolutional kernel, i. e. one specific element in the suppression feature maps s l . To consider all those elements in the inner product computation of the convolution, we introduced a preceding average pooling with a 5 px × 5 px pool size (same as the dilation factor) and stride one. Then, all the information is pooled over and weighted by exactly one weight of the convolutional kernel. In this view, the pools of neighbouring weights of the dilated kernel have coinciding boundaries. So in addition to implementing shift invariance (see Section 4.2), the average pooling makes sure that we do not loose information for the extended DN model. Due to this pooling, a normalization kernel p of spatial size 3 px × 3 px would spatially cover a normalization pool of size 15 px × 15 px. We further reduced the number of parameters by a rank-two decomposition separating spatial integration c and the feature weighting d,
Like before, u, v index space and k indexes the features to pool from. We constrained c and d 433 to be non-negative to make sure the denominator in Eq. (14) Since the divisive normalization computation in our model was completely learned from the data, we wanted to compare to a baseline model that is purely data-driven as well. For this, the current state-of-the-art model is a black-box convolutional neural network with three layers (Cadena et al., 2019) . Its first convolutional layer consists of a kernel with spatial size of 13 px × 13 px and for the second and third layer of size 3 px × 3 px each. All layers use 32 channels, batch normalization (Ioffe and Szegedy, 2015) and ELU nonlinearity (Clevert et al., 2015) ELU
Similar to our model's architecture, the core part of the CNN model results in a nonlinear 
Convolutional subunit model
Our convolutional subunit baseline model is structurally a one-layer convolutional neural network with multiple filters followed by a readout. It is exactly the same as our divisive normalization model (Section 4.2) but with the normalization function (Eq. 6) replaced by the identity function z l = id(y l ) = y l .
Hence, the only difference to our DN model is the lack of normalization. The shared feature the optimal parameters to be λ sparse = 2.59 · 10 −6 and λ smooth = 4.98 · 10 −5 . The optimal 522 weights of the nonspecific DN model were λ sparse = 3.98 · 10 −7 and λ smooth = 1.11 · 10 −5 . 
This measure corrects for observation noise, which variance σ 2 noise we estimated with Eq. (3). To analyse how the preferred orientation of the features being normalized depend on that of the features providing normalizing inputs ( Fig. 4-6) , we determined for each feature map whether it extracts oriented features and -if so -its preferred orientation. To do so, we windowed each convolutional kernel with a Gaussian window (SD: 3 px), normalized it and then computed its 2D power spectrum (using the discrete Fourier transform with 64 × 64 samples). We then quantified how power spectral density is distributed across orientations by computing a mean resultant vector m given by:
where F uv is the Fourier transformed kernel, R = {(u, v) : 0.3 < √ u 2 + v 2 < 0.7} contains all 536 frequencies between 0.3 and 0.7 (with 1.0 being the Nyquist frequency), φ = atan2(v, u) is 537 the orientation, i the imaginary unit and the factor 2 in the complex exponential accounts for 538 the fact that we are interested in orientation, which is periodic in 180 • or π. If all power in a 539 kernel is concentrated in one orientation, the mean resultant vector will be long, whereas an 540 unoriented kernel will have a mean resultant vector near zero. Based on visual inspection of the 541 kernels in one model fit, we found m = 0.4 to be a reasonable threshold for separating oriented 542 from unoriented features and used it as a heuristic for further analyses. We did not explore 543 other thresholds to avoid issues with multiple comparisons and post-hoc statistical testing.
544
To quantitify how strong a feature l is normalized by other features k, we computed the average 545 normalizing input, which is given as the expected value (over images) of the product p kl · y kuv (x) 546 in Eq. (1). Since this normalization input depends on the stimulus, we computed its expected 547 value of all images in the validation set. We removed the dependence on space by averaging 548 over all locations within the feature map. To verify that all features contribute to normalization, we analyzed the readout feature weights 551 for the best ten models (assessed in terms of performance on the validation set). However, 552 there are two issues that prevent a direct comparison across models and neurons of the feature 553 weightings. First, the factorization of the readout into spatial and feature weightings is not 554 unique: scaling the spatial weights (a in Eq. (7)) by a factor β whilst scaling the feature weights 555 (b in Eq. (7)) by 1/β yields the same output limiting comparisons across neurons. Second, a 556 similar exercise between the normalization weights p and the semi-saturation constant σ (Eq. 6) 557 impedes comparison across models. To solve these issues, we normalized the feature readout 558 weights across channels for this control analysis so that the resulting vectors for each neuron 559 and model convey how much a certain channel contributes to predict a neuron's response 560 compared to the other channels, making the feature readout weights comparable across neurons.
561
Next, we averaged these weights across neurons to assess the importance of the channels in a 562 model. Since these normalized feature readout weights were comparable across both neurons 563 and models, we calculated a collective distribution of the averaged feature readout weights 564 from the best ten models. To make sense of this distribution's absolute values, we evaluated its 565 width in terms of the coefficient of variation, which is the standard deviation in units of the 566 mean. 567 4.10 Implementation details 568 We used Tensorflow (Abadi et al., 2015) to implement models as well as Python, which we 569 additionally used for data analysis. We optimized models with the Adam optimizer (Kingma and 
