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ABSTRACT
Several aspects of land surface-atmosphere interactions cannot be adequately captured by
climate models, due in part to inadequacies in representing small scale processes in space and
time, such as diurnal cycles, convection, and cloud microphysics. Individual and collaborative
modeling efforts with climate models and reanalyses have established various parameters
that attempt to diagnose the magnitude of connections between land surface conditions
and atmospheric responses, such as soil moisture and precipitation. As global precipitation
patterns change, the regions that experience high degrees of coupling between the land
surface and atmosphere are likely to be impacted most. Within this study, we focus on two
regions where we suspect coupling between the land surface, topography, and the atmosphere
is significant: the Sierra Madre Occidental mountains of western Mexico, and the Western
Ghats of India, and investigate the processes behind these connections in detail.
While these regions possess their own unique meteorological challenges, including sparse
observational networks of land surface and meteorological fields, the orography in each case
acts as the primary regulator of heat and moisture in monsoonal flows. We use the recently
developed Land Information System (LIS) to generate both realistic and hypothetical land
surface conditions to use in sensitivity tests with the Weather Research and Forecasting
model (WRF) at high resolutions (5 km) over seasonal time scales to capture the intricacies
of dynamical processes occurring between the land surface, terrain, and atmosphere. We
find that fluxes of heat and moisture from the surface in these regions of complex terrain act
as additional, but secondary, controls on orographic precipitation that modulates the flow of
moisture onshore and upslope. Both regions exhibit strong diurnal cycles in meteorological
fields, land surface parameters, and convective parameters which lead to diurnal cycles of
precipitation. Impacts of contrasting initial soil conditions on precipitation intensity, timing,
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and accumulation immediate to the orography are largely negligible on seasonal timescales,
but are robust for up to 30 days into the simulations. Areas further inland, in the lee of the
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Chapter 1
Introduction, Overview, and Motivation
The distribution and character of precipitation across the Earth is changing. Many
of the recent efforts in determining precipitation trends, summarized in Chapter 3 of the
Intergovernmental Panel on Climate Change Fourth Assessment (IPCC AR4; Trenberth
et al. 2007), indicate that the sign and magnitude of changes are highly dependent upon
the spatial segregation (i.e. land vs. ocean, tropics vs. high latitudes) and time period (i.e.
past 100 years, past 30 years) under consideration. Over the past three decades, while global
precipitation has not been increasing, individual events have become heavier and less frequent
(Goswami et al. 2006; Trenberth 2011). Changes in land cover, which can alter the hydrologic
cycle through interactions between the land surface and the atmosphere, undoubtedly play
a role in changing precipitation patterns, but the magnitude of the influence of land surface-
atmosphere interactions on the climate system is still uncertain (Trenberth et al. 2007).
One of the major scientific imperatives of the day is to quantitatively ascertain the rel-
ative influence of land surface-atmosphere interactions on precipitation, so better-informed
decisions about the ramifications of potential land cover/land use change can be made from a
hydrometeorological perspective. Current efforts toward this goal are being pursued largely
with climate models and regional reanalyses (e.g. Dominguez et al. 2008; Koster et al. 2004,
2006), which rely upon low-resolution estimates of surface fluxes and evapotranspiration
as calculated from precipitation forcing datasets via methods that often are not mass con-
servative (Trenberth 2011). The present study pushes current boundaries of land surface-
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atmosphere studies by including another important component of land surface-atmosphere
interaction - orographic effects - through the use of coupled land-atmosphere mesoscale
and cloud-resolving models. By testing the response of seasonal high-resolution simulations
to imposed changes in land surface in regions recognized as having strong land surface-
atmosphere interactions and complex terrain, we explore the processes and mechanisms that
dictate precipitation patterns with realistic detail lacking in reanalyses and global models.
The trend toward larger precipitation events with longer intervals between them, along
with changes in spatial distributions of these events, means that less moisture will be available
for soils and vegetation in some areas while others experience a short-lived overabundance.
In this type of pattern, much of the water that falls during heavy events cannot infiltrate into
the ground and instead is diverted to runoff, which implies that over time a net drying of
the land surface will occur. Evidence of drying soils as a response to changing precipitation
patterns from a global perspective is well demonstrated by Dai et al. (2004), showing through
empirical orthogonal function (EOF) analysis that globally, Palmer Drought Severity Indices
have slowly been increasing - especially in in several of the regions demarcated as hotspots
where soil moisture and precipitation are closely coupled (Koster et al. 2004, 2006). Fasullo
(2010) takes these concepts a step further, showing that reduction in relative humidity over
land is paired with large-scale subsidence, increasing the height of the lifting condensation
level (LCL) and the energy required for convective initiation. What will this mean for the
hotspots and other areas vulnerable to climate change?
Physical mechanisms behind land surface-atmosphere interactions and precipitation are
described in Betts et al. (1996) on diurnal and seasonal time scales. Connections between
the land surface and atmosphere are driven by partitioning of the surface radiation budget
(SRB) into different components of surface fluxes. A region with low soil moisture and sparse
vegetation transmits energy from the surface to the lower atmosphere primarily through the
sensible heat flux (SH), which through thermal conduction and convection creates a deep
mixed layer and entrains low θe air from above. The gradient of θe with height is therefore
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minimized, and convective precipitation is not likely to occur. A region with high soil mois-
ture or vegetation cover will transmit more energy through the latent heat flux (LH), impart-
ing some moisture to low levels of the atmosphere through evaporation/evapotranspiration
which act to suppress vertical mixing and reduce boundary layer heights, leading to a higher
∂θe/∂z, decreased stability, and increased likelihood of convective precipitation. This simple
example illustrates a positive feedback cycle between soil moisture and precipitation, and
suggests that this reinforcement can impart a land surface memory, as land surface processes
operate on longer time scales than many atmospheric processes, and can, therefore, impact
meteorology on monthly to seasonal timescales.
Soil moisture and land surface inhomogeneities can induce local circulations (e.g. Segal
and Arritt 1992; Segele et al. 2005), determine sites of convective initiation (Holt et al.
2006), and even enhance local dynamical processes, such as the sea breeze in Florida (Case
et al. 2008). In order to reduce complexity and increase ease of analysis, studies such as
these have been performed over flat or minimal terrain. Variations in elevation add another
dimension to the problem of land surface-atmosphere interaction, where land cover type and
land surface conditions may still play an important role.
The interaction of the land surface, in terms of terrain, with the atmosphere has pro-
found effects on local scales in the absence of strong synoptic forcing (e.g. land/sea breeze,
slope/valley flow) as well as on global scales (e.g. monsoon systems). The effects of orog-
raphy on preexisting flow, such as the interception of moist onshore flow by a mountain
range during a summer monsoon, must also be considered. Theories addressing the basic
mechanisms of orographic flow boil down to fluid dynamics problems, which quickly become
nonlinear when flow becomes fast or moisture is introduced. Precipitation produced by flow
over orography can therefore be difficult to predict, but as computational resources improve,
we can begin to postulate and test factors based on basic state variables and properties of
the environment that may help categorize various precipitation patterns through idealized
sensitivity studies.
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Koster et al. (2004, 2006) led a multi-modeling effort with an array of GCMs to identify
regions of high seasonal coupling strength, across the globe, where precipitation is strongly
influenced by anomalous soil moisture conditions, and several similar studies have ensued.
One of these, van der Ent et al. (2010), which produced a precipitation recycling metric,
noted that their areas of highest coupling strength occurred in wet environments and were
greatly influenced by topography. The scales at which these metrics are determined, however,
are inadequate to get a useful measure of the true magnitude of the combined degree of land
surface-atmosphere and terrain interactions. Two regions of complex terrain which exist on
outlying boundaries of land surface-atmosphere interaction hotspots been chosen for the foci
of this study.
One region of study is the domain of the North American Monsoon Experiment (NAME
Higgins et al. 2006). The North American monsoon (NAM) provides life-sustaining sea-
sonal rainfall to typically arid and semi-arid regions of western Mexico and the southwestern
United States from May through September. Gochis et al. (2004) has shown that a moun-
tainous subset of this area known as the Sierra Madre Occidental (SMO), whose dominant
ridgeline lies, on average, parallel to the coast ∼350 km inland, receives 50-80% of its annual
water resource from precipitation associated with the NAM. Deep convection that devel-
ops along the slopes of the SMO is an important driver of monsoon precipitation, and has
been observed to occur in a diurnal pattern that may be dependent on smaller-scale features
such as orography, land cover, sea breezes, and local moisture transport. It is hypothesized
that smaller-scale spatial and temporal features interact with regional and larger-scale dy-
namical forcings in a way that models are unable to represent well, because the underlying
mechanisms and physical processes controlling this cycle of convection are not sufficiently
understood (Higgins et al. 2006).
Coordinated modeling efforts simulating convection in the NAM (NAMAP and NAMAP2;
Gutzler et al. 2005, 2009), have helped identify challenges for models on all scales, namely
transitioning from improper convective parameterizations to resolved precipitation and cop-
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ing with insufficient land surface data for boundary conditions as well as validation. This
study addresses these issues by performing simulations at high resolution with a special-
ized land surface initialization dataset and comparing model results against available surface
data.
The Western Ghats (WG) of India is the second region of interest studied. Rising an
average of 800 m with peaks of 1100 m, the WG form an escarpment ∼50 km inland,
parallel to the coastline. The asymmetric shape and position of the WG makes them a
uniquely crucial player as a regulator of heat and moisture in the monsoon system as they
help instigate convection along their slopes as well upstream over the eastern Arabian Sea.
Theories of orographic precipitation here began to spring up in the 1980s as Smith and Lin
(1982), Grossman and Durran (1984), Smith (1985), and Lin and Smith (1986) performed
highly idealized, perhaps oversimplified, 2D simulations of flow over the WG to explain the
dynamical processes responsible for offshore precipitation estimated by satellite brightness
temperatures.
Extreme rainfall in Mumbai on 26 July 2005 provoked a spate of studies of the event,
two of which (Kumar et al. 2008; Lei et al. 2008) included high-resolution coupled land
surface-atmosphere modeling. Through sensitivity studies, both groups determined that the
inclusion of more detailed topography, heat and moisture fluxes from the ocean and land,
and representation of urban regions resulted in significant improvement in simulating the
location and magnitude of this record-breaking precipitation event. These studies speak to
the importance of understanding potential effects of land cover and land surface change on
larger scale precipitation patterns, and how they might be influenced by terrain. Scientific
understanding of the complex interactions between the land surface and atmosphere in this
region needs to improve rapidly, as India changes its agricultural practices in order to support
its growing population.
How do different land surface conditions affect precipitation patterns over the SMO and
WG? This study will test the hypothesis that land surface conditions have important im-
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plications not only for the location and timing of convective initiation, but also for the life
cycles of precipitating systems in regions of complex terrain. Implied within this hypothesis
is the assumption that high-resolution modeling studies will be capable of resolving land sur-
face, atmospheric boundary layer, and precipitation processes realistically, and meaningfully.
This study will help solve outstanding questions about the diurnal cycle from NAME Higgins
et al. (2006) and fill in gaps of previous modeling efforts in the NAM region (Gutzler et al.
2005, 2009). Work following a similar methodology undertaken for WG gives an unprece-
dented look at the local meteorology at such high temporal (30 min) and spatial resolutions
(5 km), and builds upon other shorter-term land surface-atmosphere interaction studies in
western India (e.g. Kumar et al. 2008; Lei et al. 2008). Through investigations of both of
these regions of complex terrain at high temporal and spatial resolutions, we contribute to
the scientific understanding of the dynamics linking land surface and orographic effects on
diurnal and seasonal time scales, which can guide future hydrometeorological studies and
policies and contribute to improvement of parameterization schemes.
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Chapter 2
Simulating the Diurnal Cycle of Convection in the
Sierra Madre Occidental during the North American
Monsoon: Impacts of Soil Moisture Initialization
2.1 Introduction and Background
Exchanges of heat and moisture at the land surface-atmosphere interface modify the low-
level meteorological environment and can ultimately act as controls on spatial and temporal
patterns in precipitation, particularly in regions that exhibit sharp gradients between wet
and dry climates (Koster et al. 2004, 2006; van der Ent et al. 2010). One of these regions
identified by Koster et al. (2004, 2006) over North America extends from the Great Plains
of the United States, south and westward into Mexico, to include the domain of the North
American Monsoon (NAM). After onset of precipitation in June, a rapid vegetation greening
and increase in soil moisture (SM) are observed (Vivoni et al. 2008; Watts et al. 2007).
Topography has strong ties to precipitation patterns in this region (Higgins et al. 2003; Lang
et al. 2007; Nesbitt et al. 2008; Rowe et al. 2008) and is a key regulator of moisture sources
and moisture flux transport (Dominguez et al. 2008; van der Ent et al. 2010), but it has
been suggested that land surface-atmosphere feedbacks also play a modulating role in the
large-scale circulation and local meteorology within the NAM.
Over the NAM region, Douglas et al. (2006), Watts et al. (2007), and Dominguez et al.
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(2008) have argued that precipitation strongly influences surface field variables and vegeta-
tion coverage, but the extent to which the land surface fields impact the local meteorology
is still largely unknown. Two indirect feedbacks have been identified between SM and pre-
cipitation; both of which link SM and partitioning of latent and sensible heating to the
depth of the planetary boundary layer (PBL) and level of free convection (LFC) in trigger-
ing convection (e.g. Betts 2009). In the case of the first indirect effect, wetter (drier) SM
conditions result in higher (lower) latent heat fluxes from the surface and a shallow (deep)
PBL, which favors increased (decreased) convection due to a lowering (raising) of the LFC
and increased (decreased) precipitation (Betts et al. 1996; Eltahir 1998; Findell and Eltahir
2003). A second indirect, but negative, effect is described by Findell and Eltahir (2003)
where drier soil conditions can lead to a rapidly deepening PBL which reaches the LFC
quickly and triggers convection, resulting in increased precipitation relative to wetter soil
conditions. In a series of month-long simulations with dry and moist soil conditions over the
Alps, Hohenegger et al. (2009) found that the assessment of land-atmosphere feedbacks is
highly sensitive to the horizontal resolution of the model and convective parameterization.
Vivoni et al. (2009) carried through a series of tests with 16 different idealized SM initial
conditions in a coupled land-atmosphere mesoscale model ranging from fully dry to fully wet,
and found a positive SM-precipitation feedback in a single-storm case study within a water-
shed in northern Sonora, Mexico. A coupled land surface-atmosphere framework employed
over the southeastern U.S. by Case et al. (2008) revealed that high-resolution, more accurate
initial land surface conditions resulted in improved temperature and dewpoint forecasts as
well as improved timing and location of sea-breeze fronts on a diurnal timescale. We use
insights and methodologies gleaned from the work described above and focus on the influence
of initial land surface conditions on intraseasonal variability and diurnal cycles in the NAM
within a highly controlled modeling framework.
The current conceptual model of the NAM diurnal convective cycle has emerged from
analysis of radar, ground-based, and satellite data obtained as part of the North American
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Monsoon Experiment (NAME, Higgins et al. 2006). Siting of radar and ground-based in-
strumentation used in NAME relevant to the current study, as well as the area of interest
(referred to hereafter as the NAME region) and sites used for analysis in the current study
can be seen in Figure 2.1. A summary of the hypothesized meteorological scenario follows,
and is explained in more detail by Nesbitt et al. (2008), Ciesielski and Johnson (2008), and
Hong et al. (2007). During the NAM, convective systems tend to initiate in higher terrain of
the Sierra Madre Occidental (SMO) of northwestern Mexico around 1100-1200 Local Time
(LT) primarily due to more efficient insolation at higher elevations. Convective systems are
initially relatively shallow, most likely because of a lack of moisture and therefore lower
convective available potential energy (CAPE). Storms are steered westward by prevailing
winds and intensify as they encounter increasingly available moisture at lower levels. These
deep convective systems initiate around 1500 LT and result in a secondary, more intense,
precipitation maximum over the foothills. Occasionally, convection evolves into mesoscale
convective systems (MCSs) which propagate north or northwestward into the night. There
are several opportunities for land surface features to influence stages in this diurnal cycle,
such as in convective initiation over the peaks of the SMO, intensity of the land/sea breeze
circulations, and the contribution of low-level moisture by soils and vegetation.
In order to simulate complex interactions on different spatial scales and across multi-
ple scientific disciplines, models must be capable of representing the underlying dynamical
processes adequately. Unfortunately, high-resolution, spatially consistent meteorological ob-
servations and land surface datasets are not available for the NAME region (Zhu et al.
2007). Therefore, we create one set of land surface conditions by spinning up a land surface
model over 2 years, and contrast this with a second set of land surface conditions from the
North American Regional Reanalysis (Mesinger et al. 2006). Additional instrumentation
and observing system enhancements during the Intense Observation Period (IOP) of NAME
2004 (0000 UTC 1 July – 0000 UTC 15 August 2004) provide a well-rounded meteorological
dataset to evaluate model performance.
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By using a coupled land surface and atmospheric modeling system with existing databases
of land surface parameters, we aim to infer potential influences of differing land surface char-
acteristics on the diurnal convective cycle and its forcing in the NAM region. This study
supplements prior approaches of numerical simulations of the NAM where land surface-
atmosphere interactions were not examined in detail (Stensrud et al. 1995, Li et al. 2008,
NAMAP; Gutzler et al. 2005; NAMAP2; Gutzler et al. 2009), contribute to the understand-
ing of the physical and dynamical processes that lead to precipitation in this region, and
help prioritize future efforts in model improvement or enhanced observational networks. The
objectives of our study are to (1) determine the influence of differential soil moisture on the
intensity of the sea breeze, (2) evaluate the response of LCL height and convective initiation
along the SMO to differential soil moisture, (3) establish the phase and magnitude of the
diurnal cycle of precipitation in this region according to our scenarios, and (4) determine the
significance of the role of the planetary boundary layer parameterization in our simulations
of the diurnal cycle.
The structure of this paper is as follows: Section 2.2 details the methodology and data
used herein, including our meteorological and land surface modeling framework as well as
boundary condition and observational datasets. Section 2.3 includes analysis and discussion
of the seasonal evolution of land surface and meteorological variables, Section 2.4 covers
average diurnal cycles of land surface and meteorological variables, and Section 2.5 examines
the diurnal cycle of precipitation. Section 2.6 looks at point-based analyses of meteorological
variables and metrics as compared with surface observations. The final section, Section 2.7,
offers a summary and concluding remarks.
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2.2 Data and Methods
2.2.1 Experimental Design
To test the sensitivity of the meteorological environment and precipitation patterns to
the state of the SM and soil temperature (ST) early in the monsoon season, four season-long
simulations were performed. Due to the paucity of land surface data, two equally probable
land surface states were used: one set of initial land surface conditions was generated by
running a land surface model oﬄine; the other set was taken from the North American
Regional Reanalysis (NARR; Mesinger et al. 2006). NARR, an effort of the National Center
for Environmental Prediction (NCEP), is intended to be used as a long-term, dynamically
consistent, high-resolution, high-frequency, atmospheric and land surface hydrology dataset
for the North American domain (Mesinger et al. 2006). NARR has been used in other studies
of land surface-atmosphere interaction in the NAM (Dominguez et al. 2008; Vivoni et al.
2008) and serves as a sensible complement to our specially generated land surface dataset
while also representing the case of the typical user. NARR and our specialized land surface
initialization process both use the Noah Land Surface Model (LSM).
2.2.2 LIS and the Noah Land Surface Model
The Land Information System (LIS; Kumar et al. 2006; Peters-Lidard et al. 2007), de-
veloped at the NASA Goddard Space Flight Center, is a land surface modeling framework
designed to streamline the task of processing and using data in one-dimensional LSMs. With
a few exceptions (detailed below), forcing and parameter datasets used in this study gen-
erally follow those in the methodology of Case et al. (2008), which used LIS and WRF in
coupled manner to examine land surface-atmosphere interaction in the southeastern U.S.
The Noah LSM (Ek et al. 2003) within the LIS framework is used to spin-up a set of initial
land surface conditions for WRF, as it is the only LSM common to both LIS and WRF.
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Using a unique spin-up for this study is important for two main reasons. Firstly, features of
the land surface, such as soil moisture, have memory that is on significantly longer timescales
than meteorology (e.g. Zhu et al. 2007). Secondly, essentially no land surface observations
are available for our region of interest prior to NAME (Zhu et al. 2007), and only one site in
our domain reported SM and ST during the NAME IOP. Spinning up land surface conditions
gives us a spatially coherent dataset of arguably better quality than reanalysis datasets due
primarily to much higher resolution information than interpolation from reanalysis. Rodell
et al. (2005) recommends that spin-up be performed for a period as long as possible prior to
initialization of the meteorological model, and further notes that arid regions are particularly
slow to adjust after an anomalously wet or dry initialization. This will likely be important
for the arid and semi-arid conditions present in the NAME region; therefore we undertake
a series of sensitivity tests to ensure proper initialization for our subsequent coupled model
simulations.
2.2.3 LIS Spin-up
Fourteen separate LIS spin-ups were performed with a minimum run-time of 2 months
and maximum run-time of 4 years, in order to look for sensitivity of the core NAM region to
spin-up time and LSM time step. Because the NAME IOP and our WRF simulation period
begins almost a month after monsoon onset, the last month of spin-up (June 2004), includes
the first few rainfall events of the monsoon season.
The current configuration of forcing and parameter datasets required by LIS to run the
Noah v.2.7.1 LSM (same version used in NARR) are described below and in Table 2.1. Sim-
ulations in each case were initialized from cold start conditions with prescribed ST of 290 K
and SM of 30%. For the meteorological forcing dataset, NCEPs Global Data Assimilation
System (GDAS; Derber et al. 1991) was used; 6 hr GDAS data were reduced to 3 hours for
use with LIS. The parameter datasets used by Noah were chosen in order to maintain consis-
tency between the LIS spin-up and the WRF model runs, and are consistent with Case et al.
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(2008). All parameter datasets were converted from a native 1 km horizontal grid resolution
to 5 km and 25 km grids. Soil texture, elevation, and land cover-land use datasets as used
in LIS and WRF at 5 km horizontal resolution are shown in Figure 2.2.
Greenness vegetation fraction data derived from the Gutman and Ignatov (1998) AVHRR
global monthly 5 year climatology, at 0.1444◦ resolution is instead interpolated daily, from
monthly values. Note that dependent on monsoon precipitation, a swift and dramatic veg-
etation greening occurs (Vivoni et al. 2008; Watts et al. 2007); the interactions between
green-up and atmospheric feedbacks is not addressed herein.
Time series of surface conditions at three sites representing conditions along the coastal
plain (Obispo - 27 m, 24.28◦ N, 107.16◦ W; see Figure 2.1), slopes (El Palmito - ELP;
1925 m, 23.6◦ N, 105.8◦ W), and peaks (Cienega de Nuestra Sen˜ora - CNS; 2483 m, 25.0◦ N
106.3◦ W) are plotted in Figure 2.3 in order to ascertain characteristics of the last month of
spin-up, which coincides with the beginning of the 2004 monsoon (June 5 noted by Gutzler
et al. 2009). Data at 0-10 cm and 10-40 cm, extracted from the nearest gridpoint (5 km grid
spacing) in LIS spin-ups are compared against data from the nearest gridpoint in NARR
(32 km grid spacing). Actual elevations of each site differ with the point of elevation of
the nearest gridpoint in LIS and NARR (Table 2.4) due to differences in resolution of each
native dataset.
NARR STs at all three examined sites, especially at CNS are on average and in the
diurnal extreme, are higher than those in the LIS spin-ups. The top layer of SM at all
three sites is characterized by spikes in SM (and coincident dips in ST), revealing differences
in precipitation forcing used by LIS and NARR. The most striking differences are seen
at Obispo, where three distinct precipitation events occur in NARR and only two small
magnitude events occur in GDAS. The sensitivity to spin-up duration shows results converge
after approximately two years of spin-up time and that longer spin-up times result in lower
SM along the coastal plain. Less sensitivity to spin-up time is observed at ELP and CNS
and despite differences in the precipitation events, NARR and LIS values by the end of the
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spin-up compare well. A diurnal signature appears at all sites as a stepwise function, where
SM remains relatively constant overnight and diminishes due to evapotranspiration fueled
by daily insolation. Because of the convergence of results in SM and ST to a spin-up time
of approximately two years, we consider this duration of spin-up to be sufficient to produce
an equilibrium state. Hence, the land surface conditions at the end of the 24 month spin-up
with 15-second timestep were used as one set of initial land surface conditions for WRF.
To understand the differences in ST and SM fields between the LIS and NARR output,
Figure 2.4 contrasts cumulative precipitation for January 1, 2003 – June 30, 2004, which is
used as meteorological forcing for the land surface models in LIS (Figure 2.4a) and NARR
(Figure 2.4b). Accumulated rainfall in NARR (Figure 2.4b) shows much-diminished maxima
over the SMO, as compared with GDAS model generated precipitation (Derber et al. 1991),
a significantly weaker gradient from the coastal plain to the peaks of the SMO. Precipitation
data in NARR is model-generated; however it is nudged toward an analyzed blend of satellite-
derived and surface rain gauge data (RCDAS; Mesinger et al. 2006). Ruane (2010) reviews
the consequences of precipitation assimilation in NARR and shows that the precipitation
field is heavily corrected in the SMO. As an additional note, discontinuities in precipitation
along the border of the United States and Mexico are attributable to a disparity of rain gauge
distribution across the border as well as a change in precipitation input beginning in 2003,
previously documented by Mo et al. (2005). It is evident that trends seen in the point data
are due to systemic differences in precipitation distribution of each forcing dataset, which
translate to differences of SM and ST used in WRF initialization.
The final states (0000 UTC 1 July 2004) of the 0-10 cm layer SM and ST from the LIS
spin-up and NARR are shown in Figure 2.5. The steep gradient in GDAS accumulated
precipitation from the coastal plain to the high terrain of the SMO (Figure 2.4) contributes
to the intense SM gradient of nearly 0.30 cm3 cm−3 in land surface conditions generated by
LIS. The blocky pattern to the horizontal discontinuities in SM contours (Figure 2.5b) follow
variations in soil texture (Figure 2.2a); Soil with higher clay content in along the slopes of
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the SMO retains more moisture than the sandy and loamy soils, resulting in discontinuous
moisture gradients where the delineation in soil texture exists according to the parameter
dataset. Differences in SM show more coherent elevation-dependent patterns in Figure 2.5c
than the point data revealed in Figure 2.3, with much higher SM values present over higher
terrain, and drier conditions along the coastal plain for LIS-generated surface conditions
relative to NARR.
Differences between NARR and LIS-generated 0-10 cm ST also show elevation-dependent
trends. It is clear that the LIS-generated ST benefit from improved resolution of ridge and
canyon networks. The most notable difference is higher NARR STs over high terrain, linked
with lower NARR soil moisture. Trends along the coastal plain and slopes are less discernible
but can be accounted for by soil properties and precipitation in these areas. In NARR con-
ditions, the northern portion of the coastal plain is relatively dry, while the southern portion
is more moist. The lighter, more uniform precipitation in NARR results in dry SM in the
north and moist in the south due to differences in the hydraulic properties of the soil (north
with lower clay content, south with higher clay content). Because very little precipitation
falls on the coastal plain overall in GDAS, dry conditions are fairly ubiquitous here. With
the identical land surface model used in generation of both initial conditions, the most pro-
nounced combined effect of soil-vegetation parameters and differences and meteorological
conditions (Figs. 2.5c, f) are that NARR has much wetter conditions along the coastal plain
and drier conditions over the peaks of the SMO as compared with LIS conditions.
2.2.4 Meteorological Model: WRF
The Advanced Research WRF (WRF-ARW; Michalakes et al. 2001; Skamarock et al.
2005) is a state-of-the-art mesoscale numerical weather prediction model. When WRF simu-
lations are performed, land surface initial conditions are typically interpolated from a coarse
reanalysis dataset such as the NARR. A major benefit of using LIS with WRF is that both
systems use the same grid configuration, and calculated land surface conditions are on the
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exact gridpoints the meteorological model uses. We ported the output from our LIS spin-up,
which includes SM and ST, a mask for land/ocean, and canopy water into our WRF sim-
ulation by way of the WRF pre-processing system (WPS). Nested WRFv.2.1.2 simulations
were performed with 2-way interaction for the 45-day period of 00 UTC 1 July – 00 UTC
15 August, concurrent with the NAME IOP (Higgins et al. 2006). The outer domain (d01)
has horizontal grid spacing of 25 km and covers Mexico and the US south of ∼31◦ N (Fig-
ure 2.1). For selected simulations, an inner domain (d02) is centered over western Mexico
and the NAME region, and has horizontal grid spacing of 5 km (Figure 2.1). Relevant run-
time specifications, parameters, and modules selected for WRF model runs can be seen in
Table 2.1. The Kain-Fritsch convective parameterization was used in d01 as recommended
by Gochis et al. (2002); convection is allowed to generate explicitly in d02. We acknowledge
that 5 km horizontal resolution is rather coarse for permitting convection, and thus ex-
pect updrafts to be broader and weaker than a higher resolution simulation would produce
(Bryan and Morrison 2012; Weisman et al. 1997). A vertical coordinate with 45 stretched
levels was used such that 11 layers exist below approximately 700 hPa. Atmospheric bound-
ary conditions for all WRF simulations were assigned by a version of NARR enhanced with
observational data from NAME (Mo et al. 2005). Ciesielski and Johnson (2008) show that
the enhanced NARR, despite assimilation of NAME special soundings, does not adequately
represent surface flows and the diurnal cycle of convection as compared with a gridded obser-
vational dataset. Sea surface temperatures are taken from the enhanced NARR, containing
a merged sea surface temperature analysis (Wang and Xie 2007) for initialization only.
Four sensitivity tests performed for this study are tabulated in Table 2.2. Two model
configurations are implemented, with either NARR or LIS initial land surface conditions.
This set of simulations is considered to be the control case and the configuration described
above applies (referred to collectively as 5km; independently as LIS-5km, NARR-5km). The
second set is identical to the control case, but uses the Yonsei University (YSU) PBL scheme
(Hong et al. 2006) which explicitly treats entrainment at PBL top and does not treat TKE as
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a prognostic variable (referred to collectively as 5km-PBL; independently as LIS-5km-PBL,
NARR-5km-PBL).
Figure 2.6 shows the mean terrain height and geographic features of interest covered by a
35◦ counterclockwise-rotated reduced dimension analysis (RDA, as in as in Lang et al. 2007,
region of analysis shown in Figure 2.1). Similar to Lang et al., the delineations of geographic
regions relevant to analysis, measured as distance from the western boundary of the rotated
coordinate system, include the average coastline around 225 km, the coastal plain at 300 km
inland, the foothills and slopes which lie east of 300 km, the peaks and high terrain which
cover 375-450 km, and the high terrain and plateau that exist beyond the peaks east of
450 km from the western boundary of the analysis domain.
2.2.5 Other Data
We compare our simulations with three relevant observational datasets. One is version
2.1 of the Colorado State University (CSU) NAME radar composites (Lang et al. 2007; Nes-
bitt et al. 2008), which is a 0.05◦ lat-lon, 15 min resolution composite of low level radar
sweeps from three radars covering most of the time and space coverage of the RDA domain
during NAME. Rainfall is estimated from attenuation-corrected radar reflectivity using a
polarimetrically-tuned relationship derived for the NAME campaign. To evaluate simulated
surface variables, the 1 h, 0.25◦ lat-lon resolution CSU Surface Gridded Dataset (version 2.0,
Ciesielski and Johnson 2008) is used, which incorporates routine and special surface obser-
vations during NAME. Observed temperature and dewpoint from HOBO Event Recorder
temperature and relative humidity measurements were provided by A. Douglas (Creighton
Univ.).
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2.3 Seasonal Evolution of Land Surface Fluxes
RDAs of SM, latent heat (LH) flux, and sensible heat (SH) flux are shown in Figure 2.7 for
the 45-day period of the NAME IOP, beginning 0000 UTC 1 July 2004 in 30 min increments.
A clear diurnal cycle is present in all variables, and in accord with the results from the spin-
up comparisons, SM at the 0-10 cm level (Figs. 2.7a, b, c) in both NARR-5km and LIS-5km
begin the simulation period with relatively low values over the coastal plain and plateau;
higher values exist across the slopes and foothills. Maximal differences between the NARR-
5km and LIS-5km simulations exist near initialization over the coastal plain, however they
deteriorate after 5-7 days. Differences persist and even strengthen over the peaks through
July. The distinct eastern bound of higher SM over the peaks may be due to the abrupt
transition from wet to dry initial conditions evident in Figure 2.5b as well as the delineation
from forest over the peaks to shrubland and grassland on the plateau east of the peaks of
the SMO.
LH fluxes (Figs. 2.7d, e, f) over the coastal plain in the LIS-5km simulation are con-
spicuously absent at the beginning of the period, coincident with SM near the evaporation
threshold (0.066 for loam and 0.103 cm3 cm−3 for clay loam, respectively). LH flux maxima
gradually increase with time along the coast in both LIS-5km and NARR-5km simulations,
but the difference plot (Figure 2.7f) reveals NARR-5km retains consistently higher LH fluxes
along the coastal plain through the entire simulation, while LIS-5km has higher LH fluxes
on the peaks, again consistent with SM difference plot.
Near initialization, SH fluxes exceed 400 W m−2 over the coastal plain in the afternoon
in LIS-5km simulations and are on the order of 100 W m−2 lower in NARR-5km simulations,
linked to the wet (dry) SM in NARR-5km (LIS-5km). Differences in LH and SH fluxes
persist through the entire period, though are most pronounced during the first 30 days. It is
important to note that in both simulations (more evident in LIS-5km where high SM exists at
high elevation initially), a downslope-propagating pattern in increasing SM is apparent. This
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is the general pattern observed in previous studies of precipitation near the SMO (Douglas
et al. 1993; Gochis et al. 2004), and Watts et al. (2007) has observed a downslope and
westward greening with time, early in the monsoon season.
To better understand the range of expected soil conditions in this data-sparse region and
how the model performed, ST and SM from OBI, the only site within the study region,
are compared side-by-side with data from the nearest WRF gridpoint in Figure 2.8 (actual
site elevation and WRF representation in Table 2.4). Due to power outages, observational
data (1-min intervals) are only available for limited periods. ST, measured at 5.0 cm, is
compared directly with 0-10 cm ST output (value output from the Noah LSM is the layer
average) from WRF LIS-5km and NARR-5km simulations (Figure 2.8a). Observations from
the NOAA Supersite compare well with both simulations, but better with LIS-5km. The
observed ST from July 26 onward exhibits higher afternoon maxima and lower overnight
minima, visibly deviating more from both 5km simulations. Soil moisture data from a depth
of 5.0 cm was not taken at Obispo; measurements taken at 15.0 cm are compared with WRF
output from the 10-40 cm soil layer (Figure 2.8b). While the overall offsets from observations
remain consistent through the period, NARR-5km SM is more punctuated by rapid charges
of SM than in LIS-5km, perhaps due to increased hydraulic conductivity of the soil with
higher moisture at initialization. Observations are nearly equidistant from both LIS-5km
and NARR-5km simulated values July 13-16. Note that the stepwise nature of the increase
in observed SM toward the end of the simulation appears very similar (though the timing
is late by 2 days) to LIS-5km, increasing confidence that the modeling system may yield a
realistic portrayal of the hydroclimatology of this region. Inspection of the seasonal evolution
of meteorological variables shed more light on possible feedbacks and interconnections, which
are addressed in the next section.
19
2.4 Seasonal Evolution of Meteorological Variables
RDAs of the seasonal evolution of rainfall, 2 m mixing ratio, planetary boundary layer
(PBL) height, and zonal wind component are seen in Figure 2.9. In both the simulations
(Figs. 2.9a, b) and radar observations (Figure 2.9c), the diurnal cycle of rainfall is evident,
precipitation events initiate along the peaks and eastern slopes and propagate westward
(downslope) with time. Longer time-scale transient features are also seen drifting westward
over the span of 2-3 days, first appearing over the plateau (east of 500 km inland) and
producing the heaviest precipitation over the slopes. These are likely associated with the
passage of tropical easterly waves (Lang et al. 2007). From the season-long perspective,
minor differences in precipitation among the simulations are apparent. The most notable
differences in a single precipitation event is one that begins over the peaks on the 31st day of
simulation and produces heavier rainfall in the LIS-5km than in the NARR-5km simulation.
The simulations overestimate the amount of precipitation overall as compared with the radar
composites (note color scale differences).
There are a few reasons for discrepancies. The complex topography of the foothills and
peaks result in beam blockage and underestimation of rainfall in these regions (Lang et al.
2007), and the location of the NAME radars on the coast limit the eastward extent of data
to the peaks, or approximately 400 km inland in the RDA. Radar composite precipitation
may be in excess over lower elevations due to low-level evaporation, which may be signifi-
cant over the coastal plain (Nesbitt et al. 2008). The single moment microphysics scheme
used in this study may suffer where evaporation is significant (Lim and Hong 2010). Al-
lowing explicit convection at 5 km also plays a role, as only weaker, larger updrafts can
be resolved by the model which reduces the surface area of the cloud that is susceptible to
entrainment/detrainment. Simulations of deep convection by Bryan and Morrison (2012)
showed decreased evaporation and higher rainfall in 4 km horizontal resolution simulations
as compared with higher resolutions.
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A strong gradient of 2 m mixing ratio attends the slopes, where higher mixing ratios
(Figs. 2.9d, e) propagate eastward (upslope) onto the plateau. Differences (Figure 2.9f)
of 1-2 g kg−1 are consistent over the coastal plain and western slopes, where NARR-5km
low level moisture exceeds LIS-5km. At the beginning of the simulation, mixing ratios of
8 g kg−1 or less are present in some areas of the peaks and plateau, and gradually rise
through mid-August. Mixing ratios over the coastal plain also trend upward throughout the
simulations.
Higher mixing ratios at low levels in the NARR-5km simulation has an effect on the PBL
height – lower PBL heights are consistently seen over the eastern coastal plain and even over
portions of the western slopes (Figs. 2.9g, h). Differences in PBL height (Figs. 2.9i) diminish
after about 35 days into the simulation, after which differences in low-level moisture become
less distinct. In both LIS-5km and NARR-5km simulations, PBL heights over the coastal
plain, peaks, and plateau diminish through the simulation as SM and low-level moisture
increase.
The zonal component of wind at 10 m (Figs. 2.9j, k) also shows diurnal as well as transient
features. Westerly flow onshore/upslope often exceeds 6 m s−1 with sea-breeze and upslope
mountain flow, and slightly weaker downslope/offshore components overnight. Maximum
differences (Figure 2.9l) in sea breezes occur early in the simulation, closest to initialization
when temperature contrasts are largest between land and the Gulf of California (GoC).
Coincident with transient precipitation features, westward-propagating patterns in easterly
wind take 2-3 days to move from the plateau down to the coastal plain and are followed by
weaker easterly winds, or even slightly westerly winds; suggestive of tropical easterly waves.
Differences in the u-component of wind also occur with large precipitation features. Sys-
tematic differences in the strength of the sea breeze and mountain-valley circulations will
become more apparent in the analysis of the average diurnal cycle. Differences between
free-running LIS-5km and NARR-5km WRF simulations due to differences in initial SM and
ST are perpetuated through the course of the 45-day simulation, with noticeable differences
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in many land surface and low-level meteorological variables through the span of a month. In
the next section we analyze the significance of these differences on the average diurnal cycle.
2.5 Diurnal Cycle Comparisons
RDAs of the mean diurnal cycles (composited at 30 min resolution) of LH flux, SH
flux and their differences appear in Figure 2.10; times have been converted to LT, which is
Mountain Standard Time (UTC − 7 hr). A two-tailed Students t-test was performed on the
differences to evaluate statistical significance. LH flux values in the NARR-5km simulation
ramp up shortly after sunrise (∼0530 LT) on average most vigorously over the coastal plain
and slopes, reaching a daytime maximum of over 300 W m−2 (corresponding to a maximum
surface-atmosphere moisture flux of approximately 0.42 mm h−1, not shown). The increased
SM over the peaks present in the LIS-5km simulations manifests as a mean diurnal maximum
of ∼280 W m−2, located at higher elevations than in NARR-5km. The spatial and temporal
patterns in SH fluxes between NARR-5km and LIS-5km are more similar than in the LH
fluxes. Attendant with opposite in sign changes in LH fluxes, the SH flux values are higher
over the coastal plain with drier conditions in LIS-5km than NARR-5km. Though the
magnitude of the SH flux is greater than LH flux by ∼100 W m−2, differences in both fields
are of comparable value (maximum ∼60 W m−2).
2.5.1 Mean Diurnal Cycles of Moisture, Boundary Layer Height, and Flow
A strong gradient in 2 m mixing ratio is seen across the SMO in Figs. 2.11a, b, with values
surpassing 20 g kg−1 near the coast, intermediate values over the coastal plain (14-16 g kg−1),
and drier conditions on the peaks and plateau below 8 g kg−1. Both simulations reveal the
mean diurnal cycle of moisture moving inland and upslope during the day, and offshore and
downslope at night. The strongest gradients in mixing ratio occur during the late morning
and early afternoon over the slopes, and over the coastal plain and slopes overnight. An
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interesting feature appears after 18 LT, as an airmass of higher mixing ratios (> 12 g kg−1)
is transported eastward over the peaks and over the plateau overnight. Canyons and valleys
intersecting the peaks also play an important role in transporting moisture further inland
at night (not shown). Mixing ratio differences of 1-1.5 g kg−1 seen in Figure 2.11c appear
mainly in the vicinity of the strongest gradients. In both simulations, the PBL height quickly
rises over the coastal plain after sunrise (Figs. 2.11d, e). Higher mixing ratios at low-levels
in the NARR-5km simulation result in lower PBL heights over the coastal plain and western
slopes, and higher mixing ratios at low-levels in the LIS-5km simulation over the peaks result
in lower PBL heights. Over the slopes and portions of the peaks, differences in PBL height
(Figure 2.11f) exceed 70 m during times leading up to convective initiation seen in other
studies (1100-1500 LT; Gochis et al. 2007; Nesbitt et al. 2008; Rowe et al. 2008).
The mean diurnal cycle of the zonal wind component (Figs. 2.11g, h) shows the daily
evolution of the land and sea breezes and a separate terrain-induced flow. Easterly flow >
2 m s−1 that first appears over the slopes (09 LT) and shifts eastward through the evening
can be characterized as terrain-induced flow. Around noon, easterly winds increase over
the coastal plain and offshore, indicating the sea breeze circulation. Both of these easterly
flows act to draw moisture inland and upslope (Figs. 2.11a, b). A convergence zone exists
on the easternmost fringe of the upslope push, where easterly winds meet westerly winds.
Convection initiates along this dryline-like boundary (Figure 2.12). After sunset, a downslope
component of wind develops over the coastal plain and western slopes due to cooling and/or
outflow from rain-cooled air. Weak downslope winds develop overnight over the coastal plain
in concert with a land breeze much weaker than its sea breeze counterpart. NARR-5km and
LIS-5km share similar features, but the strength of the features vary as seen in the difference
plot (Figure 2.11i). Here the confidence intervals show LIS-5km has both stronger sea breeze
flow in the late morning and afternoon over the coastal plain, and weaker winds over the
GoC overnight. The convergence zone propagates upslope slightly earlier in the LIS-5km
run than the NARR-5km, though the differences are not statistically significant.
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2.5.2 Results of Sensitivity Studies on Precipitation
In this section we investigate how and if differences in land surface and meteorologi-
cal variables manifest in differences in precipitation. Figure 2.12a and Figure 2.12b depict
diurnal mean surface rain rate for NARR-5km and LIS-5km, with differences shown in Fig-
ure 2.12c and rain rate derived from the NAME radar composite in Figure 2.12d. Two
precipitation foci spring up just after noon in both simulations; one relatively weak over the
central coastal plain (sea breeze convection), and a strong signal near the location of the
migrating convergence zone over the high SMO slopes (terrain-induced convection). Both
features also appear in the radar composite (Figure 2.12d), though the initiation of light
rain associated with the sea breeze occurs almost 3 h early in the simulations. The only
discernible differences between the simulations lie in the intensity of rainfall produced over
the western slopes on average (15-18 LT), where LIS-5km has slightly heavier rainfall that
propagates downslope with time. The heavy rainfall here is likely due to the intersection of
downslope-propagating convection and the sea breeze. The stronger onshore flow in LIS-5km
enhances the convergence when the two independent diurnal precipitation features meet and
may be the cause of the higher precipitation rate over the eastern coastal plain after 1500
LT. Over high terrain, the simulations produce light rain rates in the late afternoon to early
morning hours over the plateau. While the radar composites do not detect precipitation at
these far ranges (NAME radars were located on the coast), satellite rainfall estimates do
detect a similar evening signal over high terrain (Janowiak et al. 2005).
Because the diurnal cycle is so closely tied to topography in the SMO, we constructed
Elevation Dependent Statistics (EDS) to segregate a core region of the innermost domain into
three elevation categories to collectively assess the evolution of meteorological variables and
parameters. Following Nesbitt et al. (2008), the three categories are: < 500 m is considered
the coastal plain, 500 m ≤ elevation < 2250 m is considered slopes and foothills of the
SMO, and elevation ≥ 2250 m is considered as peaks (Figure 2.1). The number of points
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included in the analysis for each region is presented in Table 2.3 Precipitation EDSs are
shown in Figure 2.13 for all simulations with times in LT. Small differences in half-hourly
rain rates are seen between NARR-5km and LIS-5km; greatest differences occur at the
afternoon maximum where LIS rain rates are consistently slightly greater than NARR, and
reach the maximum 30 min earlier over the slopes and high terrain. The overall progression
of phase and amplitude shift of rain rate is clear: highest rain rates occur 1400-1600 LT over
the highest elevations, appear over the slopes and foothills 1600-1800 LT, then shift to the
coastal plain 1800-0000 LT, in excellent agreement with the timing found in observational
studies (Lang et al. 2007; Nesbitt et al. 2008; Rowe et al. 2008)
The selection of PBL parameterizations has more influence on the diurnal phase and
amplitude of precipitation in our simulations than the soil moisture initialization scenarios.
In simulations with the YSU PBL scheme, the rainfall peak is delayed in both the 500-2250
m and ≥ 2250 m composites by close to an hour and the amplitude of the peak is reduced
by 20-30% (Figs. 2.13b, c). Over the coastal plain, afternoon dual maxima are seen in 5km
and 5km-PBL cases; the first centered about 1700 LT from the sea breeze and the second
centered about 2100 LT due to the arrival of downslope propagating convection. In any
case, the afternoon diurnal cycle, in accord with observations, is several hours later than
the average diurnal precipitation maximum seen in the operational Eta and GFS (Janowiak
et al. 2007) and other regional/global models (Gutzler et al. 2009).
2.6 Results of Sensitivity Studies: Point Evaluation and EDS of
Mean Diurnal Cycles
Average diurnal cycles of observed 2 m temperature at at three sites that lie within
the coastal plain, slopes, and peaks (Culiaca´n - CUL, 66 m, 24.8◦ N 107.4◦W; ELP, and
CNS, respectively) are compared against the average diurnal cycles of model-generated 2 m
temperature for the nearest gridpoint (Figs. 2.14a, b, c), as well as against diurnal cycles
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for EDS categories they represent (Figs. 2.14d, e, f). Estimates of temperature were also
taken from the CSU Gridded Surface Analysis and appear in Figs. 2.14a, b, and c. The
diurnal curves amongst all simulations and observations are in reasonable agreement; and
occur earlier first at highest elevations (1000-1200 LT for CNS, Figs. 2.14c, f) and later for
the slopes (ELP) and coastal plain (CUL, 1200-1400 LT). Observations and the CSU gridded
analysis at ELP indicate a higher maximum temperature than all simulations (Figure 2.14b),
which may be due to local effects that are not represented well with the limitations presented
by the horizontal resolution of the model.
Similar to Figure 2.14, average diurnal cycles of observed 2 m dewpoint are shown in
Figure 2.15. Dewpoint temperatures, while varying more than temperature amongst simu-
lations and observations, follow similar diurnal trends for each site and elevation category.
Two different trends appear in the site data, which can be explained by proximity to the
coast and low level moisture from the GoC. At CUL (Figure 2.15a), dewpoints are relatively
stagnant overnight, but increase slightly near sunrise. Dewpoints drop in the morning hours
due to mixing down of drier air aloft, but begin to increase again around noon as the the sea
breeze brings moisture from the GoC. Dewpoints recover through the evening as moist air
is drawn inland. At ELP and CNS, which are much further inland from the coast, the mod-
ulating effect of the GoC airmass has a different influence. Dewpoints diminish through the
night and reach a minimum first at ELP (0400-0600 LT) and slightly later at CNS (0530-0600
LT). After the minimum at sunrise, dewpoints at ELP rise steadily through the morning to
a maximum that varies widely between 1100-1600 LT, while a sharp rise and fall, followed
by a rapid increase in dewpoint seen at CNS through 1600 LT. The erratic looking early
morning peak in dewpoint at CNS is not an artifact; it appears in both observations and all
simulations and appears coincident with lowest PBL and LCL heights when moisture in the
boundary layer is most concentrated vertically and moisture fluxes from the surface begin
to contribute to low level moisture.
The diurnal range of dewpoints are muted in the EDS analyses (Figs. 2.15d, e, f) relative
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to the sites, and describe a much more generalized picture of the daily progression of moisture.
All EDS categories show a decline in dewpoint overnight as light winds are directed offshore,
increasing near sunrise as moisture is concentrated vertically at the point of lowest boundary
layer height of the day, then decreasing as surface heating induces mixing which increases
the depth of the boundary layer. The extent of the morning drying of the atmosphere along
the slopes and peaks (Figs. 2.15e, f) is highly dependent upon the PBL scheme used; more
drying occurs in the LIS-5km-PBL and NARR-5km-PBL cases and is associated with lower
precipitation rates (Figs. 2.13b, c). Dewpoints rise in the late morning and afternoon as
low-level moisture from the GoC is drawn inland by the combined effects of sea breeze and
upslope terrain-induced flow.
It is important to note that the two observational datasets differ by a significant amount:
average difference in temperature is 1.18◦C and in dewpoint is 2.55◦C (Table 2.5), more
than the differences among the model simulations at the sites. Surprisingly, the differences
between NARR and LIS simulations are very slim, but are most notable in dewpoint tem-
perature over the Coastal Plain and at CUL (Figs. 2.15a,d), which is where the most robust
differences in initial soil moisture were present. The overall agreement of site observations
and radar composites with the simulations indicate that our model configuration adequately
represents the physical and dynamical processes that contribute to the diurnal cycle of con-
vection in the SMO. Therefore, we can use convective and other meteorological parameters
(seen in Figs. 2.16 and 2.17) as tools to infer the relevance of soil moisture initialization and
boundary layer parameterization. Given the potential wide applicability to understanding
the local meteorology the results of our simulations might provide, we limit the scope to
issues relevant to the sea breeze and convective evolution here.
With respect to soil moisture initialization, the coastal plain exhibits the clearest re-
sponses, and LCL and upward ground moisture flux are the most sensitive of the parameters
investigated. Figure 2.16a shows that LIS-5km and LIS-5km-PBL simulations, with dry
soil conditions over the coastal plain, exhibit higher daytime LCLs compared to their wetter
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NARR counterparts,. The upward moisture flux shown in Figure 2.17a is notably higher
in the NARR cases. Responses to soil moisture initialization are also seen over high ter-
rain, where NARR soil moisture was less than LIS. We see that daytime LCLs over high
terrain are slightly lower in LIS-5km and LIS-5km-PBL and moisture fluxes are higher due
to more energy being partitioned to latent heat flux, rather than sensible. Other parame-
ters in Figs. 2.16 and 2.17 showed negligible response to soil moisture initialization, or are
nonsystematic.
With respect to PBL scheme implemented, every parameter shown here exhibits strong
responses for each EDS category, so each parameter will be addressed as it relates to con-
vective initiation and evolution and dependence on PBL scheme will be discussed afterward.
The LCLs over the whole of the studied region reach a maximum at local noon ( 2.16a, b,
c), when latent and sensible heat fluxes (as well as upward ground moisture fluxes) are at
their peak. Conversely, the level of free convection (LFCs, 2.16d, e, f) and convective inhi-
bition (MCIN, 2.16j, k, i) decrease after sunrise and have low values around local noon over
all EDS categories. Combined with rapidly rising convective instability (MCAPE, 2.16g,
h, i) during the day, atmospheric conditions appear most unstable 1100-1300 LT over the
peaks and 1300-1500 LT over the coastal plain and slopes, and convective initiation could
occur where sufficient moisture and trigger mechanisms (i.e. forced lift along boundaries or
terrain) are present. Convective initiation occurs earliest over the peaks as discussed earlier
(Figure 2.14) and along the sea breeze front.
Parameters directly related to moisture are shown in Figure 2.17. Moisture fluxes from
the surface (Figure 2.17a, b, c) range from 0 to 0.4 mm hr −1 and do not appear to greatly
impact the local low level moisture, but provide additional low level moisture to be advected
inland. Cross-barrier vertically integrated moisture flux (VIMF, Figs. 2.17d, e, f) indicates
both the sign of the flow and the increase/decrease of moisture, and is interestingly only
positive after 1100 LT over the coastal plain and 1200 LT over the slopes, and not until 1500
LT over high terrain. This reveals two important points: 1) inland increase of moisture with
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time in the afternoon is in a large part due to moisture from the GoC drawn eastward with
the sea breeze; 2) the existing low-level moisture over the slopes and peaks early in the day,
regardless of the initial soil moisture scenario, was sufficient to allow convective initiation at
a realistic time. Positive values of VIMF after convective initiation persist into the evening,
indicating that moisture continues to be drawn inland, resulting in increasing precipitable
water (PW, Figure 2.17g, h, i) over each EDS region.
The extent of low-level drying due to mixing is quite sensitive to the PBL parameteri-
zation; the YSU PBL scheme facilitates more drying and results in decreased precipitation
with a later onset compared with the MYJ PBL scheme over the slopes and high terrain
(Figure 2.13). The onset of light rain at high elevations (1100 LT, Figure 2.13 c) is coinci-
dent with the upslope progression of a dryline-like feature (Figs. 2.11a, b), and maximum
precipitation rates at high elevations are attendant with the highest dewpoints (1400-1600
LT). 5km-PBL simulations allow for more drying of the lower atmosphere through entrain-
ment and do not facilitate as much positive moisture flux in the cross-barrier direction in
the afternoon and evening (Figs. 2.17d, e, f). Because the upper-level moisture moisture
should essentially be the same in 5km-PBL and 5km simulations (due to imposed boundary
conditions), differences in PW between the two sets of simulations have to be explained by
differences in low-level moisture. Decreased moisture in the 5km-PBL cases (with respect to
5km output) also manifest in lower afternoon MCAPE (Figs. 2.16g, h, i) and higher LCLs
(Figs. 2.16a, b, c). Overall, the small differences in convective and moisture-related param-
eters between LIS and NARR simulations in all cases here underscore our observation that
the enhanced sea breeze in the LIS case has negligible impact with respect to the meteo-
rological metrics examined and instead, the representation of terrain and boundary layer
parameterizations are ultimately more important here.
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2.7 Summary and Conclusions
In this study, we examine the impact of two contrasting land surface initializations on
land surface-atmosphere interaction in the core region of the NAM by comparing the output
from eight 45-day sensitivity tests performed with WRF. We found that WRF reproduces
the timing of the diurnal cycle of precipitation and independent features such as the land-sea
breeze and convective initiation over high peaks surprisingly well, at a horizontal resolution
of 5 km. Convective initiation occurs first over high terrain near 1100 LT. The simulated
phase and amplitude of mean diurnal rain rate is in excellent agreement with the timing
found in observational studies (Lang et al. 2007; Nesbitt et al. 2008; Rowe et al. 2008), with
highest rain rates occurring 1400-1600 LT over the highest elevations, over the slopes and
foothills 1600-1800 LT, and over the coastal plain 1800-0000 LT.
The LIS-5km scenario, with dry soil over the coastal plain and wet soil over the high ter-
rain, acted to invigorate the observed land and sea breezes. LIS-5km exhibited the strongest
and earliest mean sea breeze in the afternoon, and the weakest winds overnight in the land-
breeze component. Overall, while the initial land surface conditions of SM and ST are seen
to alter long-term (30+ days) land surface variables such as latent and sensible heat fluxes
and ultimately meteorological parameters such as PBL and LCL heights, the diurnal cycle
of precipitation is only marginally affected by the contrasting land surface initializations.
There were also no appreciable differences in accumulated domain-total precipitation over
the span of the entire simulation under the two scenarios (not shown). Therefore, radiatively
driven terrain-induced and land-sea breeze circulations are the primary governing mesoscale
processes driving the diurnal cycle of precipitation in this region of the SMO. The proximity
of abundant moisture source of the GoC outweighs effects of land surface moisture on the
diurnal convective cycle, obviating local soil moisture-precipitation feedback. It follows that
the use of an uncoupled land surface-atmosphere model is acceptable for this core region of
the NAM, provided that a high spatial/temporal resolution precipitation forcing dataset is
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used, but perhaps only as far as the peaks of the SMO. Little moisture from the GoC reaches
east of the SMO, so here local soils and vegetation are more likely to be significant contrib-
utors to low-level moisture and land surface-atmosphere feedbacks are more likely to exist.
In these regions, caution should be used in choosing a land surface dataset for initialization
of a meteorological model. For the NAM region, we found the NARR conditions to deviate
from observations more than the conditions generated by the LIS spin-up.
The choice of boundary layer parameterization scheme had more impact on the diurnal
convective cycle than land surface initialization. Differences in 5km and 5km-PBL cases oc-
cur most notably in convective parameters during the day (Figs. 2.16, 2.17) and manifest in
differences of precipitation intensity and timing (Figure 2.13). Enhanced entrainment effects
in the YSU PBL scheme allowed drier air aloft to mix more readily into the boundary layer,
resulting in decreased precipitation over the slopes and peaks relative to other simulations,
but increased precipitation over the coastal plain. All simulations within this study use the
same single-moment bulk microphysics scheme and over high terrain in some cases produced
nearly twice the precipitation observed with the NAME Event Raingauge Network (NERN)
gauges (Gochis et al. 2007, , not shown). We believe that permitting explicit convection at 5
km is the cause of the high rainfall, as weaker, broader updrafts experience less evaporation
through entrainment/detrainment and thus retain more moisture, relative to higher reso-
lution simulations, as evidenced by Bryan and Morrison (2012). Future efforts concerning
the diurnal convective cycle in the core region of the monsoon require careful selection of
boundary layer and microphysics parameterization schemes.
From Figure 2.2 it is clear that the soil texture datasets over this region of Mexico are
at coarser resolutions than are useful to modern research practices, in both and modeling
and observational capacities. Despite the weak coupling of land surface and atmosphere in
the current region of study, this sole soil texture dataset may be a limiting factor in studies
of other regions that have stronger soil moisture-precipitation feedbacks, and future efforts
in modeling land surface-atmosphere feedbacks would benefit from an improved dataset.
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We acknowledge some limitations of the current study. First and foremost, our results are
representative of a portion of a single monsoon season in 2004. This season has been cited
as a normal monsoon in which no tropical cyclones impacted the region, and we account for
day-to-day variation by analyzing characteristic diurnal cycles over the entire 45-day period.
Secondly, the boundary conditions of our WRF simulations are dictated by the enhanced
NARR. This may be a limiting factor for upscale development of convection and influence
of convective systems on the larger-scale monsoon circulation, but is not within the scope
of the current study. Thirdly, the modeling framework employed did not include dynamic
vegetation. Other studies Vivoni et al. (2008); Watts et al. (2007)indicate that vegetation
proliferation due to increased precipitation occurs primarily within the first few weeks of
the monsoon. The vegetation coverage for July as shown by Watts et al. (2007) matches
reasonably well spatially with the vegetation greenness fraction used in both LIS and WRF,
so by having our simulation begin a month into the monsoon season arguably avoids the
most significant time of potential precipitation-vegetation interaction.
In reliably reproducing the diurnal cycle of convection, this modeling study helps support
hypotheses set forth by Nesbitt et al. (2008), corroborates well with observational studies
(Ciesielski and Johnson 2008; Gochis et al. 2004; Johnson et al. 2010; Rowe et al. 2008),
improves in timing and location of precipitation compared with previous modeling studies (Li
et al. 2008; Stensrud et al. 1995), addresses many of the objectives of NAME and supplements
NAMAP studies (Gutzler et al. 2005, 2009). Accurate representation of terrain and low-
level flow are found to be the most crucial components in modeling the diurnal cycle of
precipitation over the SMO and westward to the GoC, and thus, we recommend future
related modeling efforts seek to capture these at increased horizontal resolutions (5 km or
higher) while future observational studies in this region focus on improved meteorological
datasets rather than land surface. East of the SMO where GoC moisture has less influence on







Obispo Cienega de Nuestra Señora
El Palmito
d01
Figure 2.1: Map showing LIS and WRF domain configuration, meteorological and surface
data sites, radar sites (with 210 km range rings), and depictions of regions used in analysis.
Outer (d01) and inner (d02) domain horizontal grid spacing is 25 km and 5 km, respectively.
The red box indicates the Reduced-Dimensional Analysis (RDA) area (similar to Lang et al.
2007), which is a range-parallel subset of the inner domain (d02). Filled green contours
depict three areas used for Elevation-Dependent Statistics (EDS; similar to Nesbitt et al.
2008).
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a)                                 b)                      c)
Figure 2.2: Land surface parameters of (a) soil texture, (b) elevation, and (c) land cover/land
use shown for the inner domain (d02) of LIS and WRF simulations at 5 km horizontal
resolution.
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a)                         b)      
c)                         d)      
e)                         f)        
Figure 2.3: (a), (c), (e) Point comparisons of 0-10 cm soil temperature (K) and (b), (d), (f)
0-10 cm soil moisture (cm3 cm−3) at three sites as simulated by LIS spin-ups and as depicted
by the NARR. The thick blue dashed line indicates the 2 yr LIS spin-up used as initialization
for WRF soil conditions. Sites are arranged top-to-bottom according to distance from the
GoC coast and elevation, with Obispo at the lowest elevation closest to the coast.
35
(mm)
a)                b)
Figure 2.4: Accumulated precipitation (mm) for 1 January 2003 through 30 June 2004 for
(a) GDAS, and (b) NARR. The innermost domain is shown as the inscribed bolded box.
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5 km mean terrain
Figure 2.6: Mean y-dimension terrain profile within the RDA subset. Dashed gray lines
indicate delineations for the average westernmost extent of the coastal plain, slopes, and














































































































































































































































Volumetric Soil Moisture (cm cm  )-3
Latent Heat Flux (W m  )-2
Sensible Heat Flux (W m  )-2
Figure 2.7: Seasonal evolution of (a), (b), (c) volumetric soil moisture, (d), (e), (f) latent
heat flux, and (g), (h), (i) sensible heat flux as simulated by NARR, LIS and their differences.
Difference plots (c), (f), (i) are generated with LIS values subtracted from NARR values,
such that red indicates NARR values are higher, and blue indicates LIS values are higher.
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2 m Mixing Ratio (g kg  )-1
PBL Height (m)
U Wind Component (m s  )-1
Figure 2.9: Seasonal evolution of (a), (b), (c) rainfall, (d), (e), (f) 2 m mixing ratio, (g),
(h), (i) planetary boundary layer height, and (j), (k), (l) 10 m zonal wind component as
simulated by NARR, LIS and their differences. The radar rainfall composite (c) from Lang








































































































































































Latent Heat Flux (W m  )-2
Sensible Heat Flux (W m  )-2
Figure 2.10: Diurnal averages of land surface variables as generated by WRF with initial
conditions from NARR (a), (d), and LIS (b), (e), and their differences (c), (f). Confidence
























































































































































































































































































































2 m Mixing Ratio (g kg  )-1
PBL Height (m)
U Wind Component (m s  )-1
Figure 2.11: Diurnal averages of meteorological variables as generated by WRF with initial
conditions from NARR (a), (d), (g), and LIS (b), (e), (h), and their differences (c), (f), (i).



































































Figure 2.12: Diurnal averages of rainfall (every half-hour; mm 30 min−1) as generated by
WRF with initial conditions from (a) NARR and (b) LIS and (c) their differences. Diurnally
averaged precipitation derived from the radar composite is shown (d) for comparison.
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Figure 2.14: Average diurnal cycles of 2 m temperature at a site on (a) the coastal plain
(Culiaca´n), (b) slopes (El Palmito), and (c) high terrain (Cienega de Nuestra Sen˜ora) for
all WRF experiments, including observations of 2 m dewpoint temperature from HOBO
instrumentation and nearest point data from the CSU gridded dataset. Average diurnal





Figure 2.15: Average diurnal cycles of 2 m dewpoint temperature at a site on (a) the coastal
plain (Culiaca´n), (b) slopes (El Palmito), and (c) high terrain (Cienega de Nuestra Sen˜ora)
for all WRF experiments, including observations of 2 m temperature from HOBO instru-
mentation and nearest point data from the CSU gridded dataset. Average diurnal cycles











Lifting Condensation Level Level of Free Convection MCAPE MCIN
Figure 2.16: Average diurnal cycles of convective parameters (LCL, LFC, MCAPE, and









Figure 2.17: Average diurnal cycles of meteorological parameters (moisture flux, VIMF, and
PW) shown for each EDS category, for all simulations.
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2.9 Tables




Timestep 15 s (d01, d02)
Number of Soil Layers 4
Parameters
Land Cover Land Use USGS
Soil Texture FAO STATSGO
Monthly Vegetation Fraction Gutman and Ignatov (1998)
Meteorological Forcing GDAS
WRF v.2.2.1
Timestep 15 s (d02), 75 s (d01)
Vertical Levels 45 (d02, d01)
Parameters
Land Cover Land Use USGS
Soil Texture FAO STATSGO
Monthly Vegetation Fraction Gutman and Ignatov (1998)
Boundary Conditions NARR-Enhanced (Mo et al. 2007)
Process Modules Option
Microphysics Kain-Fritsch (d01 only)
Land Surface Noah v.2.7.1
Surface Layer Monin-Obukhov (Janjic Eta)




Table 2.2: Experiment listing.
Abbreviated Horizontal Boundary Convective
Name Grid Size Layer Scheme Parameterization
5km LIS 5 km MYJ-Eta None
NARR 5 km MYJ-Eta None
5km-PBL LIS 5 km YSU None
NARR 5 km YSU None
51
Table 2.3: Number of points and percentage of masked area used for each elevation category.
Abbreviated Name Low (%) Middle (%) High (%)
<500 m 500≤x<2250 m ≥2250 m
5km, 5km-PBL 2001 (26.5) 4275 (56.6) 1276 (16.0)
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Table 2.4: Measured and gridpoint site elevations (m).
Obispo Culiaca´n El Palmito Cienega de Nuestra Sen˜ora
Site 27 66 1925 2483
5km, 5km-PBL 117 93 1770 2383
NARR 20 186 2213 1839
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Table 2.5: Mean differences of surface variables across Culiaca´n, El Palmito, and Cienega
de Nuestra Sen˜ora. Values from WRF runs and CSU gridded observational datasets were
taken from the nearest gridpoint.
Mean 2 m Temperature Mean 2 m Dewpoint
Differences (◦C) Temperature Differences (◦C)
Run or Observation HOBO CSU HOBO CSU
LIS-5km -0.23 -1.41 0.78 -1.77
NARR-5km -0.22 -1.41 1.12 -1.43
LIS-5km-PBL -0.19 -1.37 0.75 -1.81
NARR-5km-PBL -0.14 -1.32 0.98 -1.57
HOBO 0.00 -1.18 0.00 -2.55
CSU 1.18 0.00 2.55 0.00
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Chapter 3
Local Precipitation Characteristics during the South
Asian Summer Monsoon in the Western Ghats
3.1 Introduction
The South Asian Summer Monsoon (SASM), a component of the Asian monsoon cir-
culation, brings heavy and highly variable rainfall during the summer months to the land
areas of India and areas offshore. The onset of the monsoon is typically observed in late
May to early June, beginning at the south/southeastern corner of the peninsula, and shifts
northwestward with time, persisting through September (Basu 2005; Webster et al. 1998).
As much as 90% of India’s annual precipitation over 80% of the land area is produced by
the summer monsoon (Basu 2005). Through an analysis of gauge data from India’s west
coast, Francis and Gadgil (2006) found daily rainfall totals to be 6.5 cm or more on 49% of
days with rain, and heavier events bring 12.4 cm or more on 19% of days with rain. Within
the domain of the SASM, some of the highest and most variable rainfall rates are found
upstream and coincident with narrow mountain ranges.
Xie et al. (2006) used Precipitation Radar (PR) data from the Tropical Rainfall Measuring
Mission (TRMM) surface rainfall product 3A25G2, at 0.5◦ resolution, to show that mesoscale
mountain ranges act as anchors for convective centers in the Asian monsoon. Some of
the most extreme rainfall rates over peninsular India are observed along and upstream of
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the Western Ghat (WG) mountains on the west coast of India, with climatological surface
precipitation rates of 300 to over 600 mm mon−1. A ten-year climatology of 2A25 version 6
TRMM PR data by Nesbitt and Anders (2009) confirmed high precipitation rates here, and
at a resolution of 0.1◦, clarified mesoscale precipitation patterns such as a sharp west-to-east
gradient of precipitation across the WG from the coastal plain to further inland on the Deccan
Plateau, and highest rates tightly bound to the steep escarpment of the WG and coastal
plain. Satellite-based observations at such high spatial resolution where standard rain gauge
sites are sparse and surface-based radar data are not available provide valuable insights into
the local meteorology, but local processes that lead to these observed precipitation patterns
are still relatively unknown. In the present study, we seek to uncover these local processes by
simulating two months of the SASM over the WG with a high resolution, 3D meteorological
model coupled with a land surface model, and evaluating our results against a unique gauge
dataset we have installed in this region, as well as against the findings from previous studies
(Nesbitt and Anders 2009; Xie et al. 2006).
3.1.1 Large-Scale Factors Influencing Summer Monsoon Precipitation
The general process by which summer monsoonal rains come to southeast Asia is fairly
straightforward: increased insolation in the summer allows land, which has high heat ca-
pacity, to heat more efficiently than the ocean, which which has lower heat capacity. The
heating over land causes lower pressure, inducing a horizontal pressure gradient. Air advects
in from the sea in response to the pressure gradient, and this moisture-laden air produces
precipitation as it is forced over terrain. The flow of low-level moisture upstream of India’s
western coast is enhanced due to a feature termed the Somali low-level jet (SLLJ), which
travels from western equatorial Indian Ocean northeastward across the Arabian Sea. The
SLLJ encounters the WG approximately orthogonally at about 15 m s−1 (Wu et al. 1999),
but varies in its intensity. Rising an average of 800 m with peaks of 1100 m, the WG form an
escarpment approximately 50 km east of the coastline. The asymmetric shape and position
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of the WG coupled with the moisture brought with the SLLJ makes the WG a uniquely cru-
cial player as a regulator of heat and moisture in the monsoon system as they together help
instigate convection along the slopes as well as far upstream. Kumar et al. (2008) performed
a short-term modeling study at for a case of extreme precipitation over Mumbai on 26 July
2005 that tested a high-resolution (3.6 km) control simulation against a simulation with no
WG topography. The exclusion of local topography led to a ∼50% decrease in precipitation
for this event, and rainfall south of Mumbai was also poorly reproduced while topography
was excluded. The WG, despite their relatively small vertical extent, exert a significant
forcing on the airflow and precipitation in this region.
The most basic way to construct a theory of orographic precipitation is to consider
whether flow approaching a barrier will go around (blocked flow) or over the barrier (un-
blocked flow). To ascertain the fate of flow mathematically, a non-dimensional diagnos-
tic is calculated: the moist Froude number (Durran and Klemp 1982). Calculated as
Fm = U/Nmh, the moist Froude number is dependent upon the velocity of flow approaching
the barrier (U), the height of the barrier (h), and a measure of stability of the air mass
(moist Brunt Vaisala frequency, Nm). For values of Fm > 1, flow is unstable and vertically
propagating waves result; for values of Fm << 1, flow is blocked and for values of Fm ∼
1 flow is partially blocked. Unblocked flow will result in ascent of air, adiabatic cooling,
and condensation of water vapor, which can result in precipitation over the barrier. Blocked
flow can lead to enhanced precipitation upstream of the barrier, but nonlinear responses to
blocked flow can result in highly variable precipitation distributions. In the WG scenario,
flow tends to be blocked at low levels due to a small Brunt Vaisala frequency, Nm.
Blocked flow and mechanisms for resultant upstream lift and offshore precipitation have
been the topic of much debate for the WG region. Though more modern observations
(Nesbitt and Anders 2009; Romatschke and Houze 2011; Romatschke et al. 2010; Xie et al.
2006) indicate that precipitation exists closer to India’s west coast, along the topography of
the WG, rather than well offshore, blocked flow certainly occurs in this region and thus a
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description of previous work follows. Satellite observations of cloud-top temperatures Riehl
(1979) indicated that cold cloud tops, typically associated with deep convection, were a
persistent feature offshore of India’s west coast presumably linked with the blocked flow.
The estimates of latent heat release due to this offshore deep convection (Grossman and
Garcia 1983) are significant enough to alter the larger monsoon circulation - this influence
of the WG on the monsoon circulation had previously not been considered.
Because flow at low levels is blocked, mass converges and high pressure is found west
of the WG. Grossman and Durran (1984), (referred to hereafter as GD) made a theoretical
argument that air upstream of the area of high pressure (i.e. over the Arabian Sea) is
forced to rise and adiabatically cools, hydrostatically reinforcing the pressure ridge. GD
also implemented a highly simplified model that demonstrated lifting potentially unstable
air could instigate deep convection offshore (50-200 km). Smith (1985) pointed out that
important exclusions in GD such as the Coriolis force, wind shear and critical level, boundary
layer and surface interactions, and perhaps most egregious, latent heating, would lead to
misinterpretation. Simulations by Smith and Lin (1982) and Lin and Smith (1986) included
simplifications such as assuming vertically uniform flow, prescribing areas of heating, and
neglecting vertical fluxes of latent and sensible heat. Locations of enhanced vertical motions
due to thermal circulations induced by latent heat release inside convective systems were still
unclear. These early studies pushed the limits of computational power and model complexity,
but current-day models allow full 3D representation of dynamic flows, realistic representation
of terrain, and inclusion of microphysical processes. The aim of the current study is not to
rigorously diagnose blocked flow or elevated latent heating impacts, but these issues will
be implicitly addressed within analysis of the model-generated precipitation patterns in the
WG region.
Other than the consideration of upstream blocked/unblocked flow, there are several other
large-scale features more transient in nature that affect the SASM and cause intraseasonal
oscillations in precipitation. The Madden-Julian Oscillation (MJO; Madden and Julian
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1994) is a wavenumber one feature that propagates eastward across the globe in the tropics
on a period of 30-60 days, and has been established as a factor in the timing of the onset
of the monsoon in India Madden and Julian (1994). Precipitation during the SASM over
western India is especially sensitive to the MJO, as Singh et al. (1992) document that 10%
of daily rainfall, and 20% of 5-day rainfall variance is attributable to the MJO. Wheeler and
Hendon (2004) established a real-time multivariate index that defines phases of the MJO as
it travels eastward across the globe. Pai et al. (2011) linked negative convective anomalies
over the WG, and over northern India where the monsoon trough typically resides with
active MJO Phases 1 and 2 when the MJO acts to weaken the monsoon circulation. Positive
anomalies over this region were associated with active MJO Phases 4, 5, and 6, when the
overall monsoon circulation is strengthened.
A relationship between El Nino Southern Oscillation (ENSO) and the Indian Ocean
Dipole (IOD) also has a marked effect on summer monsoon precipitation. ENSO has been
well established as a modulator on rainfall in India. During years with a strong El Nino,
drought follows over India, and years with a strong La Nina have historically been associated
with abundant rainfall (Sikka 1980; Webster et al. 1998). A metric measuring the relative
strength of the IOD termed the Dipole Mode Index (DMI) is defined as the difference in SST
between the western equatorial Indian Ocean (50-70 E and 10S-10N) and the southeastern
equatorial Indian Ocean (90E-110E and 10S-0N). When the DMI is positive, droughts occur
in the region of South Asia including Indonesia, but the relationship with precipitation in
India is less reliable, producing increased(decreased) rainfall with strong positive(negative)
DMI events (Ashok et al. 2001). Ashok et al. (2001) found that when the DMI is strongly
positive or negative, the anticipated impact of ENSO on rainfall is dampened.
These large scale, long term dominating influences on precipitation are often lumped
together due to their complexity and act in concert to influence “active” and “break” peri-
ods within the monsoon, when precipitation is higher or lower than an established metric,
typically relative to average rainfall Rajeevan et al. (2006). While the causes of the above-
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mentioned intraseasonal oscillations are beyond the scope of this study, they are not to be
ignored. Influences of large-scale circulations are implicitly dealt with by using initial condi-
tions and boundary conditions for our simulation from a global reanalysis. The inclusion of
these large-scale features and teleconnections is highly important, and in this way, we regard
large-scale features as forcings on the meteorological environment, rather than features that
can interact or be modified by local meteorology.
3.1.2 Local Factors Influencing Summer Monsoon Precipitation
Local factors, such terrain, fluxes of heat and moisture from the surface, vegetation cover,
land use, and soil type also likely play a role in establishing precipitation patterns in the
WG region, but their impacts have not been as thoroughly explored. Complex terrain can
provide additional vertical motion by providing elevated heat sources, and influence a diurnal
cycle of upslope flow during the day and downslope flow at night. A strong diurnal cycle
was found to account for 80% of the variance in standardized amplitude of precipitation
over peninsular India in a study by Sen Roy and Balling (2007). Romatschke and Houze
(2011) indicate that orography on India’s west coast could be responsible for a slight diurnal
cycle in precipitation. Small-scale changes in relief and land cover require treatment with
a high-resolution coupled atmospheric-land surface model. Recent studies such as Kumar
et al. (2008) and Lei et al. (2008) take on this task, and show significant improvement in
representation of a record-setting 26 July 2005 rainfall event due to inclusion of land and
sea heat and moisture fluxes, topography, and even urbanization.
Modern mesoscale models such as the Weather and Research Forecasting model (WRF)
have been shown to accurately represent small and large-scale atmospheric processes in the
WG region, as well as improve precipitation forecasts by including land-surface interactions
(Kumar et al. 2008; Lei et al. 2008). Studies suggest higher resolution observations and
modeling techniques should be employed to investigate the role of the WG in initiation of
offshore convective systems (Francis and Gadgil 2006). Many previous modeling efforts have
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been made with 2D models (Grossman and Durran 1984; Lin and Smith 1986; Smith and
Lin 1982) and are likely not realistically representing three-dimensional motions, especially
in complex terrain. The unique and highly varied three-dimensional topography present
along the WG impact precipitation patterns in yet-unexplored ways that high resolution 3D
modeling would help elucidate. Therefore, a logical approach to resolve questions regarding
the controls on local precipitation patterns in the WG is to use WRF coupled with the Noah
LSM to uncover local processes that lead to precipitation over and offshore of the WG region
at high temporal and local spatial scales.
3.2 Summaries of 2008, 2009, and 2010 Monsoon Seasons
We use the meteorological monographs produced by the Government of India’s India
Meteorological Department (IMD) to provide details of the monsoon season for each year of
our study (Tyagi et al. 2009, 2010, 2011). Summaries of the major features of the monsoon
and relevant synoptic conditions for August and September of each year follow. During this
time no tropical cyclones directly passed over the WG, each year experienced a delay in the
retreat of the monsoon until October, and none of the years were considered abnormal, with
the exception of below-average rainfall in 2009.
The monsoon season of 2008 had near-normal rainfall over the country as a whole, with
a normal onset date of 31 May at Kerala and a delayed retreat date of 15 October. The
monsoon trough, which typically lies roughly over the Gangetic plain parallel to the Hi-
malaya, was slightly south its normal position 1-5 August and 6-19 September. Two tropical
depressions originating in the northern Bay of Bengal (BoB) impacted central and western
India. The first was considered a land depression, which concentrated into a depression over
Orissa and West Bengal on 10 August, and dissipated and merged with the monsoon trough
on 14 August. The second was a deep depression that developed over the northwest BoB on
15 September and moved into Orissa and continued northwestward through 18 September,
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as it weakened to a depression. This system is noted to have far-reaching effects, leading to
increased rainfall over western India. Active and break periods were identified according to
the method of Rajeevan et al. (2006), which focuses on north-central India. An active period
of 10-13 August and a break period of 21-24 August was observed, with contributions from
10-20 day and 30-60 day periodicities. The Indian Dipole Mode Index (DMI) was positive in
August and September and ENSO was relatively neutral, and rainfall over the core monsoon
region was near normal.
The onset of the 2009 monsoon occurred a week earlier than normal, on 23 May at
Kerala, but took longer than average to advance northwestward and did not onset in northern
Karnataka and Goa until 7 June. The late onset has been used to explain in part the deficit
in rainfall for this year, which was deemed a “monsoon failure.” There was also a delay in the
retreat of the monsoon, which did not withdraw fully until 22 October. The monsoon trough
occupied its normal position or shifted north toward the foothills of the Himalaya for most of
August and September. Only one deep depression formed over the northwest BoB during this
period, off the Orissa coast on 3 September. It traveled north, then northeast and dissipated
on 12 September, and effects of this system were largely constrained to northeastern India. A
break period was identified loosely as the first three weeks of August over the core monsoon
region as defined by Rajeevan et al. (2006). Moderate El Nino was observed during the later
part of the monsoon season, and the OTCZ moved over the southern portion of peninsular
India at the end of August. Many regions that experienced drought early in the season
received heavy rainfall later in the season. A particularly damaging flooding event occurred
25 September to 7 October along the Krishna-Godavari River in Karnataka, as a strong low
pressure system over the western BoB shifted westward during this period.
In 2010, the onset of the monsoon fell in line with the normal start date, and progressed
rapidly inland. Once again, the retreat of the monsoon was delayed, this year lingering
over India through 29 October. This monsoon season was considered “normal“ in terms
of rainfall, despite the unusual occurrence of no low pressure systems strong enough to be
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classified as a monsoon depression. Several low pressure systems passed through India during
August and September, however, with four in each month. A significant flooding event was
noted in Karnataka on 26 August, due to multi-day heavy rain associated with an offshore
trough. The monsoon trough was south of its normal position at the beginning of August, but
drifted northward after 4 August and largely remained in its normal position or shifted north
through September. During 9-11 September, the western end of the trough tilted southward.
No break periods were observed, but active periods occurred during 21 August through 19
September. Moderate La Nina conditions persisted through August and September, while
the DMI was negative and became significantly negative through September. A strong
influence of the MJO was noted to contribute to a reduction in precipitation in northern
India early in the monsoon season and the late retreat of the monsoon.
3.3 Methodology
3.3.1 Model Configuration and Experimental Setup
The meteorological model employed is the Weather Research and Forecasting model
(Skamarock et al. 2005), version 3.2.1. The model was run using a one-way nested grid
with an outer domain (d01) encompassing peninsular India at a horizontal resolution of 25
km, and an inner domain (d02) focused on the central WG at 5 km horizontal resolution as
seen in Figure 3.1. The outer domain was selected with the purpose of including much of
the Arabian Sea to capture the Somali Low Level Jet (SLLJ), while avoiding the complex
flows in the Himalaya on the northern border and capturing synoptic-scale features such
as monsoonal depressions. Boundary conditions and initial conditions for meteorological
fields, land surface, and sea surface temperature (SST) are given by the European Centre
for Medium-Range Weather Forecasts (ECMWF) Re-Analysis Interim (ERA-I) (Dee et al.
2011) http://www.ecmwf.int/research/era. Dimensions of this global reanalysis product are
0.703◦ x 0.702◦, with 61 vertical levels, and were adapted to WRF grids using the WRF Pre-
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processing System version 3.3.1 (WPS, http://www.mmm.ucar.edu/wrf/users). Boundary
conditions are updated every 6 hours and the simulations are run continuously for two-month
periods from 18 UTC 31 July to 18 UTC to 1 October 2008, 2009, and 2010. In our anal-
yses, we disregard at a minimum the first 24 hours of simulation to allow spin-up of the
meteorological and land surface fields.
A summary of run-time specifications, parameters, and modules selected for WRF model
runs can be seen in Table 3.1. Selection of physical parameterizations was influenced by other
studies focusing on summer convection in India. The single-moment WSM microphysics pa-
rameterization scheme, used in Kumar et al. (2008) and Medina et al. (2010), was chosen
and includes 6 classes of hydrometeors: water vapor, cloud water, cloud ice, rain, snow, and
graupel. Though Chang et al. (2009) recommend the use of the Grell-Devenyi (Grell and
Devenyi 2002) convective scheme, Vaidya (2006) note that the Kain-Fritsch parameteriza-
tion (Kain 2004), which is used in the current study, also produces realistic precipitation
over India. In order to reduce dependency on the convective parameterization and permit
convection to evolve due to interaction of complex flows and local terrain, no convective
parameterization was used within the inner domain.
The Noah LSM, version 3.1 (based on Ek et al. 2003), is coupled with WRF and in-
cludes four soil layers (0-10 cm, 10-40 cm, 40-100 cm, 100-200 cm thicknesses). Noah and
WRF assign surface properties according to the 24-category United States Geological Survey
(USGS) land use dataset, and soil texture according to the 19-category State Soil Geographic
(STATSGO; Miller and White 1998) whose categories have been merged with the United
Nation Food and Agriculture Organization 9-class global soil database.
Longwave and shortwave radiation schemes were the rapid radiative transfer model
(Mlawer et al. 1997), and Dudhia scheme (Dudhia 1989), respectively. The shortwave ra-
diation scheme includes effects of shading by topography. The boundary layer parameter-
ization selected is the MYJ (Eta) scheme (Janjic´ 1994) with the surface layer scheme of
Monin-Obukhov (Janjic Eta). Numerical diffusion options were set to prohibit up-gradient
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diffusion, damp “2 dx” waves, and to allow second order diffusion terms to be computed on
coordinate surfaces. Vertical levels in WRF were constructed with emphasis on the lower
atmosphere, with 13 levels below 700 hPa and 17 levels below 500 hPa, and a model top of
50 hPa with a total of 42 levels.
The objective of this paper is to uncover the dominant local meteorological phenomena in
this relatively unstudied region. To accomplish this, a high-resolution meteorological model
is required due to paucity in local surface and upper-air observations. We determine the
representativeness of the model by analyzing output as compared with precipitation from a
rain gauge dataset, overall temporal features within 2008, 2009, and 2010 monsoon seasons,
and spatial precipitation climatologies from the TRMM PR. By analyzing output from por-
tions of the active monsoon periods over three years, we will gain a better understanding of
the physical processes that lead to precipitation over the WG region during the monsoon.
3.3.2 Description of Gauge Network
A unique network of automatic-recording, tipping bucket rain gauges consisted of 16 sites
(Figure 3.2) in two main transects across the Western Ghats in the state of Karnataka, India,
over the time period of 0600 UTC 08 Aug 2008 - 1400 UTC 13 Aug 2011, measured as mm
rain at 2 min 30 sec intervals. Data was downloaded on site from dataloggers to laptop
computers via proprietary HOBO software, and was organized to adhere to a universal time
format (UTC). Tipping bucket rain gauges are subject to rain-rate-dependent errors that
increase for large rain rates (e.g. Marsalek 1981). Quality control procedures were performed
on the raw data, including removal of false tips incurred during gauge installation, a few
instances of anomalously heavy rainfall, and large values that appeared near the end of
logger battery life. Some gauges became progressively clogged with moss or plant material
that eventually caused the gauge funnel to fill with water; in these cases all affected data for
the rainfall event preceding the gauge clogging were omitted. Figure 3.4 depicts daily totals
for each gauge over the duration of their installation.
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Extremes in temperature and moisture experienced at many of the sites caused significant
reduction in battery lifespan as well as condensation inside the sealed dataloggers, which
accounts for the majority of gaps in our data. Despite lapses at several sites early in the
monsoon season, gauges were operational during the months of August and September when
monsoon rainfall is characterized by active periods and break periods, and are used for
establishing trends in variability between stations in case-by-case rain events as well as
longer-duration events.
3.3.3 Establishment of Analysis Zones
Satellite-derived precipitation analyses by Xie et al. (2006) and Nesbitt and Anders (2009)
established a high-resolution spatial climatology, which highlights regions with starkly differ-
ent rainfall regimes: relatively low rainfall rates hundreds of kilometers from the coast, high
rain rates closer to the coast, high rain rates immediate to the coastal plain and mountains,
and decreasing precipitation rates further inland over the plateau. We delineate zones within
the WG region to facilitate areal analyses of our simulations, which adhere to areas of spa-
tially consistent rainfall and soil moisture generated by the model. The five zones, depicted
in Figure 3.3, are Well OffShore (WOS), OffShore (OS), Coastal Plain (CP), Plateau1 (PL1),
and Plateau2 (PL2). The number of points within the innermost domain of our simulations
for each region is shown in Table 3.2. These zones are not dissimilar from those determined
by Venkatesh and Jose (2007), which identified three zones within the WG region based on
annual rainfall and rainfall frequency from local rain gauges: a Coastal zone, including the
coastal plain and western slopes of the WG; the Malanad zone, which exists just east of the
crest; and a Transition zone, including the plateau on the eastern side of the WG.
3.3.4 Determination of Active and Break Periods
We identify active and break periods within the monsoon seasons of 2008, 2009, and 2010
according to our model output, following the methodology of Rajeevan et al. (2006). Daily
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rainfall composites are first constructed from half-hour interval model output, for 2 August
through 30 September with days demarcated by 0300 UTC (0830 LT), which coincides with
the time of measurement of 24-hour precipitation by the IMD. A conditional mean rainfall is
computed over the inner domain and entire temporal span of our simulations. Because our
mean is conditional, it includes only points where rainfall occurred (i.e. daily rainfall greater
than zero). A departure from the mean daily rainfall and standard deviation is constructed
for each day, then we normalize the anomalies by dividing the anomaly for each day by
its standard deviation from the mean, creating our standardized rainfall anomaly metric.
Rajeevan et al. (2006) defines break periods as when the standardized anomaly metric is less
than -1.0, and active periods as greater than 1.0 over 3 days or more, but we use a lower
threshold of 0.75 and -0.75 which is more applicable to our dataset.
There are some shortcomings of dealing with such a short span of time in creating a
climatological mean from which to determine anomalies, as three years is not sufficient to
construct a climatological dataset. Other studies of active/break spells within the summer
monsoon use longer-term datasets to construct a mean, and are focused specifically on a core
region of the monsoon as north-central India (Rajeevan et al. 2006; Taraphdar et al. 2010).
To ameliorate these shortcomings, we compute our average rainfall over the entire domain
through our entire simulation period, rather than relying on daily averages over an area that
would be provided from a longer-term dataset. Our study is highly focused on the monsoon
seasons of 2008, 2009, and 2010 over a core region of the SASM, and thus our results will
be specific to our model simulations. August and September are both commonly associated
with the summer monsoon season, and were considered part of the monsoon season for
2008, 2009, and 2010 by the IMD, but the time-series of daily gauge data (Figure 3.5) show
that precipitation becomes less frequent and of lower intensity during September each year.
Therefore, there may be more periods we identify in September as breaks than a longer-
term study would identify. Also, any inherent biases within the simulations may not be
completely accounted for, but the technique of computing the standardized rainfall anomaly
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metric should in part counteract bias, especially if the bias is linear.
3.4 Analysis and Discussion
3.4.1 Evaluation of WRF-Generated Precipitation
In order to roughly assess the performance of the model, we first address temporal per-
formance by comparing our output to raw rain gauge data from our gauge network, and
our standardized rainfall anomaly metric to the sequence of major features described by the
IMD for 2008, 2009, and 2010. To assess spatial performance of the model, we compare our
output to TRMM PR rainfall climatology for 2008, and compare spatial statistics over the
entire simulation period.
To compare gauge data from a site with model output, gauge data was summed in 30
min segments beginning at 1800 UTC 1 Aug 2008, and model data (output every 30 min)
beginning at 1800 UTC 1 Aug 2008 from the grid cell containing the latitude and longitude
of the site along with the four adjoining grid cells were averaged. Direct comparison of
gauge precipitation and model output in 2008 (Figure 3.5) show that the overall frequency
and timing of precipitation agree well, but intensity varies. Precipitation events are coherent
between gauge locations, and the duration and intensity of each event can be seen to gener-
ally decrease with distance inland. WRF overproduces precipitation in September, but we
expect higher than observed rainfall rates and totals due to the broad updrafts and decreased
entrainment/detrainment resolved with 5 km horizontal grid spacing (Bryan and Morrison
2012), and rainfall may be biased toward higher values due to our averaging methodology.
Active and break periods as determined by the IMD are not expected to directly corre-
spond with periods of above or below average rainfall in the WG, as the definition of active
and break periods is determined based on rainfall in north-central India. The all-India ac-
tive/break periods may be representative of stronger/weaker overall monsoon circulations,
however, which would impact orographic precipitation in the WG. We see increased precip-
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itation in the model and gauge data approximately 2-7 August, and 6-19 September, which
does roughly correspond to periods when the monsoon trough shifted southward. Very little
precipitation was observed by the gauges or generated by the model during the last half of
August, which is in agreement with a break period of 21-24 as determined by the IMD.
Little precipitation was recorded at the gauges that were in operation in early August,
and little precipitation was produced by the model (Figure 3.6). This coincides with the
IMD assessment of a break period present during the first three weeks of August. WRF
precipitation is noticeably higher than gauge measurements after the break period ended
in August, and for an event in early September, when the IMD reported that the oceanic
tropical convergence zone (OTCZ ) had shifted northward to cover portions of the southern
tip of India.
Most gauges in our network were not in operation during the first half of August 2010 due
to battery outage or water infiltrating the data loggers, but after servicing in mid-August,
captured measurements through the end of the 2010 monsoon season. WRF shows bursts of
rainfall across all sites in the first week of August and mid-August (Figure 3.7), and agrees
well with the gauges thereafter. The period of increased rainfall activity reported by the
IMD from 21 August through 19 September is reflected well in the 2010 gauge data and
WRF output.
Again, the high rainfall rates in the WRF output are likely due to several factors including
our averaging methodology to represent the gauge site, and the ability of the model to
resolve convection at our resolution of 5 km. All measurements come with some degree
of uncertainty, and gauge data are no exception. Rain gauges underestimate precipitation
under heavy or highly variable rainfall rates (Marsalek 1981) and are subject to small-scale
turbulence and mechanical errors (Groisman and Legates 1994) and therefore cannot be
expected to accurately represent the mean rainfall of a region the gauge is sited within. The
purpose of this direct comparison of gauge and model output is to offer evidence that the
model captures the overall trends in precipitation with time and elevation, including active
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and break periods, and produces realistic rainfall rates.
The standardized rainfall anomaly metric, computed according to the methodology de-
scribed above, is shown for all three years in Figure 3.8. This metric indicates how rainfall
for every day of each year compared to the average rainfall for the 3 year simulation pe-
riod. Extreme values in the positive metric correspond to very large daily rainfall totals
with a maximum of 3.0, while minimum metric values range close to -1.0 and are more lim-
ited because a rainfall minimum is bounded, but maximum rainfall is relatively unbounded.
According to the threshold metric chosen of 0.75, the break and active periods have been
identified for each year. For 2008, active periods were identified as 5-9 August and 7-10
September; break periods were identified as 16-25 August and 25-30 September. For 2009,
one active period was identified as 1-4 September; break periods were identified as 1-15
August, 8-12 September, and 24-26 September. For 2010, active periods were identified as
13-17 August, 24-30 August, and 3-9 September; there were no periods which achieved our
criteria for break periods in 2010. Because our active/break determination is very specific
to our domain and WRF configuration, we do not expect the time to exactly match the
IMD determination of active/break periods established according to different criteria. It
is important to note that they should show general similarities, however, and there are no
discordant periods between our active/break determinations for the WG region and those of
the IMD for north-central India. This reinforces that our data look temporally realistic on
average over our region of interest as well at the individual gauge sites.
Rainfall statistics over all three years of simulations are in Figure 3.9. We look to TRMM
PR precipitation climatologies and statistics of precipitation output from WRF to assess the
performance of the model in a spatial sense. The high resolution 0.1◦ ten-year climatology of
2A25 version 6 TRMM PR data by Nesbitt and Anders (2009) show that the highest daily
precipitation rates are found just along the WG escarpment, along the coastal plain, and
just offshore (Nesbitt and Anders 2009, ,Fig. 1c). This is also the pattern we see in the 3-yr
daily averaged WRF output (Figure 3.9a). The rainfall rates between these two analyses
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are not comparable, due to the our conditional temporal averaging performed over a much
shorter time duration (monsoon months only) in the WRF simulations. The rates output
by WRF appear to be high but are not unreasonable, however, as 38 mm of rain per day
over a 60 day period amounts to over 2000 mm of rain for these two months; rain gauges in
our network that were operational year-round across the escarpment collected up to 3800 m
of rain in an entire year. An extreme gradient in rain rate is present across the escarpment,
with the highest rain rates rapidly diminishing within 10s of km eastward, also as depicted
by Xie et al. (2006) and Nesbitt and Anders (2009).
The standard deviation of daily rainfall seen in Figure 3.9b reveals that the regions receiv-
ing the highest daily mean rainfall also receive the most variable rainfall. This is particularly
borne out along the WG escarpment, but also over the northwest and northeastern portions
of the domain, where precipitation was influenced by more transient features such as mon-
soon troughs and inflows of moisture from BoB systems that produced heavy rainfall. The
areas with highest standard deviation align well with areas where sampling errors were high
in TRMM PR data, (Nesbitt and Anders 2009, Fig. 1e) along and upstream of the WG.
In an analysis of TRMM PR 2A25 data, regridded to 0.05◦, Romatschke and Houze (2011)
found that most precipitation (>50%) is convective, but shallow and organized in small and
medium systems.
Of the 180 days included in this portion of analysis, the frequency of daily rainfall (Fig-
ure 3.9c) reveals that the areas that receive the most precipitation do not necessarily receive
it most frequently. Areas just offshore of the coast, and immediate to the escarpment and
just eastward receive rain 95-100% of the days while portions of the coastal plain receive
rain only 80-90% of the days. Even inland over the plateau, rainfall frequency is high, but
average daily rain rate is relatively low. This pattern would suggest variation in location
of convective systems over the coastal plain, and a tendency for convection to weaken and
transition to stratiform as it moves eastward over the plateau with the mean westerly flow.
For a more detailed look at how precipitation varies spatially, we plot total precipitation
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generated by WRF versus elevation in Figure 3.10) for 2008. The highest average rainfall
totals are seen consistently at elevations between sea level and 200 m, which corresponds
with the coastal plain and regions just upwind of the escarpment. This finding is in line with
Sarker (1967), which used a simplified linear model to simulate orographic precipitation, and
with Venkatesh and Jose (2007), which determined by an analysis of gauge data across the
WG region the rainfall maximum exists upstream of the geographical peak. The average is
nearly constant at elevations between 300 and 900 m, but many outliers are found in this
region as well, with some points reaching 3.0 m of rainfall in just these two months. Points
below 400 m with average rainfall under 0.25 m are located over the eastern domain.
Total precipitation over the inner domain for 2008, 2009, and 2010 is seen in Figure 3.11.
Each year, highest precipitation accumulations are observed immediate to the escarpment,
and just upstream over the coastal plain. Intense preferred regions of rainfall appear, par-
ticularly over westward-pointing ridges within the escarpment, where local circulations due
to orography focus vertical motion. The gradient in extreme precipitation across the WG
varies in east-west extent each year as in 2008 and 2009 it hugs the escarpment, but in 2010
heavier precipitation extends eastward while maintaining the steep gradient. The higher
precipitation totals in 2010 are due to a strong southwest monsoon circulation (Tyagi et al.
2011), as evidenced by higher average u-component winds and precipitable water values over
the waters west of the WG and over CP (not shown).
3.4.2 Precipitation and Influence on Soil Moisture
Intraseasonal oscillations dominate total rainfall accumulation over the entire domain, as
large step-like increases are seen in a time series of rainfall for the domain-total, as well as
each analysis region for each year (Figure 3.12). 2008 has perhaps the most distinct stepwise
appearance, in approximately a 35-day interval, suggestive of an MJO signature during this
ENSO-neutral year. Heavy rainfall early in August 2008 and 7-12 September 2008 directly
correspond to active periods, while breaks in 2008 are also well defined by periods of very
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little precipitation over 10-20 August and 20-30 September. The step-wise feature of 2008 is
mirrored in each analysis region, most strongly in WOS and least in PL2. The analysis region
which exhibits the most linear increase is PL1, which received the highest frequency (90-
100%) rainfall at lower intensity than seen immediate to the escarpment. Between the active
and break periods, especially 25 August to 4 September, a diurnal cycle of precipitation is
more evident, appearing in each analysis region as a smaller step-wise increase in rainfall
each day. The influence of diurnal precipitation for 2008 (as well as other years) impacts the
domain-total, more easily seen in Figure 3.13. Longer-term stepwise features for 2009 and
2010 also correspond to active/break periods (Figure 3.12), and again, obvious influence of
a diurnal cycle of precipitation appear between the active/break periods (Figure 3.13).
Soil moisture is a crucial component in interaction between the land surface and the
atmosphere. The presence of soil moisture helps dictate the partitioning of outgoing latent
and sensible heat fluxes from the soil, summarized in a review article by Pielke Sr. (2001).
Lower soil moisture allows more energy to be transferred to the boundary layer through
sensible heat flux, which induces more vertical mixing through turbulence and increases the
depth of the boundary layer. High soil moisture facilitates the transfer of energy to the
boundary layer through latent heat flux, which results in a more shallow boundary layer
with higher moisture content. These scenarios play out as different low-level convective
environments which can have important consequences for initiation and development of
clouds and precipitation.
Observations from satellite precipitation estimates (Basu 2007; Romatschke and Houze
2011) and surface-based rain gauge networks (Sen Roy and Balling 2007) suggest that penin-
sular India has a moderate to strong diurnal cycle of precipitation, which is due to differential
heating of the land surface, especially elevated terrain, as compared with the waters of the
eastern Arabian Sea. A land/sea breeze circulation or flow due to differential heating of
terrain would exist within the backdrop of the southwesterly monsoon flow. Therefore, the
relative strength of the local circulations would be greatly dependent upon the contrast
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in heating achieved between the waters of the Arabian Sea to the west, and the elevated
heat source of the Deccan Plateau to the east, which would be modulated by soil moisture.
Datasets of in situ soil moisture observations are generally not widespread and over the
region of the current study, are nonexistent, so we rely upon the Noah LSM to provide a
realistic representation of water and energy transfer within the soil.
The rate at which rainfall infiltrates soil is dependent in large part upon the rate of
precipitation itself. If the rate of rainfall is greater than the infiltration rate of the soil,
which is a property of the soil type as well as the vegetation, much of the rain will simply
flow off the surface, or through the soil, as runoff. In the Noah LSM, which is a 1D column
model with no hydrological routing, the runoff is discarded from the system immediately.
In Figure 3.14 the impact of rainfall (low portion of the graph) on the soil through all four
soil layers represented by Noah for each year is shown, averaged over each analysis region.
Volumetric soil moisture is highest over CP, and lowest over PL2 at the deepest soil layers.
A clear diurnal cycle of soil moisture is a response to the near daily precipitation received
(Figure 3.9c) for each region and year, and is muted with increasing soil depth.
Taking 2008 as an example in Figure 3.14, the active period in early August rapidly
charges the uppermost soil layer, and infiltrates to lower layers. A decline in soil moisture at
all layers is observed following this, through 25 August as a break occurs. After the break
in late August, a rapid increase in soil moisture occurs again, but is in response to a diurnal
precipitation cycle. Though precipitation is of lower intensity during this time, moisture
is able to easily infiltrate the soil and charging of soil moisture can be seen even in the
lower layers. Another active period occupies the beginning of September, and soil moisture
rapidly increases again through all layers. Certainly the intraseasonal oscillations that are
responsible for the active and break periods in precipitation are the dominant regulators of
soil moisture in the WG region, but in between active and break periods, soil moisture is
highly sensitive to diurnal cycle of precipitation. Therefore, the soil moisture, which affects
the partitioning of latent and sensible heat fluxes and modulates land surface-atmosphere
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interaction, will have most influence on the diurnal cycle in these interim periods.
In 2009, soil moisture remains relatively dry during a break period through 15 August,
though initially is maintained by diurnal precipitation over the top two soil layers. Rainfall
increases in late August and appears as increased soil moisture in the top two layers of all
regions 2-3 September, which takes 1-2 days to infiltrate down to layer 3 and 3-4 days to
layer 4. Soil moisture in the lower two levels remains relatively constant over PL2 through
the remainder of the 2009 monsoon season (Figs. 3.14i, l), while soil moisture in all layers
of CP and PL1 experience a sharp decline as a break period is entered. Response of soil
moisture to the diurnal cycle during interim times between active/break periods appears is
not as distinct as it was in 2008, but is apparent 16-21 August and 13-24 September.
2010 receives more consistent and frequent rainfall than 2008 and 2009 over CP and
PL1 (Figs. 3.14a, b) through 10 September, after which precipitation becomes much more
diurnally influenced over all three analysis regions. It is interesting to note that despite the
high rainfall accumulations for this year, soil moisture at the end of September is less than
in 2009 over CP and PL1. Trends in precipitation for 2009 and 2010 are similar, as both
decrease after 10 September, but the precipitation increase near the end of September in
2009 is more consistent than in 2010. In 2010, precipitation at the end of September is very
diurnal in nature and more intense, which results in more runoff instead of infiltration. 2010
is the year of wettest soil moisture for all layers in PL2 2010, which was the year of highest
cumulative precipitation of all three years of this study. It also maintains the highest soil
moisture content for all four layers over PL2 (Figs. 3.14c, f, i l). Strong diurnal signatures
are seen over all analysis regions after 20 September, and a weaker period is noted between
active periods around 21-24 August.
3.4.3 Diurnal Cycles
Intraseasonal oscillations that determine active and break periods certainly control timing
and intensity of precipitation, and therefore soil moisture, but a diurnal cycle of precipitation
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is evident most prominently in the top layer of soil and also visible through the top three
soil layers in each analysis region. Because this diurnal cycle appears to be quite distinct,
we average basic meteorological fields, land surface variables, and convective parameters to
investigate the influence of the low-level environment to a diurnal cycle of precipitation,
considering each analysis region separately.
No studies have specifically focused on a diurnal cycle of precipitation in the WG region
at the scale of the current study, but a few include the west coast of India in analysis of
summer monsoon precipitation. Romatschke and Houze (2011) observed a weak diurnal
cycle with TRMM PR data only with what they termed as moderate precipitating systems,
which and exist along the escarpment as well as slightly upstream. These systems exhibited
a double peak in frequency - one maxima occurred 03-04 MST, and another at 10-12 MST.
They also observed that small small precipitating systems remained closely bound to the
escarpment of the WG over all times of the day, with a peak in frequency in the afternoon (15
MST) and minimum during the morning hours (06-11 MST). Romatschke and Houze (2011)
considered the WG as a large region encompassing a large area offshore as well as the WG
region over land and portions of the western plateau, and thus may dampen a diurnal cycle
present on smaller scales. Basu (2007) conclude that very little diurnal dependency exists
in precipitation over the WG region and offshore, after a harmonic analysis of precipitation
produced by their spectral model. The model utilized in their study was at a resolution of
T80, which is much too coarse to resolve mesoscale circulations. Sen Roy and Balling (2007)
conversely found a moderate diurnal cycle of precipitation over India in a long-term analysis
of IMD gauge data, particularly over the southern portion of the peninsula. These few studies
have not been in agreement concerning the timing and location of precipitation in the WG
region, especially with respect to a diurnal cycle of precipitation, which we investigate in the
following section.
Average diurnal cycles of basic meteorological variables over both offshore analysis regions
(WOS and OS) show spatially and temporally consistent patterns. Offshore, temperature
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is at a minimum right before sunrise (Figs. 3.15a, b)and slowly increases during the day
to reach a peak in the mid-afternoon(WOS) to evening (OS), but the diurnal range is only
a few tenths of a degree C. Mixing ratios (Figs. 3.15f, g) follow a similar pattern, with
diurnal maxima in the late afternoon and early evening. The diurnal cycle in the U wind
component at 10 m is also consistent between offshore analysis regions (Figs. 3.15k, l), but
a phase shift of approximately two hours occurs as westerly winds begin to increase earlier
in the day over OS, closer to the coast, than WOS. This is the first indication that a daily
strengthening of onshore flow similar to a sea breeze may be present over the WG region.
The diurnal range of 10 m wind is greater over OS than WOS, but is still relatively weak
at 1 m s−1. The contrast in diurnal precipitation patterns between the offshore regions
is remarkable. The WOS region sees very little rainfall on average and exhibits a noisy
diurnal cycle with two possible maxima - one early in the morning, and a second in the late
afternoon(Figure 3.15p). The OS region sees a quite different, and stronger diurnal cycle
with minimum in the afternoon (16-17 LT) and a maximum over early morning hours (06-10
LT, Figure 3.15q). This also strongly suggests the presence of a land/sea breeze and we will
look for the inland analog of the sea breeze next. Neither of the offshore rainfall diurnal
cycles look similar from the pattern observed in Romatschke and Houze (2011), but might if
they were considered together, as the analysis area of Romatschke and Houze (2011) included
a large portion of the offshore region of WG and some inland regions.
The overland analysis regions, like the offshore regions, show many spatially and tempo-
rally consistent features. The minimum in temperature occurs at 0630-0700 LT and maxi-
mum at 13-14 LT, with a slightly broader and later peak over PL2 (Figs. 3.15c, d, e). PL2
shows the greatest diurnal range in temperature, of 5.1◦C. Mixing ratios over all three re-
gions are at a minimum 0630-0700 LT, but differ in their maxima. CP and PL1 experience
an afternoon maximum approximately an hour apart, and a broad diurnal range of 1.3 to
1.5 g kg−1(Figs. 3.15h, i) due to eastward advection of higher mixing ratios over the ocean,
or additional moisture contribution from evaporation of raindrops in precipitation in the
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afternoon. PL2 (Figure 3.15j) has two relative maxima, one at 13 LT and another at 19 LT.
The maximum in 10 m U wind component varies with distance inland (Figs. 3.15m, n, o), as
it first occurs at 1430LT over CP, then at 16 LT over PL1, and at 1630 over PL2. The inland
progression is indicative of a sea breeze or terrain-induced circulation. Because the increase
in wind speed is more rapid over PL2, there is likely more influence of terrain-induced cir-
culation further from the coast or mixing down of higher momentum air as the boundary
layer deepens. There is not a reversal in wind direction overnight that would indicate a land
breeze, but wind speeds decrease overnight to reach a minimum at sunrise.
Rainfall is not consistent in each overland region, but still exhibits temporally consistent
features. Rainfall over each inland analysis region displays characteristics of onshore flow
similar to a sea breeze (but later in the day), as a maximum in rainfall is first observed over
CP (1730-1830 LT), then over PL1 (1700 LT), and later over PL2 (1830-2000 LT, Figs. 3.15r,
s, t). The highest average 30 min rain rate in the diurnal cycle occurs over PL1. Rainfall
rates decrease rapidly in the evening after the peak in PL1 and PL2 but linger overnight over
CP, with an early morning maximum at 0730 LT, similar to the early morning maximum
in OS. The dual maxima in 2 m mixing ratio over PL2 is now explained: the first relative
maxima at 13 LT seen in (Figure 3.15j) is due to advection, as westerly winds draw moisture
inland, and the second maxima at 1900 LT is concurrent with the peak in rainfall and can
be attributed to additional moisture from the evaporation of raindrops.
The spatial distribution of the time of maximum rain rate (averaged over the entire
study period), given in 3 hr intervals for simplicity in Figure 3.16, gives further insights to
the diurnal cycles of rainfall in Figs. 3.15p, q, r, s, and t. The region with the most spatially
consistent time of maximum rain is PL1, which accounts for the sharp late afternoon peak
seen in Figure 3.15s. PL2 is also quite spatially consistent, showing that a broader peak in
Figure 3.15t is due to varied times of maximum rainfall which range from early afternoon in
the south and north parts of the region, and near midnight in the central portions. CP and
the offshore regions are much more varied. Near the Mangalore embayment, a maximum
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near midnight is common, while portions further north see an afternoon maximum, most
likely due to differences in localized flows around the WG. Over OS, where a dual-peaked
early morning maximum was observed, times of maximum precipitation are more generally
in the morning hours in the southern portion. The analyses seen thus far have not been
able to account for the increase in offshore rain overnight, so we turn to additional surface
variables and convective parameters.
The boundary layer over offshore areas is deepest overnight and most shallow in the early
afternoon, with a minimum at noon (Figs. 3.17p, q). Over the ocean, latent and sensible
heat fluxes, as well as moisture flux from the surface, vary very little diurnally. Over land,
however, diurnal cycles in these parameters are clear. Latent heat fluxes vary in intensity
but peak at similar times (1230-0130 LT), with an average maximum over CP of 240 W m−2
(Figure 3.17c) and lower maximum values over PL2 of 200 W m−2. Latent and sensible heat
fluxes are of nearly identical in magnitude and timing over PL2 (Figure 3.17e). Sensible
heat fluxes are lower than latent heat fluxes over CP and PL1 due to the high soil moisture
and dense vegetation cover in these areas (Figs. 3.17h, i, j). Moisture flux from the surface
follows the same diurnal pattern as the other surface fluxes, and has the greatest maximum
over CP at 0.35 mm hr−1, which decreases with distance from the coast (Figs. 3.17m, n, o).
The boundary layer reaches a maximum depth over CP and PL1 at 1230LT, just under 900
m (Figs. 3.17r, s), and at 1330 LT over PL2 (Figure 3.17t). PL2 exhibits the deepest diurnal
average boundary layer due to drier soil conditions and possibly higher average insolation
than CP and PL1, as sensible heat fluxes were highest here of the three overland regions.
Because we observe the diurnal cycle of rainfall over the offshore regions and overland
regions to be out of phase, we analyze their respective convective environments separately.
Low-level moisture and temperature, both examined earlier, are factors in the lifting con-
densation level (LCL) parameter, which represents the height to which air must be lifted
dry adiabatically to achieve saturation. Low LCL values are associated with a more un-
stable low-level environment. In WOS and OS, the LCL reaches its lowest value around
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06LT (Figs. 3.18a, b), coincident with the overnight precipitation maximum. Also occuring
overnight is a minimum in the level of free convection (LFC, Figs. 3.18f, g), a measure of the
height at which surface-based parcels will continue to rise if forced to this level. MCAPE, a
measure of convective available potential energy, is highest over WOS and OS near 0130LT
and diminishes through 08LT (Figs. 3.18k, l). With very little convective inhibition present
(MCIN, Figs. 3.18p, q), these convective parameters indicate that the early morning off-
shore precipitation maximum is due in part to increased instability over the waters. An
interesting observation is that MCAPE values overnight over the waters are higher than
maximum MCAPE values over land, due to the higher moisture content of the air over the
ocean (Figs. 3.15f, g). During the daytime, the low-level environment over the waters is more
stable, with higher LCLs and lower MCAPE values.
Over land, we see opposite trends in convective parameters. Because of its dependency on
temperature, it is not surprising to see that the LCL over all analysis regions is at a relative
maximum in the daytime, but the peaks are reached at OS, CP, PL1, and PL2, in succession
from 1130LT through 15LT (Figs. 3.18a, b, c, d, e). LCLs over land begin to increase before
noon, even as precipitation begins to increase, but drop to lows after 18LT over CP and PL1
after the maximum in precipitation and temperatures decrease. LFCs drop significantly
over CP, PL1, and PL2 after 0700LT (Figs. 3.18h, i, j), just before a rapid increase in
MCAPE 0700-1500LT (Figs. 3.18m, n, o). Maxima in MCAPE are achieved during rapidly
increasing precipitation rates over CP (16LT), PL1 (1430LT), and PL2(15LT). Convective
inhibition (MCIN) is relatively low over all analysis regions through the day, but also reaches
a minimum during the day over land. The strong relationship between convective parameters
and rainfall intensity support TRMM PR estimates of precipitation being mostly convective
in nature over this region Romatschke and Houze (2011).
Through this analysis, we see that convection over land, and over the offshore waters in
the WG region follows a well-observed diurnal cycle which is determined strongly by low-
level instability. Therefore, is not unreasonable to consider the influence of land surface
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variables on this diurnal cycle, especially those that influence low level stability such as soil
moisture. Strong diurnal cycles were observed in latent and sensible heat fluxes, as well as
surface moisture flux, over CP, PL1, and PL2. Surprisingly, soil moisture is high enough
over CP and PL1 that latent heat flux exceeds the sensible heat flux on average, though
cloud cover certainly plays a role in reducing insolation in these areas. High frequencies seen
in average daily rainfall translate to high frequencies of rainfall on half hour time intervals
as well, with average rain rate minima ranging from 0.05 mm 30 min −1 over OS to 0.39
mm 30 min −1 over PL1. A maximum in precipitation occurs first over CP and PL1, then
over PL2 approximately an hour and a half later. The spatial pattern in timing of maximum
precipitation (Figure 3.16) reveals that areas of convection that develop over PL1 shift likely
eastward into PL2 into the early overnight hours. Our results roughly coincide with the
model forecasts seen in Basu (2007), which are at a much coarser resolution but indicate a
maximum in precipitation offshore of the WG overnight into early morning, and an afternoon
to evening maximum for regions far inland.
With the background wind of the southwest monsoon continually drawing moist air from
the ocean eastward onto land, an amplification of convection over land due to orography and
differential surface heating occurs during the day as westerly winds are reinforced. At night,
however, while background winds are still westerly, the weaker offshore component (some-
times termed a land breeze) does not exist; at low levels the 10 m U-component of wind on
average never becomes easterly over any of the analysis regions considered here(Figs. 3.15l,
m, n, o). The land breeze therefore has to be ruled out as a forcing mechanism for the
recurring feature of precipitation offshore in the overnight and early morning hours. In a
monsoon-relative sense, there is perhaps still an explanation relating to the onshore winds,
however. Overnight, due to the reduction in intensity of the ocean/land thermal contrast,
westerly winds decrease over our 3-yr average for OS by 1 m s −1 and by 3.5 m s −1 over CP
(Figs. 3.15l, m). Over WOS, winds decrease comparatively less (0.6 m s −1, Figure 3.15k).
We hypothesize that this slowing of wind just upstream, and over the WG, while winds
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further upstream remain stronger, leads to low-level convergence over the CP and OS re-
gions. Destabilization of the air over OS the waters overnight was also observed in increased
MCAPE and decreased LCLs and LFCs. The combination of stability reduction and con-
vergence just upstream of the WG overnight therefore work in concert to allow enhanced
convection over the OS region. This idea is not altogether dissimilar from the theory of
upstream blocking described in Grossman and Durran (1984), but instead of blocking occur-
ring 50-200 km from the coastline, the impacts of blocking occur on diurnal timescales and
smaller spatial scales, extending only up to 100 km offshore on average. It is also possible
that the lift is not surface-based, but elevated, based on the upper-air response to the orog-
raphy. Future studies will address the vertical environment more thoroughly to determine
the influence of orographic waves that propagate upstream of the WG.
3.5 Summary and Conclusions
In the SASM, previous studies utilizing satellite-based precipitation estimates have found
that heaviest rainfall occurs upstream of orographic features, in particular, the WG of India
(Hoyos and Webster 2007; Nesbitt and Anders 2009; Romatschke and Houze 2011; Ro-
matschke et al. 2010; Xie et al. 2006). Recent studies have suggested that local factors such
as terrain-induced flows and impacts of local heating could be responsible for a diurnal cycle
here, superimposed upon the SASM (Basu 2007; Romatschke and Houze 2011; Sen Roy and
Balling 2007). In this study, we utilize the WRF model coupled with the Noah LSM to
simulate the months of August and September in 2008, 2009 and 2010 at high spatial and
temporal resolutions in order to investigate the local processes leading to precipitation in
the WG region and look for evidence of a diurnal cycle. We assessed the performance of the
model in a relative sense, by comparing a climatology of our model output against climatolo-
gies of TRMM PR datasets. A network of tipping bucket rain gauges across the escarpment
of the WG unique to this study was used to cross-validate precipitation timing and intensity
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at gauge sites. For additional temporal justification, we used the IMD summaries of the
monsoon seasons of 2008, 2009, and 2010 to ensure our model captured relevant synoptic
scale features and intraseasonal oscillations. Data from the entire simulation period was
averaged over our inner domain in order to create a standardized rainfall anomaly metric in
a method similar to Rajeevan et al. (2006), which was used to identify active/break periods.
WRF was judged to have reproduced the months of August 2008, 2009, and 2010 adequately,
and was used to investigate a diurnal cycle of precipitation in the WG, segregated into five
different regions based on elevation and spatially coherent precipitation and soil moisture
patterns.
WRF was found to frequently produce higher rainfall rates than observed at the gauge
sites, which is explained in part due to the model’s rather coarse resolution using explicit
convection, and also due to underestimation of rainfall at high rainfall rates by the gauges
(Groisman and Legates 1994; Marsalek 1981). The highest average precipitation rates, deter-
mined at a temporal resolution of 30 min, were found to occur immediate to the escarpment
and just upstream, in excellent agreement with high resolution satellite estimates by Xie
et al. (2006) and Nesbitt and Anders (2009), as well as with a study with local gauges by
Venkatesh and Jose (2007). Frequencies of daily rainfall over the three year period were
extremely high, as much of the CP and PL1 regions saw rain 85% of the days, and higher
elevations in these regions saw over 95% frequency. The highest rainfall totals were observed
in the 2010 season, which experienced a moderate La Nina. An analysis of the time-series of
precipitation and soil moisture suggest that precipitation follows a distinct diurnal cycle be-
tween active and break periods within the SASM. The impact of diurnal rainfall was notable
in the top three soil layers regardless of active, break, or interim period. Because the diurnal
cycle was more distinct between active and break periods, the presence of soil moisture and
role of land surface-atmosphere interaction may be more influential in these interim periods.
We formed composite diurnal cycles of meteorological fields, land surface variables, and
convective parameters for five analysis regions over our entire simulation period. At a tem-
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poral resolution of 30 min, this gives an unprecedented look at local processes in a pseudo-
climatological sense. A clear diurnal cycle of precipitation is observed, with an early morning
maximum (0630LT) over OS and late maxima over land, over CP (1730-1830 LT), then over
PL1 (1700 LT), and later PL2 (1830-2000 LT). Strong diurnal cycles were seen in surface
heat and moisture fluxes, mixing ratio, and convective parameters (LCL, LFC, and MCAPE)
over land. The variation in the 10 m U-component of wind was stronger over land than off-
shore. During the day, an enhancement in westerly monsoonal flow over land during the
day was observed, similar to a sea breeze, but no overnight complement exists. We theorize
that the maxima in offshore precipitation rates in the early morning hours can be attributed
to a combination of the destabilization of the lower atmosphere over the waters overnight
and surface convergence caused by a relative deceleration of incoming westerly flow to the
coastal region.
There are numerous opportunities for future work that stem from this project. First of
all, additional checks on the veracity of the model output would strengthen our conclusions.
Local surface and upper-air observations could be sought from the IMD, or cross-validation
with recently-available high resolution reanalysis datasets such as NASA’s Modern-Era Ret-
rospective Analysis for Research and Applications (MERRA; Rienecker et al. 2011) would a
provide a more spatially consistent dataset. We found that a diurnal influence is most promi-
nent on precipitation during times between active and break periods within the monsoon.
The next logical steps are to assess the magnitude and importance of the diurnal cycle would
be to separate the data into categories for active, break, and interim periods and construct
average diurnal cycles of meteorological fields, land surface variables, and convective param-
eters. It might be worthwhile to consider other methods of determining active/break periods
more relevant to the WG region, such as strength of cross-barrier winds, or Froude number
averaged over the upstream region. It would also be interesting to use harmonic analysis
to detect the diurnal cycle in the overall precipitation output from WRF, to determine the
fraction of variance that can be explained. This type of analysis has been performed for
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much of India (Basu 2007; Sen Roy and Balling 2007) but a void in data is noted in these
studies over the WG.
The occurrence of early morning precipitation maximum offshore of the coast is also
worthy of further investigation. In the present study we are only able to partially explain
this phenomena from a low-level standpoint, but much could be learned from a more thor-
ough analysis of the vertical structure of this environment, including the contribution of
lift from vertically propagating waves resulting from flow interaction with orography, and
understanding limits on vertical development.
Perhaps the most pressing area of future work involves hydrological and societal impacts
in this region. We observe that the high soil moisture content over the WG region leads to
high latent heat fluxes from the surface, and that land surface-atmosphere interaction could
have important consequences in development and maintenance of precipitation. With recent
deforestation occurring in the WG and the booming population of India relying increasingly
on fertile regions such as this for agriculture and commerce, it is highly important that
we seek to resolve uncertainties due to vegetation and land use change in land surface-
atmosphere interactions, through high-resolution modeling.
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3.6 Figures
Figure 3.1: Depiction of outer grid, which has a horizontal resolution of 25 km, and inner
grid, which has a horizontal resolution of 5 km.
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Figure 3.2: Locations of tipping bucket rain gauges are shown as red circles, overlain on
topography (m) provided by the 30 arc-second United States Geological Survey GTOPO30
Digital Elevation Map (DEM) data.
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3 yr (Aug-Sep) Mean Rainfall 1830 UTC 1 Oct 2008 Soil Moisture
Figure 3.3: Demarcation of regions used for analysis, including WellOffShore (WOS), Off-
Shore(OS), Coastal Plain (CP), Plateau 1 (PL1) and Plateau 2 (PL2). Regions overlain by
(left) mean daily rainfall for all 3 simulations every 10 mm beginning at 5, and (right) soil
moisture at the end of the 2008 simulation, contoured every 0.05 cm3 cm−3 beginning at
0.25.
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Figure 3.4: Daily rainfall totals (mm/day) collected from 16 gauges in Karnataka, India, 8
Aug 2008 through 13 Aug 2011. Months are demarcated by red lines; portions shaded gray
indicate missing data. The time used to delineate days is 0830LT, which is the standard
gauge readout time used by the Indian Meteorological Department (IMD).
89
Figure 3.5: 30 min rainfall rates at five gauge sites (black bars) and 30 min precipitation
rates as simulated by WRF (blue bars), over the nearest and four adjoining model gridpoints,
for 2008. Gray regions denote instances of missing raingauge data. Gauges are arranged
according to distance inland, with the site closest to the coast in the lowest panel.
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Figure 3.6: As in 3.5, but for ten gauge sites in 2009.
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Figure 3.8: WRF-relative standardized daily rainfall anomaly metric for 2008, 2009, and
2010. The metric threshold of 0.75 is depicted as a dashed line above/below the reference
level. Bars above the threshold are considered active periods and bars below the threshold
are considered break periods if they are consistent for three or more days.
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Frequency of Rainfall (Daily)
a)            b)  c)
Figure 3.9: 3-yr averages of (a) daily rainfall, (b) standard deviation of daily rainfall, and
(c) frequency of daily rainfall. Height contour of 490 m appears as a thin white line.
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Aug-Sep Precipitation (m)
0         100
Number of Points
Figure 3.10: Left: total precipitation at each point in the inner domain (blue points) and
average rainfall (black line) with elevation over August-September 2008. Right: number of
points included for each elevation.
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Figure 3.11: Total rainfall (mm) over the simulation periods of 31 July 1800 UTC - 1 Oct
1800 UTC, for 2008, 2009, and 2010. Height contour of 490 m appears as a thin white line.
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Figure 3.12: Time-series of cumulative rainfall (mm) over (a) the entire innermost domain,
(b) well offshore region, (c) offshore region, (d) coastal plain, (e) plateau1 region, and (f)
plateau2 region for each year of simulation.
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Figure 3.13: Time-series of cumulative rainfall (mm) over the entire innermost domain for
each year of simulation, with emphasis on stepwise periods indicating the influence of a
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Figure 3.16: Spatial view of the time of 3 yr Aug-Sep average maximum precipitation rate,
contoured every 3 hr LT.
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Timestep 15 s (d01, d02)
Number of Soil Layers 4
Parameters
Land Cover Land Use USGS
Soil Texture FAO STATSGO
Monthly Vegetation Fraction Gutman and Ignatov (1998)
WRF v.3.2.1
Timestep 15 s (d02), 75 s (d01)
Vertical Levels 45 (d02, d01)
Parameters
Land Cover Land Use USGS
Soil Texture FAO STATSGO
Monthly Vegetation Fraction Gutman and Ignatov (1998)
Boundary Conditions NARR-Enhanced (Mo et al. 2007)
Process Modules Option
Microphysics Kain-Fritsch (d01 only)
Land Surface Noah v.2.7.1
Surface Layer Monin-Obukhov (Janjic Eta)




Table 3.2: Number of points and percentage of masked area used for each analysis region.
Well Offshore (%) Offshore (%) Coastal Plain (%) Plateau1 (%) Plateau2 (%)
4978 (24.7) 5924 (29.4) 1699 (8.4) 2496 (12.4) 5053 (25.1)
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Chapter 4
Influence of Soil Moisture Initialization on Local
Precipitation Patterns in the Western Ghats
4.1 Introduction and Background
Many changes in land cover and vegetation have been incurred over the WG in the past
40 years, including deforestation, afforestation, and introduction of foreign vegetation. Jha
et al. (2000) estimated a loss in forest cover of 22% between 1973 and 1995, and large
areal increases in degraded forest, as observed with LandSat imagery. In a recent study of
hydraulic conductivity under different soil types and forested condtions in the WG, Bonell
et al. (2010) found that forested land that had seen human impact (degraded forest) within
decadal to century time scales had an order of magnitude lower hydraulic conductivity than
undisturbed forest. When rainfall intercepts soil with a low hydraulic conductivity, a greater
fraction of it is diverted to runoff than infiltrates into the soil. Over extended periods of
time, or more intense rainfall events, this could result in abnormally low soil moisture in
regions where forests have been disturbed. This has implications for erosion and overland
flow, but also for land surface-atmosphere interactions.
Studies on the influence of soil moisture on convective parameters and convective precip-
itation in complex terrain (e.g. Barthlott and Kalthoff 2011; Hauck et al. 2011; Hohenegger
et al. 2009) have been undertaken primarily in the presence of weak synoptic conditions and
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in areas outside the tropics. Even under weak flow, these studies have proven to be largely
inconclusive in determining a systematic soil moisture-precipitation feedback. In Chapter
2 of the current work, we find that differences in soil moisture can alter the strength of
the sea breeze circulation and reinforce terrain circulations within the domain of the North
American monsoon. Is a similar mechanism present in the South Asian Summer monsoon
(SASM) over the WG region as well?
In the previous chapter, we showed that the WRFv3.2.1 (see Table 3.1 for model details)
produced very realistic spatial climatological precipitation patterns over the WG and offshore
as compared with high-resolution TRMM PR climatologies of Xie et al. (2006), Nesbitt and
Anders (2009), and Romatschke and Houze (2011); Romatschke et al. (2010). Temporal
patterns were also well reproduced on a local level as verified against a rain gauge network
and on a regional level against IMD reports of intraseasonal oscillations, including active
and break periods. In the current study, we take the simulations from the previous chapter
a step further and rely upon the Noah LSM (v3.1, based on Ek et al. 2003) to provide a
realistic representation of the response of the hydrometeorological system, including changes
in land surface-atmosphere interaction, to contrasting initial soil moisture conditions within
the monsoon season. Unique soil moisture profiles are constructed based on climatologi-
cal extremes and used as soil moisture initialization in the coupled WRF-Noah modeling
environment.
What dictates spatial patterns of soil moisture in the WG? In the previous chapter, we
saw that soil moisture varied with distance from the coast, and was consistent with areas of
highest average precipitation rates (Figure 3.3). Venkatesh et al. (2011) performed a regional
analysis of soil moisture content in the Western Ghats over different three different vegetation
covered areas (acacia, natural forest, and degraded forest) and found no significant differences
in soil moisture across the different vegetation types. Topography-related variables were
suggested to play a more dominant role in determining spatial differences in soil moisture
in this area than vegetation cover. Therefore, we will use a topography-based delineation to
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assign differences in soil moisture; separating the coastal plan and low elevations from the
higher terrain of the Deccan plateau using similar methods as those used in the previous
chapter to segregate analysis regions.
The overarching goal of the current study is to establish the relative importance of soil
moisture, as a proxy for the consequences of a dramatic change in land use, within the
processes that produce precipitation in the WG region, including the diurnal cycle of pre-
cipitation observed in the previous chapter. We hypothesize that drier soil moisture over
the plateau, relative to the coastal plain, will facilitate more efficient surface heating, and
induce a stronger pressure gradient from the ocean to land, strengthening the afternoon
onshore flow. Specifically, we will address the longevity of the initial soil moisture perturba-
tions on the system by analyzing time series of soil moisture and precipitation, and assess
impacts on total accumulated precipitation as well as impacts on the timing and intensity
of precipitation on a diurnal timescale.
4.2 Model Configuration and Experimental Setup
Other studies testing sensitivity of land-surface interactions and precipitation to ini-
tial soil moisture conditions have used a pre-existing soil moisture dataset, modified by a
percentage-based approach (Hohenegger et al. 2009) or a similar multiplier-based approach
(Vivoni et al. 2009). Hohenegger et al. (2009) used a climatologically-derived average soil
moisture dataset, then created a ”wet” and ”dry” soil moisture initialization by increas-
ing/decreasing the initial values by +/- 30%. This approach, while initially physically based,
may not create sufficiently contrasting conditions because higher soil moisture values will
have a greater response to the percent change than dry values. Another approach is to
test a wide range of initial soil moistures, from ”fully dry” to ”fully wet,” based on soil
hydraulic properties. Vivoni et al. (2009) used this method to create a range of 16 different
soil moisture initializations and ran simulations over a 4-day period.
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We introduce two contrasting soil moisture initialization scenarios in the WG region: one
exhibiting a wet coast and dry plateau (termed “Dplat“), and another exhibiting a dry coast
and wet plateau (termed “Wplat“). Only two contrasting simulations are performed each
year due to computational expense, and so the soil moisture initializations are constructed
carefully. Simulations begin at 1800 UTC 31 July 2008, 2009, and 2010 and run approxi-
mately two months, through 1 October of each year. Each pair of contrasting simulations,
which are identical except for their initial soil conditions, can then efficiently be compared
against each other, as well as against the simulations performed for the previous chapter,
which we will refer to as the “control“ cases in this chapter. At a minimum, the first 24
hours of simulation are regarded as time for the meteorological and land surface models to
adjust to the imposed initial and boundary conditions, and thus are discarded.
In order to create contrasting idealized, yet physically-constrained initial soil moisture
conditions, a 30-year climatology was constructed from ERA-I soil moisture for the initializa-
tion date of the meteorological model (1979-2008). The ERA-I show marked improvement in
soil moisture from its ERA predecessor (Dee et al. 2011) and has proved to be a high-quality
source of climatological land surface data in field studies (Szczypta et al. 2010) and as com-
pared against other contemporary reanalysis datasets (Reichle et al. 2011). The top-layer
mean soil moisture for this date was computed from raw ERA-I data (for each point in the
domain), then departures from the mean were evaluated for each year in the climatology
(Figure 4.1). Departures were averaged over an area roughly equivalent to the innermost
domain to determine which year experienced, over the current area of interest, the maximum
soil moisture (1982) and minimum (1987) soil moisture quantities. Because bounds of mini-
mum or maximum water content of the soil are dictated by the field capacity or wilting point
according to the soil type assigned by the FAO-STATSGO dataset, we construct minimum
and maximum soil moisture values for each of the four layers within Noah based on the min-
imum and maximum values observed for each soil moisture type within ERA-I. This allows
us to maintain soil moisture values within the observed range of soil hydraulic properties.
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Soil moisture heterogeneity is an unavoidable consequence of this method of assignment and
spatial discontinuities are visible in Figure 4.2c, where the higher content of clay in the soils
over the eastern portion of the plateau (clay loam) are able to retain more moisture than soils
with a lesser clay content (sandy clay loam) over western portions of the plateau. The WRF
Preprocessing System Version 3.3.1 (WPS, http://www.mmm.ucar.edu/wrf/users) was used
to process ERA-I data for the maximum and minimum year to produce soil moisture con-
ditions on an identical grid as the WRF simulations. Simply using the soil moisture values
from the year of relative maximum or minimum would be an interesting case study, but
because we seek to test a more idealized soil moisture distribution, we use these as a base in
constructing more specialized initial soil moisture conditions based on a delineation between
the coastal plain and the elevated Deccan Plateau.
As an example of the spatial distribution of soil moisture (0-10 cm) imposed on the
system, the control run from 2008 is shown along with the Dplat and Wplat scenarios in
Figure 4.2 after a 24-hour spin-up period. Rainfall immediate to the WG and western
plateau is already impacting the artificially low soil moisture values in the Dplat scenario,
and likewise over the coastal plain in the Wplat scenario. This underscores our limitation of
the time of spin-up to only 24 hours. Studies with a goal of achieving the most realistic soil
conditions can require spin-up of the land surface model of 10 years or more (Rodell et al.
2005) but if starting from a climatological average, spin-ups of 10 days or less are acceptable
(Vivoni et al. 2009). Because the aim of this study is not to reproduce an observed land
surface state, our short spin-up approach is justified in order to retain the characteristics
imposed.
4.3 Analysis and Discussion
As a starting point, we first examine the output of total rainfall from the simulations
over the 2-month span of simulation, for each year. Figure 4.3 displays total rainfall from
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the Dplat scenario for each year in the top panels and from Wplat scenarios in the middle
panels, and differences between Dplat and Wplat scenarios appear in the bottom panels
(Dplat-Wplat). 2009 (bottom center) stands out as a year where more soil moisture over the
plateau (Wplat) was associated with more rainfall over the northern portion of the plateau as
well as offshore, but less rainfall over southern portions of the plateau. Trends in rainfall with
differing soil moisture conditions are not always consistent, and show opposite associations in
isolated regions between 2008 and 2010 - particularly within the Mangalore embayment and
Palghat Gap, where higher rainfall is seen in the Wplat scenario but lower rainfall is seen in
2010. This is evidence of the complex flows and feedbacks that occur due to local topography,
and spatial averaging will allow us to better determine regions where robust and consistent
relationships exist. Total rainfall accumulation also differs significantly for the sensitivity
studies as compared with the control cases for each year, displayed in Figure 4.4). The
largest differences appear in 2008 and 2009 over the northern portions of the domain, where
the southward drift of the monsoon trough was observed to influence precipitation in the
control cases. It is difficult to distinguish statistically relevant differences in precipitation
year-to-year spatially, so we turn to the methodology implemented in the previous chapter:
temporally and spatially averaged analysis regions (defined as WOS, OS, CP, PL1, and PL2).
Cumulative precipitation over the entire domain, as well as for each analysis region, is
shown in Figure 4.5 for all simulations. Discussion of the intraseasonal variability concerning
the control runs appeared in Section 3.4.2. The total cumulative precipitation over the
entire domain varies very little in 2008 and 2009, but is slightly lower in Wplat and Dplat
scenarios after 10 September in 2010 when the rate of overall accumulation diminished.
An examination of the analysis regions separately reveals that some regions, such as CP
and PL1, are quite insensitive throughout the simulation period, while WOS, OS, and PL2
show more differences between sensitivity tests. The most outstanding observation from
the analysis regions is that rapid increases in precipitation accumulation occur with very
little sensitivity with respect to timing, but periods where precipitation is lighter tend to
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exhibit more sensitivity. This solidifies an earlier observation (from Section 3.4.2) that
intraseasonal oscillations are certainly the primary factors in timing and total accumulation
of precipitation, but here we see that the land surface-atmosphere interactions may act as
a secondary control, causing incremental differences in precipitation totals that also add up
over time. The most sensitive region appears to be PL2 (Figure 4.5f), which indicates that
consistently less precipitation accumulates in the Dplat scenario than in the Wplat scenario.
Differences are most obvious during break and interim periods.
Before delving into the details of the soil moisture time series, it is helpful to have an
understanding of the state of the soil moisture in the control runs at initialization. The
departures of top layer volumetric soil moisture at initialization for 2008, 2009, and 2010
are shown in the last three panels of Figure 4.1. While 2008 is rather unremarkable, 2009
stands out as having drier soil moisture than average over the plateau, and 2010 is wetter than
average over the northern portion of the domain. This will of course impact the soil moisture
differences seen in the Wplat and Dplat simulations from the control run. Interestingly, even
though each year did not indicate higher than average soil moisture along the coast, the
beginning of the soil moisture time series looks nearly identical over the CP for the control
cases and the Dplat cases (Figure 4.6a, d, g). Soil moisture in the Wplat cases along the
CP all begin the simulation with significantly drier conditions, but these are not long lived
- they join with the other cases after only 7 days in 2008, 11 days in 2010, and 23 days in
2009 (due to the break period that occupied much of August). This is in line with findings
of (Brubaker and Entekhabi 1996), who found that starting simulation from a dry anomaly
in soil moisture conditions can take on the order of 14 days or more, while moist anomalies
may recover within 10 days.
Because of the very similar, wet, soil conditions along CP through the simulation over
each year, we do not expect to see any sensitivity in meteorological parameters analyzed in a
seasonal sense. The Dplat scenarios also lose identity over PL1 on similar timescales as seen
over CP, due to frequent rain. Soil moisture over PL2 is able to retain its drier characteristic
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throughout the span of the simulation, in part because rain that enters the top layer of
soil (shown here) infiltrates downward to lower soil layers. It is also possible that a higher
fraction of the incoming rain is converted to runoff.
Interestingly, 2010, which showed little differences in cumulative precipitation between
sensitivity studies and the control case until September 10 (Figure 4.5a), shows the most
similarity in soil moisture after 10 September over CP, PL1, and PL2. The largest difference
in soil moisture during the last 20 days of September was seen in PL2, which also exhibited
a regular pattern of diurnal rainfall. Lower soil moisture in the Dplat scenario corresponds
directly with lower cumulative precipitation, but both sensitivity studies had lower cumu-
lative precipitation than the control case and they approach each other toward the end of
September. Therefore, no clear soil moisture-precipitation feedback can be established for
this specific case.
Diurnal averages of 2 m temperature, 2 m mixing ratio, 10 m U wind component, and
rainfall were computed for each region, in half hour intervals, over the entire span of simula-
tions in accordance with the methodology used in Section 3.4.3 and are shown in Figure 4.7.
Here, we compare the diurnal averages of the control case with the diurnal averages of all
Dplat simulations, and the diurnal averages of all Wplat simulations. Interestingly, despite
the differences in rainfall seen in the time series earlier, no discernible differences are seen
in most of the basic meteorological parameters. The most robust differences occur over
PL2, where 2 m temperature is higher in the Dplat case than the Wplat and control cases,
(Figure 4.7e), the 2 m mixing ratio is lowest in the Dplat case (Figure 4.7j), and the east-
ward U-component of the wind is strongest of all simulations (Figure 4.7o). On average, the
maximum in rainfall is a more distinct peak which occurs at 1830 LT in the Wplat case,
which is an hour earlier than the maximum in the Dplat case, but the intensity is similar
(Figure 4.7t).
A similar trend is seen in a comparison of the average diurnal land surface variables.
Over PL2, drier soil moisture in the Dplat case allows more energy to be transferred to
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the lower atmosphere through sensible heat flux (Figure 4.8j) rather than latent heat flux
(Figure 4.8e). The moisture flux from the surface is also the lowest of all simulations over
PL2 (Figure 4.8o), and due to drier low-level conditions the maximum extent of the boundary
layer in the afternoon is deeper (Figure 4.8t). CP and PL1 observe slight differences between
Dplat and Wplat scenarios, but the soil moisture is moist enough that the latent heat fluxes
dominate the partitioning of energy on average (Figs. 4.8c, d). At this point, a look at the
convective parameters would appear to be unnecessary, as no significant differences in the
diurnal rainfall intensity signal were observed, but this may help account for the difference in
timing of maximum rainfall rate between Dplat and Wplat scenarios. MCAPE in the Wplat
case exceeds the other simulations on average though the timing is identical (Figure 4.9o).
This is likely due to the additional low-level moisture in the Wplat case gained from the
surface moisture flux, because of the higher soil moisture values. The additional instability
in the Wplat case is likely the cause of the slightly earlier rainfall maximum.
To summarize, diurnal cycles were observed in all regions (except in moisture flux over
the ocean), but only PL2 saw measurable differences in meteorological fields, land surface
parameters, and convective parameters in the two contrasting soil moisture initializations
tested here, when examined from a seasonal perspective. Therefore, we can say PL2 would
be the only region to experience differences in precipitation directly due to land surface-
atmosphere interactions. Significant differences in timing or intensity of the diurnal intensity
of precipitation was not seen, however.
There are a few possible explanations for the absence of atmospheric response to the
two contrasting soil moisture initializations tested here. The period of time we consider in
this study may be long enough that any initial differences due to land surface-atmosphere
interaction are eradicated when averaging over time in a bulk sense. Tied into the lack of
sensitivity is the high frequency of rainfall over CP, PL1, and even PL2 here. Increases in
precipitation due to intraseasonal oscillations essentially wipe out differences in soil mois-
ture over this region on scales that would impact the low-level atmosphere. In the previous
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chapter, diurnal cycles of precipitation appeared more coherent during interim periods be-
tween active and break periods. Therefore, influence of soil moisture on land-atmosphere
interaction is most likely to occur during these interim periods, over further inland areas
(PL2).
To test these overall conclusions, we look at a comprehensive analysis of precipitation at
the end of the 2-month simulation for each year in Table 4.1 and a similar analysis, but over
only the first 10 days of August for each year in Table 4.2. Over the entire domain, only small
differences in total precipitation, which manifest as small fractions of the total precipitation
(%), are observed in each year for the Wplat and Dplat cases as compared with the control
case. This is essentially what was observed in Figure 4.5, but presented here in tabular
format and averaged to determine an overall response to soil moisture initialization for each
region. Again, no clear trends are evident except over PL2, where it more consistently rains
less in the Dplat cases, nearly 7% less over all three years. If this result is robust, and
the land surface-atmosphere response is strongest within the first few days of simulation, it
should also be seen in the 10-day analysis. This is indeed what we see in Table 4.2. In 2009,
which began the simulation during a break period, the Dplat scenario resulted in a nearly
40% reduction in rainfall as compared with the control case (which was also relatively dry).
This is encouraging evidence that supports our hypothesis that land surface-atmosphere
interactions have important implications for the diurnal cycle of precipitation over inland
India (PL2), especially during interim and break periods. Our results indicate that a positive
feedback likely exists in PL2 under these circumstances, as dry soil conditions lead to reduced
rainfall.
4.4 Summary and Conclusions
The purpose of this study was to determine the influence of soil moisture on local precipi-
tation patterns and the diurnal cycle of precipitation observed in Chapter 3. We hypothesized
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that imposing dry soil conditions over the plateau would lead to increased surface heating
over the plateau and lower pressure, which would manifest as stronger onshore flow in the
afternoon. Extrema in a 30-year climatology of ERA-I soil moisture was used to construct
two scenarios of artificial soil moisture initial conditions; one featuring a dry plateau and wet
coastal plain (Dplat) and the other featuring a wet plateau and dry coastal plain (Wplat).
These initial soil conditions were introduced to the coupled WRF-Noah model configuration
as described in Chapter 3, and simulations were performed for August and September of
2008, 2009, and 2010 analogous to the simulations in Chapter 3. Results of these simula-
tions were compared against each other, and against the control runs from Chapter 3.
The response of the low-level atmosphere to the contrasting initial soil moisture experi-
ments was largely underwhelming on a seasonal basis, and no amplification in onshore flow
was observed in the Dplat scenario. Intraseasonal oscillations were observed to dictate the
timing and total accumulation of precipitation over the domain, as well as in the analysis
regions. Differences in initial soil moisture were largely nullified by frequent rainfall over
the WG in OS and PL1, where the high soil moisture in all scenarios and latent heat flux
dominated the surface energy exchange. PL2, located further inland, was able to retain dry
soil moisture for the length of the entire simulation, and showed higher sensible (than latent)
heat fluxes from the surface in the Dplat case and higher latent (than sensible) heat fluxes
in the Wplat case. The most prominent effects of land surface-atmosphere interaction were
observed in diurnal averages over PL2, where the Dplat case exhibited a higher 2 m temper-
ature, lower 2 m mixing ratio, stronger afternoon westerly wind, and later peak in maximum
rainfall rate than the Wplat or control scenarios. Though it is difficult to ascertain the sign
and magnitude of potential soil moisture-precipitation feedbacks over the region as a whole,
and even when broken down into the CP, PL1, and PL2 regions analyzed, the most distinct
signal was observed over PL2. Averaged over the three year period, PL2 exhibited a posi-
tive soil moisture-precipitation feedback, most strongly for dry soil conditions, over seasonal
timescales. A cursory analysis over shorter time scales (10 days) revealed the same relation-
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ship at a much greater magnitude: dry soil conditions over PL2 are strongly correlated with
lower cumulative precipitation. This suggests that land surface-atmosphere interactions act
primarily on shorter time scales in the WG region, and are most prominent over the interior
plateau.
This study has important hydrologic implications for the land surface over the plateau.
Land use practices that may result in lower soil moisture through reduction in soil hydraulic
conductivity, such as deforestation and afforestation (Bonell et al. 2010), would lead to de-
creased precipitation due to the land surface-atmosphere positive feedback mechanism found
here. Thus, dry areas would get drier, most notably on shorter time scales and to a lesser
degree on seasonal time scales. Though our results are conclusive for the PL2 area, a more
complex modeling study here utilizing dynamic vegetation, changes in vegetation or land
use, and runoff routing would yield more specific implications for the hydrometeorological







   
   




   
   




   
   




   
   
   








   
   










   
   




   
   




   
   




   
   
   








   
   










   
   




   
   




   
   




   
   
   








   
   










   
   




   
   




   
   




   
   
   








   
   

































































































































Figure 4.2: Soil moisture distribution in the top soil layer (0-10 cm) after the first 24 hours of
spin-up, shown for 1800 UTC 1 August 2008: (a) Control simulation; (b) Dplat scenario with
dry soil moisture values artificially introduced over the Deccan Plateau; (c) Wplat scenario
with wet soil moisture values artificially introduced over the Deccan Plateau.
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(mm)
Figure 4.3: Total rainfall over the simulation periods of 31 July 1800 UTC - 1 October 1800
UTC for 2008, 2009, and 2010 (left to right). The top three panels show results from the
Dplat scenario and the middle three panels represent the Wplat scenario. Difference plots in
the bottom three panels were constructed by subtracting the Wplat from Dplat scenarios,
such that negative values (blue) indicate more precipitation in the Wplat scenario.
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Figure 4.4: Differences in total rainfall (mm) over the simulation periods of 31 July 1800
UTC - 1 October 1800 UTC for 2008, 2009, and 2010 (left to right) for the control cases for
each year as compared with the idealized soil moisture scenarios. The top three panels show
results from the Dplat scenario and the middle three panels represent the Wplat scenario.
Difference plots in the bottom three panels were constructed by subtracting the idealized
scenarios from the control case.
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Figure 4.5: Time-series of cumulative rainfall (mm) over (a) the entire innermost domain,
(b) well offshore region, (c) offshore region, (d) coastal plain, (e) plateau1 region, and (f)

























































































































































































































































































Table 4.1: 2-month cumulative precipitation (m x 103) (1 Aug 1830 UTC - 1 Oct 1830 UTC)
for each simulation. Differences from total precipitation are shown for Dplat and Wplat
scenarios, as well as a percent difference from the control simulation.
Dplat Dplat (%) Wplat Wplat (%)
Year Control Dplat Difference Difference Wplat Difference Difference
Domain Total
2008 15.89 15.81 -0.08 -0.5 16.05 0.16 1.0
2009 14.53 14.40 -0.12 -0.9 14.41 -0.12 -0.8
2010 24.52 23.56 -0.96 -3.9 23.81 -0.71 -2.9
Average 18.31 17.92 -0.39 -1.75 18.09 -0.22 -0.91
WOS
2008 1.08 0.98 -0.10 -9.5 1.00 -0.08 -7.8
2009 0.29 0.35 0.07 22.6 0.26 -0.02 -8.3
2010 1.44 1.45 0.01 0.6 1.43 -0.01 -0.5
WOS Average 0.94 0.93 -0.01 4.54 0.90 -0.04 -5.53
OS
2008 2.82 2.61 -0.22 -7.7 2.85 0.02 0.8
2009 2.36 2.49 0.14 5.8 2.57 0.22 9.2
2010 4.56 4.09 -0.47 -10.4 4.53 -0.03 -0.8
OS Average 3.25 3.06 -0.19 -4.11 3.31 0.07 3.08
CP
2008 1.86 1.89 0.03 1.7 1.96 0.10 5.5
2009 2.06 2.03 -0.03 -1.3 2.04 -0.02 -0.8
2010 3.03 3.05 0.02 0.8 3.04 0.01 0.5
CP Average 2.32 2.32 0.01 0.38 2.35 0.03 1.73
PL2
2008 2.49 2.50 0.02 0.7 2.62 0.14 5.5
2009 2.52 2.42 -0.10 -3.8 2.48 -0.04 -1.5
2010 3.60 3.60 0.00 -0.1 3.66 0.06 1.7
PL1 Average 2.87 2.84 -0.03 -1.06 2.92 0.05 1.86
PL2
2008 2.32 2.26 -0.06 -2.6 2.38 0.06 2.5
2009 2.82 2.58 -0.24 -8.5 2.69 -0.13 -4.6
2010 4.41 3.99 -0.42 -9.5 4.12 -0.30 -6.7
PL2 Average 3.19 2.95 -0.24 -6.89 3.06 -0.12 -2.93
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Table 4.2: 10-day cumulative precipitation (m x 102) (1 Aug 1830 UTC - 10 Aug 1830 UTC)
for each simulation. Differences from total precipitation are shown for Dplat and Wplat
scenarios, as well as a percent difference from the control simulation.
Dplat Dplat (%) Wplat Wplat (%)
Year Control Dplat Difference Difference Wplat Difference Difference
Domain Total
2008 59.08 56.48 -2.60 -4.4 57.95 -1.13 -1.9
2009 4.48 4.31 -0.18 -3.9 4.73 0.25 5.6
2010 19.78 19.89 0.12 0.6 20.61 0.84 4.2
Average 27.78 26.89 -0.89 -2.59 27.77 -0.02 2.63
WOS
2008 1.05 0.76 -0.29 -27.6 1.01 -0.05 -4.3
2009 0.07 0.07 0.00 -6.7 0.07 0.00 -3.2
2010 0.08 0.07 -0.01 -13.3 0.10 0.02 22.0
WOS Average 0.40 0.30 -0.10 -15.85 0.39 -0.01 4.84
OS
2008 8.09 7.30 -0.79 -9.8 6.95 -1.14 -14.0
2009 0.84 0.78 -0.06 -6.9 0.81 -0.03 -3.8
2010 1.32 1.32 0.00 0.2 1.32 0.00 0.0
OS Average 3.42 3.13 -0.28 -5.46 3.03 -0.39 -5.96
CP
2008 8.00 7.96 -0.04 -0.5 8.24 0.24 3.0
2009 0.96 0.95 -0.01 -1.4 0.97 0.01 0.9
2010 3.02 2.93 -0.08 -2.8 3.03 0.01 0.4
CP Average 3.99 3.95 -0.05 -1.55 4.08 0.09 1.45
PL2
2008 11.35 10.99 -0.37 -3.2 11.66 0.30 2.7
2009 1.21 1.12 -0.09 -7.3 1.25 0.05 3.8
2010 4.97 5.09 0.12 2.5 5.15 0.19 3.7
PL1 Average 5.84 5.73 -0.11 -2.69 6.02 0.18 3.39
PL2
2008 14.27 13.57 -0.70 -4.9 15.12 0.85 5.9
2009 0.22 0.14 -0.09 -38.7 0.32 0.10 44.9
2010 4.02 4.05 0.03 0.9 4.06 0.04 1.1




In these studies, we utilize high resolution coupled land surface-atmosphere modeling
systems of WRFv.2.1.2 coupled with the Noah LSM v2.7.1 over the domain of the NAM,
and WRFv3.2.1 coupled with the Noah LSM v3.1 over the domain of the WG within the
SASM, to perform sensitivity tests over core months of the monsoon season. We investigate
the sensitivity of the overall monsoon system to differences in initial land surface conditions,
namely, contrasting soil moisture conditions. The reader is referred to the previous chapters
for specific conclusions and directions for future work pertaining to each study, but the
broader impacts of the overall study will be addressed here.
The output of our simulations yielded high-quality datasets that offered unprecedented
details of the local meteorology on seasonal timescales. In the domain of the NAM, a
diurnal cycle of convection had been long observed and studies by Lang et al. (2007), Hong
et al. (2007), Gochis et al. (2007), Nesbitt et al. (2008), Ciesielski and Johnson (2008), and
Rowe et al. (2008), contributed significantly to the understanding of processes that lead to
convection. The current study generally reinforced the findings of the aforementioned studies,
and revealed that the differences in the timing and location of precipitation that occur within
the diurnal cycle of convection due to the two contrasting soil moisture conditions were largely
inconsequential on seasonal timescales. Terrain-induced flow and sea breeze circulations are
the dominant forcings that dictate precipitation patterns in this region.
Similar conclusions were reached in the study of the WG region; differences in initial
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soil moisture content (which were at climatological extremes) had no discernible effects on
precipitation over the coastal plain, the escarpment of the WG itself, or western portions
of the plateau. A distinct, and previously undocumented diurnal cycle of precipitation was
observed in the WG region, where offshore and overland precipitation occurs out of phase on
a diurnal timescale, such that an early morning maximum in rain rate occurs within 100km
of the coast over the waters, and a late afternoon to early evening maximum occurs over
the coastal plain and orography. We hypothesize that this is due to the increased onshore,
and upslope, flow during the day while weaker flow overnight causes blocking just upstream
of the WG and results in lifting over the waters offshore, where the low-level environment
destabilizes overnight and facilitates convection.
We find direct evidence of a positive soil moisture-precipitation feedback over the most
inland portion of our domain of study in the WG (PL2) which is borne out in a reinforcement
of dry conditions. Drier soil moisture over the plateau was associated with decreased pre-
cipitation on seasonal timescales, and the magnitude of this relationship was stronger over
shorter timescales. We believe that a similar relationship is likely to exist to the east of the
SMO in the domain of the NAM as well. This finding has important hydrometeorological
implications that are linked with land use change, especially east of the WG. Deforestation
and human impact on forest areas causing them to become degraded have occurred over
increasing areas of the WG region over the past 40 years, and continues to occur (Jha et al.
2000). The hydraulic properties of soil in deforested and degraded forest areas are reduced by
an order of magnitude as compared with undisturbed forest soils (Bonell et al. 2010), which
impacts the rate of infiltration into the soil and results in increases of overland flow and
erosion. Therefore, we recommend future studies on land surface-atmosphere interactions
and impacts on hydrology to focus on these more interior portions of the WG region where
the state of the soil moisture was found to have greater influence on the low-level stability
and precipitation on short-term and seasonal time scales.
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