In thLs article the general approach to Plotkin style operational semantics of [7] is extended to Transrtion System Specifications (TSS's) with rules that may contain negative premises. Two problems arise: firstly the rules may be inconsistent, and secondly it is not obvious how such rules determine a transttion relation. We present a general method, based on the stratiflcatPon technique of logic programm~ng, to show consistency of a set of rules. Then we show how a specific transition relation can be associated with each consistent TSS in a very natural way. A special format for the rules, the pure ntytt/ntyxt-format, is defined. For this format three important theorems hold: firstly, bis~mu-lation is a congruence if all operators are defined using this format, secondly under certain natural restrictions a TSS in ntylt-tormat can be added conservatively to a TSS in pure ntyft/ntyxt-format and finally, the trace congruence for image finite processes induced by our format is precisely bistmulation equivalence.
INTRODUCTION
In recent years, many process calculi, programming languages and specification languages have been provided with an operational semantics in Plotkin style [12] . Often, definitions of semantics in Plotkin style use negative premises in rules. For instance deadlock detectors [8, 11] , priority operators [6, 7] , several forms of (semi) synchronous communication operators [13] and sequencing operators [5, 10] are defined using negative premises. In [5] it is even observed that sequencing can only be defined using negative premises. Two problems arise when rules have negative premises. Often these problems seem to be ignored. 1. It is possible to give an inconsistent set of rules. This means that one can derive with the rules that a process can perform an action if and only if it cannot do so. In this case the rules do not define an operational semantics. 2. Even if the rules are consistent, it is not immediately obvious how these rules determine an operational semantics. The normal notion of provability of transitions where the rules are used as inference rules is not satisfactory. A first solution to these problems is to avoid negative premises in rules. Often using additional labels, function names and rules an operational semantics can be given using only positive premises. But then there are many auxiliary transitions that do not correspond to the (positive) behavior of the system that is modeled or specified. Moreover, definitions of an operational semantics become more complex than necessary. This means that an important property of operational semantics in Plotkin style, namely simplicity, is violated. Therefore, we give another solution.
We deal with the first problem by formulating an easy method of checking whether a transition relation is consistent. This method is based on the local stratifications [2, 14] that are used in logic programming. The other problem is solved by formulating an explicit definition of the transition relation. We argue that our choice is a very natural one.
A format of rules that allows negative premises is the GSOS-format of BLOOM, ISTRAIL & MEYER [5] . The GSOS-format is incompatible with the (pure) tFft/tyxt-format [7] that allows lookahead but no negative premises. Our method is applicable to the combination of these two formats. We call this combination the (pure) ntyft/ntyxtformat. Here n indicates that negative premises are allowed.
TRANSITION SYSTEM SPECIFICATIONS AND STRATIFICATIONS
In this paper we assume the presence of a countably infinite set V of variables with typical elements x,y,z. A (single sorted) signature is a structure Y = (F,r) where F is a set of function names disjoint with V and r:F--,N is a rank function which gives the arity of a function name.
T(N,W) is the set of X-terms over WC_ V. We write T(N) for T(E, ~) and T(E) for T(E,V).

Var(t) C V is the set of variables in a term t ~T(N). A substitution o is a mapping in V-+T(E).
Below we formalize the notion of a Plotkin style definition of an operational semantics.
DEFINITION. A TSS (Transition System Specification) is a triple P =(E,A,R) with E=(F,r)
a signature, A a set of labels and R a set of rules of the form:
(t~-~-)t(Ik~K}U(tl b75 l/eL} t -~-) t'
with K and L finite index sets, tktk ',t~,t,t'~g(E), ak,bt,a~A (k~K, IEL) . The index sets K and L are chosen to be finite to avoid some notational complexity. All results in this paper also hold when K and L are infinite. Elements (t,a, t' ) of a transition relation ---) are written as t -~ t'. We say that a positive literal ~ holds in ---), notation --)~ ~b, if +E---). A negative literal t 6/) holds in ---), notation --) ~t 6/), if for no t'~ T(Y~): t-f-) t' ~--).
The purpose of a TSS is to define a transition relation ---)C_Tr(Y,A) where Tr (E,A) = T(E) ×A × T(E).
2.2.
For a TS~ without negative premises the transition relation that must be associated with it is evident: it simply contains all provable (closed) literals. For a TSS with negative premises it is not so clear which transition relation should be associated with it. BLOOM, ISTRAIL and MEYER [5] require that a transition relation agrees with a TSS. We think that this should at least be the case. We repeat their definition here, using our own notation.
DEHMTION. Let P=(E,A,R) be a TSS. A transition relation --~ "C_Tr(E,A) agrees with
(x~ I k ~K}
~---) ¢~ 3 ~R and 3a:V--~T(E) such that o(x)=~ and VkeK: --~ ~o0~-). X
Unfortunately, for a given TSS P it is not guaranteed that a transition relation that agrees with P exists and if it exists it need not be unique. We give two examples illustrating these points.
