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Abstract 
Falling commodity prices have reduced the profit margins of Southern African sugar 
producers. Although these price falls have been severe, they reflect a long-term trend of 
reducing margins for basic commodity producers during the 20th Century. This trend has 
forced. producers to closely examine their processes and to look for areas in which 
improvements in productivity, yield and efficiency can be achieved. Evaporation is the most 
energy intensive unit operation in the sugar factory, and it is responsible for the removal of 
most of the water from sugar solution, or juice, which is extracted from the sugar cane. There 
is also a large potential to lose sucrose at the evaporators due to the high temperatures and 
long residence times employed there. The smooth control of the evaporators is thus vital to 
consistent factory operation, and the evaporators are commonly a sugar factory bottleneck. 
This study developed a control strategy for the particular evaporator configuration found at 
Triangle Sugar Mill in south eastern Zimbabwe. There are currently several evaporator 
control strategies being used in the sugar industry. Most of these are an assembly of single 
loop Proportional Integral Derivative (PID) controllers, which cannot optimally account for 
the interactions encountered in most evaporator stations. Ideally, any evaporator control 
system should be able to handle the mUltiple input multiple output problem while anticipating 
and handling constraints on inputs and outputs. Several multivariable approaches have been 
tried, but these usually require a great deal of expensive instrumentation. 
After a review of the multivariable control literature and testing of several alternative control 
systems, Dynamic Matrix Control (DMC) was chosen as the bestwsuited control algorithm for 
the Triangle control problem. A dynamic model of the Triangle evaporator station was 
. developed to formulate and test the DMC and other controllers. The model was based on a 
set of differential equations involving mass and energy balances through the evaporators. Real 
plant data were collected from the SCADA system and the model was tested against this data. 
After validation the model was. used to record step responses of the process to key input 
variables. 
The control system had nine (9) measurable inputs, and three (3) controlled outputs. The 
objective of the control system was to deliver the maximum amount of consistently high 
quality symp, within plant constraints. This was formulated in an objective function which 
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seeks to minimize a weighted sum of the errors of syrup concentration from a setpoint, and 
the fluctuations in juice flowrates. Two alternative formulations were developed, and tested 
on the plant model. 
In addition, two level controllers were devised, based on Linear Quadratic Gaussian (LQG) 
and Model Predictive Control (MPC) approaches. These were then tested on a model of the 
buffer tanks upstream of the evaporators. The level controllers were found to be useful in 
different circumstances, and an arrangement has been found which outperforms the existing 
buffer tank control strategy. The LQG level control strategy has been installed and 
commissioned at Triangle. 
The proposed DMC based controllers were tested in a series of simulations involving step 
disturbances and real plant data. Both formulations were found to outperform the existing PID 
control strategy. The second formulation, a combined controller, which managed the control 
of the entire evaporator station and also controlled the level of an upstream buffer tank, was 
found to be the most flexible arrangement. This controller was able to accept noisy input 
signals, and constraints on both inputs and outputs were handled smoothly. It was 
recommended that this controller be tested in a real pHmt situation. 
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Chapter 1 INTRODUCTION 
The global fall in commodity prices between 1998 and 2000 has adversely affected profit 
margins of Southern African sugar producers, who usually export sugar on regional and world 
markets. Although these price falls have been more severe than usual, they are part of a long-
term trend of reducing margins for basic commoditY producers. This trend can only be offset 
by improved productivity, either in terms of yield, efficiency, or other technological 
enhancement. These effects are forcing producers to examine their processes closely to look 
for innovative solutions which could outperform conventional technologies. A great deal of 
effort has been focused on the automatic control of several parts of the sugar factory, such as 
the extraction plants, the pan boiling, and centrifugal operations. This work was aimed at 
either reducing the required operating staff, or achieving more accurate automatic control of a 
previously manually controlled process. This study developed a control strategy for the 
particular evaporator configuration found at Triangle Sugar Mill in South Eastern Zimbabwe. 
It is expected that these results could be more widely applied, due to the similarity of the 
designs used throughout the cane sugar industry. In addition, similar evaporator 
arrangements are used in the pulp and paper industry (for concentration of weak black liquor 
in the Kraft process) and the beet sugar industry (for concentration of the sucrose solution 
extracted from sugar beets). 
Multiple effect evaporation has been used in industry since the 1890s. The basic principle is 
that a liquor, or solution, enters the first evaporator and is heated by steam which condenses 
in a calandria. This heating causes the solution to boil. The liquor which leaves the vessel is 
thus more concentrated than the fresh feed, and this liquor is taken to be fed into the next 
effect evaporator. Meanwhile, the vapour evolved from the first boiling is channeled to be 
used as heating steam in the calandria of the next effect evaporator. This vapour will however 
be of a lower temperature than that in the first effect, and so in order to maintain a boiling 
regime, each subsequent effect must be maintained at successively lower pressures. 
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Chapter 1 - Introduction 2 
In the sugar factory evaporators are typically fed from the extraction plant with a solution 
containing predominantly sucrose at a concentration of around 12% dissolved solids. This 
solution must then be concentrated to syrup of around 67% dissolved solids, which is fed to 
the crystallisers, where the final product is formed. Evaporation constitutes removal of the 
majority of the water present in the juice, and is the unit operation which consumes the most 
energy in the factory. 
1.1 Problem Statement 
Due to changing process conditions such as fluctuations in the juice flowrate, the operation of 
the evaporators is sometimes erratic. This causes fluctuations in the concentration of the 
syrup delivered to the crystallising pans. Uneven syrup concentration places an unwanted 
burden on this downstream equipment. If the syrup is too dilute the crystalliser will require 
extra heat and time in order to concentrate the syrup before crystallisation can begin. 
Unsteady operation can also be blamed for deposition of scale in the evaporator tubes. 
Uneven flowrates through the evaporators can also lead to long time lags in some of the 
vessels, causing inversion of the sucrose. Inversion causes a loss estimated at between 1 % 
and 2 % of incoming sugar. 
1.2 Aims and Objectives 
The main aim of this project was to develop a control system for the Triangle evaporator 
station. This system should then be compared with other alternatives as well as the existing 
system. In order to do this a dynamic model of the evaporator station was developed. This 
model was validated by direct comparison with actual plant data. A secondary objective was 
to improve the quality and availability of measurements to provide online values for 
quantifying evaporator performance. 
The main objective of the control system at the evaporator station would be to ensure a 
constant syrup concentration, and to maintain as smooth an operation as possible. This is 
usually done by manipulating the feed flowrate, interstage juice flowrates or various vapour 
stream flowrates. This study was aimed at investigating the various possibilities and 
developing an overall optimization and control scheme that could run the station in a 
supervisory manner. 
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Chapter 1 - Introduction 3 
1.3 Hypothesis and Motivation 
In order to assess the potential areas for improved control, it was first necessary to analyse the 
main areas in which a benefit could be achieved. The potential benefits from this sort of 
control can be calculated in three main areas: 
• Increasing the productive capacity of the plant, from the same capital base, by increasing 
the throughput of the plant. 
• Increasing sugar production, by reducing losses. 
• Reducing operating costs 
The overall objective function to be optimized is then a combination of these economic 
factors. The notes below are preliminary estimates for each factor. The predicted benefits in 
any area must be compared on a similar basis. This will be done based on an annual sugar 
production of 300 000 toones, and using costs and figures from the 1998 and 1999 seasons. 
a) Increasing capacity 
There is a significant potential for increasing the capacity of the crystallisers. Crystallisers 
are commonly the bottle-neck in a sugar factory, and Triangle is no exception. If the 
proposed control system could ensure a more consistent syrup concentration, then the set-
point for this concentration could be raised closer to the maximum desired concentration, of 
about 72° Brix eBx), or 72 % dissolved solids, above which sp~ntaneous nucleation occurs. 
The benefits could be calculated as follows: 
The average Brix, or concentration, of syrup delivered to the crystallisers in 1998 was 
64.1oBx, and the syrup concentration fluctuated widely around this value, and was usually 
found between 600Bx and 70oBx. Tighter control would allow the station to run at a higher 
concentration set point without the risk of large deviations into the zone of super-saturation of 
the syrup solution. While it is difficult to predict how tightly the proposed control system 
could operate, an indication can be derived from various studies which have been done. 
Rousset et al. (1989) reported that an advanced control system improved the range of syrup 
concentrations from 15% dissolved solids, down to a range of less than 5% dissolved solids. 
Montocchio and Scott, (1985) used a fairly simple PID based control scheme to reduce 
fluctuations in syrup concentration from 12°Bx down to less than 2°Bx at Amatikulu mill in 
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Chapter 1 - Introduction 4 
South Africa. Elhaq et al. (1999) were able to similarly tighten the control of syrup Brix from 
+/- 5°Bx to +/- 2°Bx from setpoint, by using a Generalised Predictive Control (GPC) Scheme. 
Based on these results, it would not be unreasonable to expect a range of2°Bx. 
With this quality of control, it would be quite safe to raise the syrup Brix setpoint to 68°Bx. 
The delivery of a consistently more concentrated syrup would increase the capacity of the 
downstream equipment. By increasing the average syrup concentration by 4 units, this would 
reduce the time required for syrup concentration in the evaporative crystallisers, although it 
would not affect the time of sugar boiling. This would result in a 2% increase in the 
productive capacity of this station. Table 1.1 shows estimates of the capacities of various 
plant items. 
Table 1.1 Capacities of essential unit operations at Triangle mill 
Unit Operation Capacity Equivalent cane capacity 
Cane preparation 700 t. c.1 hr 700 t. c. / hr 
Extraction plants 510 t. c.1 hr 510 t. c.1 hr 
Juice handling 900 t. Ml / hr 750 t. c.1 hr 
Evaporators 660 t. Cl I hr 550 t. c. / hr 
Evaporative crystallisers 150 t. syr.! hr 500 t. c. / hr 
Cooling crystallisers 200 t. MC. I hr 600 t. c.! hr 
Centrifuges 233 MC hr 915t.c./hr 
Dryers 92. t. sug I hr 7361. c.! hr 
The increase in capacity would allow a further 6000 tonnes of sugar to be produced from the 
same capital base - assuming the availability of extra cane. 
Increased turnover = 300,000 t suglyr * 2% incr. * US$ 205 It 
US$ 1 230 000 per year 
However, due to the division of proceeds from the sale of sugar, between the growers of the 
sugar cane and the factories, which produce the sugar, this would result in a smaller profit for 
the factory. Note: for the 2000 milling season, the blend price of sugar was US$ 205 per 
tonne and the division of proceeds was 26.5% to the millers and 73.5% to the growers. 
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Increased revenue to factory 
b) Reducing sugar losses 
= US$ 1 230 000 per year * 26.5 % 
US$ 326 000 per year 
5 
In the 1998 season, undetermined sugar losses accounted for about 2.2 % of total production. 
A large portion of these losses were believed be attributable to the evaporator station. The 
evaporators involve the highest temperature boiling of any unit operation in the sugar factory. 
This leads to the possibility of thermal degradation of the incoming sucrose to glucose and 
fructose by inversion, along with subsequent destruction of these monosaccharides. 
Unsmooth operation in the evaporators causes rapid changes in the level of juice boiling in 
the evaporators, and this leads to scaling of the evaporator, and possibly entraimnent of the 
juice with the vapour. Scaling and inversion are both worsened by rapid fluctuations in 
throughput. These fluctuations can cause the juice to be boiled at unusually high 
temperatures, leaving areas of the heating tubes dry and thus easily scaled should the flow 
drop suddenly. A smoother control system should be able to reduce these losses to the 
industrially accepted figure of around 1 % (SMRI final report, 1999). This would result in an 
extra 3600 tonnes of sugar from the same amount of cane and from the same capital base. 
Increased turnover 300,000 t sug/yr * 1.2% incr. * US$ 205 /t 
US$ 738 000 per year 
Again, due to the division of proceeds, this would result in the following increased factory 
revenue. 
Increased revenue to factory 
c) Reducing operating costs 
US$ 738 000 per year * 26.5 % 
US$ 196 000 per year 
Operating costs could be reduced by reducing the amount of steam used, and by reducing the 
costs of cleaning the evaporators. The boilers at Triangle Limited use waste product bagasse 
(or cane fibre) for fuel, therefore the economic benefits of an incremental drop in steam 
consumption are unlikely to be significant. Rousset et al. (1989) reported that a smoother 
operation, which was achieved under automatic control, resulted in reduced energy costs. 
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Chapter 1 - Introduction 6 
However, the authors also note that the economic benefits were difficult to identify. Elhaq et 
al. (1999) estimate an energy saving of 7% due to the implementation of a OPC scheme at 
SUCRAFOR sugar factory in Morocco. The current cost of steam at Triangle has been 
calculated as US$ 1.43 per tonne. A similar improvement at Triangle would result in the 
following benefits: 
Reduced costs 590,000 t.steam/year * 7% saving * US$ 1.43 I t.steam 
US$ 59 059 per year 
Currently, Triangle Ltd. spends almost US$ 300,000 per annum on mechanical and chemical 
cleaning for the evaporators. As explained above, a constraint handling control system 
involving level control as well as Brix control should iron out the rapid fluctuations, which 
accelerate scaling. At Triangle, the evaporators are currently cleaned every two weeks. 
Operating staff at several other mills in Southern Africa, have been able to increase the time 
between evaporator cleaning from two weeks to three weeks, a reduction of one third of the 
cleaning cost. This would realise a direct capital saving of US$ 100,000, in addition to a 
lower requirement for casual labour, and increased time efficiencies due to less frequent 
cleaning. A long term benefit would be a longer life for the evaporator tubes, due to less 
erosion from the cleaning equipment. 
Reduced costs US$ 300,000 costs/yr * 113 reduction in cleaning frequency 
US$ 100,000 per year 
From the brief analysis above, it is clear that the areas which present the greatest opportunity 
for improvement are maintaining a smoother operation, particularly in reducing scaling, and 
the delivery of a consistently more concentrated syrup - not in improving the steam economy 
of either the evaporator or crystalJiser stations. This conclusion is vital in formulating a 
correctly balanced objective function for the control system, and in focusing the direction of 
this project. 
Choice of Controller 
The primary control objective should be to deliver syrup of the maximum possible 
concentration, without allowing spontaneous nucleation to occur, as this produces severe 
blockage problems at the evaporators. The model of the plant indicates that there are several 
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Chapter 1 - Introduction 7 
measurable input disturbances which affect the syrup concentration, but which are not used 
by the existing control system. Any of these disturbances could potentially cause a constraint 
violation. 
A second observation was that the throttling of the V2 valve is often insufficient to deal with 
extreme operating conditions. This valve becomes saturated, and the syrup concentration is 
no longer brought under control. It was thus necessary to find another variable which could 
be manipulated in order to improve the flexibility of the system. From these two 
observations, it was decided that some sort of predictive control should be used, and that the 
controller should be able to anticipate and handle constraints. In addition, the controller 
would need to achieve a compromise between several objectives. Due to the interaction of 
the process, it would be difficult to pair the available input variables in an optimal manner. 
For these reasons, a DMC controller was chosen. This is one of the simplest MPC control 
algorithms. In this controller, a matrix is used to predict the future response of the plant based 
on the measurement of current disturbances. The matrix takes the form of a convolution 
model of the plant. 
Other Benefits and Objectives: 
A) Improved level control 
As will be shown later, one of the most frequent disturbances in a sugar factory is a 
fluctuation in the juice flowrate, due to the erratic supply of sugar cane to the mill. It will also 
be shown that a fluctuation in juice flowrate has a serious effect on evaporator operation. A 
surge in juice flowrate could result in entrainment of juice droplets, while a sudden decrease 
in juice flowrate would result in a collapse of the boiling regime within the tubes, causing the 
tube surface to dry out, and promoting deposition of scale on the tube walls with the 
corresponding drop in heat transfer capability. Any change in juice flowrate would also affect 
the residence time of that juice, and either result in slack syrup, or promote the degradation of 
the sucrose in the juice by prolonged exposure to high temperatures. 
The existing PID controllers do not make the best possible use of the available buffer tanks, 
and thus it was proposed that a new strategy be devised and implemented. It was decided to 
Un
iv
rsi
ty 
of 
Ca
pe
 To
wn
8 
use both the LQG buffer tank control strategy of Love (1999), and the MPC level controller 
of Campo and Morari (1989). 
B) Flow splitting 
Previous studies have indicated that the heat transfer coefficient of a multiple effect 
evaporator can vary by as much as 50% between routine cleaning, (Walthew et al., 1996). By 
using this result in computer simulations, it will be shown that the distribution of the total 
clear juice flowrate between the three first effect vessels can substantially affect the resultant 
syrup Brix. For this reason, it was decided that some measure of the heat transfer capacity of 
the evaporators was required on line, in order to get .an idea of the changing capacity of each 
individual vessel. An algorithm was also required, which would be able to determine, on line, 
the optimum distribution of juice to the three first effects. 
1.4 OutJine of Thesis 
Chapter 2 Process Description and Literature Review 
Chapter two, which follows, contains a review of the theory behind evaporation, and a brief 
explanation of some of the more common control philosophies. The evaporator station at 
Triangle is described, along with the control systems which are currently being used. Several 
authors have attempted to use alternative control schemes at other installations, and these are 
also reviewed. 
Chapter 3 Model Formulation 
In chapter three, a model of the Triangle evaporator station is developed. This model was 
used to simulate the dynamic behaviour of the multiple effect evaporators. The model was 
necessary in order to formulate and test the proposed control system. In this chapter, some of 
the details of evaporator operation are also discussed. These are then incorporated into the 
model, which is based on a set of differential equations. The accurate estimation of the 
physical properties of various streams in the model is critical to the value of the model. For 
this reason, the equations behind these properties are outlined. 
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Chapter 1 - Introduction 9 
Chapter 4 Controller Design 
Chapter four begins with an overview of some advanced control strategies; particularly in the 
relatively new field of model based controllers. The design of the various controllers used in 
this study is then explained. Two alternative formulations have been used for the primary 
control layer, which controls the Brix of syrup leaving the evaporators. In addition, two other 
types of controller have been formulated. First, a controller for the level of juice in buffer 
tanks upstream of the evaporators. Second, a supervisory, optimization layer, which was used 
to determine the optimal distribution of juice into the evaporators. 
Chapter 5 Results and Discussion 
These controllers were then tested using the model of the evaporators. A series of simulations 
were run, in which the response from each controller was monitored and compared with 
responses from the existing system. The results of these simulations are presented in Chapter 
5. These results are then discussed, and the various controllers are contrasted against one 
another. 
Chapter 6 Conclusions 
In Chapter 6, final conclusions are drawn about the work which has been done, and the 
possible application of this work to the plant. Directions for future work in this area are also 
discussed. 
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Chapter 2 
2.1 Process Description 
PROCESS DESCRIPTION 
AND LITERATURE REVIEW 
Position of Evaporators in the Process 
10 
At Triangle Limited approximately 300 000 tonnes of crystalline sugar are produced every 
year from about 2.5 million tonnes of sugar cane. The sugar cane is delivered to the plant and 
may be processed on either of two extraction lines. The cane is delivered in bundles of whole 
stalk cane and is first billeted, and then shredded, before being passed through either the 
diffuser or the milling tandem (the two extraction lines), as shown in Figure 2.1. The aim of 
these two lines is to extract as much sucrose as possible from the incoming cane, and to 
deliver this in a solution called juice to the factory. The remainder of the cane is mainly fibre, 
and this is burnt in the boilers. 
The juice obtained from each line is called draught juice. After the juice from both lines is 
combined it is termed mixed juice, containing about 12%-dissolved substances along with 
about 0.5% suspended solids. The solutes in mixed juice are predominantly sucrose (the final 
product of sugar manufacture) together with a mixture of monosaccharides, such as glucose 
and fructose, other organic material, and some inorganic salts, usually as phosphates and 
sulphates. The proportion of dissolved solids in juice which are made up of sucrose is 
referred to as the juice purity, thus: 
Purity Dissolved sucrose 
Total dissolved substances 
Pol 
Brix 
(2.1) 
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Chapter 2 - Process Description and Literature Review 11 
where Pol and Brix are sugar industry terms which refer to the method of analysis, but very 
nearly correlate with % sucrose and % dissolved substance, respectively: 
Pol % dissolved sucrose 
Brix % total dissolved substances 
Depending on which extraction line was involved, the juice could be at any temperature 
between the factory ambient temperature of approximately 30°C, and 85°C. This is because 
the juice is heated in the diffuser, but not in the milling tandem. Juice from each line is 
weighed into a buffer tank, the mixed juice tank, which has an operating capacity of 180 m3• 
From here, two centrifugal pumps take the juice through a series of shell and tube heaters. 
The juice is heated to 105°C, i.e. above its boiling point, and then flashed to remove any 
entrained air bubbles. After the flash tank, lime and flocculent are dosed into the stream in 
order to control the pH of the juice and to enhance clarification in the following stage. 
This treated juice then passes into one of three clarifiers. These modified Rapidorr clarifiers 
separate the mixed juice into mud, which is delivered to the filter station, and a supernatant 
portion called clear juice, which is sent to the clear juice tank. The clear juice tank is another 
buffer tank with an operating capacity of 116 m3• From here, the juice is pumped through two 
more shell and tube heaters, and on through the evaporator station. 
The purpose of the evaporators is to remove the majority of the water present in the clear 
juice. Multiple effect evaporators should increase this juice concentration to about 65-70% 
dissolved solids, or Brix. The syrup delivered by the evaporator station is used to feed the 
evaporative crystallisers, where the sugar crystals are actually formed. These crystals are then 
grown and separated by centrifugation, before being washed and dried for sale. The 
evaporators are the unit operation that consumes the most energy in the factory. 
The steam that is supplied to the evaporator station is usually exhaust steam from the turbo 
alternators (T/As). As is the case at many sugar mills the fibrous portion of the sugar cane, 
called bagasse, is burnt in boilers to produce steam. The steam, termed HP steam, is supplied 
at about 3 MPa and is then let down through the T/As, producing electricity for the estate. 
The steam which leaves the turbines is called exhaust steam, and is usually at 180-220 kPa 
abs. 
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SugarCane Knives and 
shredder 
Mixed 
Juice 
Tank 
Knives and 
shredder 
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Juice 
-- .... _---- .... 
Mud to filters 
Clarifiers 
Diffuser 
Mixed Juice Heaters 
(valves not shown) 
Clear Juice 
Clear 
Juice 
Tank 
Flash 
tank 
12 
Bagasse 
to boilers 
Clear Juice to 
Clear Juice 
Heaters 
Figure 2.1 Diagram of the extraction andjuice handling operations at Triangle mill. 
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Evaporator theory 
Each evaporator consists of two sections. The first is a heating section in which steam is fed 
into a calandria, or steam chest, where it condenses on the outer walls of tubes through which 
juice is passing. Juice is usually fed into the evaporator below the bottom tube plate and rises 
in the tubes either as a result of boiling phenomena, or by forced circulation. Above the upper 
tube plate there is a disengagement space, in which juice and vapour are allowed to separate. 
The juice is then channeled to a down take, which may be central or annular, and the vapour 
is channeled to feed the calandria of the next effect. The most common evaporator design is 
the Robert type vessel, depicted below. 
Steam 
supply 
Figure 2.2 
Save 
All 
Disengagement 
space 
Vapour 
outlet 
Incondensible 
gas release 
Calandria 
Simplified diagram of a Robert evaporator 
Condensate 
collection 
A common variation on this concept is the long tube, rising film, Kestner type evaporator. 
The operation is essentially the same as the Robe11 although Kestner evaporators have two 
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sections. A vertical calandria, from which juice and vapour are channeled, and the second 
section a discrete separator, which serves as the disengagement space. There is no downtake, 
although there may be a recycle of part of the liquid stream from the separator back to join the 
incoming feed stream. The first and second effects at Triangle are Kestner type evaporators, 
as shown in Figure 2.3 below: 
Clear Juice in Recycle 
Figure 2.3 Schematic of a Kestner evaporator 
Multiple effects 
VI Vapour out to heat 
next effect 
Juice out to feed next 
effect 
In order to use the heat supplied as efficiently as possible, evaporators are usually designed in 
a series of between 3 and 6 effects. Steam must only be supplied to the first effect. The 
boiling juice in this effect produces some vapour which is used to head the calandria of the 
next effect. The first effect is often supplied with exhaust steam from the Turbo Alternators. 
The pressure of this sttJam may be made up by the addition of direct steam from the boiler via 
a drag valve. The vapour evolved from juice in any effect will, however, be cooler than the 
steam supplied to that effect. Thus, in order to maintain a suitable temperature gradient 
across the tube walls, the juice in each subsequent effect must be made to boil at a lower 
temperature. This is done by operating each subsequent effect at a lower pressure. Due to 
heating losses, and the need to allow a sufficient driving force for rapid heat transfer, the 
number of effects in series is usually limited to 5 or 6. 
Another consideration, when designing a multiple effect evaporator system is that the juice 
will deteriorate if kept at elevated temperatures for too long. This process is known as 
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inversion, and involves the conversion of sucrose to glucose, along with a corresponding loss 
of glucose to other products. Work by several authors, including Vukov (1965), and Hugot 
(1983), has indicated that inversion is accelerated by three main factors: 
• The operating temperature (the higher the temperature, the faster the rate of inversion, 
especially when boiling above 90°C) 
• The pH of the juice (the lower the pH, the faster the inversion will occur, especially when 
operating below pH 6.0) 
• The concentration of reducing sugars. 
This process is much more serious in cane sugar manufacture, where the purity of the juice is 
lower than beet sugar manufacture (Chen and Chou, 1993). Purity refers to the percentage of 
total dissolved substances accounted for as sucrose. The higher this purity is the lower the 
concentration of reducing sugars, such as glucose and fructose. This means that in a beet 
sugar factory, where these reducing sugars are present in low concentrations, the evaporators 
can be operated at higher temperatures than their cane sugar factory counterparts, where the 
reducing sugars form a larger proportion of total dissolved substances. 
In order to take maximum advantage of the steam sent to the evaporators, some of the vapour 
which is evolved during evaporation in the first few effects is bled to be used in other parts of 
the factory. Some authors refer to this as "juice steam" (Elhaq et al., 1999). Due to the 
higher temperatures used in a beet sugar factory, the vapour from several effects, (usually the 
first four effects) can be used elsewhere (Rousset et al., 1989). In a cane sugar factory, such 
as that found at Triangle, only the vapour from the first two effects is at sufficiently high 
temperatures to be useful elsewhere. These two vapours are termed V I and V2, i.e. the 
vapours arising from the first and second effects respectively. Depending on the requirements 
of the rest of the factory, the first two effects must be sized carefully, so as to provide the 
correct proportions of each vapour, and to avoid wasting any heat. 
Multiple effect evaporation at Triangle Ltd. 
At Triangle Limited, there are two parallel multiple effect evaporator trains, the A and B sets. 
This arrangement allows a greater degree of flexibility than a single train, in that either set can 
be used while the other is being cleaned, or when maintenance work is carried out. Each train 
then comprises 5 evaporators in series, IA to SA, and 1B to SB. As the throughput of the 
plant has been increased over the years, additional vessels have been added to the evaporator 
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station. In order to match the performance of the two trains as closely as possible, vessel 5B 
is actually made up of two smaller vessels, 5B 1 and SB2. In addition to this, an extra first 
effect vessel was installed, in 1996, in order to further increase the capacity of the station. 
The general layout is shown below in Figure 2.4. 
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Figure 2.4 Schematic a/the evaporator station at Triangle Ltd. 
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The IC vessel is similar to the other first effects, IA and 1B, and receives clear juice and 
exhaust steam in the same manner. The juice leaving vessel 1 C is split evenly to evaporators 
2A and 2B, while the vapour from this vessel joins the common VI line, which feeds both 
second effect evaporators (2A and 2B) and the bleed line to the rest of the factory. 
Another special feature of the Triangle arrangement, which is not common in other sugar 
mills in Southern Africa, is the nature and scale of the integration of the mill with the 
agricultural operations. In addition to being one of the largest mills in Africa, roughly 65% of 
cane processed by Triangle is actually grown on Triangle estate. This is an unusually high 
percentage. Due to the climate in South Eastern Zimbabwe, this sugar cane requires irrigation 
throughout much of the year, amounting to roughly 15 megalitres (Ml) per hectare, or about 
200000 Ml per annum for the whole estate. 
These factors combine to provide a situation which requires a great deal of electricity. Thus 
the turbo-alternators at Triangle need to be sized for an unusually high capacity, and thus 
require almost all of the high pressure steam that is generated by the boilers. The net result of 
this situation is that the steam which the evaporators receive is predominantly exhaust steam, 
and there is relatively little control over the quality and pressure of this steam, which may 
hence vary considerably. 
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2.2 Control of Industrial Evaporator Systems 
Conventional control 
The problem of evaporator control has long plagued plant engineers. The most common 
arrangements to be found in Southern African Sugar mills can be grouped as follows: 
• Brix control 
• Throughput control. 
The first of these systems controls the Brix of the exiting syrup, but may allow large 
variations in the throughput of the station, whereas the alternative, throughput control, 
maintains as steady as possible a throughput, while allowing minor fluctuations in Syrup Brix. 
The system currently used at Triangle is a variation on throughput control. The available 
variables may be listed as follows: 
Manipulated variables: 
i. the valve position on the feed juice line to each first effect evaporator 
ii. the valve opening on juice lines leaving each ofthe Robert vessels, effects 3, 4 and 5 
iii. the valve setting for the vapour supplied to the calandria of effect 3 
iv. the valve setting on the cooling water line to the condenser above the final effect 
Controlled variables: 
i. the level of juice in each Robert vessel 
ii. the final syrup Brix 
iii. the absolute pressure in the final effect vapour space 
iv. the juice throughput into each first effect 
For a PID based control system, each of these variables must be paired, using a single loop. 
For both conventional systems, the final effect pressure is controlled by manipulating the 
cooling water flowrate, although cooling water exit temperature may be used as the controlled 
variable, depending on operator preference. 
Figures 2.5 and 2.6 give an outline of the control loop setup for each of the conventional 
systems - so called Brix control, and Throughput control. 
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These two control systems are differentiated based on the primary control objective - if the 
main concern is that throughput is kept at a maximum, then the system is tenned "Throughput 
Control"; if the primary concern is that the syrup Brix is kept steady, while possibly 
constraining the total throughput through the station, then the system is "Brix Control". 
The "Brix control" system usually involves the following pairings: 
Level in each vessel is controlled by manipUlating the juice valve on the supply side of 
the evaporator. 
Final syrup Brix is controlled by manipUlating the valve on the discharge side of the 
final effect - it is this action which has the potential to constraint throughput. 
The total throughput to each set is manipulated according to the level in the first effect. 
The level of juice in the clear juice tank serves as a signal by which to control the 
throttle valve on the V2 line to the third effect. 
The "Throughput contro)" system usually involves the following pairings: 
Level in each vessel is controlled by manipulating the juice valve on the discharge side 
of the evaporator. 
Final syrup Brix is controlled by manipulating the throttle valve on V2 line to the third 
effect - this is often a very slow acting form of control, and may not provide very 
accurate Brix control. 
The total throughput to each set is simply controlled according to the clear juice tank 
level. The mixed juice flowrate is controlled based on the mixed juice tank level. 
The system currently used at Triangle is a mixture of these two conventional systems. The 
levels of vessels 3, 4 and 5 are controlled as in the throughput control system by 
manipulating the flowrate of juice leaving that vessel. Also, as for throughput control, the V2 
throttling valve is manipulated based on density measurements on the syrup stream. 
However, the control of mixed and clear tank levels, is more similar to the Brix control 
system. At Triangle, the clear juice tank level is controlled by manipulating the mixed juice 
flowrate, and the clear juice flowrates into each train are controlled according to operator 
supplied setpoints, as shown below in Figure 2.7. 
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Except for very well designed plants, which are able to operate at the limits of the available 
equipment, these solutions are not optimal, as will be shown by a brief review of the 
literature. With Brix control, the throughput of the station is often compromised, whereas 
with throughput control, the consistency of the syrup Brix is often sacrificed. Lee and 
Newell, (1989) developed a model of just a single effect and stated that control loop pairing 
was difficult due to the high degree of interactions observed. It is believed that by eliminating 
the need for directly pairing these variables an optimal solution can be found, which will best 
satisfy the overall objective. 
Another consideration is the inherent propagation of errors which occurs with either system of 
level control. Invariably the control move which alters the level in anyone vessel will cause a 
fluctuation in an adjacent vessel, the upstream level in the case of Brix control, or the 
downstream level in the case of tlu'oughput control. A novel algorithm has been developed 
for the control of levels in floatation cells by Mintek, using the combined upstream inventory 
as process variable, and this warrants further investigation (Hulbert, 1996). 
Alternative evaporator control schemes 
Several systems have been proposed by authors using a wide range of techniques to solve this 
problem. 
Montocchio and Scott (1985) reported very good results when they switched their evaporator 
control system at Amatikulu sugar mill in Natal from throughput control to the Brix control 
system described above. This conversion was done while only utilizing the distributed single 
loop Proportional plus Integral (PI) controllers that were already fitted on the plant. The 
important fact about this work was that the system that was previously used was inherently 
unstable, and by changing the control variable pairing, a more robust arrangement was found. 
However, it was also noted that the good results obtained were partly due to a very well sized 
station, where most vessels were operated continuously at their full capacity, and the 
throttling steam supply valve to the third effect was almost always fully open. In addition the 
authors comment that "A prerequisite for this form of control is very steady mixed juice flow 
control", thus eliminating one of the major disturbance variables from the process. This 
cannot be assured in all plants where delays due to lack of cane are not uncommon. 
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Lee and Newell (1989) developed a non-linear control system for a simulated single effect 
evaporator, (Bequette, 1991). However, this study was only based on model simulation 
results as opposed to any real plant data, (Elhaq et at., 1999). The control scheme which the 
authors propose is Generic Model Control (GMC) (Lee and Sullivan, 1988). This is also a 
model based approach, but differs from other forms of Model Predictive Control (MPC) in 
that constraints are not handled directly. The control system is based on ensuring a positive 
rate of change of state variables towards their desired states. Lee and Sullivan (1988) present 
GMC as superior to a number of alternatives including Dynamic Matrix Control (DMC) and 
PI control. However, in a later paper Harris and McLellan (1990) lower the significance of 
this result by exposing the various simplifications made to the models involved in the 
alternative schemes. Another disadvantage of the proposed GMC technique for practical 
applications is that only one future move is predicted. ·Thus it would be difficult to anticipate 
constraint violations and to plan for them. 
Hsiao and Chen (1995) also reported promising results using an improved PID (proportional 
plus integral plus derivative) controller. Their algorithm includes a form of gap action control 
augmentation whereby the simple PID output is modified in the face of excessive variations 
or unusual operating conditions, thus: 
MV = F(j, g, h) 
Where F = algorithm of the integrated control move 
f::::: function of simple PID loop 
(2.2) 
g = function of control variable abnormality, (e.g. very high syrup Brix, very 
low mixed juice tank level) 
h = function of milling abnormality (Le. high or low crushing rate) 
This algorithm also allows for rapid response by both the upstream and downstream juice 
valves in the case of a juice level deviation, which greatly enhanced performance of this 
control loop. In addition, the control of syrup Brix was accelerated by allowing a variable 
recycle back to the last effect. Other than those exceptions, the control system retained a 
single loop structure. 
The recirculation of syrup would constrain the final effect capacity, and is thus not an optimal 
economic solution to syrup Brix control. The lise of an integrated control system is also 
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process specific, and any extreme action taken in the face of unusual process conditions is 
bound to require specific tuning for each subsequent application. Such a system is not 
capable of handling hard constraints on inputs and states. This may become particularly 
difficult if there is a sustained disturbance which also qualifies as an extreme operating 
condition - e.g. a prolonged milling stop. This may have prompted a quick reduction in the 
evaporation rate, which might not be optimal when considering a longer period of time. 
Rousset et al. (1989) developed a control scheme for two beet sugar factories in France. First, 
a system of equations was developed to compute the optimum static operating point under 
any given set of process conditions. Then these static set points were followed by single loop 
controllers. Each loop contained both a predictive element, using a simplified First Order 
Plus Dead Time model for the juice system, based on tracer test, and a feedback PID 
controller. Typically one loop of the control system would receive several signals in order to 
determine the optimum action on one manipulated variable. 
However, according to the authors, such a system would not be possible without the high 
level of instmmentation found at these two plants. Both plants were fitted with flowmeters on 
all of the bleed vapour lines, as well as on-line Brix measurement at three different points, 
after the 1 st, 3rd, and sth effects. Unfortunately, very few plants can justifY that number of 
instruments, and therefore such a system would be impractical. In addition to this, constraints 
were not dealt with directly, but added later in an ad hoc manner to suit each process 
individually. Ideally, one would like to be able to investigate the effects of various 
constraints prior to implementation and to include them in the problem formulation so as to 
make a more widely applicable controller. 
These papers highlight the problems encountered with evaporator control mainly the long 
process delays or dead times involved, and the large number of process disturbances. While 
some of these can be measured easily, such as vapour bleed requirements and changes in 
exhaust steam pressure, others are either expensive or impossible to measure directly, e.g. 
fouling resistance or a drift in the Brix of clear juice. 
Finally, Elhaq et al. (1999) present some very promising results from a beet sugar factory in 
Morocco. The evaporators in this factory were modelled using fundamental relationships and 
a First Order Plus Dead Time approximation of the dynamics of both the juice and vapour 
systems between each vesseL The next step was to identifY a usable control model of the 
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evaporator system. This was done using step response tests and a controlled auto-regressive 
integrated moving average (CARIMA) model structure. The model structure was developed 
with several intuitive relations in mind, and was primarily tested against these. Once a 
suitable model had been developed and verified, a multivariable generalized predictive 
control approach was used, based on Mohtadi et al. (1987). The objective function used there 
was based on the total operating cost. The implemented system produced a unifonn syrup 
Brix and, importantly, minimized steam usage which was one of the main objectives there. 
It is important to note here the different objectives for the Beet and Cane sugar manufacturing 
industries. Some of the main differences are listed below. 
• First, due to the higher purity of beet juice, there is a reduced risk of inversion, and so 
higher evaporator temperatures are used. 
• Due to these higher temperatures, vapour is often bled from all of the effects, as opposed 
to cane sugar manufacture, where usually only the first juice vapours are bled. 
• The higher fibre content of sugar cane means that plants will usually not be constrained as 
tightly by steam supply, because burning the fibre in boilers will usually provide more 
than enough steam for the factory. 
• The higher level of impurities in cane juice results in an increased risk of scaling, and thus 
smooth operation of the station is imperative. 
• Both operations are carried out continuously, although due to the nature of the two crops, 
beet factories may experience fewer stops on the extraction lines. In the USA, beets are 
actually stockpiled in huge sheds before manufacture. Cane, which deteriorates quickly 
must be cut every day, and this pressure may result in a less steady juice flowrate. 
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Chapter 3 MODEL FORMULATION 
3.1 Dynamic Model 
In order to test any proposed controller, it was necessary to first develop a model of the 
evaporator station at Triangle. This model would then mimic the behaviour of the actual 
station, and thus allow many tests to be performed without actually disrupting the station at 
all. Several existing evaporator models have been based on a steady state situation, and used 
largely for design purposes, such as the PEST program written at Tongaat Hulett, TMD, 
(Hoekstra, 1980). However, in order to be able to observe the transient behaviour of the 
evaporators and the nature of the interactions between the various parameters, a dynamic 
model was required. Previous dynamic multiple effect evaporator models have usually made 
use of the following simplifying assumptions: 
1) Vapour pressures in each vessel are fixed. 
2) Vapour bleed rates have been fixed. 
This model was constructed without these assumptions, so that a more accurate plant 
representation could be generated. In addition to this, these variables could be later added in 
as input disturbances to the plant. This was done by supplying the vapour pressures of the 
two first effect evaporators as inputs from the plant's Supervisory Control And Data 
Acquisition (SCADA) system. As will be shown later, this then allows the calculation of 
vapour bleed. 
The dynamic model was based on mass and energy balances about each evaporator effect. 
The following diagram shows the various parameters associated with each vessel. 
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Figure 3.1 Schematic of an evaporator effect, showing the variables used in the model 
In this diagram, the following definitions were used: 
FJ,in Mass flowrate of juice entering the evaporator (INPUT) tI hr 
BXill Brix of Juice entering the evaporator (INPUT) % 
TJ,in Temperature of juice entering the evaporator (INPUT) °C 
FST Flowrate of heating steam supplied to the evaporator calandria t / hr 
Tsr Temperature of heating steam °C 
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PST Pressure of heating steam (INPUT) kPa abs 
FJ• oul Flowrate of juice leaving the evaporator tlhr 
BXoul Brix of juice leaving the evaporator % 
TJ. oul Temperature of juice leaving the evaporator °C 
VEv Flowrate of Vapour evolved from boiling juice tlhr 
Tvap Temperature of Vapour evolved from boiling juice °C 
P Vap Pressure of Vapour evolved from boiling juice kPa abs 
VNexl Vapour drawn by the calandria of the next effect (INPUT) tlhr 
VDraw Vapour drawn by equipment elsewhere in the factory tlhr 
(only for first and second effects) (INPUT) 
Assuming that the conditions of the juice leaving the evaporator are equivalent to the average 
conditions within the evaporator, we have the following: 
By energy balance : 
(3.1) 
mass of liquid in the evaporator (assumed fixed) 
specific heat capacity of the juice, a function of BXoul and TJ• oul' (Section 3.2) 
specific enthalpy of the juice, a function of Bx and TJ (Section 3.2) 
Q heat transferred by the condensing steam 
specific heat capacity of the vapour stream, a function of PVap and Tvap 
(Section 3.2) 
Assuming saturated steam in the vapour phase: 
(3.2) 
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Q = UAVST - TJ,out ) (3.3) 
Tvap = TJ,out - B.P.E. (3.4) 
where: 
B.P.E. = (Boiling Point Elevation) is a function of BXoull TJ. out, and vessel dimensions. 
(Section 3.2) 
(3.5) 
Vol dP _ V _ V - V 
RT dt - Ev Draw Next (3.6) 
where: 
Vol the volume of the vapour space in the evaporator (assume fixed) 
By mass balance : 
dMJ -F -V -F dt - J,in Ev J,out (3.7) 
(3.8) 
In the above equations, there are four key output variables, TJ, oull Bxow, VEv, and PVap' In 
addition, the following four variables are solved for, T Vap, Q, T ST, and FJ. oull which accounts 
for the 8 equations required, equations (3.1) to (3.8), giving a properly determined system. In 
order to complete the solution for each of the variables shown in Figure 3.1 above, the 
following relationships would be required: 
(3.9) 
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where: 
Fsr =_..c:;..Q_ 
Alivap,ST 
31 
(3.10) 
(3.11) 
&iVap,ST heat of vapour is at ion (condensation) of the steam, is a function of the 
input PST (Section 3.2) 
Thus in total there are 6 inputs: 
FJ, in TJ. in BXin PST VDraw VNext 
and 11 outputs: 
FJ,oUl TJ, au! Bxou' Tsr FST VEl' P Vap TVap Q Tc Fc 
Which would require the 11 equations shown above. 
This analysis allows a similar set of equations to be used for each vessel, in that the vapour 
required by the following effect is used as an input to solve for the variables in the effect 
under consideration. Similarly, the steam requirement of the current effect is a solved output 
from the preceding effect. The final effect is unique, in that the vapour evolved from boiling 
juice in this effect is simply condensed in a condenser. The additional input required is the 
temperature of the final vapour, which can either be obtained on-line, or calculated based on 
the condenser cooling water flowrate and the tailpipe temperature. 
The model has several features in common with past attempts to model evaporators. 
However, where the original models kept the vapour pressures in each evaporator fixed (a 
reasonable assumption except in the case of fluctuating juice flowrates, or fluctuations in the 
vapour drawn by the factory) the new model frees up both the temperature and the 
concentration in each effect, and allows them to reach their own equilibrium. There is now a 
set of two differential equations (in the two states of concentration and juice temperature) 
governing the boiling of juice in each evaporator effect. A third differential equation, in the 
state of vapour pressure accounts for vapour evolved and drawn by either the next effect 
calandria, or other downstream factory equipment. 
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3.2 Model Features 
An important requirement of the model is that the physical properties are estimated 
accurately. This is done at every iteration step using a subroutine, or f-file in the Matlab 
environment. This function returns physical properties based on the temperature and Brix of 
the stream under consideration. The equations used here are all found in an excellent review 
by Peacock (1995). The function file PhysPropEst.m (Appendix B) returns the physical 
properties required for the model equations (3.1) to (3.11), as well as those required for the 
estimation ofthe heat transfer coefficients, equation (3.20). 
Boiling Point Elevation, °C 
B.P.E. = 6.064 * 10-5 * [(2? + r)' * yx' * 5.84 * 10-' (Ex - 40)' + 0.00072J (3.12) 
374.3-T-
Density, kg / m3 
= 1000 * (1 + Bx * (Bx + 200)) * [1- 0.036 * (T - 20) ) 
P 54000 (160 - T) (3.13) 
Specific Enthalpy, kJ/kg 
fl=2.326*[(BX)* (JOO+Bx) +1.8T*(1- BX]*(0.6-0.0009T)) (3.14) 
10 (900 8Bx) 100 
Specific Heat Capacity, kJ/kg.K 
Cp = 4.1253 - 0.02804 * Bx + 6.7 * 10-
5 Bx * T + 1.8691 * 103T -9.271 * 10-6T2 (3.15) 
Thermal Conductivity, W Im.K 
k = 1.162222 * 10-3 * (486 + I.SST - O.OOST2 )* (1- 0.0054Bx) (3.16) 
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Viscosity, Pa.s 
Jl = (_1_)* I 01\ (22.46N 0.114 + (1.1 + 43.1Nl.25)*(30 - T)) 
1000 91 +T 
where: 
N= Bx 
1900 -I8Bx 
Heat of Vapour is at ion, kJ/kg 
tili"ap = 2889 * (1- Tr 1'(0.3199- 0.212Tr + 0.25795Tr2 ) 
where 
Tr= T+273.1S 
647.13 
Enthalpy of Saturated Steam, kJ/kg 
2500 
HST = pO.019S -0.26P+4.187T 
where, assuming saturated steam: 
P = 101\(7.8656 _ 2188.8 
T+273.15 
T 
Ex ::::: 
Temperature (OC) 
Brix (%, or °Brix) 
and throughout equations (3.12) to (3.19), 
33 
(3.17) 
(3.18) 
(3.19) 
Considering the overall station, the data which were input to the model from the SCADA 
system were the condition of the incoming juice stream to the first effect (temperature, 
concentration and flowrate), the condition of the incoming exhaust steam from the turbines 
(temperature and pressure), the amount of vapour drawn off of the first and second effects, 
and the temperature of the final vapour. The temperature and pressure of the exhaust steam 
were monitored using data gathered by the SCADA system in order to determine the steam 
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quality. Having done this over a period of a week, the quality was assumed constant and 
used, together with the on line pressure reading, as a single input into the system. 
The model was programmed in the Matlab/Simulink environment, as a set of discrete ordinary 
differential equations (ODEs), which were solved using the ODE15s solver, available in 
Matlab, for the solution of stiff differential equations. The temperature, dissolved solids 
concentration, and vapour pressure in each effect were taken as the state variables. Thus there 
are 33 state variables which were solved for at each time step. 
The temperature and flowrate of the incoming juice stream is continuously monitored, and 
would be available to an on line controller. However, the concentration would be difficult 
and expensive to measure accurately, and so, instead, an average figure would either be 
assumed for the entire season, as was done for the model, or an analytical result could be 
routinely supplied to the controller by the laboratory. 
The condition of the steam supplied to the evaporator station (exhaust steam from the 
turbines) is also monitored, and may be controlled to a certain degree, by the addition of 
direct HP steam from the boilers. However, due to the power plant arrangement at Triangle, 
it is reasonable to assume that this steam will be of a constant quality, and thus only the 
pressure reading was used as a controller input. 
Vapour draw: As bas already been mentioned in Chapter 2, there is a significant quantity of 
vapour (V I and V2) drawn by the factory for use in the crystallising pans and juice heaters. 
Any model will be sensitive to the values chosen for these bleed streams and any fluctuations. 
Several studies of evaporator control, (Elhaq et al., 1999), (Rousset et at., 1991) have been 
done in factories where these steam bleed rates are measured accurately and on line, using 
magnetic flowmeters. This is a very expensive solution and is not viable at Triangle. 
In this model, the vapour bleeds were initially assumed to be a linear function of incoming 
juice flowrate, in order to mimic the average behaviour of the existing factory layout. This 
assumption was valid over a period of several hours, as will be shown in Section 3.3. 
However, there are also short-term fluctuations in Vi drawn by the factory, which are largely 
due to the batch wise operation of some of the evaporative crystallising pans. These could not 
be accounted for accurately until the V 1 and V2 pressures were used as further inputs to 
estimate vapour draw. In this case there mllst still be II equations, but equation (3.6) must 
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now be considered from the point of view that Pyap is now an input, and V Draw is an output. 
PYap, i.e. the vapour pressures VI and V2 are available on-line from the SCADA system. 
V2 valve dynamics: Vessel 3 calandria pressure is always lower than the vapour space 
pressure in vessel 2, due to the throttling valve on the connecting line between these two 
areas. For this vessel, effect 3, there is an additional input, i.e. the throttling valve position, 
and thus an additional equation must be found to relate the pressure drop across the valve to 
it's position. The dynamics of the V2 throttling valve are highly nonlinear. This valve is 
used to control the flow (pressure) of steam to the third effect calandria, and in so doing, to 
control the amount of evaporation which takes place in the final three vessels. By using data 
gathered by the SCADA system, a plot of the relationship between the ratio of upstream and 
downstream pressures and the valve position was obtained. 
1.10 
E 1.05 
!'II 
~ : • 1;; 1.00 Actual data • • ~ 
------ ! 0 • Cl 0.95 
E 
til 
~ 0.90 log fit 1;; 
0. 
2-
~ • 0.85 ~ m 0::: ~ 
:l 0.80 .. Sine fit 
'" 
'" ~
a. 
0.75 
0.70 ----, 
0 10 20 30 40 50 60 70 80 90 100 
Valve Position (% open) 
Figure 3.2 Graph to show the relationship between valve position and pressure drop. 
Theoretically this relationship should take the form of a sine curve, based on the cross 
sectional pathway available for flow, although from Figure 3.2 a logarithmic curve appears to 
fit the data more closely for the range of interest, i.e. 20% to 100% open. 
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Heat transfer coefficient; Previous evaporator studies have reported great difficulty in 
obtaining accurate estimations of the heat transfer coefficients. These problems have been 
attributed to the highly complex nature of juice boiling, as well as the lack of accurate data. 
In the final implementation of this control system, it was proposed that this may be overcome 
by accurate on line measurement of the condensate flowrate, which will in turn give a 
measure of the amount of steam being used for heating in each vessel. This measurement 
would then be filtered to achieve the necessary stability. 
An accurate heat transfer coefficient is crucial (Khan et aI., 1998), in order for there to be 
good agreement between the model and real life. Having reviewed the literature on this 
subject, there seemed to be two main approaches. Several authors (Hussey, 1974), (Elhaq et 
al., 1999), were content to fit correlations to existing data and then use these in future work 
and their models, while Mulholland, (1991) designed a Kalman filter to observe the heat 
transfer coefficients on line based on plant measurements of flowrates and temperature. Other 
authors (Khan et at., 1998), (Peacock and Starzak, 1996) have attempted a first principles 
approach, in which differential equations of heat and momentum transfer are used to arrive at 
a rigorous model. Khan et al., (1998) incorporated the theory of multiple boiling zones with 
the most reliable empirical correlations, in order to come up with a dynamic solution. To 
simplify matters, it was assumed that the boiling regime be split into two zones - a sensible 
heating zone, in which the juice is brought up to boiling point; and a two phase zone, in which 
the juice and evolved vapour both rise up the tube as a mixture. This approach has been tried, 
and it was found that the most important variable in determining the HTC was the juice 
flowrate. 
Both the first principles approach and the use of correlations have their advantages and 
disadvantages too rigorous a model may not be able to take into account the particular 
conditions encountered with the plant under consideration, whereas a model based purely on 
correlations may provide an infeasible solution if the data are extrapolated beyond their range 
of applicability. In this model, both approaches have been used. Firstly, the heat transfer 
coefficients for each vessel in the Triangle station were calculated based on SCADA 
measurements and lab analyses over a period of two months during the 1999 crushing season. 
This gave a solution for the operating conditions at the average or steady state. Next, this 
solution was generalized by using the method of Dittus and Boelter, i.e. by scaling relative to 
the Reynolds and Prandtl numbers raised to the following powers. 
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N 
0.8N 0.4 
U = U Re Pr 
o 0.8 0.4 NReo NprO 
where: 
Reynolds Number N 
_ Dvp 
Re -
D 
V 
P 
J.l 
Prandtl Number 
Jl 
tube diameters (m) 
velocity of juice in tubes (m/s) 
the density of the juice (kg/m3) 
the viscosity of the juice (Pa.s) 
= 
CpJl 
Npr =-k-
the specific heat capacity of the juice (kJ/kg.K) 
the thermal conductivity of the juice (W Im.K) 
and the subscript 0 refers to steady state operation. 
37 
(3.20) 
This relationship was originally intended for turbulent two phase flow, which is the case for 
the majority of the tube length in an evaporator, due to the flashing which usually occurs as 
the juice enters at the base of the vessel. A lthough there is also a significant amount of film 
boiling, and even annular flow, the Dittus-Boelter equation is simple to use in practice, and 
proved to be a fairly accurate representation of what was observed on the station. 
Time lags and juice levels: The existing model makes the assumption of constant liquid 
volume hold-up for the each of the evaporator effects. Originally the levels in the final three 
effects were modelled dynamically using the existing PID controller settings. However, this 
made the model more complicated, and did not add any significant accuracy. An alternative 
was to use the level signals from the SCADA as inputs into the model, although was also 
found to be unnecessary for the accuracy of model which was required. The following graph, 
Figure 3.3, shows the behaviour of liquid levels on the last three vessels of the A set after the 
startup of the station at about 18:30 hrs. It is important to note how quickly the levels are 
brought under control, even after a massive disturbance sllch as a startup. This is why it was 
decided to assume constant values for the liquid levels in each evaporator. 
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Figure 3,3 The behaviour afliquid levels in vessels 3A, 4A and 5A, after plant startup. 
On the real plant, the pipes that transport juice from the outlet of one vessel into the inlet of 
the next are relatively long and cause a significant time lag between the effects, Table 3.1 
gives an approximation of these delays: 
Table 3.1 Time Lags in the Juice System 
Stage Juice Flowrate Pipe Length Pipe ID Time Lags 
(tph) (m) (mm) (s) 
1-2 358 40 250 60.4 
2-3 277 30 200 26.2 
3-4 226 10 200 10.1 
4-5 l72 
i 
15 200 20.0 
In order to account for this, two methods had been proposed for this model, and these were 
both coded into the Matlab environment and then compared. First a model using one script 
file to calculate all of the state derivatives was used, i.e. the differential equations for all for 
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the vessels. This was found to be computationally modest and to provide a good 
approximation to the real plant data. As no discrete time lags could be included in this 
system, the section of pipe between each vessel must be approximated by a number of CSTRs 
in series. 
Second a similar model was constructed, which included separate scripts for each effect with 
the associated transport delays, or time lags, incorporated explicitly between each effect. This 
second structure proved to be a fairly cumbersome model to solve and with the existing 
solvers was very sensitive to slight input deviations (or "stiff'), and would become unstable 
easily. 
When the results of the two models were compared with real plant data there was found to be 
no significant improvement with the second model, and so the first was adopted. 
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3.3 Results of Modelling 
Once the model had been completed it was tested by supplying some input data from the 
SCADA system. Figure 3.4 shows the inputs which were collected on the 28th of November 
1999 from the Triangle evaporator station. These inputs were, clear juice flowrate, clear juice 
temperature, exhaust steam pressure, final effect pressure for each train (vessels SA and 5B), 
and vapour 2 throttling valve position for each third effect (3A and 3B). 
Other inputs were required for the model and these had to be supplied either from historical 
data or from the laboratory. The Brix of the incoming clear juice is measured by the 
laboratory on'an hourly basis, and this was also supplied to the model. In this simulation the 
vapour drawn (vapour 1 and vapour 2) by the rest of the factory was assumed to be a linear 
function of throughput. By doing this, the pressures of these two vapour streams could be 
solved for, and used to compare the model against actual plant data. As was mentioned in 
Section 3.2, the model is also capable of accepting vapour t and vapour 2 pressures (available 
on-line from the SCADA) and then solving for the two vapour draws. 
Figure 3.5 shows the outputs of the model, compared with the real plant data, collected from 
the SCADA and the laboratory. The variables which are compared are the vapour 1 and 
vapour 2 pressures, and the final syrup Brix for each evaporator train (A set and B set). The 
laboratory only analyses the syrup Brix every hour, and this sample represents a composite of 
the preceding hour. The results from the modeJ, however, are continuously updated every 
minute. 
There is a good agreement between the vapour pressures obtained from the model, and the 
general trends observed in the plant record. Any disagreement was possibly due to random 
variations in the amount of vapour drawn by the rest of the factory. The model prediction of 
syrup Brix was also fairly accurate, as shown in the lower trace of Figure 3.5. The model 
trace does however show several fluctuations which are not evident in the laboratory analyses. 
This was due to the fact that these analyses are hourly averaged, and so most of the peaks and 
troughs are eliminated. 
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Graphs o/the data which were collected and used as inputs to the model 
where (aJ shows clear juice jlowrate, (b) shows clear juice temperature, 
(c) shows vapour pressures, and (d) shows V2 throttling valve positions. 
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a 
b 
c 
d 
Figure 3.5 Graphs of the outputs from the model in comparison to the real plant data 
where (a) shows the Vi vapour pressure, (b) shows the V2 vapour pressure, 
(e) shows the A set syrup Brix, and (d) shows the B set syrup Brix. 
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Chapter 4 CONTROLLER DESIGN 
4.1 Advanced Control System Theory 
Advanced model predictive control 
Since about the 1960s there has been a great deal of attention focused on so called advanced 
control systems. The major impetus behind this attention was undoubtedly a frustration with 
the limitations encountered with conventional (PID based) control (Bequette, 1991), (Garcia 
and Morari, 1982). With increasing global competition, industries are forced to operate more 
efficiently and to produce more consistent products which will satisfy stringent quality 
control criteria (Qin and Badgewell, 1996). 
These factors have motivated most plants to be operated at the very limit of their physical 
capabilities - that is at an intersection of constraints under which the system must run (Prett 
and Gilette, 1979). In order to do this an efficient and stable control system must be 
implemented which will allow tight control for economic reasons, while providing a realistic 
answer for practical reasons. In a practical plant situation any control system should also be 
sufficiently transparent to the operator in order to ensure that the system gains acceptance 
(Garcia, Prett and Morari, 1989). 
Any control system should exhibit the following behaviour and may be judged by these 
criteria (Garcia and Morari, 1982) : 
1. Regulatory behaviour - the system must maintain the process as close as possible to the 
required setpoint, even under the effect of disturbances. 
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2. Setpoint tracking - the controller must be able to move the process from one set point to 
another, swiftly and smoothly. 
3. Robustness - the system must be stable, and excessive control action should be avoided, 
even when the operating conditions change. 
4. Constraint handling - the controller must be able to deal with constraints on the 
manipulated inputs and the states of the process. 
However, in order to justify the expenditure required to develop an advanced technique, or 
even a novel application of an existing technique, the overall system must be able to optimize 
the process as well as maintain a steady state of operation. Optimization could be with regard 
to economics, compliance with safety and environmental regulations, or product distribution 
and quality given a certain mix of raw materials (Garcia, Prett and Morari, 1989). It has been 
noted (Garcia and Morari, 1982), that the major economic return from expenditure in 
advanced process control systems is from the optimization of process conditions, rather than 
good regulatory behaviour (Lee and Weekman, 1976). 
The most common objectives are a combination of economics and logistics, and it is a widely 
reported fact that the optimal operating point of a plant,from an economic point of view, will 
be at the intersection of constraints (Arkun and Stephanopoulos, 1980), (Prett and Gillette, 
1979). For this reason it is essential that any new control system be able to anticipate 
constraints on both input variables and states, while not allowing violations, to maintain the 
states as close as possible to the constraints. Finally, given the high expense of developing a 
new control strategy, it should ideally be adaptable to as wide a range of situations as possible 
(Garcia, Prett and Morari, 1989), 
Several advanced techniques have been developed to meet these criteria. Amongst the first 
advanced multivariable controllers were Linear Quadratic Regulators. These were aimed at 
controlling a multiple input multiple output process by minimizing a quadratic objective 
function. This was done using a linear state space model of the process, such as : 
Xk+l = Ax" + BUk 
y" := ex" 
(4.1) 
(4.2) 
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where x 
u 
y = 
a vector of states 
a vector of manipulated inputs 
a vector of outputs, and 
A, Band C are constant matrices. 
45 
By defining all variables as deviations from a steady state value of zero, one can then arrive at 
an objective function which penalizes the weighted squares of both state errors, and 
manipulated variable moves. 
The objective function used is commonly notated, J : 
J = f ~Ix k+lll~ + Illl k+lll~ ) 
/=1 
(4.3) 
where I the time step 
Ilx k+1 II~ the 2 norm, defined as follows: 
Ilxll~ = x T Qx (4.4) 
and Q and R are the weighting matrices for the state error, and manipulated variable move 
suppression, respectively. 
This objective function then serves the dual purpose of forcing the process closer towards the 
desired state, and preventing excessive control action, thereby improving the system's 
robustness. The infinite time horizon over which the control is computed ensures good 
stability for any reasonable plant, that is one which is stabilizable and detectable (Qin and 
Badgewell, 1996). 
Several variations on this method have been used, including the Linear Quadratic Gaussian 
controller, as well as other optimal quadratic control systems. However, none of these 
methods were able to directly handle constraints. This minimized the practical applications of 
this technique. So it was not surprising that the impetus behind the first Model Predictive 
Control schemes was from industry. Cutler and Ramaker, two engineers from Shell, outlined 
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Dynamic Matrix Control, or DMC, in 1979, and Richalet et al. described Model Predictive 
Heuristic Control in 1978 (Garcia, Prett and Morari, 1989). While the ideas encountered here 
were not entirely new, these papers first showed successful practical applications of this 
technique. There are several important differences between these methods and the previously 
mentioned optimal control (Qin and BadgeweU, 1996), mainly : 
• The use of a finite receding prediction horizon, as opposed to an infinite horizon 
• An explicit process model is used by the controller to predict future plant dynamics 
• Input and output constraints are included as part of the problem, and thus allow prediction 
of future constraint violations. 
DMC, MAC and fMC 
The DMC problem formulation is most easily demonstrated using a state space model, 
although any suitable mathematical model may be used. Most commonly, the internal model 
used by the controller takes the form of a step response matrix. This matrix is developed by 
stepping each of the input variables by 10-20%, in both directions, while maintaining all 
other inputs at their nominal or steady state values, and then monitoring the resultant effects 
on each of the outputs. This may be done either on the real plant, or else in simulations on a 
model of the plant. For each possible pair of one input and output, a matrix can be generated 
to represent the effect on that output (i) of a step change in that input 0). This matrix is 
commonly notated Aij. Figure 4.1 shows how this matrix would be developed. The values of 
the change in each output (ai) are recorded at discrete measuring intervals, t = 1, 2, 3, ... , 
following the input disturbance (a step change from 5 to 6, here). 
, Two major assumptions are made in the DMC formulation, 
linearity; Le. changes in more than one input, would result in a simple addition of the 
responses from changes in each input individually, and a change in any input would 
cause a change in an output which is directly proportional to the magnitude of the 
change in the input, and 
time invariance, i.e. the effects of each input on each output are similarly independent 
of when those changes occurred. 
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- - Input 
-Output 
Matrices for each input and output pair are then combined, to form an overall dynamic matrix, 
notatedA. 
G I 0 0 
a2 a l 
a2 0 
Au = 
aM a l (4.5) 
a2 
aN 
aN aN aN 
All AI2 AIT 
A= 
A21 A22 (4.6) 
ASI AST 
where M the number of future manipulated moves 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Chapter 4 - Controller Design 
N 
S 
T 
the number of time steps to steady state 
the number of outputs, and 
the number of inputs. 
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The prediction of outputs, y, is done by considering past and present inputs, and measured 
disturbances : 
y = Ailu+ y* +d 
where y 
A 
ilu 
= 
= 
a vector of the predicted outputs 
the Dynamic Matrix 
the future control moves 
the predicted impact of past control moves on the output, and 
(4.7) 
d = the measured disturbances to the system, which are assumed constant 
in this case. 
The impact of past control moves, y. , is predicted thus: 
• 
= Bilupasl (4.8) y 
where: 
a2 a 3 an 
a3 a4 
By = aN_I aN aN (4.9) 
aN 
aN aN aN aN 
BII B12 BIT 
B= B21 B22 (4.10) 
BSI BST 
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and the disturbance vector, d, is the vector of predicted disturbances at times t == k+l, where 
0::; I::; P, which is calculated thus: 
(4.11) 
and 
(4.12) 
where YrJk) = the vector of measured outputs 
In this manner the future disturbances are predicted as constant at the value of the current 
disturbances. Importantly, this disturbance vector takes into account both model (prediction) 
error as well as unmeasured process disturbances (Garcia, Prett and Morari, 1989). 
Using the notation as above, the objective function is usually a similar weighted quadratic 
objective, J, which penalizes. both output errors from setpoint, and manipulated variable 
moves: 
(4.13) 
where Ysel = the vector of output setpoints. 
When considering discrete measurements, the objective may be written: 
min J = ± ~IYset (k + 1)- y(k + 1)IQ2 + IIAu(k + t)1!) (4.14) 
Llu(k),L\u(k+l}>".L\II(k+M-I) 1=1 
where P = 
M = 
Yse/(k:+ l) = 
L1u(k:+l) 
Y (k:+l) 
the prediction horizon, given as a number of discrete time steps 
the number of allowed control moves 
the vector of desired outputs at time (k+l) 
the vector of changes in the manipulated variables at time (k+l), and 
the vector of predicted outputs at time (k+l) based on information 
and measurements available at time k. 
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Constraints are dealt with directly by including an inequality in the problem: 
Umin ~ u(k + I) ~ u max 
~umin ~ ~u(k + i) ~ ~umax 
50 
(4.15) 
(4.16) 
(4.17) 
The other early model predictive scheme, Model Algorithmic Control, or MAC, was derived 
along similar lines, with some important distinctions: 
• The model uses an impulse response model, as opposed to a step response model. 
• The number of input moves is set to the prediction horizon, M:.-;; P. 
• The disturbance estimate is filtered to give a less sensitive estimate. 
Internal Model Control, IMC, was developed to combine the advantages of the different 
unconstraine4 MPC schemes and to facilitate the tuning of the resultant controller, (Garcia, 
Prett and Morad, 1989). This scheme has a similar structure to that used for the previous two 
techniques, whereby an internal model is used to predict the future behaviour of the plant. 
The design procedure of the actual controller is slightly different, however. Figure 4.2 
presents a simplified IMC structure (Garcia and Morari, 1982) : 
s (Z).,I R (z) ~1.-..-__ ----II--r--i~~ ___ .....J 
Reference 
Model 
Controller 
Filter 
Process 
G (z) 
Process 
Model 
Figure 4.2 Schematic control diagram of an IMC controller 
Disturbances 
d (z) 
+ 
y (z) 
+ 
Briefly, the controller consists of two parts. First, a "perfect" controller is designed that will 
allow perfect regulatory and servo behaviour. The output from this controller is then detuned 
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by a low pass filter which reduces the manipulated variable moves and improves the system 
robustness. Overall this reduces the number of adjustable parameters from the DMC and 
MAC cases, while retaining their positive properties of ensured system stability for a stable 
controller (Garcia, Prett and Morari, 1989), (Garcia and Morari, 1982). 
Nonlinear model predictive control 
Since these first MPC techniques were developed there has been a lot of work done, 
especially towards the extension of these ideas to nonlinear systems. Henson (1998) reviews 
the progress in this field, and points out the most common methods of dealing with this 
problem. 
Linear control cannot provide an adequate solution when either the process is highly non-
linear, or it is only moderately non-linear but has a wide operating regime (Henson, 1998). In 
this case it may be necessary to use a nonlinear controller. Di Marco et al. (1997) compare 
three potential controllers for the control of a highly nonlinear process, a teropolymerization 
reactor. First, the nonlinear model of the process was linearized over the whole range of 
operation about some steady state. Second, a number of linearizations are performed, and 
then a weighted average of these models was used in the predictive controller. Finally, a fully 
nonlinear model was used which was linearized for solution at each time step. This paper 
compared the relative effort required and potential benefits to be gained by the three 
approaches. 
If it is decided that a nonlinear controller will be necessary, then first a model must be 
developed, and tested. The most common nonlinear models used are fundamental sets of 
ODEs and algebraic constitutive equations, which physically describe the system. However, 
if the process is very complex, or there is insufficient knowledge about the system 
characteristics, then an empirical model may be used. Usually a NARMAX, or non-linear 
auto-regressive moving average with exogenous inputs, type of algorithm is used, with 
Hammerstein, Wiener, Volterra, ARMAX, and artificial neural networks all having been 
reported, (Henson, 1998) (these are subsets of the NARMAX structure). An attractive 
alternative would be to use a hybrid model, which is based partly on fundamentals, but 
incorporates an empirical element to approximate poorly understood parameters, such as the 
heat transfer coefficient. 
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The nonlinear control problem is usually formulated very similarly to the linear case, thus 
with a system described by the following state space relationships (Henson, 1998) : 
X' = f(x, U) (4.18) 
0= g(x,U) (4.19) 
y=h(x,u) (4.20) 
where x a vector of states 
u 
Y 
J, g, h, 
= a vector of manipulated inputs 
a vector of outputs, and 
(possibly) non-linear functions of their arguments 
The objective function may then be to minimize the objective function, J : 
where ~ and L are functions chosen by the control system designer, but are usually of 
quadratic form, with constant weighting factors for the penalized parameters. 
This is subject to constraints, which may vary with time: 
Ymin ~ Y(k + llk)~ Ymax 
umin ~ u(k + Ilk ) ~ Umax 
LlUmin ~ LlU(k + Ilk) ~ Llumax 
(4.22) 
(4.23) 
(4.24) 
The objective function may have several different forms, and in particular, may not include a 
separate penalty for the final output at the prediction horizon, the first term above (Elhaq et 
at., 1999), (Bequette, 1991), (DiMarco et al., 1997). 
By inspection, this is a fairly simple extension of the linear MPC controllers discussed earlier. 
However, the solution of such a problem is far more involved for the nonlinear case. The 
control engineer has several methods at his/her disposal, with successive linearization of the 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Chapter 4 - Controller Design 53 
system about a chosen operating point, and sequential model solution and optimization being 
the most common (Henson, 1998). There have also been proposals to simultaneously solve 
and optimize the system of equations, after discretization of the relevant differential equations 
(Rawlings et al., 1994). 
In conclusion, MPC technology can be seen as a range of related techniques which offer the 
control engineer some important advantages - mainly direct constraint handling and the 
inclusion of dead time and interaction effects through the embedded process model, together 
with simple tuning guidelines and good stability properties. Importantly too, there have been 
several'stability results in the literature, (Garcia and Morari, 1982), (Qin and Badgewell, 
1997), (Garcia, Prett and Morari, 1989), which allow the stability of MPC to be analysed. It 
is believed that a model predictive controller will best suit the current problem, due to the 
large number of constraints on the system (mainly physical equipment constraints), and the 
dead times associated with the juice flow through the station. 
In the following section (section 4.2), the design of the DMC controllers is presented, and this 
is followed by the two additional control layers - level controllers (section 4.3) and a steady 
state optimizer (section 4.4). 
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4.2 DMC Design 
It was decided that the most efficient method for tackling this control problem would be 
through the formulation of a DMC model predictive controller. There are several advantages 
in using an MPC approach. The most important of these here would be the ability of the 
system to anticipate and handle constraints, and its ability to deal with multiple inputs, and 
multiple outputs. Two control systems were devised, and their performance was then 
compared; these will be presented below. 
Control of evaporators 
Chapter 1 dealt with the motivation behind the three control objectives which have been 
decided upon. These will now be described in detail, along with the possibilities for 
combining them. The major.part of this project was concerned with the design of the control 
system for the delivery of syrup of a smooth Brix from the evaporator station. It has been 
noted that many of the difficulties that arise in mUltiple effect evaporator control, are due to 
process fluctuations. In a sugar factory, the most important of these is a fluctuation in the 
flowrate of the clear juice which is delivered to the station. Therefore, two types of tank level 
controller have also been designed and tested on a model of the plant. These will be 
described later. The final consideration was to determine the best split of the total clear juice 
flowrate between the three first effect vessels, based on their condition (i.e. their evaporative 
potential on a given day). The first two objectives (Brix control and level control) must be 
dealt with continuously on line and will thus be dealt with first, whereas the steady state 
optimization is only required periodically and will be dealt with later. 
Brix - level control system 
The Brix - level control system was based on the DMC algorithm first presented by Cutler 
and Ramaker, (1979). The objective of this controller is to deliver the maximum amount of 
consistently high quality syrup to the evaporative crystallisers, within the constraints of juice 
availability and evaporator station capacities. 
The existing controllers have already been described, and the first step was to determine 
which of these controllers would be retained, and which would be incorporated into the 
proposed control system. The existing level controllers for the final three effects of each train 
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were retained, along with the absolute pressure controllers on each final effect, vessels 5A and 
5B. The remaining adjustable inputs for the station are the throttling valve on the vapour 
supply line to each third effect calandria, and the juice flow controllers on each of the three 
first effect vessels. It is important to consider the advantages of various controller designs, 
especially as regards the Triangle evaporator station. Due to the fact that the two trains are 
cleaned on alternate weeks, they are usually able to achieve different performances at any 
given time. For this reason, it was decided that the inputs (V2 valve position and clear juice 
flowrate) for each evaporator train should be controlled independently. However, a further 
problem was encountered at Triangle, where there is an additional first effect vessel, the IC 
Kestner; which delivers juice equally to vessels 2A and 2B. 
The SCADA system provides online readings of the most significant three disturbances, Le. 
clear juice temperature, exhaust steam pressure and final effect pressure. The effects of these 
disturbances are efficiently included in the DMC formulation. Inputs were chosen as the two 
adjustable variables, (1,2), and the three disturbance variables (3,4,5). Taking into account all 
the vessels in the actual station, this amounts to 9 process inputs. 
1. Clear juice flowrate (x3) these can be directly manipulated via the throttling valves on 
each inlet line 
2. V2 valve throttling position (x2) these can be directly manipulated. 
3. Clear juice temperature (1) - any variation in this variable must be due to random process 
disturbances, as the set point is constantly set at 115°C, and a single loop PID controller 
actuates a steam valve on the steam line feeding the juice heaters. 
4. Exhaust steam pressure (1) - this is difficult to vary due to the arrangement with the 
turbo-generators. As the electrical load of the estate changes, the operating configuration 
of the power plant will change and this will alter the exhaust steam pressure. There is a 
degree of control in that a drag or let down valve will inject high pressure (3.0 MPa) 
steam into the line, if the pressure drops below setpoint. However, this control is not very 
accurate, and therefore, steam pressure will be treated as a disturbance. 
5. Final effect pressure (x2) - this is also controlled about a constant setpoint, and so any 
fluctuations could be counted as a disturbance. The control of final effect pressure 
actually involves two measurement signals, those of the deviations of temperature and 
absolute pressure from their setpoints. These two signals are then multiplied together and 
used to manipulate the cooling water flowrate to the condenser. 
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DMC control hinges on the ability of the controller to predict future behaviour of the plant 
based on current disturbance measurements. Once the dynamic model had been completed, 
several step tests were done to determine the response of the model to a 10% step in the key 
input variables. In order to test the sensitivity of the model, step tests were also performed on 
the vapour bleed rates. In this way, the effect of a step in each input variable on each output 
variable was measured. A sampling time of 1 minute was used, as this was a convenient 
interval for analysis, and has proven adequate for obtaining all of the process dynamics from 
this system. The overall juice residence time in the multiple effect evaporator is about 45 
minutes, and so the settling time to steady state was safely set at two hours. 10% steps were 
made as both increases and decreases in the key input variables after an initial settling period 
of two hours, and this was followed by another two hours of data gathering. The results of 
the step tests showed that for each of the observed disturbances, 120 minutes were sufficient 
to allow the system to settle to a new steady state. 
From the step tests, the assumptions inherent in DMC of linearity and time invariance allowed 
the computation of a mean step coefficient for each input (increase step response - decrease 
step response) / 2, and hence the construction of the Dynamic Matrix. The predicted future 
outputs may then be computed by the equation: 
y = A~u+ y' +d 
here, Y E 9l2P . 
A E 9l2Px5M 
!::.u E 9l 5M 
y' E 91 2P 
(4.25) 
the predicted outputs (for two outputs, e.g. syrup Brix; clear 
juice flowrate) 
the Dynamic Matrix, (for two outputs and five inputs) which 
was determined in simulations, made up of sub-matrices for 
each input-output pair, Aij E 91 PxM 
the future control moves (clear juice flowrate; V2 valve 
position), as well as measured but uncontrollable inputs 
(clear juice temperature, exhaust pressure, final effect 
pressure) - a total of five inputs 
the predicted impact of past control moves on the outputs, 
and 
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d E m 2P the impact of measured disturbances on the outputs, 
including the effects of any plant model mismatch. 
In order for the Brix control level to fit in with the other control systems on the station, it is 
necessary to consider any overlapping or interacting variables. It has already been stated that 
the two variables available for Brix control are the V2 throttling valve and the clear juice 
flowrate. However, it is also necessary to control the clear juice flowrate so that the clear 
juice tank neither overflows, nor runs dry. Furthermore, it is necessary to distribute the clear 
juice flowrate in an optimal manner between the three first effect vessels. 
The main consideration was how to combine the first two control objectives (assuming a 
clean plant, with each train performing equally) - smooth control ofBrix, and level control of 
the clear juice tank: 
The first alternative was to cast two separate controllers, which would operate in 
cascade - a level controller which passes a flowrate setpoint to the Brix controller. 
ii The second alternative would be to formulate the controller as a single larger DMC 
controller which would have to deal with both the level objective and the Brix 
objective. 
Alternative 1 - cascade formulation 
In this system there are two separate Brix controllers, one for each set, which receive a 
cascaded flowrate setpoint from a separate level controller (section 4.3). The level controller 
receives signals of the actual flowrate of clear juice and the actual tank level in the clear juice 
tanle This actual clear juice flowrate is the sum total from the three flow measurement devices 
which are fitted on the three juice supply lines (one to each first effect evaporator). From 
these measurements the juice level controller (LIC) decides on the optimal juice flowrate, and 
sends this as a set point to the distribution controller (section 4.4), as shown in Figure 4.3. 
The distribution controller (Eco I Opt Splitter in Figure 4.3) has inputs of the optimal total 
clear juice flowrate (from the juice level controller), the three actual juice flowrates (into each 
first effect), and the estimated heat transfer coefficients from the 5 Kestner evaporators. 
These heat transfer coefficients will be the basis of the flow splitting. The outputs from the 
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distribution controller will be three juice flow rate setpoints, one for each first effect 
evaporator. 
:--------~ 
I I 
: Total I C] Flow SP 
I I 
I \!/ 
V2 Valve Position, (3A) 
DMC Brix Ctrl ---------------) 
lEI 0 ------~ 
: co pt _____ , 1..-__ A_Se_t_--I --------------------------1 
: Splitter: V2 Valve Position, (3B) : 
: 1..-_____ .......... --:: DMC Brix Ctrl ---------------) : 
I 1 1 1 
: : t~ B Set ---I : 
I 1 • I 1 
1 1 I I 
: : : CJ Flow: SP, (lA) 
I 1 I I 
: : CJFlow : SP, (1 B) : 
CJ : Tank Level I : 
: : CJ Flow SP, (IC) , _______________ , 
: ,--- L ____________ , : A ! ,· .. · ...... 8·· ........ , 
~ CJ Tank ! I r{~'! 
! ~--+:-----+I:~r-~I~II~!--~.~~ 
'----L----...J--i-t U 
Figure 4.3 
--------y 
C······(3)····· .. ···i 
i , .. {~), 
. _____________ ~ ____ , I I ~ 
.. ··{~·· .. · .. i 
,"-{::2}, ~----Il'd-----i....jl I rL-{:J 
Arrangement of three controllers for Alternative 1 (cascade formulation) 
showing the level controller, the economic optimization layer, and the two 
DMC Brix controllers, one for each set. 
The setpoint for clear juice flowrate into vessel 1 A will be sent to the Brix controller for the A 
set, and the setpoint for clear juice flowrate into vessel IB will be sent to the Brix controller 
for the B set. The last output from the distribution controller, the setpoint for clear juice flow 
to the 1 C evaporator, will be sent directly to the FIC controller which actuates the control 
valve on that line. 
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Each Brix controller also receives a Brix setpoint from the operator (usually 68-72"Bx), along 
with measurements of the disturbances to that set, and these are used in the calculation of the 
relevant clear juice flowrate and V2 valve position. The clear juice flowrate detennined by 
the DMC Brix controller is then fed as a set point to the appropriate PID flow controller, 
which also receives the actual flowrate, and which manipulates the clear juice flow control 
valve position. The structure of the control system is shown in Figure 4.3. 
For each DMC Brix controller there are two outputs per line, and six inputs, and so the 
dynamic matrix would appear thus: 
(4.26) 
Where each sub matrix corresponds to output i and inputj. 
For the A set, outputs, i, refer to : 
1. Syrup Brix (SA) 
2. Clear juice flowrate (lA) 
and inputs, j, refer to: 
Manipulated inputs 
1. Clear juice flowrate CtA) 
2. V2 valve throttling position (3A) 
Disturbance inputs 
3. Clear juice temperature 
4. Exhaust steam pressure 
5. Final effect pressure (SA) 
6. Clear juice flowrate, (1 C) 
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The clear juice flowrate is treated here as both an input and an output - the transfer function 
relating them in the dynamic model is unity. This flowrate could have been fixed and 
removed from the DMC controller. However, its inclusion allows it to be used as a 
manipulated variable with a specified bias value at which it will settle. This scheme is 
common in industry, where there are typically more manipulated variables than controlled 
variables (Qin and Badgewell, 1996). 
The clear juice flowrate (manipulated input) referred to in the DMC formulation is really a 
setpoint to a cascaded lower level PI flow controller, which is again typical of industrial MPC 
implementation (Qin and Badgewell, 1996). 
The optimization problem would then be to minimize the weighted sum of squares of the 
setpoint tracking errors and the manipulated variable moves, subject to the system equation 
(4.25) above and the following constraints: 
1) CJ flowrates for each line must be kept between 0 and 300 tph. 
2) V2 valve position must be kept between 0 and 100 %. 
3) Syrup Brixshould be kept between 72 and 550 Brix. 
The optimization program was as follows: 
h 012P ere, Yset E ;.>~ 
!:J.U E 9{2M 
Y E 9{2P 
Q E 912Px2P 
This is subject to the following hard constraints, for the whole prediction horizon, 
i.e. for P ~ I> 0 : 
(4.28) 
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(4.29) 
and the following constraints for the constraint window, i.e : for P ;;:: 1 > L, : 
Ymin :s; Y(k + t):s; Y max 
where, for this constraint, equation (4.30) : 
y(k + I)E 9t 2(P-L} 
Y(k+t)= 
YI (k + L + 1) 
YI(k+L+2) 
YI(k+P) 
Y2(k+L+1) 
yz(k+L+2) 
and L is the time until the start of the constraint window (1 <L < P). 
(4.30) 
(4.31) 
A clear distinction has been made between variables that are actually disturbances, and cannot 
be freely manipulated by the control system, and genuine adjustable inputs. The Input-Output 
structure of each of the DMC Brix controllers is shown in Figure 4.4 (for the A set): 
From Distribution { 
Controller CJ Flowrate SP (lA) 
From Operator Syrup Brix SP (SA) 
Syrup Brix(SA) DMC CJ Flowrate (IA) 
Clear J uice Temperature Brix 
From Process Exhau st Steam Pressure Controller V2 Valve Position (3 A) 
FinalE ffect Pressure (SA) 
Figure 4.4 Input / Output structure of the DMe Brix controller 
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Formulation in QP 
The DMC controller was then coded into the Matlab Simulink language. The controller itself 
was incorporated as an s-function with the following basic structure: 
=> Load Dynamic Matrix 
=> Initialize states in controller (variable moves over move horizon) 
=> Receive inputs: 
Set Points (for Brix and clear juice flowrate) 
Output Measurements (Brix, Clear Juice Flowrates) 
Disturbance measurements (Clear juice Temperature, Exhaust Steam Pressure, Final 
Effect Pressure) 
=> Calculate disturbance estimate over prediction horizon. 
=> Compute optimal sequence of input moves using Matlab function fmincon(function, 
Initial guess) 
=> Load weighting matrices Q and R 
=> Set constraints 
dU min = -20 
dUmax= 20 
Umin= [0; 0] 
Umax= [300; 100] 
Y min= [50; 0] 
Ymax= [80 ; 300] 
=> Function to be minimized = objective function. 
=> Constraint matrix = constraints from above. 
=> Update record of input moves 
=> Send input moves to actuators 
Constraints were included as follows: 
CAu$;D 
where matrices C and D will be described in the Appendix. 
(4.32) 
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Alternative 2 - combined Brix I level formulation 
In this alternative, the level and Brix controllers are cast within the same DMC algorithm, and 
their two objectives are combined. The overall controller receives signals of the clear juice 
tank level, the disturbances to each evaporator vessel, and the actual Brix delivered by each 
final effect vessel. From these measurements the controller determines the optimal values for 
5 manipulated variables. These are three flowrates (into each first effect Kestner) and two 
vapour throttling valve positions (fitted on the steam lines to the calandrias of evaporators 3A 
and 3B), as shown in Figure 4.5. 
CJ Tank Level 
r-------------------------------------I 
1 1 
1 I 
: \1/ 
1 
1 
1 
1 
1 
1 , 
, 
Eco / Opt -----------, Optimal 
, 
1 
1 
1 
1 
Splitter Ratios 
'---------' -----------) 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
I r---
1 1 
, 1 
DMC 
Brix / Level 
Controller 
V2 Valve Position, (3A) 
---------------) 
V2 Valve Position, (3B) 
---------------) 
--------, 
I 
1 
I I 
1 : 
: CJ Flow: SP, (lA) 
I I 
: I 
I' : 
CJl F10wl SF, (IB) I 
I ' I I 
1 I I 
1 1 \V 
1 I 
G 1 1 G CJ Flow 8plr (ICt !"' ....... FIe ';:::(0,) CJTank 
I 
I 
I 
I 
'----L----.-J--r-t 
! ; , i 11--1 "'----+~ tJ 
l-------:,~·~·G .. , ...... , 
Figure 4.5 
! 0 
I r"I~'1 ~~ 
1 ______ -----------, ' 
w 
, .......... 8 .... , .... " 
I , ... 0)., 
,......------Pld-! ---'-Ii ~ 
Arrangement of control system for Alternative 2 (combined formulation) 
showing the economic optimization layer, and the combined DMC 
Brix I level controller. 
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This controller also receives the optimal juice split from the steady state distribution 
controller (section 4.4), which receives estimated heat transfer coefficients from the S Kestner 
evaporators. However, in this case the flow split is communicated in the form of two ratios-
those of the Band C set to the A set flowrate. There is then a quadratic penalty applied to any 
deviation from these ratios. Alternately, an end-point constraint could be included to force 
the three clear juice flowrates to achieve these ratios, but this adversely affects the flexibility 
of the system, as will be shown later. 
The overall Brix I level controller also receives a Brix setpoint from the operator (usually 68-
72°Bx) for each final effect and these are used in its calculation of the clear juice flowrates 
and V2 valve positions. 
Here, the dynamic matrix has two outputs, with nine inputs, as shown in equation (4.33) : 
LlUI 
LlU6 
LlU2 
Aau ~[All AI2 AJ3 Al4 AI,} +[ AI6 Al7 Al8 AI,} Llu7 LlU3 (4.33) 
A2l A22 A 23 A24 A 25 
LlU4 
A 26 A27 A 28 A 29 Llus 
LlU9 
LlUs 
where each sub matrix corresponds to output i and inputj. 
Outputs, i, refer to: 
1. Syrup Brix (SA) 
2. Syrup Brix (SB) 
and inputs,j, refer to: 
Manipulated inputs 
1. Clear juice flowrate (lA) 
2. Clear juice flowrate (1B) 
3. Clear juice flowrate (IC) 
4. V2 valve throttling position (3A) 
5. V2 valve throttling position (3B) 
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Disturbance inputs 
6. Clear juice temperature 
7. Exhaust steam pressure 
8. Final effect pressure (SA) 
9. Final effect pressure (5B) 
The optimization problem would then be to minimize a weighted sum of squares of: 
• the setpoint tracking errors of both delivered syrup Brixes, 
• manipulated variable (V2 valves) moves, 
• the error from the optimal flow distribution ratios, and 
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• the Maximum Rate of Change of Outlet flow (Campo and Morari, 1989) of any of the 
three clear juice tlowrates, (section 4.3). 
The three clear juice tlowrates do not have any actual bias values, and as such are not process 
outputs, in the DMC sense, although there are constraints on the values which these variables 
must achieve, in that they affect the level of the clear juice tank which must return to setpoint 
within the prediction horizon. In this sense, the change in clear juice flowrates, or MRCO is a 
process output. However, the clear juice tlowrates are freely available as process inputs, 
which allows the system the same degrees of freedom for disturbance rejection as in 
Alternative 1 above. 
The optimization is subject to system equation (4.25) above and the following constraints: 
1) CJ tlowrates for each line must be kept between 0 and 300. 
2) V2 Valve positions must be kept between 0 and 100. 
3) Clear Juice tank level must never be allowed to go above 100 or below O. 
4) Clear Juice tank level must return to setpoint by the end of the prediction horizon. 
5) Syrup Brix should be kept between 72 and 55°Brix. 
The Model Predictive Optimal Averaging level controller of Campo and Morari (1986) was 
formulated so that optimaljlowrates were chosen to control a tank level. In this case, due to 
the structure of the dynamic matrix, the changes in jlowrate were chosen to achieve both good 
Brix control, and to satisfy the level constraints mentioned above. In addition, the effects of 
changing all three clear juice tlowrates must be considered (into vessels lA, IB and IC), as 
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opposed to the single flowrate considered in the original formulation. The minimization 
program was as follows: 
min J = (Yset - yy .Q'(Yset - y)+ auT .R.au + 
JI,!J.U1 (k ), .. ·!J.Un (k+M -1) 
(~: RaliO~Js{~: -ROliO~} 
( ~: - Ratio ~ r . s . ( ~: - Ratio ~) + C • JI 
- where c, S, Q, R 
J.l 
m2P Here, Yset E ~l 
y E m2P such that: 
R E m2Mx2M, and 
weighting matrices; 
the MRCO for alJ clear juice flowrates. 
111,1 = l1u1 •• ·l1u5 E m SM such that: 
6.u 5 (k + M) 
(4.34) 
(4.35) 
(4.36) 
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This was subject to the following hard constraints, over the entire prediction horizon, 
i.e. for P ~ I > 0, : 
Umin S u(k + I):::; UllIJlX 
where 
hmm ::;; h(k + /) ::;; hmax 
L\u 2 (k + M) 
L\u 3 (k) 
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(4.37) 
(4.38) 
(4.39) 
(4.40) 
(4,41) 
(4,42) 
where h(k+l) tank level at time t = (k+l) , which, although not explicitly related via 
the dynamic matrix, is affected by flowrate inputs, as shown in the 
Appendix. 
(4,43) 
and the following constraints for the constraint window, Le : for P 21 > L, : 
Ymin S y(k + I):::; Y max (4.44) 
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where for this constraint, equation (4.44) : 
y(k + /) E 9{2(P-L) 
y(k +1)= 
y\Ck+L+l) 
Yl(k+L+2) 
Yl(k+P) 
Y2(k + L + 1) 
Y2(k+L+2) 
68 
(4.45) 
and L is the time until the start of the constraint window (1 <L < P). Thus the Input-Output 
structure of the Brix I Level controller is shown in Figure 4.6 : 
From Process 
From 
Distribution 
Controller 
From 
Operator 
Figure 4.6 
{ 
{ 
CJTan k Level 
Syrup B 
Syrup B 
rix (SA) 
rix (5B) 
Clear J uice Temperature 
Exhaus t Steam Pressure 
Final E ffect Pressure (5A) 
Final E ffect Pressure (5A) 
Distrib ution Ratio (B/A) 
Distrib ution Ratio (CIA) 
Syrup Brix SP (5B) 
Syrup Brix SP(SA) 
Brix / Level 
Controller 
Input / Output structure of the DMC Brix / level controller 
V2 Val. Posn. (3A) 
V2 Val. Posn. (3B) 
CJ Flowrate (lA) 
CJ Flowrate (lB) 
CJ Flowrate (iC) 
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Formulation in QP 
The DMC controller was then coded into the Matlab Simulink language. The controller itself 
was incorporated as an s-function with the following basic structure: 
=> Load Dynamic Matrix 
=> Initialize states in controller (variable moves over move horizon) 
=> Receive inputs: 
Set Points (for Brixes and clear juice tank level) 
Optimal clear juice ratios 
Output Measurements (Brixes) 
Disturbance measurements (clear juice temperature, exhaust steam pressure, final 
effect pressure) 
=> Calculate disturbance estimate over prediction horizon. 
=> Compute optimal sequence of input moves using Matlab function fmincon(function, 
Initial guess) 
=> Load weighting matrices Q, Rand S. 
=> Set constraints 
dUmin= 
dU max = 
Umin= 
Umax= 
Ymin= 
Ymax 
·20 
20 
[0, 0, 0, 0; 0] 
[300, 300, 300, 100, 100 ] 
[55; 55] 
[80; 80] 
=> Function to be minimized = objective function. 
=> Constraint matrix = constraints from above. 
=> Update record of input moves 
=> Send input moves to actuators 
Constraints were included as follows 
CAu:s;D 
where matrices C and D will be explained in the appendix. 
(4.46) 
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Tests done on DMC Brix and level controllers 
Once the controllers had been designed, various tests were done to check their operation 
under a range of operating conditions, most importantly the ability of the controller to handle 
constraints. These tests were done using the model of the plant, and not the actual plant, in 
order to safely get an idea of how the controller performed. The first tests consisted of 
stepping disturbance variables by 10% both as increases and decreases, and observing the 
system responses. 
Fluctuations in the clear juice flowrate create common and highly significant disturbances to 
the evaporator station. For this reason, the juice supply was abruptly increased in a series of 
simulations, and the responses of each system were observed. Another common disturbance 
is a variation in the pressure of stearn supplied to the station. This exhaust steam pressure 
was increased in the next simulations, and the response of each control system could then be 
compared. 
Several step tests were combined to test the constraint handling ability of each formulation. 
These simulations ensured that the conditions affecting each set (the A set and the B set) were 
different, which allowed an analysis of the flexibility of each control system. 
Finally, real plant data of all of the controller inputs were collected from the SCADA system, 
over a period of one week during June 2000. These data were then used as the inputs to the 
control system. This simulation was essential, in that the controllers had to deal with the 
noisy signals which are commonly received from plant instrumentation. Results of all of 
these simulations are presented in Chapter 5. U
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4.3 Level Control 
Juice flow I tank level control 
In Chapter 1 it was emphasized that good tank level control (or alternately good flow 
filtering) would greatly improve the potential for evaporator control. Alternative 1, described 
above, requires that a flowrate setpoint be cascaded from an upstream level controller. The 
problem oflevel control has been widely studied, (Campo and Morari, 1989). 
Two algorithms have been developed for the problems faced at Triangle. Each of these can 
either be applied to a single buffer tank, or a series of buffer tanks, although their objectives 
are slightly different. The first, an LQG controller proposed by David Love, formerly of 
TMD, Tongaat Hulett, allows an offset after a disturbance and aims to minimize the combined 
weighted error of tank level from set point, and flowrate from setpoint. 
The second controller, based on work by Campo and Morari, (1989), aims to minimize the 
maximum rate of change of outlet flow, while driving the tank level back to setpoint within a 
finite prediction time following a disturbance. Each of these algorithms could be separately 
applied to both the clear juice and mixed juice tanks, and this has been done at Triangle, 
although focus will be mainly directed towards the clear juice tank in this discussion, due to 
its direct impact on evaporator control. Both controllers would have a similar structure, as 
shown in Figure 4.7 : 
CJTan kSP 
CJTan k Level Juice Flow I CJ Flowrate SP (Tota I) 
Tank Level wrate (Total) 
Controller to Optimal Distribu wrate (Expected) 
CJ Flo 
tion Controller 
CJ Flo 
Figure 4.7 Input / Output structure oj the juice flow / tank level controllers 
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LQG level controller 
The existing level control system has already been described in Chapter 2, Figure 2.7. At 
present, only the clear juice tank level is under automatic control. This level is kept near its 
setpoint by manipulating the flowrate of mixed juice, upstream of the tank. The flowrates of 
clear juice into each evaporator train, A, B, or C, are controlled based on setpoints given by 
the operator. Thus it is necessary for the operator to keep on changing the clear juice 
setpoints to keep the mixed juice tank level within its limits. 
The proposed level control system is based on a derivation of Linear Quadratic Gaussian 
control (see Appendix), although this derivation is only important from stability 
considerations, as the resultant control equation is a simple linear controller. The control 
algorithm continually computes the optimal rate of change of outlet flow from the control 
equation (4.47), below: 
(4.47) 
where Q outlet flow 
Qsp outlet flow setpoint 
h = tank level 
hsp tank level setpoint 
W = weighting factor, and 
A cross sectional area of tank. 
Equation (4.47) must then be integrated to give the optimal flow setpoint, which is passed to a 
single loop PID flow controller, which in tum manipulates the flowrate via a variable speed 
drive or control valve. Importantly, this algorithm is inherently stable (Love, 1999), and 
fairly simple to implement in the real plant situation. 
As can be seen from the above equation, the algorithm makes the essential trade off between 
\ 
the contrasting objectives of tight flow control and tight level control. This is achieved via 
the weighting factor W, where a high value will result in good level control, and a lower value 
will result in better flow control. h. and Q. must also be set by the operator as the expected 
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level and flowrate. This may be changed according to the operating regime, depending on the 
importance of tight flow or level control. 
As the system is linear, there is no guarantee that the tank will neither overflow nor run dry, 
so some modifications were required in order to improve the system. 
High and low level handling 
In the event of one or both of the extraction lines having to be stopped, the inflow to the 
mixed juice tank could be greatly reduced, or even shut off completely, not an uncommon 
occurrence during the season. In this case, should the level in the mixed juice tank fall below 
20%, the controller will ramp up the weighting factor, W, to a value of 80 in order to bias the 
algorithm towards achieving tighter level control. This will very smoothly reduce the outlet 
flow so that the tank will not run dry. This value was found for this particular system by trial 
and error of the worst case scenario, i.e. a reduction of inflow from 700 tph to 250 (equivalent 
to the complete shutdown of the larger extraction line, the diffuser). This weighting factor 
provides sufficient tank level bias to ensure that the outlet flow would be saturated at its 
minimum value before the tank runs dry. When the extraction lines return to normal 
operation, and the level is recovered to at least 40%, the weighting factor would be ramped 
back to its set value. 
A similar provision has been made for a high tank level scenario, Le., when the tank level 
rises above 80%, the weighting factor would once again be ramped up to 80, thus biasing the 
system towards tighter level control, and gradually the outlet flowrate would be increased 
until the disturbance was eliminated. Once the level had been brought back below 60%, the 
weighting factor would be ramped back down to its set value. 
In this case, the weighting factor necessary to provide output saturation in the face of extreme 
tank level violations would be lower for the case of high level handling than for the case of 
low level handling. In order to saturate the flow at maximum (900 tph) it is only necessary to 
deviate 200 tph above the setpoint, of 700 tph. However, when dealing with low levels, the 
flow must be saturated at its minimum value of 0 tph, and the deviation from its setpoint is 
greater (700 tph). Thus any weighting factor which was sufficiently large to saturate the 
flow rate at a minimum value (for low levels) would also sufficiently bias the controller 
towards tight level control to saturate the flowrate at a maximum value, (for high levels). 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Chapter 4 - Controller Design 74 
Moving average setpoint 
As can be seen from the discussion above, the offset that can occur with this sort of linear 
control is due to a compromise between error from tank level setpoint and error from juice 
flowrate setpoint. lfthe juice setpoint was continuously changed to match the current inflow 
regime (based on crushing rate, and the number of extraction lines being used) any offset 
would be eliminated. In order to maintain a robust system, however, this setpoint cannot be 
changed too rapidly. A good compromise may be found by using a moving average of past 
inlet flowrates. The time period for this average was set in excess of one hour. 
The inclusion of a moving average setpoint preserves the advantages of the offset for short 
term disturbances i.e. the controller would allow small level offsets following a short term 
disturbance, and these offsets would anticipate the return to average conditions. Long term 
changes, however, would not cause a sustained offset, as this would be eliminated as the 
moving average setpoint (expected flow target) was updated to meet the current situation. For 
example if the flowrate into the tank were to increase suddenly the tank level would stabilize 
at a level slightly higher than setpoint. Then should the flowrate return back to normal, the 
tank would be carrying extra liquid volume in order to more smoothly deal with the transition. 
MPC level controller 
The alternative formulation which has been used (Campo and Morari, 1989), is to minimize 
the MRCO or (Maximum Rate of Change of Outlet flow) of the tank under consideration, 
with constraints that the level should not violate upper or lower bounds over some prediction 
horizon. The authors successfully applied a MPC algorithm to this problem, and a derivation 
is given in the Appendix. Briefly, a simple internal model predicts the future behaviour of the 
tank level based on the past two level measurements and the previous outlet flow, as outlined 
in equations (4.48) and (4.49) below: 
hpred;ct (k + I + I) = h(k) -~. ± [Q,,(k + i) - Q;(k + i)] 
A ;;1 
where hpred;ct ;:: the predicted tank level 
LIt = the time-step used 
(4.48) 
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Q = the inlet and outlet flowrates 1,0 
A = cross sectional area of tank, and 
g(k-l)= ~[h(k)-h(k-l)]+ Q,(k-l) 
!!J 
with Qi assumed constant over the prediction horizon, i.e. Q(k+i)= Q(k-l) for O</<P. 
75 
(4.49) 
The future outlet flowrates are chosen so as to minimize the MRCO objective, while obeying 
constraints on the permissible tank levels and flowrates. In addition a final constraint is 
added, that the level must return to set point by the end of the prediction horizon (P). The 
control algorithm was formulated as shown below in equations (4.50) - (4.54), for any present 
time t= k. 
(4.50) 
for O</<P, subject to : 
(4.51) 
(?a(k+l)~ Qo,min (4.52) 
At,) At I ( .) hmin sh(k)+ 'V+l ·Qi--·IQo k+l shmax A A 1=0 (4.53) 
(4.54) 
Only the first outlet flowrate is implemented, and the optimization is repeated at the 
beginning of the next time-step. A simple derivation of these equations is given in the 
Appendix. 
Both of these level controllers have been coded into the Matlab/Simulink environment, and 
they were then tested on a simple model of the plant using real data gathered by the SCADA 
system. Results of these simulations are given in Chapter 5. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Chapter 4 - Controller Design 76 
4.4 Flow Splitting - Economic Optimization Layer 
After an initial assessment had been done, it was decided that any constraint on the overall 
capacity of the station would reduce the economic objective, which suggests an optimization 
through the apportioning of the juice flowrate between the first three effects. The solution is 
. restricted by adding a constraint that the total juice flowrate into the three first effects must 
add up to the clear juice flowrate set point as dictated by the level control system. Because 
the evaporators are cleaned on a rotation basis they may be operating at different efficiencies 
at anyone time, and the aim of a particular flow distribution should be to optimize their 
current operational condition. The objective function for this controller would be to 
maximize the syrup concentration, as predicted by an internal model. 
Condensate flowmeter 
The distribution controller needs to receive some measure of the condition of the evaporators 
before optimization can be performed. This can be achieved by measuring the flowrate of 
condensate leaving each evaporator. However, condensate flow measurement provides 
particular difficulties because the fluid being measured is at its saturation temperature. Love 
(1999), proposed that a particular design of linear weir, (Heller, 1980), would effectively 
address the limitations of conventional flow measurement techniques. 
The condensate flowmeter, as illustrated in Figure 4.8, was designed, built and tested on the 
Triangle station. The flowmeter was designed so that there is a linear relationship between 
flowrate and head maintained in the outer cylinder, as given below in equation (4.55) : 
Q=kh 
where Q 
h 
k 
= the flowrate of condensate (t / hr) 
the height of liquid in the measurement arm (mm), and 
a constant (t / hr.mm). 
(4.55) 
The upper vent of the flowmeter was connected to the incondensable gas withdrawal line. 
This maintained the downstream side of the flowmeter at sufficient pressure to prevent 
flashing in the meter, which would have disturbed the reading. 
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Condensate 
flow in from 
calandria 
Level 
o 
o 
o 
Condensate 
flow out to 
receiving tank 
Measurement 
arm 
Figure 4.8 Condensatejlowmeter, (Love 1999, after Heller 1980) 
The design equations for this flowmeter are outlined in the Appendix. 
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Testing was first done on the unit to ensure that its calibration would be sufficiently accurate 
to be of practical use. A number of tests were performed using a cooling water return line to 
relate the height of liquid in the measurement arm and the flowrate of condensate. Of key 
interest was the orifice discharge coefficient. This was found to be approximately 0.6. 
Having been tested, the flowmeter was then installed on the 1 C Kestner vessel. This vessel 
was chosen due to its position on the edge of the station, and thus easy accessibility. 
Preliminary readings taken towards the end of the 1999 crushing season (April- December) 
indicated that the flowmeter was operating satisfactorily, and the flowrates measured did 
correlate to laboratory analyses of evaporator performance. 
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In the 2000 season two additional meters have been fabricated and installed on the other first 
effect Kestner vessels, Le. 1 A and 1 B. These have proven useful in indicating the degree of 
cleanliness of each vessel, and the vessels' evaporative potential. It is proposed that the 
remaining Kestner vessels, 2A and 2B, are similarly fitted with condensate flowmeters. This 
will be useful in identifying which vessels are under~performing, and thus in arranging 
cleaning schedules and flow splits. 
The Kestner vessels (long tube climbing film as opposed to effects 3, 4 and 5, which are short 
tube climbing film Robert vessels) are most seriously affected by scaling, and these are the 
only vessels that require routine chemical a.nd mechanical cleaning. It is undecided whether 
or not dP cells will be purchased in order to provide an online flow measurement from the 
flowmeters, but in any case, the existing sight-glasses should be able to give operators some 
indication of the relative extents of scaling. 
The flowmeters, as designed in Figure 4.8, did not provide online measurement of condensate 
flowrate, because of problems in sourcing the required instrumentation. However, the level of 
condensate in the sight glass was used to monitor evaporative potential. manually by 
measuring the height of liquid against a calibrated ruler. This was done hourly. and the 
results were averaged for each shift. The resultant heat transfer coefficients were then used to 
determine the optimum split of clear juice between the three first effects. 
These measurements can be manipulated to provide heat transfer coefficients for each of the 
Kestner evaporators, a total of five vessels (lA, IB, 1 C, 2A and 2B), from the available 
variables for each effect (pressure of heating steam, pressure of the vapour space in the 
evaporator, condensate and juice flowrates, as shown in the Appendix). 
In simulations these averaged heat transfer coefficients were used in an optimization program 
where the objective was to maximize the amount of water evaporated off the juice. This is 
done by calculating the weighted Brix of the juice which would leave the second effects, 
using a simplified version of the evaporator model described in Chapter 3. The input - output 
structure of the distribution controller is shown in Figure 4.9. Depending on the availability 
of instrumentation, the practical development of this concept could extend to the use of an 
online condensate flow measurement. This would then need to be filtered, probably using a 
Kalman filter, (Mulholland, 1991). 
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CJ Flow rate SP (Total) CJ Flowrate SP (lA) 
CJ Flow 
Optimal CJ Flowrate SP (18) 
rate (Actual) Distribution 
Controller 
Conde nsate flowrates 
CJ Flowrate SP (IC) 
Figure 4.9 Input / Output structure o/the optimal distribution controller 
The objective function for this optimization routine was to minimize the amount of water 
present in the juice leaving the second effects: 
where for any evaporator effect, e : 
Here, 
U.A. (Tv.-I - TJ J F. - ' , ,and 
v,. - Mf 
vap,e-I 
T"e = Tv,e + B.P.E. 
Fa,Ase' 
Bx. 
Fl.e 
Fv.. 
= 
= 
= 
the flowrate of clear juice into the A set, i.e. evaporator lA 
the Brix of juice leaving effect e 
the flowrate of juice leaving effect e 
the flowrate of vapour evolved from effect e 
(4.56) 
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= 
= 
TJ.e 
LJJlvap.e = 
B.P.E. = 
the heat transfer coefficient of effect e, which was calculated from 
the condensate flowrates (Appendix) and was related to flowrate, via 
the Dittus"Boelter equation, equation (3.20) 
the heat transfer area available in effect e 
the temperature of vapour leaving effect e, which is a function of the 
vapour pressure, PV,e, which is available online 
the temperature of juice leaving effect e 
the heat of vapourisation I condensation in effect e, which is a 
function of Tv,e and Pv'e, and 
the boiling point elevation of juice in effect e, which is a function of 
TJ.e and Bx •. 
This was subject to the following constraints: 
and 
a ::; FO,Asel ::; 300 
o ::; FO,Bsel ::; 300 
o ::; FO.Csel ::; 300 
(4.57) 
(4.58) 
This distribution controller was finally tested, based on a range of experimentally observed 
HTCs. Once again these tests were done within the MatIab environment, whereby the heat 
transfer coefficients for each of the 5 Kestners were varied, and the response of the controller 
was observed. Results of these simulations are presented in Chapter 5. Un
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Chapter 5 RESULTS AND DISCUSSION 
5.1 LQG vs MPC Level Control 
As was discussed in Chapter 4, the first formulation, Alternative 1, requires a flowrate 
setpoint from an independent level controller. The two proposed level controllers were tested 
by running simulations on a model of the mixed juice tank using the actual plant parameters 
given below in Table 5.1. 
Table 5.1 Mixed Juice Tank Parameters 
Cross sectional area 38.5 mS 
Nominal level (setpoint) 50 % 
Maximum level constraint 90 % 
Minimum level constraint 10% 
Nominal outlet flow 700 tI hr 
Tank height 6.67 m 
Outlet flow capacity 0 900 tlhr 
Sampling time 1 min 
The following graphs, Figures 5.1 and 5.2, show the results of the two level control systems 
under a common situation on the Triangle plant, i.e. a step increase in draught juice CDJ) 
flowrate - the juice delivered by the extraction lines. For the purposes of these two 
simulations the tuning parameters were as follows : for the LQG controller the weighting 
factor, W = 0.1; for the MPC controller the prediction horizon, P = 10 minutes. 
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As can be seen, both methods handle the disturbance smoothly, although the LQG controller 
will inevitably result in some offset in this test. For example, when the disturbance is an 
increase in draught juice tlowrate a new steady state will be reached when the mixed juice 
tlowrate has been increased to match the new draught juice value. At this value, the weighted 
error in tlowrate (from setpoint) exactly balances the weighted error in tank level (from 
setpoint). Although this system is useful for the plant situation where disturbances are 
equally likely to occur which raise or lower the incoming juice tlowrate, it is important to 
remember this offset. Fortunately, the offset is relative to a fixed setpoint, and thus a series of 
one disturbance type, high or low, will not accumulate offsets as the total offset is only related 
to the total input tlowrate. Table 5.2 shows the steady state offsets that were achieved with 
various weighting factors after 20% steps in draught juice tlowrate. 
Table 5.2 Level Offsets After a 20% Step Increase in Flowrate 
Weighting factor (W) (%) 
0.1 56.8 
31.9 
10 17.9 
100 10.1 
1000 5.7 
10000 3.2 
By adding a gap action element to the LQG controller a complete shutdown of both mills can 
also be accommodated, i.e. when the level falls below 5%, the controller is put into manual, 
and the pumps are stopped, only to be restarted once the level rises above 10%. Importantly, 
neither of these proposed level control schemes require the measurement of the upstream 
disturbance tlowrate, as this input is inferred by the change in tank level. 
The second level controller, the MPC controller of Campo and Morari, (1989), is formulated 
so that there is no offset after the prediction horizon. This is the tuning parameter in this case, 
and it can be shown that for any given disturbance there is a critical prediction horizon, Le. 
the time at which the tank would overtlow with no control action. As the prediction horizon 
is increas~d, the MRCO objective is continually improved until this critical horizon is 
reached. Thereafter, only the settling time is increased, with no further benefit to tlow 
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filtering. For example, for controlling the mixed juice tank level, if a 10% step increase in 
flow is expected, then the critical horizon length is 226 minutes, for a 20% increase, 113 
minutes. 
In this example, the prediction horizon was chosen as 10 minutes, which resulted in a settling 
time of 110 minutes, with an MRCO of 35.7, and a maximum flowrate of 866.3 tph. With a 
smaller prediction horizon of 5 minutes, the settling time could be reduced to 65 minutes, at 
the expense of a higher MRCO of78.4, and a slightly higher maximum flowrate, 867.9 tph. 
By comparison, the LQG controller in this case (W =: 0.1) gave a value for the MRCO of 33.4, 
and this could be decreased, at the expense of a greater level offset and longer settling time, 
for any given disturbance. Should the LQG or MPC controller be implemented in the 2000 
season, the clear juice tank level would also be controlled by a similar mechanism, except that 
in this case the total upstream inventory would be used, i.e. the weighted sum of clear juice 
and mixed juice tank levels. In this way, any disturbances would be most rapidly removed 
from the system, e.g. if the mixed juice tank level is high, then both mixed juice and clear 
juice flowrates would be increased simultaneously, rather than just increasing the mixed juice 
flowrate, which would then propagate the error, and cause a larger disturbance in the clear 
juice tank level, prompting a larger increase in the clear juice tank level. 
The step test is simple and the results are easy to analyse. However, of more practical benefit 
would be the response of each control system in the face of actual plant disturbances. The 
following graphs show responses based on 400 minutes of data supplied by the SCADA 
system from June 26, 2000. These tests were based on controlling the mixed juice tank level 
and mixed juice flowrate, in the face of disturbances in the draught juice flowrate which was 
delivered to the mixed juice tank from the extraction lines. 
Figures 5.3 and 5.4 show the responses of the LQG system to the plant data, at two weighting 
factors, W =: 1000 and W = 1. Figure 5.3 shows the responses of the mixed juice flowrate to 
the disturbance input, at the two weighting factors. Also included in this figure is the 
response of the existing control system, in which the mixed juice flowrate is manipulated by 
conventional PID controllers to tightly control the clear juice tank level. Figure 5.4 shows the 
resultant effects on the mixed Juice tank level, under the three control alternatives (existing 
PID control, LQG at W =: 1 and LQG at W = 1000). 
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Clearly, the smaller weighting factor (W "" 1) results in smoother mixed juice flowrates, at the 
expense of larger level fluctuations. The ideal weighting factor could then be based on tests 
such as these, in order to correctly balance the contrasting objectives of flow filtering and 
level control. In this case, the high and low levels (> 80% or < 20%) were encountered at the 
weighting factor of 1, although not at W = 1000. This result, at W = 1, is a potentially 
dangerous situation as it implies that the plant could run out of buffer tank capacity within a 
short space of time. Conversely, the response at W = 1000 shows that theflowrate saturated 
at 0 and 100% of capacity (0 and 900 t/hr) within the trial period, and this is also an 
undesirable situation. A balance must therefore be found between these two extremes. 
The LQG algoritlun requires the operator to input steady state (expected) values for the 
flowrate and tank level. In these simulations, the steady state values were taken as the desired 
average values for these two parameters, i.e. tank level"" 50%, and flowrate = 700 tlhr. While 
the expected tank level was easy to choose, it is not ideal to assume the expected average 
flowrate, as any change in mill operations, or cane availability, could greatly affect this figure. 
An interesting development of this algorithm was then to use a long term weighted average of 
past flows as the flow setpoint, or expected average flowrate. This was easily included, as 
outlined in Chapter 4, and the results of such a system are shown below in Figures 5.5 and 
5.6. For this simulation the same two weighting factors were used, W = 1 and W = 1000, and 
the flow setpoint used was a moving average, based on the previous 100 minutes of inlet 
flowrate. 
Again, the response of the existing PID control loop has been included for comparison. 
Figure 5.5 shows the responses of mixed juice flowrates, and Figure 5.6 shows the resulting 
effects on the mixed juice tank leveL At the lower weighting factor, W;; 1, the mixed juice 
flowrate response is slightly smoother that those in Figure 5.3, where a fixed setpoint was 
used. The tank level fluctuations shown in Figure 5.6 are also more damped than those in 
Figure 5.4, and the final levels are closer to setpoint than for the previous simulations. This 
can be easily explained, in that the juice flowrate setpoint is now a representative average of 
the most recent flowrates, and thus the system can adapt much more easily to gradual trends 
in incoming (draught juice) flowrate. 
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However, at the higher weighting factor, W = 1000, the flowrate saturates for longer than with 
the fixed flowrate setpoint. This is a result of a rapid change in operating regime (an increase 
in the crushing rate) at t 300 minutes, when the moving average flowrate setpoint was 
further away from the actual draught juice flowrate, than the fixed (expected) flowrate 
setpoint used for Figure 5.3. In this case it would be useful to reduce the period of the 
moving average. 
Figures 5.7 and 5.8 below, show the responses of the MPC controller of Campo and Morari to 
the same set of plant disturbances. In this simulation, two prediction horizons are used, P = 
10 and p;; 100 minutes. Figure 5.7 shows the responses of the mixed juice flowrate to the 
disturbance input at the two prediction horizons. For comparison, the response of the existing 
control system is again included. Figure 5.8 shows the resultant effects on the mixed juice 
tank level under the three control alternatives (existing PID control, MPC at p;; 10 and MPC 
atP = 100). 
Figure 5.7 shows that the longer prediction horizon, P = 100, results in smoother flow control, 
although Figure 5.8 shows that this is again at the expense of larger tank level fluctuations. 
Similar to the large weighting factor for the LQG controller (W = 1000 in Figure 5.3 above), 
the short prediction horizon, P ;; 10, causes the mixed juice flowrate to saturate at ° and 100% 
of capacity (0 and 900 tlhr) within the trial period. The longer prediction horizon, P = 100, 
causes the level to fluctuate greatly, although this type of controller is formulated to prevent 
the tank from either running dry or overflowing, as these conditions are included as hard 
constraints. 
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Table 5.3 shows a comparison of the maximum rate of change of flow for the outlet stream, 
when controlled by an MPC controller tuned to various prediction horizons, compared to the 
maximum rate of change of flow of the inlet stream, and that of the mixed juice flowrate, 
under the existing control system. The rate of change of flow was calculated from one minute 
to the next, i.e. (t / hr / min). 
Table 5.3 Maximum Rate of Change for Inlet and Outlet Streams 
Stream M.R.C.O. 
Inlet (draught juice) flowrate 843 
Outlet (mixed juice) flowrate: 
Existing pm control 102 
MPC controller, P = 10 91 
MPC controller, P = 20 54 
MPC controller, P = 50 15 
MPC controller, P = 100 8 
In this section two alternative level controllers, LQG and MPC controllers, have been 
examined. Both of these systems show some promise for industrial application, and both 
seem to give better results than the existing system. However, a lot of the improvement is due 
to the setup ofthe Triangle factory, and the fact that the mixed juice tank level is not currently 
a controller input, and nor is the draught juice flowrate. In fact a large part of the disturbances 
in mixed juice flowrates are due to the operators, who abruptly change the clear juice flowrate 
setpoints, which then in tum cause the clear juice tank level controller to make rapid changes 
in mixed juice flowrate. 
It may be argued that similar responses could be obtained from a well tuned pm controller. 
In the case of the LQG controller, this is not strictly true, as the LQG response inevitably 
results in some level offset in response to a flow disturbance. To achieve a similar result a 
Proportional only controller would be required. The disadvantage here would be that a series 
of one type of disturbance, flow increases, would then accumulate total offsets, whereas with 
the LQG controller the offset is not accumulated, but linearly related to the total flow error. A 
sophisticated series of pm controllers could be substituted, which would change the tank 
level setpoint based on the flowrate, although these would be more difficult to tune than the 
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single LQG controller - a major advantage of this type of controller being that it has only one 
tuning parameter, W, the weighting factor. 
In the case of the MPC controIter, it is certainly true that a well tuned PID controller could 
produce similar responses. However, there are two advantages to the MPC algorithm here -
first, this controller can anticipate and handle constraints on tank level and flowrate, second, 
this controller also only has one tuning parameter, P, the prediction horizon, and so it is easy 
to tune, for any given magnitude of disturbance. A final consideration for any practical 
implementation would be that the constrained MPC controller requires a minimization routine 
to be performed on line at every time step. This presents two possible problems. The 
software required to perform this minimization may not be available on all sugar mills, and 
the time taken for this minimization is exponentially related to the size of the prediction 
horizon, P. Thus when good flow filtering is required, i.e. P is large, the controller may 
require considerable processing speed in order to solve the optimization quickly. 
The two systems achieve different results based on what the control system designer requires. 
If the factory in question requires little or no level offset, then the MPC controller would be 
more suitable. If the factory can accept level offset, or even if this is viewed as a sensible use 
of buffer capacity, by anticipating a future disturbance in the opposite direction, then the LQG 
controller would be more suitable. 
In view of these considerations, and that of the software and hardware requirements 
mentioned above, it is recommended that an LQG system would be more suitable for a trial in 
the sugar industry. 
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5.2 Condensate Flowmeter and Optimal Splitting of Clear Juice Flowrate 
Tests on flowmeter 
The condensate flowmeter described in Chapter 4, was first tested using a condensate return 
line. The return line was connected to the inlet of the flowmeter, and a flexible hose was 
connected to the outlet, and then allowed to discharge into an empty tanle The time taken to 
fill the tank was then recorded, at a range of flowrates, along with recorded heights of liquid 
in the calibration tube. 
Following these tests, the flowmeters were installed on line. There, the design proved 
adequate, and their operation seemed to be very consistent. Figure 5.9 shows the relationship 
between the flowrate readings obtained, and the calculated condensate flowrates (calculated 
from clear juice flowrate, SCADA signals: temperatures, pressures, and laboratory Brix 
readings, as shown in the Appendix) 
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Simulations were performed in order to demonstrate the value of correct flow splitting. 
Figure 5.10 shows the results of using a range of flow splits when the situation is such that the 
heat transfer coefficients (HTCs) of vessels 1A and 2A (3.15 and 2.7 kW/m2.K respectively) 
are superior to their counterparts in parallel IB and 2B (2.85 and 2.5 kW/m2.K 
respectively). In this test, the total flowrate was maintained at a fixed value, but the ratio of 
clear juice to the A and B sets was gradually increased. Throughout this the flowrate of juice 
to Band C sets was kept equal. The total tonnes of syrup delivered is used as an indication of 
the evaporator performance. The best performance would result in the minimum tonnes of 
syrup, i.e. that which best aids the downstream crystallising equipment. 
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Figure 5.10 shows that the optimal juice distribution is at a ratio of flow A to flow B of just 
greater than 1. This was expected. The cleaner A set should be able to handle a higher 
flowrate of juice than the fouled B set, and thus the ratio of the two flowrates should favour 
the A set. Similarly, if the A set was more fouled, and as a result vessels lA and 2A had 
lower HTes (2.5 and 2.3 kW/m2.K respectively) than vessels 1B and 2B (as above), the 
reverse would be true, as shown below in Figure 5.11. 
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Figure 5.11 shows that the optimum ratio of flow A to flow B is just less than 1, which again 
was expected, in that the more fouled A set, should not be able to handle as much juice as the 
cleaner B set. 
In order to present the results for a number of different heat transfer coefficients, several 
simulations were run in which the HTC of a single vessel was changed, and the optimum 
flowrate was recorded each time, Figure 5,12 shows the optimal juice flowrate through the 
first vessel of the A set, 1 A, as the observed HTC for either vessel 1 A or 2A was varied. In 
each case, all other heat transfer coefficients were kept constant. For these simulations, the 
base case was that of equal HTCs in each of the evaporator trains, and this resulted in an 
optimum flowrate of 200 tph flowing through each of the first effect vessels, 
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Figure 5.12 shows that the heat transfer coefficient of the first effect is more important that 
that of the second effect, due to the layout of the Triangle evaporator station where there is an 
additional first effect vessel which feeds the two evaporator trains equally. The response of 
each first effect vessel was not identical. The extra first effect, I C, was found to have a 
slightly different relationship between its observed heat transfer coefficient and the optimal 
flow distribution. 
However, it is important to note that despite the fact that the HTCs were altered considerably 
in these simulations, the optimum ratios were not very far away from the steady state case, i.e. 
1, for the situation where both lines were equally clean. While it may be useful to identify 
heat transfer coefficients in order to highlight extreme cases of badly fouled evaporators, it is 
more important that the evaporator control system maintains flexibility, than that the ratios of 
flowrates are maintained at the fixed optimum values. This result will be emphasised in 
Sections 5.3 and 5.4 where the combined controller formulation is tested using real plant data. 
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5.3 Brix Controller Results 
The two alternative DMC fonnulations were coded into the Matlab simulation language, 
Simulink, and used to control the dynamic model of the station. In order to demonstrate the 
ability of the DMC controller to use both inputs, clear juice flowrate and V2 Valve position, 
to achieve a single output objective, Le. to minimize the weighted sum of error from Brix 
setpoint on that line, and manipulated variable moves, the Brix controller of the first 
fonnulation, Alternative 1, was used with a constant clear juice flowrate setpoint. This was 
done by putting the upstream tank level controller into manual mode. Figure 5.13 shows the 
response of the Brix controller to an increase in steam pressure at time, t = 20 minutes and 
again at t 60 minutes. 
When the steam pressure was first increased by lO% at t 20 minutes, this caused the juice to 
boil more vigorously, which would cause the syrup Brix to rise. In response the V2 valve 
started to close, throttling the amount of steam delivered to the third effect calandria, and 
bringing the syrup Brix under control. The syrup Brix gradually returned towards a setpoint 
of 68°Bx from t := 40 to t = 60 minutes. Then, at t = 60minutes, the exhaust steam pressure 
was again increased by 10%. This had a similar effect as before, in that the syrup Brix again 
began to rise. The V2 throttling valve was already almost fully closed, and now encountered 
an input constraint. Thus the controller increased the clear juice flowrate, the only remaining 
input variable move, in order to bring the syrup Brix back under control. A similar effect has 
been observed for the case where the disturbance caused a decrease in syrup Brix, e.g. a 
decrease in juice temperature. In this case, the V2 throttling valve was opened until it 
encountered a constraint (100% open) and then the clear juice flowrate was reduced, to 
prevent the syrup Brix from falling below its constraint of 50oBx. 
However, this was an unrealistic scenario, as such a case (with no constraints on tank level) 
could result in the clear juice tank either running dry, or overflowing. Having shown that the 
DMC Brix controller operated acceptably on its own, it was then necessary to contrast it with 
the alternative fonnuiation, while considering the upstream constraints on clear juice tank 
level. 
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where (a) shows the plant disturbance, exhaust steam pressure, (b) shows the 
controller response, clear juice jlowrate, (c) shows the controller response, 
V2 valve position, and (d) shows the plant output, A set syrup Brix, 
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5.4 Combined Ultimate Control System 
The two DMC alternatives were then compared using simple step tests. In these simulations, 
the combined formulation was used, i.e. each control system was required to control the clear 
juice tank level, as well as the operation of the evaporator station. It was also useful to 
compare the proposed controllers with simulations based on the existing PID control strategy. 
This approach may seem biased, in that the existing control strategy is based on a feedback 
PID loop, whereas the two proposed DMC based controllers have an inherent feedforward 
capability. However, it would be difficult to devise a PID controller which would react in a 
feedforward manner to all of the disturbances which can be accommodated in the DMC 
formulations. A feedforward PID controller which reacts to fluctuations in tank level, or clear 
juice flowrate, would still need to be used in conjunction with a feedback element in order to 
react to the other disturbances. Thus the PID controller was used as a baseline from which to 
assess the performance of the other two systems, and to gauge the potential for improvement 
at Triangle. 
The first set of simulations was based on a clean evaporator station, in which the heat transfer 
coefficients for the two trains were equal. The following graphs, Figures 5.14 and 5.15, show 
the responses of each control system to a step increase (20%) in the juice flowrate into the 
clear juice tank at time, t = 50 minutes. Figure 5.14 shows the plant inputs, i.e. the clear juice 
flowrates into the A train (due to the fact that the HTCs were equal, the flowrates into each 
first effect vessel were identical), and the V2 valve positions. Figure 5.15 shows the effects 
of these changes on the plant outputs, syrup Brix and clear juice tank level. The response of 
the syrup Brix from the B train was identical to that of the A train for each control strategy, 
and so only the results for the A train are presented. 
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Controller responses to a step increase in clear juice jlowrate. 
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under three control strategies, existing PID control, Alternative 1, and 
Alternative 2, where (aJ shows the clear juice jlowrates, and (b) shows the V2 
valve positions. See Figure 5.15 for the plant outputs. 
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Resultant plant outputs, after a step increase in clear juice jlowrate. 
under three control strategies, existing PID control, Alternative I, and 
Alternative 2, where (a) shows the syrup Brixes, and (b) shows the clear juice 
tank levels. See Figure 5.14 for the controller responses. 
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Figure 5.14 shows that all three controllers responded in a similar manner to the disturbance 
by increasing the flowrate of clear juice through the evaporators, and then, in order to offset 
the resultant drop in syrup Brix, the V2 valves were all opened. The response of clear juice 
flowrate is very similar for Alternative 1, and the existing PID control. There is a slightly 
more damped response from the Alternative 2, and this is due to the combined formulation, 
which has the effect of modifying the changes in clear juice flowrate to meet a Brix control 
objective, as well as the objec.tive of accommodating the increased flowrate. 
The most significant difference however, is the response time of the throttling V2 valves. The 
response is far more sluggish with the PID controller, due to the long lag time in the 
evaporators. This PID controller must first wait for the disturbance to propagate throughout 
the multiple effects, and to affect the final syrup Brix, before any action is taken. The two 
DMC controllers however, anticipated this error, based on their internal models and were able 
to respond more quickly. This is borne out in Figure 5.15, where the PID controller gives the 
largest Brix error. 
Throughout these simulations, the various tuning parameters of each controller were 
maintained at constant values, although an appreciation was gained that these have a 
significant effect on how the control systems operate. The two DMC based controllers were 
formulated in such a way that analogous errors were weighted equivalently in the two 
formulations, despite the different structures. 
An important observation at this stage of the investigation was that the existing PID controller 
required far more conservative control parameters in simulation studies than those actually 
employed on the plant. Due to various instrumentation problems, the PID based Brix control 
loop is seldom used in automatic mode at Triangle, but when this option is chosen, typical 
tuning parameters are, Kc = 0.33, and 11 = 25 minutes. However, when the simulations 
were run, it was necessary to use an integral time of 100 minutes, in order to get a stable 
response. 
The following two figures, Figures 5.16 and 5.17, show the responses of each control system 
to a sharp drop in steam pressure supplied to the station. This is a common scenario when 
one or more turbo-alternators is taken off duty. Note that the scale of the y-axis in plot (a) 
Guice flowrate) is magnified for clarity in Figure 5.16. 
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under three control strategies, existing PID control, Alternative 1, and 
Alternative 2, where (aJ shows the clear juiceflowrates, and (b) shows the V2 
valve positions. See Figure 5.17 for the plant outputs. 
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Resultant plant outputs, after a step decrease in exhaust steam pressure 
under three control strategies, existing PID control, Alternative I, and 
Alternative 2, where (a) shows the syrup Brixes, and (b) shows the clear juice 
tank levels. See Figure 5. 16 for the controller responses. 
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Figure 5.16 shows that only the two DMC based controllers were able to manipulate clear 
juice flowrate in order to alleviate the effects of the steam pressure disturbance. Due to the 
fact that deviations from clear juice tank level setpoint were heavily weighted in the objective 
functions, these manipulations of the clear juice flowrate were rather small. Apart from that, 
the three controllers responded in a similar manner - when the steam pressure dropped, this' 
caused less vigorous boiling, and as the syrup Brix dropped, the V2 throttling valves were 
opened. 
Similar to Figure 5.14 above, the PID controller was the most sluggish in response to the 
disturbance. Again, this was borne out in Figure 5.17, which shows the largest Brix deviation 
for the PID controller. The two DMC based controllers gave a very similar response. The 
better control performance of these two algorithms was due to their ability to anticipate the 
error that would be caused by the disturbance. 
The next step was to try a scenario involving a series of disturbances, the last of which only 
affected the A train of evaporators. The disturbances which were chosen for these 
simulations were: 
• Juice flowrate into the clear juice tank was increased by 10% at t 20; 
• Exhaust steam pressure supplied to the station dropped by 15% at t = 100; 
• The final effect vacuum failed only for the A train (i.e. pressure in vessel SA increased by 
20%) at t = 200; 
Figure 5.18 shows the input disturbances which were supplied to the model of the plant and 
the control systems. Figure 5.19 shows the responses of the separate Brix and level 
controllers, Alternative 1, to the disturbance, i.e. the clear juice flowrates out of the clear juice 
tank and into vessels lA, lB, and I C, and the V2 valve positions on vessels 3A and 38. 
Figure 5.20 shows similar responses for the combined formulation (Alternative 2). The 
responses under the existing PID control system are shown in Figure 5.21. 
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Controller responses to a series of disturbances, using Alternative 1 
See Figure 5.18 for the plant disturbances. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
~C~h~ap~t~er~5~-~R~e~s~u~lt~s~an~d~D~is~c~us~s~io~n~ __________________________________ 106 
140 
c: 120 
<IJ 
C-
o 
C 
s:: 100 0 
~ 
0 
a. 
~ 
co 80 
> 
~ 
60 
CJ Flow 1A 
V2 Val3A 
V2 Val3B 
250 
150 .l!l 
~ 
u:: 
8 
100 ~ 
50 
lii 
~ 
u 
40+-------~------~------~------~------~------+0 
o 
Figure 5.20 
140 
~ 120 
s:: 
<IJ 
c-
o 
~ 
§ 100 
~ 
a. 
~ 
~ 80 
~ 
60 
50 100 150 
Time (mins) 
200 250 300 
Controller responses to a series of disturbances, using Alternative 2 
See Figure 5.18 for the plant disturbances. 
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See Figure 5.18 for the plant disturbances. 
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Dealing first with these three plots of controller response (manipulated variables), Figures 
5.19, 5.20 and 5.21, all show similar behaviour. In response to the first disturbance, of an 
increase in clear juice supply, the clear juice flowrate was increased through the evaporators 
and the V2 throttling valves were both opened, so as to counteract the effects of this higher 
flowrate (as in Figure 5.14 above) 
In response to the second disturbance, of a decrease in exhaust steam pressure, the V2 
throttling valves all opened even further so as to allow a greater supply of vapour to the third 
effect, and thus counteract the less vigorous boiling in the first effect (as in Figure 5.16 
above). Importantly, after this disturbance, none of the manipulated variables were saturated, 
although the V2 valves were all nearly fully open. 
Finally, in response to the disturbance on the A set, Alternative 1, the separate level and Brix 
controllers, only reacts on the A set by further opening the V2 throttling valve. No action is 
taken on the B set, because this involves a separate controller which cannot sense the A syrup 
Brix. However Alternative 2, the combined formulation, reacts by opening the V2 throttling 
valves on both the A and B sets. This controller had also redistributed the total clear juice 
flowrate so that the A set, which was temporarily performing at a lower evaporative potential, 
could be favoured by a slightly lower clear juice flowrate. The B set, which was performing 
at a higher level, could then accommodate this change and accept the balance of the incoming 
clear juice flowrate. In so doing however it would be necessary to open the V2 throttling 
valve on the B set to allow for the increase in juice flowrate. Similar to Alternative 1, the 
existing PID controllers consist of separate control loops for the A and B sets, and thus the 
final response to a disturbance on the A set was simply to fully open the V2 throttling valve 
on the A set. 
For the same simulation the following plot, Figure 5.22, shows the outputs, syrup Brix and 
clear juice tank levels, obtained under each control scheme. These plots compare Alternative 
1 with PID control, and then Alternative 2 with the same existing PID control. 
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Figure 5.22 Resultant plant outputs, under three different control strategies 
where (aJ compares the existing P ID control with and Alternative 1, 
and (b) compares the existing PID control with Alternative 2. 
See Figure 5.18 for the plant disturbances. 
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Figure 5.22 shows that the average Brix delivered is closer to setpoint for Alternative 2. This 
is because the combined formulation was more flexible, in that it can accommodate 
constraints in one train by making allowances in the other train. This response also allowed 
the delivery of a balanced syrup Brix from the two lines. Alternative 1, however, shows a 
significant offset for the A syrup Brix, while the B syrup Brix is on target. Similar results 
were obtained with the existing PID controllers. 
It is important to note that in this simulation the heat transfer coefficients were kept equal in 
the two trains. Thus the ratio setpoints still favoured an equal split of the clear juice between 
the three first effects. Although this ratio is important for the long term, it is equally 
important that the control system has the flexibility, as shown here, to deviate from that 
optimum split in the case of a disturbance which only affects one train. 
Trials on actual plant data 
Following this series of controlled simulations, it was decided that the most flexible 
framework for controlling the evaporators was the combined formulation of Alternative 2. In 
the next simulation, the control of the mixed juice tank level was performed by the MPC 
controller of Campo and Morari, as described in Chapter 4. The combined controller, 
Alternative 2, was used to control clear juice tank level and the evaporator station. 
The following charts show the results of a simulation done using 6 hours of real plant data, 
collected from the the factory SCADA system. Figure 5.23 shows the disturbances which 
affected the plant, draught juice flowrate, exhaust steam pressure, clear juice temperature, and 
the final effect vacuum in each train. Figure 5.24 shows the response of the control system to 
these disturbances, the total mixed juice flowrate, clear juice flowrates to each first effect 
evaporator, and the V2 valve positions. Figure 5.25 then shows the resultant plant outputs -
the syrup Brix delivered by each train, and the mixed juice and clear juice tank levels. 
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Figure 5.23 Graphs of the data which were coilected and used as inputs to the controller 
where (a) shows draught juice jlowrate, (b) shows clear juice temperature, 
and (c) shows vapour pressures. 
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Figure 5.24 Control system responses (manipulated variables) for real plant disturbances 
where (aJ shows the V2 valve positions, (b) shows the mixed juice jlowrate, 
and (c) shows the clear juice jlowrates into each first effect evaporator. 
See Figure 5.23 for the plant inputs. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
~C~ha~p~te~r~5~-~R~e~su~1~ts~an~d~D~is~c~u~ss~io~n~ _________________________________ 112 
80 
75 
a 
65 
60 
55+-------~~------~------~--------~--------r_------~--~ 
12:00 
100 
90 
80 
70 
::R 0 60 
Q) 
> 50 : Q) 
...J 
.lo:: 
I:: 40 ro 
I-
30 
20 
10 
0 
12:00 
Figure 5.25 
13:00 14:00 15:00 
Process Time 
16:00 
,-Brb<, 5A - 8rix, 58 
Clear Juice Tank Level (%) 
13:00 14:00 
Mixed Juice Tank Level (%) 
15:00 
Process Time 
16:00 
r=----~---~--~~ 
c= MJ tank level -CJ lankl~y~U 
17:00 16:00 
b 
17:00 18:00 
Resultant plant outputs (process variables) under combined control system 
where (a) shows the syrup Brixes, and (b) shows the mixed juice and clear 
juice tank levels. See Figure 5.23 for the plant disturbances, and Figure 5.24 
for the controller responses. 
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The first point to notice is that the control system was able to deal with a very noisy input 
signal for the draught juice flowrate, shown in Figure 5.23. Despite the noise in this signal, 
the mixed juice flowrate was much smoother (Figure 5.24), and the buffer capacity of the 
mixed juice tank was well utilized (Figure 5.25), within safety constraints, i.e. between 10% 
and 90 % full. This good flow filtering allowed the clear juice tank to remain at a high level, 
(setpoint = 70%), which has the advantage of allowing the evaporators to carry on running in 
the event of a short term break in the supply of cane, which would result in sudden drop in 
mixed juice flowrate. 
From Figure 5.24, it was observed that the clear juice flowrates in to each first effect vessel 
were not equal, but were varied in order to make the most of the available evaporative 
potential. From t = 14:00 until t = 17:00, the A set handled a greater flowrate of juice than the 
B set (Figure 5.24). However, from t = 17 :00 until the end of the simulation at t = 18 :40, the 
B set handled more juice than the A set. 
This was brought about in response to the sudden loss of vacuum at about t = 16:50 (Figure 
5.23), which reduced the evaporative potential of the A set of evaporators, and so in order to 
balance the load on the two sets, the controller redistributed the total clear juice flowrate so 
that more was handled by the B set and less by the A set. By doing this, the syrup Brixes 
from each train were maintained near the setpoint of 68, despite major fluctuations in the 
plant inputs. This also allowed the syrup Brixes from each train to follow one another 
closely. 
This simulation has demonstrated the significance of the combined formulation, and the 
ability of the controller to choose flowrates which may differ from the suggested optimum 
ratios, depending on the state of the other inputs. This controller has also been shown to be 
stable, even in the face of noisy inputs, and severe plant disturbances. 
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Chapter 6 CONCLUSIONS 
This investigation has focused on evaporator control and in particular the potential for 
improving control of the multiple effect evaporator station at Triangle Sugar mill in 
Zimbabwe. Evaporation is a key unit operation in the sugar industry and there are strong 
economic motivations for improved control. The most significant areas of potential benefit 
would be an increase in the capacity of the plant, and a reduction in the cost and time 
associated with evaporator cleaning. 
A number of single loop PID controllers are used to control various aspects of evaporator 
operation at Triangle. However, due to the large number of variables and interactions, these 
controllers do not adequately anticipate all disturbances, and nor do they optimally handle the 
multiple input multiple output (MIMO) system. The theory and operation of several 
advanced control philosophies has been explored, including MPC, NLMPC, fuzzy logic and 
expert systems. Dynamic Matrix Control was chosen for the proposed control system 
because of its ability to anticipate and handle constraints and its ability to optimally handle 
the MIMO problem. 
A dynamic model of the plant was developed, in order to obtain step response data and to 
perform simulations, which would test the controllers after they had been formulated. The 
model was based on mass and energy balances about each evaporator effect Interactions 
between the evaporator effects were of primary importance during the setting up of the model. 
The response of the model was then tested by inputting actual plant data (which had been 
gathered by the SCADA system). The model followed the actual plant behaviour reasonably 
closely. 
The model was used to formulate the dynamic matrix for the proposed controllers. The 
objective of this control system was the del ivery of the maximum amount of consistently high 
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quality syrup, within plant constraints, and while operating the plant in as smooth a manner as 
possible. 
One of the most significant disturbances to good evaporator control is a fluctuation in the 
flowrate of juice supplied to the station. Two different level controllers, an LQG controller 
and an MPC level controller (after Campo and Morari, 1989) were formulated and applied to 
a model of the buffer tanks upstream of the station. The final control layer to be investigated 
was that of an economic optimization layer, which was used to determine the distribution of 
total clear juice flowrate between the three first effect.evaporators. 
The objectives ofBrix and level control were tackled by using two different approaches. The 
first of these included three separate controllers, one for level control and two independent 
Brix controllers (one for each evaporator train). The second algorithm was a combined 
formulation, where the objectives of Brix and level control were tackled simultaneously. 
These two controllers were then compared with the existing PlD controllers in a series of 
simulations, using step tests and real plant data. 
The two level control methods each proved to have advantages and disadvantages. The LQG 
controller, while simpler to implement, resulted in some offset of tank level when subjected to 
a flow disturbance. This offset could be minimized, however, by using a moving average 
setpoint, as discussed in Chapter 4. The MPC level controller, while more complex to 
implement, could be incorporated into the combined Brix I level controller, thereby allowing 
these two objectives to be tackled together. It was recommended that the LQG controller 
would be more readily applicable to the sugar industry, due to its relative simplicity, and the 
small memory requirement of this algorithm in comparison to the MPC level controller. An 
LQG tank level control strategy has been applied to mixed juice, clear juice, and raw syrup 
tanks at Triangle Ltd. This strategy allows bumpless transitions between the various modes 
of operation. This control system has already been commissioned, and is operating 
satisfactorily. 
The two Brix control methods proved useful in different circumstances. The separate 
formulation would be a simpler system to implement on the plant and would also more easily 
accommodate a situation in which one train was taken off line. The combined formulation 
provided superior Brix control and allowed the entire evaporator station (Le. both trains) to 
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react optimally to any disturbance, even when the given input disturbance affected only one 
train. 
The distribution of clear juice to the three first effects was also investigated, and it has been 
shown that the incorrect distribution of this juice will result in sub-optimal Brix control, and 
would place an unnecessary burden on downstream equipment. In order to evaluate the 
condition of each evaporator, it was necessary to first find an online measure of evaporative 
potential. For this reason condensate flowmeters were designed and installed on the Triangle 
evaporator station. These flowmeters were based on a multiple orifice design which was 
intended to eliminate flashing and to provide a linear reading. Unfortunately, the flowmeters 
were not able to provide online readings, due to the unavailability of suitable instrumentation. 
Manual measurements were taken to validate the flowmeter design and to use these results in 
simulation studies. 
Simulations showed that even when heat transfer coefficients were significantly worse on one 
train than the other, the optimal flow distribution was still close to an even split between the 
two trains. Further simulations on the combined control system showed that it was more 
important that the clear juice flowrates remained independently flexible, and were available 
for manipulation, than that they were fixed at an optimal ratio. 
The combined control system was finally tested using a sample of real plant data, which were 
gathered using the SCADA system. This simulation showed again that the combined Brix / 
level controller was more flexible in handling disturbances, and resulted in a more consistent 
Brix than the existing system, while maintaining the plant within operating constraints. 
This study has shown that significant benefits could be achieved with improved evaporator 
control. The results of this study could also be applied to similar installations elsewhere in 
the sugar industry, and to evaporators in other industries. The proposed control systems have 
been shown to provide benefits in simulation studies, what remains now is to apply this work 
to a practical control system. 
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Appendix A Mathematical Derivations and Calculation Methods 
A.I Derivation ofthe LQG Level Controller 
[ After Love, (1999) ] 
The standard plant representation for LQG control is the state space model: 
x = Ax+Bu 
y=Cx 
and the objective function is of the form : 
The solution to this problem is 
u=Kx 
where the gain matrix K is given by : 
and P is the solution to the Riccati equation : 
In this case, let the states x be : 
(A.l) 
(A.2) 
(AJ) 
(AA) 
(A.S) 
(A.6) 
(A. 7) 
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where the embellishment' denotes deviation variables. 
By defining the rate of change of outlet flow as the input variable, u, the state derivatives 
would be given by : 
Thus the state space representation is given by : 
and 
y = [0 ll{:l 
Now, writing matrix P in terms ofits elements: 
P=[~I ~2l lit P22 
the Riccati equation, equation (A.6), can be solved analytically to yield: 
P= 
(4QR3f 
fA: 
-~QR 
(A.8) 
(A.9) 
(A.lO) 
(A.ll) 
(A.12) 
which can be substituted back into equation (A.S) to calculate the gain matrix, K, with the 
further substitution of the weighting factor, W, where W = QIR : 
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(A. 13) 
This can then be substituted into equation (AA) to yield the solution for the manipulated 
input, u, the rate of change outlet flowrate : 
dQ [4W){ 
u=_o =Kx==- --- ,fro -Q )+..Jw.(h-h ) dt A 2 \Sto sp sp 
I 
(A.14) 
which is integrated in the control algorithm to give the process input, flowrate, Qo. 
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A.2 Derivation of the MPC Level Controller 
[After Campo and Morari, (1989)] 
The starting point for this derivation is the mass balance around the tank : 
A dh -Q-Q dt - i 0 
which can be approximated by the discrete state equation at time t = k+ 1 : 
which can be rearranged to : 
Now, by extension, a similar equation at time t = k+2 : 
h(k + 2) = h(k + 1)- D.t [Q)(k + 1)-Q(k + 1)] 
A 
which by substitution yields : 
which can in tum be simplified to : 
J D.t 
h(k+2)= h(k)- I-[Q,(k +i)-QI(k + i)] 
1=0 A 
or, more generally, for the tank height at any future time, t k+l + 1: 
(A. IS) 
(A.16) 
(A,I7) 
(A.I8) 
(A.20) 
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and by assuming that future inflows remain constant, at current estimated value: 
h(k +1 + 1) = h(k)+ llt (z + l)Qj(k)-± llt [Qo(k + i)] 
'A j;O A 
Then two constraints on tank level can be formulated together: 
Tank level must not leave set limits within prediction horizon. 
The tank level must return to setpoint at the end of the prediction horizon. 
In equation form : 
forO</<P: 
and 
(A.21) 
(A. 22) 
(A.23) 
(A.24) 
Now by defining the height. h, to designate level error, hmGX and hmin now refer to the 
maximum allowable deviation above and below the setpoint h.<et. Thus the constraint for any 
time t = k+/+ I is : 
(A.2S) 
which can be rewritten in matrix fonn for all times 0 <[<Po 
(A.26) 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
~C~ha~p~te~r~8~-~A~p~pe~n~d~ic~es~ _______________________________________ 132 
where, here: 
1 e mPx1 v a column vector of ones. 
a lower triangular matrix on ones. 
a column vector of the next P outlet flowrates 
The fixed endpoint condition is incorporated by modifying the equation thus : 
x s Ivh{k)+ ~ nQ,(k) -lL~ [QJ So 
where: 
1 
1 
X e mPx1 = hmin 
1 
0 
and 
1 
1 
o E mPx1 = hmax 
1 
0 
(A.27) 
A useful extension of this derivation, which was used in this investigation, is for the case 
where the change in outlet flowrate is chosen as opposed to the actual total outlet flowrate. In 
that case, the constraint equation becomes: 
(A.28) 
here: 
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and 
1 0 
2 1 
H= 2 
p 
o 
1 0 
2 1 
~Qo E mPxl a column vector of the next P changes in outlet flowrates 
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A.3 Definition of Constraint Matrices used in DMC Formulations 
[Chapter 4 ] 
For Alternative 1, constraints were included as follows: 
Ct1u s D (A.29) 
where 
-J 0 -l(Au, min) 
0 -J -l(Auz min) 
J 0 l(Au, max) 
0 I l(Auz max) 
lL 0 l(u,max-ul ) 
0 lL 1(u2 max - uz) C= D= 
-TR 0 l(ul - III min) 
0 TR l{uz -u2 min) 
-SAil -SAil T(YI YI min) 
-SA2t -SAzz T(yz Yz min) 
SAil SAil T{YI max- YI) 
SAzt SAn T(yz max- YI) 
and 
Aut(k + 1) 
L1u l (k + 2) 
Au E iR2M = L1u l (k + M) 
Au2{k+l) 
AUz(k + 2) 
L1u2(k + M) 
°1] the identity matrix 
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where 
a lower triangular matrix 
S e mLxM o~. a matrix of zeros 
S e iR (P-L)xM 
1 a matrix of ones 
Aij = step response coefficient matrices, as defined in chapter 4. 
a matrix of ones. 
001 the zero matrix 
T=[~] 
where 
a column vector of zeros 
'T' m (P-L)xl 
lIE ~l a column vector of ones 
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For Alternative 2, constraints were included as follows: 
C[:u]~D (A.3O) 
where: 
-1 -/ 
°MxM °MxM °MxM °MxM 
° 
-1 
°MxM -/ °MxM °MxM °MxM 
° 
-1 
°MxM °MxM -/ °MxM °MxM 
° 
° 
°MxM °MxM °MxM -/ °MxM -l(L1u4 min) 
° 
°MxM °MxM °MxM °/vlxM -I -1(Llus min) 
-1 / 
°MxM °MxM °MXM °MxM 
° 
-1 
°MXM / °MxM °MXM °MxM 
° 
-1 
°MxM °MxM / °MxM °MxM 
° 
° 
°MxM °Mx/vl °MxM / °MxM I(Llu4 max) 
° 
°MxM °MxM °MxM °MxM / 1(L1us max) 
° 
lL °MxM °MxM °MxM °MXM l(u, max- u,) 
° 
°MxM lL °Mx/vl °Mx/vl °MxM l(u2 max- u2) 
c= ° 
°Mx/vl °MxM lL O/vlXM °MxM l(u3 max- u3 ) D= 
° 
°Mx/vl °MxM °MXM lL °MxM l(u4 max-u4 ) 
° 
°MxM °MxM °Mx/vl °MxM lL l(us max- us) 
° 
-IL °MxM °MxM °MxM °MxM l(u, -u1 min) 
° 
°MxM -IL °MxM °MxM °MxM 1(u2 -u2 min) 
° 
°MxM °MxM -IL °MxM °MxM 1(u3 -u3 min) 
° 
°MxM °MxM °MxM -IL °MxM l(u4 - u4 min) 
° 
°MxM °MxM ° "/xM °MxM -IL l(us - Us min) 
0 
-SAlI 
-SAI2 -SA I3 -SA'4 -SA1S T{y, - YI min) 
0 
-SAz, -SA22 -SA23 -SAz4 -SA2s T{Yz - Y2 min) 
0 H H H 
°MxM °MxM F 
° 
SA, I SAll SAI3 SA'4 SA IS T{y, max- y,) 
° 
SAl I SA22 SA23 SA24 SA25 T{Y2 max- Yz) 
° 
H H H 
°MxM °MxM G 
and 
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where 
Llu e !llsM = 
Llul(k + 1) 
Llul(k + 2) 
Llul(k+M) 
Llu2(k + 1) 
Llu2(k+2) 
1 E ~M'M; [: ~l 
1, E~M~ :[i :~ 
the identity matrix 
a lower triangular matrix 
S rnLxM • o E <1l a matnx of zeros 
S E 91(P-L)xM 
1 a matrix of ones 
Aij = step response coefficient matrices, as defined in chapter 4. 
a column vector of ones. 
T=[~] 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
~C~ha*p~re~r~8~-~A~p~p~e~nd~ic~e~s ________________________________ ~~ ____ 138 
where 
T E 91£><1 
o 
1 0 
2 1 
H= 2 
M 
a column vector of zeros 
a column vector of ones 
0 
. U;a) 
1 0 
2 1 
the zero matrix 
a column vector of zeros. 
(as described in the derivation ofMPC control, above, (Campo and Morari, 1989)) 
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A.4 Design of the Condensate Flowmeter 
[From Love (1999) after Heller (1980)] 
The equation governing the flowrate of liquid through multiple orifices of this type is: 
where q 
C 
A 
h 
g 
= 
the flowrate of condensate through the flowmeter. 
the discharge coefficient of liquid through the orifices. 
the cross sectional area of the orifices. 
the height of liquid in the measurement arm. 
acceleration due to gravity 
(A. 3 I) 
Ri, the height of the Ith hole above the level of the first set of holes Ro. 
Which is solved by setting h = the height of each preceding orifice, and then solving for a 
linear relationship, relative to the spacing of the first two holes, which is thus defined as unity. 
When the liquid level in the measurement arm has risen to the level of the second hole (Rt), 
the flowrate of condensate will be given by equation (A.32). 
Ignoring holes above RJ., and by substitution into equation (A.31): 
q = CA (2g)o.s l(h - Ro )05 J (A.32) 
For a linear relationship, we require q = kh , so now define: 
as a reference for the other levels. 
and 
to give a convenient relative height to the other hole heights which 
follow. 
Then, by substitution into equation (A.32) : 
k = CA(2g )0.5 (A.33) 
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Similarly, at the height of the third hole, (R2): 
(A.34) 
here, 
Ro =0 
R( = 1 and 
h=R2 
Now, equation (A.34) can easily be solved to give R2 = 3.339. The same procedure is then 
followed to arrive at the heights of the other orifices. Usually at least 10 heights are used, in 
order to provide as linear a relationship as possible between liquid height flowrate. 
The range of flowrates that must be measured by the flowmeter was then chosen. With this 
range in mind, it was necessary to choose the orifice diameter, or more specifically, the cross 
sectional area, in order to ensure that the range of flowrates corresponds to a wide range of 
liquid heights in the measurement arm. For example ifthe expected range of flowrates is 0 -
70 tph, an orifice diameter should be chosen so that a full measurement arm corresponds to 
about 80 tph of condensate. 
In the case of the condensate flowmeters constructed at Triangle, the orifice diameter required 
to allow sufficient flowmte through the meter was too large for the orifices to be placed 
singly. It was decided to divide the required orifice area up into four equal orifices, which 
were then drilled equidistantly around the circumference of the inner pipe, at the correct 
height. 
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Calculation of the heat transfer coefficient: 
The reading of condensate flowrate may then be converted to yield the heat transfer 
coefficient applicable to that vessel. 
This was done using steady-state relationships. The inputs required for this calculation are 
the pressures of the heating steam, and evolved vapour, the flowrate of condensate, and the 
average Brix of the juice in the vessel (can be taken as a seasonal average). 
At steady state, the flowrate of condensate must equal the flowrate of steam into the calandria: 
(A.35) 
and the amount of heat transferred is equal to the tlowrate of condensing steam multiplied by 
the specific latent heat of condensation: 
where: 
AHVap.ST 
Q = FST X Mi Vap.ST (A.36) 
heat of vapourisation (condensation) of the steam, is a function of the input 
PST (Section 3.2) 
Assuming saturated steam, the temperature of the heating steam is related to the steam 
pressure PST (Section 3.2) : 
(A.37) 
and similarly the temperature ofthe evolved vapour is related to the vapour pressure: 
(A.38) 
The juice temperature may then be related to the vapour temperature by equation (A.39) : 
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where: 
B.P.E. 
TJ,out = Tvop + B.P.E. (A.39) 
(Boiling Point Elevation) is a function of BxoU(, TJ. ou/) and vessel dimensions. 
(Section 3.2) 
Finally the heat transfer coefficient, U, may be calculated from the heat transferred, Q, and 
the previously calculated variables : 
(AAO) 
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AppendixB Listing of Control Algorithm Codes 
B.l Function File for the DMC Brix I Level Controller, Alternative 2. 
function [sys,xO,str,ts] = sfcfun3(t,x,u,flag,M) 
global P A TOT; 
%%First set the move, steady state, and prediction horizons. 
M=M; 
N=M*4; 
P=N+M; 
%%Then load the step response data, which is stored in workspace DMCA, in matrix, A. 
loadDMCA 
DMA=A; 
fori= l:N 
DMAguess(i,:)'" DMA(N-i+l,:); 
end 
%% Construct the dynamic matrix, A TOT fol' prediction of future outputs, and matrix BTOT, for 
predicting the effect of past inputs. 
for i = l:M; 
All(:,i) = [zeros((i-l),l);DMA(l:(N), l);ones«P-N-i+l),l).*DMA(N,I)]; 
A12(:,i) "" [zeros(P,l)]; 
A13(:,i) = [zeros((i-l), 1 );(DMA( 1 :(N), 1 ).I2);ones«P-N-i+ 1),1). *(DMA(N, 1 )/2)]; 
A14(:,i) "" [zeros«i-l),l);DMA(1:(N),2);ones«P-N-i+l),1).*DMA(N,2)]; 
A15(:,i) = [zeros(p,l)]; 
A 16(:,i) =: [zeros«i-l),l );DMA( 1 :(N),3);ones«P-N-i+ 1),1). *DMA(N,3)]; 
AI7(:,i) = [zeros«i-I),I);DMA(l:(N),4);ones«P-N-i+ 1),1). *DMA(N,4)]; 
AI8(:,i) = [zeros((i-l ),l);DMA(l :(N),5);ones«P-N-i+ 1),1). *DMA(N,5)]; 
A19(:,i) '" [zeros((i-l), l);DMA( 1 :(N),6);ones«P-N-i+ 1),1). *DMA(N,6)]; 
AllO(:,i) = [zeros(P, I)]; 
A21(:,i) = [zeros(P,l)]; 
A22(:,i) = [zeros{(i-l),l);DMA(1 :(N), 1 );ones«P-N-i+ 1),1), *DMA(N, 1 )]; 
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end 
A23(:,i) = [zeros((i-I),I);(DMA(J :(N), 1).!2);ones«P-N-i+1 ),I).*(DMA(N,I)l2)]; 
A24(:,i) = [zeros(P,l)]; 
A25(:,i) = [zeros«i-l),l);DMA(1:(N),2);ones«p-N-i+ 1),1). *DMA(N,2)]; 
A26(:,i) = [zeros({i-I),l);DMA(J :(N),3);ones«P-N-i+ 1), I).*DMA(N,3)]; 
A27(:,i) = [zeros((i-l),l);DMA(l:(N),4);ones({P-N-i+ 1),1). *DMA(N,4)]; 
A28(:,i)" [zeros«i-I), 1);DMA(l :(N),5);ones«P-N-i+ 1),1). *DMA(N,5)]; 
A29(:,i) .. [zeros(P,I)]; 
A210(:,i) .. [zeros«i-I ),1 );DMA( 1 :(N),6);ones«P-N-i+ 1),1). *DMA(N,6)]; 
AD = [A16 AI7 AI8 AI9 Al 10; 
A26 A27 A28 A29 A21O]; 
ATOT = [All A12 A13 A14 A15; 
A2I A22 A23 A24 A25]; 
for i = l:N; 
end 
B 1l(i,:) = [ones(l,(i-l».*DMAguess( 1, 1) DMAguess(I:(N-i+1 ),I)'J; 
B 12(i,:) = [zeros(l,N)]; 
B 13(i,:) = [ones(l,(i-l».*(DMAguess(l,l)I2) (DMAguess(l:(N-i+ 1),1).12),]; 
B 14(i,:) = [ones(l,(i-I)). *DMAguess(l,2) DMAguess(1:(N-i+1),2)']; 
B 15(i,:) = [zeros(l,N)]; 
B 16(i,:) = [ones(l,(i-l».*DMAguess(I,3) DMAguess(1:(N-i+1),3)']; 
B17(i,:) = [ones(I,(i-I». *DMAguess(l,4) DMAguess(1 :(N-i+l),4),]; 
B 18(i,:) = [ones(l,(i-l ». *DMAguess(1 ,5) DMAguess(l :(N-i+1 ),5)']; 
BI9(i,:) = [ones(1,(i-l».*DMAguess(l,6) DMAguess(1:(N-i+l),6)']; 
B 11O(i,:) = [zeros(l,N)J; 
B21(i,:) = [zeros(1,N)1; 
B22(i,:) = [ones(l,(i-I».*DMAguess(l,l) DMAguess(l:(N-i+1),l)']; 
B23(i,:) = [ones(I,(i-l».*(DMAguess(l, 1)/2) (DMAguess(1 :(N-i+1),I).I2)']; 
B24(i,:) [zeros(l,N)]; 
B25(i,:) = [ones(1,(i-I».*DMAguess(l,2) DMAguess(1:(N-i+l),2)']; 
B26(i,:) = [ones(I,(i-l».*DMAguess(I,3) DMAguess(l:(N-i+1),3)']; 
B27(i,:) = [ones(1,(i-l).*DMAguess(1,4) DMAguess(l:(N-i+l),4)']; 
B28(i,:) = [ones(l,(i-l».*DMAguess(I,S) DMAguess(l:(N-i+1),S)']; 
B29(i,:) = [zeros(I,N)]; 
B210(i,:) = [ones(1,(i-I».*DMAguess(1,6) DMAguess(I:(N-i+ 1),6)']; 
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B 11«(N+1):P),(1 :N» .. [ones«P-N),N). *DMAguess(1, 1 )]; 
B12«(N+ 1 ):P),(1 :N» [zeros«P-N),N)]; 
B 13«(N+ I):P),(1 :N» [ones«p-N),N). *(DMAguess(1 ,3)/2)]; 
B14«(N+1):P),(I:N» = [ones«P-N),N).*DMAguess(I,2)]; 
B lS«(N+ I):P),(1 :N» [zeros«P-N),N)]; 
B 16( {(N+ 1 ):P),( 1 :N» '" [ones( (P-N),N). *DMAguess(1,3)]; 
B 17«(N+1):P),(I:N» = [ones«P-N),N). *DMAguess(l,4)]; 
B 18«(N+ 1 ):P),(1 :N» = [ones«P-N),N). *DMAguess(l,5)]; 
B19«(N+l):P),(I:N»'" [ones«P·N),N).*DMAguess(1,6)]; 
B llO«(N+ I):P),(l :N» [zeros«P-N),N)]; 
B21«(N+1):P),(1:N» = [zeros«P-N),N)]; 
B22«(N+1):P),(1:N» = [ones«P-N),N).*DMAguess(l,l)]; 
B23«(N+l):P),(1 :N» = [ones«P·N),N). *(DMAguess(1,3)/2)]; 
B24«(N+l):P),(l:N»" [zeros«P·N),N)]; 
B25«(N+ 1 ):P),( 1 :N» = [ones«P-N),N). *DMAguess(I,2)]; 
B26«(N+I):P),(I:N» '" [ones«P·N),N).*DMAguess(l,3)]; 
B27«(N+1):P),(1:N»" [ones«P-N),N).*DMAguess(1,4)]; 
B28«(N+l):P),(l:N» '" [ones«P-N),N).*DMAguess(1,5)]; 
B29«(N+ l):P),(I:N» = [zeros«P-N),N)]; 
B21O«(N+I):P),(1:N»= [ones({P-N),N).*DMAguess(1,6)]; 
BTOT= [Bll B12 B13 B14 B15 B16 B17 BI8 B19 Bll0; 
[[B21 B22 B23 B24 B25 B26 B27 B28 B29 B210]]]; 
switch flag, 
'% Initialization %, 
case 0, 
[sys,xO,str,ts]=mdlInitializeSizes(M,N,P); 
% Derivatives % 
case 1, 
sys=mdIDerivatives(t,x,u ); 
% Update % 
case 2, 
sys=mdIUpdate(t,x,u,M,N,P,AD,BTOT) 
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% Outputs % 
case 3, 
sys=mdIOutputs( t,x,u,M,N ,P); 
%. GetTimeOlNextVarHit % 
case 4, 
sys=mdIGetTimeOfNextVarHit(t,x,u); 
% 'renuinate 'YO 
case 9, 
sys=mdITerminate( t,x, u); 
% lIn expected tlags % 
otherwise 
error(['Unhandled flag = ',num2str(flag)]); 
end 
% end sfuntmpl 
<}O========::'::':::"-;:="::'::::-:'::===;·:':'=·:7.:::~::::.: ... :: 
% mdllnitializeSizcs 
% Retum the sizes, initial conditions. and sample times !l)l' the S-fllnctiol1, 
% 
function [sys,xO,str,ts]=mdllnitializeSizes(M,N,P) 
sizes = simsizes; 
sizes.NumContStates = 0; 
sizes.NumDiscStates = (1O*N+9);%.720; 6*moves+2 total inputs + 2 states(brixJlow): 
sizes.NumOutputs = 14; 
sizes.Numlnputs = 14; 
sizes.DirFeedthrough = 1; 
sizes.NumSampleTimes = 1; O/,) at least one sample time is needed 
sys = simsizes(sizes); 
% initialize the initial cOl1diti()fls 
xO = [zeros«(lO*N), 1); 180; 180; 180;50;50;68;68;50;0]; 
'%%Number of input movc parameters: F1ow.V2Val.T,Bx.PS,P5: 
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% sir is always an empty matrix 
str"" []; 
% initialize the array of sample times 
ts = [1 0]; 
% end mdllnitializeSizes 
% mdlDerivatives 
% Return the derivatives t()f the continLlous states. 
function sys=mdIDerivatives(t,x,u) 
sys == []; 
% end mdlDerivatives 
% mdlUpdate 
% Handle discrete state updates. $ample time hits. and m~j(}r time step 
% requirements. 
~1) ·:;:,',':':":':.~·~::::;.':,W·;:::.~',!. .'.~' .• :':.:'~'.~':;::.::::::.":::~:::. :."::::.:::::':::.~'::::; :::::.~':::.::::,": 
function sys=mdIUpdate(t,x,u,M,N,P,AD,BTOT) 
global Y dey A TOT ratioBC FL; 
Yset = [(ones(P, 1).*u(9»' (ones(P,I). "'u(lO»'l'; 
Disturb = [u(l) zeros( I,(M-I) u(2) zeros(l,(M-l» u(3) zeros(1,(M-l» 
u(4) zeros(l,(M-l) u(S) zeros(I,(M-l»]; 
Ypast = BTOT * [x(l :(lO*N»]; 
dey = [[ones(I,P).*u(6) ones(l,P). "'u(7)]' - [ones(I,P).*Ypast(l) ones(1,P).*Ypast(P+1)]']; 
Be = Ypast + dey + AD'" [Disturb]'; %%2*Pbyl 
Ydev = Yset - Be; %%~*Pbyl 
%% Now using the MRCO approach of Campo and Morari (1989) to control the level. 
hset = u(ll); 
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x(l0*N+8) = u(8); 
T = (1160); 
Area::; 38.4845*(6.83/100); 
h = x( 1O*N+8) - hset; 
qopast = x(IO*N+ 1)+x(lO*N+2)+x(10*N+3); 
dfut::; (Area/T)*(h - x(lO*N+9) + (T/Area)*(x(IO*N+ 1)+x(lO*N+2)+x(IO*N+3»); 
%%this is now %*(m/%)*( nl'''2)/(mins)*(60mins/h) tph 
qomin = 0; 
qomax = 300; 
hmin = hset - 100; % NB • impOIiuni that we are dealing with height deviation here; 
hmax = 100 - hset; 
FLA = x(lO*N+ 1); 
FLB = x(IO*N+2); 
FLC = x(I0*N+3); 
FL = [FLA FLB FLC]; 
FLav = (FLA+FLB+FLC)/3; 
guess = (2*(dfut-qopast)/(M+ 1 )+2*(Area/(T*M*(M+l»*(h»)/3; 
guess = [guess*FLAIFLav guess*FLB/FLav guess*FLC/FLav]; 
muqoO = [abs(max(guess));ones(M,l )*guess( l);ones(M, 1)*guess(2);ones(M, 1 )*guess(3)]; 
dUO = [muqoO;zero1;(2*M,I)]; %%)Staning guess; %%2ivl+lbyl 
Umin = [0 00 0 0]; 
Umax == [300300 300 100 100]; 
DUrnin = [zeros(3*M,1);ones(2*M,I).*(-20)]; %l'1o%%2*M+1 by1 
DUmax = [zeros(3*M,I);ones(2*M,1).*20]; 
Ymin = [ones(2*P,I).*40;ones(P,I).*O];%'Yo 55 to 72 
Ymax = [ones(2*P,1).*80;ones(P, 1).*300]; 
n = [l:l:M)'; 
een = ones(M,I); 
H = tril(ones(M,M».*(TlArea); 
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for i = l:M; 
HJesu(:,i) [zeros((i-I), 1);(1: 1 :(M-j+l »']; 
end; 
HJesu = HJesu.*(T/Area); 
alph = een.*qomin; 
bet = een. *qomax; 
gamm = [ones«M-l),l);O].*hmin; 
delt = [ones«M-l),l);O].*hmax; 
AA = [zeros(lO*M,l) [(tril(ones(M,M».*(l» zeros{M,M) zeros(M,M) zeros(M,M) zeros(M,M); 
zeros(M,M) (tril(ones(M,M».*(l» zeros(M,M) zeros(M,M) zeros(M,M); 
zeros(M,M) zeros(M,M) (tril(ones(M,M».*(I» zeros(M,M) zeros(M,M); 
zeros(M,M) zeros(M,M) zeros(M,M) (tril(ones(M,M».*(1)} zeros(M,M); 
zeros(M,M) zeros(M,M) zeros(M,M) zeros(M,M) (tril(ones(M,M».*(I»; 
(tril(ones(M,M». *(-1» zeros(M,M) zeros(M,M) zeros(M,M) zeros(M,M); 
zeros(M,M) (tril(ones(M,M».*(-l» zeros(M,M) zeros(M,M) zeros(M,M); 
zeros(M,M) zeros(M,M) (tril( ones(M,M». *(-1» zeros(M,M) zeros(M,M); 
zeros(M,M) zeros(M,M) zeros(M,M) (tri1( ones(M,M». *( -1» zeros(M,M); 
zeros(M,M) zeros(M,M) zeros(M,M) zeros(M,M) (tril( ones(M,M». *(·1 »)]]; 
ba = [(Umax(l)-x(lO*N+1))*ones(M,I); 
(Umax(2)-x(lO*N+2»*ones(M,1 ); 
(Umax(3)-x(lO*N+3»*ones(M, I); 
CU max( 4 )-x(1 O*N+4) )*ones(M, 1 ); 
(Umax(5)-x( 1O*N+5»*ones(M, 1); 
(x( 1 O*N+ 1) • Umin(l »*ones(M, I); 
(x(1O*N+2) - Umin(2»*ones(M, 1); 
(x(1O*N+3) - Umin(3»*ones(M,1); 
(x(1O*N+4)· Umin(4»*ones(M,1); 
(x(10*N+5) - Umin(S»*ones(M,l)]; 
AB = [[ones(3*M,1).*(-1);zeros(2*M,1)] [eye(5*M).*(-1}]; 
[ones(3*M, 1). *( -1);zeros(2*M, 1)] [eye(5*M)]]; 
bb = [DUmin.*(-l); 
DUmax]; 
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L=eeil(M/2); 
Lp = P-L; 
AC = [zeros(6*P, 1) [[zeros(L,M*5);ones(Lp,M*5);zeros(L,M*5);ones(Lp,M*5);ones(P,M*5)]. * ... 
[(ATOT*( -1 »;[HJesu*( -1) HJesu*( -1) HJesu*( -1) zeros(M,M) zeros(M,M);zeros(N,M*5)]]; 
[zeros(L,M* 5);ones(Lp,M*5);zeros(L,M* 5);ones(Lp,M*5);ones(P ,M* 5)]. "' ... 
[[(ATOT)];[HJesu HJesu HJesu zeros(M,M) zeros(M,M);zeros(N,M*5)]]]]; 
be = [zeros(L,l); 
(Be(L+ 1 :P)-Ymin(L+ 1 :P»; 
zeros(L, 1 ); 
(Be(L+P+ 1:2*P)-Ymin(L+P+ 1 :2*P»; 
(delt - n. *(TI Area*dfut) - een. *h + H*( een*qopast»; 
zeros(N,I); 
zeros(L, 1 ); 
(Ymax(L+ 1 :P)-Be(L+ 1 :P»; 
zeros(L, 1 ); 
(Ymax(P+L+1:2*P)-Be(L+P+ 1 :2*P»; 
(gamm.*(-I) + n.*(T/Area*dfut) + een.*h - H*(een*qopast»; 
zeros(N, 1 )]; 
ratioB = u(13)/u(12); 
ratioC = u(14)/u(12); 
ratioBC = [ratioB ratioC]; 
A= [AA; 
AB; 
AC; 
(-1) zeros(1,5*M)]; 
b = [ba; 
bb; 
be; 
0]; 
B=b; 
Aeq = []; 
Beq = []; 
Ib = []; 
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ub= []; 
nleon []; 
options optimset('fmincon'); 
options = optimset(options,'ToIFun', 1 e·3 ,'ToIX', Ic-3,'ToICon', 1 e-3);%"~4,'Display' ,'iter'); 
dU fmincon(,DMCfun3',dUO,A,b,Aeq,Beq,lb,ub,nicon,options); 
xold [xCI) x(N+I) x(2*N+l) x(3*N+l) x(4*N+l) x(5*N+l) x(6*N+ 1) x(7*N+l) 
x(8*N+l) x(9*N+l)]; 
x(l:(lO*N-l» = x(2:(1O*N»; 
x(N) dU(2); 
x(2*N) dU(M+2); 
x(3*N) := dU(2*M+2); 
x(4*N) dU(3*M+2); 
x(5*N) dU(4*M+2); 
x(6*N) = u(l); 
x(7*N) u(2); 
x(8*N) = u(3); 
x(9*N) u( 4); 
x(10*N) u(S); 
x(lO*N+l) = x(lO*N+l) + dU(2); %'%TOTAL MOVE (Flow) 
x(lO*N+2) = x(1O*N+2) + dU(M+2); 
x(10*N+3) x(1O*N+3) + dU(2*M+2); 
x(1O*N+4) = x(1O*N+4) + dU(3*M+2); 
x(1O*N+5) x(IO*N+5) + dU(4*M+2); 
x(1O*N+6) = (BTOT(I,:) * x(l:(lO*N») + dev(l) 
+ xold * [BTOT(I,1) BTOT(l,(N+l» BTOT(1,(2*N+1) BTOT(1,(3*N+l» 
BTOT(l,(4*N+l» BTOT(1,(5*N+l}) BTOT(1,(6*N+l» BTOT(l,(7*N+l» 
BTOT(1,(8*N+1}) BTOT(1,(9*N+l))],; %(NewStllte(Bx» 
x(1O*N+7) = (BTOT«P+1),:) * x(l:(lO*N») + dev(P+l) ... 
+ xold * [BTOT«P+ 1),1) BTOT«P+l ),(N+l» BTOT«P+1 ),(2*N+l» BTOT«P+ 1 ),(3*N+ 1» 
BTOT«P+ 1 ),(4 *N+l» BTOT«P+ 1 ),( 5*N+l» BTOT«P+l ),( 6*N+l» BTOT«P+ 1 ),(7*N+ 1» 
BTOT«P+1),(8*N+l» BTOT«P+l),(9*N+l» ]'; %(NewState(Flow» 
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x(1O*N+9) = h; 
sys = [x]; 
%. end mdlllpdate 
~/O====~·=:=::,·;;:=;;:::.:=:.::.:·;::;~·=-:=::·::::.:;:.::::.::;;:.::.··-:·~'::.::' ::":.::::::":.:.::::::::::::'::::'=::"":.:::.::::':::::"::::;".:::':.::'==:===:::.'==:==========.:========= 
% mdlOutpulS 
(~'ii Return the block outputs, 
<}~) "::.::,:::::';:::.-:::;;:::::":'::::;.:-:':"::::.::::::.:':::.::.::::::'.::.~::::;:::::, .::'.:'::.:';~:':~::.~:" 
function sys=mdIOutputs(t,x,u,M,N,P); 
sys = [x(N) x(2*N) x(3*N) x(4*N) x(5*N) x(lO*N+1) x(lO*N+2) x(lO*N+3) x(lO*N+4) 
x(1O*N+5) x(1O*N+6) x(1O*N+7) x(IO*N+8) x(1O*N+9)]; 
% end mdlOutputs 
~O==================:,====:==,::,,:=:::::::;:·:':::~·:'·::::·::;~::~:~::.:~::':::::.:::.:':':::':'=:::::=======:':'::======'================= 
% mdlCietTimeOiNextVarHit 
% Return the lime of the next hit Hn' this block, Note that the result is 
% absolute time. Note that this function is only us(:d \vhen you spt:cily a 
% variable discrete-timc sample time [-2UI ill the sample time array in 
% mdlInitializeSizes. 
function sys=mdIGetTimeOfNextVarHit(t,x,u) 
sampleTime = 1; 
sys = t + sampleTime; 
% end mdKktTimeOfNcxlVarHit 
~/{)==================-:;::;:::::~·:::,~=~-;:·;;:;;;.:.~,-:.=:::::·.7::.;::.: ;:',-::'-::;'::::;-:,".:.;::::';::';:;':=.-;;===;;.";::;;:;===:::=========================== 
% mdlTenninate 
% Perform any end of simulation tasks. 
(~{). ., •••• : •. : .. :::::.: .. :.:: .. :.::.:;-:::.:::::::.~ ':':::::::':::.:::.:':':::.:':::.:.:::',",'::::.::: ::::.:::::':::.:';::.:'::.:',";:'::::.: '.:":.::::.:'::".:'.:' .. ::'::":::.:::.:',;':::.:;",: ;";"';', ';':;':";" "::';':::"':::.;::::'::::.::.:' ,';:.;":::.::.:':',':::.:::::::.:',' .. :"::.:.7 
function sys=mdITerminate(t,x,u) 
sys = []; 
'70 end mdlTerminate 
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This file was used for the minimization: 
function f= DMCfun3(dU) 
global P A TOT Y dey ratioBC FL; 
M (size(dU,1) - 1)/5; 
Q;; [(eye(2*P).*3)]; 
R = [(eye(2*M). * 1)); 
S '" [(eye(2).*(M*5»]; 
c = [M*25;zeros(3*M,1)]; 
f= (Ydev - (ATOT * dU(2:5 I11M+l»)' III Q * ... 
(Ydev - (ATOT '" dU(2:5 I11 M+l») + ... 
[dU(3"'M+2:5*M+l)], * R * [dU(3*M+2:5*M+1)] + ... 
c' '" dU(1:3*M+l); 
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B.2 Function File for the MPC Tank Level Controller 
[Based on the MRCO approach of Campo and Morari (1989)] 
function [sys,xO,str,ts] .. sfcFlowl(t,x,u;flag,PFLOW) 
% The lollO\ving outl Illes the general structure of an S-fimctiol1. 
switch flag, 
P=PFLOW; 
% Initialization % 
case 0, 
[sys,xO,str,ts]=mdlInitiaiizeSizes(PFLOW); 
% Derivatives (Va 
case 1, 
sys=mdIDerivatives( t,x,u); 
(}'O Update % 
case 2, 
sys=mdIUpdate(t,x,u,PFLOW); 
% Outputs % 
case 3, 
sys=mdIOutputs(t,x,u ); 
% Get'TimeO!NexLVarllit % 
case 4, 
sys=mdl GetTimeOfNext V arHit(t,x,u); 
% Timninate % 
case 9, 
sys=mdITerminate( t,x,u); 
% Unexpected flags % 
otherwise 
error(['Unhandled flag == ',num2str(tlag)]); 
end 
'Y(, end sfuntmpl 
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% mdlTnitializcSizes 
% Retum the sizes, initial conditions, and sample times fix the S-fuoction, 
o/O'~~~~""'~""""~~~~~''''''''''''''''''''''''''''''''''''''''''~'""=~""""==",,,~~,,,,""",,,,,.,,,,.,,,,,.~,,,,,.,,~~.~,,.,,~,,,,=.,,,.,,,.,.==''''''~=''''.="''''''.===''' "."""""",~"==="".=====",, 
fimction [sys,xO,str,ts]=mdlinitializeSizes(PFLOW); 
sizes = simsizes; 
sizes.NumContStates = 0; 
sizes.NumDiscStates = 7; %hmodel. mu. qo, dhtmin I 
sizes.NumOutputs = 7; 
sizes.Numlnputs = 3; 
sizes.DirFeedthrough = 1; 
sizes.NumSampleTimes = 1; % at least one sample time is needed 
sys = simsizes(sizes); 
% initialize the initial conditions 
xO = [540 0 540 540 505400]; 
%Total Fluid in (tph*mins), %height dey. 'rilmuqo(2) qo dedded, %l]opast: 
%Actual tank height, %Prevlnus x( I) " Total Fluid in: 
% sIr is always an empty matrix 
str = []; 
% initialize the alTay of sample times 
ts = [1 0]; 
% end mdlInitializeSizes 
% mdlDerivatives 
% Return the derivatives thr the continu()LI~ states, 
function sys=mdIDerivatives( t,x,u) 
sys = []; 
% end mdlDerivatives 
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% mdlUpdate 
t!1o Handle discrete state updates, sarnple time hits, and major time step 
% requirements. 
function sys=mdIUpdate(t,x,u,PFLOW); % •• ATOT,d UCOl1st, Y set) 
P=PFLOW; 
hset = u(3); 
x(5) = 1.1(2); 
T (1160); 
Area = 38.4845*(6.831100); 
h:::: x(5) - hset; 
qopast = x(6); %used to be uP); 
dfut = (Area/n*(h - x(7) + (T/Area)*x(6»; 
%.'l'(.this is now %*(rnl%)*(m"2)/(rnins)*(60mins/h) tph 
RO = zeros(P ,P); 
Rl eye(P,P); 
R2«2:P),(l :(P-l ») = eye({P-l ),(P-l». *( -1); 
R2(:,P) zeros(P,l); 
R = RO + Rl + R2; 
el = [l;zeros«P-l),I)]; 
n [1: 1 :P],; 
een = ones(P,l); 
H = tril( ones(P,P)). *(TI Area); 
qomin =0; 
qomax 900; 
hmin = hset - 100;% NB important that we are dealing with height deviation here; 
hmax :::: 100 - hset; 
alph :::: een. *qomin; 
bet = een. *qomax; 
gamm [ones«P-l),l);O].*hmin; 
delt [ones«P-I), 1 );0]. *hmax; 
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Amat'" [(een*(-l» R; ... 
(een*(-l)) (R*(-l}); .. . 
zeros(P,l) eye(P,P); .. . 
zeros(P,I) H; ... 
zeros(p,l) (H*(-l»]; 
beeeta'" [(el *qopast - R*alph); ... 
(el *«-l)*qopast) + R*alph); ... 
(bet - alph); ... 
(gamm*(-l) + n*(T/Area*dfut) + een*h - H*aiph); ... 
(delt - n*(T/Area*dfut) - een*h + H*alph)]; 
global AT b; 
AT [Amat; 
(eye(P+ 1). *(-1 »]; 
b '" [beeeta; 
zeros«P+l),I)]; 
B b; 
options = optimset('fmincon'); 
guess'" 2 *( dfut-qopast)/(P+1 )+2*(Areal(T*P*(P+ I »*(h»; 
muqoO = [(abs(guess)};(n*guess)+qopast]; 
%Starting guess; [zeros(P+ 1,1)]; 
muqo = fmincon(,DMCFLOW 1 ',muqoO,AT,b,Aeq,Beq,lb,ub,nlcon,options); 
xC?) = h; 
x(6)= muqo(2); 
x( l) = muqo(1) 
x(2) = muqo(2); 
x(3) dfut; 
x(4) = muqo(P+l); 
sys = [x]; 
% end mdlUpdate 
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% mdlOutputs 
'% Return the block outputs. 
r:1o""~"'"',''''''''''',,,~==,,,,,,,,",,,,,,,,,,,,,,,,,==-,,=~,,",,,,,,,,",,,,,,,,~,,,,=,,,,,,=,,,,'''~~'''"''==,=,~,'=,=,'"''~=====,=,=''''='=",~,,'',="'''~==="'''',',"'''''' 
function sys=mdlOutputs(t,x,u); 
sys = [xl; 
% end mdlOutputs 
% mdlGetTimeOfNextVarHit 
% Retum the time of the next hit for this block. Note that the result is 
% absolute lime. Note that this tl.mction is only used when you specify a 
% variable discrete-time sample time [-;2 Olin the sample time array in 
% md linitial ileSizes. 
function sys=mdl GetTimeOtN ext Val'Hit( t,x, u) 
sampJeTime = 1; % Example, set the nexl hit to be one second later. 
sys = t + sampleTime; 
% end mdlGetT'imeOINextVarl lit 
% mdlTerminate 
% PerthI'm any end of simulation tasks. 
function sys=mdITenninate(t,x,u) 
sys = []; % end mdlTerminate 
%%Wherc the minimil.ation was included as : 
function f= DMCFLOWl(muqo) 
P = size(muqo, 1) - 1; 
c = [1 ;zeros(P, 1)]; 
f= c' * muqo; 
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B.3 Function File for the Steady State Optimizer 
function [fl] = FLOPT(u); 
global FLSET flO Vout; 
%%%HrCs( I :5) O~ u( 1 :5); 
FLSET"" u(6); 
FLA"" u(7); 
FLC = u(S); 
FLB = u(9); 
flO == [FLA FLC FLB]; 
A = 3150; 
DT= [121.7121.7121.7114.5 114.5] 
- [116.3 116.3 116.3 111.5 111.5]; 
DHVap = [2220.92220.92220.92234.12234.1]; 
Vout(1:5) = u(l:5)' .* A.* DT(1:5).1 DHVap(1:5); 
fl = flO; 
options(I3) = 1; 
options(14) = 100; 
fl = constr(,SSOPT,fl,options); 
%%Where the optimization was as follows: 
tlmction [f,g] = SSOPT{fl); 
global FLSET flO Vout; 
Bxin = 12.32; 
A=Vout; 
B = fl; 
C = flO; 
FLmin = ones(3,1) .* 0; 
FLmax = ones(3, 1) . * 300; 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
~Ch~a~p~re~r~8~-~A~p~p~e~nd~i~ce~s _______________________________________ 160 
f= {lOO - ( (fl(l)*Bxin/(fl(l)-
Vout(l )*(fl(1 YO.&/flO(1 )"0.8» ... 
*(fl(1) - Vout(1)*(fl(1)"0.&/flO(l)"O.8» ... 
+(fl(2)*Bxinl( fl(2)-Vout(2)*(tl(2)"O.8/flO(2)"0.&» ) ... 
*(fl(2) - Vout(2)*(fl(2)"O.8/tlO(2)"O.8) )/2 » ... 
I( fl(l) - Vout(J)*(fl(l)"O.&/flO(l)"O.8) ... 
+(fl(2) - Vout(2)*{fl(2)"O.8/flO(2)"O.8»/2 ... 
-Vout(4} * «fl(l)+fl(2)/2)"O.8/«ftO(l)+f10(2)/2)"O.8)))) ... 
*( fl(1) - Vout(1)*(fl(1)"O.8/ftO(l)"0.8) ... 
+(fl(2) - Vout(2)*(fl(2)"O.8IflO(2)"0.8»/2 .,. 
- Vout( 4) * «fl(1 )+f1(2)/2)"O.8/«flO(1 )+tlO(2)/2)"O.8») ... 
+(100 - ( fl(3)*Bxinl(fl(3)-Vout(3)*(ft(3)"0.8/flO(3)"O.8)) ... 
"'(ft(3) - Vout(3)*(fl(3)"O.8/ftO(3)"0.8) ) ... 
+(fl(2)*Bxin/(fl(2)-Vout(2)*(fl(2)"O.8/flO(2)"O.8» ) ... 
*(fl(2) - Vout(2)*(fl(2)"0.8/tlO(2)"0.8) )/2 ) ... 
l(ft(3) - Vout(3)*(fl(3),,0.8/f10(3)"O.8) .. , 
+(fl(2) - Vout(2)*(ft(2)"0.8/flO(2)"0.8»/2 ... 
-Vout(5) * «fl(3)+fl(2)12)"O.8/«tlO(3)+tlO(2)12)"O.8»» ... 
*( fl(3) - Vout(3)*(fl(3)"O.8/tlO(3)"O.8) ... 
+(fl(2) - Vout(2)*(fl(2)"O.8/tlO(2)"O.8»)/2 ... 
-Vout(5) ... «fl(3)+tl(2)/2)"O.8/( (flO(3)+t10(2)1Z),,0.8»); 
g(1) = sum(tl(1:3» - FLSET; 
g(2:4) = FLmin - fl(l :3)'; 
g(5:7) = fl(1:3)' - FLmax; 
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