Estimating contrast agent motion from ultrasound images using an anisotropic diffusion-based optical flow technique  by Lee, Ju Hwan & Kim, Sung Min
Estimating contrast agent motion from ultrasound images
using an anisotropic diffusion-based optical ﬂow technique
Ju Hwan Lee, Sung Min Kim n
Department of Medical Bio Technology, Dongguk University-Seoul, 26, Pil-dong 3-ga, Jung-gu, Seoul 100-715, Republic of Korea
a r t i c l e i n f o
Article history:
Received 13 March 2013
Accepted 4 September 2013
Keywords:
Optical ﬂow
Image recomposition
Anisotropic diffusion model
TV-L1 approximation
Contrast agent
Ultrasound image
a b s t r a c t
The purpose of this study was to suggest a novel optical ﬂow method to estimate the motion patterns of
contrast agents from an ultrasound image. We ﬁrst recomposed the original image with relative
structural and textural parts. We embedded an anisotropic diffusion model into a slightly non-convex
total variation-L1 approximation scheme to provide more reliable estimates. An intermediate bilateral
ﬁlter was adopted after each computation step to prevent over-smoothing effects. Ultrasound data were
acquired during continuous injection of contrast agent into a tissue mimicking phantom. The results
showed that our method provided robust performance for estimating contrast agent ﬂow patterns.
& 2013 The Authors. Published by Elsevier Ltd.
1. Introduction
Contrast-enhanced ultrasound (CEUS) is the most widely used
modality for detecting and characterizing arterial diseases, as it enables
non-invasive measurement of wall morphology. CEUS also allows
clinicians to examine the thickness, diameter, and dynamics of
suspicious regions [1]. On CEUS, contrast agents typically demonstrate
the distinct ﬂow patterns for various diseases depending on the
injection phase composed of the arterial, portal, and late phases
[2,3]. In addition, the motion ﬂow of contrast agents provides micro-
vascular density and ﬂow rates of the blood vessel by estimating useful
physiological indices of the surrounding tissues [4]. Therefore, contrast
agents can distinguish between benign and malignant lesions and can
be used to evaluate various liver, kidney and heart diseases [5].
However, the interpretation of ultrasonography often results in
a misdiagnosis due to the nonsystematic and nonlinear ﬂow
patterns of the microbubbles and the presence of speckle noise
in the image [6]. Particularly, the physicians present the relatively
poor diagnostic accuracies for vague lesion regions, which are
insufﬁciently visualized. Quantiﬁcation of contrast agent dynamics
via advanced image processing methods is one of the most robust
ways to improve patient satisfactions and diagnostic interpreta-
tions. Accurate image processing procedures with ultrasonic
imaging can extract useful physiological characteristics from con-
trast agents, such as anatomical and textural properties [7,8].
Using these characteristics, the pathological regions, where the
target lesions are visually undistinguishable, can be easily differ-
entiated from the ambiguous regions. Moreover, it is also possible
to estimate the risk of stroke, myocardial dysfunction, or vascular
diseases by quantifying the motion patterns of microbubbles [9].
Based on these clinical advantages, several approaches have
been used to quantify vascular and muscular motions obtained
from ultrasonography using various estimation methods. In parti-
cular, previous motion analysis studies mainly focused on estimat-
ing carotid arterial wall and myocardial motion using block
matching and optical ﬂow methods. Stoitsis et al. [10] analyzed
ﬂow patterns of carotid arterial wall motions obtained from B-mode
ultrasonography using different estimation techniques. They con-
cluded that optical ﬂow was more useful than block-matching in
terms of computational cost although signiﬁcant observations were
made using both techniques. Gastounioti et al. [11] investigated the
suitability of the afﬁne optical ﬂow technique to estimate arterial
wall motion. In their study, they found that a multi-scale scheme
helps to obtain more accurate radial and longitudinal displacement.
Similarly, Soleimani et al. [12] extracted radial movement of the
carotid arterial wall, and conﬁrmed that the maximum gradient
showed higher reproducibility. On the other hand, Sühling et al. [1]
estimated heart motion from two-dimensional echocardiographic
sequences; local-afﬁne and linear models were employed in space
and time, respectively, to estimate contraction, expansion, and
shear properties. The estimated radial components were then color
coded according to the reference point. Additionally, Ledesma-
Carbayo et al. [13] estimated the displacement ﬁeld during the
systolic period via a semi-local spatiotemporal model. Based on
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their results, they suggested the clinical possibility for a regional
assessment of the left ventricle. Cao et al. [14] employed thin-plate-
spline non-linear interpolation to obtain a precise cardiac motion
ﬁeld. Moreover, Lin et al. [15] designed a hierarchical feature
weighting scheme, and evaluated its applicability with synthetic
and in vivo ultrasonic image sequences. Despite these applications,
there are only a few attempts to estimate motion from CEUS.
Malpica et al. [16] examined the use of optical ﬂow for region of
interest (ROI) repositioning from myocardial contrast echocardio-
graphy. Burlina et al. [17] qualitatively assessed motion in the left
intraventricular cavity from CEUS images.
Current motion estimation methods present three major lim-
itations. First, previous studies suffer from extracting non-rigid
motion mainly due to the difﬁculty of allowing motion disconti-
nuities. Second, small objects with relatively large movements are
not estimated properly because of the inherent limitation of
traditional local/global methods. Last, current approaches have
only focused on an analysis of myocardial and carotid arterial wall
motion. No published studies are available about estimating ﬂow
of contrast agents on an ultrasound image. Typically, contrast
agents provide the speciﬁc ﬂow characteristics for particular
lesions depending on the different injection phases. These motion
properties enable the physicians to diagnose various diseases;
however, they have difﬁculties in separating the suspicious lesions
from visually ambiguous regions, and it deteriorates the diagnostic
accuracy. Therefore, it will be possible to improve diagnostic
accuracy drastically, when the ﬂow patterns of contrast agents
are distinguished quantitatively.
In this study, we propose a novel optical ﬂow method to
estimate motion patterns of contrast agents from ultrasound
images. We recompose the original image with the relative
composition of structural and textural parts. We embedded an
anisotropic diffusion model into a slightly non-convex TV-L1
approximation scheme to provide more reliable estimates. After
each calculation step, we also adopted an intermediate bilateral
ﬁlter to prevent over-smoothing effects. We obtained the ultra-
sound data during continuous injection of contrast agent into a
tissue mimicking phantom, and analyzed the motion estimation
results. This manuscript is organized as follows. We describe the
image acquisition procedure and motion estimation algorithm in
Section 2. The experimental results and discussions are provided
in Sections 3 and 4, respectively. We discuss the conclusions from
our ﬁndings in Section 5.
2. Materials and methods
2.1. Image acquisition
Experimental images were acquired using a commercial tissue
mimicking phantom (VP-3, ATS Laboratories, Inc., Bridgeport, CT,
USA) to estimate contrast agent motion patterns (Fig. 1). The VP-3
model contains 8.0, 6.0, and 5.0 mm simulated vessels at different
depths. The vessels are capsulated within a rubber matrix-based
soft tissue mimicking material. We injected SonoVue contrast
agent (Bracco Diagnostics, Milano, Italy) into the phantom vessel
using an 8.0 mm diameter. The contrast agent diluted in 5 mL
normal saline solution was administered over 3–5 s at a ﬂow rate
of 1.5 mL/s via standard Luer-lock syringe. Phantom images were
then acquired with an Accuvix V 10 (Samsung Medison Corp.,
Seoul, Korea) ultrasound system equipped with a 2–5 MHz convex
array probe (C2-5EL, Samsung Medison Corp., Seoul, Korea) during
a continuous infusion of contrast agent. Phantom motions were
imaged in longitudinal sections using the following scanner
settings: actual frequency, 4.17 MHz; frame rate, 62; dynamic
range, 105 dB; gain, 50 dB; view depth, 6 cm; 2D harmonic gray
scale, linear. A low MI of 0.68 was selected to avoid the disruption
of microbubbles. Consecutive images of the tissue mimicking
phantom with a frame rate of 62 frames per second were
transferred to a PC to estimate motion.
A ROI of 176121 pixel2 corresponding to a physical size of
33.423.3 mm2 was designated on the phantom vessel regions
to estimate ﬂow patterns of the contrast agent (Fig. 2).
A rectangular ROI was then continuously tracked for 80 con-
secutive image frames. We also selected the reference point on
the vessel area of the rectangular ROI for quantitative analysis
(Fig. 2), and evaluated its motion information. The results of
the motion analysis are comprised of waveforms showing
ﬂow magnitude and axial and radial displacements of the
reference point.
2.2. Structure–texture decomposition (STD) based image
recomposition
Before estimating motion ﬁelds, we recomposed the original
image via STD scheme, as a pre-processing step, to allow large
motion and ﬁne detailed ﬂow patterns. The fundamental concept
behind STD is that an image is composed of a composition of a
structural part and a textural part [18]. The structural part contains
the main large objects in the image, whereas the textural part
corresponds to the details of the ﬁne scale objects. The structural
part for the input image can be calculated via the ROF image
Fig. 1. Tissue mimicking phantom which contains three vessel sizes at varying
depths. The diameters of V1, V2 and V3 are 8, 6, and 5 mm, respectively.
Fig. 2. Flow motion of contrast agent from the ultrasound image. The white
rectangle indicates the ROI of 176121 pixel2 corresponding to a physical size of
33.423.3 mm2, while the white block represents the reference point.
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denoising model [19] as the solution of:
min
s
Z
Ω
∇sj jþðsf Þ
2
2θ
dx
( )
ð1Þ
where f is the input image, s is the structural part, and θ represents
a small positive constant. The textural part t can be obtained by
subtracting the structural part from the original image, t¼ fαs (α,
blending factor). According to [20], we examined the estimation
accuracy for varying blending factors based on the Middlebury
database [21], and found that a blending factor of 0.8 provided the
best results in terms of the average angular error and the average
end point error (Fig. 3). Despite deﬁnite distinctions of the image
properties, the Middlebury database shows the untextured and
occluded regions, and relatively large movement, which are the
representative characteristics of the ultrasound images. Therefore,
we believe that the value indicated above can provide reliable
estimation results for the ultrasound image.
Fig. 4(a) and (b) shows the structural and textural parts for the
rectangular ROI image, respectively. As shown in Fig. 4(a), the
structural part presented only small differences compared to the
original image, since the main large objects remain. On the other
hand, the textural part produced a relatively large difference,
because this part mainly contained the ﬁne detailed information
(Fig. 4(b)). We recomposed the original image with a relative ratio
of structure: texture¼1:4 (Fig. 4(c)).
2.3. A slightly non-convex anisotropic TV-L1 optical ﬂow estimation
For two consecutive image frames I0 and I1 ðΩAℝ2Þ, the basic
optical ﬂow function can be written as:Z
Ω
fλϕðI0ðxÞI1ðxþuðxÞÞÞþψðu;∇u; :::Þgdx ð2Þ
where u¼u(u1(x), u2(x))T indicates the displacement ﬁeld, ϕ and ψ
are data and smoothness penalty terms respectively, and the
balancing parameter λ deﬁnes the tradeoff between these
functions. The traditional total variation regularizer and L1 mini-
mization (TV-L1) approach provides considerable motion estima-
tion using the non-convex function as ϕðx2Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2þε2
p
and
ψð∇uÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
j∇uj2þε2
p
:
E¼min
u
Z
Ω
λjI0ðxÞI1ðxþuðxÞÞjdxþ
Z
Ω
j∇u1jþj∇u2jdx
 
ð3Þ
where the small constant ε is 0.001. However, a slightly non-
convex function typically yields more reliable estimates in most
cases, whereas more non-convex conditions provide no improve-
ments [22]. Therefore, we replaced the abovementioned data and
the smoothness terms as a slightly non-convex penalizer function
of ϕðx2Þ ¼ ðx2þε2Þω and ψ ð∇uÞ ¼ ðj∇uj2þε2Þω with ω¼0.45.
Despite these strengths, the above smoothness term remained
isotropic, thereby propagating the motion ﬂow for all directions,
irrespective of the local properties [23]. Thus, we additionally used
Fig. 3. Comparison of the estimation accuracy in terms of the AAE and AEPE for
varying blending factors based on the Hydrangea image of the Middlebury
database. All test images showed that the blending factor of 0.8 provides the most
reliable results. AAE indicates the average angular error, and AEPE denotes the
average end point error.
Fig. 4. The structural, textural and recomposed images for the rectangular ROI image obtained by the structure–texture decomposition. The structural part (a) includes the
main large objects, while the textural part (b) contains the ﬁne scale information. The recomposed image (c) comprises with a relative ratio of structure: texture¼1:4).
(a) Structural image, (b) textural image and (c) recomposed image.
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an anisotropic diffusion ﬁltering in the smoothness term. Using
this ﬁlter, it was possible to reduce the over-propagation of the
ﬂow for boundary regions and extract the motion for untextured
(or weakly textured) regions. The idea of the original anisotropic
diffusion algorithm was ﬁrst proposed by Perona and Malik [24]
and still provides good results. However, we employed the
modiﬁed version of [25], as shown in Eq. (4), into a slightly non-
convex smoothness function to optimize the computational pro-
cedures.
Dðj∇IjÞ ¼ eαj∇Ijβ ð4Þ
where α and β denote constant values, and D is the diffusion
coefﬁcient. According to these procedures, the aforementioned
slightly non-convex model can be rewritten as follows:
E¼min
u
Z
Ω
λjI0ðxÞI1ðxþuðxÞÞjdxþ
Z
Ω
jD ∇u1jþjD ∇u2jdx
 
ð5Þ
Unfortunately, the proposed model is tricky to minimize energy
mainly due to the difﬁculty of the linearization procedure. We
used Chambolle's linearization scheme [26] for better control,
which shows fast and robust ability to solve the minimization
problem. At the beginning, the image residual ρ(x)¼ I0(x) I1(xþu(x))
at a given disparity map u0(x)¼(u01,u02)T from Eq. (3) was linearized
as follows [18]:
ρðxÞ ¼ ItdðxÞþð∇I1ðxÞÞT ðuðxÞu0ðxÞÞ ð6Þ
where Itd(x)¼ I0(x) I1(xþu0(x)) indicates the temporal derivative of
the image intensity. Using this linear approximation for I1, Eq. (5) can
be rewritten in Eq. (7).
E¼min
u
Z
Ω

λjρðuÞjþjD∇uj

dx ð7Þ
Although the linear approximation of the image residual enables
utilization of primal–dual quadratic splitting, this model is only valid
for accommodating small displacement. Therefore, we embedded
them into an incremental coarse-to-ﬁne warping framework to
account for large displacements. An iterative warping scheme also
enabled us to compensate for image nonlinearities. For this purpose,
complete image pyramids were generated with arbitrary image levels.
Additionally, we adopted an auxiliary variable v(x)¼(v1(x), v2(x))T to
keep the minimization scheme as simple as possible and derived the
following convex approximation:
E¼min
u
Z
Ω
λ ρðvÞ
 þðuvÞ2
2γ
þjD ∇uj
( )
dx ð8Þ
where γ and v represent a small positive constant and a close
approximation of u, respectively. Based on this linearization, the single
level approximation of Eq. (5) was converted into a convex approx-
imation in Eq. (8). However, the overall problem remained slightly
non-convex. The solution to Eq. (8) can be obtained by the repetitive
alternating minimization procedure for both u and v at each iteration
level. While accounting for u with a ﬁxed v, the above approximation
was translated as Eq. (9), and the formulationwas altered with Eq. (10)
when calculating v with a ﬁxed u.
min
u
Z
Ω
ðuvÞ2
2γ
þ D ∇u
)
dx


(
ð9Þ
min
v
Z
Ω
λ ρðvÞ
 þðuvÞ2
2γ
( )
dx ð10Þ
The solution to Eq. (9) is simply given by the following Eq. (11):
u¼ vþγdivðD pÞ ð11Þ
where p is the dual variable. This optimization problem can be
solved using the semi-implicit gradient algorithm.
pnþ1i;j ¼
pni;jþτð∇ðdivðD pnÞv=γÞi;j
1þτjð∇ðdivðD pnÞv=γÞÞi;jj
ð12Þ
where τr1/8, p0¼0 and nZ0. The solution to Eq. (10) was
obtained by thresholding steps with three different conditions of
ρ(v)40, ρ(v)o0 and ρ(v)¼0.
v¼ uþ
λγIx1ðρðvÞo0Þ
λγIx1ðρðvÞ40Þ
ρðuÞ=Ix1ðρðvÞ ¼ 0Þ
8><
>:
9>=
>; ð13Þ
The motion patterns were computed based on these iteration
procedures in an iterative manner from the coarsest level for each
pyramid level. The two variables of u and v were set to initializa-
tion values to compute the motion ﬁelds, and were prolongated
from a coarser level to a ﬁner level until they reached convergence.
2.4. Implementation
We embedded our optical ﬂow estimation model into an
incremental coarse-to-ﬁne warping framework, as the original
TV-L1 scheme is only valid for small displacement. At the coarsest
level, the displacement ﬁelds, u and v, were set to zero. Motion
patterns of the contrast agent were then derived by repetitively
solving Eq. (8) for each level of the pyramid, and the displacement
ﬁelds were propagated at a next ﬁner level. In addition, the
number of warpings and iterations during the motion estimate
was set to 5 and 35, respectively. The pyramid factor was
designated as 0.8, and the number of pyramid levels was altered
according to both image size and the pyramid factor. In our
experiment, the number of levels was 8 for the 176121 pixel2
ROI image. Constant values of α and β were set to 5 and 0.5,
respectively, for the anisotropic diffusion ﬁltering.
We also used a spline-based interpolation scheme with a ﬁve-
point derivative ﬁlter 1/12[1 8 0 8 1] at each warping step to
compute the spatial derivatives of the image. The increased
motion that propagates from the coarser level to the next ﬁner
level was then derived between the ﬁrst image and the warped
second image. The corresponding temporal and spatial derivatives
were set to zero to handle the image boundaries. In addition, a
55 intermediate bilateral ﬁlter [27] was adopted after every
warping iteration to prevent over-smoothing across motion
boundaries. Using this ﬁlter, we reduced the inﬂuences of the
intensity-dissimilar pixels, effectively. This ﬁlter also enabled us to
regularize ﬂow computations as ﬂow discontinuities were effec-
tively distinguished. During the motion estimation procedure, all
parameters were consistently kept under the same conditions. All
image processing was performed via Matlab software (R2011b,
MathWorks Inc., Natick, MA, USA).
3. Results
The proposed method was evaluated in three different ways for
validation. First, we estimated the motion patterns for the ROI image,
and compared our results with other representative estimation
algorithms. Second, we analyzed the displacement information
acquired on the reference point where the contrast agent propagates
continuously. Third, we investigated how varying the parameters
inﬂuenced the motion estimation results to identify optimum para-
meter conditions. The displacement ﬁelds with respect to axial and
radial directions were color coded and visualized using a color map
proposed by [21] to characterize the ﬂow patterns.
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3.1. Comparison of the motion estimation results for the ROI image
We injected Sonovues contrast agent into the tissue mimicking
phantom, and estimated the motion ﬁelds to compare the ﬂow
patterns of the contrast agent. Figs. 5 and 6 depict the vector and
color ﬂow results for the ROI image between the proposed method
and the existing estimation methods.
As we can see, the existing algorithms yielded poor estimates
for contrast agent image due to its inherent limitations. Particu-
larly, they estimated motion patterns sporadically on the upper
and lower regions of the vessel where actual motion did not occur.
The previous methods also failed to properly allow motion
discontinuities, and the HS method was the worst (Figs. 5 and 6
(b)). The LK method performed better with regard to allowing
motion discontinuity; however, it was limited (Figs. 5 and 6(c)).
The TV-L1 method estimated only the small motion of the contrast
agent for all image pixels (Figs. 5 and 6(d)). Therefore, this method
missed most of the ﬂow information for the left vessel regions,
where the relatively large motion existed. On the other hand, our
method minimized estimation errors on the upper and lower
areas, and provided the distinct vessel motions (Figs. 5 and 6(e)).
The proposed algorithm not only estimated small motion of the
contrast agent, but also extracted relatively large motions success-
fully. Figs. 5 and 6(f) illustrate the superimposed motion estimates
with the velocity ﬁeld and color-coded displacement for the
ROI image.
3.2. Evaluation of the ﬂow magnitude, axial, and radial
displacements for the reference point
We computed the ﬂow magnitudes, axial, and radial displace-
ment of the reference point to evaluate the displacement ﬁelds at
a particular position. The displacement information was consis-
tently obtained from 80 frames of contrast agent ultrasound
imaging. In our experimental data, only minor displacements
appeared mostly in the radial direction until frame 27, since
microbubbles were not reached at the reference point, whereas
motion ﬂow increased gradually after frame 27. The maximum
ﬂows of contrast agent were revealed between frames 49 and 63.
Fig. 5. Vector ﬂow results for the ROI image between the existing estimation methods and the proposed method. The ﬂow results are obtained from frame 64 among a total
of 80 frames, where the clear motions exist in the entire vessel regions. (a) Input image, (b) HS method, (c) LK method, (d) TV-L1 method, (e) our method and (f)
superimposed image.
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Fig. 7(a)–(c) demonstrates the ﬂow magnitude, axial, and radial
displacements, respectively, of the reference point located in the
phantom vessel region. The traditional global (HS) and local (LK)
methods estimated large displacements before frame 27, although
the actual contrast agent motion rarely existed. The HS method
showed relatively small displacements compared to that of the LK
method until frame 27; however, reliable results were not
obtained. These aspects were altered after frame 27 when micro-
bubbles started to arrive at the reference point. Then, the LK
method produced relatively stable estimates, whereas the HS
method revealed excessively large peak values in the axial direc-
tion. Despite these tendencies, the two traditional approaches
yielded similar estimates for most of the frames after frame 27.
Particularly, both methods revealed maximum displacement
occurring in the same frame (frame 49) for the axial direction
(Fig. 7(b)). The TV-L1 method was the worst among all
approaches, as only the small contrast agent motion was detected
from all entire image frames. In contrast, the proposed method
identiﬁed reliable displacement for both the axial and radial
directions. Our method successfully extracted the reference point
ﬂow patterns that were composed of ﬁne details and large ﬂows.
Maximum displacement in the axial direction occurred at the
same frame as that of the traditional approaches. Based on these
experimental results, our approach estimated both the small and
large motion of the contrast agent most effectively.
3.3. Comparison of the motion estimation results
for the different parameter conditions
To identify the optimum parameter condition during coarse-to-
ﬁne warping framework, we compared the motion estimates
according to the different warping and iteration values. Parameter
conditions of (warping, iteration) were classiﬁed into (1, 15), (5,
35), (35, 100) and (50, 200), respectively.
Fig. 8 shows the motion estimates for the different parameter
conditions. In the condition of (1, 15), the tracking errors were
revealed on all image pixels, although the contrast agent ﬂow
patterns were approximately extracted (Figs. 8 and 9(a)). In the
condition of (35, 100), the estimation errors decreased signiﬁcantly
as the number of iterations increased, whereas the ﬂow density
Fig. 6. Color ﬂow results for the ROI image between the existing estimation methods and the proposed method. The ﬂow results are obtained from frame 64 among a total of
80 frames, where the clear motions exist in the entire vessel regions. (a) Input image, (b) HS method, (c) LK method, (d) TV-L1 method, (e) our method and (f) color-coded
displacement.
J.H. Lee, S.M. Kim / Computers in Biology and Medicine 43 (2013) 1853–18621858
Fig. 7. Flow magnitude (a), axial (b), and radial (c) displacements of a reference block for the entire image frames. The black dotted lines indicate the displacement results of
the existing approaches, while the red line shows the ﬂow results obtained from the proposed method. (a) Flow magnitude, (b) axial displacement and (c) radial
displacement. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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decreased since small motions were excluded in the estimation
procedure (Figs. 8 and 9(c)). This phenomenon deteriorated
signiﬁcantly under the condition of (50, 200) (Figs. 8 and 9(d)).
Additionally, the performance for allowing motion discontinuity
was also degraded as the parameter values increased, and a large
part of the contrast agent was excluded from the motion estimate.
On the other hand, the condition of (5, 35) not only removed the
estimation errors properly, but also estimated both the small and
large motions more effectively (Figs. 8 and 9(b)). Thus, we
conﬁrmed that condition (5, 35) showed the most reliable results
Fig. 8. Vector ﬂow results for the ROI image according to the different parameter conditions of (Warping, Iteration). (a) (1, 15), (b) (5, 35), (c) (35, 100) and (d) (50, 200).
Fig. 9. Color ﬂow results for the ROI image according to the different parameter conditions of (Warping, Iteration). (a) (1, 15), (b) (5, 35), (c) (35, 100) and (d) (50, 200).
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for estimating contrast agent motion patterns on ultrasound
images. Fig. 9 depicts the color ﬂow results for the ROI image
according to the different parameter conditions.
4. Discussion
Accurately predicting motion ﬂow of a contrast agent is one of
the most essential requirements for contrast agent-based diag-
nosis. The ideal estimation technique for tracking contrast agent
must allow for motion discontinuities, and estimate both the small
and large movements, simultaneously. Therefore, we placed prior-
ity on solving the abovementioned problems based on several
fundamental procedures.
The HS method failed to allow for motion discontinuities in the
ROI image and produced large estimation errors for all image
pixels. This was mainly due to its inherent limitation that mini-
mizes the global energy function [28]. Moreover, it was difﬁcult to
select optimum regularization parameter conditions, as the
motion estimates of the HS method can be easily inﬂuenced by
image sequence [1]. The LK method partly improved tracking
results because of its local constancy assumption [28] but tracking
errors remained, as the propagating characteristic of our data was
not compatible with the local method. Consequently, the tradi-
tional global/local approaches were not suitable for estimating the
contrast agent motion patterns on an ultrasound image. The TV-L1
method computed only small variations for all frames, as this
method is only valid for small displacement. Therefore, numerous
motion data were lost during the computational procedure. In
contrast, the proposed method improved tracking performance in
terms of noise reduction and allowance for motion discontinuities
by employing a slightly non-convex term. Using an incremental
multi-resolution framework, our method was also able to compute
not only small displacement, but large motion, at the same time.
Thus, we demonstrated the robustness of our method for estimat-
ing contrast agent motion ﬂow.
The traditional global/local methods revealed conﬂicting
results regarding displacement of the reference point. The LK
method produced unstable estimates until frame 27 as micro-
bubbles were not reached at the reference point. In contrast, the
HS method suddenly provided irregular results with excessively
large peak values when microbubbles started to arrive at the
reference point (after frame 27). These tendencies were more
noticeable in the axial direction. This is mainly due to the fact that
the HS method failed to properly handle higher homogeneity of
image intensities. The proposed method outperformed all
approaches for estimating the contrast agent motion ﬂow, which
consist of ﬁne details and large displacement. Moreover, all
estimation approaches, except for the TV-L1 method, identiﬁed
peaks in the waveforms at the same frame in the axial direction. As
a result, we found that previous methods could partly provide
reliable motion estimates for all image frames, although numerous
tracking errors still existed.
Lastly, we conﬁrmed that the warping and iteration values in
the coarse-to-ﬁne warping framework greatly inﬂuenced estima-
tion results. Estimation errors diminished when the parameter
values increased excessively, whereas small motion data were
continuously excluded in the ﬂow computation. In contrast, when
the parameter values decreased excessively, exclusions of the
small displacements were reduced, whereas the estimation errors
appeared on all image pixels. Therefore, it is essential to ﬁnd
optimum parameter conditions that control for the above state-
ments to obtain robust motion estimates for a contrast agent. In
[11] and [16], they empirically selected iteration numbers with
small values of 1 and 10 for the ultrasound image by an analysis.
Selecting the major parameters from a practical point of view
typically provides more advantages to improve estimation accu-
racy. Therefore, we selected the optimum parameter condition as
(5, 35) based on the aforementioned experimental results.
A limitation of this study is the lack of the ground truth data of
the experimental data. Previous studies modeled the arterial and
myocardial phantom sequences with a known linear displacement
via simulation approaches [1,11,29,30] for quantitative analyses.
The use of synthetic phantom is helpful, since the error estimates
for vector ﬁelds can be quantitatively assessed. However, it is not
an easy task to predict real ﬂow properties using such a simple
linear model, as the physics of blood and microbubbles are non-
linear. It is rather predicted that evaluating motion ﬁelds with a
practical point of view could provide more reliable estimates. In
this study, we assessed the ﬂow results with this point in view,
and found a better performance of our approach for estimating
contrast agent ﬂow patterns. Furthermore, we did not consider
various injection conditions of the contrast agents. Typically,
human organ contains a wide variety of vessel characteristics,
such as diameter and ﬂow rate. Therefore, it is necessary to
evaluate the motion patterns of the microbubbles according to
the different vessel and ﬂow rate conditions to provide more
convincing ﬂow results.
5. Conclusions
The results of the present study demonstrate that the proposed
method provided robust performance for estimating the motion
patterns of contrast agent from an ultrasound image. We also
selected optimum parameter conditions for tracking contrast
agent by a practical investigation. Based on our results, we found
the clinical applicability of our method for contrast agent based
ultrasonographic diagnosis. In a future study, we will focus on
additional experiments with clinical ultrasound datasets to
improve estimate performance. Particularly, we will evaluate
microvascular ﬂow patterns of microbubbles from liver diseases,
such as hepato cellular carcinoma and focal nodular hyperplasia,
according to the different injection phases of contrast agents.
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