Abstract. We present a 2D parallel implementation of the modified Cahn-Hilliard equation for the simulation of a biofilm in an aqueous enviroment. Biofilms are attached microbial communities made of many different components and can have both positive and negative effects. They can be used for bioremediation but also are the cause of the majority of chronic infections. It is for these reasons that we study them. Due to their composition being mostly water we choose to model them as an incompressible fluid. We used a visco-elastic phase separation model based on the modified Cahn-Hilliard equation and the Flory-Huggins energy density. We present results of a simulation showing detachment of a biofilm protrusion from a base layer of biofilm due to the flow over the biofilm. The parallelization was accomplished using PETSc (Portable, Extensible Toolkit for Scientific Computing), specifically the DMDA abstraction layer within PETSc. DMDA provides a useful interface for the solution of linear systems arising from structured grid discretizations. We evaluate the parallel performance of the implementation with a strong scaling test and calculate the speedup for various mesh sizes.
1. Introduction. Biofilms are found throughout the world. They are common in both nature and in man made enviroments. Biofilms are a collection of microorganisms that adhere to a surface through a self-produced extracellular polymeric substance (EPS). This is a sticky, slimy stubstance that holds the biofilm in place. Biofilms cause massive losses around the world. They cost the U.S. alone billions of dollars every year. Biofilms contaminate food, water, and industrial equipment. They are also estimated to be the leading cause of chronic infections in the world [6] . Biofilms are not all bad though. They play a role in bioremediation, they are a safer, less toxic way to mine certain hard to obtain minerals, and they can be used as sealants through biomineralization [20, 11, 19] .
Due to widespread nature of biofilms, the massive monetary losses caused by them, and the potential benefits from using them the last three decades have seen an increased desire to study them [15, 14, 13, 17] . There are models that are discrete where the biofilm is modeled using a cellular automaton approach [12] and there are models that are continuum based [1] . There are also models that are a combination of the two, where the cellular automaton approach is used for the biofilm and the continuum model is used for the nutrient substrate [16] .
There are many more aspects of a model besides just discrete or continuum based. There are single fluid and multifluid models [5, 22] . There are models with multiple compenents to the fluid [22] . Varying the number of species of organisms in the biofilm can produce different results [1] . Biofilms have been treated as both elastic and viscoelastic fluids depending on the time scale used [22] . Experimental results support the use of a visco-elastic fluid model [10] .
High fidelity simulation of biofilms is numerically challenging and computationally expensive. In addition to traditional concerns from computational fluid dynamics such as ensuring a divergence free velocity field and coupling the pressure and velocity, the Cahn-Hilliard equation introduces a nonlinear, fourth order equation coupled to the momentum equation. This necessitates a larger stencil and more interprocessor communication. The discretized equations result in several sparse matrix systems of the form Ax = b. Direct solution of these systems is often intractable due to their large size, so parallel iterative methods are pursued instead. For the parallelization, we use the Portable, Extensible Toolkit for Scientific Computation (PETSc) [2, 3] to decompose the computational domain and iteratively solve the resulting linear systems. In particular, the DMDA abstraction layer in PETSc is used as an efficient interface for mapping the computational domain to the matrix. There has been previous work done using parallel computational methods and variations of the CahnHilliard equation. One of these include work done by Zheng, Yang, Cai, and Keyes [23] . Their model differs in that they use the Cahn-Hilliard-Cook equation instead which has an additional term to model noise, in this case thermal fluctuations, in the system. This paper is organized as follows. We review the mathematical models developed by Zhang et al [22, 21] in section 2 and section 3. The parallel implementation and numerical results are described in section 4 and section 5, and the conclusions follow in section 6.
2. Mathematical Model. We follow the one-fluid two-compenent model developed in [22, 21] . We define the following variables. Let the average velocity be v, the pressure be p, the volume fraction of the polymer be φ n , the volume fraction of the solvent be φ s , and c be the nutrient concentration.
2.1. Momentum Transport and Continuity. We assume incompressible flow which results in the following continuity equations for momentum transport
where the density is a volume fraction averaged density ρ = φ n ρ n +φ s ρ s with ρ n being the density of the polymer network, ρ s is the density of solvent, τ n is the extra stress tensor for the network, τ s is the extra stress tensor for the solvent, k is the Boltzman constant, T is the temperature, and γ 1 measures the strength of the conformation entropy. We use a volume fraction averaged velocity field v = φ n v n + φ s v s . We use a phase separation energy functional instead of the extended Flory-Huggin's mixing free energy density for ease of use
where γ 2 is the strength of the bulk free energy from the Flory-Huggin's free energy density. The incompressible condition also implies that 
where λ is the mobility parameter and the network production rate is given by
where is a scaling constant, µ is maximum production rate, and K c is the halfsturation constant. The Cahn-Hilliard equation has a polymer network volume fraction dependent mobility. We chose to use this equation as opposed to the standard Cahn-Hilliard equation as it has been shown that the modified Cahn-Hilliard equation is more appropriate to use when modeling the transport of the polymer network especially with production of polymer included [22] .
Nutrient Transport Equations.
We use the nutrient transport equation
where c is the nutrient concentration, D s is the diffusion coefficient for the nutrient substrate, and the nutrient consumption rate is given by
with A being a constant.
Constitutive Equations.
The constituive equations are as follows
where η n and η s are the viscosities of the polymer network and solvent. The rate of strain tensor, D, is given by
The velocities v n and v s have two parts to them. The first part is the convection due to the average velocity v. For v n the second part is an excessive flux due to the mixing of the polymer network and solvent. The polymer network excessive flux is defined as proportional to the gradient of the variation of the free energy.
The excessive flux for the solvent is due to the spatial inhomogeneity of the mixture and is defined as [22] .
We define v n and v s as follows (2.12)
For the cases where shear flow is present at the top boundary we use periodic boundary conditions in the x direction and the following boundary conditions in the y direction.
3. Nondimensionalization. The system of equations will be nondimensionalized using a characteristic time-scale, t 0 , and length-scale, h. The values are specified in a table below in the results section. The nondimensionalized variables are as follows:
with c 0 being a characteristic substrate concentration. Using these variables the following nondimensional parameters are found [22] 
where ρ 0 is the averaged density; Re s,n,p are the Reynolds numbers for the solvent and the polymer network. The Λ, Γ 1,2 , D s , and µ are the dimensionless versions of the same named dimensional parameters. The Deborah number, Λ 1 , is a number that is used to characterize the fluidity of materials [18] . In this case it is used in the dimensionless version of the differential equation to solve for τ n from equation (2.8).
For simplicity we drop the and the dimensionless equations are then
4. Numerical Methods. Looking to equation 3.3 as a starting point we first discuss the continuity and momentum transport equations. We solve the momentum transport and continuity equations using a velocity corrected projection method. The projection method first proposed by Alexandre Chorin in 1967 works equally well for both 3D and 2D [4] . This method decouples the equations so they are easier to solve. It only requires solving two decoupled equations for pressure and velocity which makes it efficient for numerical simulations [7] .
The projection method proposed by Chorin uses the incompressible Navier-Stokes equation as a starting point. Our momentum equation needs to be re-formulated in order to fit this method. Let
where D is as defined in equation 2.9 and Re a is the volume fraction averaged Reynolds number. This then gives rise to the momentum transport equation as
Using the projection method we can solve for v using the following process. If we ignore the pressure in equation 4.2 we can solve the following boundary value problem for u n+1 .
This will result in a velocity, u n+1 , that is not divergence free. Next we solve for the pressure at the next time step so that we can use that to correct the velocity. We solve the following Poisson equation with Neumann boundary condition for the pressure.
With this updated pressure we update the velocity to enforce the divergence free condition using equation 4.5.
We used central differences for the spatial discretization to ensure second order accuracy. In order to get second order accuracy in time we use Crank-Nicholson and extrapolation for the non-linear terms in R and f . We used a structured grid with uniform mesh size in both space and time. The time step size is denoted using ∆t and the spatial step sizes are denoted as ∆x and ∆y. The computational domain Ω = [0, 1] × [0, 1] is divided using nodes located at (x i , y j ) = (i∆x, j∆y) with i = 0, 1, ...N x and j = 0, 1, ..., N y . At the node points (n∆t, i∆x, j∆y) we denote the solutions using a superscript for time and subscripts for space. For the network volume fraction we use φ n n,i,j and for the nutrient concentration we use c n i,j . For the cases covered in the results section 5 we use the boundary condition v · n y=0,1 = 0. This results in the boundary conditions for φ n and c in equation 2.13 becoming (4.6) ∇c · n y=0,1 = 0, ∇φ n · n y=0,1 = 0, ∇ δf δφ n · n y=0,1 = 0.
This would represent a zero flux of these quantities through the corresponding surface. These boundary conditions result in the discrete boundary conditions given by the following equations. 4.1. Parallel Implementation. Discretization of system 3.3 results in a sequence of linear algebraic systems. For high fidelity simulations, numerical solution of these systems is intractable without the use of parallel computing. We use PETSc and MPI (the Message Passing Interface) to parallelize the data structures and iteratively solve the linear systems. This is accomplished through the Data Management for Distributed Arrays (DMDA) object in PETSc. DMDA provides functionality to decompose the computational domain, map domain indices to matrix indices for efficient matrix construction, and can simplify the implementation of boundary conditions. In conjunction with PETSc, MPI is used to communicate ghost points between processors. In short, we use PETSc to handle the domain-to-matrix mapping and matrix computation, while MPI is used to communicate multi-dimensional array data. This approach combines the efficient, scalable numerical methods in PETSc with the flexibility and control of parallel communication with MPI.
To provide a concrete example of how we use PETSc, DMDA, and MPI, consider a computational domain of Nx=4 by Ny=4 nodes. PETSc's DMDA object must be provided the number of nodal points in each direction, the stencil type and width, and the boundary conditions in each direction. Given this information, PETSc determines an efficient way of partitioning the mesh among processors. The DMDA object is initialized using DMDACreate2D(). The details of the resulting decomposition will depend on the number of nodes and number of processors in use. For a two processor case, DMDA might decompose the domain as follows: One of the more useful features of DMDA is the ability to associate matrices and vectors with the domain decomposition. A matrix A, solution vector x and right-hand side vector b can be associated with the da object created in Listing 1. Normally, the user must manually decompose and parallelize the computational domain and then paralellize matrices and vectors in a manner that is conformal with the domain parallelization. In Listing 2, this process is handled automatically. Furthermore, when constructing the matrix it is usually necessary to carefully map the domain indices to matrix rows and columns. PETSc offers the MatStencil data structure as way to automatically compute these index transformations. For example, at node a (i,j) in the interior of the domain, a matrix row corresponding to the discrete 2D Laplacian could be entered as follows: . j = j ; col [1] . i = i -1; col [1] . j = j ; col [2] . i = i +1; col [2] . j = j ; col [3] . i = i ; col [3] . j = j -1; col [4] . i = i ; col [4] . j = j +1; // set the matrix values and entries M at S et V a lu e sS t e nc i l (A ,1 ,& row ,5 , col , vals , INSERT_VALUES );
Because matrix A was associated with the DMDA object da at initialization, PETSc is able to map the node indices (i,j) to the corresponding matrix rows and columns. In addition, boundary conditions are more easily implemented using DMDA. For periodic boundary conditions, DMDA maps indices that are too large or small to the other edge of the domain. If, for example, i-1=-1 in Listing 3, then DMDA would map this entry to the matrix column corresponding to i=nx-1.
To solve the system Ax = b in PETSc, we use the built in Krylov Subspace projection (KSP) methods with a preconditioner (PC). In this case, GMRES with a Jacobi preconditioner are used, but in the future we will implement user-defined preconditioners based on domain decomposition ideas. The PETSc ksp and pc objects are initialized independently of the DMDA object.
Listing 4
Creating PETSc KSP and PC objects. We evaluated the parallel performance of this implementation with a strong scaling test. The scaling and speedup relative to the single processor case are shown below for a test problem on a 256x256 and 512x512 grid. For the 256x256 grid, good scaling is seen up to 3 nodes, when parallel communication costs begin to degrade the performance. On the other hand, the 512x512 case has a better computation to communication ratio, and as such it scales nearly ideally out to 8 nodes. 5. Numerical Results. We simulated the evolution of the biofilm in a variety of settings. For the result presented here we used periodic boundary conditions in the x direction to be able to view downstream effects. We used the dimensionless parameter values below for all cases unless otherwise noted. A table of all the dimensional parameters is included below. M number of spatial intervals 256 5.1. 2D Fluid Flow with Biofilm Protrusions.. We first look at a case to test the parallel code and compare it against previous results in the serial code. In this case we start with a pair of mushroom shaped protrusions of biofilm away from the base. There is a smaller concentration of biofilm in the neck region of the protrusion when compared to the top. For this simulation we used periodic boundary conditions at the left and right boundaries and no flux of the polymer network at the top and bottom. We also applied a shear velocity at the top of the domain
As can be seen in figure 5 the mushroom shaped regions are first deformed by the fluid flow. Both regions undergo a stretching as well as a thining. This is easier to see by comparing the large circular region at the top of the first protrusion across different timesteps. Eventually the mushroom shaped regions break away from the base. While this simulation is different from previous work it does exhibit the expected end behavior of shedding a region of biofilm that is connected through a thin neck to the bulk biofilm as described in [21] . 6. Conclusion and Future Work. We presented both the numerical methods used as well as the results of those methods. The parallel implementation scales nearly ideally out to 8 nodes, and further scaling is expected for larger meshes. The simulations exhibit the expected behavior long term. The protrusion of biofilm is connected by a thin neck to the bulk biofilm and eventually breaks away. The pieces that have broken off then merge together into a single mass of biofilm and continue to move with the fluid flow present. Work is currently underway on the combined NavierStokes-Cahn-Hilliard 3D model and a more generalized 2D model that will allow us to simulate more realistic geometries and flow fields. We have also investigated implementing preconditioners based on domain decomposition methods [8, 9, 23] in order to design an efficient parallel simulation procedure.
