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Concetti di statistica 
inferenziale
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Dalla precedente lezione:
• Esistono diverse tipologie di variabili
• Ogni variabile ha la sua distribuzione di 
probabilità
• Indici di tendenza centrale
• Indici di dispersione
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DISTRIBUZIONE DI 
PROBABILITA’
• E’ la descrizione (grafica, tabulare o 
analitica) delle PROBABILITA’ che 
competono ai diversi valori di una 
variabile
• (per le variabili continue si considera la 
probabilità che il risultato sia compreso in 
un certo intervallo)
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Distribuzione Normale
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Scopi della Statistica Inferenziale
• Non si limita a descrivere un fenomeno, ma 
punta a fornire una PROVA 
SPERIMENTALE di un’idea.
• Estende i risultati ottenuti nel campione 
all’intera popolazione da cui il campione è
stato estratto
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Il Campione
• Qual è la popolazione di riferimento?
• Che caratteristiche deve avere un campione 
per essere rappresentativo? 
• Attenzione ai bias di selezione
• La randomizzazione
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I parametri sperimentali 
(CAMPIONE in studio)
⇓
stima dei valori veri
(POPOLAZIONE globale)
11/24/2017 9
La stima
• L’indeterminazione della misura genera 
l’errore
• Il valore misurato difficilmente 
corrisponderà al valore vero
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La stima
• Giudicare l’ affidabilità dei 
parametri stimati:  fissare i limiti
entro cui possiamo ragionevolmente  
aspettarci fluttuazioni casuali
• Costruire un intervallo di confidenza
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INTERVALLO DI 
CONFIDENZA 
• E’ l’intervallo di valori attorno al valore stimato, 
al di fuori del quale è molto improbabile (5% o 
1% di probabilità) che cada il valore “vero” di cui 
tentiamo una stima
• L’intervallo di confidenza è l’intervallo che ha 
una probabilità del 95% (o del 99%) di contenere 
il valore vero.
• Il valore di probabilità scelto dipende dal rischio 
di errore che siamo disposti ad accettare.
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Intervallo di confidenza
• Tanto più ampio quanto maggiore è la 
variabilità dei dati
• Tanto più stretto quanto maggiore è la 
numerosità dei dati
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Intervalli di confidenza 
nel quotidiano:
L’amico non arriva all’appuntamento.  
E’ successo qualcosa, o è un semplice 
ritardo ?
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Variabilità casuale
• E’ un problema che affligge ogni 
parametro sperimentale
• Non è completamente eliminabile, 
ma si può ridurre in ogni fase dello 
studio (progettazione, misurazione, 
analisi)
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Origine della variabilità :
• IMPRECISIONE dello strumento di misura 
• ETEROGENEITA’ naturale dei soggetti 
partecipanti all’esperimento (variano anche 
le misure ripetute sullo stesso soggetto)
• Tutti quei fattori indeterminati (e 
indeterminabili) il cui effetto complessivo è
definito “CASO”
11/24/2017 16
VALORE VERO=VALORE 
MISURATO+EFFETTO DEL 
CASO
• Il TEST STATISTICO quantifica la 
variabilità che ci si può attendere per effetto 
della semplice oscillazione casuale, 
• “depura” i dati sperimentali dall’effetto del 
caso
• mi permette di fare INFERENZA
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• Es. Confronto un trattamento vs. placebo 
per la cura dell’ipertensione.
• Riscontro una differenza fra i due gruppi di 
pazienti.
• La differenza che ho riscontrato è
significativa? Faccio un Test statistico
il test statistico 
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Significatività statistica
• Un test statistico significativo indica che le 
differenze trovate sperimentalmente nel mio 
campione non sono attribuibili al caso, 
quindi sono imputabili alle diverse 
condizioni sperimentali.
Es. Il trattamento ha effetto sugli ipertesi.
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Risultato significativo:
• Non è attribuibile al caso,  o meglio
• E’ scarsamente probabile che sia dovuto al 
caso
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P value
• Il test, sulla base di una distribuzione di 
probabilità, ci fornisce un valore di p
• P value: è la probabilità che i risultati siano effetto 
del caso
• Si fissa una soglia (di solito 0,05) al di sotto della 
quale  l’ ipotesi della pura casualità è ritenuta 
troppo improbabile
• Test significativo se p<0,05.
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Test statistici nel quotidiano
Una donna  ha partorito 10 figli.
Quanto è probabile che tutti quanti 
siano maschi?
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Distribuzione binomiale
probabilità
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Test statistici nel quotidiano
Lancio 10 volte la moneta. Se ottengo 
dieci volte testa, la probabilità che la 
moneta non sia truccata (risultato 
casuale) è inferiore allo 0,05. 
11/24/2017 24
Niente è più prevedibile del caso!
(grazie alle distribuzioni di 
probabilità)
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Quale TEST?
• Il tipo di test utilizzato dipende dalle 
caratteristiche delle variabili in studio e 
dalla loro distribuzione
• Test parametrici (presuppongono che la 
variabile in studio si distribuisca 
normalmente)
• Test non parametrici (nessuna assunzione)
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Quali sono le VARIABILI in 
studio?
• DIPENDENTE (o MISURA)
• INDIPENDENTE (o FATTORE)
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Quesito del ricercatore:
• Alla variazione delle condizioni 
sperimentali (variabile 
INDIPENDENTE) , corrisponde una 
variazione del parametro in 
osservazione (variabile
DIPENDENTE)?
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Entrambe le variabili qualitative 
• Esempi:…
• Cosa posso indagare?
• Test sulle proporzioni 
• Test del chi quadro
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maschi femmine
malati 5 5 10
sani 45 45 90
50 50 100
maschi femmine
malati 1 9 10
sani 49 41 90
50 50 100
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Test del chi quadro
• Studia l’associazione tra due variabili 
qualitative o categoriche.
• Per effetto del caso, le frequenze interne 
possono discostarsi da quanto previsto (in 
base ai totali di riga e colonna)
• Ma fino ad un certo punto…
• Distribuzione del chi quadro
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Entrambe le variabili quantitative
• Esempi:…
• Cosa posso indagare?
• Regressione lineare semplice 
• Test di correlazione non parametrica 
(quando non so se le variabili si 
distribuiscono normalmente)
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LA CORRELAZIONE LINEARE
La correlazione indica la tendenza che hanno due 
variabili quantitative (X e Y) a variare insieme.
La relazione è di tipo lineare se, rappresentata su 
assi cartesiane, si avvicina alla forma di una retta
La relazione è di tipo non lineare, se rappresentata 
su assi cartesiane, ha un andamento curvilineo 
(parabola o iperbole)
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LA CORRELAZIONE LINEARE
• La direzione può essere: positiva, se 
all’aumentare di una variabile aumenta anche 
l’altra. Negativa se all’aumentare di una variabile 
diminuisce l’altra.
• L’entità si riferisce alla forza della relazione 
esistente tra due variabili. Quanto più i punteggi 
sono raggruppati attorno ad una retta, tanto più
forte è la relazione tra due variabili. Se i punteggi 
sono dispersi in maniera uniforme invece tra le 
due variabili non esiste alcuna relazione
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IL COEFFICIENTE DI 
CORRELAZIONE
• Per  esprimere la relazione esistente tra due 
variabili, intermini entità e direzione, si 
utilizza il coefficiente di correlazione (r di 
Pearson) .Tale coefficiente è standardizzato 
e può assumere valori che vanno da –1.00
(correlazione perfetta negativa) e +1.00
(correlazione perfetta positiva). 
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IL COEFFICIENTE DI 
CORRELAZIONE
• Una correlazione uguale a 0 indica che tra 
le due variabili non vi è alcuna relazione.
• La correlazione non include il concetto di 
causa-effetto, ma solo quello di rapporto tra 
variabili. La correlazione ci permette di 
affermare che tra due variabili c’è una 
relazione sistematica, ma non che una è
causa dell’altra.
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Variabile dipendente quantitativa e 
variabile indipendente qualitativa
• Esempi:…
• Cosa posso indagare?
• Confronto di medie (2 gruppi:T-test; più di 
due gruppi: ANOVA)
• Test dei ranghi, non parametrici (quando 
non so se la variabile si distribuisce 
normalmente) 
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Confronto fra due medie
• La differenza osservata fra le medie (es.)  in 
due diversi gruppi è da ritenersi rilevante se 
è superiore alla oscillazione che mi 
aspetterei per  il semplice effetto del caso
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1) Intervallo di confidenza di una 
differenza
• Posso costruire attorno alla differenza stimata
un INTERVALLO DI CONFIDENZA 
• Il valore vero della differenza fra le medie dei  
gruppi sarà , con una probabilità del 95% , 
all’interno dell’intervallo costruito 
• Se l’intervallo non contiene il valore 0, è
altamente improbabile che la differenza reale sia 
0, dunque i gruppi differiscono realmente.
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2) Intervallo di non falsificazione
• E’ il metodo usato nei test statistici
• Attraverso l’opportuna distribuzione di 
probabilità, delimito un intervallo di valori 
attorno allo 0 (ipotesi che non ci sia alcuna 
differenza, ipotesi nulla) 
• INTERVALLO DI NON FALSIFICAZIONE: è
l’intervallo al di fuori del quale è estremamente 
improbabile ottenere un risultato sperimentale, se 
è vera l’ipotesi nulla
11/24/2017 41
Cos’è l’IPOTESI NULLA
• E’ complementare rispetto l’ipotesi di partenza e 
ne afferma il contrario (es. non esiste differenza 
fra le medie).
• Si afferma un’idea generale dimostrando 
inaccettabile l’idea opposta
• Il test statistico  è significativo quando risulta 
estremamente improbabile l’ipotesi nulla
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Falsificazione dell’ipotesi nulla
• Se il dato sperimentale cade al di fuori 
dell’intervallo
• è estremamente improbabile che sia vera 
l’ipotesi nulla, la consideriamo falsa con un 
rischio d’errore che corrisponde al livello di 
significatività prescelta.
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LA VERIFICA D’IPOTESI
Idea generale
⇓
ipotesi nulla (H0)
⇓
scelta di un campione casuale rappresentativo
⇓
raccolta di dati sperimentali
⇓
test statistico  
⇓
falsificazione dell’ipotesi nulla
⇓
conferma dell’idea generale
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Errori
ERRORE del II tipo
β
correttoNon respingo Ho
correttoERRORE del I
tipo
α
Respingo Ho
Ho falsaHo vera
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Errori giudiziari
• Veri colpevoli
• Falsi colpevoli
• Veri innocenti
• Falsi innocenti
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α =significatività
• Rappresenta il grado di probabilità che 
l’ipotesi nulla sia vera, è la probabilità di 
commettere un errore nel respingerla. E’
detta anche errore di I tipo o α.
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β
• L’errore del II tipo o β è la probabilità di 
non respingere l’ipotesi nulla quando questa 
è falsa.
• Scegliere un valore molto piccolo di alfa 
comporta il rischio di non respingere Ho 
quando è falsa, errore β.
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0
Ho: µ =0
H1: µ =10
SIGNIFICATIVITÀ E POTENZA DEL TEST
1- α
α/2 α/2
1- β
β
A parità di n (numerosità
campionaria) se diminuisco la 
probabilità dell’errore di I 
specie (α) aumento la 
probabilità dell’errore di II 
specie (β). Diminuisce la 
potenza del test (1-β). 
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La Potenza di un test 
• Corrisponde a 1- β
• E’ la probabilità di respingere Ho quando è
falsa.
• E’ determinata da:
 • numerosità del campione
 • variabilità casuale dei dati
 • minima differenza realmente esistente 
 • livello di significatività scelto
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La Potenza di un test
• Un esperimento non sufficientemente 
potente è uno strumento di misura 
inadeguato a mettere in evidenza delle 
differenze che pure esistono realmente
• IMPORTANTE!!!
Non falsificare l’ipotesi nulla non 
significa respingere l’ipotesi di partenza, 
non essendo noi in grado di definire il 
motivo per cui il tentativo è fallito
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Dimensione campionaria
È il fattore che maggiormente influenza la potenza del test
⇓
È importante calcolare la numerosità appropriata allo 
studio A PRIORI (in fase di progettazione)
Se N è adeguato siamo  ragionevolmente “sicuri”:
1) di evidenziare una differenza se c’è
2) (che la differenza non c’è se non evidenziata dal nostro 
trial)
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La significatività statistica
• Dimostra la presenza di una differenza, 
NON la sua entità
• NON  significa rilevanza conoscitiva
• NON  permette di stabilire alcun 
rapporto causale
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Il test statistico 
• Nel test statistico si parte dal presupposto che                
• l’IPOTESI NULLA è VERA
• solo per effetto della variazione casuale non si 
ottiene esattamente il valore previsto da Ho ma 
un valore prossimo ad esso.
• quando la probabilità che l’ipotesi nulla sia 
vera  scende sotto un certo livello di 
significatività, possiamo considerare l’ipotesi 
nulla falsa e conseguentemente dimostrata 
l’idea di partenza.
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Test statistico
• A DUE CODE: si vuole dimostrare che 
Ho è falsa in entrambe le direzioni (code 
della distribuzione)
• AD UNA CODA: si assume che Ho è
falsa in un’unica direzione
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CONFRONTO FRA LE MEDIE 
DI DUE GRUPPI: t test
Ho: le due medie sono uguali.                                   
La differenza ha una distribuzione t (normale se le 
varianze sono note) centrata sullo 0.
Il parametro t è calcolato 
t=   differenza   fra  le   medie  dei  due   gruppi
variabilità stimata all’interno dei gruppi / 
numero di  soggetti dei gruppi∗
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t-test
• Il parametro per falsificare Ho (t) non dipende solo 
dalla DIFFERENZA FRA LE MEDIE, ma presenta 
al denominatore la VARIANZA/ N° SOGGETTI 
CAMPIONE. 
• La varianza dei soggetti all’interno di ciascun 
gruppo è misura della variabilità casuale e divisa 
per il numero dei soggetti, diventa misura della 
variabilità casuale delle medie
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CONFRONTO FRA PIU’
GRUPPI: 
L’ANOVA
• Quando i gruppi sono più di due non è più
utilizzabile il t-test
• L’ ANALISI DELLA VARIANZA 
(ANOVA) serve per testare se le medie dei 
gruppi sono globalmente differenti fra loro. 
• Risponde al quesito: il fattore di 
classificazione in gruppi incide sul valore della 
variabile dipendente?
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L’ANOVA
• Ho: le medie sono fra loro uguali; la variabile 
misurata non dipende dal fattore in studio.        
La variabilità fra gruppi è dello stesso ordine di 
grandezza della variabilità casuale.
• Il rapporto fra queste due fonti di variabilità è il 
parametro F :
•
• F=    Variabilità FRA i gruppi
• Variabilità DENTRO ai gruppi
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TEST NON PARAMETRICI
• Si utilizzano quando le variabili:
• 1) non sono quantitative
• 2) non è rispettano le assunzioni di normalità
• Non utilizzano i parametri della distribuzione 
gaussiana, non calcolano medie e varianze, ma 
trattano i dati come qualitativi
• Sono meno potenti, ma più sicuri riguardo le 
condizioni di applicabilità
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TEST NON PARAMETRICI
• Test dei ranghi: Wilcoxon- Mann-
Whitney,  Kruskal Wallis: confronto di due 
o più gruppi
• Test del segno: confronto di misure ripetute 
• Test del X2 : confronta frequenze di 
variabili qualitative.  Misura 
l’associazione fra 2 variabili.
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Come scegliere il test piu’ adatto per la verifica di ipotesi
Correlazione dei 
ranghi (test di 
Spearman)
Test di FriedmanTest di WilcoxonTest di Kruskal-
Wallis
Test per la 
somma dei ranghi 
di Mann-Whitney
Ordinale
Coefficiente di 
contingenza (Test 
K di Kendall)
Test Q di 
Cochrane
Test di McNemarChi quadroChi quadroNominale
Correlazione di 
Pearson e 
regressione lineare
ANOVA per misure 
ripetute
Paired t testANOVAT-test di StudentIntervallare 
(“normale”)
Associazione fra 
2 variabili
Piu’ tempi 
negli stessi 
sogg.
Prima e dopo 
con gli stessi 
sogg.
>2 gruppi con 
sogg. diversi
Due gruppi con 
sogg. diversi
Scala di misura
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Analisi multivariata
L’analisi Bivariata verifica la presenza di una 
relazione tra le variabili prese due a due.
Le relazioni tra una variabile e l’altra sono di solito 
rese più incerte e complesse (“spurie”) dalla 
presenza di numerose altre variabili variamente 
legate alle due prese in esame 
L’analisi multivariata analizza le reciproche 
influenze tra le variabili con lo scopo di 
individuare le variabili più influenti e quindi di 
semplificare  i risultati, depurandoli dal “rumore di 
sfondo” prodotto dalle variabili statisticamente 
meno importanti.
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Utilità di un modello 
prognostico multivariato
• Verifica che l’associazione fra 
fattore di rischio e outcome si 
mantenga anche dopo aver tenuto 
conto delle altre caratteristiche 
del paziente
• Fornisce un indice prognostico 
utile a classificare i pazienti in 
categorie di rischio
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Outcome binario ( 1=evento; 0=non evento): 
variabile dipendente
Si vuole prevedere la presenza o l'assenza di 
un evento in base ai valori di un insieme di 
variabili indipendenti
Studi caso-contollo
La Regressione Logistica
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Esempio
Si vuole studiare se le  caratteristiche relative allo 
stile di vita (stato di fumatore, la dieta, l'esercizio, 
l'uso di alcolici) rappresentano fattori di rischio per le 
malattie cardiovascolari (CHD)
Utilizzando  le informazioni raccolte su un campione 
di pazienti  riguardo alle quattro variabili dello stile di 
vita e allo stato di malattia cardiovascolare (CHD), è
possibile  costruire un modello per ottenere le stime 
degli OR per ogni fattore.
Es.quante probabilità in più hanno i fumatori di 
sviluppare malattie CHD rispetto ai non fumatori?
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Regressione Logistica
• ODD:  probabilità di evento
probabilità di non evento 
Il logaritmo dell’ODD è detto LOGIT, da cui 
modello logistico
L’associazione tra il LOGIT e le variabili 
esplicative è lineare
11/24/2017 67
Modello di regressione 
logistica
Per ogni variabile indipendente vengono stimati 
dei coefficienti di regressione 
Ln odd= α + βx1  + βx2 + βx3
I coefficenti si traducono in OR relativi ad 
ogni singola variabile a parità di tutte le altre
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ODDS RATIO
• OR: odd di evento nei pazienti CON il fattore di rischio
odd di evento nei pazienti SENZA il fattore di rischio
• (Per eventi rari OR rappresenta un’approssimazione del 
rischio relativo)
• Risponde alla domanda: di quanto moltiplico il rischio 
(espresso come odd) quando aumento di 1 unità il valore 
della mia variabile?
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Interpretazione di OR
• OR>1 corrisponde ad un aumento del 
rischio
• OR<1 corrisponde ad un rischio ridotto 
(effetto protettivo)
• Ho: assenza di effetto OR=1
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Intervallo di confidenza di OR al 95%
• Permette di capire con quanta precisione è
stato stimato l’OR
• Valuta l’entità minima dell’effetto (limite 
inferiore per i fattori di rischio;  superiore 
per fattori protettivi)
• Permette di valutare la significatività di 
OR (valore 1 non compreso 
nell’intervallo)
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Esempi di OR
• Età (in anni): OR 1,04 (1 -1,08)
• Sesso (femmine 0 maschi 1): OR 3,2 (2,1- 4,5)
• Classe funzionale (0 , I, II)
• Classe I: OR 1,4 (1,1-1,6) vs classe 0
• Classe II:  OR 2,9  (2,1-3,5) vs classe 0
Sempre a parità di tutte le altre variabili
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Il modello logistico
• Includere nel modello età, sesso, fattori di 
rischio già noti in letteratura
• Studio delle interazioni (l’effetto di una 
variabile non è lo stesso nelle categorie di una 
seconda)
• Evitare variabili correlate fra loro
• Non eccedere nel numero delle variabili (1:10 
casi)
• Se manca un dato relativo ad una variabile, il 
caso viene eliminato (perdita di potenza)
