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Abstract
For a spectrally positive strictly stable process with index in (1, 2), the paper obtains i) the
density of the time when the process makes first exit from an interval by hitting the interval’s
lower end point before jumping over its upper end point, and ii) the joint distribution of the
time, the undershoot, and the jump of the process when it makes first exit the other way
around. For i), the density of the time of first exit is expressed as an infinite sum of functions,
each the product of a polynomial and an exponential function, with all coefficients determined
by the roots of a Mittag-Leffler function. For ii), conditional on the undershoot, the time and
the jump of first exit are independent, and the marginal conditional densities of the time has
similar features as i).
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Mittag-Leffler
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1 Introduction
The so-called exit problems, which concern the random event that a stochastic process gets out of
a set for the first time, occupy a prominent place in the study of Le´vy processes. For spectrally
positive Le´vy processes, years of intensive research have revealed many remarkable facts about first
exit from a bounded closed interval [2, 8, 9]. An essential tool for many of the results is the scale
function. Since the function can be analytically extended to C ([9], Lemma 8.3), it is amenable to
treatments by complex analysis. By combining the scale function and residual calculus, this paper
obtains series expressions of the distribution of first exit of a spectrally positive strictly stable
process with index in (1, 2).
Henceforth, without loss of generality, let X be a Le´vy process with
E[e−qXt ] = etq
α
, t > 0, q > 0, α ∈ (1, 2). (1)
Given b, c ∈ (0,∞), first exit by X from interval [−b, c] consists of two possibilities: either the
process makes a continuous downward passage of −b before it makes an upward jump across c or
the other way around. The probability of each possibility is well-known (cf. [2], Theorem VII.8).
Meanwhile, the scale functions of the first exit have been known [9]. On the other hand, not much
is known about the explicit joint probability density function (p.d.f.) for the first exit.
In [6], by using Laplace transform, the distribution of first upward passage of a fixed level by X
is obtained. It turns out that the method used there can be extended to first exit from an interval.
Section 2 considers the time of first exit from [−b, c] at −b. It will be shown that the probability
density function (p.d.f.) of the time has an expression in terms of the residuals of a certain function
at the roots of a Mittag-Leffler function, and as a result, is of the form f(t) =
∑
ς pς(t)e
tς , where
1Research partially supported by NSF Grant DMS 1720218.
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the sum runs over the roots and for each root ς, pς(t) is a polynomial in t whose coefficients are
determined by ς and several Mittag-Leffler functions. For all but a finite number of ς, pς(t) is
of order 0. The result provides a connection to some known results on first exit of a standard
Brownian motion. It also highlights the importance of gaining more information on the roots of
Mittag-Leffler functions [13]. Section 3 considers the joint distribution of the time, the undershoot,
and the jump of X when its first exit from [−b, c] occurs at c. It will be shown that conditional on
the undershoot, the time and the jump are independent. This allows the joint distribution to be
factorized into the marginal p.d.f. of the undershoot, and the marginal conditional p.d.f.’s of the
time and the jump, respectively. The expression of the marginal conditional p.d.f. of the time has
similar features as the one of first exit at the lower end. This is in contrast to the power series
expression of the time of first upward passage of c [1, 6, 12, 16], even though the first passage can
be regarded as the limit of first exit from [−b, c] as b → ∞. In both sections, the asymptotics of
the time of first exit as t→ 0 or ∞ are also considered.
The rest of the section fixes notation and collects some background information for later use.
Integral transforms. For f ∈ L1(R), denote its Laplace transform and Fourier transform,
respectively, by
f˜(z) =
∫
e−tzf(t) dt and f̂(θ) = f˜(−iθ), θ ∈ R.
The domain of f˜ is {z ∈ C : e−tzf(t) ∈ L1(dt)}. Similarly, for a finite measure µ on R, denote its
Laplace transform and Fourier transform, respectively, by
µ˜(z) =
∫
e−tzµ(dt) and µ̂(θ) = µ˜(−iθ), θ ∈ R.
The domain of µ˜ is {z ∈ C : e−tz ∈ L1(dt)}.
Let z0 ∈ C. Denote Ur(z0) = {z ∈ C : |z − z0| < r}. If function g is analytic in Ur(z0) \ {z0}
for some r > 0 and has z0 as a pole, possibly removable, then the residual of g at z0 is
Res(g(z), z0) = c1 =
1
2πi
∮
γ
g(z) dz,
where γ is any counterclockwise simple closed contour in Ur(z0) \ {z0} ([14], p. 224).
Some properties of a Mittag-Leffler function. A Mittag-Leffler function with parameters
a > 0 and b ∈ C is an entire function defined as
Ea,b(z) =
∞∑
n=0
zn
Γ(an+ b)
, z ∈ C.
Let Za,b = {z ∈ C : Ea,b(z) = 0}. The focus will be mostly on Eα,α(z) with α ∈ (1, 2). By [13],
Theorems 1.2.1, 1.4.2, and 1.5.1,
Eα,α(z) = α
−1z1/α−1 exp(z1/α)− (α− 1)αz
−2
Γ(2− α) +O(|z|
−3), |z| → ∞, (2)
where the O(·) term is uniform in arg z and the principle branch of z is used so that arg(eiθ) =
θ − 2kπ for any θ ∈ R with k the unique integer satisfying 2k − 1 < θ/π ≤ 2k + 1. Furthermore,
from Theorems 2.1.1 and 4.2.1, and Chapter 6 in [13],
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1) Zα,α has infinitely many elements and all those with large enough modulus are simple roots
of Eα,α(z) and can be enumerated as ς±n, n ≥ N , for some large N , such that
ς±n = [1 + o(1)](2πn)
αe±iαpi/2, n→∞; (3)
2) Zα,α ⊂ {z : | arg(z)| > απ/2}; and
3) Eα,α(z) has a finite positive number of real roots, all being negative.
First passage time and hitting time. For c > 0 and x ∈ R, denote Tc = inf{t > 0 : Xt > c}
and τx = inf{t > 0 : Xt = x}. Under the law of X, Tc < τc < ∞ and XTc > c > XTc− a.s. [16],
both Tc and τx have p.d.f.’s [1, 2, 12, 16], and given b > 0, as downward movement is continuous
and 0 is regular for (−∞, 0), τ−b = inf{t : Xt < −b} ([8], Theorem 5.17), so the time of first exit
from [−b, c] is min(τ−b, Tc). When τ−b < Tc (resp. τ−b > Tc), X is said to make first exit from
[−b, c] at the lower (resp. upper) end. Denote by gt the p.d.f. of Xt and by fx the p.d.f. of τx. The
distribution of τx is classical for x < 0 ([2], Theorem VII.1) and is also known for x > 0 [16].
We will rely on the scale function W (q) of −X for the derivation ([9], Chapter 8; also cf. [2, 8]).
For the spectrally negative strictly stable process −X,
W (q)(x) = xα−1+ Eα,α(qx
α
+), q ≥ 0, (4)
where x+ = max(x, 0) ([9], p. 250).
2 Distribution of first exit time at lower end
Given c > 0 and x < c, denote by
kx,c(t) =
P{τx ∈ dt, Xs < c∀s ≤ t}
dt
=
P{τx ∈ dt, Tc > τx}
dt
.
Since τx has a p.d.f., kx,c(t) is well-defined, and since its integral over t is P{Tc > τx} < 1, it is a
sub-p.d.f. rather than a proper one. For b > 0 and c > 0, it is well-known that ([9], Theorem 8.1)
k˜−b,c(q) =
W (q)(c)
W (q)(b+ c)
=
cα−1
(b+ c)α−1
Eα,α(c
αq)
Eα,α((b+ c)αq)
. (5)
Proposition 1. Given b > 0 and c > 0, put s = cα/(b+ c)α. Then
k−b,c(t) =
cα−1
(b+ c)2α−1
ψs
(
t
(b+ c)α
)
, (6)
where
ψs(t) =
∑
ς∈Zα,α
Res(Hs(z)e
tz , ς), t > 0, (7)
is a p.d.f. concentrated on [0,∞) and for s ∈ [0, 1)
Hs(z) =
Eα,α(sz)
Eα,α(z)
, z ∈ C. (8)
Furthermore, ψs ∈ C∞(R) such that for all n ≥ 1, ψ(n)s (x)→ 0 as x ↓ 0 or x→∞.
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Remark. Since P{τ−b < Tc} = P{τ−b < τc} = cα−1/(b + c)α−1 ([2], Theorem VII.8), by (6),
conditional on the event that X makes first exit from [−b, c] by hitting −b, the scaled exit time
(b+ c)ατ−b has p.d.f. ψs with s = c
α/(b+ c)α.
The main feature of Proposition 1 is that it expresses the p.d.f. of the time of first exit in terms
of the roots of the Mittag-Leffler function Eα,α(z). As one may suspect, the expression results from
residual calculus for (5) as a meromorphic function on C. However, since currently there is little
precise knowledge on the values of the roots of Eα,α, the contour involved in the calculation has to
be chosen carefully. For each term in the sum (7), if ς ∈ Zα,α has multiplicity n, then for t > 0,
Res(Hs(z)e
tz , ς) =
1
(n − 1)! limz→ς
dn−1
dzn−1
[
Eα,α(sz)e
tz
Eα,α(z)/(z − ς)n
]
,
which has the form
∑n−1
k=0 ck(ς)t
n−1−ketς . Moreover, if ς has large enough modulus, then it is a
simple root ([13], Theorem 2.1.1), giving
Res(Hs(z)e
tz , ς) =
Eα,α(sς)e
tς
E′α,α(ς)
.
Proposition 1 is an extension of a similar result on first exit of a standard Brownian motion.
If α = 2, then by E[e−qXt ] = etq
2
for q > 0, Xt = B2t with Bt a standard Brownian motion.
By E2,2(z) = sinh(
√
z)/
√
z, Z2,2 = {−k2π2, k ∈ N} and E′2,2(z) = [cosh(
√
z) − E2,2(z)]/(2z).
Since E′2,2(−k2π2) = (−1)k−1/(2k2π2), each root is simple. Then from the above display with
s = c2/(b+ c)2 and Proposition 1,
P{τ−b ∈ dt, τc > τ−b}
dt
=
2π
(b+ c)2
∞∑
k=1
(−1)k−1k sin
(
kπc
b+ c
)
exp
{
− k
2π2t
(b+ c)2
}
.
The series expansion is different from the one in [3] (p. 212, 3.0.6). However, it can be proved using
the heat equation method ([11], section 7.4); see for example [5] for a derivation.
Following a heuristic for a standard Brownian motion (cf. [11], p. 217), one can get a different
expression of k−b,c analogous to the one for the standard Brownian motion in [3] (p. 212, 3.0.6):
k−b,c = f−b − fc ∗ f−b−c + f−b ∗ fb+c ∗ f−b−c − fc ∗ f−b−c ∗ fb+c ∗ f−b−c + · · ·
=
∞∑
n=0
f−b ∗ (δ − fc ∗ f−c) ∗ (fb+c ∗ f−b−c)∗n, (9)
where all the terms involved are taken as p.d.f.’s of time, δ is the degenerate distribution at 0, and
p∗0 := δ for any p.d.f. p. Indeed, thinking of f−b(t) as the probability that X hits −b at time t for
the first time, and k−b,c(t) as the one that X does so before it ever hits c, f−b(t) − k−b,c(t) is the
probability that X does so after it hits c, so by strong Markov property,
k−b,c(t) = f−b(t)− (kc,−b ∗ f−b−c)(t), (10)
where we have used the extended definition kx,c(t) = P{τx ∈ dt, τc > τx}/dt for any x, c ∈ R.
Likewise, kc,−b(t) = fc(t)− (k−b,c ∗ fb+c)(t). Then iterating the two identities gives (9). A rigorous
proof of (9) will be considered in Section 2.3.
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2.1 Properties of scaled first exit time at lower end
This subsection considers some properties of Hs(z) as defined in (8). Along the way it proves the
smoothness of ψs stated at the end of Proposition 1.
From (5) and scaling, it follows that for any s ∈ (0, 1), Hs(q) is the Laplace transform of the
probability distribution
µs(dt) = P{τs1/α−1 ∈ dt | τs1/α−1 < Ts1/α}, t > 0,
i.e., for q > 0,
µ˜s(q) = Hs(q) =
Eα,α(sq)
Eα,α(q)
. (11)
It is seen that the identity holds for all q ∈ C with Re(q) ≥ 0. By (11), given s ∈ (0, 1), Hs(q) is
completely monotone in q ≥ 0, and for z ∈ C with Re(z) ≥ 0, |Hs(z)| ≤ 1, and so |Eα,α(sz)| ≤
|Eα,α(z)|. Thus for any θ ∈ [−π/2, π/2], |Eα,α(eiθr)| is increasing in r ≥ 0, so letting r → 0+,
|Eα,α(z)| ≥ Eα,α(0) = 1
Γ(α)
, Re(z) ≥ 0.
Fix s ∈ (0, 1). For θ ∈ R,
µ̂s(θ) = Hs(−iθ) = Eα,α(−isθ)
Eα,α(−iθ) . (12)
On the other hand, |e(−iθ)1/α | = eλ|θ|1/α with λ = cos(α−1π/2) > 0, so by (2),
|Eα,α(−iθ)| ∼ α−1|θ|1/α−1eλ|θ|1/α , θ → ±∞ (13)
where x ∼ y means x/y → 1. Then from (12), |µ̂s(θ)| ∼ s1/α−1eλ(s1/α−1)|θ|1/α . As a result,∫ |µ̂s(θ)||θ|n dθ < ∞ for all n ≥ 0, so µs has a p.d.f. in C∞(R) with vanishing derivative of any
order at ±∞ ([15], Proposition 28.1). By (5), the p.d.f. is exactly ψs in Proposition 1. Since ψs is
supported on [0,∞), it is seen that ψ(n)s (x)→ 0 as x→ 0+.
From (12) and the Continuity Theorem of characteristic functions (cf. [4], Theorem 8.28), as
s→ 0+, µs weakly converges to a probability distribution µ0 with
µ̂0(θ) = H0(−iθ) = 1
Γ(α)Eα,α(−iθ) , θ ∈ R.
Similar to µs with s ∈ (0, 1), µ0 has a p.d.f. ψ0 ∈ C∞(−∞,∞) with support on [0,∞) such that
all its derivatives ψ
(n)
0 (x) vanish as x → 0+, ∞. Consequently, for each s ∈ [0, 1), ψs cannot be
analytically extended to a neighborhood of 0, otherwise, ψs would be constant 0. On the other
hand, by Fourier inversion ([14], p. 185),
ψs(t) =
1
2π
∫ ∞
−∞
µ̂s(θ)e
−iθt dθ =
1
2π
lim
M→∞
∫ M
−M
µ̂s(θ)e
−iθt dθ, (14)
and from (11), µs has finite moment of any order, with the n
th moment equal to (−1)nH(n)s (0).
5
2.2 Contour integration
This subsection completes the proof of Proposition 1. Because (6) directly follows from (5), it only
remains to show (7).
Proof of Eq. (7). Define function
σ(θ) =
1
| sin(θ/α)| .
Since α > 1, σ(θ) is bounded on [−π,−π/2] ∪ [π/2, π]. Fix β ∈ (π/2, π/α). For R > 0, let CR be
the contour that travels along the curve
{[Rσ(θ)]αeiθ : π/2 ≤ |θ| ≤ π} (15)
from i(Rσ0)
α to −i(Rσ0)α, where σ0 = σ(π/2). The contour is smooth except at its intersection
with (−∞, 0) and its length is proportional to Rα. Fix β ∈ (π/2, απ/2). Let CR,1 denote the part
of CR in the section π/2 ≤ | arg z| ≤ β, and CR,2 the part in the section β ≤ | arg z| ≤ π.
For z = reiθ with θ = arg z, | exp(z1/α)| = exp{r1/α cos(θ/α)}. If z ∈ CR,1, then |θ/α| ≤ β/α <
π/2, and so cos(θ/α) ≥ λ := cos(β/α) > 0. As a result, for z ∈ CR,1,
| exp(z1/α)| ≥ exp(λ|z|1/α). (16)
Then by (2), given s ∈ (0, 1), as R→∞,
Hs(z) =
Eα,α(sz)
Eα,α(z)
= (1 + o(1))
(sz)1/α−1 exp((sz)1/α)
z1/α−1 exp(z1/α)
= (1 + o(1))s1/α−1 exp{(s1/α − 1)z1/α}, z ∈ CR,1,
where the o(1) term is uniform in z ∈ CR,1. Since |z| ≥ Rα, from (16),
sup
z∈CR,1
|Hs(z)| = O(exp{−λ(1− s1/α)R}). (17)
We also need a bound for |Hs(z)| = |Eα,α(sz)/Eα,α(z)| on CR,2. However, since Eα,α(z) has
infinitely many roots in the section β ≤ | arg z| ≤ π, R cannot be any large positive number but
has to be selected appropriately. We need the following result.
Lemma 2. Let Rn = 2πn, n = 1, 2, . . .. Then given any A ∈ R \ {0},
lim
n→∞
inf
z∈CRn,2
|z1/α+1 exp(z1/α)−A| > 0. (18)
Assuming the lemma is true for now, let A = α2(α− 1)/Γ(2 − α). By (2),
Eα,α(z) = α
−1z−2[z1/α+1 exp(z1/α)−A] +O(|z|−3).
Then by Lemma 2, there is ǫ > 0, such that for all large n and z ∈ CRn,2, Eα,α(z) ≥ ǫ|z|−2. Let
m0 = suppi/2≤|θ|≤pi σ(θ). Then by |z| ≤ (m0Rn)α,
Eα,α(z) ≥ ǫm−2α0 R−2αn .
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On the other hand, again by (2),
|Eα,α(sz)| ≤ Eα,α(|z|) ≤ Eα,α(mα0Rαn) = O(R1−αn exp(m0Rn)).
Combining with the lower bound, this implies
sup
z∈CRn,2
|Hs(z)| = O(R1+αn em0Rn), n→∞. (19)
Let DR be the domain bounded by CR and {iθ : |θ| ≤ (Rσ0)α}. Let t > 0. If CR ∩Zα,α = ∅,
then by (12) and residual theorem,
1
2π
∫ (Rσ0)α
−(Rσ0)α
µ̂s(θ)e
−iθt dθ =
1
2πi
∫ i(Rσ0)α
−i(Rσ0)α
Hs(z)e
tz dz
=
1
2πi
∫
CR
Hs(z)e
tz dz −
∑
ς∈DR∩Zα,α
Res(Hs(z)e
tz , ς). (20)
Consider the contour integral along CR. For z = re
iθ ∈ CR with θ = arg z, by π/2 ≤ |θ| ≤ π,
|etz | = ert cos θ ≤ 1. Then by (17),∣∣∣∣∣
∫
CR,1
Hs(z)e
tz dz
∣∣∣∣∣ ≤ Length(CR,1)×O(e−λ(1−s1/α)R)
= O(1)Rαe−λ(1−s
1/α)R.
Furthermore, if z ∈ CR,2, then by β ≤ |θ| ≤ π and r ≥ Rα, |etz | ≤ e−b0Rαt, where b0 = − cos β > 0.
Then by (19), ∣∣∣∣∣
∫
CRn,2
Hs(z)e
tz dz
∣∣∣∣∣ ≤ Length(CRn,2)×O(R1+αn em0Rn−b0Rαnt)
= O(1)R1+2αn e
m0Rn−b0Rαnt. (21)
By α > 1, combining the above two bounds yields∫
CRn
Hs(z)e
tz dz → 0.
Then by the Fourier inversion (14) and (20),
ψs(t) = lim
n→∞
∑
ς∈DRn∩Zα,α
Res(Hs(z)e
tz , ς), t > 0.
The above formula is proved for s ∈ (0, 1). For s = 0, the formula can be similarly proved. To
complete the proof, it only remains to show that the series on the r.h.s. of (7) converges absolutely.
Since in any bounded domain there are only a finite number of roots of Eα,α(z), it suffices to show
that for a large enough M > 0, ∑
ς∈Zα,α\UM (0)
|Res(Hs(z)etz , ς)| <∞.
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By Theorems 2.1.1 and Chapter 6 of [13], M > 0 can be chosen such that all elements in
Zα,α \ UM (0) are not real and are simple roots of Eα,α. Then for each ς ∈ Zα,α \ UM (0),
Res(Hs(z)e
tz , ς) = Res
(
Eα,α(sz)e
tz
Eα,α(z)
, ς
)
=
Eα,α(sς)e
tς
E′α,α(ς)
.
Letting z = ς in the following identity ([13], p. 333)
αzE′α,α(z) + (α− 1)Eα,α(z) = Eα,α−1(z),
one gets E′α,α(ς) = Eα,α−1(ς)/(ας) and hence
Res(Hs(z)e
tz , ς) =
αςEα,α(sς)e
tς
Eα,α−1(ς)
. (22)
By Eα,α(ς) = 0 and (2),
α−1ς1/α−1 exp(ς1/α) =
α(α − 1)ς−2
Γ(2− α) +O(|ς|
−3).
On the other hand, by Theorems 1.2.1, 1.4.2, and 1.5.1 in [13],
Eα,α−1(ς) = α
−1ς2/α−1 exp(ς1/α) +
α(α2 − 1)ς−2
Γ(2− α) +O(|ς|
−3).
Combining the two displays yields Eα,α−1(ς) ≍ ς1/α−2. Then by (22),
|Res(Hs(z)etz , ς)| = O(1)|ς3−1/αEα,α(sς)etς |.
From (2), as |ς| → ∞,
|Eα,α(sς)| ≤ Eα,α(|ς|) = O(1)|ς|1/α−1 exp(|ς|1/α).
On the other hand, let ς = reiθ with θ = arg ς. By απ/2 < |θ| ≤ π, |eςt| = etr cos θ ≤ exp(−λ|ς|t),
where λ = − cos(απ/2) > 0. Then
|Res(Hs(z)etz , ς)| = O(1)|ς|2e|ς|1/α−λt|ς| = O(1)e−η|ς|
for some η = η(t) > 0. By (3), for M > 0 large enough, all ς ∈ Zα,α \UM (0) can be enumerated as
ς±n, n = N , N +1, . . . , with N ≥ 1 being some large integer, such that |ς±n| ≍ nα. This combined
with the above display then yields the desired absolute convergence.
Proof of Lemma 2. For z = [Rσ(θ)]αeiθ ∈ CR,2 with θ = arg z,
z1/α+1 exp(z1/α) = [Rσ(θ)]1+αei(1/α+1)θ exp{Rσ(θ)eiθ/α}
= [Rσ(θ)]1+αeRσ(θ) cos(θ/α)ei[(1/α+1)θ+Rσ(θ) sin(θ/α)]
= [Rσ(θ)]1+αeRσ(θ) cos(θ/α)ei[(1/α+1)θ+Rsign(θ)].
Put a(θ,R) = [Rσ(θ)]1+αeRσ(θ) cos(θ/α). Then for z ∈ CRn,2, by Rn = 2πn, z1/α+1 exp(z1/α) =
a(θ,Rn)e
i(1/α+1)θ. If there were zn = [Rσ(θn)]
αeiθn ∈ CRn,2 such that z1/α+1n exp(z1/αn ) → A,
then taking modulus, a(θn, Rn) = [Rnσ(θn)]
1+αeRnσ(θn) cos(θn/α) → |A| > 0. By |Rnσ(θn)| → ∞,
it follows that cos(θn/α) → 0, as any sequence n with Rnσ(θn) cos(θn/α) → ∞ (resp. −∞) has
a(θn, Rn) → ∞ (resp. 0). Because |θn|/α ∈ (π/(2α), π/α], this implies θn/α = knπ/2 + ǫn with
kn = ±1 and ǫn → 0. But then
z1/α+1n exp(z
1/α
n ) = a(θn, Rn)e
i(1/α+1)θn = |A|ei(1+α)knpi/2 + o(1) 6→ A,
a contradiction.
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2.3 Alternative expression and asymptotics
We first consider (9). Let
M(t) =
∞∑
n=0
f−b ∗ (δ + fc ∗ f−c) ∗ (fb+c ∗ f−b−c)∗n(t).
Given q > 0, by Fubini’s theorem, M˜(q) = f˜−b(q)[1 + f˜c(q)f˜−c(q)]
∑∞
n=0 f˜b+c(q)
nf˜−b−c(q)
n, which
is finite due to f˜−b−c(q) < 1. Then M(t) < ∞ a.e. As a result, the r.h.s. of (9) converges a.e.
Denote it by F (t) for now. By dominated convergence and the formula for M˜(q),
F˜ (q) =
f˜−b(q)[1 − f˜c(q)f˜−c(q)]
1− f˜b+c(q)f˜−b−c(q)
.
On the other hand, it is known that [7] (also cf. [9], p. 253)
f˜x(q) = e
xq1/α − αxα−1+ q1−1/αEα,α(xα+q), x ∈ R, q > 0.
Then for x ≥ 0, f˜−x(q) = e−xq1/α and 1 − f˜x(q)f˜−x(q) = αxα−1q1−1/αEα,α(xαq)e−xq1/α . Plugging
the identities into the display, it is seen that F˜ (q) equals the r.h.s. of (5), giving F (t) = k−b,c(t).
Based on the alternative expression, it is quite easy to get that as t ↓ 0,
k−b,c(t) ∼ f−b(t), (23)
in particular, by Eq. (14.35) in [15], ln k−b,c(t) ∼ −Cbα/(α−1)t−1/(α−1), where C > 0 is constant.
First, by (10), 0 < f−b(t) − k−b,c(t) = (kc,−b ∗ f−b−c)(t) < (fc ∗ f−b−c)(t) = (u ∗ f−b)(t), where
u = fc ∗ f−c is a p.d.f. and we have used kc,−b < fc and f−b−c = f−b ∗ f−c. Next,
(u ∗ f−b)(t) =
∫ t
0
u(s)f−b(t− s) ds ≤ sup
s≤t
f−b ×
∫ t
0
u = o(1) sup
s≤t
f−b, t ↓ 0.
Since f−b is unimodal ([15], p. 416), for all t > 0 small enough, sups≤t f−b = f−b(t), implying (23).
Although Proposition 1 gives a series expression of µs, it does not provide the radius of con-
vergence of µ˜s, defined as sup{r > 0 : ez ∈ L1(µs)∀z ∈ Ur(0)}, where ez is the function t 7→ e−tz .
This is also related to the tail of k−b,c(t) as t→∞. We have the following.
Proposition 3. Let −̺ be the largest real root of Eα,α(z), where ̺ > 0. Then given s ∈ [0, 1),
µ˜s(x) < ∞ for x ∈ (−̺,∞) and µ˜s(x) ↑ µ˜s(−̺) = ∞ as x ↓ −̺. In particular, the radius of
convergence of µ˜s is ̺ and Zα,α ⊂ {z : | arg z| > απ/2, Re(z) ≤ −̺}.
Proof. Recall that for a measure ν on [0,∞) with finite total mass, the domain of µ˜s contains
{z : Re(z) ≥ 0}, and if ν˜(z) can be analytically extended to Ur(0)∩{z : Re(z) < 0} for some r > 0,
then the domain of ν˜ contains {z : Re(z) > −r} and ν˜ is analytic in the region.
Let ς0 be a root of Eα,α(z) with the largest real part. Put a = −Re(ς0). Clearly, ̺ ≥ a.
From Zα,α ⊂ {z : | arg(z)| > απ/2} ([13], Theorem 4.2.1), a > 0. Since Eα,α(z) 6= 0 for any z with
Re(z) > −a, Hs(z) is analytic in Ua(0). Since, by (8) and (11), µ˜s(z) = Hs(z) for z with Re(z) ≥ 0,
from the above remark, the domain of µ˜s contains {z : Re(z) > −a}. Let z → ς0 along the ray from
0 to ς0. Then |µ˜s(z)| = |Hs(z)| → |Hs(ς0)| = ∞. By |µ˜s(z)| ≤ µ˜s(Re(z)), it follows that if x ∈ R
and x ↓ −a, then µ˜s(x) = Hs(x) → ∞. Since Eα,α(x) → Eα,α(−sa) > 0, then Eα,α(−a) = 0, and
so a = ̺. Thus, Zα,α ⊂ {z : Re(z) ≤ −̺}. The proof is complete.
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Combining Propositions 1 and 3, if the multiplicity of −̺ is n ≥ 1, then k−b,c(t) decreases
exponentially fast with
lim sup
t→∞
ln k−b,c(t)
t
= − ̺
(b+ c)α
.
However, the exact asymptotic of k−b,c(t) depends on the multiplicity of −̺ as well as other roots
of Eα,α(z) on the line Re(z) = −̺, if there are any.
3 Distribution of first exit at upper end
The main result of this section is Theorem 4 below. It provides a factorization of the joint sub-
p.d.f. of the time Tc, the undershoot XTc−, and the jump ∆Tc = XTc −XTc− when X makes first
exit from [−b, c] by jumping upward across c before hitting −b. The following function plays an
important role. For x ∈ (−b, c) and t > 0, define
lx,−b,c(t) =
P{Xt ∈ dx, Xs ∈ (−b, c)∀s ≤ t}
dx
. (24)
While the function can be defined for any process that has a p.d.f. at any time point, in the case
of a spectrally positive strictly stable process, it has an explicit representation.
To start with, it is known that for q ≥ 0 ([9], Theorem 8.7)
l˜x,−b,c(q) =
W (q)(c)W (q)(b+ x)
W (q)(b+ c)
−W (q)(x+)
=
cα−1(b+ x)α−1
(b+ c)α−1
Eα,α(c
αq)Eα,α((b+ x)
αq)
Eα,α((b+ c)αq)
− xα−1+ Eα,α(xα+q). (25)
Theorem 4. Fix b > 0 and c > 0. For x ∈ R,
P{Tc < τ−b, XTc− ∈ dx} = 1{x ∈ (−b, c)}
| sin(απ)|
π
[
cα−1(b+ x)α−1
(b+ c)α−1
− xα−1+
]
dx
(c− x)α , (26)
and conditional on Tc < τ−b and XTc− = x ∈ (−b, c), ∆Tc and Tc are independent, such that ∆Tc
follows the Pareto distribution with p.d.f.
π(u) = α(c− x)αu−α−11{u > c− x}
and Tc has p.d.f.
p(t) = Γ(α)
[
cα−1(b+ x)α−1
(b+ c)α−1
− xα−1+
]−1
lx,−b,c(t) (27)
with lx,−b,c(t) having the following expression
lx,−b,c(t) =
cα−1(b+ x)α−1
(b+ c)α−1
∑
ς∈Zα,α
Res
(
Eα,α(c
αz)Eα,α((b+ x)
αz)
Eα,α((b+ c)αz)
etz ,
ς
(b+ c)α
)
. (28)
Furthermore, given t > 0, the mapping x → lx,−b,c(t) has an analytic extension from (−b, c) to
C \ (−∞,−b].
From (25), one may suspect that (28) can be obtained by residual calculus. However, when
x > 0, the function in the residuals of (28) have the term xα−1Eα,α(x
αq) missing. A direct inversion
of the Laplace transform (25) when x > 0 seems to be involved. Instead, we will first show (28)
for x < 0 by residual calculus, and then establish (28) for x ≥ 0 through analytic extension.
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3.1 Factorization and conditional independence
The factorization in Theorem 4 follows from the next result, which actually holds under much more
general assumptions on a Le´vy process.
Lemma 5. Given b > 0 and c > 0, for t > 0,
P{Tc < τ−b, Tc ∈ dt, XTc− ∈ dx, ∆Tc ∈ du}
= 1{x > −b, u > c− x > 0} dtP{Xt ∈ dx, Xs ∈ (−b, c)∀s ≤ t}Π(du). (29)
Proof. The proof follows the one on p. 76 of [2]. As already noted, P{XTc > c > XTc− > −b} = 1.
By Rogozin’s criterion (cf. [8], Theorem 5.17), under the law of X, 0 is regular for (0,∞) as well
as for (−∞, 0), so Xt < c for all t < Tc and Xt > −b for all t < τ−b. Therefore, almost surely, for
any bounded function f(t, x, u) ≥ 0,
f(Tc, XTc−,∆Tc)1{Tc < τ−b}
=
∑
t
f(t, Xt−, ∆t)1{∆t > c−Xt− > 0, Xt− > −b, −b < Xs < c∀s ≤ t} .
The sum on the r.h.s. is well-defined as it runs over the set of t’s where X has a jump, which
is countable. The rest of the proof then applies the compensation formula to show that the
expectation of the random sum is an integral of f(t, x, u) with respect to the measure on the r.h.s.
of (29). Since the argument has become standard, it is omitted for brevity.
Since the Le´vy measure of X is
Π(dx) =
α(α− 1)1{x > 0}
Γ(2− α)
dx
xα+1
.
by (24) and Lemma 5,
P{Tc < τ−b, Tc ∈ dt, XTc− ∈ dx, ∆Tc ∈ du}
= 1{c > x > −b} l−x,b,c(t) dt dx 1{u > c− x}α(α − 1)du
Γ(2− α)uα+1 . (30)
Now let q = 0 in (25). Then∫ ∞
0
lx,−b,c(t) dt = l˜x,−b,c(0) =
1
Γ(α)
[
cα−1(b+ x)α−1
(b+ c)α−1
− xα−1+
]
.
Then by (30), for x ∈ (−b, c),
P{Tc < τ−b, XTc− ∈ dx} = dx
∫ ∞
0
lx,−b,c(t) dt
∫ ∞
c−x
α(α − 1)
Γ(2− α)
du
uα+1
=
[
cα−1(b+ x)α−1
(b+ c)α−1
− xα−1+
]
(α− 1)
Γ(α)Γ(2 − α)
dx
(c− x)α .
Since P{XTc− ∈ (−b, c)} = 1 by Lemma 5, then the sub-p.d.f. formula in (26) follows. On the
other hand, given x ∈ (−b, c),
P{Tc ∈ dt, ∆Tc ∈ du |Tc < τ−b, XTc− ∈ dx} = Cl−x,b,c(t) dt×
1{u > c− x}du
uα+1
,
for some constant C = C(x). It follows that conditional on Tc < τ−b and XTc− = x, Tc and ∆Tc are
independent, with ∆Tc following a Pareto distribution and Tc having a p.d.f. of the form C
′l−x,b,c(t)
with C ′ another constant, as claimed in Theorem 4.
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3.2 Contour integration
The main step is to get the expression of lx,−b,c(t) for given x ∈ (−b, c). As marked after Theorem
4, we need to show that lx,−b,c(t) as a function of x can be analytically extended from x ∈ (−b, 0)
to the entire (−b, c). To this end, define
hx,c(t) =
P{Xt ∈ dx, Xs < c∀s ≤ t}
dx
. (31)
Given c > 0, hx,c(t) can be either regarded as a function of t or a function of x. It already plays
a critical role in [6] in the derivation of the distribution of the triple (Tc,XTc−,XTc), known as
Gerber-Shiu distribution ([9], Chapter 10).
Lemma 6. Given b > 0, c > 0, and x ∈ (−b, c), lx,−b,c(t) = hx,c(t)− (k−b,c ∗ hb+x,b+c)(t).
Proof. Let f ≥ 0 be a function with support in (−b, c). Then for any t > 0,
E[f(Xt)1{Xs ∈ (−b, c)∀s ≤ t}] =
∫ c
−b
f(x)lx,−b,c(t) dx.
On the other hand, the expectation can be decomposed as
E[f(Xt)1{Xs < c∀s ≤ t}]− E[f(Xt)1{τ−b ≤ t, Xs < c∀s ≤ t}].
The first expectation in the display is equal to∫ c
−b
f(x)hx,c(t) dx.
By strong Markov property of X, the second expectation is equal to∫ c
−b
∫ t
0
f(x)P{Xt ∈ dx, τ−b ∈ du, Xs < c∀s ≤ t}
=
∫ c
−b
∫ t
0
f(x)P{Xt ∈ dx+ b, Xs < b+ c∀s ≤ t− u}P{τ−b ∈ du, Xs < c∀s ≤ u}
=
∫ c
−b
f(x)
[∫ t
0
hx+b,b+c(t− u)k−b,c(u) du
]
dx.
Comparing the integrals and by f being arbitrary, the claimed identity follows.
Lemma 7. Given b > 0, c > 0, and t > 0, the mapping x → lx,−b,c(t) has an analytic extension
from (−b, c) to {z − b : z ∈ Ω} ∩ {c − z : z ∈ Ω}, where Ω = {z ∈ C : | arg z| < κ−1π/2} with
1/κ = 1− 1/α.
Proof. It is shown in [6] that given c > 0 and t > 0, the mapping x → hx,c(t) has an analytic
extension from (−∞, c) to {c − z : z ∈ Ω}. Put a = b + c. Then by Lemma 6, it suffices to show
that x→ (k−b,c ∗ hx,a)(t) has an analytic extension from (0, a) to Ω ∩ {a− z : z ∈ Ω}.
For x < a, by p. 4/10 of [10],
hx,a(t) = gt(x)− φt(x) > 0,
with
φt(x) =
∫ t
0
fx−a(t− s)gs(a) ds > 0.
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Then (k−b,c ∗ hx,a)(t) = G(x)− Φ(x), where
G(x) =
∫ t
0
k−b,c(t− s)gs(x) ds
and
Φ(x) =
∫ t
0
k−b,c(t− s)φs(x) ds.
We shall show that G(x) has an analytic extension from (0,∞) to Ω and Φ(x) has an analytic
extension from (−∞, a) to {a− z : z ∈ Ω}. This will finish the proof.
First consider Φ(x). In [6], the proof of its Lemma 9 establishes that φt has an analytic extension
from (−∞, a) to {a − z : z ∈ Ω} such that, given 0 < r1 < r2 < ∞ and 0 < β0 < κ−1π/2, for
z = reiβ ∈ Ω with r ∈ [r1, r2] and −β0 ≤ β = arg z ≤ β0, letting x0 = r1d(β0) > 0, where
d(β) = cos(κβ)1/κ,
|φt(a− z)| ≤ (r2/x0)α/(α−1)gt(a− x0) <∞.
By scaling, gt(a− x0) ≤ t−1/α sup g1. By (6), sup k−b,c <∞. Then by∫ t
0
k−b,c(t− s)|φs(a− z)|ds ≤ sup k−b,c
∫ t
0
(r2/x0)
α/(α−1)s−1/α sup g1 ds,
the l.h.s. is uniformly bounded for z in any compact subset of Ω. By dominated convergence,
Φ(a − z) is continuous in Ω. Then by Fubini’s theorem followed by Morera’s theorem (cf. [14],
p. 208), Φ(a− z) is analytic in Ω, as desired.
Next consider G(x). It is known that x → gt(x) has an analytic extension from R to C ([15],
p. 88). Then, as above, it suffices to show
∫ t
0 k−b,c(t− s)|gs(z)|ds, or more simply,
∫ t
0 |gs(z)|ds is
uniformly bounded for z in any compact subset of Ω. By [17], for x > 0,
gt(x) =
απ
α− 1(x/t)
κ/α
∫ pi/2
pi(1/α−1/2)
a(θ) exp{−xκt−κ/αa(θ)}dθ,
where a(θ) > 0 is a continuous function in the open interval of the integral. Since z → zκ maps
Ω to {z : Re(z) > 0}, the integral on the r.h.s. can be analytically extended to Ω, and hence
the identity can be extended to all z ∈ Ω. If z = reiβ with β = arg z, then by |β| < κ−1π/2,
Re(zκ) = [rd(β)]κ > 0, where d(β) is defined above. Then
|gt(z)| ≤ απ
α− 1(r/t)
κ/α
∫ pi/2
pi(1/α−1/2)
a(θ) exp{−[rd(β)]κt−κ/αa(θ)}dθ
=
gt(rd(β))
d(β)κ/α
≤ t
−1/α sup g1
d(β)κ/α
,
where the equality on the second line follows by comparing the integral with the previous display.
Since any compact subset of Ω is contained in a section {| arg z| ≤ β0} for some β0 < κ−1π/2 and
since d(β) > 0 is decreasing in |β| in the section, it is then easy that |gt(z)| ≤ t−1/α sup g1/d(β0)κ/α,
yielding the desired uniform boundedness.
We finally can prove the expression (28) for lx,−b,c(t) and that it can analytically extended to
C \ (−∞, b), which then finishes the proof of Theorem 4.
13
Proof. First, suppose x ∈ (−b, 0). Then
l˜x,−b,c(q) =
cα−1(b+ x)α−1
(b+ c)α−1
Eα,α(c
αq)Eα,α((b+ x)
αq)
Eα,α((b+ c)αq)
and (28) will follow once it is proved that l̂x,−b,c(θ) = l˜x,−b,c(−iθ) is in L1(dθ) and that
1
2πi
∫ i∞
−i∞
Eα,α(c
αz)Eα,α((b+ x)
αz)
Eα,α((b+ c)αz)
ezt dz
is equal to the sum on the r.h.s. of (28). The argument is similar to that for Proposition 1. Let
s = cα/(b+ c)α, v = (b+ x)α/(b+ c)α. (32)
Then by making change of variables z′ = (b + c)αz and t′ = t/(b + c)α, and using the function
Hs(z) defined in (8), it boils down to showing that∫ ∞
−∞
|Hs(−iθ)Eα,α(−ivθ)|dθ <∞ (33)
and for any t > 0, ∫
CRn
Hs(z)Eα,α(vz)e
tz dz → 0, n→∞, (34)
where the contour CR and the numbers Rn are defined in the proof of Proposition 1.
By (13), with λ = cos(α−1π/2) > 0,
|Hs(−iθ)Eα,α(−ivθ)| ∼ α−1|svθ|1/α−1eλ(s1/α+v1/α−1)|θ|1/α , |θ| → ∞.
Then (34) easily follows by noting
s1/α + v1/α − 1 = x/(b+ c) < 0. (35)
Next, as in the proof of Proposition 1, divide CR into CR,1 and CR,2. As R → ∞, uniformly for
z ∈ CR,1, Hs(z) = O(1) exp{(s1/α − 1)z1/α} and Eα,α(vz) = O(1)(vz)1/α−1 exp{v1/αz1/α}; see the
derivation of (17). From (35) again, there is η = η(x) > 0, such that supz∈CR,1 |Hs(z)Eα,α(vz)| =
O(e−ηR). Meanwhile, |etz | ≤ 1 for z ∈ CR,1 and Length(CR,1) = O(Rα). Then∫
CR,1
Hs(z)Eα,α(vz)e
tz dz = O(Rαe−ηR)→ 0, R→∞.
On the other hand, according to derivation of (19), for some m0 > 0,
sup
z∈CRn,2
|Hs(z)Eα,α(vz)| = O(R1+αn em0Rn) ·O(R1−αn em0R) = O(R2ne2m0Rn).
Meanwhile, according to the argument leading to (21), for some b0 > 0, |etz | ≤ e−b0Rαt for t ∈ CR,2.
Then by α > 1 and t > 0,∫
CRn,2
Hs(z)Eα,α(vz)e
tz dz = O(R2+αn e
2m0Rn−b0Rαnt), n→∞.
14
The desired convergence in (34) then follows and hence (28) is proved in the case x ∈ (−b, 0).
It only remains to show that the r.h.s. of (28) as a function of x has an analytic extension to
C \ (−∞,−b] for given t > 0. Once this is done, since by Lemma 7, x→ lx,−b,c(t) has an analytic
extension to a domain containing (−b, c) and since it was just proved that the two functions are
equal on (−b, 0), then they must be equal on (−b, c) and x → lx,−b,c(t) can actually be extended
to C \ (−∞,−b], finishing the proof.
Thus, let
wς(x) = Res
(
Eα,α(c
αz)Eα,α((b+ x)
αz)
Eα,α((b+ c)αz)
etz ,
ς
(b+ c)α
)
.
It is easy to see that wς has an analytic extension from (−b, c) to C \ (−∞,−b]. All ς ∈ Zα,α with
large enough modulus are simple roots of Eα,α(z) and have | arg ς| arbitrarily close but strictly
greater than απ/2. For each such ς and each z ∈ C \ (−∞, 0],
wς(z − b) = Eα,α(sς)e
t′ς
(b+ c)αE′α,α(ς)
× Eα,α
(
zας
(b+ c)α
)
,
where s is defined as in (32) and t′ = t/(b+ c)α. From the last part of the proof for Proposition 1,
there is c′ = c′(t′) > 0, such that ∣∣∣∣∣ Eα,α(sς)e
t′ς
(b+ c)αE′α,α(ς)
∣∣∣∣∣ = O(1)e−c′|ς|.
On the other hand, by (2), there is a constant C > 0 such that∣∣∣∣Eα,α
(
zας
(b+ c)α
)∣∣∣∣ ≤ Eα,α
(
(|z| ∨ 1)α|ς|
(b+ c)α
)
= O(1) exp
{
C(|z| ∨ 1)|ς|1/α
}
.
Combining the two bounds then yields a bound on |wς(z − b)|. Following the last part of the
proof of Proposition 1,
∑
ς∈Zα,α
|wς(z − b)| converges uniformly for z in any compact subset of
C \ (−∞, 0]. Then z 7→∑ς∈Zα,α wς(z− b) is continuous on C \ (−∞, 0]. Then by Fubini’s theorem
followed by Morera’s theorem, the r.h.s. of (28) as a function of x has an analytic extension to
C \ (−∞,−b].
3.3 Asymptotics
We consider the asymptotics of lx,−b,c(t) as t ↓ 0 or →∞. First, we have
Proposition 8. Given b > 0, c > 0, and x ∈ (−b, c), as t ↓ 0, lx,−b,c(t) ∼ gt(x).
Proof. It is clear that lx,−b,c(t) < gt(x). On the other hand,
gt(x)− lx,−b,c(t) ≤ P{Xt ∈ dx, τ−b < t}
dx
+
P{Xt ∈ dx, Tc < t}
dx
=
P{Xt ∈ dx, τ−b < t}
dx
+
P{Xt ∈ dx, τc < t}
dx
=
P{Xt ∈ dx, τ−b < t}
dx
+
P{Xt ∈ dx, τ−(c−x) < t}
dx
,
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where the third line follows by considering sup{s < t : Xs = c} as well as time reversal. Note
that both b and c − x are greater than (−x)+. Then it suffices to show that for any x ∈ R and
b > (−x)+, j(t) := P{Xt ∈ dx, τ−b < t}/dx = o(gt(x)) as t→ 0.
By strong Markov property and sup gs = O(s
−1/α),
j(t) =
∫ t
0
f−b(t− s)gs(x+ b) ds = O(1)t1−1/α sup
s≤t
f−b(s).
Since f−b is unimodal ([15], p. 416), then for small t > 0, j(t) = O(1)f−b(t). On the other hand,
gt(x) ≍


t if x > 0,
t−1/α if x = 0,
tfx(t)/(−x) if x < 0
as t ↓ 0,
where the last line is by Corollary VII.3 in [2]. It is then clear that if x ≥ 0, then j(t) = o(gt(x)). On
the other hand, if x < 0, since b > |x|, then f−b(t) = o(f−x(t)), again yielding j(t) = o(gt(x)).
Finally, by the same argument for the tail of k−b,c(t), as t→∞, lx,−b,c(t) decreases exponentially
fast with
lim sup
t→∞
ln lx,−b,c(t)
t
= − ̺
(b+ c)α
,
where −̺ < 0 is the largest real root of Eα,α and n its multiplicity. Again, the exact asymptotic
of lx,−b,c(t) depends on more detail of the roots along the line Re(z) = −̺.
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