In recent years, non-rigid structure from motion (NRSFM) has become one of the hottest issues in computer vision due to its wide applications. In practice, the number of available high-quality images may be limited in many cases. Under such a condition, the performances may not be satisfactory when existing NRSFM algorithms are applied directly to estimate the 3D coordinates of a small-size image sequence. In this paper, a sub-sequence-based integrated algorithm is proposed to deal with the NRSFM problem with small sequence sizes. In the proposed method, sub-sequences are first extracted from the original sequence. In order to obtain diversified estimations, multiple weaker estimators are constructed by applying the extracted sub-sequences to a recent NRSFM algorithm with a rotation-invariant kernel (RIK). Compared to other first-order statistics, the trimmed mean is a relatively robust statistic. Considering the fact that the estimations of some weaker estimators may have large errors, the trimmed means of the outputs for all the weaker estimators are computed to determine the final estimated 3D shapes. Compared to some existing methods, the proposed algorithm can achieve a higher estimation accuracy, and has better robustness. Experimental results on several widely used image sequences demonstrate the effectiveness and feasibility of the proposed algorithm.
Introduction
Non-rigid structure from motion (NRSFM) is the process of recovering the relative camera motion, and the time-varying 3D coordinates of feature points on a deforming object, by means of the corresponding 2D points in a sequence of images. In many cases, the recovered 3D shapes can effectively enhance the performances of existing systems in object recognition, face perception, etc. [1] [2] [3] . Nevertheless, in the NRSFM model, the objects generally undergo a series of shape deformations and pose variations. Thus, in the absence of necessary prior knowledge on shape deformation, recovering the 3D shape and motion of nonrigid objects from 2D point tracks remains a difficult and ill-posed problem.
As a pioneering work, a non-rigid model was proposed in [4] by formulating the 3D shape in each frame of a sequence as a linear combination of a set of basis shapes. Nevertheless, due to a lack of sufficient constraints on the shape deformation, the recovered 3D shapes are not unique under this model. In order to alleviate the ambiguities, recent research works have attempted to define additional constraints to make NRSFM more tractable [5] . More determined solutions are given in [6] by utilizing the facts that the bases degenerate under some special cases. In [7, 8] , the 3D shape at each time instant is assumed to be drawn from a Gaussian distribution. Assuming that the 3D shape deformation is smooth over time, the time-varying structure of a nonrigid object is represented as a linear combination of a set of basis trajectories [9] [10] [11] , e.g. the Discrete Cosine Transform (DCT) basis. Since the basis trajectories are known a priori, this method can significantly reduce the number of unknown parameters and improve the estimation stability. Instead of the timevarying structure, the camera's trajectory is modeled as a linear combination of DCT basis vectors, which provides better results on complex articulated deformations [12, 13] . In [14] , the complex deformable 3D shapes are represented as the outputs of a non-linear mapping via the kernel trick [15] . Recently, a novel NRSFM with a rotation-invariant kernel (RIK) was proposed in [16] , which utilizes the spatial-variation constraint. A prominent advantage of this method is that it is able to deal with the data lacking temporal ordering or with abrupt deformations.
In practice, the number of available high-quality images may be limited in many cases, such as the face images in a surveillance system, etc. If the existing NRSFM algorithms are directly used to estimate the 3D coordinates of a small-size image sequence, the estimation accuracy may be relatively low. In this paper, a sub-sequence based integrated algorithm is proposed to deal with the small-sequence problem. In the proposed method, the 3D coordinates of each frame are estimated one by one. For a test frame, except for itself, a few frames are first randomly extracted from the original sequence. Then, the extracted frames, together with the test frame, form a sub-sequence to be applied to RIK. Similar to the classifier committee learning [17], the sub-sequence and the estimation process of RIK constitute a weaker estimator. Finally, the z-coordinates obtained by multiple weaker estimators are integrated and used as the final estimation for the test frame. Experimental results on several widely used image sequences demonstrate the effectiveness and feasibility of the proposed algorithm.
Methodology
Fig 1 shows the flowchart of the sub-sequence-based integrated RIK algorithm. There are three main steps in our algorithm: extract the sub-sequences from the original sequences, construct the weaker estimators based on the RIK algorithm, and integrate the outputs of the weaker estimators. A detailed description of these three steps is presented in the following subsections.
Sub-Sequence Extraction
The first step of our proposed method is to extract sub-sequences from a small-size sequence, as shown in Fig 2. For a sequence with F frames and n feature points in each of the frames, denote [x t, j , y t, j ] T (t = 1, 2, Á Á Á, F, j = 1, 2, Á Á Á, n) as the 2D projection of the jth 3D point observed on the tth image. The n 2D point tracks of the F images can be represented as a 2F × n observation matrix W, i.e.
W ¼ 
For the tth frame, the observation w t is a 2 × n matrix, as follows:
The observations of an original sequence with F images are derived. When the 3D coordinates of the tth image are to be estimated, the matrix W r shown in Fig 2 can be given as follows:
Assuming that the number of frames in a sub-sequence is F s , the observation matrix W s t is constructed by randomly selecting F s −1 observations from W r and merging them with w t . Thus, N sub-sequences W 
RIK-based Weaker Estimator
For each test frame w t , we construct N sub-sequence observation matrices W s tj ðj ¼ 1; Á Á Á ; NÞ. In order to estimate the 3D coordinates of the tth frame, one sub-sequence W s tj is applied to the RIK algorithm. Assume that the number of basis shapes is K. In terms of the linear-subspace model [8] , W s tj is factorized as a product of two matrices via singular value decomposition, i.e.
where M is a 2F s × 3K camera matrix, and S includes K basis shapes, i.e.
S ¼Ŝ
1
. . .
Further, M is decomposed as follows:
where the block-diagonal rotation matrix D is obtained via an Euclidean upgrade step [10] , and C and I 3 represent a shape coefficient matrix and a 3 × 3 identity matrix, respectively. The operator denotes the Kronecker product. Further, C is represented as a product of the coefficient matrix X and a new basis matrix B [13] , i.e.
C ¼ BX: ð7Þ
In the optimization procedure, X can be initialized as a low-rank identity matrix, and B is computed via the kernel mapping [15] . Let c T t be the tth row of C. The 3D shape of the tth image can be given as follows:
where M † denotes the Moore-Penrose pseudo-inverse of M [16] .
Integration of Weaker Estimators
For the tth test frame, we can see from Section 1 that one set of estimated z tj can be obtained for the jth sub-sequence W 
which can be used as the final estimated z-coordinates of the tth test image. Compared to the arithmetic average, the trimmed mean is a more robust integration estimation. Assuming that P percentage of the observations is trimmed, the number (N d ) of the smallest or the largest observations to be discarded is
where [Á] denotes a rounding operation. Further, assuming that the entries of z tj are ordered such that z t1 < z t2 < Á Á Á < z tN , the trimmed meanẑ t can be computed as follows:
Experimental results

Experimental data
We evaluate the performance of our proposed method on three synthetic-image sequences (stretch, face1, face2) and three real-image sequences (cubes, dance, matrix), which are widely used sequences and are publicly available [11, 16] . For these 6 sequences, the corresponding number of frames (T) and the number of point tracks (n) are shown in Table 1 . Besides these data, some real face-image sequences from the Bosphorus database are also used in the experiments. Bosphorus is a relatively new 3D face database that includes face images with a rich set of expressions and a systematic variation in poses [18] .
To evaluate the estimation accuracy, two performance indices are adopted here to compare the true 3D shapes and the estimated results. One performance index is the Pearson's linear correlation coefficient cðz;ẑÞ between the true z-coordinates z and the estimated z-coordinateŝ z, i.e.
cðz;ẑÞ
where μ z and σ z are the respective mean and standard deviation of z, and mẑ and sẑ are the respective mean and standard deviation ofẑ. A higher absolute value of cðz;ẑÞ means thatẑ is closer to z. The other performance index is the mean error ðz;ẑÞ between the true z-coordinates z and the estimated z-coordinatesẑ, i.e.
ðz;ẑÞ ¼ 1 n
Experiments
In order to verify the performance of our proposed sub-sequence-based integrated RIK algorithm (denoted as SSI-RIK), we compare it to the original RIK method [16] , EM-SFM [7] , and CSF [14] , which have relatively good performances among existing algorithms.
As the challenge addressed in this paper is the NRSFM problem with small-size image sequences, we first extract a small sequence from an original sequence, to be used as the experimental data. Take the sequence stretch, for example: the first 15 frames are used to form a small sequence. i.e. F = 15. The length of sub-sequences (F s ) and the number of weaker estimators (N) are set at 6 and 10, respectively. For the four algorithms, Table 2 shows the correlation coefficients of the 15 frames, and the corresponding mean (μ) and standard deviation (σ). Table 3 shows the correlation coefficient increasing percentages (%) of SSI-RIK compared to EM-SFM, CSF and RIK. Additionally, Tables 4 and 5 show the similar performance comparisons of the z-coordinate errors. In these Tables, the numbers 1 to 15 denote the 1th to 15th frame in the small sequence.
From Tables 2 and 3 , we can see that the correlation coefficients of SSI-RIK are obviously higher than those of EM-SFM, CSF and RIK. Moreover, it can be seen from Tables 4 and 5 that the z-coordinate errors of SSI-RIK are significantly lower than those of EM-SFM, CSF and RIK. Thus, SSI-RIK has a higher estimation accuracy than the other methods. In addition, we can see from Tables 2 and 4 that the standard deviations of SSI-RIK are lower than those of the other three methods. This indicates that SSI-RIK is a more robust approach. Taking the first frame of stretch as an example, Figs 3 and 4 show the comparisons of the true values and the estimated values for the z-coordinate values and the 3D feature points, respectively. We can see that the z-coordinate values and the 3D feature points estimated by SSI-RIK are closer to the true values than those estimated by the other three methods, which coincides with the performance indices of the correlation coefficients and the z-coordinate errors.
In order to investigate the effect of sequence size (F) on the performances of the various algorithms, Tables 6 and 7 tabulate the mean and standard deviation (μ ± σ) of the correlation coefficients and the z-coordinates errors, respectively, when the sequence sizes vary from 15 to 50 with an equal interval of 5. Moreover, for the mean values of the correlation coefficients and the z-coordinates errors, Tables 8 and 9 show the corresponding increasing percentages and decreasing percentages of SSI-RIK compared to EM-SFM, CSF and RIK, respectively.
Further, Figs 5 and 6 show the overall mean and standard deviation (μ ± σ) of the correlation coefficients and the z-coordinate errors for different sequence sizes, respectively. In these two figures, the x axis denotes image sequences in terms of the numbers shown in Table 1 . From Tables 6-9 and Figs 5 and 6, we can see that SSI-RIK has a better performance than EM-SFM, CSF and RIK for different sequence sizes.
We also present the experimental results on the real Bosphorus database. In experiments, the z-coordinates of the frontal-view images are estimated. As an example, Tables 10 and 11 show the correlation coefficients and the z-coordinate errors, respectively, when the sequence sizes vary from 7 to 14 for one individual. Moreover, Tables 12 and 13 show the corresponding increasing and decreasing percentages of SSI-RIK compared to EM-SFM, CSF and RIK, respectively. It can be seen that, for different sequence sizes, SSI-RIK generally achieves a better performance than EM-SFM, CSF and RIK. Further, Figs 7 and 8 show the overall mean and standard deviation (μ ± σ) of correlation coefficients and z-coordinate errors for 10 individuals, respectively. In these two figures, the x axis denotes the individuals in terms of their corresponding number in the database. We can see that, again, SSI-RIK has a better performance than EM-SFM, CSF and RIK for different individuals. An Effective Approach for NRSFM 
Discussions
There are two possible methods to integrate the outputs of the weaker estimators, i.e. the arithmetic average (denoted as AA-SSI-RIK) and the trimmed mean (denoted as TM-SSI-RIK). For the results given in Tables 10, 11 and 14 tabulates the correlation coefficients, the z coordinate errors, and the corresponding mean (μ) and standard deviation (σ) when the sequence sizes vary from 7to 14 using the different integration methods. Moreover, Table 15 shows the corresponding increasing and decreasing percentages of TM-SSI-RIK compared to AA-SSI-RIK.
We can see that TM-SSI-RIK generally has a higher estimation accuracy than AA-SSI-RIK. Therefore, the trimmed mean is adopted in our proposed method to integrate the outputs of the weaker estimators. As RIK has been developed originally for the long sequences, we also present here the experimental comparison of RIK and SSI-RIK when the entire sequence is used to estimate the 3D shapes. Tables 16 and 17 show the mean and standard deviation (μ ± σ) of the correlation coefficients and the z-coordinate errors, respectively. We can see that the performance of SSI-RIK is better than RIK for most sequences. An Effective Approach for NRSFM Similar to pattern recognition, we tried to search for the optimal values of parameters Fs, N and P with the cross validation method, which is a widely used parameter selection approach. After the small-size sequences are extracted from the original sequences, the remained frames are divided into 5 folds and used as the validation sets. Furthermore, the grid divisions are carried out on the three parameters. The z-coordinates of the validation sets are estimated via the proposed method with each possible set of parameters Fs, N and P. Take the sequence stretch for example, Fig 9 shows the mean z-coordinate errors of 5-fold validation sets for different Fs, N and P. Correspondingly, Fig 10 shows the z-coordinate errors of the testing sequences. We can see that the testing error may not be small for a set of parameter with a small validation error. Thus, it is not effective to search for the optimal parameters with the cross validation method. On the other hand, it can be seen from Fig 10 that the z-coordinate errors vary with different parameter values, but the variations are not so significant. Besides the cross validation, there are many other parameter selection methods. Thus, how to devise a more effective method to accurately determine the optimal parameter values should be a meaningful and valuable work.
Conclusions
In this paper, a sub-sequence-based RIK algorithm is proposed for NRSFM for small-size sequences. Compared to some existing algorithms, the proposed method has a higher estimation accuracy. Moreover, the robustness of the proposed method is better than those of the existing algorithms. The experimental results on both the artificial and the real data have verified the effectiveness and feasibility of the proposed method. An Effective Approach for NRSFM
