ABSTRACT This paper presents a motion planning method for space robotic systems keeping the bases inertially fixed while performing on-orbit services, using a combination of point-to-point planning and a balance-arm. A sufficient and necessary condition for stabilizing the base is first determined. The passive motion of the balance-arm is determined according to calculations of task-arm motion. The planning of the task-arm includes a nonlinear programming problem in joint space. A cost function is established as a measurement of key performance characteristics, such as positioning accuracy and manipulability. The joint trajectories of the task-arm are then parameterized using polynomials. An interval analysis-based strategy is proposed for the joint velocities of the task-arm according to the mechanical limits of balance-arm. Quantum particle swarm optimization is used to solve the parameters. Simulations demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
As an alternative to astronauts conducting satellite maintenance and space debris removal, space robots could play an important role in on-orbit servicing in the future. Currently, space robotic systems working in free-floating mode show promise, as they save on fuel costs. A free-floating space robot could not only prolong the life of legal satellites, but also drag damaged satellites to a grave track using target capturing technology. For this purpose, the end-effector of the robotic arm used for manipulation must be driven to reach a contact point on a target. Capturing a satellite can occur as soon as the positioning errors are within an acceptable range. However, dynamic coupling [1] between an unfixed, uncontrolled base satellite and equipped manipulators will disturb the poses of the end-effectors. Furthermore, reaction movements could interfere with specific-oriented auxiliary equipment (e.g. solar panels and communication antennas). As a result, conventional planning and control algorithms cannot be used in space robots.
There are many studies reported in the literature describing motion planning for space robots. When the initial and final states of a system in Cartesian space are considered (i.e. point-to-point planning), a set of joint trajectories are developed to achieve the desired outcome. A cost function is usually developed to determine key properties, such as the positioning error of the end-effector [2] , the disturbance or reaction force/torque to the base satellite [3] , [4] , manipulability [5] and total time [6] . Equality and inequality constraints often describe the boundary states and mechanical limits of joints. Sinusoidal and polynomial functions and Bezier curves are most commonly used to represent joint trajectories. Newton iteration, particle swarm optimization and genetic algorithms can be used to search for optimum solutions for the cost function. For simplicity, the initial momentum of space robots is generally assumed to be zero. Misra and Bai [7] reported a non-zero case and described the attitude disturbance to the base as a convex function. They achieved collision-avoidance by using the kinematic redundancy of the system. Aghili [8] proposed a time-optimal velocity trajectory in the post-grasping phase in order to bring a tumbling satellite to rest and ensure the torque between the target and end-effector remains within a specific threshold. Liu et al. [9] transformed the load-maximization of freefloating space robots to a multi-constrained multi-objective planning problem. A Pareto solution set was determined using multi-object particle swarm optimization (MOPSO).
Some researchers have constructed reactionless space manipulators from the perspective of mechanical design. Papadopoulos and Ahmed [10] eliminated reaction force and torque by using force balancing and a reactionless path, respectively. Agrawal and Fattah [11] reported a systematic analysis of reactionless space robots and designed two different classes of planar robots using appropriate inertial and geometric parameters. The motion of a manipulator will not transfer force or torque if the following two conditions are satisfied: a) the arm has a fixed mass center and b) the mass centers of the arm and base are connected via a spherical joint. This ingenious design is limited in application.
Nenchev et al. [12] addressed the concerns regarding redundant space manipulators and proposed the concept of a fixed-attitude-restricted (FAR) Jacobian matrix. In this concept, the joint velocities fall into the reaction null space (RNS) of the inertia matrix of the manipulator, maintaining the attitude of the base. Piersigilli et al. [13] presented an RNS-based target interception strategy that does not affect the base orientation. By combining RNS and PSO, Zhang et al. [14] proposed a pre-impact trajectory planning scheme.
Most existing studies have focused on single-arm robot systems. The idea of using both a task-arm and a balancearm was first proposed by Yoshida et al. [15] . In this type of robot, one arm moves along a prescribed path, while the other arm is responsible for keeping the base attitude. However, the structure required for such a system is complicated. Xu et al. [16] - [18] generalized this idea to keep the base satellite inertially fixed. In order to maintain the base pose, not only is the balance arm enabled, so too are the reaction wheels. However, the reaction wheels have limited regulation capability and are easily saturated. A necessary condition for keeping a base inertially fixed for a dual-arm six degreeof-freedom space robot have also been described in the literature [19] .
Some researchers have focused on motion planning while causing minimum disturbance to the base. Xi [20] proposed space robots as a ground-fixed manipulator with the system controlled to move along a zero-disturbance path (ZDP). Once there is no ZDP, the dynamic disturbance reaches a minimum value, as described by this proposed method. Dubowsky and Torres [21] proposed the enhanced disturbance map (EDM) algorithm. Unfortunately, EDM is computationally heavy, which requires the robot to have significant storage space for the computer. A method based on acceleration-level kinematics has also been discussed in the literature [22] .
Many attempts to investigate the practical problems of on-orbit servicing are reported in the literature. For example, Guan et al. [23] proposed an on-line motion planning method to address blocking of the line-of-sight of a stereo vision system by the movement of a manipulator. Rybus and Seweryn [24] discussed systems with nonconserved linear and angular momentum. Bhargava et al. [25] addressed path planning for reactionless visual servoing through simultaneously planning in image and joint spaces. For more material about motion planning for space robots, please refer to [26] - [29] . References [30] and [31] provide reviews of the modeling, planning and control of free-flying space robots.
Stabilization of the base satellite can prevent collisions, and is a typical requirement of on-orbit servicing. However, relevant reports in the literature are limited. In this paper, the ideas of point-to-point planning and balance-arm use are combined. A motion planning method for planar dual-arm space robots that keeps the base satellite inertially fixed is proposed. The remainder of the paper is organized as follows. Section II describes the preliminaries. In Section III, the geometric modeling, kinematic mapping and mathematical conditions required to stabilize a planar dual-arm space robot are discussed. Details on the motion planning of the task-arm are described in Section IV. In Section V, simulations are used to verify the proposed methods. The work is discussed and concluded in Sections VI and VII, respectively.
II. PRELIMINARIES A. PROBLEM DESCRIPTION
In this study, planar dual-arm space robotic systems are considered. An arm referred to as a 'task-arm' is used for completing on-orbit missions, such as cooperative target capturing. A 'balance-arm' is responsible for compensating for the disturbance created by the task arm, using reaction forces and torque. To keep the base inertially fixed, the motion planning for this system can be described as follows: calculate the joint curves such that the relative pose error between the end-effector of the task-arm and the contact point of the target satellite is within an acceptable range, while maintaining the position and attitude angles of the base satellite.
B. ASSUMPTIONS
In this study, the following assumptions were made. (a) The whole system was composed of rigid bodies, i.e. deformations of links and joints were ignored. (b) Each link was connected to a maximum of two joints. An end-effector was fixed to the last link of each arm. (c) Each joint had one rotational degree of freedom. Adverse effects caused by joint friction and joint clearance were ignored, i.e. ideal joints were assumed. (d) A system with an open-chain multi-body structure was considered. The initial configuration of the system (attitude of spacecraft and relative joint displacements) could be measured by equipped sensors, and was accurately known. (e) No external forces and torques acted on the system, so that the law of conservation of linear/angular momentum and the motion of the mass center held true during the operations. The initial linear and angular momentums were assumed to be zero.
III. MODELING ANALYSIS OF DUAL-ARM SPACE ROBOTS A. GEOMETRIC MODELING
In this paper, a geometric model of a planar dualarm free-floating space robot with articulated arms is VOLUME 6, 2018 TABLE 1. Nomenclature (i = A, B; j = 1, 2, . . . , n i ).
FIGURE 1.
Geometric model of a planar dual-arm space robot.
described (Fig. 1) . The base satellite, task-arm and balancearm are labeled 0, A, and B, respectively. The inertial coordinate system (X I −Y I −Z I ) was selected for use as the absolute coordinate system. The base frame (X 0 −Y 0 −Z 0 ) was located at the mass center of the base satellite. A frame (X ij −Y ij −Z ij ) was incorporated at the center of joint J ij . Axis X ij was along the direction of link j of arm-i. Table 1 shows the nomenclature used in this paper. The mass center of L ij was assumed to be located on a line connecting J ij and J ij+1 . The directions of the joint axes were assumed to be perpendicular to the plane and point upwards. Variable superscripts denote the reference coordinate system. If the reference frame was the inertial system, it was ignored. The subscript of a variable indicates its arm and link.
B. KINEMATIC MAPPING
The positions of the center of mass of B ij and end-effector with respect to the inertial frame were determined using geometric relationships.
where b i0 , a ik and b ik are calculated using corresponding constant fixed-body vector and rotation matrices. a ik ik and b ik ik are body-fixed vectors with respect to the frame of J ij .
Using the differentiation Equations of (1) and (2) with respect to time, the linear velocities of B ij and ε i were calculated.
The superposition principle states that the angular velocities of B ij and ε i were:
Therefore, the kinematic mapping of the space robotic system can be expressed as:
where: Ja b and Ja i denote the Jacobian matrix of the base satellite and arm-i, respectively.
C. MATHEMATICAL CONDITIONS TO STABILIZE THE BASE
Considering the linear and angular momentums of the system:
Combine (14) and (15) with (6) in the expression in matrix form:
where:
Theorem: In view of the momentum conservation equation for a dual-arm space robotic system (16), the sufficient and necessary conditions to keep the base inertially fixed in an optimal approximation sense is:
if det(C) =0 when the motion of the task-arm is given as˙ A . Proof:
Since det(C) = 0 (C is a 3-order square matrix), V 0 = O 6×1 which indicates that only a zero solution exists for V 0 , i.e. the pose of base satellite is inertially fixed.
Necessity: The pose of the base satellite was inertially fixed.
Substituting V 0 = 0 and (26) into (10), a kinematic model of planar dual-arm space robots with an inertially fixed base satellite is described, with the task-arm being equivalent to a ground-fixed manipulator.
= 0 (29) where m 0 , M and I are constants. The value of det(C) was determined iff the initial configuration of the system was given. r 0 can be set as a constant, as the base position is invariant. For simplicity, it was assumed that the base frame coincided with the inertial frame at the start time, i.e. substituting r 0 = O 2×1 into Equation (29) , then:
Keeping the base inertially fixed is achieved if the following conditions are satisfied: a) Equation (30) holds; and b) the passive motions of the balance-arm are calculated using the planning results of the task-arm, according to Equation (26) .
IV. POINT-TO-POINT PLANNING SCHEME OF TASK-ARM
Point-to-point planning is described as an optimization of the problem of cost function, which measures many key performances. The stabilization of the base satellite is ensured in accordance with the conditions described in Section 3.3. Relative pose errors between the desired state and final state of ε A (31) could be used as an evaluation index, since the manipulation of the end-effector is a fundamental requirement.
FIGURE 2. Curves of polynomials (a)h(τ ), (b)h (τ ) and (c)h (τ ).
where · v2 stands for vector-2 norm. Another option could be Equation (32), when the maximum manipulability of ε A is required at the final time.
In this paper, the cost function is established as a weighted sum of Equations (31) and (32) . Generally, the weighted coefficients α = 0.8,
The objective was to get a minimum of cost function Equation (33) subject to equality and inequality constraints. These constraints indicate different physical traits. For example, for joint velocities and accelerations: a) the start and final times should be zeroes, i.e. the system is static, and b) values should be within specific limits during the entire process, i.e. conform to mechanical limits.
where r 0_ini , r Ae_ini , and θ ij_ini denote the initial configurations of the system.
A. JOINT TRAJECTORY PARAMETERIZATION
The joint trajectories are calculated using quantic polynomials. [32] θ Aj (t) = q j0 + 5 s=1 q js t s (35) Substituting the equality constraints of Equation (34) into (35) , then:
where q j5 (j = 1, 2, . . . , n A ) are undetermined parameters. The motions of the task-arm are only dependent on q j5 and t f .
B. TIME NORMALIZATION
Time normalization was utilized to simplify the problem, since t f is also an unknown parameter. Let (36)- (38) are transformed as:
To calculate the range of h(τ ), h (τ ), h (τ ), their curves were plotted using MATLAB (Fig. 2) , and the maximum and minimum values identified.
C. COST FUNCTION
The optimization problem described in Equation (33) can be transformed as:
where the corresponding Jacobi and joint velocity spaces are: (18), (19) , (21) and (22) have the form of:
The base frame coincides with the inertial frame at the start time and the stabilization of the base satellite is held: r 0 and b i0 are known and constant vectors. Substitute Equations (1) and (3)- (5) into (23) and (24) , then U is and W is are functions which are primarily determined by the attitude angle of each body of the system.
where k = s, s+1, . . ., n i ; u = 1, 2, . . . , s; l = 1, 2, . . . , k−1.
Concrete forms of U is and W is can be found in the Appendix. Substantially, −B + A is an interval matrix. Similarly, the initial velocity constraints imposed on the two arms are:
The interval vector˙ A_new is solved using Equation (24) based on the concept of the pseudo-inverse of the interval matrix [33] - [35] .
Finally, the interval vector of˙ A is calculated as:
E. FEASIBLE REGIONS OF PARAMETERS
Without loss of generality, θ ij (t 0 ) = 0 was assumed. Therefore, the range ofq j5 was calculated using Equation (39) and the results given in Fig. 2 .
Using simultaneous Equations for (38) , (39) and (53), the feasible region of t f was derived as:
Onceq j5 was solved, an appropriate t f was chosen according to Equation (54). Then:
In this way, the motions of the task-arm are determined.
F. QUANTUM PARTICLE SWARM OPTIMIZATION
Due to poor global searching ability, and premature and slow convergence in particle swarm optimization (PSO) [36] , Sun et al. [37] , [38] introduced quantum mechanics and proposed the quantum particle swarm optimization algorithm (QPSO). The states of a single particle are increased using a superposition state. Moreover, the states of particles appear to be determined by probability. Let the population size of particles be pop_size, the dimension of the problem space be pro_dim and the maximum iterations be max_iter, then the position of the l th particle at the k th iteration is:
where: l = 1, 2, . . . , pop_size; r = 1, 2, . . ., pro_dim; k = 0, 1, . . . , max_iter. Each particle has a local attraction domain:
where: α = rand(0,1), P l (k) and P g (k) are the local and global optimums, respectively. The mean optimum is defined by:
Each particle updates its own position according to:
where u = rand(0,1) and β are a binary function and a dynamically changing shrink coefficient. Usually, w and v are selected as 1 and 0.5, respectively.
The method of solving QPSO is generalized as follows (see Fig. 3 ).
V. SIMULATION STUDY A. NUMERICAL IMPLEMENTATION ALGORITHM
The numerical implementation algorithm for the motion planning of planar dual-arm space robots while keeping the bases inertially fixed is shown in Table 2 . The process consists of initialization, input, judgment, cost function establishment, optimization, forward kinematics, state updating and output.
B. SIMULATION ENVIRONMENT AND PARAMETER SETTING
The simulation environment used a desktop computer (CPU: Intel E7500 2.93 GHz, RAM: 3 GB), scientific computing software MATLAB 2015b, and the interval analysis toolbox INTLAB 6.0. In order to test the proposed method, a scenario of a dual-arm 8DOF space robot capturing a cooperative target satellite was studied (Fig. 4) . The masses and inertia of the system are shown in Table 3 and the simulation parameters are shown in Table 4 . The acceptable range was set as (−0.05 m, 0.05 m, 5 deg).
C. RESULTS ANALYSIS
For simplicity, a static cooperative target satellite was considered. The pose of the contact point of this target satellite was assumed to be (−1.87 m, 1.97 m, 40 deg). This was assumed to be the desired pose value and was solved with Equation (40) using QPSO. The population size, iteration number and problem dimension are 500, 100 and 4, respectively. As shown in Fig. 5 , the fitness curves converge approximately at the 50 th iteration. The optimal solution and values are identified.
The trajectories of the joints of the task-arm are planned without considering the velocity constraints of the balancearm, i.e. the joint velocities of the joints of the task-arm are not limited further. Based on the solution ofq j5 above, the lower boundary of t f was calculated to be 15.65 s using Equation (54). t f = 30 s was selected, and q j was determined using Equation (55).
Thus, the joint velocity trajectories of the task-arm were calculated (equations (62)-(65)). Graphs of the positions, velocities and accelerations are shown in Fig 6(a)-(c) . 
The motion planning using the joint velocity constraints strategy was studied. Interval matrices A and B were calculated using the range of joint angles (Equations (66) and (67)), as shown at the bottom of the next page. Using the transformation of Equation (24), the magnitudes of the joint velocities of the task-arm were constrained to 1.0441 deg/s, and the joint velocity of the balance-arm was required to be less than 5 deg/s. The lower boundary of t f (38.07 s) was calculated as mentioned above. t f = 40 s was set, and the joint velocity trajectories of the task-arm were derived from Equations (68)-(71). Graphs of the positions, velocities and accelerations are shown in Figs. 6(d)-(f ) . It was demonstrated that the angles, velocities and accelerations of the joints of the task-arm were not beyond their mechanical limits. the mechanical limits). However, the maximum joint rate (at 36.15 s) using the joint velocity constraints strategy ( Fig. 7(b) ) was 4.759 deg/s (conforming to the mechanical limits). The method proposed by Xu et al. [17] was adopted as a comparative experiment. Xu's method was used on redundant systems, as only a specific two-arm four-link system was considered [17] . Required velocities obtained from Xu's method are shown in Fig 8. Xu reported velocity constraints of the end-effector only and neglected time planning. In this study, the maximum time was set as 200 s. The magnitude was low over a long time. At 150 s, the joint velocities converge to zero, which indicates the termination of motions. Curves of the attitude angles of arm links are shown in Fig. 9 . Fig. 10 demonstrates the trajectories of ε A and ε B in the X -Y plane. Initial and desired positions are labelled using text and arrows. Compared with Xu's method, the proposed method has greater precision in positioning on ε A , regardless of whether the joint velocity constraints strategy was used. ε B had a much larger movement because both position and attitude disturbances were offset by the balance-arm, in agreement with the proposed theory. The positioning and attitude errors of ε A can be found in Fig. 11 . The curves converged near 0 at 150 s. The positioning errors were all within the required error range. Steady-state errors of the position and attitude of ε A using the proposed method were smaller. Moreover, the convergence rate of our method was faster. Since the desired attitude angle of the end-effector was not considered in the method of Xu, the attitude angle of ε A is divergent until termination time (Fig. 11(b), 200 s) .
In this study, base stabilization performance with the proposed method was evaluated by presenting the velocities of the reaction movements (Fig. 12) . During motion using the proposed method, the magnitudes of the linear and angular velocities of the base were relatively small (−2 × 10 15 − 1.2 × 10 14 ) and concussive. Therefore, the base was considered to be stabilized.
By contrast, the base positions calculated using the method of Xu were relatively large (x-coordinate: 0-10 −4 m; y-coordinate: 0-0.05 m). The orientation changes of each body are shown in Fig. 13 , and the motions of the system are shown in Fig. 14 . Finally, the target satellite was captured by ε A .
It should be noted that the peak value of the angular velocity required for the reaction wheel was also very small (1.8 deg/s, Fig. 15 ). However, the total rotation angle was 116.7 deg. The possible saturation of the reaction wheel was not considered in this paper. A comparison of the proposed method and Xu's method is shown in Table 5 .
VI. DISCUSSION
The method proposed in this paper is a generalized version of Agrawal's method of the redundancy system. The physical meaning of the parameters and limitations of the proposed method are described in this section, and future work is proposed.
A. PHYSICAL MEANINGS OFq j 5 AND q j 5
According to Equation (39), the following result was obtained when τ = 1(t = t f ).
q j5 represents six times of the total joint angle changes. Taking the second derivatives of Equations (38) and (41), respectively:
.... 
It can be seen that the absolute value of q j5 represents the one hundred and twenty tenth part of the average change rate of jounce. In Figs. 6, 7, 9, and 12, the curves obtained with and without using the joint velocity constraints strategy were similar in shape but differed in their local maxima and phases. It was not difficult to determineθ Aj andθ Aj afterq j5 was calculated. Thus, the larger the value of t f , the smaller the joint velocities and accelerations that were required.
B. LIMITATIONS OF OUR METHOD
The conditions proposed in Section 3.3 were sufficient to theoretically stabilize the base. However, the existence of solutions for the linear system needs to be clarified. (77) The generalized velocity of the base can be estimated using Crammer's Rule according to Equation (78) when B˙ B = −A˙ A has no solution.
In addition, the linear system B˙ B = −A˙ A is sensitive to small disturbances if it is an ill-conditioned system. The condition number could be used to measure the extent a system would change. A linear system was considered as ill-conditioned if its condition number was large.
Cond(B) = B B
−1 (79) Equation (79) is a function of the distribution of the mass, inertia and geometry of the balance-arm. The joint velocities required to stabilize the base are smaller when the relative mass (inertia, length) of arm-B to arm-A is larger. The accurate positioning of ε B and stabilization of the base cannot be guaranteed simultaneously when the total number of joints is less than six, according to the conclusion of Nenchev et al. [12] .
C. FUTURE WORK
(1) The task-arm could be considered as a ground-fixed manipulator since the base is stabilized. Therefore, the required joint angles could be determined by adopting traditional inverse kinematics algorithms. Future work could be conducted on workspace analysis, as the possible results could offer no solution or multiple solutions. (2) The captured object is a static cooperative target satellite. However, uncooperative tumbling targets are more common in actual on-orbit services. (3) The object function is the key to motion planning. The magnitudes of joint angles could be limited by adding extra terms to the object functions. (4) Traditional control theories usually applied to groundfixed manipulators could be generalized to task-arm and balance-arm calculations. (5) The interval linear system A˙ A = −B˙ B (Section 4.4) could be solved using algorithms for different cases (e.g. a well-determined system [34] , over-determined system [39] , or under-determined system [40] ). (6) Future development of visualization software could be conducted.
VII. CONCLUSION
In this study, motion planning for space robots while stabilizing the base satellite was studied. Geometric modeling and kinematic mapping of a class of planar dual-arm space robots were described. A theoretical analysis of the mathematical conditions for keeping the bases inertially fixed was also proposed. The point-to-point planning of motions of the taskarm was formulated as a nonlinear programming problem in joint space. Relative pose errors between the end-effector of the task-arm and the contact point, and manipulability were shown to be dependent on decision variables and were incorporated in the objective function to be minimized. Joint trajectories of the task-arm were parameterized using fifth-order polynomials. Time normalization was utilized to simplify the optimization process. In order to satisfy the mechanical limits of the balance-arm, the constraints of the joint velocities of the task-arm were solved using the pseudo-inverse of the interval matrix concept. Then, the feasible regions of parameters were calculated. QPSO was used to determine the optimal 
solution. Numerical simulation verified the proposed method.
Finally, an estimation of the velocity of the base satellite was indispensable once there was no solution for the linear system transformed by necessary conditions to stabilize the base and other algorithms to solve the linear interval system were discussed.
APPENDIX
The concrete forms of U is and W is in (47) and (48) are (80) and (81), as shown at the top of this page.
