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When two Bose-Einstein condensates are suddenly coupled by a tunneling junction, the Gross-
Pitaevskii mean-field theory predicts that caustics will form in the number-difference probability
distribution. The caustics are singular but are regularized by going to the many-body theory where
atom number is quantized. However, if the system is subject to a weak continuous measurement the
quantum state decoheres and classicality is restored. We investigate the emergence of singularities
during the quantum-to-classical transition paying attention to the interplay between particle number
N and the quantum noise introduced by the measurement.
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Decoherence provides an explanation for why
Schro¨dinger cat states (macroscopic quantum superpo-
sitions) are not seen in the wild: it destroys quantum
interference at a rate that depends sensitively upon
the ‘size’ of the superposition and thereby reduces the
associated probability distribution to a sum of classical
probabilities [1–3]. This occurs whenever a system
becomes entangled with its environment, causing a
continuously monitored quantum system to behave
classically [4–7], even displaying elements of chaotic
dynamics [8–11] (something which is absent in quantum
mechanics). Pioneering experiments using atoms in-
teracting with electromagnetic fields have observed the
decay to classicality [12–17], including the appearance
of chaos [18–21], and measurement induced suppression
of tunneling [22]. Decoherence is now also actively
studied in solid-state systems such as quantum dots [23],
superconducting devices [24, 25], crystalline molecular
magnets [26], and nitrogen-vacancy centres in diamond
[27] to name just a few.
In this paper we consider the case of two atomic Bose-
Einstein condensates (BECs) coupled via a tunneling
barrier, i.e. a bosonic Josephson junction (BJJ), a system
that has been realized in a number of experiments [28–
33]. The interatomic interactions generate entanglement
which manifests itself as reduced atom number fluctua-
tions between the BECs [34–36]. This quantum resource,
which can be characterized in terms of Fisher information
[37], opens the door to metrology that exceeds the sen-
sitivity of classical interferometers and has been used to
perform sub-shot noise magnetometry [38]. Whilst two
initially independent BECs rapidly develop a well defined
relative phase as a result of an interference measurement
[39–41], including the case of a weak continuous measure-
ment via light scattering [42], when the reverse experi-
ment is performed in which a single condensate is split
in half the two pieces gradually dephase [43–45]. The ef-
fect of phase noise, which arises, e.g., from fluctuations
in the relative trap depths, has been shown theoretically
to decohere nonclassical states although superpositions
of phase states are surprisingly stable [46].
We are interested here in the case where the number
difference is measured weakly and continuously. This sit-
uation has been considered theoretically in [47] where it
was shown that if the measurements are frequent enough
to resolve the dynamics the measurement backaction
causes the BJJ to behave classically. In the many-body
context, ‘classical’ means ‘mean-field’ indicating the ab-
sence of many-body entanglement: the condensate wave
function is still described by the Gross-Pitaevskii wave
equation [48]. The specific dynamics we consider arise
from a quench in the tunneling rate from zero to a finite
value describing the conceptually important situation of
when two independent condensates are suddenly placed
in contact [49–51]. This sets the combined system into
motion and a repeating series of collapses and partial
revivals of the many-body state occur as a function of
time [52, 53]. In Fock space the revivals correspond to
caustics in the number-difference amplitudes which are
singular in the classical limit indicating a failure of the
classical theory. The singularities are removed by going
to the quantum many-body theory where the discreteness
of the atom number difference regularizes the caustic, an
example of a quantum catastrophe [54]. However, when
decoherence is included we are apparently led back to the
paradoxical situation of a theory with singularities. The
missing ingredient is the quantum noise introduced by
the measurement backaction which we will include below
using a master equation.
Catastrophe theory predicts that only certain types of
singularity are structurally stable (stable against pertur-
bations) [55–57]. These catastrophes occur generically in
nature because they require no special symmetry. Exam-
ples include rainbows, the twinkling of starlight [58] and
freak waves [59]. In cold atoms they have been observed
in the trajectories of cold atoms in a magnetic waveguide
[60], in the dynamics of a BEC in an optical lattice [61],
and during reflection from an optical barrier in the pres-
ence of gravity [62]. They appear in a quenched BJJ as
cusped caustics in Fock space given by the envelopes of
families of classical trajectories, as shown in Fig. 1, which
also illustrates their structural stability against introduc-
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2ing a tilt bias. Each trajectory is a solution of Josephson’s
equations for the number- and phase-difference [63, 64]
∂z
∂τ
=− ∂H
∂φ
= −
√
1− z2 sinφ
∂φ
∂τ
=
∂H
∂z
= Λz +
z√
1− z2 cosφ+ ∆E,
(1)
which can be obtained as Hamilton’s equations of motion
from the two-mode Gross-Pitaevskii Hamiltonian
H =
EC
2
(
Nz
2
)2
− EJ
√
1− z2 cosφ+ EJ ∆E z. (2)
Here, N is the total number of bosons, EC character-
izes their interactions, EJ is the coupling energy between
the two BECs, and ∆E is the tilt bias in units of the
coupling energy. φ = φL − φR and z = (NL −NR) /N
are the phase- and fractional number-differences between
the left- and right-hand BECs, respectively, and time is
scaled as τ ≡ t (2EJ/N~). Thus, the classical dynamics
are governed by just two parameters: Λ ≡ ECN2/4EJ
and ∆E. In the quantum description we need to addi-
tionally specify N .
In the classical theory the conjugate variables z and
φ are continuous and commute with each other, whereas
in the semiclassical theory [65] they obey the commuta-
tor [φˆ, zˆ] ≈ 2i/N , with 1/N playing the role of Planck’s
constant [66]. The initial state of two independent BECs
corresponds to a precise value of z which we take to be
zero. (By virtue of their structural stability, the caustics
are qualitatively unaffected if instead we take z 6= 0. We
explore this point further in the Supplementary mate-
rial A.) According to Heisenberg’s uncertainty relation,
the initial phase must be completely undefined and so
the appropriate description of the classical dynamics is
an ensemble of trajectories with φ uniformly distributed
over the range −pi to pi. This approach corresponds to
the truncated Wigner approximation where the evolu-
tion is classical but samples the initial quantum distri-
bution [67, 68]. According to catastrophe theory, the
stable singularities in the two dimensional space formed
by z and t are fold lines that meet at cusp points and
this is what we see in Fig. 1, where the cusp points oc-
cur periodically at the so-called plasma frequency ωpl =√
2EJ (2EJ +N2Ec/2)/N~ = (2EJ/N~)
√
1 + Λ which
gives, in the harmonic approximation, the frequency of
motion around the bottom of the cosine potential well in
the Hamiltonian. The density of trajectories diverges on
a caustic, as shown by the thick green line in Fig. 2 which
plots the probability distribution at the time 1.5pi/ωpl
which occurs halfway between the first and second cusp
points.
A fully quantum description of the dynamics can be
achieved with the Bose-Hubbard model. A crucial differ-
ence between this and the classical treatment is that the
number difference becomes quantized, recognizing the
discrete nature of field quanta (atoms). No assumption
of condensation is made, rather we consider two sites (L
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FIG. 1. Following a quench in a BJJ the classical trajectories
for the fractional number difference z periodically form cusp
caustics. Each trajectory has a different value of the initial
phase difference ranging from −pi to pi in steps of pi/25 which
samples the initial quantum distribution. In (a) the tilt bias
∆E = 0, and in (b) ∆E = 1. Having a finite tilt bias knocks
the cusps off axis but due to their structural stability in two
dimensions they remain as cusps. Λ = 25 for all trajectories.
and R) occupied by bosons that are created and anni-
hilated by the operators aˆ†L (aˆ
†
R) and aˆL (aˆR), obeying
standard bosonic commutation relations [aˆi, aˆ
†
j ] = δij .
In terms of these operators, the fractional number dif-
ference operator is defined as zˆ ≡ (aˆ†LaˆL − aˆ†RaˆR)/N . It
is instructive to apply the Schwinger mapping [? ] to
angular momentum operators Jˆx ≡ (aˆ†LaˆR + aˆ†RaˆL)/2,
Jˆy ≡ i(aˆ†RaˆL − aˆ†LaˆR)/2, and Jˆz ≡ (aˆ†LaˆL − aˆ†RaˆR)/2
whence the Hamiltonian becomes [69]
Hˆ
2EJ/N
=
NΛ
4
zˆ2− 1
2
(
aˆ†LaˆR + aˆ
†
RaˆL
)
=
Λ
N
Jˆ2z − Jˆx (3)
which describes a collective spin made up of the elemen-
tary spin-1/2 bosons and is a special case of the Lipkin-
Meshkov-Glick model [31, 71]. In the quantum theory
Fock space is discrete and finite with size N + 1. In
the semiclassical theory N  1 so that the spectrum of zˆ
tends towards a continuum but obeys the aforementioned
canonical commutation relation with φˆ (which can be de-
fined via the Pegg-Barnett prescription [70]) whereas in
the classical limit N →∞ z is strictly continuous.
We use the Fock basis |z〉 to represent the quantum
state |Ψ(t)〉 = ∑z cz(t) |z〉 of the BJJ, evolving it from its
initial state |z = 0〉 using the Schro¨dinger equation with
the Hamiltonian given in Eq. (3). A slice through the re-
sulting quantum probability distribution at a particular
time is shown in Fig. 2, and in Fig. 4 we plot the prob-
ability distribution as a function of time in the presence
of decoherence (see Fig. 1 in [54] for the decoherence-free
case). The shape of the discrete probability density |cz|2
has recognizable features in common with the classical
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FIG. 2. Comparison of the probability distributions for the number-difference z for classical, quantum, and quantum with
decoherence dynamics in a BJJ at the time slice t = 1.5pi/ωpl with Λ = 25. (a) Classical (thick green line) versus the quantum
with no decoherence (thin blue line), with the latter having N = 400 particles. The classical probability diverges as the inverse
square root of the distance from the fold caustics at z ≈ ±0.5 and z ≈ ±1. The quantum probability distribution is actually
discrete in z but drawn here with a continuous line. (b) Both distributions are for the quantum case with N = 400 but with
different decoherence strengths: D = 0.025 (red) and D = 0.4 (blue). (c) Both distributions are for the quantum case with
D = 0.1 but with different numbers of particles: N = 100 (blue) and N = 500 (red).
distribution, including peaks where it crosses the caustics
(fold lines), but displays interference causing it to oscil-
late around the classical value. Crucially, the quantum
distribution is always finite whereas the classical distri-
bution diverges as the inverse square root of the distance
from a caustic [57]. In fact, in the quantum theory the
caustics are decorated by discretized Airy functions al-
though this can be hard to see because the Airy functions
from the different caustics interfere. In the semiclassical
regime N  1, the oscillations become very rapid and the
main peaks of the Airy function come to dominate the
probability distribution, growing as |Ψ|2 ∝ N1/6 relative
to the background far from the caustic [54].
The effect of decoherence due to a weak continuous
measurement of z can be incorporated into the quantum
theory via the master equation [72]
∂ρˆ
∂τ
= i
[
Jˆx, ρˆ
]
− i Λ
N
[
Jˆ2z , ρˆ
]
−D Λ
N
[
Jˆz,
[
Jˆz, ρˆ
]]
, (4)
where D governs the strength of the measurement. ρˆ(τ)
is the density operator which can be expanded in the Fock
(Jˆz) basis as ρˆ(t) = |Ψ(t)〉〈Ψ(t)| =
∑
q,z ρq,z(t)|q〉〈z|.
The diagonal elements give the populations ρz,z (t) of
the Fock states as plotted in Fig. 2 (b) and (c) and in
Fig. 4. The master equation is in Kossakowski-Lindblad
form, which ensures that the density matrix is positive-
definite at all times [73, 74] (see Supplementary Mate-
rial B). The double commutator is responsible for the
decoherence which suppresses the density matrix’s off-
diagonal elements due to the gain in information about
the number difference by the measurement. Experi-
mentally, the atom number can be counted continuously
(non-destructively) using phase contrast imaging [75–77].
Other techniques, such as homodyne detection when one
of the two BECs is placed inside an optical cavity, have
also been suggested [72].
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FIG. 3. Effect of varying the decoherence strength D and
the number of particles N on the width of a caustic in the
quantum probability distribution. The caustic in question
is located at t = 1.5pi/ωpl near z = −0.5, where Λ = 25.
We measure the full width at three-quarters of the maximum
of the peak because the half-maximum is too low for large
values of D and small values of N . (a) Here N = 400 and
we vary D. The width of the peak increases linearly with D
as Width = 0.22200D + 0.031503. (b) Here D = 0.1 and
we vary N . The width of the peak decreases as a power law
in N as Width = 1.5940N−0.56686. All of these trends are
maintained if we vary the value of t but track the same fold
line.
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FIG. 4. Evolution of the probability distribution for the num-
ber difference (ρz,z ) over time, for N = 100, Λ = 25, and
D = 0.1. For this value of D the quantum interference re-
mains visible for a few oscillations but at later times this is
washed out and even the caustics are diffuse. When t → ∞
the system tends to ρsteady (Eq. (5)).
Decoherence is known to smooth rapidly oscillating
terms in Scho¨dinger dynamics [78]. In Fig. 2 we see
that as D is increased the oscillations are progressively
damped out and in this sense the system becomes more
classical. However, we also see that the caustic peaks are
softened too, signalling a departure from the classical re-
sult. By contrast, increasing N increases the sharpness
of the caustics increasing the similarity with the classical
distribution. These observations are quantified in Fig. 3
where the width of the caustic is found to increase lin-
early with D and decrease as a fractional power law with
N . Furthermore, if the root mean square of the differ-
ence between the quantized probability distribution and
the classical one is computed one find that this also de-
creases as a power law in N (see Supplementary Material
D). This suggests that the required limit for classicality is
D → 0 and N →∞ but such that D×N is always finite.
Another interesting limit is the long-time limit for fixed
D and N . In this case the density matrix becomes diag-
onal and the probability distribution tends to a steady
state which is flat (see Supplementary Material C)
〈q |ρsteady| z〉 ≡ ρsteady q,z = δq,z
N + 1
. (5)
This behavior can be seen in Fig. 4 where we see the
caustics gradually dissipate.
The authors of Reference [47] also consider a BJJ but
with a slightly different measurement scheme and dynam-
ics. They shed light on the effect of decoherence by deriv-
ing an equation of motion for the Wigner quasiprobability
distribution and showing that the decoherence produces
terms that give rise to diffusion with D playing the role of
a diffusion constant. The origin of the diffusion is quan-
tum noise introduced by the measurement backaction.
Considering instead the time evolution of the Glauber-
Surdashan P distribution in phase space, which has the
slight advantage of always being positive if the quantum
system has a classical analogue, we obtain the equation
(see Supplementary Material E)
∂P
∂τ
= 4
[
−
(
∂H
∂φ
)
∂z +
(
∂H
∂z
)
∂φ + 2
DΛ
N
∂2φ
]
P
(6)
where the Hamiltonian is scaled such that H = Λz2/2−√
1− z2 cosφ. The diffusion term in this equation is re-
sponsible for two effects: it eliminates quantum inter-
ference such that the probability distribution settles to
the classical distribution, and it broadens the peaks at
the caustics such that the resultant probability distribu-
tions remain non-singular at all times, thus resolving the
paradox that decoherence can lead to singularities.
Conclusions Classical theories breakdown at caustics
where they predict singularities. Furthermore, catastro-
phe theory predicts that caustics are generic due to their
structural stability. In the many-body case the singular-
ity is in the probability distribution in Fock space rather
than the more tangible coordinate space, but nevertheless
this represents a striking failure. If decoherence merely
reduced the quantum prediction to the classical one this
would spell trouble because true singularities would ex-
ist even in finite systems (N 6= ∞). Caustics therefore
represent a particularly stern test of decoherence theory.
However, decoherence is more subtle and softens the sin-
gularity by means of diffusion due to quantum noise. At
any finiteN the results of decoherence will therefore be fi-
nite. In the thermodynamic limit (N →∞) singularities
are allowed, although without decoherence the quantum
probability distribution will oscillate infinitely fast. In
the ‘old’ way of taking the classical limit the oscillations
were presumed averaged out by the finite resolution of
a detector [79], but with decoherence the true classical
limit (which must include caustics) is obtained by letting
N → ∞ while keeping D > 0 so that oscillations are
washed out but the singularities are maintained.
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Supplementary Material
Appendix A: Stability to changes in initial
conditions
With the second-quantized formulation we initialize a
Gaussian superposition of states
cz =
1
Z
e−
z2N2
8σ2 , (A1)
where
Z =
√∑
z
c2z. (A2)
These initial conditions are then evolved using the
Schro¨dinger equation with the Hamiltonian Eq. (3). For
values of σ up to 1/2, the behaviour is nearly identical
to starting in the z = 0 state (Fig. 5a). Since these ini-
tial conditions are highly similar to |0〉, this verifies the
stability prediction of catastrophe theory.
z (2/
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Λ)
t  
(pi/
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FIG. 5. Stability of the catastrophe structures to varying the
width of the initial state in Fock space. Evolution of the 100-
particle system with Λ = 25, in the initial state given by Eq.
(A1). a. With the initial width σ = 1/2, the behaviour is
quite similar to the z = 0 initial condition case. b. Increas-
ing the initial width to σ = 16 again yields the catastrophe
structures, which now begin at t = 0.5pi/ωpl.
Large σ values correspond to starting in a state with
maximal uncertainty in z but minimal uncertainty in φ,
and the initial cusp moves to a later time t > 0. (Fig.
5b). These show the robustness of the result that the
second-quantized dynamics oscillate around the mean-
field dynamics while remaining finite at the caustics.
We note that the pixelation in Fig. 5 is not a resolution
limit, but rather the result of z being quantized. It is
this very quantization that corrects the classical results
through a quantized Airy function.
Appendix B: Form of the master equation
We here show that Eq. (4) is in Kossakowski-Lindblad
form. This is the most general form that ensures the
positivity of the reduced density matrix ρS at all times,
where
ρS = TrE [ρSE (t)] , (B1)
and S, E, and SE denote the system, environment, and
composite system, respectively [3]. We rewrite the mas-
ter equation in this general form by defining the Lindblad
superoperator L
Lρ = LρL† − 1
2
(
ρL†L+ L†Lρ
)
. (B2)
With
L = L† ≡
√
2DΛ/NJz (B3)
and the reduced Hamiltonian
H˜ ≡ −Jx + Λ
N
J2z , (B4)
7we see that the promised equation
ρ˙ = −i
[
H˜, ρ
]
− Lρ. (B5)
is equivalent to our master equation
∂ρ
∂τ
= i [Jx, ρ]− i Λ
N
[
J2z , ρ
]−D Λ
N
[Jz, [Jz, ρ]] . (B6)
Appendix C: Steady state derivation
The master equation can be expressed in the number
difference basis as
d ρq,z
d τ
=i
NΛ
4
ρq,z
(
z2 − q2)
− iN
4
[
ρq,z+1
√(
1 + z +
2
N
)
(1− z)
+ρq,z−1
√(
1− z + 2
N
)
(1 + z)
−ρq+1,z
√(
1 + q +
2
N
)
(1− q)
−ρq−1,z
√(
1− q + 2
N
)
(1 + q)
]
−DNΛ
4
ρq,z (q − z)2 .
. (C1)
Choosing, e.g., z = q − 1 yields
ρ˙q,q−1 =i
NΛ
4
ρq,q−1 (−2q + 1)
− iN
4
[
ρq,q
√
(1 + q)
(
1− q + 2
N
)
+ρq,q−2
√(
1− q + 4
N
)(
1 + q − 2
N
)
−ρq+1,q−1
√(
1 + q +
2
N
)
(1− q)
−ρq−1,q−1
√(
1− q + 2
N
)
(1 + q)
]
−DNΛ
4
ρq,q−1.
(C2)
By inspection of (C1) with this case, the off-diagonal
terms should decay to zero exponentially with increasing
τ . Setting the time derivative to 0 and retaining only the
diagonal elements of ρ yields
ρq,q = ρq−1,q−1, (C3)
and so
ρsteady q,z =
δq,z
N + 1
, (C4)
where we have employed the normalization condition
Tr [ρ] = 1.
Alternatively, one can observe that 〈q|[Jz, [Jz, ρ]]|z〉 =
(Jz q,q−Jz z,z)2ρq,z is only identically zero when ρq,z = 0
for all q 6= z, ensuring that the steady state is diagonal in
the Fock basis. Elementary commutator algebra shows
that
〈q [H, ρ] z〉 =
∑
j
Hq,jρj,z − ρq,jHj,z
= Hq,z (ρz,z − ρq,q)
(C5)
for ρ being diagonal. This commutator is only identically
zero when ρq,q = ρz,z, which is the steady state derived
above.
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FIG. 6. Comparison of the classical probability distribu-
tion to the quantum distribution for varying decoherence
strength and number of particles. Root-mean-square (RMS)
of the difference between the classical probability distribu-
tion (Fig. 2a) versus a. D and b. N , for Λ = 25 and time
tωpl = 1.5pi. The RMS is calculated for various ranges of
z, all of which show the same trends. Since the inside of
a caustic is well-studied by catastrophe theory [? ], we use
ranges between the caustic at z = −0.5 and the three loca-
tions z = −0.45 (blue circles), z = −0.4 (red squares), and
z = −0.3 (green triangles), as well as the range −1 ≤ z ≤ 1
(cyan stars). a. Here N = 400. For all ranges of z, the
difference between the classical probability and the proba-
bility with decoherence increases linearly with D. The fits
are as follows: −0.5 to −0.45 has RMS = 0.0034789D +
0.021073; −0.5 to −0.4 has RMS = 0.0026552D + 0.015714;
−0.5 to −0.3 has RMS = 0.0019387D + 0.011435; and,
−1 to 1 has RMS = 0.0010545D + 0.0053897. b. Here
D = 0.1. For all ranges of z, the difference between the
classical probability and the probability with decoherence
decreases as a power-law in N . The fits are as follows:
−0.5 to −0.45 has RMS = 0.2204Nˆ(−0.38864); −0.5 to
−0.4 has RMS = 0.2436Nˆ(−0.45413); −0.5 to −0.3 has
RMS = 0.2298Nˆ(−0.49752); and, −1 to 1 has RMS =
0.1302Nˆ(−0.5283). All of the above trends are conserved
while varying the value of t.
8Appendix D: Quantifying the return to classicality
Here we investigate further the effects of varying deco-
herence strength D and particle number N on obtaining
the classical limit from the system with decoherence. We
use the root-mean-squared (RMS) difference between the
classical and quantum probability distributions to mea-
sure the return to classicality, ensuring that our measure-
ment is not obscured by an averaging effect. Fig. 6 plots
this measurement versus D and N for various ranges in z.
Three of the ranges focus on the inside edge of the caus-
tic, and the fourth looks at the entire range −1 ≤ z ≤ 1.
We find that the RMS value increases linearly with D
and decreases as a power-law in N , the same trend as
the widths of the peaks in Fig. 3. The trend is seen not
only on the inside edge of the caustic, but also across
the entire range −1 ≤ z ≤ 1. We see again that increas-
ing decoherence slowly pushes the sytem away from the
classical distribution, and that increasing the number of
particles while decoherence is turned on rapidly pushes
the system toward classicality.
Appendix E: Derivation of the Fokker-Planck
equation
Here we derive a Fokker-Planck equation from the mas-
ter equation Eq. (4) using the P-representation (follow-
ing Breuer & Pettrucione or Gardiner & Zoller 2004).
The authors of Ref. [47] did a calculation for a similar
system using the related Wigner function method, for a
different measurement scheme. We define the probability
density function P (α, α∗, β, β∗; t) by
ρ (t) =
∫
d2αd2βP (α, α∗, β, β∗; t) |α〉 〈α| |β〉 〈β| (E1)
for coherent states
|α〉 = exp
(
αa†L − α∗aL
)
|0〉 (E2)
and
|β〉 = exp
(
βa†R − β∗aR
)
|0〉 . (E3)
This can be substituted into Eq. (4) using the correspon-
dences
aLρ↔ αP, a†Lρ↔ (α∗ − ∂α)P, ρaL ↔ (α− ∂α∗)P, ρa†L ↔ α∗P
aRρ↔ βP, a†Rρ↔ (β∗ − ∂β)P, ρaR ↔ (β − ∂β∗)P, ρa†R ↔ β∗P
(E4)
to yield
dP
dτ
=
(
i
2
(α∗∂β∗ − α∂β + β∗∂α∗ − β∂α)
−i Λ
4N
[−2 (αα∗ − ββ∗) (α∂α − α∗∂α∗ + β∗∂β∗ − β∂β) + α∂α − α∗∂α∗ + β∂β − β∗∂β∗
α2∂2α − α∗2∂2α∗ + β2∂2β − β∗2∂2β∗ + α∂αβ∂β − α∗∂α∗β∗∂β∗
]
+
DΛ
4N
{
−1
2
[
(α∗∂α∗ − α∂α)2 + (β∗∂β∗ − β∂β)2
]
+ (α∗∂α∗ − α∂α) (β∗∂β∗ − β∂β)
})
P.
(E5)
Next we transform to the real variables z and φ
α ≡
√
N
2
(1− z) exp
(
− iφ
2
)
, β ≡
√
N
2
(1 + z) exp
(
iφ
2
)
,
(E6)
as per Reference [47]. We compute
∂α =
2
α
[(z − 1) ∂z + i∂φ] (E7)
and
∂β =
2
β
[(z + 1) ∂z − i∂φ], (E8)
noting that (∂α)
∗
= ∂α∗ , etc. We substitute into Eq.
(E5) to yield
∂P
∂τ
=
[
−4
√
1− z2 sinφ∂z + 4 z√
1− z2 cosφ∂φ + 4Λz∂φ + 8
DΛ
N
∂2φ
]
P
= 4
[
−
(
∂H
∂φ
)
∂z +
(
∂H
∂z
)
∂φ + 2
DΛ
N
∂2φ
]
P
(E9)
for
H =
Λz2
2
−
√
1− z2 cosφ. (E10)
