The scientific community has yet to reach a consensus as to exactly what it is, in body and brain, that sleeps, and why we sleep. This lack of consensus confuses our understanding and confounds discussions of sleep. How can we explain the regulation of sleep if we do not know, or have testable theories of, how the brain is organized to produce sleep and exactly what sleeps? Traditionally, sleep has been considered a property of the whole organism: an animal was either awake or drowsy or asleep. This idea was derived in part from the observation that sleep is homeostatic: prolonged wakefulness is followed by rebound sleep. Indeed, there are global ways to induce sleep-like states in animals through brain stimulation 1 or through the induction of global metabolic 2 or neurochemical 3 changes in the body (BOX 1). In the past few years, however, evidence has emerged that supports a new theory of sleep: that it is local and use-dependent 4,5 . According to this theory, the homeostatic regulation of sleep is not at the level of the whole organism: it occurs in any brain region in response to use.
The scientific community has yet to reach a consensus as to exactly what it is, in body and brain, that sleeps, and why we sleep. This lack of consensus confuses our understanding and confounds discussions of sleep. How can we explain the regulation of sleep if we do not know, or have testable theories of, how the brain is organized to produce sleep and exactly what sleeps? Traditionally, sleep has been considered a property of the whole organism: an animal was either awake or drowsy or asleep. This idea was derived in part from the observation that sleep is homeostatic: prolonged wakefulness is followed by rebound sleep. Indeed, there are global ways to induce sleep-like states in animals through brain stimulation 1 or through the induction of global metabolic 2 or neurochemical 3 changes in the body
. In the past few years, however, evidence has emerged that supports a new theory of sleep: that it is local and use-dependent 4, 5 . According to this theory, the homeostatic regulation of sleep is not at the level of the whole organism: it occurs in any brain region in response to use.
In this Review, we present a comprehensive mechanistic view of the brain organization of sleep. First, we discuss the recent evidence that directly demonstrates that a sleep-like state can exist in cortical columns 6 , show that such local sleep-like states depend on the prior activity of the columns, and discuss the role of sleepregulatory substances (SRSs) in the regulation of local sleep. We then present a hypothesis that mechanistically links metabolism and brain activity to local-sleep regulation and organization. We also discuss a quantitative model of how synchrony of cortical-column states within cortical regions is achieved and how it enables the emergence of whole-organism sleep. Finally, the implications of our theory for sleep function and consciousness are briefly presented.
Sleep is a local process
Clinical evidence suggests that sleep can be a property of something less than the whole brain. Mahowald and Schenck 7 describe patients with parasomnias, such as sleep walking, and propose that these individuals are simultaneously awake (evidenced by their ability to negotiate objects) and asleep (indicated by their lack of awareness of their actions). Studies of strokes and other brain lesions indicate that if a human or animal survives acute brain damage for more than a few days, sleep reemerges: despite there being millions of cases, we know of no instance in which there was complete insomnia following survivable acute brain lesions. This finding suggests that sleep is a robust fundamental self-organizing property of any group of neurons.
Naturally occurring patterns of normal sleep also suggest that parts of the brain can be awake while other parts are asleep. For example, dolphins do not exhibit high-amplitude electroencephalogram (EEG) delta waves simultaneously in both cerebral hemispheres 8 . High-amplitude EEG delta waves are a defining characteristic of non-rapid-eye-movement sleep (NREMS)
Other species of whales, other marine mammals such
Cortical columns
Collections of highly interconnected neurons that often focus on particular tasks. Columns are layered structures, and the individual layers are concerned with different functions, such as the receipt of afferent input and producing an output. There is more intercellular connectivity within columns than between columns. This makes each column a functional unit. In humans, each column contains 1,000-10,000 cells and there are ~100,000 cortical columns.
Parasomnias
States in which behavioural or physical phenomena that are characteristic of waking occur while parts of the body seem to be asleep. Sleep walking is a well-known example of a parasomnia.
as seals, and birds also exhibit unihemispheric sleep 9 . In humans, as NREMS epochs unfold, the EEG deltawave power increases in the frontal cortex earlier than in more posterior cortical areas, suggesting differential sleep intensities in different brain regions 10 . Similarly, measurements of cerebral blood flow show regional differences during NREMS and rapid-eye-movement sleep (REMS) 11 . Collectively, these data suggest that sleepor at least correlates of sleep or sleep intensity, such as EEG delta-wave power and blood flow -is a regional phenomenon in the brain.
In cats, if cortical islands are prepared surgically in such a way that they retain their blood flow but not their thalamic inputs, the local field potentials from those islands wax and wane over periods of 10-20 minutes through episodes with high-amplitude EEG delta waves 12 . More-recent data also indicate that there is an EEG slow-wave component (0.5-1.5 Hz) that originates locally in the cortex 13 . Such findings indicate that highamplitude EEG delta waves are a local property of cortical tissue. In monkeys that are at the transition between wakefulness and sleep, some neurons in the visual cortex display the characteristic sleep patterns of hyperpolarization followed by bursting action potentials even when the animal is performing a visual discrimination task 14 .
The coordination of such firing patterns contributes to the sleep phenotype of EEG delta-wave power 13 . Although the animal is awake, the cellular processes that are characteristic of NREMS are evident, suggesting that there are local islands of sleep. Thus, we infer that these islands can integrate sleep, waking and vigilance transition states locally.
Cortical columns are anatomically well-defined examples of neuronal networks and are also called neuronal assemblies; they are thought to be a basic processing unit of the waking brain 15 . direct evidence indicates that cortical columns oscillate between functional states as defined by changing input-output relationships: if rat cortical columns are probed using afferent sensory stimulation and the subsequent amplitudes of the induced evoked response potentials are measured, awake-like and sleep-like states can be distinguished 6 . The sleep-like state is characterized by evoked response potentials of greater magnitude than the evoked response potentials that occur during waking. during whole-animal sleep, most of the cortical columns are in this sleep-like state. Conversely, when an animal is awake, most of the cortical columns are in an awake-like state that is characterized by low-amplitude evoked response potentials. However, the findings that columns can exist in a sleep-like state during whole-animal wake episodes and, conversely, that columns can exist in awake-like states during wholeanimal sleep suggest that sleep is a property of individual cortical columns 6 . The cortical-column sleep-like state, like wholeanimal sleep, is predictable and homeostatically regulated: the probability of finding a given column in the sleep-like state is dependent on the length of time that the column has spent in the awake-like state. In other words, the longer a column is in an awake-like state, the higher the likelihood that it will make the transition to the sleep-like state 6 . Such changes also manifest in behavioural consequences and thereby can be defined as functional-state changes. Rats that are subjected to a conditioned-learning paradigm in which they are trained to lick in response to stimulation of a single facial whisker show greater incidence of errors of commission (licking when the whisker is not stimulated) and omission (failure to lick in response to whisker stimulation) if the cortical column that receives the whisker input is in the sleep-like state 16 . Thus, cortical columns might be the minimal unit of brain that can manifest a sleep-like state 4, 6 . It is possible that individual cells sleep independently of other cells, but this will be difficult to demonstrate because we currently cannot causally link the electrical or metabolic activity of individual brain cells and sleep, despite the fact that there are numerous examples in the literature of correlations between single-neuron activity and sleep 13, 14 . In summary, the data reviewed in this section indicate that sleep can be a property of local neuronal assemblies. Even though there are central global coordinators of sleep-waking states, such as the clock mechanisms of the suprachiasmatic nuclei 17 , we suggest that global coordination of NREMS is not due to a single sleep generator: it might largely reflect an emergent property of loosely coupled local processes. This may help to explain the common observation in human sleep laboratories that EEG indices of NREMS do not always correspond to the subjective experience of sleep quality. For instance, at times some patients report that they have barely had any sleep, whereas EEG indicators suggest otherwise.
Box 1 | Sleep
Sleep sustains physical and cognitive performance, productivity, health and well-being; even mild sleep restriction degrades performance over a few days. However, it is difficult to define sleep as there are no direct measures of it. Instead, sleep is inferred from a variety of measures, including electrical activity in the brain (through electroencephalograms (EEGs)) and in muscles (through electromyograms), brain temperature, behaviour, posture and heart rate. Using those measures one characterizes epochs (usually less than one minute) as being in a particular state and then determines parameters, such as EEG power, that correlate with the state.
In almost all mammals there are two forms of sleep: non-rapid-eye-movement sleep (NREMS) and rapid-eye-movement sleep (REMS). In humans, NREMS occupies ~80% and REMS ~20% of sleep time. These two forms alternate with a periodicity of ~90-100 minutes, with more NREMS occurring during the first half of the night and more REMS occurring during the second half. Despite this complex architecture, sustaining performance during waking is dependent on total sleep time. Central sleep-regulatory circuits seem to consolidate sleep into one or two daily bouts in humans. Circuits that regulate NREMS include the preoptic anterior hypothalamus, within which are found the ventrolateral preoptic area and the median preoptic area, and the basal forebrain 57 . REMS and the alternation between NREMS and REMS are also under central control. The areas that are responsible for these functions include the pedunculopontine tegmental nucleus and the laterodorsal tegmental nucleus in the brainstem. There are also multiple wake-promoting networks, including the hypocretin/orexin system in the lateral hypothalamus, the degeneration of which is responsible for the clinical condition of narcolepsy.
The currently dominant paradigm in sleep research views whole-organism sleep as being initiated and regulated centrally by the interactions of specialized sleep-and wake-promoting neuronal networks 1, 13, 17, 57 . Notwithstanding this central regulatory control, it is the position of this Review that sleep is initiated locally as a consequence of use, and only then consolidated by central mechanisms. 
Delta-wave power
The calculated power (in µV 2 ) of delta waves, obtained from fast fourier transformations of the EEG. Delta waves are from 0.5-3.5 Hz. Delta-wave power is higher during sleep after sleep deprivation and is considered an indicator of NREMS intensity. Delta waves are generated by the synchronous and cyclical switching of cortical cells between a hyperpolarized and a depolarized state. Although this rhythm is present in isolated cortical slices, similar rhythms occur in the thalamus and might drive the cortical cells into alternating hyperpolarized and depolarized states.
Rapid-eye-movement sleep
A state characterized by a relatively fast waveform EEG and a flat electromyogram in postural muscles. This state is also well known for the vivid dreams that can be remembered.
Evoked response potentials
The field potentials measured from electrodes on the surface of the cerebral cortex or scalp that occur in response to sensory afferent stimulation. Synchronous synaptic activation of many cells in a cortical column generates an electrical potential gradient that can be detected by the electrodes. By using multiple electrodes and/or discrete sensory stimuli, these potentials can be localized to individual cortical columns.
Sleep depends on past activity
If sleep occurs locally in cortical columns, then what determines whether a cortical column is in a sleep-like or an awake-like state? Accumulating evidence suggests that brain areas enter a sleep-like state after a prolonged period of activity. For example, in humans, EEG deltawave power is higher in the left somatosensory cortex than in the right during the first NREMS episode after prolonged right-hand stimulation before sleep onset 18 . In the past 14 years, many other studies have supported these findings. In mice, rats, chickens, pigeons, cats and humans, if a localized area is disproportionately stimulated during waking, EEG delta-wave power is increased in the stimulated areas during subsequent NREMS [19] [20] [21] [22] [23] [24] [25] . Conversely, if afferent activity to a localized area is reduced during waking, EEG delta-wave power is reduced during NREMS 26 . There are also several findings which show that during sleep cerebral blood flow is targeted to, and highest in, areas that were disproportionately stimulated during prior waking 27, 28 . Finally, findings from the developmental-plasticity literature [29] [30] [31] indicate that changes in the sleep EEG occur in areas that were activated during prior waking. In summary, sleep intensity, a characteristic of sleep that is determined from EEG delta-wave power, is dependent on prior use and is highest in areas that were disproportionately used during prior wakefulness.
Measurements of cortical-column activity also support the conclusion that sleep-like states depend on prior activity of the cortical column. As described above, in rats afferent activity induced by twitching a facial whisker promotes in the relevant cortical column a sleep-like state, as determined from the amplitudes of evoked-response potentials 32 . Moreover, if one column is stimulated at twice the rate of another there is a higher probability that it will enter the sleep-like state 32 . In summary, these data provide support for the idea that state oscillations in cortical columns are dependent on the amount of afferent activity. Sleep at this level of organization is auto-regulatory, in the sense that activity in the network determines the probability of the network entering the sleep-like state.
Role of sleep-regulatory substances
We have known for almost 100 years that cerebro spinal fluid contains substances that accumulate during wakefulness and, when transferred to the cerebrospinal fluid of recipient animals, elicit sleep 33 . Many substances have now been implicated in sleep regulation. However, because all physiological variables vary concurrently with sleep, it is not possible to isolate sleep as the independent variable. For that reason, investigators have developed lists of criteria that a substance should fulfil before it can be termed an SRS [34] [35] [36] [37] . briefly, an SRS should enhance sleep; inhibition of an SRS should reduce spontaneous sleep and sleep rebound after sleep loss; the brain levels of an SRS should vary with an animal's sleep-wake history; an SRS should act on sleep-regulatory circuits such as the anterior hypothalamus; and the levels of an SRS should be altered in pathological states that are associated with enhanced sleepiness 33 .
There is a consensus that adenosine, nitric oxide (NO), prostaglandin d 2 , tumour-necrosis factor (TNF), interleukin-1 (Il1) and growth-hormone-releasing hormone (GHRH) are involved in the regulation of NREMS duration and intensity; each has met all or most of the criteria 33 . These substances work in the biochemical cascades that form the NREMS homeostat (FIG. 1) . For instance, Il1 and TNF induce each other's production and activate nuclear factor-kb (NF-kb), which in turn induces the production of NO and adenosine. There are separate substances that regulate REMS and waking, although if a substance affects the duration of one state, other sleep-wake states are necessarily also affected. REMS-promoting substances (such as vasoactive intestinal polypeptide and prolactin) and wake-promoting substances (such as orexin, ghrelin, adrenocorticotropin hormone and corticotropin-releasing hormone) are not discussed in this article because the evidence from SRS studies that has bearing on sleep as a use-dependent local process is limited to NREMS-promoting SRSs.
SRSs act on neuronal networks. Several SRSs act on subcortical sleep-regulatory circuits 33 . Adenosine acts on basal forebrain neurons to promote sleep 38 ; GHRH, TNF and Il1 act directly on hypothalamic preoptic neurons to promote NREMS 33 . In fact, inhibition of either GHRH or TNF by microinjection of GHRH or TNF inhibitors into the preoptic hypothalamus inhibits NREMS 33 . TNF and Il1 also act on the locus coeruleus 39 , and Il1 acts on raphe serotonergic neurons to promote sleep 40 . Il1 acts in the hypothalamus on GHRH-receptive GAbA (g-aminobutyric acid)-ergic neurons 41 . SRSs also act locally in the cortex to enhance sleep phenotypes. If either Il1 (REF. 42 ), TNF 43 or GHRH 44 is applied to the cortex unilaterally, EEG delta-wave power during NREMS, but not during waking or REMS, is increased ipsilaterally for several hours. If inhibitors of either Il1 or TNF are applied unilaterally to the cortex, the increase in EEG delta-wave power that normally occurs during NREMS after sleep deprivation is attenuated ipsilaterally. Similarly, if the production of TNF is inhibited unilaterally by the microinjection of a TNF small interfering RNA onto the surface of the cortex, EEG delta-wave power is inhibited ipsilaterally for days 45 . At the corticalcolumn level of analysis, similar microinjections of TNF onto the cortex increase the probability of a cortical column being in the sleep-like state for 1-2 hours 46 . These results are consistent with the view that SRSs act both on sleep-regulatory circuits and locally in the cortex and brainstem to promote sleep.
It is clear that SRSs act locally to change the electrical property of neurons and thereby alter their inputoutput relationships. The direct evidence for this is that the application of TNF to the surface of the cortex enhances the probability of cortical-column sleep 46 . Moreover, evidence from several studies from different fields of research shows that SRSs such as cytokines and neurotrophins alter network properties 47 . For example, Il1 enhances presynaptic GAbA-mediated inhibition of hypothalamic glutamatergic transmission 48 . Il1 also increases the activity of hypothalamic sleep-active neurons Nature Reviews | Neuroscience 
Sleep-active neurons
Neurons with activity that increases during sleep or just before sleep onset.
Wake-active neurons
Neurons with activity that increases during wakefulness or just before wakefulness onset.
and decreases that of wake-active neurons 49 . From the fever literature, we know that Il1 and TNF alter the sensitivity of hypothalamic neurons to temperature 50 . From other studies we know that Il1 receptors colocalize with GHRH receptors on GAbAergic hypothalamic neurons 41 . It is well known that other SRSs, such as the neurotrophins, alter the electrical properties of neurons 51 . It has also been demonstrated that SRSs such as TNF alter K + channels in neurons 52, 53 , glia 54, 55 and other cell types 56 . Whether such actions are related directly to sleep remains unknown, but the studies cited above suggest multiple routes by which SRSs can alter network responsiveness in both the short and the long term.
NREMS is also influenced by the activity of subcortical sleep-regulatory circuits 57 . These sleep-regulatory circuits are kept informed of cortical-column states. For example, application of either TNF or Il1 onto the cerebral cortex activates reticular thalamic neurons, as determined by Fos expression 58, 59 . Il1 applied in this manner also activates prefrontal cortical neurons, ventral lateral preoptic neurons and medial preoptic neurons 58 . It seems likely that sleep-regulatory circuits integrate information that is related to locally induced corticalcolumn states with information that is important for the determination of whole-animal sleep-wake states, such as the time of day, sensory input, mental activity and information relating to emotion and disease.
Neuronal activity increases SRS levels. The production of every well-characterized NREMS SRS is enhanced by neuronal activity. For example, if activity is experimentally enhanced by epileptic episodes, levels of Il1 and TNF in the brain increase 33 . Neuronal expression of TNF and Il1 is also enhanced in response to afferent activity. For instance, excessive stimulation of rat facial whiskers for 2 hours enhances Il1 and TNF The sleep-regulatory substances (SRSs) shown (yellow boxes) are produced in response to cellular activity and metabolism. These SRSs, as well as others not illustrated here, are influenced by positive-and negative-feedback signals, including transcription-enhancer substances such as nuclear factor-kB (NF-kB) 33 . The fruitfly homologue of NF-kB, Relish, is implicated in state control in those insects 71 . The transcription and translation events that are needed to produce the proteins shown in the left-hand part of this figure occur over periods of hours or longer. Thus, they offer a mechanism by which the brain can track its sleep-wake history. SRSs with direct sleep-promoting actions, such as nitric oxide (NO) and adenosine, are labile substances with short half-lives (middle part of the figure). In the two-process model of sleep 34 , it is the output of this homeostat, as estimated from electroencephalogram (EEG) delta-wave power, that is modelled as 'process S'. Several of the SRSs -for example, interleukin-1 (IL1), tumour-necrosis factor-α (TNFα) and adenosine -enhance EEG delta-wave power. A variety of experimental manipulations affects the homeostat and sleep in predictable ways. For instance, acute mild increases in ambient temperature enhance sleep duration and TNF levels 98 . Infection enhances sleep duration and increases the concentration of almost every SRS in the brain 99 . Excessive food intake enhances brain IL1 levels and sleep duration. Sleep loss increases levels of IL1, TNFα and adenosine 33 , whereas administration of antagonists of these substances before sleep deprivation attenuates the expected rebound of non-rapid-eye-movement sleep 33 . We propose that this biochemical network operates in cortical columns and other neuronal assemblies to affect state. Many of these substances also promote whole-organism sleep if they are applied directly to sleep-regulatory networks in subcortical networks 33 , suggesting that the homeostat operates at every level of the neural axis. Such findings also suggest that there is a high degree of evolutionary conservation of this fundamental mechanism. A1AR, adenosine A1 receptor; COX2, cyclooxygenase 2; CRH, corticotropin-releasing hormone; CRY, cryptochrome; EGF, epidermal growth factor; GABA, g-aminobutyric acid; GHRH, growth-hormone-releasing hormone; IL1RA, interleukin-1 receptor antagonist; NOS, nitric oxide synthase; P2R, purine p2 receptor; PER, period; PGs, prostaglandins; sIL1R, soluble type-1 IL receptor; sTNFR, soluble TNF receptor; TGF, transforming growth factor. 46, 60 . Whisker stimulation also enhances cortical expression of GHRH receptors 61 . Glutamate, an excitatory neurotransmitter, enhances TNF production in cultured neurons 62 . Adenosine and NO are produced locally in response to neuronal activity; both seem to be involved in determining local-sleep intensity 63 . Caffeine, which is an adenosine-receptor antagonist, and inhibition of nitric oxide synthase, the enzyme that is involved in the production of NO, reduce EEG deltawave power 64, 65 . Collectively, these data demonstrate that in the brain several SRSs can operate locally and respond to cellular activity.
What is it about wakefulness and neuronal activity that causes the enhanced SRS activity? Neuronal activity manifests in pre-and postsynaptic events that act in both the short and the long term. Neuronal activity in the presynaptic neuron results in the release of transmitters and ATP 66, 67 . ATP in turn does two things (FIG. 2) : some of it is converted to adenosine and some acts on purine P2X7 receptors on glia to release TNF and Il1 . After conversion from ATP, adenosine interacts with neurons through the adenosine A1 receptor (A1AR); this action results in hyperpolarization through K + channels 33, 38 . The TNF that is released also interacts with the postsynaptic and presynaptic neurons to activate NF-kb 33, 71 . NF-kb increases A1AR mRNA levels, thereby ultimately making the cell more sensitive to adenosine 72 . NF-kb also enhances the transcription of the gene that encodes GluR1, which is a subunit of AMPARs (α-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid receptors) 73 . The increased expression of AMPARs renders the postsynaptic neuron more sensitive to glutamate 74 . The increases in receptor mRNA have a much longer time course than the direct actions of adenosine or TNF; the subsequent production of receptor protein offers a way for the brain to keep track of past neuronal network activity and translate that activity into a greater propensity for sleep or wakefulness. The differences in the time courses of action of the neurotransmitters (milliseconds), the conversions of ATP to adenosine and the actions of adenosine (seconds), and the actions of the cytokines that are released as a result of ATP release on gene transcription and translation (minutes to hours) probably form a mechanism for inducing the activity-dependent oscillations that are related to neuronal-assembly sleep (FIG. 1) .
Adenosine and NO are cerebral vasodilators as well as SRSs. Their half-lives are short (on the order of seconds) and they are probably the immediate effector molecules for longer-lived vasodilators and SRSs, such as TNF and Il1 (REFS 33, 50) . The dynamics of cerebral metabolism and blood flow are related to changes in the concentration of multiple SRSs. As electrical activity increases in a cortical column there is the potential for a parallel rise in metabolism and blood flow. However, blood flow and metabolism might reach their maxima before electrical activity does 75 . As a result, intracellular ATP levels might be reduced while intracellular adeno sine levels are still increasing (although there is much more ATP than adenosine). In parallel with the increases in electrical activity, ATP in the synaptic cleft increases because it is released with neurotransmission (FIG. 2) . The released ATP causes the release of gliotransmitters, including cytokines, by binding to and activating purine P2 receptors [68] [69] [70] , so that levels of extracellular cytokines also follow the pattern of neuronal electrical activity. Intracellular cytokine levels in postsynaptic neurons also increase with network activity 46 (FIG. 3) . The enhanced intracellular cytokine levels persist beyond the changes in electrical activity, blood flow and ATP and adenosine levels, although to date the only point at which the levels have been experimentally determined is 2 hours after afferent stimulation of a cortical column 46 . These persistent increases in intracellular cytokine levels cause longer-term changes in gene expression 76 and subsequent cell and/or network sensitivity, through changes in the production of receptors that are responsive to short-lived molecules such as glutamate, NO and adenosine (FIG. 1) . It is thus the changes in cytokine levels that offer a plausible means by which to keep track of the past wake (activity) levels of a cortical column and, ultimately, of the animal.
Cytokines are evolutionarily old, and were probably recruited to regulate rest-activity cycles and evolutionarily early versions of sleep-wake and metabolic cycles
. The hypothalamus and other subcortical circuits were probably undergoing activity-dependent oscillations . This extracellular ATP has fast and slow effects on postsynaptic neurons. The rapid effects occur after breakdown of ATP into adenosine, which binds to postsynaptic purine P1 receptors (the adenosine A1 receptor, A1AR). The slower effects involve ATP-induced release of cytokines, through activation of purine P2 receptors (P2Rs) on glial cells, as has been shown in the brain [68] [69] [70] and the immune system 100 . This provides a possible mechanism by which synaptic activity could be translated into signals that act as sleep-regulatory substances, such as tumour-necrosis factor-α (TNFα) and interleukin-1β (IL1β). The TNFα and IL1β that are released after P2R activation by ATP subsequently act on postsynaptic neurons by activating nuclear factor-kB (NF-kB), which increases the transcription of genes for receptors such as A1AR and glutamate AMPARs (α-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid receptors) to change the sensitivity of the postsynaptic neuron over longer periods (BOX 3; FIG. 3 Changes in metabolism and ATP/adenosine levels of state even before there was a neocortex. viewed in this way, it is easy to envision that the biochemical mechanisms of SRS-regulated subcortical oscillations were extended to the new cortical assemblies as they appeared during evolution. Further, the new cortical assemblies were innervated by the subcortical networks that were already oscillating under activity-dependent auto-control. It is also possible to see how one could extend the application of this mechanism to animals such as octopi and fruit flies, which have a very different brain organization but have all the activity-dependent molecules in place. Indeed, the regulation of Drosophila melanogaster sleep-wake cycles shares many biochemical mechanisms with that of mammals 71 . When a cortical column goes into a sleep-like state, the processes discussed in the previous paragraphs are reversed. Thus, electrical activity, blood flow, extracellular ATP levels and extracellular and intracellular adenosine levels all decrease while intracellular ATP levels increase. Some of the consequences of these changes are shown in FIGS 1-3. The molecules that are responsible for changes in blood flow -adenosine, NO, TNF and Il1 -are also involved in cortical-column state changes; thus, metabolism, blood flow and state are normally integrated with each other.
Modelling local-global sleep transitions
Thus far we have reviewed the evidence that different brain regions can exhibit different intensities of sleep simultaneously, and that individual cortical columns oscillate between sleep and waking states. We also described the experimental finding that during sleep or wakefulness most cortical columns are in the functional state that matches that of the whole animal 6 . How is this achieved? In this section we briefly discuss a model that helps to explain how whole-animal sleep emerges from the interaction of many neuronal assemblies (for instance, cortical columns); this model is described in full in REF. 77 . We propose that synchrony of corticalcolumn states is a consequence of the electrical and humoral interactions between columns. Naturally occurring networks that have weakly interacting components, such as cortical columns, have long been known to display emergent properties -collective behaviours that are not readily apparent from the features of the individual components of the network -including, in some cases, synchronization of the network components and robustness to disturbance, resulting from withinnetwork interactions 78, 79 . We have developed a plausible, albeit abstract, nonlinear mathematical model for interactions among cortical columns, and have shown that emergent properties in this model capture well-known characteristics of sleep.
The local dynamics (that is, the behaviour of each individual neuronal assembly) of our model have some commonality with the dynamics of a standard model for a single neuron or neuronal assembly known as the Wilson-Cowan model 80 , whereas the network interactions are similar in some respects to those of other network-regulation models. In our model 77 , the state variables change over time owing to integration of local activity, interactions with other assemblies, and threshold-based transitions. In addition to these internal variables for each assembly, the model comprises a network that describes the strengths of interactions between neuronal assemblies. Neuronal assemblies are more quickly driven towards the sleep-like state when connected neuronal assemblies have recently entered the Prolonged activation of a neuronal assembly induces sleep-regulatory-substance-mediated changes in the network's electrical and chemical outputs, which eventually results in a state shift (that is, from awake-like to sleep-like) of the local network. Thus, during sleep, the same environmental inputs result in a different output. As output is now not directly relevant to the environment, there is a need to prevent the animal from behaving; in other words, there is a need for unconsciousness. 
Box 2 | The evolution of sleep is linked to metabolism
There is no evidence that sleep serves distinctly different functions in different species. Indeed, studies in fruit flies have shown that at a biochemical level the substances that regulate fruit fly sleep are the same as those that regulate mammalian sleep -for example, adenosine, nuclear factor-kB and epidermal growth factor. The most parsimonious course, at least for now, is to consider sleep as a universal process. How might sleep have evolved? Temperature and light rhythms associated with the Earth's rotation probably induced early cells to time the production of metabolic enzymes to coincide with the period in which nutrients were most available and most easily processed (see figure) . This adaptation eventually evolved into a capacity to anticipate the earth's orbital mechanics with the sleep-wake cycle in animals with a brain.
The development from responding to the light-dark cycle to anticipating it would have required chemical signalling in single cells that, later in evolution, were probably used to inform other cells of their metabolic states. As multicellular organisms evolved, humoral signalling became more complex and was used to coordinate whole-animal physiology. The humoral signals themselves began to be influenced by rest-activity cycles (R-A cycles) and environmental cues. Electrical signalling resulting from humoral signals occurred in single cells, although its use in higher-order information processing only truly came of age with the development of ganglia and nervous systems. As biochemical and neural complexity evolved to include neuronal specialization and epigenetic plasticity, the levels of organization at which the control systems operated also expanded. The flexible connectivity between neurons is experience-dependent 4, 81, 88 and might therefore have required a mechanism -that is, sleep -by which to ensure the stability of synaptic networks that encode instinctual and learned memories 4, 81, 89 . It seems probable that sleep developed from the 'rest' portion of the behavioural R-A cycle, as niche-appropriate inactivity already existed during rest. The regulatory mechanisms for sleep also probably developed, in part, from those that already regulated rest.
Over the past few years ample evidence has been reported that supports the notion that the genes that are involved in generating the circadian rhythm directly affect sleep 17 . Sleep itself directly adds to the regulatory complexity by affecting R-A cycles, humoral signals, cellular electrical potentials, responses to environmental stimuli and every physiological system, including metabolic regulation 90 . sleep-like state. The strength of this interactive response correlates with the strengths of the connections between the neuronal assemblies. Finally, if the circadian clock indicates that the animal should be asleep, the activity variable effectively increases more quickly and the state of the neuronal assembly moves more rapidly towards sleep.
With this model, in silico experiments and mathematical analysis demonstrate well-known characteristics of sleep as emergent properties of interactions in the network; these include stability of the sleep-wake cycle under nominal conditions, the emergence of a synchronous sleep state, and the regional-activity dependence of sleep. In silico results and analysis also indicate that over-stimulated neuronal assemblies will enter the sleeplike state rapidly (the impact on a rat's sleep response of repeatedly stimulating a single whisker 6 (described earlier in the Review) serves as an example of this) and then (owing to the coupling between assemblies) induce nearby neuronal assemblies to also enter the sleep-like state, eventually leading to whole-animal sleep. We have verified that the model does indeed capture the evolution of a global sleep state, as we theorized above. As a further step, we note that the model permits us to tie emergent characteristics (for instance, the amount of asynchronicity between columns during over-stimulation) to network properties.
Theoretical perspectives on sleep function
Sleep, as occurs in mammals, probably has multiple functions, although when it first evolved it probably did so for one crucial, primordial function. At the wholeanimal behavioural level, the functions of sleep seem clear: energy is saved, performance is restored and (in humans) affect becomes more positive. Such findings have led to the universal acknowledgement that sleep restores brain function. However, at more mechanistic levels no one has yet identified what is being restored or whether any restoring takes place at the cellular and molecular levels. This evidential deficit has led many theorists to posit that optimizing neuronal connectivity is the primordial function of sleep 4, 5, [81] [82] [83] [84] . The functional importance of sleep is illustrated by the fact that during sleep one gives up opportunities to reproduce, eat, drink or socialize and is subject to predation. Sleep could only have evolved despite these high evolutionary costs if it serves a crucial, primordial function. Maintaining adaptable flexible neural connectivity may be sufficiently important for the brain to allow the persistence of such a periodic, disadvantaged state 4, 5 . The central idea in connectivity theories of sleep is the recognition that use-dependent changes in synaptic efficacy and connectivity would lead to dysfunction unless there were processes to stabilize, and thus preserve, functionally optimized synaptic networks (which are prima facie adaptive because the organism is alive) 4, 81, 84 . One of the processes that has been posited to be responsible for this stabilization has been called 'synaptic scaling' in the more recent literature 85 
. Synaptic scaling is a usedependent, slow homeostatic process that occurs over hours to days 74, 86 . A proposed mechanism for synaptic network stabilization 4 involves SRS-induced changes in local electrical properties, as described above. Indeed, there is now direct evidence that TNF is involved in synaptic scaling 74, 86 
. Kavanau 81 and Tononi and Cirelli 83 proposed that intrinsic spontaneous electrical activity serves this scaling function. The various proposed scaling mechanisms -for example, SRS-induced changes in receptor populations, transmitter release, ion-channel populations and so on -are not mutually exclusive.
If we consider that sensory and internal afferent input during waking induce an environmentally relevant neuronal-network output (that is, patterns of electrical and chemical signals from the network that project to other brain areas and contribute to whole-animal cognitive and motor responses), then after prolonged activation of neurons in a neuronal assembly the resulting SRS release would induce changes in the network's electrical and chemical outputs and responsiveness to inputs (FIG. 2) . These changes would presumably summate, perhaps with positive feedback, and result in a state shift in the local network. Sleep is thus initiated in neuronal assemblies dependent on prior use. The new output, because it is qualitatively and quantitatively different from the original output, might not be relevant to the environmentally driven input. Thus, if the initial environmentally driven inputs induce adaptive outputs (waking), then a shift in input-output relationships could result in outputs (in this case sleep) that lack the necessary network-activity patterns to induce environmentally relevant cognitive or motor outputs (FIG. 3) . This creates an adaptive need to prevent the animal from behaving, and it is probably a role of the traditional sleep-wake regulatory circuits to ensure the absence of behaviour at such times. Thus, not only are the mechanisms for local sleep inseparable from the connectivity and metabolic functions of sleep, they
Hebbian plasticity
The type of rapid (on the scale of minutes to hours) changes in neuronal connectivity that are associated with use of the network of which the neurons are a part. The term is derived from the work of Donald Hebb, a Canadian psychologist who first posited, in 1949, that neurons that fire together tend to wire together.
Box 3 | Sleep-regulatory substances are involved in synaptic scaling
Sleep-regulatory substances (SRSs) seem to be involved in synaptic scaling (the up-or downregulation of the strength of a neuron's synapses). Synaptic scaling is a slow homeostatic process that occurs over hours to days; it serves in part to balance, or scale, Hebbian plasticity changes that occur rapidly as a consequence of neuronal activity. Hebbian changes in both synaptic weight (the strength of the connection between two neurons) and synaptic scaling can increase or decrease synaptic efficacy; the direction depends on the nature of the prior activity.
The SRS tumour-necrosis factor-α (TNFα) promotes AMPAR (α-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid receptor) expression and enhances cytosolic Ca 2+ levels 73, 92 . An inhibitor of TNF inhibits AMPA-induced postsynaptic potentials 93 and AMPA-induced changes in cytosolic Ca 2+ (REF. 91 ), suggesting that this action is physiological. If a small interfering RNA directed against the mRNA for TNF is applied to the cortex, levels of GluR1 mRNA are reduced 45 ; GluR1 is a subunit of AMPARs, and AMPARs influence electroencephalogram delta-wave synchronization 94 and synaptic plasticity 95 , and thus it seems that TNF has a role in the regulation of these processes. There is also direct evidence for the involvement of TNF in synaptic up-scaling in cortical layers II-IV 74, 86 . Interleukin-1, another SRS, might also affect AMPAR expression 96 . In cortical layer V, AMPARs are involved in down-scaling during non-rapid-eyemovement sleep (NREMS) 97 . The direction of scaling during sleep is probably specific to local brain areas and dependent on the nature of prior activity. Regardless, such data suggest that an SRS-dependent mechanism reconfigures synaptic weights during NREMS. This may represent the first experimentally supported reductionist function of sleep 30 . also cause the network outputs that lead to the necessity for the altered consciousness that typically pervades sleep. Previously, it was proposed 5, 81 that such outputs during sleep serve to stabilize the networks and thereby preserve them.
Conclusions and future directions
Our mechanistic proposal for the generation of sleep at the local level involves afferent-input-induced release of SRSs and their actions on neuronal assemblies to change local-network input-output relationships. This mechanism is probably a property of neuronal assemblies throughout the brain, including the evolutionarily old midbrain and lower brainstem. State changes of neuronal assemblies at the lower brain levels would manifest themselves differently from those at higher levels, because the various levels of the brain have different functions.
The viewpoint presented in this Review allows one to frame important observations in sleep research in a different context from that which the currently dominant paradigm of sleep regulation allows. Currently, sleep is typically viewed as being imposed on the brain by sleep-regulatory circuits
. However, that paradigm does not address many well-known phenomena, such as sleep inertia, restoration of peak performance during sleep, recovery and reorganization of sleep after brain lesions, the nature of sleep homeostatic mechanisms, clinical conditions such as insomnia, and sleepiness and fatigue associated with multiple bodily ailments, such as rheumatoid arthritis and most autoimmune disorders, and with various chemotherapies. With our newer view, which posits that parts of the brain can be asleep while other parts are awake, it is easier to envision explanations for these phenomena. For example, sleep inertia may be a manifestation of some neuronal assemblies remaining in the sleep-like state after sufficient numbers of assemblies have transitioned to the wakelike state to cause behavioural awakening. by extension, the degree of sleepiness, or the speed and accuracy of performance, may depend on the fraction of neuronal assemblies that are in the sleep-like state rather than the awake-like state. There is brain-imaging evidence which suggests that in insomnia patients some areas of the brain show activation that is characteristic of waking while simultaneously other areas show the reduced activity that is characteristic of sleep 87 . The theory presented here that sleep is an emergent property of cortical columns cannot yet address the question of how many assemblies need to be in the sleeplike state before consciousness changes. Of note, there is a similar issue in the more traditional paradigm of sleep regulation, which proposes a top-down imposition of sleep on the brain by regulatory circuits: it does not specify the areas (and how many of them) that need to be acted on by the regulatory circuits to produce sleep. It will remain difficult to experimentally investigate the ratio of awake-like to sleep-like assemblies that defines global sleep, as one would have to record from thousands of individual assemblies. However, we anticipate that our mathematical model will, with future developments, give some indication of system behaviour -for example, the fraction of assemblies that is needed for a rapid phase transition. Thus, although we are far from any comprehensive molecular or genetic understanding of sleep or the mechanistic details of local control of sleep, the present view provides a new evolutionary conceptual structure for continued discoveries in the field.
