We consider sequences {s"} of linear fractional transformations. Connected to such a sequence is another sequence {S"} of linear fractional transformations given by S" -s¡ »i2 » • • • »s,, n -1,2,3.
If we now try to use (1.4)-(1.5) as in Example 1.1, the expressions get complicated, even for quite small n G N, except in special cases such as (1.7). In this paper we introduce a generalization of (1.4)-(1.5) which is adapted to this more general situation. It is based on a new concept, tail sequences, introduced in §2. These tail sequences generalize the fixed points in a certain sense. As an example we show in §3, that these formulas apply to continued fractions. This concept has already been introduced for another purpose, for the special case where {sn(w)} is a continued fraction generating sequence, i.e., c" = 0 and dn = 1 for all n [6] . We refer to §3 for information explaining the name "tail sequences".
The following properties of tail sequences are proved by straightforward computation (we omit the proofs here): Proposition 2.2. Let {«"}"_0 and {vn}™=0 be two tail sequences for the sequence {s,Aw)}'n~\ of linear fractional transformations. Then A. un * v" for an n G N U {0} => «" ¥= v" for all n G N U {0}.
B.
By repeated use of parts B and C we get the following representation of Sn (Sn defined by (1.10)). 
SN(w)-v0 w-vNjL\bJ + dJuJ
Again the proofs are straightforward and omitted here. From (2.3) or (2.4) we can find a closed expression for Sn(w). On the other hand, to obtain some advantage of these formulas, we need to know at least one tail sequence, { un}, un # oo for {s"(w)}. We shall see some examples. Example 2.5. Let s2n^x = sx and s2" = s2 for all n g N. Further, let x2n = x0 and y2n = y0 be two fixed points of S2 = sx ° s2, where x0 + y0 if S2 is nonparabolic. Then x2n+x = xx = i2(xo) an^ ^2« + i = y\ = si(yo) are fixed points of the linear fractional transformation (s2 ° sx), and {xn} and ( v,,} are tail sequences for K(>")}-This procedure of finding periodic tail sequences can easily be extended to the case where {sn(w)} is periodic with period k G N. On the other hand we do not gain much compared to (1.8) or (1.9), since we then have Sktt+P(w) = Sk°Sko---o Sk ° Sp(w) for n g N and 0 < p < k.
Example 2.6. Let {m"}?=o> u" g C, be given. Then there exist infinitely many sequences {s"(w)}^+1 of linear fractional transformations such that {«"} is a tail sequence for {sn(w)}. If, for instance, u" # 0 for all «, then («"} is a tail sequence for {2m"w"_!/("» + w)} andfor{w"_,(l + «n)/(l + w)} etc. In some situations it suffices to find the approximate location of S"(D) for some set DcC.
This can for instance be the case if we want to prove convergence results for {Sn(w)}^x and estimate the truncation error for a given n. Since un, v", «0, u0 ¥= oo and /<" -» 0, we can also solve (2.9) to get
This means in particular that S"(w) -» u0 for all w e C\W (which is not a new result; see the next section). By the same method as introduced in Example 2.7, we also get estimates for Kn in (2.9) in more general cases. For instance, if Recently, modified approximants, S"(wn), where the «th tail of K(an/bn) is replaced by a modifying factor w" G C, have partly replaced the ordinary approximants /" = S"(0) in special cases. Furthermore, tail sequences {S^(u0)}, where u0 is not necessarily oo or the value of the continued fraction (if it converges), are found to be of interest. Clearly, Theorem 2.3 can be used for these approximants and tail sequences as well.
