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ABSTRACT
A Minimum-Volume Enclosing Ellipsoid (MVEE) is a useful tool for summarizing or
representing a large, multidimensional data set (point cloud) by a convex body. MVEEs
find applications in areas as diverse as computational geometry, data analysis, and optimal
design. The cost of an iterative optimization algorithm for computing an MVEE depends
on the size of the problem (dimension of the data and number of points), the convergence
rate of the algorithm, the cost per iteration, and the quality of the starting guess. For very
large problems, the current state of the art favors low-order methods such as coordinate
ascent, despite their often exceedingly slow (linear or sublinear) convergence rates, because
of their low cost per iteration. In this work we demonstrate that by carefully exploiting
problem structure, higher-order (Newton-like) methods with superlinear convergence rates
can also scale to very large problems. A hybrid method that combines the benefits of
both the low-order and higher-order methods is also introduced. We also propose new
initialization schemes and compare them with existing ones. Additionally, we observe that
the computational cost also depends on the distribution of the data, and we show that a
standard statistical measure, kurtosis, serves as an excellent indicator of problem difficulty
and provides useful guidance in choosing an appropriate solution algorithm and initialization.
ii
ACKNOWLEDGMENTS
I would not have made it through the graduate school without the help and support
of many people. First, this research could not have happened without the close guidance
of Professor Michael Heath. Working with you has been a pleasure, and I hope our years
of researching together have taught me more than just ellipsoids. You have always served
as a model of teaching and research of the highest standard. I also thank my committee,
Professors Paul Fischer, Sheldon Jacobson, and Stephen Wright, for their helpful comments
and suggestions.
Being at the University of Illinois so long, I had the opportunity to work with almost all
of the professors in the Scientific Computing Group either through research or as a teaching
assistant. I want to thank each of them for their help and patience, and for teaching me
more than I ever thought could be crammed into my head. I am also grateful to the many
teachers and professors who helped me on my way to graduate school. In particular, thank
you to Professor Greg Wolffe for giving me my first foray into research and for showing me
that professors can still play hockey.
The demands of school would have been impossible to bear without an amazing group
of friends. A big thanks to everyone from Central Illinois Tang Soo Do, and to the rest of
the World Tang Soo Do Association, for giving me a place I could go break a sweat, build
myself up as a person, and have lots of fun. To the Scientific Computing Group, and to the
folks in our gang who like to pretend they are in SciComp, thank you for countless nights of
laughter, games, grilling, and friendship. Even after we were scattered across the country, I
could still count on you, and I look forward to when we can all meet up again.
Lastly, thank you to my family. I am blessed to have spent my life among people who
love me so much. Most of all, thank you, Erin, for always being the one I turn to for help
and for putting up with the crazy life of being graduate students together.
iii
TABLE OF CONTENTS
CHAPTER 1 MINIMUM-VOLUME ENCLOSING ELLIPSOIDS AND THEIR
APPLICATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 What is a Minimum-Volume Enclosing Ellipsoid (MVEE)? . . . . . . . . . . 1
1.2 Applications of Ellipsoids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Ellipsoids and Matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 MVEE as an Optimization Problem . . . . . . . . . . . . . . . . . . . . . . . 5
1.5 Core Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6 Flexibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.7 Scope of This Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
CHAPTER 2 COMPUTING MVEES . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1 Coordinate Ascent Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 General Concepts of Constrained Methods . . . . . . . . . . . . . . . . . . . 11
2.3 Gradient-Based Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Second-Order (Newton-Like) Methods . . . . . . . . . . . . . . . . . . . . . 20
CHAPTER 3 CATEGORIZING MVEE PROBLEMS . . . . . . . . . . . . . . . . . 30
3.1 What is Kurtosis? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Kurtosis and Core Set Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Kurtosis and Iteration Count . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5 MVEE and Kurtosis for Empirical Data . . . . . . . . . . . . . . . . . . . . 42
3.6 Bounding Solution Entries . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.7 Choosing Algorithms and Initializations . . . . . . . . . . . . . . . . . . . . 48
CHAPTER 4 INITIALIZING MVEE ALGORITHMS . . . . . . . . . . . . . . . . . 51
4.1 Non-Uniform Values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Exact Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Initialization Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4 Extending QR Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.5 QR Initialization with Non-Uniform Values . . . . . . . . . . . . . . . . . . . 81
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
CHAPTER 5 COMBINING MVEE METHODS . . . . . . . . . . . . . . . . . . . . 84
5.1 Monitoring Core Set Changes . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Sensitivity of Hybrid Method to Transition Iteration . . . . . . . . . . . . . 89
5.3 A Simple and Efficient Transition Criterion . . . . . . . . . . . . . . . . . . . 90
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
iv
CHAPTER 6 COMPARING METHODS FOR COMPUTING MVEES . . . . . . . 93
6.1 Test Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2 Low-Kurtosis Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.3 High-Kurtosis Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.4 Very-High-Kurtosis Performance . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.5 Empirical Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.6 Role of Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
CHAPTER 7 CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
APPENDIX A A PRIMAL NEWTON ALGORITHM FOR MVEES . . . . . . . . 116
A.1 Primal Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
A.2 Primal Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A.3 Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
A.4 Per-Iteration Cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
A.5 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
A.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
v
CHAPTER 1: MINIMUM-VOLUME ENCLOSING ELLIPSOIDS AND
THEIR APPLICATIONS
1.1 WHAT IS A MINIMUM-VOLUME ENCLOSING ELLIPSOID (MVEE)?
When working with a set of m points in Rn, particularly when m n, it can be useful to
approximate the points by a simpler object instead of working with all m points individually.
We are interested in summarizing a given set of points (“point cloud”) by an ellipsoid, which
is an n-dimensional generalization of an ellipse. The ellipsoid will be enclosing in that all the
given points will lie within the interior or on the surface of the ellipsoid. We would also like
the fit of the ellipsoid to the points to be as tight as possible in some sense, so we choose the
ellipsoid of minimum volume among all those that enclose all the points. Such an ellipsoid is
called a minimum-volume enclosing ellipsoid (MVEE), also sometimes a Löwner ellipsoid or
Löwner-John ellipsoid [1]. The first known study of MVEEs was undertaken by C. Löwner,
who did not publish his work. Published proofs of existence and uniqueness include [2] and
[3]. An example point cloud in R2 and its MVEE are shown in Figure 1.1, with the points
falling on the boundary of the ellipsoid marked in red.
Figure 1.1: MVEE of point cloud in R2.
There are other potential choices for approximating a set of points by a convex body, such
as finding a convex hull or a minimum bounding box. However, there are several reasons
one might choose an ellipsoid instead of another shape to represent a data set:
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• Testing membership of a point in an ellipsoid involves only a vector-matrix-vector
product, whereas testing membership in a convex hull is a linear programming problem.
• The cost of representing an MVEE does not grow with m, requiring at most O(n2)
parameters, whereas the representation of a convex hull can become very large if there
are many data points.
• The minimum bounding box around a set of points will depend on the units chosen to
represent the data, but an MVEE is affine invariant, meaning the MVEE is independent
of any rotation, scaling, or translation of the data, as well as any other transformation
that can be performed by a matrix multiplication.
An ellipsoid is also a natural shape to model data that comes from a Gaussian distribution
because the contours (probability isopleths) of that distribution are themselves ellipsoids.
Gaussian data is very common in practice, which can be partly explained by the Central
Limit Theorem. This theorem says roughly that the sum of a large number of independent
random variables will follow a Gaussian distribution even if the variables are drawn from a
non-Gaussian distribution. However, according to [4], ellipsoids appear even more frequently
in many practical applications than just Gaussian distributions. The authors of [4] explain
this phenomenon using Dvoretzky’s Theorem, introduced in [5] and strengthened in [6],
which states that taking a low-dimensional subset of a convex set almost always results in
an almost ellipsoidal shape.
Aside from their ubiquity, yet another appealing reason to use MVEEs is the goodness of
fit result from [7]. For any convex body X in Rn, let H be the MVEE of X. By definition, X
is contained in H. If H is scaled by a factor of 1/n, then the resulting ellipsoid is contained
within X. Furthermore, if X is centered about the origin, then (1/
√
n)H is contained within
X. So, the MVEE around a convex body is “larger” than the body by at most a factor that
depends only on the dimension of the underlying space.
1.2 APPLICATIONS OF ELLIPSOIDS
Given all of these reasons to use ellipsoids, it comes as no surprise that the MVEE
problem has many applications. In convex optimization, finding an ellipsoid can be a key
step in minimization algorithms. In [8], for example, the minimization algorithms begin by
computing an ellipsoidal rounding of n-dimensional polytopes. Shor’s ellipsoid method for
convex programming, the first proven polynomial-time algorithm for linear programming [9],
also involves finding an MVEE at each step.
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Given the close relationship between ellipsoids and the Gaussian distribution, applica-
tions in statistics are expectedly common and diverse. One example is outlier peeling. When
an MVEE is computed, the subset of points that are on the surface of the ellipse are in a
sense the most extreme points in the data, and therefore the most likely to be outliers.
MVEEs are used in [10] to detect and remove outliers from data.
The same paper also suggests a completely different application for MVEEs: estimating
mean and covariance information for data sets that may be missing points. If there is
reason to believe that a data set is roughly ellipsoidal in shape, an MVEE can be used to
approximate the shape and location of the data. Because an MVEE does not depend on the
interior points of a data set, if the missing information is in the interior, an accurate outer
shell can still be computed. It may then be possible to generate useful mean and covariance
information based on the MVEE.
Ellipsoids also find use in robust parameter estimation. The minimum volume estimator
was introduced in [11] and is still actively researched today. This estimator approximates
the mean and covariance information of noisy data by computing an MVEE that surrounds a
subset of the data of a specified size. Computing the estimator can be expensive because the
correct subset to enclose is not known a priori, so many MVEEs may need to be computed.
For a recent article on minimum volume estimators and their computation, see [12].
Ellipsoids have also been used in pattern separation and clustering [13, 14, 15, 16, 17].
As mentioned previously, ellipsoids are a commonly-occurring shape for many types of data,
making them a natural choice as a cluster shape. Also, unlike spheres, ellipsoids can provide a
meaningful fit to data even when a poor choice of measurement units has led to substantially
different scales for different attributes.
The usefulness of ellipsoids is not limited to optimization and statistics. In computer
graphics, ellipsoids have been used for computing ray-fractal intersections [18]. Determining
when a ray intersects with a surface is a critical part of rendering a scene. However, com-
puting the intersection can be nontrivial. Instead, it can be more efficient to fit an MVEE
around a surface and compute the intersection more cheaply.
MVEEs are also used in adaptive control. One problem of interest is determining which
parameters of a model could possibly be consistent with observed data. For this purpose, it
can be helpful use an MVEE to enclose the region of the parameter space that is consistent
with the data up to known bounds, as discussed in [19].
Finally, minimum-volume ellipsoids have an especially close relationship to optimal de-
sign. In fact, it is shown in [20] that solving the MVEE problem is equivalent to determining
a D-optimal design. Optimal design is concerned with determining the most efficient use
of experiments to fit parameters in a model. A D-optimal design, in particular, maximizes
3
the determinant of an information matrix, which is one way to minimize the variance of
parameter estimates in a model under study [21].
1.3 ELLIPSOIDS AND MATRICES
We can characterize the problem of finding an MVEE more precisely using matrices. The
shape and size of an n-dimensional ellipsoid are determined by a symmetric positive definite
matrix H ∈ Rn×n, and the center is determined by a shift c ∈ Rn. An ellipsoid centered at
c with shape H is defined by
E(H, c) = {x|(x− c)>H(x− c) ≤ 1}. (1.1)
Let the coordinates of the points to be fit form the columns of an n × m matrix X. An
ellipsoid corresponding to matrix H encloses the points in X if
(xi − c)>H(xi − c) ≤ 1, i = 1 . . .m, (1.2)
where xi is the ith column of X. Thus, verifying that a set of points is enclosed by an ellipsoid
is a simple matter of vector-matrix-vector multiplications. We will see in Section 1.4 how to
characterize the volume of an ellipsoid as a function of a matrix as well.
From the correspondence between ellipsoids and symmetric positive definite matrices,
we see that an ellipsoid is an affine image of the unit ball in Rn. To see why, let L be the
Cholesky factor of H, so that H = LL>, and let Ω be the unit ball in Rn. The ellipsoid
E(H, c) is the result of performing L−>Ω and shifting the result by c. Thus, every x in
E(H, c) corresponds to a vector z ∈ Ω by
x = (L−>z) + c. (1.3)




= ((x− c)>L)(L>(x− c))
= (x− c)>H(x− c), (1.4)
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so the characterization in Equation (1.3) matches the definition in Equation (1.2).
In the remainder of this work, we will make the simplifying assumption that the ellipsoids
we work with are centered about the origin. It is proven in [22] that an arbitrary MVEE
problem in n dimensions can be reduced to the problem of finding a centered ellipsoid in n+1
dimensions, which is a small cost to pay for the greater simplicity of the related algorithms.
As such, the ellipsoids we deal with will be of the form
E(H) = {x|x>Hx ≤ 1}. (1.5)
1.4 MVEE AS AN OPTIMIZATION PROBLEM
The MVEE problem can be stated as a convex optimization problem. The volume of an




where κn is a constant for a given value of n. To minimize the volume of E(H), we must
maximize det(H). Rather than maximize the determinant directly, however, we follow [20]
and define the log-determinant function logdet(H):
logdet(H) =
log(det(H)) if H is positive definite,−∞ otherwise. (1.7)
The −logdet function is strictly convex on the space of symmetric matrices, and it takes the
value ∞ for any non-positive definite matrix, which suits our purposes because H must be
positive definite to satisfy the MVEE problem.
Therefore, to find the matrix H corresponding to the minimum-volume ellipsoid of a set




subject to x>i Hxi ≤ 1, i = 1, . . . ,m.
(1.8)
The algorithms in this thesis focus primarily on the dual formulation of the MVEE
problem. To find the dual problem, we begin by noting that the Lagrangian is





i Hxi − n), (1.9)
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where u ∈ Rm is a vector of Lagrange multipliers. Defining the diagonal matrix whose
diagonal entries are the Lagrange multipliers
U = diag(u), (1.10)




subject to e>u = 1,
u ≥ 0.
(1.11)
If ū solves the dual problem, the matrix H̄ that solves the primal problem can be recovered
using the relationship
H̄ = (XŪX>)−1, (1.12)
so henceforth we define
H(u) := (XUX>)−1. (1.13)
Following e.g. [24], we have the following necessary and sufficient optimality conditions
for a feasible solution u to the dual problem:
1. H(u) := (XUX>)−1 must be feasible for the primal problem, i.e.
x>i H(u)xi ≤ 1, i = 1, . . . ,m, and (1.14)
2. x>i Hxi = 1 if ui > 0, i = 1, . . . ,m.
The algorithms discussed later will make use of two related approximate optimality con-
ditions, introduced in [24] and [25], to determine the quality of an approximate solution:
1. H(u) := (XUX>)−1 satisfies
x>i H(u)xi ≤ 1 + ε, i = 1, . . . ,m, and (1.15)
2. x>i Hxi ≥ 1− ε if ui > 0, i = 1, . . . ,m.
A feasible u is ε-primal feasible if it satisfies the first condition above. If u also satisfies
the second condition, then it is ε-approximately optimal. If u is ε-primal feasible, then the
dual objective function g(u) is within nε of the optimal value. Because of this guaranteed
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quality of fit, we will use ε-approximate optimality as the stopping criterion for MVEE
algorithms.
1.5 CORE SETS
The active-set algorithms introduced in this thesis take advantage of the fact that they
can work in a much smaller space than Rm because most of the constraints of the dual
problem are active. We now give a brief overview of why this is the case. It is shown in
Section 1.4 that if u solves the dual MVEE problem for data X, then the primal problem
is solved by (XUX>)−1. The matrix-matrix multiplication can be rewritten as a sum of
outer products and simplified because U is a diagonal matrix, so the ellipsoid that solves










Clearly, only points xi corresponding to non-zero ui are involved in determining H. We also
know from the dual optimality conditions that
x>i Hxi = 1 if ui > 0, i = 1, . . . ,m. (1.17)
The equation
x>i Hxi = 1 (1.18)
specifies that point xi is on the surface of the ellipse. Thus, we see that only points on the
surface of the ellipse affect the final solution H. In Figure 1.1, for example, the points on
the boundary of the fitted ellipse are indicated in red, and only those points determine its
shape.
Because H is built from rank-one matrices, and the space of symmetric n×n matrices is
of dimension n(n+ 1)/2, if the data lie in Rn, at most n(n+ 1)/2 points will determine H.
For H to be non-singular, it must be the sum of at least n rank-one matrices. So, between
n and n(n+ 1)/2 points lie on the surface of the fitted ellipsoid. This relatively small set of
points on the surface that determine the entire ellipsoid is called the core set. Within this
range of possibilities, we will see later on that a quantitative predictor for the size of the
core set will be helpful in selecting an appropriate algorithm and initializing it intelligently.
For the purpose of developing algorithms for computing MVEEs, it is critical to note
that the bounds on the size of the core set are independent of the number of points, m.
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For very large m relative to n, we know that almost all of the ui will be 0, so most of the
dual constraints will be active. Using these constraints to bring the problem down to a
smaller space, we can calculate steps for our iterative methods in a way that is essentially
independent of the number of points being fit. This allows us to use higher-order methods
even for very large problems, which is the basis of the work in Section 2.2.
1.6 FLEXIBILITY
We have noted that the solutions to MVEE problems are affine invariant and depend
only on the points on the surface of the fitted ellipsoid. To demonstrate the variety of ways
a data set can be transformed without changing the solution of the MVEE problem, we
give a few examples. Figure 1.2 shows several point clouds in R2 of differing shapes. All
of these have identical solutions to the MVEE problem in the dual space. Regardless of
how inappropriately the data may have been scaled, or even if there is missing data in the
interior, an ellipsoid can provide a meaningful fit. Also, once an ellipsoid has been found, it
is straightforward and inexpensive to transform it if the data would be better analyzed in a
different coordinate space.
Figure 1.2: Point clouds with identical solutions to the MVEE problem in the dual space.
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1.7 SCOPE OF THIS THESIS
This thesis is concerned with efficient algorithms for computing MVEEs for large data
sets. In particular, we focus on active-set algorithms that take advantage of a natural sparsity
in the solution of an MVEE problem that was discussed in Section 1.5. We contrast these
active-set methods with current state-of-the-art methods that rely on low-rank updates to
achieve good overall performance despite taking a large number of iterations [23, Chapter
3]. A somewhat similar method to our active-set algorithms was found to be effective
in [26], which worked with subsets of the data to keep computational costs down. The
authors of [26] considered only Newton’s method and did not explore other options for
their subset algorithm. The lack of a thorough comparative study of the various types of
MVEE algorithms was noted in [12], and filling that gap is one of the purposes of this thesis.
Semidefinite programming has also been considered for the MVEE problem [27], but, while
it is an intuitively natural approach for optimizing over symmetric positive definite matrices,
the size of the matrices involved would quickly make this approach intractable.
Given the existence of a recent book on the topic of MVEEs [23], it is worth discussing
how our research differs from that work and why there is still a substantial knowledge gap
in the field that this thesis begins to address. Although [23] effectively communicates the
mathematical background of the MVEE problem and describes a current state-of-the-art
algorithm, it is rather limited in its scope. In particular,
• only methods operating on the dual formulation of the problem are considered;
• the results regarding MVEE computation focus almost exclusively on a single family
of methods (coordinate ascent-based);
• the methods are initialized with a single non-trivial initialization;
• test problems are drawn from a single distribution of random data.
Our research takes a broader view of the algorithmic aspects of the MVEE problem with
the goal of establishing effective algorithms and initializations over a wide range of problem
scenarios supported by empirical results.
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CHAPTER 2: COMPUTING MVEES
In this chapter, we describe algorithms for solving the MVEE problem, with a focus on
finding solutions efficiently. The algorithms considered here are all based on the dual form
of the MVEE problem. Primal algorithms were also considered in our work, but they were
found to be relatively inefficient compared to dual algorithms and so are not included here.
Interested readers can find the details of the primal algorithms studied in Appendix A.
2.1 COORDINATE ASCENT METHODS
Methods based on coordinate ascent are not typically competitive for most optimization
problems, but for sufficiently large problems they may sometimes be the only viable option
due to their low overhead per iteration. This section explores the method from [23, Chapter
3], which is currently considered state-of-the-art for the MVEE problem and is a variant of
coordinate ascent.
The idea of the algorithm is to find the optimality condition that is most strongly violated
and take an optimal step along that direction, normalizing to maintain feasibility. The
method is closely based on older methods proposed by several authors [28, 29, 30, 31]. In
some sources, such as [24], the method is referred to as the WA algorithm to distinguish
it from other coordinate-ascent-based algorithms. We will simply refer to it as coordinate
ascent (CA) because it is the only coordinate-ascent-based algorithm under consideration in
this thesis. The algorithm is Wolfe’s algorithm with “away” steps and was proposed as a
solution for (1.11) by Atwood [28]. An away step in this algorithm is a step that moves in a
negative direction (i.e., toward the origin, because all iterates must lie in the non-negative
orthant) along a particular coordinate axis, as opposed to a standard step that moves in a
positive direction. Away steps are important for the performance of this algorithm because
without them, the only way to move backwards in a particular coordinate direction is by
taking a positive step in a completely different direction and normalizing. It can take many
iterations to move backwards in a particular coordinate direction when the movements must
be done in this indirect way, making a bad step costly to correct.
Three particular features of the CA algorithm make it especially attractive for the MVEE
problem, all of which are due to the fact that the algorithm changes only one element of the
approximate solution u when moving to the next iterate û. First, the gradient ω(û) can be
updated in O(mn) operations, as opposed to the O(mn2) cost of computing a new gradient
from scratch. Second, there is a closed form for the optimal step length, so no line search
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is necessary. Third, since XÛX> follows from a rank-one update of XUX>, the Cholesky
factorization of XÛX> can be updated in only O(n2) operations rather than the O(n3) cost
of computing a new factorization from scratch. An implementation detail to note is that
the algorithm does not store the usual Cholesky factorization, but rather a scaled Cholesky
factorization {φ, L} such that
XUX> = φ−1LL>. (2.1)
An outline of the CA algorithm is given in Algorithm 2.1. In this algorithm, the vector
ei is the ith column of the m ×m identity matrix. For more details on the algorithm and
its subroutines, see [23]. Our Python implementation is intended to match the algorithm
implemented in MATLAB in [23, Appendix B] as closely as possible.
Algorithm 2.1 Coordinate Ascent
1: procedure CA
2: Choose feasible initial guess u
3: {φ, L} ← cholesky(XUX>)
4: ω ← ω(u, φ, L)




7: j ← argmin
h
(ωh : uh > 0)
8: ε+ ← (ωi − n)/n
9: ε− ← (n− ωj)/n
10: if max{ε+, ε−} < ε then
11: Solution is optimal to specified tolerance. Stop.
12: else if ε+ > ε− then
13: λ∗ ← (ωi − n)/((n− 1)ωi)
14: u← (u + λ∗ei)/(1 + λ∗)
15: else
16: λ∗ ← (ωj − n)/((n− 1)ωj)
17: λ← max{−uj, λ∗}
18: u← (u + λej)/(1 + λ)
19: {φ, L} ← updated cholesky(φ, L,u)
20: ω ← updated gradient(ω,u, φ, L)
2.2 GENERAL CONCEPTS OF CONSTRAINED METHODS
Our research focuses on constrained optimization methods for solving the MVEE prob-
lem. Our overall formulation follows the general approach of [32] for large scale, linearly
constrained problems. All of the algorithms we have developed are feasible-point methods.
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The algorithms begin by finding a feasible initial guess, after which all steps are designed
to ensure that the next iterate remains feasible. Satisfying this requirement is made fairly
straightforward by the linearity of the constraints.
2.2.1 Basis for Feasible Steps
We require a basis matrix Z such that any step along a direction p in the column space of
Z will not violate the constraints. The optimization problem has m variables, corresponding
to the columns of X. There is one equality constraint, namely
e>u = 1. (2.2)
Here and in the remainder of this document, e refers to a vector in which every element
is 1 and whose dimension should be inferred from the context. At any step with r + 1
variables not fixed at their bounds, this leaves (m − r − 1) variables fixed. We refer to the
variables fixed at their bounds as nonbasic variables. Of the remaining variables, one must
be selected to enable the sum constraint to be satisfied. That variable is the basic variable.
The remaining r variables, which can be modified freely, are termed superbasic variables.
Following [32], we rearrange the variables such that the nonbasic variables are the last
entries of the vector, the basic variable is the first entry of the vector, and the superbasic
variables are in the middle. We do not actually rearrange the variables in practice, but it

















has columns orthogonal to the rows of the constraint matrix.
















To maintain feasibility, the methods presented here require movement parallel to the
constraint surfaces, or perpendicular to the constraint normals. The matrix Z provides
a basis of directions orthogonal to the constraint normals. Any steps computed by these
methods are projected onto the span of Z so that feasibility of all iterates is maintained.
Because all but one of the constraints in the dual formulation of the MVEE problem are
simple bounds, Z is a cheap basis to create and to use for projections.
The matrix Z is of dimension m × r. Since r = O(n2), we can assume for problems of
interest to us that r  m. The structure of the matrix, written out further, is
Z =

−1 −1 −1 · · ·
1 0 0 · · ·
0 1 0 · · ·







Recall that this structure assumes that the first r+1 variables are not fixed on their bounds.
In an actual implementation, one would rearrange the rows of Z such that rows with nonzero
elements correspond to the basic and superbasic variables rather than moving the variables
into position.
The benefit of this matrix is that its special structure allows for cheap matrix-matrix
multiplication. When computing Z>A for any m × n matrix A, each row of the resulting
matrix is calculated by subtracting the first row from one other row. Since there are r
rows in the product, the operation takes only nr scalar subtractions. This is a substantial
savings over the usual O(mnr) cost for matrix-matrix multiplication. Multiplying this way
and entirely avoiding dependence on m is especially beneficial when we consider the relative
sizes of m and n in typical MVEE problems.
Similarly, computing ZB for an r× p matrix B is far cheaper than dense matrix-matrix
multiplication. The first row of the output is simply the negated sum of each column of B,
and the remaining rows are either copied from the corresponding rows of B or are rows of
zeros. The cost of computing the product ZB is therefore rp subtractions, which is much
cheaper than the general O(mrp) cost to multiply dense matrices.
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Cheap multiplication by Z and Z> allows for cheap projection of an arbitrary vector
v onto the span of Z by computing Z(Z>v). One downside to ZZ> is that it is not an
orthogonal projector. However, we can produce an orthogonal projector from Z that is just
a small constant factor more expensive to multiply with than the non-orthogonal projector.
The matrix Z̄ = Z(Z>Z)−1Z> is an orthogonal projector onto the span of Z. In the
same way that we do not actually form Z, we can compute the effect of a matrix-vector
multiplication Z̄v with an arbitrary vector v without constructing Z̄.
Because we would rather work with smaller r-vectors than the full m-vectors whenever
possible, the projection procedure stops short of actually computing Z̄v for an input vector
v, instead computing vz = (Z
>Z)−1Z>v. If the full projection is needed, it can be computed
as Zvz. Algorithm 2.2 demonstrates how to compute vz.
Algorithm 2.2 Orthogonal Projection
1: procedure project(Z,v)
2: w← Z>v




For a single vector v of length m, the cost of this projection is about 3r operations.
Because of the large number of active bounds, projection of an m-vector requires far fewer
than O(m) operations for most problems.
2.2.2 Projected Gradient
All methods discussed in this thesis require computation of a gradient. The gradient ω
of the dual objective function evaluated at u is given by
ωi = x
>
i Hxi, i = 1 . . .m, (2.8)
where H = (XUX>)−1. Evaluating the gradient requires computing and factorizing XUX>
and performing m forward- and back-substitutions and dot-products. This is a very expen-
sive calculation when n is moderately large and m is extremely large, as is the case in many
applications.
However, the constrained optimization methods we will employ typically do not need
the full gradient because they are restricted to a subspace of Rm by the active constraints.
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These methods instead rely on the projected gradient
ωz =
Z>ω for a non-orthogonal projection(Z>Z)−1Z>ω for an orthogonal projection (2.9)
to determine the next step.
The projected gradient could be computed by computing the full gradient and applying
the projection. However, it turns out that there are simple formulas for both versions of the
projected gradient that do not rely on having the full gradient. Thus, we can bypass the full
gradient and compute the projected gradient directly, and do so at much lower cost.
Although we cannot avoid computing and factorizing XUXT , we do not need to compute
most of the m elements of ω, which avoids the need for most of the forward- and back-
substitutions. The special structure of the projection matrix from Section 2.2.1 makes this
possible.
The computation of H−1 = XUX> costs O(rn2) operations. The cost to compute a
Cholesky factorization of H−1 is O(n3), which is less than O(rn2). It might at first appear
that computing H−1 costs O(mn2) operations, but there are only r + 1 nonzero diagonal
elements of U , which means H−1 is a sum of only r + 1 outer products of columns of X.
Those same r + 1 columns are the only columns necessary for computing the projected
gradient. First, the elements of ω corresponding to the superbasic variables are computed
and stored in a vector, ωs. Next, the single element of ω corresponding to the basic variable,
ωb, is computed. If we are using the non-orthogonal projector, the projected gradient is then
computed as
Z>ω = ωs − ωbe. (2.10)
Alternatively, the orthogonally projected gradient is computed as






Thus, computing either of these projections costs O(rn2) operations, including computing
and factorizing H−1. Compared to the O(mn2) cost of computing the full gradient, this can
be a substantial savings.
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2.2.3 General Algorithm
The general algorithm for the constrained methods is given in Algorithm 2.3. Most of the
algorithms differ only in the computation of the step direction, represented in Algorithm 2.3
as the function compute direction().
Some methods require additional auxiliary work or storage that, if necessary, would take
place in the optional code block at the end of the function. When there is additional code in
that block, it will be mentioned in the section explaining the specific algorithm. Also, note
that compute direction() always takes at least one argument but might need more arguments
for specific methods.
The project() routine is shown in Algorithm 2.2. Unless stated otherwise for a particular
method, this routine is used to perform an orthogonal projection. If a non-orthogonal projec-
tion is needed, the vector is simply multiplied by ZZ>. An overview of modify constraints()
is given Section 2.2.4. The matrix returned by compute projector() is described in Sec-
tion 2.2.1. For efficiency, an actual implementation would not store the full matrix Z, but
would instead compute the effect of Z on a given vector when necessary.
Considering Algorithm 2.3, we see that although the entire gradient is computed in order
to determine convergence and to update the active constraint set, only the projected gradi-
ent is necessary to compute the next step for all of the methods. We saw in Section 2.2.1
that computing the projected gradient directly is possible and leads to a significant sav-
ings in operations. This suggests that an alternative stopping criterion or some cheaper
way of determining which constraints are most strongly violated could speed up the con-
strained algorithms considerably. Although we currently have no such alternative criterion
or approximation, this is a possible direction for future research.
2.2.4 Active Set
To determine valid directions for stepping, the algorithms need a way to determine when
constraints are active, i.e., when they affect the choice of step direction, and when they are
inactive. The sum constraint in Equation (1.11) is always active, but the ith bound is active
only when ui is 0, or, for practical purposes, when ui is very small. The active set refers to
the set of all active bounds.
Conceptually, we can use the matrix Z to determine implicitly which bounds are active,
which is how the methods are stated in this document for expository purposes. In practice,
it is much more efficient to maintain a separate representation of the active set.
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Algorithm 2.3 General Constrained Algorithm
1: procedure mvee constrained
2: Choose feasible initial guess u
3: L← cholesky(XUX>)
4: ω ← ω(u, L)
5: Z ← compute projector(u)




8: j ← argmin
h
(ωh : uh > 0)
9: ε+ ← (ωi − n)/n
10: ε− ← (n− ωj)/n
11: if max{ε+, ε−} < ε then
12: Solution is optimal to specified tolerance. Stop.
13: ωz ← project(Z,ω)








18: u← u + λp
19: L← cholesky(XUX>)
20: ω ← ω(u, L)
21: Z ← modify constraints(u,ω)
22: [. . . method-specific auxiliary code . . . ]
As the current step and corresponding gradient are modified, points will be added to or
removed from the active set. When determining whether to add or remove constraints, we
follow the procedure in [32], which relies on approximations to the Lagrange multipliers.
Before removing a constraint from the active set, we wish to be reasonably sure that
doing so will be helpful in the next step. A large Lagrange multiplier is an indication that
the corresponding constraint is preventing a step that would improve the objective function.
However, the size of the current projected gradient must be taken into account as well
because the sizes of the Lagrange multipliers are more important when the current iterate
is nearly optimal in the current active set, which is indicated by a small ||ωz||2. Thus, if
the largest Lagrange multiplier is λi, we remove the ith constraint from the active set if
λi > ||ωz||2.
Adding constraints to the active set is straightforward. A constraint is added to the
active set when it has restricted the length a step. Once the step direction is computed in
Algorithm 2.3, the maximum step length in that direction that can be taken without violating
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a constraint is computed. A line search is then performed to minimize the objective function
along the step direction. If the line search determines that it should take the maximum
allowed step size, then the limiting constraint is added to the active set.
2.2.5 Dropping Points
As mentioned in Section 1.5, the MVEE of the core set is the same as the MVEE of
the entire set of points, so the other points are unnecessary for computing the MVEE. This
leads to an important implementation detail that applies to all of the algorithms, including
CA. Under certain conditions, we can be sure that a point will not be in the core set, and
we can drop such points entirely. A procedure to do so, first described in [33], is given next.
Let
δ(u) := g(u∗)− g(u) (2.12)
be the difference between the objective function at the current iterate and the unknown













where u is feasible and δ = δ(u), is interior to the optimal ellipsoid and thus can be removed.
Although we cannot calculate δ(u) directly, we noted in Section 1.4 that ε-feasibility gives
us a bound on δ(u). We can use this bound and Equation (2.13) to determine which points
are no longer necessary.
This check is made and the relevant points removed once every fixed number of iterations,
usually chosen in this work to be 50 or 100. Performing this pruning is especially important
for CA because that algorithm takes many iterations and thus is strongly benefited by
speeding up each iteration.
2.3 GRADIENT-BASED METHODS
We will explore two first-order methods: steepest ascent and conjugate gradient. Al-
though these methods generally require more iterations to converge than Newton’s method
and other Hessian-based methods, their lower cost per iteration makes them appealing for
large-scale problems, similar to the motivation for the CA algorithm. However, while we
would expect these algorithms to converge in fewer iterations than CA because they make
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more use of gradient information at each step, they do not lead to a rank-one update and
therefore do not allow us to take advantage of the corresponding cheap updates.
2.3.1 Steepest Ascent
The (trivial) algorithm for computing the step direction for steepest ascent is given in
Algorithm 2.4.
Algorithm 2.4 Steepest Ascent
1: procedure compute direction(ωz)
2: return ωz
2.3.2 Conjugate Gradient
A well-known downside to steepest ascent is that it tends to zig-zag toward the solution
and has correspondingly slow convergence. Conjugate gradient (CG) tries to improve on
this by keeping track of the most recent step and moving in a conjugate direction. The code
for computing a step direction in CG is given in Algorithm 2.5. The routine requires three
additional parameters: p(k−1), the previous step; ω
(k−1)
z , the previous projected gradient;
and Z, the basis for feasible steps.
Algorithm 2.5 Conjugate Gradient




2: β ← (ω>z (ωz − ω
(k−1)
z ))/||ω(k−1)z )||22
3: p← ωz + β · project(Z,p(k−1))





There are a few implementation details not captured in Algorithm 2.5. Because no
previous step is available for the first iteration, a steepest ascent step is returned instead of
a CG step. Also, if Z changes between iterations, then ω
(k−1)
z should be recomputed with
the new Z.
There are several similar formulas for β that can lead to slight differences in performance.
We chose the Polak-Ribiere formula, originally proposed in [34].
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2.4 SECOND-ORDER (NEWTON-LIKE) METHODS
2.4.1 Newton’s Method
Newton’s method for optimizing a function of m variables computes a local quadratic
approximation to the objective function using a Taylor series and computes the next iterate
as the optimum of that approximation, with the quadratic approximation changing each
time the approximate solution is updated. One step of Newton’s method with initial guess





in order to compute
u← u−G−1ω. (2.15)
Newton’s method would be impractical for this problem if not for the number of active
bound constraints because just computing, let alone factorizing, the full m × m Hessian
matrix G would be prohibitively expensive. However, in the constrained case, the next
iterate is computed using a projected Hessian Z>GZ and a projected gradient Z>ω. Note
that this projected gradient uses the non-orthogonal projection from (2.9), rather than the
orthogonal projection that we have used for the other methods, because the projected Hessian
is computed with a non-orthogonal projection. Were both the Hessian and the gradient to
be projected orthogonally, we would get the exact same solution to the Newton system, so
there is no benefit to using orthogonal projections for either in this case. Thus, Newton’s
method in the constrained case replaces the formula above with
s← −(Z>GZ)−1Z>ω, (2.16)
u← u + Zs. (2.17)
The key to the algorithm’s efficiency is the ability to calculate the projected Hessian
directly without calculating the full Hessian, and to do so cheaply. We are able to do this
because of the special structure of the projection matrix, as discussed in Section 2.2.1.
The formula for the Hessian is
G = −(XTL−TL−1X)2 (element-wise squaring). (2.18)
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Let
S = XTL−TL−1X, (2.19)
which is an element-wise square root of the negative Hessian.
The first step toward calculating the projected Hessian ZTGZ is to calculate the projected
square-root Hessian, ZTSZ. Using Equation (2.18) and Equation (2.19),
ZTSZ = ZTXTL−TL−1XZ
= (ZTXT )L−TL−1(ZTXT )T
= (L−1(ZTXT )T )T (L−1(ZTXT )T ). (2.20)
We see from Equation (2.20) that ZTSZ can be computed without an m term in its cost
even though X is of size n ×m. From the discussion in Section 2.2.1, the computation of
ZTXT costs O(nr). A forward substitution with L costs an additional O(n2r) operations.
Finally, multiplying the resulting matrix with itself costs O(r2n). Thus, the total cost to
compute the projected square-root Hessian is O(r2n).
It will be useful later to understand the structure of the projected matrix in terms of the

















form the leading (r + 1)× (r + 1) submatrix of S. The rest of the entries are unimportant
as they will be removed by the projections.
Let e be the vector of all ones with its dimension determined by context. We now refer
to the projected square-root Hessian as MZZ = Z
TSZ. Using the block form of S above and
simplifying the matrix-matrix multiplication, MZZ can be written as
MZZ = S11 − s10eT − esT10 + s00eeT . (2.23)
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Now that we can compute the projected square-root Hessian quickly, we will use it to
solve for the projected Hessian. The projected Hessian takes a form similar to MZZ , namely
ZTGZ = −(S211 − (s210)eT + e(s210)T + p20eeT ). (element-wise squaring) (2.24)
However, we will need more information to get from MZZ to Z
TGZ. Note that we cannot
simply square the entries of the matrix MZZ , and we do not actually have the matrix S.
Also, we cannot use the matrices ZTS or SZ in the solution. Because they lack a second
projection, they cannot be computed as cheaply as ZTSZ, and both involve an m term in




1 1 1 · · ·
1 0 0 · · ·
0 1 0 · · ·







Just as with Z, Ẑ can be used to perform cheap multiply operations. Using a procedure
similar to Equation (2.20), we can combine Z and Ẑ in various ways to obtain matrices with







Just as with MZZ (repeated here for convenience), these matrices can be written as
MZZ = S11 − s10eT − esT10 + s00eeT , (2.29)
MZẐ = S11 + s10e
T − esT10 − s00eeT , (2.30)
MẐZ = S11 − s10e
T + esT10 − s00eeT , (2.31)
MẐẐ = S11 + s10e
T + esT10 + s00ee
T . (2.32)
With these additional equations, we can now solve for the parts of the projected Hessian.
First, we find that
S11 =




This allows us to solve for the remaining values:
s00ee




MZZ +MZẐ − 2S11
2
. (2.35)
With these values, we can use Equation (2.24) to construct the projected Hessian. Note
that at no point in the construction of the projected Hessian did we perform an operation
with cost proportional to m. Using the process described in Section 2.2.2, we can compute
the projected gradient in O(n2r) operations, so we can compute the entire Newton step
without any cost proportional to m.
The pseudocode for Newton’s method, with the above formulation of the projected Hes-
sian as a subroutine, is given in Algorithm 2.6.
Algorithm 2.6 Newton’s Method
1: procedure compute direction(ωz, Z,X, L)
2: . ωz is a non-orthogonal projection in this method
3: Gz ← projected hessian(X,L, Z)
4: LG, UG ← LU(Gz)
5: return lu solve({LG, UG},−ωz)
An additional difference between Newton’s method and most of the other algorithms
discussed is that the line search in Algorithm 2.3 is not typically used with Newton’s method.
In our implementation we take the step as is, with no line search, which is a substantial
savings in cost.
2.4.2 Relationship to Previous Work
In [26], Newton’s method is used to solve the optimization problem (1.11). The authors
of that paper also noted that Newton’s method is too costly to be practical. To overcome
this, they selected a subset of points {xi} and used Newton’s method on the subset. Once
the method had converged for this subset, the optimality conditions in Section 1.4 were
checked for all points and a subset of points that most strongly violated the conditions were
added to the previous subset of points. The algorithm was then repeated with this new set
of points, continuing until ultimately converging to a solution of the full problem.
The effect of this method is somewhat similar to our approach of using the projected
gradient and projected Hessian to compute Newton steps without forming the full gradient
or Hessian. Aside from the conceptual background, a major difference is that the active set
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potentially changes each iteration in our approach, whereas the set of points was modified
only after convergence of the subproblem in [26]. Assuming the set of points chosen for {xi}
in [26] is the same as the active set represented implicitly by Z in Algorithm 2.6, one step
of Newton’s method will be asymptotically equivalent in cost for the two methods.
2.4.3 Truncated Newton
Although our implementation of Newton’s method avoids computing the full m × m
Hessian, it still requires the factorization of an n × n matrix at each iteration. This fac-
torization can be avoided by using a truncated variant of Newton’s method. The difference
between Truncated Newton and Newton’s method is that the system involving the projected
Hessian is solved only approximately with Truncated Newton, using an iterative solver such
as GMRES. Pseudocode for Truncated Newton is given in Algorithm 2.7. Note that, as
with Newton’s method, the projected gradient here is not the usual orthogonally projected
gradient.
Algorithm 2.7 Truncated Newton
1: procedure compute direction(ωz, Z,X, L)
2: . ωz is a non-orthogonal projection in this method
3: Hz ← projected hessian(X,L, Z)
4: return iterative solve(Hz,−ωz)
The only difference between this and Algorithm 2.6 is that the iterative method replaces
the LU factorization and triangular solves. Depending on the size of n, this can be much
faster. Also, the solver usually uses a loose convergence tolerance, with only a few itera-
tions being performed. A rough approximation to the solution is especially viable in early
iterations when Hessian information is less reliable, because we are not losing much useful
information by not solving the system to high accuracy.
A third variant of Newton’s method avoids the computation of the projected Hessian
entirely. Because iterative solvers often treat matrices as a black box and use them only to
perform matrix-vector multiplication, we can avoid computing the elements of the matrix
itself if we can approximate its effect when multiplying with a vector.
In the case of a projected Hessian Hz, we can do this by using a Taylor series. The Taylor
series for ωz about x is
ωz(x + αv) = ωz(x) + αHzv + . . . . (2.36)
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If we ignore higher-order terms and rearrange, we have
Hzv ≈
ωz(x + αv)− ωz(x)
α
. (2.37)
Using Equation (2.37), we can approximate the Hessian-vector product Hzv for a vector v
using only gradient computations. We can then use this approximate Hessian-vector product
to solve the usual Newton system with an iterative method without needing the projected
Hessian. We refer to this scheme as Truncated Newton with finite differences (typically
shortened to Truncated Newton FD). Pseudocode for the scheme is given below, with the
hessian product() routine representing the operation from Equation (2.37). The value of α is
a tunable parameter that controls the tradeoff of truncation vs. roundoff error. We typically
set α to the square root of machine precision.
Algorithm 2.8 Truncated Newton FD
1: procedure compute direction(ωz, Z,X, L)
2: . ωz is a non-orthogonal projection in this method
3: hprod ← hessian product(ωz,u, α)
4: . hprod is not the result of a particular Hessian-vector product,
5: . but a routine that performs Hessian-vector products.
6: return iterative solve(hprod, −ωz)
Similar to Newton’s method, we typically run Truncated Newton and Truncated Newton
FD without a line search.
2.4.4 BFGS
Another option to balance the faster convergence of Newton’s method and its higher cost
per iteration is a quasi-Newton method, such as BFGS [35]. The idea of BFGS is to build up
an approximate Hessian matrix B gradually and update its factorization. Each time a step is
taken, new curvature information is learned about the objective function and a corresponding
rank-two update is made to B. Because the updates are low-rank, it is possible to update
the factorization of B cheaply rather than recompute it each iteration. Thus, we are able to
get some of the benefits of a projected Hessian without actually computing it, and we avoid
the O(n3) cost of factorizing at each iteration.
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If u is the current iterate and uprev is the previous iterate, with corresponding projected
gradients ωz and ωprev, and we define
y := ωz − ωprev, (2.38)
s := u− uprev, (2.39)
then the BFGS update to the approximate Hessian is







However, B is not actually stored. Rather, a Cholesky factorization LB is maintained and
updated.
Pseudocode for BFGS is shown in Algorithm 2.9. The code to update the factorization
of B, which would go at the end of Algorithm 2.3, is shown in Algorithm 2.10. Both of these
codes assume that some initial factorization LB is available, which will be discussed briefly
below.
Algorithm 2.9 BFGS
1: procedure compute direction(ωz, LB)
2: v← triangular solve(LB,−ωz)
3: return triangular solve(L>B,v)
Due to the changing set of active constraints, there is some additional complexity in
keeping track of the factorizations of B. When a constraint is added or removed from the
active set, the size of B changes. The simplest solution would be to discard the current
factorization of B and restart from the identity matrix. However, this loses all of the knowl-
edge the method has built up about the objective function. Instead, we use the updating
methods of [32]. The methods are somewhat involved and are not the primary focus of this
work, so no pseudocode is included in this document. Our implementation of these methods
will be made freely available in the future.
When choosing the initial approximate Hessian mentioned earlier, two common options
are to compute the actual Hessian at the initial guess or to use the identity matrix. Our
testing on the MVEE problem has shown that using the actual Hessian as the initial B is
worth the extra cost in most cases.
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Algorithm 2.10 BFGS Update
1: procedure update factor(ωz, LB,u,uprev,ωprev)
2: s← u− uprev








7: LB ← rank one update(LB,v,−1)
8: return LB
9: procedure rank one update(L,v, sign)
10: for k from 1 to n do












17: Lk,k ← r
18: if sign > 0 then
19: Lk+1:n,k ← (Lk+1:n,k + svk+1:n)/c
20: else
21: Lk+1:n,k ← (Lk+1:n,k − svk+1:n)/c
22: vk+1:n ← cvk+1:n − sLk+1:n,k
23: return L
2.4.5 L-BFGS
For larger problems, BFGS might still be too costly in work and storage. In these cases,
a limited-memory variant such as the one introduced in [36] can be helpful. Limited-memory
BFGS, or simply L-BFGS, updates an approximate Hessian in the same way as BFGS, but
it keeps track of only a fixed number of the most recent updates. These updates can be
stored and applied as vectors instead of as a matrix. The number of vectors stored is a
tunable parameter that trades off accuracy of curvature information vs. cost. A diagonal
scaling matrix is also kept as part of the approximate inverse, which does not increase the
asymptotic storage or computation costs because it is diagonal.
When there are r free variables, the storage overhead of the vectors needed for L-BFGS
is O(r). The cost of finding the L-BFGS step given these vectors is also O(r). Both of these
are contrasted with a O(r2) cost for full BFGS.
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A major downside of L-BFGS is that it converges only linearly, as opposed to the su-
perlinear convergence of BFGS. L-BFGS is also generally not used for constrained problems
except with special classes of constraints. Because the projected Hessian changes size when-
ever the active set changes, the vectors used to keep track of previous updates are no longer
valid for use once the active set changes. So, whenever the active set changes, L-BFGS must
be restarted and all updates to the approximate Hessian discarded. Thus, all curvature
information is lost each time the active set changes. We decided to test L-BFGS despite this
drawback because it has low overhead and has the chance to improve over simple gradient
ascent during times when the active set is not rapidly changing.
The pseudocode for L-BFGS is given in Algorithm 2.11. The code assumes that there are
r free variables and that up to k previous steps are kept for L-BFGS. The corresponding code
for updating the L-BFGS factorization is found in Algorithm 2.12. As usual, the input ωz is
the projected gradient. The matrix B−1D is the diagonal approximate inverse Hessian. The
two-dimensional arrays s and y store steps and gradient changes from previous iterations that
are needed for L-BFGS computations, and the one-dimensional array ρ stores scalar values
computed from s and y that are used in the step calculation. The procedure for updating the
factorization after an active-set change is not shown because all that is required is emptying
s, y, and ρ.
Algorithm 2.11 L-BFGS





4: for i from k to 1 do
5: α← ρis>i w
6: valsi ← α
7: w← w − αyi
8: w← B−1D w
9: for i from 1 to k do
10: β ← ρiy>i w
11: w← w + (valsi − β)si
12: return w
28
Algorithm 2.12 L-BFGS Update
1: procedure update factor(pk, ak,ωk,ωprev, B
−1
D , s,y,ρ)
2: sk ← akpk
3: yk ← ω − ωprev
4: ρk ← 1/y>s
5: if there are already k vectors in s then
6: remove oldest elements from s, y, and ρ
7: add sk to s
8: add yk to y
9: add ρk to ρ
10: B−1D ← diag(s>k yk/||yk||
2)
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CHAPTER 3: CATEGORIZING MVEE PROBLEMS
Data sets can vary greatly in their general shapes and in the distributions of points
within those shapes. When considering algorithms for finding MVEEs, it is natural to ask
what shapes and point distributions would be easier or harder to fit than others. If there is
a difference, does the type of shape or distribution that is “easy” or “hard” vary with the
algorithm under consideration? In general, we would like to be confident that an MVEE
algorithm that works well for one data set will work well for others. We also want to be
confident that we are testing our algorithms on a representative sample of problems so we
can get a good grasp of their usefulness in a variety of situations.
What makes for a meaningful difference between data sets, though, may not match
human intuition about shapes. For example, Figure 3.1 (shown previously as Figure 1.2)
shows several point clouds with differing shapes, all of which have identical solutions to the
MVEE problem in the dual space. Moreover, for all but the bottom-right data set, the
Newton algorithm will follow the exact same set of iterates, up to machine precision, to the
solution of the MVEE problem. On the other hand, Figure 3.2 shows data sets that are less
distinct in their general shapes but perform quite differently from one another in the MVEE
problem.
As an example of the potential difference in convergence, Figure 3.3a shows the conver-
gence of various MVEE algorithms for a data set generated from random normal data, and
Figure 3.3b shows the convergence of the same algorithms for random data of the same size
and dimension, but drawn from a log-normal distribution. Looking at the x-axes of the two
plots, the difference in the number of iterations until convergence is substantial.
For these example MVEE solutions, as well as the examples in the remainder of this chap-
ter, the QR initialization (with core set size n) is used to initialize the MVEE algorithms.
The QR initialization will be introduced in Section 4.3. It was chosen for these examples
because it is the most generally effective initialization discussed in this thesis when con-
sidering a wide range of problems. Also, most examples in this section will consider only
two methods: coordinate ascent and Newton’s method. We chose to use just these two
methods because they represent opposite extremes of the broad classes of methods under
consideration, namely, linearly convergent methods and superlinear, Newton-like methods.
Recall from Section 1.5 that the MVEE of a data set is determined entirely by the points
on the surface of the ellipsoid. In this sense, we can say that the ellipsoid is determined
entirely by the outliers in the data. It seems natural, then, that data sets whose outliers are




Figure 3.1: Point clouds with identical solutions to the MVEE problem in the dual space.
seem intuitive that Figure 3.2d is the easiest to fit because the outliers are more extreme
than in the other data sets, and that is in fact the case.
More specifically, for the purpose of determining whether a data set will be easier or
more difficult computationally to fit with an ellipsoid, what matters is the density of data
points near the surface of the fitted ellipsoid. Points near the surface of the fitted ellipsoid
are nearly in the core set, and the more viable candidates there are for the core set, the more
difficult it is to choose among them. However, we cannot know the closeness of a point to
the surface of the fitted ellipsoid without first computing the ellipsoid. Also, when working
in more than three dimensions, we cannot plot data to determine how extreme the outliers
in a data set are and use this as a proxy.
It would be helpful to have a way to quantify the difficulty of problems, even in high
dimensions, that would not require computing the solution to the MVEE problem first.





Figure 3.2: Point clouds of differing difficulty for the MVEE problem.
(a) (b)
Figure 3.3: Two data sets of the same size can lead to very different iteration counts. Note
the different scales on the x-axes of the two plots.
remarkably well by a single number: the kurtosis of the data. Later, we will examine how
kurtosis affects the choice of the best method for a given data set.
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3.1 WHAT IS KURTOSIS?






where X̄ is the mean. Kurtosis can be thought of as measuring the “tailedness” of a dis-
tribution, or how prone the distribution is to producing extreme outliers. Drawing data
from a source with higher kurtosis will lead to outliers that are more extreme, which in turn
indicates that the points on the surface of the ellipsoid will likely be easier to determine. It
is also worth noting that kurtosis is invariant under shifting and scaling. This seems to be
a desirable characteristic for a measure of the difficulty of an MVEE problem because the
MVEE problem is affine invariant.
Note that some sources subtract 3 from (3.1) and refer to the result as kurtosis because,
by the definition in (3.1), the normal distribution has a kurtosis of 3, so the subtraction
allows easy comparison to the normal distribution. This alternative definition is also called
“excess kurtosis.” However, we will use (3.1) as the definition of kurtosis throughout this
work.
3.1.1 Kurtosis in More than One Dimension
Kurtosis is technically defined only in one dimension. However, there are a variety of ways
to generalize kurtosis to arbitrary dimensions [37, 38, 39]. We tested several of these and
found that they work no better than taking a mean of logarithms, which is often cheaper to
compute. So, we calculate the kurtosis of a multidimensional data set by calculating the one-
dimensional kurtosis of each row of the data set (i.e., each coordinate dimension) separately,
taking the logarithm of these, and computing the mean of these individual logarithm values.
Taking the logarithms of the kurtosis values before averaging allows us to accommodate
data sets in which the kurtosis values along differing coordinate dimensions vary widely in
magnitude, which would otherwise yield an average dominated by any outliers. We refer
to this mean as the log(kurtosis) of the entire data set. If desired, a kurtosis on the same
scale as one-dimensional kurtosis can be recovered from this by raising 10 to the power of
the logarithmic value, though we often find it preferable to work with the logarithmic value
directly.
There is one additional consideration that should be taken into account, however, when
calculating kurtosis for the purpose of measuring MVEE problem difficulty. The MVEE
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algorithms considered here first transform the data set into one higher dimension and then
find a centered ellipsoid in that dimension. The centered ellipsoid about a set of m points
{xi} is the same as the MVEE about the set of points {xi}
⋃
{−xi}. Using this relationship,
we find that more accurate results for problem difficulty are obtained by calculating the
kurtosis of {xi}
⋃
{−xi} instead of just {xi}.
3.2 KURTOSIS AND CORE SET SIZE
First, we establish that kurtosis has an effect on the MVEE problem that is independent
of any algorithm. As mentioned previously, having more elements on or near the surface
of the fitted ellipsoid can make finding the correct core set take longer and therefore slow
down the solution of an MVEE problem. To examine the relationship between kurtosis
and core set size, we use two groups of data sets. The first group isolates kurtosis as a
single factor using the sinh-arcsinh transform [40]. When applied to Gaussian data, this
transform has a parameter that allows for control over the kurtosis of the transformed data.
We use this to generate data sets with a wide variety of kurtosis values that otherwise
have similar properties. The second group is used to determine whether any relationship
between kurtosis and core set size generalizes among different distributions. To do so, we
generate random data from a variety of distributions and various parameter values within
a distribution. The random distributions used include Gaussian, beta, binomial, Laplace,
gamma, and several others. We will sometimes refer to these two groups of distributions
as “specific” and “general,” respectively. For both groups of distributions, we draw random
data sets with various kurtosis values and compute the MVEE of each data set to determine
the size of the core set. Figure 3.4 shows the observed relationship between kurtosis and
core set size. Each point on the plots corresponds to a single data set for which the MVEE
was computed. Overall, there is a clear correlation, with core set size decreasing as kurtosis
increases.
Observing Figure 3.4, based on their kurtosis values the data points can be divided into
three regions displaying different behaviors: low-kurtosis points in the upper left that tend to
have large core sets, very-high-kurtosis points in the lower right with core sets near the lower
bound of n, and points in a middle region where the core set size is decreasing. The horizontal
breakpoints between the regions appear to occur at kurtosis values of approximately 3 (the
kurtosis of a normal distribution) and 30 (one order of magnitude larger than the kurtosis
of a normal distribution).
The dashed lines in the figure demonstrate that the observed core set sizes indeed fall
between the known upper and lower bounds and that the median core set size appears to be
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Figure 3.4: Core set size versus kurtosis for two families of data sets.
roughly n
√
n. For problems with very high kurtosis values, the sizes of the core sets are near
the lower bound of n elements. For low-kurtosis problems, on the other hand, Figure 3.4
shows that the core set sizes tend not to reach the upper bound of n(n + 1)/2 elements.
To determine the limits of the core set sizes that occur in practice, and to observe how the
behavior changes with n, we repeat the process used to generate Figure 3.4 with several
different values of n and find the maximum and minimum core set size for each group of
data sets for each value of n. The results are shown in Figure 3.5. Dashed lines indicating
various functions of n are also included in the plot. Clearly, the largest observed core set
size does not follow the upper bound of n(n+ 1)/2. Instead, it grows as O(n
√
n). The lower
bound, on the other hand, does grow linearly with n.
Figure 3.5: Maximum and minimum observed core set sizes as a function of n.
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In addition to the most extreme values, the median core set sizes for the low-kurtosis
and very-high-kurtosis regions are also of interest because they are more representative of
the typical behavior in those regions. To find the trends in these median values, we follow a
process similar to the one used to create Figure 3.5, but we examine the median core set sizes
of the low-kurtosis and very-high-kurtosis regions for each value of n instead of the largest
and smallest core set sizes. The results are shown in Figure 3.6. Similar to the maximum
and minimum core set sizes from Figure 3.5, the median core set sizes for low-kurtosis and
very-high-kurtosis regions grow as O(n
√
n) and O(n), respectively. The dashed lines in the
plots demonstrate that by choosing simple scaling constants for these classes of functions,
the relationship between core set size and n for a particular kurtosis region can be fit quite
well.
Figure 3.6: Median observed core set sizes for low-kurtosis and very-high-kurtosis data as a
function of n.
Using the observed trends from Figure 3.6, the relationship between core set size and
kurtosis can be approximated by a simple model. For the model, any data set with a
kurtosis value of 3 or below (the kurtosis of a normal distribution) is predicted to have
1.3n
√
n elements in its core set, any data set with a kurtosis value of 30 or above (one
order of magnitude larger than the kurtosis of a normal distribution) is predicted to have
1.4n elements in its core set, and the predicted number of elements in the core set decreases
linearly (in log scale) for kurtosis values between these two breakpoints. The model is given
in Equation (3.2), where k is the kurtosis of the data set.









n, if 3 < k < 30
1.4n, if k ≥ 30
(3.2)
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Figure 3.7 shows the model approximating the data from Figure 3.4. The vertical lines
at log (3) and log (30) indicate the breakpoints where the behavior of the fit changes from
constant to linear and back. This single model effectivly captures the behavior of both plots,
demonstrating the clear relationship between kurtosis and core set size. Having such a model
is important for two reasons:
1. It will enable us to predict the number of iterations required to solve a given MVEE
problem, as we will see in Section 3.3.
2. It will enable us to choose a suitable approximate core set size when initializing an
optimization algorithm, as we will see in Chapter 4.
Figure 3.7: Simple model predicting core set size as a function of kurtosis.
3.3 KURTOSIS AND ITERATION COUNT
With an understanding of how kurtosis affects core set size, it is not surprising that
kurtosis is also a good predictor of iteration count. To begin demonstrating this, we first
confirm our intuition that a larger core set size results in a more difficult MVEE problem. In
Figure 3.8, each data point indicates the number of iterations to convergence for an MVEE
problem having the indicated core set size, with the dimension n indicated by the color code.
For both coordinate ascent and Newton’s method, a larger core set size means an increased
iteration count. There are a few differences of note between Figure 3.8a and Figure 3.8b,
however. The relationship between core set size and iteration count for Newton’s method is
almost linear. For coordinate ascent, on the other hand, the relationship between iteration
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count and core set size is highly non-linear and also depends more strongly on n, and iteration
count increases much more sharply with core set size than is the case for Newton’s method.
(a)
(b)
Figure 3.8: Iterations versus core set size for sinh-arcsinh transformed data using Newton
(a) and coordinate ascent (b) algorithms.
We believe that the relationship between core set size and iteration count is the underlying
driver for the relationship between kurtosis and iteration count. Problems with lower kurtosis
tend to have a larger core set size, as seen in Figure 3.4. Newton’s method tends to solve the
MVEE problem for a given set of active constraints in just a few iterations, but we update
constraints only one or a few at a time. So, the increased core set size takes more iterations
because more constraints must be worked through before the correct core set is identified,
but once that happens, Newton’s method converges very quickly regardless of the kurtosis
value.
We confirm the relationship between kurtosis and iteration count with several examples.
We have already seen one example in Figure 3.3. The data from Figure 3.3a has a kurtosis of
approximately 1.8, and the data from Figure 3.3b has a kurtosis of approximately 70. These
two kurtosis values are among the more extreme kurtosis values from data sets we tested, so
this figure represents about as large a difference as we would expect to see with this size data
set. It is difficult to tell from the scale of these plots how much the superlinearly convergent
38
methods are affected, however. Figure 3.9 shows results for similar problems with only the
superlinear methods. Although the absolute difference in iterations is not as large as with
the linearly convergent methods, the relative difference is substantial.
(a) (b)
Figure 3.9: A test similar to Figure 3.3 but showing only superlinear methods
To confirm that it is kurtosis, and not some other difference between normal and log-
normal distributions, that is causing the difference in iteration counts, we generate sinh-
arcsinh transformed data with various kurtosis values as described in Section 3.2 and deter-
mine how many iterations it takes to compute the MVEEs of the data sets using the Newton
algorithm. Because the primary difference between these data sets will be their kurtosis, this
allows us to isolate kurtosis as a factor in determining iteration count. Figure 3.10 shows the
relationship between kurtosis and iteration count for this experiment. There is a clear and
consistent relationship between kurtosis and iteration count, with increasing kurtosis being
associated with decreasing iteration count.
Next, to confirm that the relationship holds for a variety of distributions, we use the
second group of distributions described in Section 3.2. Figure 3.11 shows how the number
of iterations needed to solve an MVEE problem varies with kurtosis for these more varied
distributions. Plots for three methods (Newton, coordinate ascent, and BFGS) are shown.
The plot for Newton is shown at two different levels of zoom. Once again, all three of the
methods show a clear relationship with kurtosis. As expected, the higher the kurtosis, the
fewer iterations required until convergence. The use of kurtosis to categorize data sets for
the MVEE problem is particularly interesting because the kurtosis can be calculated before
any MVEE algorithm is run, thereby influencing our choice of algorithm and initialization.
This also gives the potential to use it for performance models in the future.
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Figure 3.10: Number of iterations to compute MVEE for sinh-arcsinh-transformed data with
varying kurtosis
Clearly, we see that kurtosis, core set size, and iteration count are all closely intertwined.
Kurtosis and core set size are good predictors of iteration counts for two distinct but related
reasons:
1. Since constraints tend to be added or dropped one at a time, the larger the core set,
the more iterations are needed to identify it.
2. The density of points near the surface of the fitted ellipsoid determines the number of
plausible candidates for the core set, which affects the number of iterations required
to determine which of those candidates are actually in the core set. For high kurtosis,
there are not only relatively few points in the core set, but also relatively few candidates
to choose among for those few points, and thus relatively few iterations are required
to identify the correct core set. For low kurtosis, on the other hand, there are not only
relatively many points in the core set, but even more candidates from which to choose,




Figure 3.11: Iteration count versus kurtosis for a range of test problems. 3.11(a) shows a




Although kurtosis is an effective predictor of iteration count, it is not perfect. In Fig-
ure 3.11, we see that there is a large amount of uncertainty in the number of iterations we
expect to see for a kurtosis of around 2, particularly for coordinate ascent. However, this
region still fits in with the larger pattern observed that the lower the kurtosis value of the
data set, the larger the number of iterations to solve the MVEE problem.
3.5 MVEE AND KURTOSIS FOR EMPIRICAL DATA
Although a variety of simulated data has been used thus far to demonstrate the critical
influence of kurtosis when solving MVEE problems, it is also important to study the effec-
tiveness of this metric on empirical data produced by real-world processes, because that is
the sort of data for which the MVEE methods described here will actually be used. We
confirm the relationship here by repeating the process earlier of comparing kurtosis, core set
size, and iteration count for MVEE problems using empirical data sets from various sources
and comparing the results to those seen previously for simulated data.
3.5.1 Empirical Data Sources
Our study of MVEE algorithms is primarily focused on data sets of moderately high
dimension with an extremely large number of elements. It is natural, then, to consider
machine learning data sets as possible test problems due to their large size and broad interest
to potential users of MVEE algorithms.
The two families of empirical data sets we use are
• MNIST: Modified National Institute of Standards and Technology database of hand-
written digits, commonly used for training image processing systems and other machine
learning applications. The database contains thousands of images, each of which con-
sists of a 28× 28 array of grayscale pixel values. In terms of the MVEE problem, m is
the number of images and n is the number of pixels in each image.
• BOW: Bag of Words data set, commonly used for training text classifiers based on the
frequency of occurrence of words from a given dictionary in a given set of documents.
The data set contains many thousands of documents from five distinct sources (New
York Times articles, Enron emails, PubMed abstracts, NIPS full papers, and KOS blog
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entries). In terms of the MVEE problem, m is the number of documents and n is the
number of words in the dictionary.
These data sets were chosen in part because of their size and popularity, but also because
they are quite different from one another. MNIST contains images, whereas the BoW data
is based on text and tends to contain a higher percentage of zeros in the data. This allows
us to test whether kurtosis works well as a metric regardless of the nature of the underlying
data. We will also see that samples from these sources tend to have a range of kurtosis
values that are orders of magnitude different from one another, allowing us to test across a
wide spectrum of kurtosis values.
3.5.2 Adapting Empirical Data for MVEE Tests
Both of these empirical data sets have dimensionality that is much too large to work with
regardless of the MVEE algorithm under consideration. Therefore, we limit the value of n
for both data sets to approximately 50. For the MNIST data, this is done by cropping to
the middle 7× 7 pixels (out of a 28× 28 array), giving n = 49. Because the MNIST images
are centered, using the center part of the image should give the most pertinent information.
We treat the data for each of the ten digits 0, . . . , 9 as a separate MVEE problem. So, for
example, all of the images of the digit 5 compose a single MVEE problem for our purposes,
whereas all of the images of the digit 7 compose a completely different MVEE problem. This
gives us ten MNIST data sets, each with n = 49.
The pandas Python library [41, 42] is used to get the BoW data into a matrix format
for use in MVEE tests. To reduce the dimensionality of the BoW data, we use a dictionary
of fifty words chosen from the many thousands of words included in the data sets, yielding
n = 50 dimensions. It is therefore straightforward to generate a large number of MVEE
problem instances from this data set simply by choosing a different dictionary each time.
Also, there is a natural split into separate problems based on the different sources for the
documents. However, the particular choice of words to make up the subset of the dictionary
must be considered, because not all subsets will have the same behavior. To understand
what might make up a representative sample, the number of occurrences of each word in
the dictionary of the New York Times document set is shown in Figure 3.12. Note the log
scaling on the y-axis.
The qualitative behavior for each of the other four document sets is similar to that shown
in Figure 3.12. Clearly, the most common fifty words will lead to a much different matrix
for the MVEE problem than the least common fifty words. An examination of the kurtosis
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Figure 3.12: Number of occurrences of each word in the NY Times document set, sorted by
increasing number of occurrences
values for the resulting data sets reveals that they also differ by orders of magnitude. Given
this, in order to get a clearer picture of behavior over a wide range of possibilities, three
subsets were chosen from each of the five document sets. The fifty most common words, the
fifty least common words, and the fifty words with occurrence counts closest to the median
value of occurrences. In the case of the least common words, the actual least common words
would sometimes lead to a rank deficient matrix. When that was the case, the next-least-
common word was substituted for the least common in the subset, and so on until the matrix
was no longer rank deficient. In total, the three subsets from each of the five document sets
give fifteen MVEE problems from the BoW data.
It should be noted that although the above measures control the value of n, nothing
was done to modify the value of m for any of the data sets. The sets differed by orders of
magnitude in numbers of elements. However, we have seen that the number of elements m
in a data set has little effect on its core set size compared to the effects of varying n and
kurtosis, and this is further confirmed by the results in the next section. The parameters
for the empirical test problems are summarized in Table 3.1.
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# of instances n m
MNIST 10 49 6,313 - 7,877
NYT 3 50 300,000
Enron 3 50 39,861
PubMed 3 50 8,200,000
NIPS 3 50 1,500
KOS 3 50 3,430
Table 3.1: Parameters for empirical test problems
3.5.3 Results
The MVEEs of each the problem instances described above were computed and the core
set size and iteration count for each instance recorded. To compare these to the previous
results based on simulated data, we followed the same process as with simulated data sets
generated as described in Section 3.2. The results are shown in Figure 3.13, which is similar
to Figure 3.7 and Figure 3.9 except with a value of n = 50 and the inclusion of the new
empirical data.
The results for the empirical data show strikingly similar behavior to that seen previously
with simulated data. Both the core set size and the iteration count for the MVEE problems
decrease with increasing kurtosis in a fairly consistent manner. These results display an
even wider range of kurtosis than the simulated data alone, and, as mentioned previously,
come from two very different and commonly used empirical data sets. As such, these results
suggest that kurtosis is likely to have broad applicability as a tool for categorizing and
predicting difficulty of real-world MVEE problems.
3.6 BOUNDING SOLUTION ENTRIES
Observing MVEE solutions for data sets with a wide range of kurtosis values also allows
us to make an observation about the solutions themselves. Regardless of the type of data
under consideration, we have observed an upper bound on the solution values. Figure 3.14
shows the largest element of the dual solution u for a sequence of simulated problems with
varying kurtosis, ordered in the plot by y value.
The largest element of the solution is never larger than 1/(n + 1). This is for non-
centered ellipsoids. When only centered ellipsoids are considered, as in Figure 3.15, the
largest element of the solution is never larger than 1/n. This difference is consistent with
the fact that a not-necessarily-centered ellipsoid in Rn is centered in Rn+1.
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Figure 3.13: Demonstrating relationships between kurtosis, core set size, and iteration count
for both simulated and empirical data
46
Figure 3.14: Largest element of dual solution for non-centered ellipsoids, ordered in the plot
by y value, using simulated data.
We further verified this bound on the twenty-five empirical problems that were drawn
from the MNIST and “Bag of Words” data sets. The maximum solution entries for those
problems are shown in Figure 3.16. Because the two families of data sets have slightly
different values of n, separate bounding lines are plotted for each, though the MNIST data
never nears its bound.
The trend continues to hold for the empirical data. Also, note that this plot is ordered
by kurtosis, which demonstrates another relationship, namely, that the bound is approached
only for the highest values of kurtosis. This intuitively makes sense, because the higher-
kurtosis problems tend to have smaller core sets, which allows more weight to be distributed
to individual elements in the core set.
Despite the fact that this behavior has shown up consistently with both simulated and
empirical data, we are not aware of any proof that the solution entries are bounded in this
way. One natural way that such a bound could be used would be to limit the magnitudes of
entries in the initial guess for an iterative method. This is done for the initialization scheme
in Section 4.5 and greatly improves the performance of the scheme, although initializations
with non-uniform values turn out not to be useful overall even after this improvement. The
bound could also be used to add additional constraints to the active-set MVEE algorithms
considered in this thesis, thereby somewhat decreasing the subspace under consideration for
a step calculation, but we have not found it to be helpful to do so.
47
Figure 3.15: Largest element of dual solution for centered ellipsoids, ordered in the plot by
y value, using simulated data.
Figure 3.16: Largest element of dual solution for not-necessarily-centered ellipsoids around
empirical data, ordered in the plot by kurtosis value.
3.7 CHOOSING ALGORITHMS AND INITIALIZATIONS
We have found a single metric, namely kurtosis, that is effective at capturing problem
difficulty for MVEE data sets. Aside from general interest, this will have practical implica-
tions for MVEE computation and research in this area. First, this knowledge will allow more
careful choice and categorization of test problems. To see why this is important, we note that
[26] considered primarily the case of Gaussian data, which is at the far left (low kurtosis)
48
end of the spectrum, whereas [23] considered only a distribution that combined Gaussian
and Cauchy data, which is the highest kurtosis data set considered in Figure 3.11, and thus
neither considered the wide range of problems likely to occur in practice. Understanding the
extreme differences in the problems considered can help allot results from different works
into the domains in which they are most relevant. Also, by choosing a range of kurtosis
values to test over, we can be more confident that we will capture the interesting behavior
of algorithms for a variety of cases with different underlying characteristics.
Second, one of the main reasons that an easily computable metric for problem difficulty
is desirable is that it will help inform our choice of algorithm and initialization when com-
puting an MVEE. We have shown that problem difficulty as measured by kurtosis can have
a substantial impact on the performance of particular MVEE algorithms, and, just as impor-
tantly, we have demonstrated the relationship between kurtosis, core set size, and iteration
count. Kurtosis is a good predictor of core set size because it is essentially a measure of
the relative density of points near the surface of the fitted ellipsoid. High kurtosis implies
relatively few (but more extreme) outliers and a correspondingly small core set (near the
lower bound of n points). Low kurtosis implies relatively many (but more moderate) out-
liers and a correspondingly large core set, and intermediate values of kurtosis correspond to
an intermediate size core set. Predicting core set size accurately is helpful in initializing a
constrained optimization algorithm with about the right number of points in the initial core
set. We show in the remainder of this thesis that the best choice of algorithm and initial-
ization can depend on the characteristics of the data set, and the kurtosis metric allows us
to consider classes of problems together rather then study many problems individually. In
particular, we will see that it is almost impossible to choose an effective initialization scheme
without taking kurtosis into account.
When examining the effect of kurtosis on initializations and algorithms in later chapters,
we will often work with a few representative problems, rather than employing dozens of
problems with slightly different kurtosis values. To see behavior from very different parts
of the kurtosis spectrum, we generally choose to test with a low-kurtosis problem, a high-
kurtosis problem, and sometimes a very-high-kurtosis problem. Unless specified otherwise,
for the remainder of this thesis, when we work with a low-kurtosis distribution, we are
referring to the normal (Gaussian) distribution, and when we work with a high-kurtosis
distribution, we are referring to the log-normal distribution. The term “very-high-kurtosis
distribution” will refer to the distribution used for testing in [23], in which points are drawn
from the normal distribution and then scaled by values drawn randomly from a Cauchy
distribution, leading to very extreme outliers. The correspondences between these terms
and distributions, as well as typical kurtosis values for each distribution, are summarized in
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Table 3.2. Note that the kurtosis values reported in the table are the kurtosis values for a
multidimensional distribution as computed in Section 3.1.1, and they may differ from the
typical kurtosis values reported for the one-dimensional distributions.
Term Distribution Typical Kurtosis
low kurtosis Gaussian ≈ 3
high kurtosis Log-Normal ≈ 30
very high kurtosis Gaussian w/ Cauchy Weighting Hundreds, thousands,
or higher, depending
on problem size
Table 3.2: Distributions used for testing MVEE algorithms
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CHAPTER 4: INITIALIZING MVEE ALGORITHMS
The first step of each of the optimization methods discussed in Chapter 2 is to choose a
feasible initial guess. Recall that a feasible initial guess û must satisfy
1.
∑m
i=1 ûi = 1
2. ûi ≥ 0, i = 1 . . .m,
where m is the number of data points. One simple way to choose this initial guess, introduced
in [25], is to let ûi = 1/m, i = 1 . . .m. However, this scheme for choosing the initial guess
has two major drawbacks. First, it does not take advantage of any information that we may
have or be able to find easily about the data set. We know from the optimality conditions
in Section 1.4 that a particular ui will be nonzero in the final solution if and only if the
corresponding ith point is on the surface of the ellipsoid. Thus, if we can find points that
are relative “outliers” in a given data set, these would be more likely to end up in the core
set, and the corresponding ui is more likely to be nonzero. Ignoring this intuition means
that the method may start farther from the solution than necessary and may lead to more
iterations before convergence. The second drawback is that such a û does not allow the faster
linear algebra that decreases the per-iteration cost of constrained methods. The constrained
methods discussed here rely on the proven sparsity of the true solution u, and a dense initial
guess û would make the initial iterations extremely slow or impossible on problems of even
moderate size.
We conclude that an effective initialization for constrained methods for MVEEs should
have two attributes:
1. it should have few nonzeros relative to the size of m, and
2. it should be more likely to set ûi > 0 for i corresponding to extreme points than points
that are in the interior of the true MVEE.
This chapter examines the ability of various initialization schemes, some from the literature
and some new ones we propose, to obtain an accurate initial guess and explores their effect
on the overall running time of an optimization method. Each of the schemes considered will
satisfy our first criterion, i.e., for problems with large m, the schemes will produce a sparse
initial guess.
The question of accuracy of the initial guess breaks down further into two issues: whether
the correct elements of û are nonzero, and how close those elements are to their true values.
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The initializations we study for most of the chapter concern themselves only with the first
issue. We will call the current set of nonzero elements the “core set”, which is a slight abuse
of language because the core set is technically defined relative to the true solution. However,
it should be clear from the context whether we refer to the current approximate core set or
the true core set. The other aspect of initialization, accuracy of the values of the elements,
is addressed in Section 4.1.
4.1 NON-UNIFORM VALUES
Most initialization schemes in the literature select a subset of k elements of û to set as
nonzero and then set the initial value for each chosen point to be 1/k. However, the final ui
in MVEE problems are generally not equal, so it is natural to ask whether we can do better
by finding more accurate values for the entries of the initial guess in addition to choosing
which subset of elements to be nonzero.
To test the effectiveness of accurate value information independent of any particular
initialization algorithm, we compare the number of iterations to convergence when using the
true MVEE with varying amounts of noise added as the initialization. We begin by finding
the correct solution for a given MVEE problem. We then add Gaussian random noise with
increasing variances to only the elements that were nonzero so that the true core set is still
used. The resulting noisy solution is renormalized and then is used as initial guess. The
tests are run for the coordinate ascent and Newton algorithms on a low-kurtosis problem
and a high-kurtosis problem. The number of iterations required to solve the MVEE problem
with various weightings is shown in Figure 4.1. Even weighting and random weighting are
shown as baselines.
The figure shows that even a modest amount of noise renders the initial guess no better
than a random weighting, and thus it would be difficult to approximate the values to a
degree that would be helpful. The values must be known to within a small tolerance to
have any beneficial effect on the overall number of iterations for the MVEE algorithms.
To have the value information be of any significant help, the initialization would need to
find the correct core set and know the answer to an error of less than 10−3, at which point
the initialization has nearly solved the MVEE problem by itself. We also note that the
commonly used even weighting yields only modest improvements over random weighting for
Newton, and virtually no advantage over random weighting for coordinate ascent. Due to
the infeasibility of finding value information that can be helpful in an initial guess, in the
remainder of this chapter we concern ourselves primarily with selecting elements likely to be
in the true core set, combined with equal weighting. We will confirm the unhelpfulness of
value information with an example in Section 4.5 that weights elements of û unevenly.
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Figure 4.1: Measuring sensitivity to perturbations in element values of initial guess
4.2 EXACT INITIALIZATION
To gain insight, we first consider the effect of an exact initialization, by which we mean
choosing all of the correct nonzero elements of û and spreading the weight equally among
them. Note that this does not give the entire solution to the MVEE problem because the
true solution generally has different weights for the different nonzero elements. The word
“exact” refers only to the choice of initial core set. To obtain this initial core set, we simply
run an MVEE algorithm to a very tight tolerance on a given data set and re-weight the
resulting solution so that each point has the same weight.
One might wonder why we bother to look at an initialization with an exactly correct core
set if it cannot be obtained without already having solved the MVEE problem. The first
reason is to determine whether the additional computational effort to find a better initial
guess has the potential to be worthwhile. If we do not find a significant efficiency gain from
an exactly correct initial core set, then there is likely no reason to seek an initial guess with
an initial core set that is better than a random selection of points. Second, we wish to
understand the sensitivity of MVEE methods to almost-correct initial guesses. This will tell
us how accurate it is worthwhile to be when seeking an initial guess. Finally, having the
correct core set as an initial guess gives a baseline against which to compare approximate
initialization schemes.
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4.2.1 Results of exact initialization
To measure the effectiveness of an exact initialization, we compare it to an initialization
scheme that randomly selects the same number of points and weights them evenly. Using the
exact initialization often results in a dramatic decrease in the number of iterations required
to find the MVEE. Figure 4.2 shows the difference between the two initializations for a
few methods. The total iteration counts corresponding to these plots are shown in Table
4.1. All of these methods see a benefit from the better initialization for both types of data,
but the difference is much more substantial for Newton’s method and BFGS. Though the
difference appears quite small for CG and gradient ascent on the low-kurtosis data plot in
particular, the actual decrease in iterations they experience is comparable for both data
types because the low-kurtosis problem is harder. Overall, the results confirm that an
Figure 4.2: Convergence of various methods for high and low-kurtosis data with various
initializations
Kurtosis Random Exact
Newton low 84 6
high 34 6
BFGS low 182 15
high 72 5
CG low 549 390
high 352 110
Gradient low 701 531
high 352 110
Coord. Ascent low 3126 2938
high 165 108
Table 4.1: Number of iterations to convergence for various methods and initial guesses
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improved initialization has great potential to speed up these algorithms, especially Newton
and BFGS.
The results are mixed with coordinate ascent, however. Figure 4.3 demonstrates the
difference between using an exact initialization and a random initialization with coordinate
ascent. Although the high-kurtosis problem sees some improvement from exact initialization,
there is little difference in performance on the low-kurtosis problem.
Figure 4.3: Convergence of coordinate ascent for high and low-kurtosis data with various
initializations
4.2.2 Sensitivity of exact initialization
We have seen that an exact initialization, if it were possible to find at sufficiently low
cost, would lead to a significant improvement in running time for some constrained methods.
We next examine to what degree an approximate initialization shares this improvement.
Figure 4.4 shows the change in the number of iterations to convergence using Newton as the
algorithm as changes are made to the exact initial core set. The x-axis value of 0 indicates
that no changes were made, i.e., that the exact core set was used. Positive x-axis values
indicate that extra elements were randomly added to the exact core set, and negative values
indicate that elements were randomly removed. For high-kurtosis data, because the exact
core set generally has close to n nonzero elements, which is the minimum necessary to have a
nonsingular matrix, nonzero elements are only added, not removed. The figure demonstrates
that both the number of iterations required and the running time vary roughly linearly with
changes to the core set, which suggests that a good approximation of the exact core set could
still be quite valuable.
There are a few more specific insights to be gained from Figure 4.4. First, the essentially
linear relationship implies that each correct element added to (or incorrect element removed
from) from the core set has similar usefulness in terms of decreasing necessary iterations,
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Figure 4.4: Number of iterations (left) and time (right) to solve with Newton
which means that there is no point of diminishing returns. We should be willing to spend the
same amount for a one-element correction to the core set whether it is the first or last correct
element. We also see, by comparing the slopes to the left and right of 0 in the lower-left plot
of Figure 4.4 that removing an element from the core set leads to a slightly smaller increase
in iterations than adding an element. Finally, comparing the iterations against time plot
for low-kurtosis, we see that the slope of the line to the left of 0 is less steep relative to
the slope for positive x-values when counting iterations rather than measuring time. This
indicates that each iteration caused by addition of an element is more expensive than an
iteration caused by removal of an element, which is the expected behavior because each
element added to the initial core set increases the dimension of the subspace, which makes
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Figure 4.5: Number of iterations (left) and time (right) to solve with coordinate ascent
the computation more expensive. Considering these last two factors together, we see both
that adding an incorrect element adds more iterations than removing a correct element and
that those iterations will be more expensive per iteration than iterations due to removal of
an element, which tells us that adding an incorrect element is considerably more expensive
overall than missing a correct element when searching for the exact core set.
Results for the same test performed using coordinate ascent are shown in Figure 4.5. For
low-kurtosis data, the initialization appears to matter little, matching our expectations from
Figure 4.3. However, the results for high-kurtosis data show a roughly linear trend similar
to, though noisier than, the trend in Figure 4.4.
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4.3 INITIALIZATION SCHEMES
We have established that an initialization that finds an approximately correct core set
can substantially reduce the computational cost of finding an MVEE. Various initialization
schemes from the MVEE literature are described below, along with some new initialization
schemes we have developed. Because an MVEE is determined entirely by the points on its
surface, each of these schemes seeks points that are likely to be on the outer edge of the
point cloud that is being enclosed.
4.3.1 KY Initialization
The KY initialization, introduced in [43], attempts to find extreme points in differing
directions. A random direction is chosen and orthogonalized against previous directions, if
any, and then the maximum element in that direction, determined by taking the absolute
value of the dot product of each point with the direction vector, is chosen to be added to
the core set. The algorithm is given in Algorithm 4.1.
Algorithm 4.1 KY Initialization
1: procedure initialize ky(X)
2: n,m← shape(X)
3: Q← {}
4: u← zero array()
5: for k from 1 to n do
6: c← random vector()





The KY initialization always yields exactly n points. The scheme cannot be stopped
before n points have been chosen because at least n points need to be non-zero for an iterate
to be valid, and more than n points cannot be generated with this initialization because
there cannot be more than n mutually orthogonal directions.
4.3.2 Sample Covariance Initialization (SCI)
The SCI scheme, proposed in [26], uses the sample covariance matrix of the data to create












be a matrix proportional to the sample covariance matrix and
ā = (Xe)/m (4.2)
be the mean of the data. Then compute a distance for each data point from the mean using
M2 as a distance metric and ā as the center. The distance of an individual point xi is
(xi − ā)>M2(xi − ā). (4.3)
Points with larger distances are more likely to be outliers, so we take the points with largest
distance as our initial core set. This method has the freedom to choose an arbitrary number
of elements to be added to the initial core set. To keep comparisons as direct as possible, we
choose n elements with largest distances, although [26] suggests that n1.5 can be effective,
an option we will consider in Section 4.4. The algorithm for SCI is given in Algorithm 4.2.
Algorithm 4.2 SCI Initialization
1: procedure initialize sci(X)
2: n,m← shape(X)
3: N ← (XX> −Xee>X>/m)/(m− 1)
4: M ← N−1
5: ā = (Xe)/m
6: points← {}
7: for k from 1 to m do
8: z← xk − ā
9: d← z>Mz
10: if d > points.min value() then
11: points.add((k, dist))
12: if |points| > n then
13: points.remove(points.min())
14: u← zero array()





Although the SCI initialization makes good use of the shape of the data to create a
distance metric, it does not have the KY initialization’s built-in protection against choosing
points that lie near to one another. However, we can combine the two schemes to create an
initialization that should have the benefits of both KY and SCI. The metric M and center ā
are determined in the same way as for SCI, and the data is centered by subtracting ā. From
then on, the algorithm proceeds exactly as KY except that all dot products and norms are
taken with respect to the M -norm. Pseudocode for the scheme is given in Algorithm 4.3.
Algorithm 4.3 KY-Cov Initialization
1: procedure initialize sciky(X)
2: n,m← shape(X)
3: N ← (XX> −Xee>X>/m)/(m− 1)
4: M ← N−1
5: ā = (Xe)/m
6: for i from 1 to m do
7: xi ← xi − ā
8: Q← {}
9: u← zero array()
10: for k from 1 to n do
11: c← random vector()
12: c← matrix orthogonalize(Q, c,M)
13: point← indmax(
∣∣c>MX∣∣)
14: Q.add(matrix orthogonalize(Q,X[:, point],M))
15: u[point]← 1/n
16: return u
17: procedure matrix orthogonalize(Q, c,M)
18: n,m← shape(Q)
19: for i from 1 to m do
20: r ← Q[:, i]>Mc
21: s← Q[:, i]>MQ[:, i]
22: c← c− (r/s)Q[:, k]
23: return c
4.3.4 QR Initialization
The KY initialization builds up an orthogonal basis as a by-product, so it is natural to
consider QR factorization as an alternative. It is not the basis itself that is important, but
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the order of the points chosen when forming the basis, so a pivoted QR is an appropriate
choice.
For a given data set, pivoted QR finds the element of maximum two-norm, the pivot,
and orthogonalizes all of the remaining elements against that element. A new pivot is
chosen from the orthogonalized data and the process is repeated. The orthogonal basis
produced is unimportant to the initialization, but the pivot elements chosen can be used as
the points included in the initial core set. Intuitively, this works for the same reason as KY
initialization: it chooses the elements that are most extreme while accounting for elements
that were chosen previously. The QR initialization algorithm is given in Algorithm 4.4. Any
library routine for pivoted QR that returns the pivots can be used.
Algorithm 4.4 QR Initialization
1: procedure initialize qr(X)
2: n,m← shape(X)
3: u← zero array()
4: p, Q,R← pivoted qr(X)
5: for point in p do
6: u[point]← 1/n
7: return u
Similar to KY initialization, pivoted QR initialization creates a core set of size n. One
advantage of pivoted QR over KY initialization is that there is no randomness. A KY
initialization could be different each time for the same set of data, so the quality of a KY
initialization can vary for the same data set, but a pivoted QR initialization will always be
the same.
4.3.5 Divide-and-conquer Initialization
We created another initialization scheme based on splitting into smaller MVEE problems,
solving these smaller MVEE problems, and combining the solutions. The natural way to split
the MVEE problem into smaller subproblems is to split up the points. However, because
the cost follows O(mn2), dividing m by 2 and solving twice saves nothing. Instead, we split
up the problem by the dimension, n. This amounts to solving a lower-dimensional MVEE
problem. Because of the squaring of the n term in the cost, splitting in two by dimension
and finding two MVEEs costs only half the total time of solving the full MVEE. The issue
then is whether the solutions to the subproblems give useful information about the solution
of the total problem. In other words, this idea will likely work well if a point on the surface
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of the MVEE of the data projected onto a subspace is likely to be on the surface of the
MVEE in the full space.
The pseudocode for the initialization scheme is given in Algorithm 4.5. When the solu-
tions of the subproblems are combined, any index that had nonzero weight in a subproblem
solution becomes nonzero in the initialization. All nonzero elements are given equal weight
and the initial guess is normalized so that the sum of its elements is 1.
Algorithm 4.5 Divide-and-conquer Initialization
1: procedure divideandconquer(X)
2: n,m← shape(X)
3: u1 ← MVEE(X[1 : bn/2c])
4: u2 ← MVEE(X[bn/2c : n])
5: z ← 0
6: for i from 1 to m do
7: if u1[i] > 0 or u2[i] > 0 then
8: u[i]← 1
9: z ← z + 1
10: u← (1/z)u
11: return u
4.3.6 Simple Norm-based Initializations
Each of the previous initialization schemes is somewhat involved and expensive to com-
pute. We also consider simple, fast initializations that we expect may not find as good an
initial guess, but may find a good enough guess in a short enough time to be competitive.
One such scheme is a bounding box initialization. This is simply taking the points
with the maximum and minimum values in each coordinate dimension and choosing the
corresponding indices to be nonzero in the initial guess. The points are chosen without
replacement to ensure that the initial guess has 2n nonzeros.
The other simple scheme tested here is norm-based initialization. Similar to SCI, choose
the n points (or as many as desired) with the largest norms and make the corresponding
indices nonzero in the initial guess. Unlike SCI, however, this initialization uses an easy-to-




We consider several factors when comparing initialization schemes. Ultimately, an initial-
ization scheme is successful if it (i) reduces the number of iterations required for an MVEE
algorithm to converge, and (ii) runs quickly enough to be worth the reduced number of
iterations. In addition to measuring the number of iterations for MVEE algorithms and the
runtime of the initialization scheme, we also keep track of the number of “correct” elements
in the initial core set, i.e., elements in the initial core set that end up in the final (true) core
set, so that we can compare approximate initializations to ideal accuracy.
Figure 4.6 demonstrates how the time cost of various initialization schemes compares as
m and n increase. From the slopes of the lines on the log-log plots, we can confirm that
the asymptotic complexity of KY, QR, SCI, KY-Cov, and the divide-and-conquer schemes
is O(mn2) and the complexity of the simpler 1-norm, 2-norm, and bounding box schemes is
O(mn). Also, although the asymptotic cost for the divide-and-conquer approach is the same
as several other schemes, its actual running time is much higher. Among the other O(mn2)
schemes, QR is the slowest, SCI the fastest, and KY-Cov and KY are about the same. The
speed of the simpler schemes is particularly noticeable for large n, which is consistent with
their lower asymptotic cost with respect to n.
(a) (b)
Figure 4.6: Running time of initialization schemes with (a) n fixed and m varying (b) m
fixed and n varying
In Figures 4.7, 4.8, 4.9 and 4.10, we continue to see that the effectiveness of an initial-
ization scheme cannot be decoupled from the characteristics of the data set and the method
used, though some schemes are generally more effective than others.
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For Newton’s method (Figures 4.7 and 4.8) on both low-kurtosis and high-kurtosis data,
the QR scheme is one of the most effective at decreasing iterations. For low-kurtosis data,
especially as the dimension of the problem increases, SCI and the 1-norm and 2-norm initial-
izations perform similarly to QR. It is interesting to note that the simple and fast 1-norm and
2-norm initializations outperform many of the more involved schemes for the low kurtosis
problem. However, for high-kurtosis data with Newton’s method, SCI, 1-norm, and 2-norm
initializations are not as effective. Most of the schemes display similar reversal of behavior
for the different problems. KY and KY-Cov are generally less effective initializations for
low-kurtosis problems, whereas they are some of the more effective schemes for high-kurtosis
problems. Two of the initialization schemes are consistent over the different problems: QR
initialization is a strong performer in both cases, and the bounding box initialization was
among the worst in both cases.
It is also worth noting that the performance of the different schemes relative to the
exact initialization is quite different for the two different classes of problems. For the high-
kurtosis problem, the QR scheme performs almost as well as exact initialization. Thus, any
future study into initialization schemes for high-kurtosis problems need worry only about
initializations that are faster to compute because improvements in accuracy would do little
or nothing to improve performance. On the other hand, for the low-kurtosis problem, none of
the schemes perform nearly as well as the exact initialization. Some of this discrepancy will
be addressed in 4.4, but, even so, there is still much room for improvement in initializations
for low-kurtosis problems.
Using coordinate ascent (Figures 4.9 and 4.10), the situation becomes quite straightfor-
ward. On the whole, there is little difference in the performance of different initialization
schemes regardless of the problem. Also, for both low-kurtosis and high-kurtosis problems,
all of the schemes generally perform comparably to an exact initialization, so there is no
reason to expect that any newly invented scheme would perform any better. These plots
demonstrate that, for the problems under study, coordinate ascent is mostly insensitive to
the choice of the initialization scheme.
Next, we examine the quality of the initialization as measured by the number of correct
values in the initial core set. Figure 4.11 shows how many of the elements of the true core
set each scheme captures as the problem size changes. As m increases, the true core set does
not increase in size much, which is to be expected because the reason we are using ellipsoids
to summarize data is that the number of points to determine an ellipsoid varies with the
dimension, not the size of the data set. However, the increased number of points makes it
more difficult to pick out the correct ones for the initial core set. The initializations generally
show a slight decrease in effectiveness as m increases, and some of the schemes may find no
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Figure 4.7: MVEE iteration counts for Newton’s method using various initializations
correct points at all. The SCI scheme generally does well at identifying correct elements,
and, once again, the one-norm and two-norm initializations are surprisingly effective at
finding elements of the true core set for the low-kurtosis problem. For the most part, none
of the other schemes do a particularly good job of identifying elements of the true core
set in the low-kurtosis case, though QR is somewhat more effective than the others. As
was seen previously, many of the schemes that are effective for one problem tend to be
ineffective for the other. The SCI, one-norm, and two-norm initializations do poorly for the
high-kurtosis problem, but the other schemes improve. Especially as n increases, QR is the
most effective scheme for high-kurtosis problems. We should note that the bounding box
initialization, which is finding many correct elements, can have up to 2n elements, whereas
the other schemes are limited to n (or n + 1 after centering), so its accuracy is often lower
even when the number of correct elements found is comparable to other methods. In the
case of increasing n, we expect the size of the true core set to increase, so the schemes all
find more correct elements with larger n. Their relative orderings stay roughly the same,
however.
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Figure 4.8: MVEE timings for Newton’s method using various initializations
4.3.8 Baseline Comparison
We have discussed the relative performance of several initialization schemes compared to
each other. We will also compare them against a common baseline: random initialization.
If a schemes does not outperform random initialization, then it is obviously not useful.
Furthermore, we will look at the comparison over a range of kurtosis values to determine in
which cases a particular scheme is helpful. We chose a variety of random distributions with
various parameter values for the distributions to generate problems with a range of kurtosis
values. We then ran the MVEE algorithms with the initialization schemes and compared
the number of iterations taken to the number of iterations taken by the same algorithm on
the same problem with a random initialization. Results for Newton’s method are shown in
Figure 4.12. The schemes are split into different plots in order to make the general trends
for a particular scheme more visible.
All of the schemes tend to do better relative to random as the kurtosis increases. Most
of the results have the same general shape, with a cluster in the lower left and another in
the upper right. However, noting the different scales on the y-axes, we see that though the
schemes share the same general trend, the performance differs significantly. For example,
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Figure 4.9: MVEE iteration counts for Coordinate Ascent using various initializations
QR rarely drops below 20% improvement, whereas KY-Cov rarely does better than 20%
for lower kurtosis problems and is sometimes worse than random. Similarly, on the very-
high-kurtosis end, a few of the methods approach a 90% reduction in iterations, whereas
others attain just an 80% reduction. The other major difference is in the performance on
the high-kurtosis problems with kurtosis near 50. For the QR, KY, and KY-Cov schemes,
the performance jumps up to almost the level of the very-high-kurtosis problem. However,
the other schemes do little better for this problem than for the low-kurtosis problems.
In terms of iterations saved, QR provides the steadiest overall improvement over the range
of problems. Overall, we see that several of the initializations provide a benefit over random
throughout the range of problems, that they are generally more beneficial for high-kurtosis
problems, and that the best initialization will depend on the problem being solved.
The corresponding plots for coordinate ascent are shown in Figure 4.13. For the low-
kurtosis cases, the results for all schemes are centered roughly around 0, indicating that
none of the schemes is significantly better than a random initialization for these problems.
On the other hand, for the high-kurtosis data, the improvement for most of the methods
is roughly 100%, meaning that when using these initialization schemes, the methods take a
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Figure 4.10: MVEE timings for Coordinate Ascent using various initializations
small fraction of the iterations that they require when using a random initialization. The plot
for coordinate ascent does not go to the same extreme kurtosis values as the plot for Newton
because coordinate ascent with a random initialization does not converge for those problems,
so a numerical comparison cannot be made. However, the other initialization schemes did
allow coordinate ascent to converge on that problem, so they should be considered an even
larger improvement over random for a higher kurtosis. To summarize, initialization schemes
for coordinate ascent can vary between being completely useless and being critical to attain
convergence, depending on the kurtosis of the problem under consideration.
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Figure 4.11: Number of correct points identified by each initialization for various problem
sizes
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Figure 4.12: Comparison of various initialization schemes for Newton’s method against a
random baseline
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Figure 4.13: Comparison of various initialization schemes for coordinate ascent against a
random baseline
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4.4 EXTENDING QR INITIALIZATION
One drawback to QR initialization is that it can find at most n elements, but the correct
core set will almost always have more than n elements. If we could extend QR initialization
to include more elements, we could possibly find more elements from the correct core set.
To perform this extension, we temporarily remove from the data set the points chosen by
the first QR and run another pivoted QR on the remaining data. We can repeat this process
as many times as needed to obtain as large an initial core set as desired. Each subsequent
QR factorization has the same benefits as the original QR, namely, that it finds extreme
points in the data set that are dissimilar to one another. However, we cannot avoid the
risk that the points chosen by subsequent runs of QR may be similar to the points that
were removed from consideration after a previous QR. We will perform empirical tests to
determine whether this trade-off is worthwhile.
A similar idea could be applied to KY or KY-Cov initializations, but, as seen in Section
4.3, QR initialization is more effective at finding correct elements, and we would expect the
gap between the initializations to grow even more as more elements are added to the initial
core set. We therefore do not extend KY or KY-Cov in this manner.
4.4.1 Repeated QR Initialization
The repeated QR initialization is described in Algorithm 4.6. In addition to the data set,
Algorithm 4.6 takes a parameter that is the desired size of the initial core set. A pivoted QR
factorization is run, and the pivots are used to begin filling in the initial core set. Then, all
previous pivots are removed from the data set and the process is repeated until the initial
core set contains the desired number of elements.
To find k elements, the cost of this algorithm is O(dk/nemn2), which is the cost of
performing dk/ne pivoted QR factorizations.
4.4.2 Extending Other Methods
Although we chose not to extend KY or KY-Cov, we do examine the behavior of the
one-norm and two-norm initializations as the size of the core set varies. Because the schemes
simply choose the largest k elements in norm for some k, varying the size of the initial core
set is trivial. The SCI scheme was also designed to allow the size of the initial core set to
vary. The decision in previous tests to use n as the size of the initial core set was done for
consistency when comparing to other schemes. So, in total, we will study the behavior of
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Algorithm 4.6 Repeated QR Initialization
1: procedure initialize qr repeated(X,n desired)
2: u← zero array()
3: Xc ← copy(X)
4: n total← 0
5: while n total < n desired do
6: p, Q,R← pivoted qr(Xc)
7: for point in p do
8: u[point]← 1/n desired
9: Xc.remove(point)
10: n total = n total + 1
11: if n total == n desired then
12: break
13: return u
four schemes as the size of the initial core set varies: repeated QR, one-norm, two-norm,
and SCI.
4.4.3 Determining Optimal Size
Although the model in Equation (3.2) gives a good estimate of how many points will be
in the core set for an MVEE problem with a given kurtosis, selecting that many points for
the initial core set may not be optimal. Adding points to the initial approximate core set is
beneficial only so long as an initialization scheme remains sufficiently accurate in identifying
the correct points. To determine the optimal size for the initializations, we first explore how
its accuracy changes as the approximate core set grows. The top plots in Figure 4.14 show
the overall number of correct elements found as the size of the initial core set increases. The
dashed line near the top shows the number of elements in the true core set. We see that
adding more elements to the initializations allows the initial core set to approximate the
true core set more closely. However, there is a downward curvature to the lines, especially
for low-kurtosis data, indicating diminishing returns as more points are added. The plots in
the lower half of the figure show the same data but use the fraction correct as the metric
instead of just the number correct. Using the fraction correct in addition to an absolute
number makes sense in this case for two reasons: first, adding enough elements to the core
set will eventually capture all of the correct elements, but we would like to know whether we
are doing better than adding random points; second, because we saw in Section 4.2.2 that
adding unnecessary elements to the core set can significantly hurt overall performance, it is
imperative that the fraction of elements that are correct remain high.
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The figure demonstrates that the fraction correct begins dropping almost as soon as we
add more points. However, the decline in accuracy is very different depending on the kurtosis
of the problem and the scheme used. For example, with the SCI initialization, we see from
the vertical dashed line that if we were to find an initial core set that was the size of the
exact core set, we would have only about 60% accuracy for the high-kurtosis data but about
70% accuracy for the low-kurtosis data. On the other hand, repeated QR achieves about
85% accuracy for the same point in the high kurtosis data, but just 60% accuracy at the
dashed vertical line in the low-kurtosis plot. This implies that the SCI initialization will
show more improvement adding points to the initial core set for low-kurtosis data, but the
opposite will be true for repeated QR.
However, we must also be mindful of the difference in the x-axes of the two plots. A
low-kurtosis problem generally has more elements in the true core set, so in absolute terms,
there is a larger accuracy penalty for adding points to the initial core set for high-kurtosis
data. For example, if 60 elements were included in the initialization, the initial core set for
the low-kurtosis problem would still have about 70− 90% accuracy for the various methods,
whereas the accuracy drops to about 40−70% on the high-kurtosis side. Thus, adding points
to the initial core set for high-kurtosis data must be done sparingly.
Comparing the different schemes, we see that SCI and two-norm initialization have the
highest accuracy for the low-kurtosis problem, with QR lagging slightly behind. With the
high-kurtosis data, QR shows a significant advantage in accuracy over two-norm and SCI.
The one-norm initialization performs poorly relative to the other schemes for both cases.
When considering the optimal number of points to use, it must also be considered that
the cost of the repeated QR initialization increases linearly with the number of elements
desired, but the other methods do not increase much in cost. Given the curvature of the
diminishing returns in terms of correct elements, the decreasing accuracy that is highly prob-
lem dependent, and the linearly increasing cost in the case of the repeated QR initialization,
the optimal number of points to add to the initial core set depends heavily on the prob-
lem under consideration. We are currently investigating the extent to which the model in
Equation (3.2) is helpful in determining the optimal number of points to use based on the
kurtosis of the data set.
4.4.4 Comparison to Previous Methods
To assess the overall suitability of repeated initializations, we compare them to KY
initialization as a common baseline. We test with various numbers of additional points to
see the trade-off between more correct points and longer initialization time/lower accuracy
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Figure 4.14: Number of correct elements in initial core set vs. total number of elements and
fraction of correct elements in initial core set vs. total number of elements. Note different x-
axis scales for high-kurtosis and low-kurtosis data. Dashed lines indicate number of elements
in true core set.
for each scheme. The results for low-kurtosis data are shown in Figure 4.15, and the results
for high-kurtosis data are shown in Figure 4.16.
For low-kurtosis data (Figure 4.15), adding more points is helpful for almost all schemes
on almost all problems, especially as n increases. All three of SCI, two-norm, and one-
norm have similar performance to one another and greatly improved performance over KY
for large initial core sets. QR, though also showing a significant advantage over KY, does
not perform as well as the other schemes. The opposite is true of high-kurtosis problems
(Figure 4.16), and the plots show a corresponding difference in performance. Most of the
schemes did not do well with added points, failing to outperform KY. QR could handle
having a small number of points added and slightly outperformed KY in terms of iterations,
but the total time was more or less even. In general, we see that it is not helpful to increase
the number of points in the initial core set above n for high-kurtosis problems, and it will
likely be harmful. This intuitively makes sense because the true core set of the MVEE of a
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high-kurtosis data set will generally have few entries, so the initial core set should be small,
near the lower bound n.
As expected from previous sections, the ideal number of points selected for the initial
core set depends on the problem being solved. In addition to the dependence on kurtosis
that we have emphasized, we also observe a dependence on the value of n as predicted by our
model of core set size. For example, with a low-kurtosis problem, the repeated initializations
with 150 points added perform poorly for small n, but for large n the performance is better
than any other value tested.
Given the information from these tests, we will reexamine some of the results from
Section 4.3.7 taking into account what we know about ideal core set size. This will give
a better idea of how each method could perform under optimal conditions. However, it
should be noted that this test is not entirely realistic because we will use information from
these previous runs to determine the optimal core set size for each method in each step. In
the future, we plan to approximate this information using the model of core set size versus
kurtosis. Figure 4.17 shows the results of running Newton’s method for various MVEE
problems with various initializations, each using an approximately optimal core set size.
The tests were run only for Newton’s method due to the insensitivity of coordinate ascent
to the initialization for most problems.
For low-kurtosis problems, SCI, two-norm, and one-norm initializations perform better
than the other schemes. We can conclude that these schemes with a large initial core set are
likely the best initializations for our Newton-based MVEE method on these problems. For
high-kurtosis problems, QR performs best, and the other three schemes with varying core
set sizes do relatively poorly. Thus, QR with a small initial core set should likely be the
initialization of choice for Newton on high-kurtosis problems.
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Figure 4.15: Performance comparison of Newton using various initialization schemes in terms
of iterations and time for low-kurtosis data. Numbers in parentheses in legend indicate
number of points in initial core set.
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Figure 4.16: Performance comparison of Newton using various initialization schemes in terms
of iterations and time for high-kurtosis data. Numbers in parentheses in legend indicate
number of points in initial core set.
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Figure 4.17: MVEE iteration counts for Newton’s method using various initializations with
approximately optimal core set sizes
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Figure 4.18: MVEE timings for Newton’s method using various initializations with approx-
imately optimal core set sizes
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4.5 QR INITIALIZATION WITH NON-UNIFORM VALUES
Each initialization scheme considered thus far selects a subset of k elements of û to be
nonzero and then sets the initial value for each of them to be 1/k. As discussed in Section 4.1,
we expect it will be difficult for an initialization scheme to use non-uniform initial values that
perform any better than uniform initial values due to sensitivity to noise. We next confirm
this expectation by devising such an initialization scheme and testing its performance.
From the derivation of the dual problem in Section 1.4, we know that the elements
of u are the Lagrange multipliers of the primal problem. Lagrange multiplier values are
indicative of how much a particular constraint affects the objective function; that is, if we
relax a particular constraint, the corresponding Lagrange multiplier indicates how much the
objective function would change. We therefore expect more extreme points to have larger
values ui. We use this as motivation for our initialization scheme that weights elements of
û unevenly.
To capture information about how extreme a given point is, we use a simple extension
of QR initialization. Our original QR initialization performs a pivoted QR factorization of
the data set and uses only the pivot information to determine which elements of û to set as
nonzero. In addition to the pivots, a pivoted QR factorization produces matrices Q and R.
The diagonal entries of R indicate how large an element of the data set is while adjusting
for other elements that are in the initial core set. This is exactly the type of information we
would hope to use to determine the relative sizes of the elements of û.
To perform a QR initialization with non-uniform values, we select the nonzeros elements
in the same way as the usual QR initialization. We then use the absolute values of the diag-
onal entries of R as the entries of the nonzero elements of û. Two additional normalizations
must then be applied. The vector û is scaled so that its entries sum to one in order to
make it feasible. Then, following the discussion in Section 3.6, the entries are capped so that
each satisfies ûi ≤ 1/n. This step will cause the first normalization to fail to be satisfied,
so the first normalization must be redone. Redoing the first normalization will cause the
second to be undone, and this process will continue indefinitely. After some fixed number
of steps, usually five in our implementation, we perform the first initialization a final time
and leave the second only approximately satisfied. Although the normalization to ensure
that the entries are generally below 1/n is not necessary for feasibility, the method performs
very poorly without it, but approximately satisfying it is sufficient. The overall procedure
is given in Algorithm 4.7.
We tested this method against the regular QR method with even weighting. The results
of a typical trial are shown in Figure 4.19. The “exact” initialization described in Section 4.2
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Algorithm 4.7 QR Initialization with Values
1: procedure initialize qr values(X)
2: n,m← shape(X)
3: u← zero array()
4: p, Q,R← pivoted qr(X)
5: for point in p do
6: u[point]← |Rpoint,point|
7: for i in {1, . . . , 5} do
8: u← u/sum(u)




is also shown as a baseline. Each initialization is tested with both the coordinate ascent and
Newton algorithms on both low-kurtosis and high-kurtosis data sets.
Figure 4.19: Performance comparison of initializations that do and do not take into account
possible value information.
We see that, as expected, this attempt to add approximate value information adds little
or nothing to the performance of QR initialization.
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4.6 SUMMARY
From the viewpoint of an end user of MVEE methods, the preceding comparisons of
different schemes and initial core set sizes allow an informed choice of the best available
initialization scheme given the problem parameters. In Chapter 6, we apply this knowledge
to simplify our comparison of different methods by using only the initializations that will be
most effective for each method at a given problem size and kurtosis value, which allows us
to avoid testing many inefficient combinations of methods and initializations.
A crucial question that is currently unanswered is whether the additional accuracy in
predicting core set size provided by the model in Equation (3.2), as opposed to using a more
rough estimate such as n
√
n, is actually beneficial in determining the size of the initialization.
Due to the diminishing accuracy of initial core set approximations as size is increased, further
empirical testing will be necessary to determine to what extent the model of core set size can
be used to decide on the size of the initial core set, or whether a more conservative choice
than the model prediction will lead to more efficient algorithmic results.
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CHAPTER 5: COMBINING MVEE METHODS
When solving a constrained optimization problem using an iterative algorithm with an
active set strategy, there tends to be a sharp change in convergence when the correct set of
constraints (i.e., those that are binding at the final solution) is identified. Before that point
the algorithm is primarily concerned with adding and deleting constraints in search of the
correct active set, typically making relatively slow progress that bears little relation to the
asymptotic convergence rate of the underlying optimization method. Once the correct active
set has been identified, however, we then have effectively an equality-constrained problem
for which the asymptotic convergence rate of the underlying optimization method can be
expected to hold. This suggests the possibility of a hybrid algorithm, using a method with
low overhead per iteration (typically with slow but at this point irrelevant asymptotic con-
vergence) for the initial phase, followed by an algorithm with faster asymptotic convergence
(but typically with higher overhead per iteration) for the final phase. This idea is poten-
tially appealing, but it creates a new issue without an obvious answer: how to know when
to switch algorithms.
In the case of the MVEE problem, constraints correspond to elements of the core set, so
identifying the correct active set of constraints is the same as identifying the correct core set
(i.e., the points that lie on the surface of the true fitted ellipsoid). The two distinct phases
are evident in Figure 5.1 for Newton’s method, where the initial phase exhibits exceedingly
slow convergence, followed by extremely rapid quadratic convergence once the correct core
set has been identified. Coordinate ascent does not seem to exhibit the same two-phase
behavior in Figure 5.2, but this is because its asymptotic convergence rate is no better
(indeed, perhaps worse) than that of the initial phase. Thus, the possibility of using the
low-overhead coordinate ascent method for the initial phase followed by Newton’s method for
the final phase is potentially appealing. However, reaping the benefits of a hybrid algorithm
requires an effective way to detect when to switch between the two algorithms involved.
In the remainder of this chapter, we first verify whether coordinate ascent has similar
behavior for a variety of problems and sizes, namely, that it finds the correct core set rela-
tively early on and then spends a significant number of iterations between finding the correct
core set and converging. Once we have established that this pattern, crucial to the success
of hybrid methods, holds in many cases, we follow the general pattern of investigation set
forth in the initialization chapter. We begin by determining how useful a hybrid method
could be given perfect information about the transition point, as well as investigating the
sensitivity to imperfect information. We then suggest a practical way to approximate the
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Figure 5.1: Constraint changes during Newton’s method
Figure 5.2: Constraint changes during coordinate ascent
correct transition point on-the-fly. This similarity to the investigation of initializations is not
a coincidence – in a hybrid method, the initial phase of coordinate ascent can be thought of
as another potential initialization for Newton’s method. We will come back to this fact later
on when analyzing why hybrid methods are better suited for some problems than others.
5.1 MONITORING CORE SET CHANGES
The suggested hybrid algorithm is based on the premise that coordinate ascent finds a
good approximation to the true core set relatively efficiently but then takes a long time
afterwards to converge. If this were not true, such that coordinate ascent found the correct
core set only in its last few iterations, then transitioning to Newton’s method would not be
helpful because the few remaining iterations of coordinate ascent would doubtless be faster
than the more expensive Newton iterations.
Figure 5.3 shows how the approximate core set varies over successive iterations of coor-
dinate ascent for two types of problems. The top row of the figure displays the size of the
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approximate core set over iterations of the computation of the MVEEs of data sets gener-
ated from Gaussian distributions, which have low kurtosis, for n = 10 and n = 50. The
bottom row shows the same information for data sets generated from log-normal data, which
have high kurtosis. For the high-kurtosis data, CA is run with a QR initialization, and for
the low-kurtosis data, CA is run with a random initialization, following the suggestions for
initializations given in Chapter 4.
Figure 5.3: Changes to approximate core set during coordinate ascent
For both types of data and both sizes, coordinate ascent displays a similar pattern of
rapidly increasing to approximately the correct core set size and then making minimal
changes until convergence. Even in the cases where convergence to the core set is slow-
est, only about half of the total iterations are spent finding the correct core set, leaving
many iterations of slow convergence. Because the first part of a hybrid method need not
necessarily be run until the exact core set is found, but instead can stop when a close ap-
proximation to the true core set is reached, it may be effective to stop well before the final
changes occur in the plots above. This would help to further avoid iterations that make little
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progress toward the solution, leading to an even more optimistic picture for the effectiveness
of hybrid methods. We investigate the use of approximately-correct core sets for hybrid
methods in the next section.
For comparison, the same information for finding the MVEEs of the same data sets
with Newton’s method is shown in Figure 5.4. In contrast to CA, we see that Newton’s
method spends almost all of its time finding the correct core set, after which convergence is
almost immediate. Although the case of log-normal data with n = 10 is somewhat atypical
because of the small size of the core set, Newton’s method still spends about two-thirds
of its iterations searching for the correct core set. In the low-kurtosis case, if Newton’s
method were to instead start from the iteration in which CA finds the correct core set,
one or two iterations of Newton’s method could save thousands of iterations of CA, and,
conversely, the cheap initial iterations of CA would be replacing dozens or even hundreds
of more expensive Newton iterations. Even in the high-kurtosis cases, where the number of
iterations for Newton is much smaller, a large percentage of the iterations would be saved
by running iterations of CA first. This is true with either a large or small value of n.
However, there are some cases for which hybrid methods are not a viable option. To
find such cases, we need to go to the very-high-kurtosis distribution we studied previously.
Changes to the approximate core set for MVEE solutions on very-high-kurtosis distributions
are shown in Figure 5.5.
Although these plots look similar to the previous ones, the scales on the x-axes are
markedly different. CA is not taking nearly as many iterations to converge for this problem,
so there is less to be gained by switching to a method with faster convergence. Also, the
results from Chapter 4 reveal that other initializations are already quite good for very-
high-kurtosis problems. Because the hybrid method essentially uses CA as an initialization
scheme, we would not expect to see improvement over using other initializations for very-
high-kurtosis problems. We ran initial testing with very-high-kurtosis data and confirmed
that the hybrid algorithm does not provide a performance improvement over other methods.
Henceforth, we will consider the hybrid method as an option for low-kurtosis and high-
kurtosis problems, but not very-high-kurtosis problems.
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Figure 5.4: Changes to approximate core set during Newton’s method
Figure 5.5: Changes to approximate core set during coordinate ascent with very-high-kurtosis
data
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5.2 SENSITIVITY OF HYBRID METHOD TO TRANSITION ITERATION
We next investigate how to determine an effective transition point for the hybrid algo-
rithm. For each data set investigated in the previous section, we run the hybrid algorithm
several times with various fixed transition iterations. The total time to solve the MVEE
problem when transitioning at a given iteration is recorded, and these times are plotted as
blue bullets in Figure 5.6 along with times for pure Newton and pure CA.
Figure 5.6: Time to solve MVEE problem with hybrid algorithm and various transition
points
These plots clearly demonstrate the effectiveness of hybrid algorithms. There are also
several other takeaways worth noting.
First, the effectiveness of the hybrid algorithm does not depend on one of Newton or
CA being better-suited for a particular problem. For the low-kurtosis data, CA outperforms
Newton in these examples, but for high-kurtosis data, the dotted lines on the plots are in the
opposite order, indicating that Newton’s method outperforms CA. However, regardless of
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which of those methods performs best, the hybrid method shows the potential to outperform
both of them.
Second, the transition point need not be chosen particularly carefully for the hybrid
method to outperform the other two methods. A wide variety of transition points were
tested for these four problems, and almost all of them outperformed both of the other
methods. On the other hand, although the hybrid method can perform well compared to
others even with a crudely chosen transition, a more carefully chosen transition point can
lead to even better performance.
Third, then, is that there is often substantial leeway even when trying to determine the
best transition iteration. With the exception of the smaller high-kurtosis problem, there is
often a period of a hundred iterations or more near the optimal transition where the hybrid
algorithms’s performance varies little. This leads us to conclude that a simple approximation
of the optimal transition point could lead to excellent results in practice.
Figure 5.7 displays results for the same experiment on very-high-kurtosis data. As ex-
pected due to the already excellent performance of initializations for very-high-kurtosis data,
the performance of the hybrid algorithm is never substantially better than the performance
of coordinate ascent for these problems, and is generally somewhat worse. Thus, very-high-
kurtosis problems will not be considered when determining the transition criterion for the
hybrid algorithm because it should generally not be used for these problems.
Figure 5.7: Time to solve very-high-kurtosis MVEE problem with hybrid algorithm and
various transition points
5.3 A SIMPLE AND EFFICIENT TRANSITION CRITERION
Successfully running a hybrid method requires a way to determine when to transition that
can be computed efficiently. We saw in Section 5.2 that a simple heuristic has a chance to
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be effective in this case because of the relatively large window that can be selected from. As
motivation for a transition criterion, we recall the original motivation for hybrid methods: we
wish to run CA until it has determined nearly the correct core set. Our proposed transition
criterion is to monitor the approximate core set for CA and to transition when it stops
changing.
This leads to another question of what it means for the approximate core set to stop
changing. Transitioning after a single iteration in which the core set went unchanged is
unlikely to yield good results, but too long a wait will lead to the transition being unneces-
sarily delayed. To explore the optimal number of iterations to wait, we determined where a
transition would have occurred under a given criterion and added vertical lines to Figure 5.6
to indicate the hypothetical transitions if the size of the core set remained unchanged for
various numbers of iterations. The results are shown in Figure 5.8.
In general, it is better to wait longer before deciding that the core set has been reached for
a low-kurtosis problem and not to wait long to determine the core set has been reached for a
high-kurtosis problem. Transitioning after the size of the core set remains unchanged for 30
iterations strikes a reasonable balance between the two and would be an effective transition
criterion for all problems considered here. It was also tested on other problems than these
and found to generalize well. As such, we have a simple criterion that is remarkably effective
and can be implemented very cheaply.
5.4 CONCLUSIONS
Two of the methods considered elsewhere in this work – coordinate ascent and Newton’s
method – are complete opposites in terms of their strengths and weaknesses. By essentially
using CA as an initialization for Newton’s method, we are able to devise a hybrid method
that benefits from low per-iteration cost while determining the correct core set, yet converges
quadratically once the core set is approximately identified. To make this method practical,
we determined a cheap and effective means of identifying the transition point in the hybrid
method.
The examples given in this chapter indicate that the hybrid method has the potential to
be the method of choice for many problems, though we found that it was not effective for the
highest-kurtosis problems. Interestingly, the hybrid method was shown to have the potential
to outperform the other methods both for problems where Newton is faster than CA and
for problems where CA is faster than Newton, demonstrating its ability to capture the best
aspects of both methods. A more complete performance comparison of all of the different
methods discussed in this work, including the hybrid method, will be given in Chapter 6.
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Figure 5.8: Determining when an approximate core set is sufficiently close to correct
It should be noted that, should the need arise, a more precise transition point for the
hybrid method could likely be computed. Given the current effectiveness of the algorithm on
widely differing problems, we believe that any additional cost spent computing the transition
point would likely be wasted, but that could change in the future as further problems are
considered.
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CHAPTER 6: COMPARING METHODS FOR COMPUTING MVEES
6.1 TEST STRUCTURE
One of the main objectives of this thesis is a thorough comparison of a wide variety
of methods for solving MVEEs. We have shown in previous chapters that there are many
factors to consider when solving an MVEE problem. In Chapter 2, we discussed a variety
of algorithms for solving MVEE problems. One broad way to categorize these algorithms is
to differentiate between
• algorithms using first-order (gradient) information, such as coordinate ascent, gradient
ascent, and conjugate-gradient (CG), and
• Newton-like methods, such as Newton’s method, truncated Newton, BFGS, and L-
BFGS, that make use of actual or approximate second-order information.
A new hybrid method that transitions from using first-order to second-order information once
a prearranged criterion is met has also been introduced in Chapter 5. In addition to choosing
an algorithm, one also needs a scheme for initializing that algorithm. Chapter 4 discusses
the factors involved in choosing an initialization scheme. We now use the information from
that chapter to decide which initializations will likely be best for our various tests. Breaking
the situation down by algorithm (coordinate ascent or Newton) and kurtosis (low or high),
Table 6.1 gives our choices of initialization schemes. For the hybrid algorithm, whichever
initialization would be used for CA for a given problem should be used. We note that beyond
the context of our specific tests in this chapter, the suggestions laid out in Table 6.1 can
generally be considered best-practice rules for combinations of initializations and methods.
Newton Coordinate ascent
Low kurtosis two-norm with a core set of n
√
n elements random with n elements
High kurtosis QR with n elements QR with n elements
Table 6.1: Initialization schemes of choice for various situations
Aside from any factors related to the methods, there is also the issue of the test problems.
Chapter 3 introduced a metric, kurtosis, for distinguishing between different MVEE data
sets in a principled manner. As discussed in Section 3.7, for much of this thesis, we have
considered random normal data as a proxy for low-kurtosis data in general and log-normal
data as a proxy for high-kurtosis data. An even higher-kurtosis distribution, described in
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Section 3.7, is also included due to its use in [23]. So, to capture a complete range of
behaviors, our testing in this chapter will consider
• low-kurtosis data drawn from a normal (Gaussian) distribution,
• high-kurtosis data drawn from a log-normal distribution, and
• very-high-kurtosis data drawn from the Gaussian/Cauchy distribution described in
Section 3.7.
In order to keep the results understandable while testing with various options and param-
eters, we structure the tests as follows. Our first distinction is based on the kurtosis of the
data set under consideration. Then, within a given problem type, we run two preliminary
tests: one involving only the first-order methods and the other involving only the Newton-
like methods. A test consists of running the methods on randomly drawn data sets of various
size m and dimension n and measuring the total time to find the solution, including the time
used in the initialization. Each case is run using the suggested initialization from Table 6.1.
Finally, one method is chosen from each of the preliminary tests to go through another set
of tests that include larger problem sizes. The hybrid method is included in this additional
set of tests for low- and high-kurtosis data – for very-high-kurtosis data, the hybrid method
is not competitive, as explained in Chapter 5. For all problems, we have chosen a fixed ε for
convergence as 10−6.
To complement these results for simulated data, similar tests are run for empirical data in
Section 6.5. For those empirical tests, only Newton’s method and CA are compared because
those two methods tend to have the best performance in almost all cases.
The implementations of all algorithms and initialization schemes under consideration
were written in Python 3.8 with the NumPy [44] and SciPy [45] libraries used heavily to
maximize the efficiency of the code. The tests in this chapter were run on a laptop containing
an Intel Core i7-4710HQ processor operating at 2.50 GHz and 8GB of RAM.
6.2 LOW-KURTOSIS PERFORMANCE
6.2.1 Preliminary tests
The preliminary tests for the first-order algorithms on low-kurtosis data are shown in
Figure 6.1. With few exceptions, there is a consistent trend of coordinate ascent outper-
forming the other first-order methods for this problem. Even though coordinate ascent uses
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less information each iteration, it is also significantly cheaper per iteration than the other
methods, and this factor leads to a much faster overall method for low-kurtosis problems.
The preliminary tests for the second-order algorithms on low-kurtosis data are shown in
Figure 6.2. The results for these methods can be split cleanly into two groups of algorithms.
The three Newton algorithms (Newton, truncated Newton, and truncated Newton using
finite differences) consistently outperform the three BFGS algorithms (BFGS with updates,
BFGS with restarts, and L-BFGS). There is a straightforward reason for this discrepancy,
namely, that the Newton algorithms do not require a line search. Due to the expense of
computing the objective function, avoiding a line search is a major benefit to the efficiency
of the Newton methods. The primary reason to use BFGS or L-BFGS over Newton is that
the per-iteration cost is typically cheaper because the expense of computing and factoring
a Hessian is avoided. However, in the case of the MVEE problem, the per-iteration cost of
BFGS and L-BFGS is actually higher than that of Newton due to the expense of the line
search, so it is unsurprising that Newton consistently outperforms these methods for this
problem.
Between the three variants of Newton, standard Newton shows the best results in Fig-
ure 6.2, followed by truncated Newton, with the finite-difference variant generally doing the
worst of the three. The difference between the methods diminishes as m and n grow, but
standard Newton still maintains its spot as the fastest method.
6.2.2 Scalability tests
From the results in the previous section, it is clear that coordinate ascent and Newton
are the fastest methods from their respective categories. We next run these two methods
and the hybrid method from Chapter 5 for larger problems to see how they compare. The
results are shown in Figure 6.3.
Newton’s method outperforms coordinate ascent for smaller values of n. The two methods
perform similarly for n = 64, and in the case of n = 128, coordinate ascent is faster than
Newton’s method for most problem sizes. It is unsurprising that coordinate ascent would
eventually outpace Newton’s method as n grows. The larger the value of n, the larger the
core set, which means that the projected Hessian will also be larger. For n = 128, the core
set has at least 128 elements, so Newton’s method must generate and factor a matrix of
dimension at least 128× 128. For low-kurtosis problems in particular, the core set generally
is significantly larger than n elements, so the cost is even higher.
For nearly all problem sizes, the hybrid method either outperforms or has similar perfor-
mance to the faster of the other two methods. This is particularly notable because the other
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Figure 6.1: Running times for first-order methods on low-kurtosis problems
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two methods switch their relative orders at different values of n (coordinate ascent begins
to outperform Newton’s method as n grows), but the hybrid method consistently performs
well regardless of which of its two constituent methods is better suited to a given problem
size. Overall, the hybrid method should be considered the method of choice for low-kurtosis
problems.
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Figure 6.2: Running times for Newton-like methods on low-kurtosis problems
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The preliminary tests for the first-order algorithms on high-kurtosis data are shown in
Figure 6.4. In this case, the timings are relatively flat for smaller problem sizes, mostly
because the initialization represents a larger percentage of the running time. However,
coordinate ascent is still clearly the best of this group of methods for this problem, for the
same reasons discussed in Section 6.2.
The preliminary tests for the second-order algorithms on high-kurtosis data are shown in
Figure 6.5. As we saw in Section 6.2, the methods once again split cleanly into two groups,
and the Newton algorithms outperform the BFGS and L-BFGS algorithms due to the lack
of line search for the former. Overall, standard Newton’s method is once again the best
method for this problem.
One difference to note between the previous results for low-kurtosis problems and these
results for high-kurtosis problems is that there is significantly more noise in the plots for
smaller problems in the high-kurtosis results. We believe this is due to the effect of initializa-
tions. The initializations for low-kurtosis problems tend to do moderately well at identifying
the elements of the core set, but the initializations for high-kurtosis problems will have per-
formance that ranges from good to excellent depending on the particular random draw. For
some of these problems, the initialization picked out nearly the correct core set, which made
the timings for the methods lower than expected because so few iterations needed to be
performed. This effect lessens somewhat as the size of n increases and correctly identifying
the elements of the core set becomes more difficult, so all of the methods need to perform
more iterations and the differences between them are more consistent.
6.3.2 Scalability tests
For the high-kurtosis problems tested here, once again coordinate ascent and Newton are
the fastest methods from their respective categories. The results from these two methods
along with the hybrid method on larger data sets are shown in Figure 6.6.
Newton’s method is faster than coordinate ascent for all sizes with n < 128. In this
case, when n = 128, coordinate ascent and Newton’s method have essentially the same
performance for large values of m. This is in contrast with the results from Figure 6.3,
in which coordinate ascent tended to be faster for the larger values of n. The difference
in results is at least partly due to the difference in the sizes of the core sets for the two
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Figure 6.4: Running times for first-order methods on high-kurtosis problems
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problems. As demonstrated in Figure 3.4, higher-kurtosis problems tend to have smaller
core sets. With a smaller core set, Newton’s method is working with a smaller projected
Hessian, so it does less work per iteration for the same values of n. Thus, as the kurtosis of
the problem increases and the number of elements in the core set decreases, we will generally
expect Newton’s method to be more competitive with other methods for larger values of n.
The hybrid method once again shows performance at or near the better of the other two
methods for most problem sizes. For the largest size tested, n = 128, the hybrid method
shows a significant improvement over the other two methods. For high-kurtosis problems, as
with low-kurtosis problems, the hybrid method should be considered the method of choice.
102
Figure 6.5: Running times for Newton-like methods on high-kurtosis problems
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The preliminary tests for the first-order algorithms on very-high-kurtosis data are shown
in Figure 6.7. Once again, the timings are somewhat flat for smaller problem sizes. Consis-
tent with all other problems tested, coordinate ascent outperformed both other methods in
this group for all problem sizes.
The preliminary tests for the second-order algorithms on very-high-kurtosis data are
shown in Figure 6.8. The results of the tests on Newton-like methods follow a similar
pattern to what we saw in previous results, with standard Newton’s method being fastest
once again. One key difference between Figures 6.5 and 6.8 and Figure 6.2 is the overall time
taken by the methods. Looking at the y-axis of each of the plots, we see that the methods
took roughly ten times longer for low-kurtosis data than high- or very-high-kurtosis data.
However, the relative performance of the methods did not change.
6.4.2 Scalability tests
Once again, we compare coordinate ascent and Newton as the fastest methods from the
preliminary results. The results of the larger tests are shown in Figure 6.9.
For n ≤ 64, the results are similar to the results for high-kurtosis data. Newton’s method
is faster in most cases, though there are a few exceptions when n = 64. When n = 128,
on the other hand, coordinate ascent tends to be somewhat faster than Newton’s method.
We discussed in section Section 6.3 that Newton’s method will be faster if there is a smaller
core set, which tends to be the case with higher kurtosis values. However, there are limited
returns as the kurtosis increases because the core set size cannot drop below n, so Newton’s
method does not see much benefit from the further increase in kurtosis. Coordinate ascent,
though, converged more quickly on the easier (very-high-kurtosis) problem.
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Figure 6.7: Running times for first-order methods on very-high-kurtosis problems
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Figure 6.8: Running times for Newton-like methods on very-high-kurtosis problems
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The top-performing algorithms are also compared using the empirical data from Sec-
tion 3.5. Four example problems are used to demonstrate performance. From MNIST, the
data sets corresponding to digits 0 and 8 are chosen because they have the highest and lowest
kurtosis values, respectively, of all of the digits. From the BoW data set, the PubMed and
NYTimes document collections are used because they are the largest and therefore allow the
best examination of scaling with m among the real data sets. For each data set, a fixed value
of n is used and m is varied in order to study scaling. The results are shown in Figure 6.10.
Figure 6.10: Comparing running times on empirical problems
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The MNIST data from digit 8 has low kurtosis, and the data from digit 0 has a middling
(≈ 13) kurtosis. The results on the MNIST data show CA taking less time than Newton’s
method for all problem sizes. However, the range of m tested for those data sets was quite
small due to the relatively small size of the data sets, so only limited information about
the scaling of the methods with m can be gleaned from these experiments with the MNIST
data. Compared to low-kurtosis simulated data of a similar size, this performance difference
matches what was seen previously. The hybrid method is the best-performing method for
all problem sizes in the figure.
Both of the BoW data sets used have high kurtosis. For the BoW data, the PubMed
data shows a slight performance advantage for Newton’s method, whereas the NYTimes
data shows the opposite. For simulated data of a similar size and kurtosis, Newton’s method
generally outperformed CA, so there is a minor performance difference in this case from what
would be expected based on simulated data. Once again, the hybrid method outperformed
the other two methods for all problem sizes.
These results confirm the usefulness of the hybrid method in a wide variety of circum-
stances. In general, the CA algorithm is performing somewhat better relative to Newton’s
method on the empirical data compared to the simulated data, though the differences are
not substantial, and there were limited problem sizes available to use due to the limitations
of working with empirical data.
6.6 ROLE OF CONSTRAINTS
To further understand the convergence of the algorithms under study, we perform a single
run at the largest size tested in the preliminary tests for each problem type and monitor the
constraints. Specifically, we determine whether each iteration adds a constraint, removes a
constraint, or changes the iterate without adding or removing constraints. As a reminder, an
active constraint represents a point that is currently not in the core set, so adding a constraint
removes a point from the current approximate core set, and removing a constraint adds a
point to the current approximate core set. Figure 6.11 shows the results of the tests for the
first-order methods, and Figure 6.12 shows the results for Newton-like methods.
Several important characteristics of the algorithms are displayed in these plots. For
one, we can see that even the Newton-like method that takes the most iterations takes
far fewer than any of the first-order methods, which confirms our expectations. Second,
Newton’s method not only converges in the fewest iterations, but it converges to a very
small error. This is also expected based on the quadratic convergence of Newton’s method
in the neighborhood of the solution. Once Newton’s method is close to the true solution, it
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Figure 6.11: Example run of first-order MVEE algorithms showing constraint-modifying and
non-constraint-modifying iterations
becomes even more accurate very quickly. This indicates that the choice of ε as a stopping
criterion would impact the results of the comparisons between methods. If a smaller value
for ε were chosen, Newton’s method would converge in just a few iterations more, whereas
the other methods, especially the first-order methods, would continue on for many more
iterations, which would likely result in Newton’s method performing even better relative
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Figure 6.12: Example run of Newton-like MVEE algorithms showing constraint-modifying
and non-constraint-modifying iterations
to the other methods than it already has in our testing. A similar observation holds for
truncated Newton, although when truncated Newton is performed with finite-differences,
the performance cannot improve beyond a certain point due to the error in the approximate
information introduced by the finite-differences themselves.
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Another important point displayed in Figure 6.11 and Figure 6.12 is the low number of
constraint additions. Recall that a constraint addition is equivalent to removing a point
from the approximate core set. So, the figures indicate that points, once added to the
core set, tend to remain in the core set. This in turn is indicative of the high quality of
the initializations used. A natural response to this trend would be to add more points to
the initial core set. However, as was observed in Chapter 4, the initializations become less
accurate as more points are added, and adding excess points to the core set tends to be more
detrimental to the algorithms than failing to add some points. Thus, the information from
these plots does not lead us to change our suggestions for initializations from Table 6.1.
A final observation from these figures is that the convergence of the Newton-like methods
in Figure 6.12 has qualitatively different behavior at different points in the solution process.
Convergence tends to be comparatively slow until the final incorrect element is removed
from the core set, at which point the error begins to drop much more quickly. This is
especially noticeable for higher-kurtosis problems. The same trend is not found in the first-
order methods in Figure 6.11. The convergence of these methods tends to be linear both
before and after the last incorrect constraint is identified and removed. All of this taken
together helps explain the observed success of the hybrid method, which takes advantage
of low per-iteration cost during periods of slow convergence and a higher convergence rate
after the correct constraints have been identified.
6.7 DISCUSSION
Overall, we see that Newton’s method and coordinate ascent are the two best “pure”
methods available for the MVEE problem, and that the hybrid method introduced here that
makes use of both of these other methods is better still for all but the highest-kurtosis prob-
lems studied. Although other Newton-like methods seem promising for the MVEE problem
at large sizes due to their avoidance of computing a Hessian, the necessity of an expensive line
search makes them impractical relative to Newton’s method. Similarly, first-order methods
other than coordinate ascent are not competitive due to the increased overhead that results
from not limiting the steps to rank-one changes.
For low-kurtosis and high-kurtosis problems, the hybrid method is generally the best
choice regardless of the problem size. For very-high-kurtosis problems, either Newton’s
method or coordinate ascent should be used. Between Newton’s method and coordinate
ascent, the method of choice depends on the problem size, with Newton’s method better for




Our research has focused on computing MVEEs as efficiently as possible. This includes
finding faster algorithms for computing MVEEs and better initializations for these algo-
rithms. Additionally, we have determined a relationship between MVEE problems and
kurtosis that allows us to make better use of our advances in these other two areas.
The results in Chapter 6 demonstrate that our implementation of Newton’s method,
taking advantage of the large number of constraints in the MVEE problem, performs well
relative to the state-of-the-art CA algorithm for many problem sizes. In addition, we see
that a novel hybrid method combining both coordinate ascent and Newton’s method out-
performs both methods for most problems. The results also demonstrate the complicated
picture presented by differing MVEE problems, and show the value of our kurtosis metric
for choosing algorithms and initializations and organizing results in a meaningful way. The
overall timings for various types of data differ greatly from one another, and the fastest
algorithm, even when considering problems of a fixed size, depends on the data under con-
sideration. Putting differing data sets into the single framework of kurtosis enables better
decisions about algorithms and initializations to be made by performing a simple computa-
tion. This also allows for a more complete comparison between algorithms that may have
different strengths and weaknesses regarding the types of data sets they are applied to.
We also developed several new initialization schemes. Of these, the QR scheme in par-
ticular was found to be highly effective over a broad range of problems. In addition, we
investigated the effect that the size of the initial core set has on the efficiency of the subse-
quent optimization algorithm. We saw in Table 6.1 that the most effective initialization can
range from the trivially simple random initialization to the more involved QR initialization,
and the best initial core set size depends on the kurtosis of the data. This information will
be beneficial to anyone who wishes to compute an MVEE. It will also be of great benefit
for future research into MVEE initialization schemes, not only because it indicates the best
baseline scheme against which new schemes in a particular problem domain should be com-
pared, but, more fundamentally, because its structure allows us to make more meaningful
comparisons. Only by also considering the algorithms and problem types under consider-
ation can research into initialization schemes provide a reasonable evaluation of which is
“best.”
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By testing with empirical data from well-known data sets, we confirmed that the re-
lationships between kurtosis and core set size, problem difficulty, and choice of algorithm
apply in real-world scenarios where MVEE algorithms will be used.
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APPENDIX A: A PRIMAL NEWTON ALGORITHM FOR MVEES
All of the algorithms we have considered thus far are based on the dual form of the
MVEE problem given in Equation (1.11). Such dual algorithms make up the main body
of the literature on computing MVEEs (see, for example, [20, 22, 24, 26, 46, 47]). We now
consider an alternative algorithm based on the primal form of the MVEE problem given
in Equation (1.8). The primal formulation has several attractive properties (some of which
are shared with the dual form): the objective function is convex, the constraints are linear,
and there are closed forms for the gradient and Hessian of the objective function. Here we
explore Newton’s method for the primal form of the MVEE problem.
A.1 PRIMAL FORMULATION





subject to x>i Hxi ≤ 1, i = 1, . . . ,m.
(A.1)
Derivations of the first and second derivatives of the objective function can be found in,
e.g., [23]. The first derivative of the objective function is
D1f(H) = −H−1. (A.2)
Although we are working we matrices rather than vectors, the first derivative has a similar
meaning, namely, that D1f •M , where • denotes the Frobenius inner product, gives the
directional derivative of f in the direction of M .
The second derivative is
D2f(H)[E1, E2] = −(H−1E1H−1) • E2. (A.3)
This represents how the derivative in the direction E1 changes when moving in the direction
E2, or vice-versa, because the function is symmetric in its arguments.
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A.1.1 Gradient and Hessian
The variables in the primal form are the entries of the symmetric n × n matrix H,
but due to symmetry, only n(n + 1)/2 of the n2 matrix entries are independent. To use
conventional optimization procedures, the variables must be regarded as vectors in an n(n+
1)/2-dimensional space. For this purpose, we introduce the vec() operation. Informally,
this operation flattens a matrix to a vector by taking the matrix entries in row-major order.
There are a few additional details to the operation that lead to vectors better suited to
our purposes, a more complete description of which will be given in Section A.1.3. With
the variables organized as a vector, a standard gradient vector and Hessian matrix can be
obtained.
The Frobenius inner product of two matrices produces the same result as flattening both
matrices and taking the standard dot product of the resulting vectors. Thus, if we were to
flatten H and M to vectors, then the standard dot product between them would give the
directional derivative in the direction of M , i.e.,
∇fM(H) = vec(−H−1)>vec(M). (A.4)
So, the gradient is simply
∇f(H) = vec(−H−1). (A.5)
To obtain a Hessian matrix that can be used for Newton’s method, we can concern
ourselves only with directions specified by matrices Eij that have a 1 in the ith row and jth
column and are 0 elsewhere. For example, E11 is
1 0 . . .





Using this notation, the change to element D1f11 of the first derivative in the direction M is
− (H−1E11H−1) •M. (A.7)
Considering the gradient vector, then the change to the first element of the gradient from
moving in direction M is
− (H−1E11H−1) •M = vec(−(H−1E11H−1))>vec(M). (A.8)
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Similarly, the change to the second element of the gradient from moving in the direction M
is
− (H−1E12H−1) •M = vec(−(H−1E12H−1))>vec(M). (A.9)
Continuing this pattern, the changes to every element of the gradient by moving in the













where the transposes are necessary because the vec() function produces a column vector,
but the vectors shown form the rows of the matrix. The matrix on the left, then, is the
Hessian matrix of this objective function when treating the input as a vector. Because of
the structure of the matrices Eij, the full matrix-matrix products need not be computed.





















where hi is the ith row of H
−1. With the gradient and Hessian in this form, Newton’s
method can be implemented in the standard way, though there are a few details of matrix
representation, to be discussed in Section A.1.3, that are unusual.
A.1.2 Constraints Matrix
The constraints to the primal form of the MVEE problem, as mentioned previously, are
linear in the matrix H. They can, therefore, be put into a matrix form such that
C vec(H) ≤ e, (A.12)
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where e is the vector of all 1 entries of the appropriate dimension, the inequality holds
elementwise, and C is a matrix, to be determined, that represents the constraints. We will
find it convenient to have the constraints in such a form.
To do so, we use the fact that







When all of the constraints are written in the above form, the entire set of constraints is














vec(H) ≤ e. (A.15)

















A.1.3 Working with Symmetric Matrices
The matrix H that solves the MVEE problem must be symmetric. As such, for an n×n
matrix, there are only n(n + 1)/2 free variables, compared to the n2 entries of the matrix.
To avoid redundancy, it is typical to store only as many entries of the matrix as are needed.
For example, one could store only the upper triangle of the matrix, including the diagonal
entries, and the lower triangle could be deduced from the given entries.
However, this standard method of converting a symmetric matrix to an n(n+1)/2-vector
is not ideally suited to our purposes. As can be seen in Equation (A.4), Equation (A.10), and
Equation (A.15), the primal algorithm we explore involves frequently taking the Frobenius
inner product of matrices, or, equivalently, transforming the matrices to vectors and taking
the standard inner product. In fact, the standard matrix-vector or matrix-matrix products
are essentially never used. A nonstandard representation is therefore used for these symmet-
ric matrices in the algorithm described here. The representation is designed to be convenient
for use with the Frobenius inner product, but not necessarily the standard matrix products.
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We first demonstrate the representation with an example. Given two symmetric 3 × 3
matrices A and B, with
A =





g h ih j k
i k l
 , (A.18)
the Frobenius inner product A •B is
ag + dj + fl + 2bh+ 2ci+ 2ek. (A.19)
This is the same as the vector dot product of the upper-triangular (or lower-triangular)
entries, but with the terms corresponding to off-diagonal entries doubled.
If the two matrices A and B were to be naively transformed into vectors as
vec(A) =
[





g h i j k l
]
, (A.21)
then the dot product of the resulting vectors would not account for the necessary off-diagonal
doubling. We would also have somewhat obscured the information about which elements
were diagonal entries and which were not. Although the information can be deduced, it is
not efficient to go through the work of doubling certain terms each time a product is taken.
Instead, when transforming the matrices into vectors, we multiply off-diagonal entries by
a factor of
√























The dot product of the resulting vectors is
vec(A)>vec(B) = ag + dj + fl + 2bh+ 2ci+ 2ek, (A.24)
which is the same as the Frobenius inner product of the original matrices. So, with the ma-
trices in this form, taking the Frobenius inner product a simple matter of taking a standard
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dot product. The form also maintains the simplicity of addition, the other operation that
will often be performed on the vectorized matrices. That is,
vec(A) + vec(B) = vec(A+B). (A.25)
Using this transformation from matrices to vectors, the somewhat inconvenient bookkeeping
of modifying off-diagonal entries needs to be done just once per vectorized matrix, which is
helpful because many of the matrices will be reused.
Storing the matrices this way also changes the form of the Hessian. To go from the old
form to the new one, two changes are needed:
• Only rows of the Hessian corresponding to the upper-triangular entries of the first
derivative should be kept.
• Rows of the Hessian corresponding to off-diagonal entries must be multiplied by
√
2.
This is because an input change of the same amount should now effect a scaled change
to those elements of the gradient because the elements themselves are scaled.
The second change results in some of the elements of the Hessian being multiplied by
√
2
twice because the columns corresponding to off-diagonal entries are already multiplied by√
2 due to the use of the vec() function in the formation of the Hessian.
A.2 PRIMAL ALGORITHM
The algorithm we explore follows a similar pattern to the dual algorithms discussed
previously. It is an active-set method that maintains a feasible approximation throughout
the solution process. Below, we give descriptions of the various features needed to implement
such a primal algorithm, and pseudocode for the algorithm is given in Algorithm A.1
A.2.1 Setup
Before the algorithm can begin updating H iteratively, the constraints must be put into
the form of Equation (A.16). This involves taking m outer products and vectorizing the
resulting matrices to create the constraint matrix C. The choice of a feasible initial H will
be described briefly in Section A.3.
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A.2.2 Constraints
To ensure any step computed is a feasible direction, a basis for the space of feasible
directions is needed. Consistent with the dual algorithms, we form a matrix Z whose columns
constitute such a basis. The determination of Z is one of the key differences between the
primal algorithm and the dual algorithms discussed previously. In the case of the primal
algorithm, Z will not have the same special structure as in the dual algorithms.
For the current iterate H, the values xiH
−1xi are computed for all i = 1, . . . ,m (the
constraint matrix can be used for this). Then, any constraints within some specified tolerance
of their bounds, such as 10−6, are considered candidates for the active set of constraints, but
not necessarily to be active yet.
Applying the KKT conditions to the primal optimization problem, we know that at
a feasible solution, there will be a vector of non-negative values (Lagrange multipliers) λ
satisfying
C>λ = vec(−∇f). (A.26)
At that point, entries of λ with positive values correspond to active constraints. To find
the current active set for a particular iteration, this equation will be solved approximately
with the current value of ∇f and the constraints corresponding to the positive entries of the
approximate λ will be taken to be active.
The complementary slackness condition states that λi can be nonzero only if the ith
constraint is at its bound. So, only constraints that are at their bounds to within some
tolerance need to be considered. This is where the candidate set mentioned above comes
in. The candidate set is used to select a subset of the columns of C that could possibly
correspond to nonzero Lagrange multipliers. The resulting matrix, Ĉ, consists of the columns
of C corresponding to elements of the candidate set. The system
Ĉ>λ = vec(−∇f). (A.27)
is solved approximately using non-negative least squares to find an approximate value of λ,
and thereby an active set for the current iteration.
Once a set of active constraints is identified, the feasible space will consist of all vectors
orthogonal to those constraints. To identify a basis for the feasible space, a QR factorization
of the active constraints is computed and an orthonormal set of vectors that are orthogonal




With a basis for feasible steps available, computing the step direction pk is straightfor-
ward. Newton’s method requires the computation of a projected gradient and projected
Hessian. The projected gradient is simply
pk = ZZ
>vec(∇f). (A.28)
Note that this is an orthogonal projection because the columns of Z are orthonormal. The
Hessian G is computed as described in Section A.1 and Section A.1.3, and the projected
Hessian is computed as
GZ = ZGZ
>. (A.29)
The projected Newton step pZ can then be computed by solving
GZpZ = −Z>vec(∇f), (A.30)
and the full step direction is
pk = ZpZ . (A.31)
Unlike in the dual form, there is no convenient formula to compute the projected Hessian
directly, so the full Hessian is computed and the matrix multiplications are performed to
compute the projection. This is not as costly as it would be in the dual form because the
size of the full primal Hessian is only n(n+ 1)/2×n(n+ 1)/2, which does not depend on m.
However, we will see that the matrix-matrix multiplications needed to form the projected
Hessian are still too expensive for Newton’s method in the primal form to be competitive
with the Newton algorithm in dual form.
A.2.4 Step Length
Once the step direction has been determined, the length of the step to take must be
decided. The first criterion is that the step must maintain feasibility. Because the bounds
are linear, determining a maximum stepsize that can be taken in a given direction with-
out violating any constraints is straightforward, though it is expensive. The values of the
constraints after a step of length ak in direction pk from current iterate Hk are given by
C(Hk + akpk) = CHk + akCpk. (A.32)
123
The value CHk represents the current values of the constraints and is already known because
it was used in determining the active set. To continue to satisfy all constraints, a value ak
must be chosen such that
CHk + akCpk ≤ e, (A.33)
where e is the vector of all 1s of appropriate size and the inequality holds elementwise.
Rearranging terms gives the inequality
akCpk ≤ e− CHk. (A.34)
So, the maximum allowable value of ak is determined by
ak ≤ min [(1− (CHk)i)/(Cpk)i] , i = 1, . . . ,m, (Cpk)i > 0, (A.35)
where only indices i corresponding to positive values of Cpk are considered because those
are the only constraints that would move toward their bounds from a step in direction pk.
Once the maximum allowable step is determined, computing the step length is straight-
forward. Newton’s method determines both the direction and length of a step, so no line
search is performed. The step in the computed direction is taken as-is if it satisfies the step
length limit, or the step is shortened to the maximum value satisfying the limit if not.
A.2.5 Stopping Criterion
The stopping criterion for the primal algorithm must also be considered. In the case
of the dual form, the ε-approximate convergence criterion can be used to ensure that the
objective function is minimized to within some bound. In the primal form, this criterion is
not applicable. Instead, we use the standard optimization technique of monitoring successive
step lengths to determine when to stop.
A.2.6 Pseudocode
Using all of these pieces, we can write the pseudocode for our primal algorithm, shown
in Algorithm A.1.
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Algorithm A.1 Primal Newton Algorithm
1: procedure mvee primal newton
2: Choose feasible initial guess H
3: Generate constraint matrix C(X)
4: bounds← C>vec(H)
5: candidates← {i s.t. boundsi > n− ε}
6: while not converged do
7: gk ← vec(∇f(H))
. Determine active set
8: Ĉ ← columns of C specified in candidates
9: λ← NNLS solve(Ĉ,−gk)
10: active← {i s.t. λi > 0}
. Use active set to determine feasible basis
11: if active has changed since previous iteration then
12: Cactive ← columns of Ĉ corresponding to active
13: Q← QR(Cactive)
14: Z ← basis orthogonal to(Q)
15: Compute pk as described in Section A.2.3
. Compute maximum step length
16: boundsstep ← C>pk
17: boundsstep ← {boundsstepi} where boundsstepi > 0
18: maxstep← min((e− boundsstep)/boundsstep)
19: ak ← min(maxstep, 1)
20: H ← H + akmatrix(pk)
21: if −logdet(H) < target+ tol then
22: Solution is optimal to specified tolerance. Stop.
. Update bounds to account for step
23: bounds← bounds + akboundsstep
24: candidates← {i s.t. boundsi > n− ε}
A.3 INITIALIZATION
To find a feasible initialization for the primal form, we look to the initializations for the
dual form. The dual initializations are designed to provide a vector u such that XUXT is
a good approximation of the solution to the primal form. Thus, we simply find an initial
iterate u0 for the dual problem using one of the schemes from Chapter 3 and use XU0X
>
as the initial iterate in the primal problem, where U0 is the diagonal matrix with u0 as its
diagonal entries. Table A.1 demonstrates the effectiveness of this idea for Newton’s method
with low-kurtosis and high-kurtosis data. The table shows the median number of iterations
required for primal Newton’s method to converge on the low-kurtosis and high-kurtosis
problems with m = 5000 and n = 8 when running on ten different randomly-drawn data
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sets. Very-high-kurtosis data was not considered because this primal algorithm does not
work well for those problems, taking several thousands of iterations to converge, as will be
seen later.
Random QR KY two-norm
Low kurtosis 109 82 93.5 99.5
High kurtosis 256.5 252 257 269
Table A.1: Iteration counts using various initialization schemes for Newton’s method in the
primal form
Clearly, the initializations that work well for the dual problem can be used for the primal
problem when the data set is low-kurtosis. For high-kurtosis data, the QR initialization
shows a slight improvement over a random initialization. Although it is possible that better
initializations designed specifically for the primal form exist, we did not investigate further
due to the effectiveness of the existing dual initialization schemes and the relative inefficiency
of the primal algorithm as a whole.
A.4 PER-ITERATION COST
The implementation of the primal algorithm in this appendix is expensive on a per-
iteration basis compared to the dual equivalents due to the lack of linear algebra shortcuts
related to computing projected gradients and Hessians. One of the key features making the
dual Newton algorithm efficient is the cheap computation of the projected Hessian through
the formula introduced in Chapter 2, but no such formula is currently available for the
projected Hessian in the primal form. On a problem with m = 5000 and n = 20, when
both methods are run for 100 iterations, Newton’s method in the primal form was almost
8 times slower than Newton’s method in the dual form. Much of this is due to the lack of
cheap projections in the primal form. In the primal form, more than 80% of the time is
spent in computing the Newton step, and about 90% of that time is spent on computing the
Hessian or performing projections to create the projected Hessian or projected gradient. In
comparison, just 24% of the time for Newton’s method in the dual space is spent computing
the Newton step.
A.5 CONVERGENCE
The primary advantage of Newton’s method over methods that make use of only first-
order information is its quadratic convergence. However, we have found that Newton’s
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method as described here does not converge quadratically in the primal form. Convergence
plots for various types of data are shown in Figure A.1.
Figure A.1: Convergence of primal Newton’s method on various problems
In all three plots, Newton’s method displays linear convergence. The speed of the con-
vergence varies markedly depending on the type of data. As the kurtosis gets higher, the
method continues to converge linearly, but the convergence slows down considerably. Be-
cause Newton’s method in the dual form did converge quadratically, the linear convergence




We have developed a way to make Newton’s method workable in the primal space even
though the iterates under consideration are matrices rather than vectors. However, Newton’s
method in the primal form is much more expensive per iteration and results in convergence
that is not quadratic. Thus, we do not consider our algorithm based on the primal form of
the MVEE problem as a viable candidate for finding solutions efficiently.
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