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Abstract 
Defects and faults in parabolic trough power plants often lead to lower energy produc-
tion. The automated detection of such anomalies could reduce downtimes and increase 
efficiency. 
The anomaly detection is based on sensor data which are measured anyway for the op-
eration of the plant. The measured data are high-dimensional data in a spatio-temporal 
context.  
In the first step, the efficient preprocessing and visualization of the solar field and 
weather data is realized. From the existing sensor data useful features are extracted, 
which build the input for further approaches of anomaly detection models. 
Regarding the given problem, approaches that make use of methods of artificial intelli-
gence are presented. One approach is pursued. The basic idea of this approach is the 
consideration of multivariate time series on loop level, which are segmented and clus-
tered. For the segmentation of the time series three different segmentation methods 
based on the bottom-up or sliding-window principle are compared. For clustering, the 
density-based DBSCAN algorithm is used. 
The results of the anomaly detection show that about 93 % of the detected time series 
segments behave unusually from the data point of view due to manual interventions in 
the operation of the power plant. Suggestions for an improvement are given to reduce 
the number of false detections. Furthermore, weaknesses of the implemented approach 
are pointed out. 
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Kurzfassung 
Defekte und Fehler von Parabolrinnen-Kraftwerken führen häufig zu einer geringeren 
Energiegewinnung. Durch das automatisierte Erkennen solcher Anomalien könnten Aus-
fallzeiten verringert und die Effizienz gesteigert werden. 
Die Anomalie-Erkennung basiert auf Sensordaten, die für den Betrieb der Anlage ohne-
hin gemessen werden. Bei den Messdaten handelt es sich um hochdimensionale Daten 
im räumlich-zeitlichen Kontext.  
Im ersten Schritt werden die effiziente Aufbereitung sowie die Visualisierung von Solar-
feld- und Wetterdaten realisiert. Aus den vorhandenen Sensordaten werden nützliche 
Features extrahiert, die als Input für weitere Ansätze zur Anomalie-Erkennung dienen. 
Bezüglich der Problemstellung werden Ansätze vorgestellt, die auf Methoden der künst-
lichen Intelligenz zurückgreifen. Dabei wird ein Ansatz weiterverfolgt. Die Grundidee die-
ses Ansatzes ist die Betrachtung von multivariaten Zeitreihen auf Loop-Ebene, die seg-
mentiert und geclustert werden. Für die Segmentierung der Zeitreihen werden drei ver-
schiedene Segmentierungsverfahren basierend auf dem Bottom-Up oder Sliding-
Window Prinzip verglichen. Für das Clustering wird der dichtebasierte DBSCAN-Algo-
rithmus verwendet. 
Die Ergebnisse der Anomalie-Erkennung zeigen zu ca. 93 % eine Detektion von Zeitrei-
hen-Segmenten, die sich aufgrund von manuellen Eingriffen in den Anlagenbetrieb aus 
Sicht der Daten ungewöhnlich verhalten. Es werden Verbesserungsvorschläge gegeben, 
um häufige Fehldetektionen zu verringern. Zudem werden erkannte Schwächen des im-
plementierten Ansatzes aufgezeigt. 
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Symbols 
Solar field symbols 
Symbols Description Unit 
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𝜑𝑠𝑐𝑎 SCA angle ° 
𝜑𝑠𝑐𝑎 𝑑𝑒𝑣, 𝑙𝑜𝑜𝑝 SCA angle deviation of loop ° 
𝜑𝑠𝑐𝑎 𝑑𝑒𝑣, 𝑐𝑜𝑙 SCA angle deviation of collector ° 
?̇?𝑠𝑢𝑏 Volume flow of HTF at inlet of subfield 𝑚3  ∙  𝑠−1 
?̇?𝑙𝑜𝑜𝑝 Volume flow of HTF at inlet of loop 𝑚3  ∙  𝑠−1 
?̇?𝑠𝑢𝑏 Mass flow of HTF at inlet of subfield 𝑘𝑔 ∙  𝑠−1 
𝑇𝑖𝑛, 𝑠𝑢𝑏 Inlet temperature of subfield °𝐶 
𝜌𝐻𝑇𝐹 Density of the HTF 𝑘𝑔 ∙  𝑚−3 
𝑓𝑓𝑜𝑐𝐴 Focusing factor - 
𝜂𝑐𝑜𝑠 Cosine loss or efficiency - 
𝜂𝑒𝑛𝑑𝑙𝑜𝑠𝑠 End loss or efficiency - 
𝐾 IAM - 
𝐺𝑏𝑛 Direct Normal Irradiance 𝑊 ∙  𝑚−2 
𝐺𝑐𝑜𝑙 DNI of collector 𝑊 ∙  𝑚−2 
General Symbols 
Symbols Description Unit 
𝐷 Total number of dimensions - 
𝑁 Total number of time points - 
𝑛 Number of time points - 
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𝑏𝑁 Number of breakpoints - 
𝛥𝑡𝑠𝑒𝑔 Duration of time series segment 𝑠 
Evaluation of time series segmentation symbols 
Symbols Description Unit 
𝑠𝑝𝑎𝑎,𝑜𝑟𝑔 
Score for placement of breakpoints of segmentation 
due to original signal 
- 
𝑠𝑝𝑎𝑎,𝑠𝑡𝑑 
Score for placement of breakpoints of segmentation 
due to moving standard deviation of original signal 
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𝑠𝑛_𝑠𝑒𝑔𝑠 Score for number of segments - 
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Evaluation of clustering symbols 
Symbols Description Unit 
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𝑝𝑜𝑢𝑡𝑙𝑖𝑒𝑟 Outlier point ratio - 
𝑘 Number of nearest neighbors - 
𝑛𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 Number of clusters - 
Hyperparameters symbols 
Symbols Description Unit 
𝑟ℎ𝑜𝑜𝑑 DBSCAN: Radius of neighborhood - 
𝑛𝑚𝑖𝑛 DBSCAN: Minimal number of points in neighborhood - 
𝜀 Window-sliding: Threshold for reconstruction error - 
𝜏𝑑𝑟𝑜𝑝 PCA-based: Dropping tolerance - 
𝑀 PCA-based: Fusion tolerance - 
𝑛𝑠𝑒𝑔 Periodic: Number of time points of segment - 
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1. Introduction 
Parabolic trough is a common technology of concentrated solar power (CSP). CSP plants 
use mirrors to concentrate a large area of sunlight and convert it to heat. The used solar 
energy belongs to the renewable energies. Comparing to other technologies of renewa-
ble energies CSP plants can store energy during the night or at cloudy days more eas-
ily  [1]. 
There are several technologies for CSP like parabolic trough, solar power tower, Fresnel 
reflectors and Dish Stirling. Parabolic trough is the most common and mature CSP tech-
nology [2]. In 2017, it accounts worldwide for about 90 % of CSP [3]. 
This chapter clarifies the motivation of anomaly detection for parabolic trough systems 
and its realization with techniques of artificial intelligence (AI) as well as the objective of 
this thesis. 
1.1 Motivation 
The motive for detecting anomalies is to reduce the levelized cost of electricity (LCOE) 
for parabolic trough power plants (PTPP). How anomaly detection can possibly reduce 
the LCOE as well as the reason why techniques of AI are chosen to detect anomalies is 
elucidated in the following subsections. 
1.1.1. Anomaly detection for PTPPs 
Detecting anomalies helps to find failures and defects of the system, which could lead to 
less maintenance costs and a potential higher power output. This coherence will be ex-
plained more accurate in the following: 
Through the early detection of failures, these can be corrected immediately. That intro-
duces two advantages. First of all, the downtime of the system is shorter. The proper 
functionality of all components results in a general higher efficiency, availability and re-
liability of the power plant. Secondly, it prevents from further damage. A failure that is 
not repaired for a long time can cause other failures. Less consequential damages lead 
to reduced maintenance work and a longer operational lifetime. 
The reduced maintenance costs and a potential higher power output decreases the LCOE 
for PTPPs. This could result in lower electricity costs and therefore in a higher ac-
ceptance by consumers for solar energy and renewable energies in general. 
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1.1.2. Anomaly detection with artificial intelligence 
Most PTPPs have already installed a lot of measuring technology for operational rea-
sons. Mostly the measurements are recorded but never used for other purposes. Here 
we use the existing recordings for anomaly detection, which is a common use case of 
artificial intelligence. With its techniques it is possible to analyze a huge amount of meas-
ured data automatically. 
Our approach primarily needs software to be implemented. Besides that, it only requires 
hardware with suitable computational power. In comparison to other approaches, which 
use new sensors or devices, acquisition costs are possibly lower. 
1.2 Objective 
In this use case anomaly detection is equal to failure detection of PTPPs. The anomaly 
detection takes place on multidimensional time series with spatial distribution. The aim 
is to narrow the time point and location of occurred anomalies. The anomaly detection 
should make a rough proposition about where and when the solar field reacts anomalous. 
To reach the overall objective of detecting anomalies, the following steps are done: 
• Preprocess measurement data (e.g. interpolation, normalization, etc.). 
• Find suitable approaches in the field of AI, that include deep learning and machine 
learning methods. 
• Implement and validate promising approach with different hyperparameters. 
• Visualize measurement data, intermediate results of methods and results of the 
anomaly detection. 
There are various configurations of PTPPs. In this research the anomaly detection is 
implemented and validated for a determined PTPP to serve as a reference. Furthermore, 
the objective has several limitations: 
The observation area is reduced to the solar field of the PTPP which is its crucial differ-
ence to conventional power plants. Moreover, the focus is on detecting the most relevant 
failures that occur frequently or result in extensive damages. Finally, the anomaly detec-
tion only needs to work offline. There is no real-time capability required. 
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2. Parabolic trough power plants 
PTPPs belong to the type of line focused CSP plants. With the help of mirrors, they 
concentrate sunlight on one axis, where an absorber pipe absorbs the solar energy. 
Hence, the absorber pipe heats up and conduct the heat to a heat transfer fluid (HTF). 
The following sections describe the layout of the power plant, the individual components, 
important parameters, the built-in measuring technologies as well as operational strat-
egies. To understand the evolved and implemented approaches of this research this 
chapter gives necessary knowledge about PTPPs 
2.1.  Layout and components 
Most of the PTPPs have a similar installation layout. It is divided into a solar field and a 
power block with an energy storage. 
In the following the typical schematic layout of the solar field will be shown. Furthermore, 
the principal energy generation in the power block and the energy storage system will 
be described shortly. Moreover, components of the solar field as there are collector, re-
ceiver and heat transfer fluid (HTF) will be explained. 
2.1.1. Solar field 
Figure 2.1 shows exemplarily the layout of a PTPP. The solar field is divided in subfields 
which is typically a quarter of the whole solar field. The HTF is pumped from the power 
block to the subfields via cold runner pipes and comes back via hot runner pipes.  
 
Figure 2.1: Schematic of a typical H-layout of a PTPP. [4] 
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Each subfield contains so called loops that are connected in parallel by a cold header and 
hot header pipe. Each loop consists of a certain number of collectors connected in series. 
Often the collectors of one loop are arranged in two rows that are connected with a 
crossover pipe. [4] 
2.1.2. Power block 
The power block processes the heated HTF and contains a steam turbine, an electrical 
generator and an energy storage system. 
The HTF comes from the solar field via the hot headers and leads into the power block. 
Here the thermal energy is either converted to electrical energy with a conventional 
steam turbine or stored in the storage system. Usually storage systems of CSP plants 
store the energy in form of thermal energy. Thereby the thermal energy is often stored 
in molten salt. In both processes, energy conversion and storage, the HTF cools down 
and is pumped back to the solar field via the cold headers. 
2.1.3. Collector 
The collector is the assembly of the parabolic mirror facets, the receiver and the con-
struction that connects both of them. The construction must have a high stiffness so 
that the mirror does not deform to assure the optical accuracy. The huge collector is 
very heavy and its mirror facets offers a large target area for wind. The construction has 
to withstand the weight force and external influences such as wind. Multiple collectors 
are connected to a solar collector assembly (SCA) that is around 150 m long. Often an 
entire SCA is referred to as collector. The same wording will be adopted by this research. 
 
Figure 2.2: Multiple parabolic trough collectors joined as SCA. [5] 
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To focus the sunlight the collector is aligned with the sun. In most PTPPs the collectors 
are oriented along the north-south axis. During the day, the collector rotates around its 
longitudinal axis from east to west. The collector’s longitudinal axis is also called collec-
tor axis. The alignment with the sun position is determined with an actuating motor that 
is mostly placed at the center of the SCA. [6] 
There are ball joints at both ends of the SCA, which connect the moving receiver with 
the static header or crossover pipe. 
2.1.4. Receiver 
The receiver (sometimes also called heat collection element) is a part of the collector 
and is placed in the focus line of the parabolic mirror. It consists of the absorber pipe 
and its thermal insulation. The HTF, which absorbs the heat, is pumped through the ab-
sorber pipe. The composition of a receiver is shown in Figure 2.3. 
The absorber pipe is a metal pipe with a diameter of around 7 cm. A selective coating 
minimizes the radiation losses. 
To reduce the thermal losses of the heated HTF it needs an insulation that also lets the 
sunrays through. Hence, a cladding tube of glass is around the absorber pipe. In the an-
nulus, which is the space between cladding tube and absorber pipe, is a vacuum that 
reduces the convectional heat loss to a minimum. 
Over time the quality of the vacuum decreases due to molecules that penetrate through 
the absorber pipe or cladding tube. Therefore, a getter is installed, which binds molecules 
like H2. As long as the getter is unsaturated it keeps the quality of the vacuum at a certain 
level. 
The receiver is exposed to a high temperature range, which is why it expands strongly. 
The expansion is compensated with folding bellows at both ends of the receiver. [6] 
 
Figure 2.3: Composition of receiver. [6] 
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2.1.5. Heat transfer fluid (HTF) 
The heat transfer fluid is the fluid that flows through the PTPP. It absorbs the heat in 
the receiver pipes. The most common fluid types are thermal oils, molten salt and water. 
The reference PTPP uses a thermal oil. The disadvantage of its lower heat capacity com-
pared to water is compensated by the advantage of the higher boiling point. The oil can 
be used as a liquid medium in a temperature range from 12°C to 400°C. The higher the 
temperature of the HTF the better is the thermal efficiency for the power block. Below 
12°C the oil solidifies, which makes the power plant operation impossible. Above 400°C 
the oil degrades very fast and therefore emits H2 increasingly. These operational condi-
tions should be avoided. [6] 
2.2. Geometrical key figures 
The position and size of the mirrors in reference to the sun is important to absorb the 
maximum of solar irradiance. Therefore, important geometrical key figures are explained 
in this section. 
2.2.1. Incident angle 
An incident angle is the angle between a beam radiation on a surface and the normal to 
that surface. The angle depends on the sun position defined by the solar altitude and 
azimuth angle and therefore on the time of the day and year, as well as the latitude of 
the surface location. [7] 
 
Figure 2.4: Incident angle and track angle for a parabolic trough collector in north-
south orientation. Adapted from [4]. 
Regarding PTPPs the incident angle 𝜃𝑖 is the angle between the DNI and the collector’s 
aperture normal (see Figure 2.4). The minimum incident angle is reached if the collector 
is fully focused. The incident angle is 0° if the sun is right above the aperture area. [7] 
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2.2.2. SCA angle  
The SCA angle 𝜑𝑠𝑐𝑎 is the angle between zenith and the aperture normal of the collector 
(see Figure 2.4). The SCA angle is 0° if the collector normal is pointing to the zenith. For 
a north-south orientation, it is -90° if the collector normal is pointing to the east and 
90° to the west. 
2.2.3. Track angle 
The track angle 𝜑𝑡𝑟𝑎𝑐𝑘 is the angle between zenith and the plain which is spanned by the 
collector axis und sun axis (see Figure 2.4). The track angle is -90° when the sun rises 
and 90° when the sun goes down. A collector is fully focused when SCA angle and track 
angle are equal. 
2.2.4. Focusing factor 
The focusing factor ffocA describes how the collector is tracked to the sun and therefore 
which proportion of the sunlight or DNI is focused on the receiver. It has a value between 
zero and one. Zero means that the collector is not focused, whereas one means that it is 
fully focused. The focusing factor can be approximated by a polynomial function 
𝑓𝑓𝑜𝑐𝐴 =  𝑎𝑛 ∙  ∆𝜑𝑛 + ⋯ +  𝑎1 ∙  ∆𝜑1 +  𝑎0   (2.1) 
of order 𝑛 where ∆𝜑 is the difference between SCA angle and track angle 
∆𝜑 =  𝜑𝑆𝐶𝐴 −  𝜑𝑡𝑟𝑎𝑐𝑘 (2.2) 
The focusing factor is very sensitive with respect to ∆φ. Figure 2.5 shows an example of 
the focusing factor for a certain collector. In this example the focusing factor changes 
significantly, if ∆φ is greater than 0.5° or lower than -0.5°. 
 
Figure 2.5: Exemplary course of focusing factor- 
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2.2.5. Aperture area 
The aperture area of one collector is defined by the length and the aperture width of the 
mirror (see Figure 2.6).  
 
Figure 2.6: Cross section of mirror showing the aperture width 
2.3. Geometrical losses 
Several losses occur in the solar field process from absorbing the solar energy of the 
direct sunlight to the outcoming thermal energy of the solar field. In [4] the losses of 
the solar field are categorized into geometrical, optical, thermal and field losses (see Fig-
ure 2.7). 
 
Figure 2.7: Chain of solar field losses that are considered from the solar energy re-
source to the outcoming thermal energy of the solar field. [4] 
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2.3.1. Cosine losses      
The cosine losses ηcos are caused by the reduced aperture area. Since the collectors are 
tracked uniaxially, most of the time the collector aperture area is not perpendicular to 
the incident sunrays. Because of that, the apparent aperture area as seen from the sun 
is reduced (see Figure 2.8).  
The factor that reduces the actual aperture area depends on the cosine of the incident 
angle. This is why the losses are called cosine losses. [4] 
𝜂𝑐𝑜𝑠 = 𝑐𝑜𝑠 (𝛳𝑖) (2.3) 
 
Figure 2.8: Reduced aperture area caused by non-perpendicular sunrays onto the aper-
ture. [4] 
2.3.2. Incident angle modifier 
Beside the cosine losses there are additional losses depending on the incident angle that 
are summarized as incident angle modifier 𝐾 (IAM). These losses are affected by the 
following physical effects: 
• Sunrays reflects at the receiver glass. 
• Mirrors are shaded due to collector structures. 
• Focusing is not properly due to deformation of the collector depending on SCA 
angle. 
• Sunrays are not hitting the receiver. Since reflected rays are shaped as a cone 
the projected cone diameter gets bigger with increasing distance for the reflected 
sunrays between mirror and receiver (see Figure 2.10). This distance depends on 
the incident angle. 
• The same physical effect causes further optical losses with angular dependen-
cies due to imperfect surface and shape of the mirrors. 
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Between the suppliers of collectors there is no uniform function for the calculation of 
the IAM. It is provided as approximated polynomial function or lookup table from meas-
urements of the IAM.  [4] 
 
Figure 2.9: Typical exemplary course of IAM 
2.3.3. End losses 
End losses 𝜂𝑒𝑛𝑑𝑙𝑜𝑠𝑠 appear at the rear section of the collector, when sunrays are not 
perpendicular to the aperture normal. In this context the sunrays of the rear part are 
reflected but do not hit the receiver. If the SCA angle of a nearby collector is the same, 
the sunrays hit the receiver of that nearby collector (see Figure 2.10). This reduces the 
end losses and is also called end gain. The nearby collector could be from the same or 
from another loop. [4] 
 
Figure 2.10: End losses and end gains for parabolic trough collectors. [4]  
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2.4. Measuring technologies of solar field quantities 
For the operation of the reference PTPP various physical quantities, such as temperature 
and volume flow of the HTF, are measured. Furthermore, for the alignment of the col-
lector the SCA angle is measured. The following table shows the measurands with its 
measuring sites in the solar field of the reference PTPP. 
Table 2.1: Overview of solar field measurands of reference PTPP. 
Measurand Measuring site 
Temperature of HTF • Inlet and outlet of subfields 
• Outlets of loops 
• Middle of collectors 
Volume flow of HTF • Inlet of subfields 
• Inlet of solar field 
SCA angle of collector • Drive pylon in the middle of the collector 
Furthermore, the reference power plant has several weather stations, which are placed 
at each corner and one in the center of the solar field. They measure environmental con-
ditions like global, direct and diffuse solar irradiance, temperature, wind speed, wind di-
rection, ambient pressure and atmospheric humidity. The direct solar irradiance is also 
called direct normal irradiance (DNI). 
The measurands at a certain measuring site are referred to as features in this research. 
2.5. Operational strategies 
Operational strategies are aiming to maximize the absorption of energy without over-
loading components of the power plant. This is achieved by the control of loop outlet 
temperature and focusing factor as well as a strategy of defocusing that is explained in 
the following sections. 
2.5.1. Control of focusing factor 
To maximize the absorption of energy a full focusing is required. Therefore, the focusing 
factor of the collectors is controlled. The manipulated variable is the SCA angle. The 
focusing factor depends on the deviation of SCA angle from the calculated or measured 
track angle. 
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The power block can only receive the amount of heat from the solar field that the steam 
turbine and the energy storage system allow. If the power block is overloaded collectors 
are defocused. 
2.5.2. Control of loop outlet temperature 
To maximize the thermal efficiency of the power block, it is aimed to keep the tempera-
ture of the HTF as high as possible. However, the temperature should be below its critical 
temperature to prevent damage of the HTF. Therefore, the loop outlet temperature is 
controlled and its set point is slightly smaller than the critical temperature. It is con-
trolled by the mass or volume flow of the subfield (control variable). With a higher mass 
flow, the HTF reaches a lower temperature but the absorbed heat is the same.  
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3. Techniques of artificial intelligence 
The anomaly detection is done with the help of artificial intelligence. In this section sev-
eral techniques, architectures and algorithms are explained to understand the evolved 
and the implemented approach of this thesis.  
3.1. Introduction to anomaly detection 
Anomaly detection is a part of the field of outlier analysis. The outlier detection problem 
has an unsupervised nature because it is much effort to define a ground truth due to the 
variation of outliers. That is why outlier detection models often use unsupervised or 
semi-supervised learning methods. [8] 
3.1.1. Types of outliers 
In [8] outlier detection differs between weak outliers referred as noise and strong outli-
ers referred as anomalies.  
Furthermore, outliers are classified into three types: point, contextual and collective out-
liers (see Figure 3.1). A data instance is termed as point outlier if it is anomalous with 
respect to the rest of the data. A data instance is termed as contextual outliers if it is 
anomalous in a specific context but not otherwise. A collection of related data instances 
is termed as collective outlier if the shape of the collection is anomalous [9].  
 
Figure 3.1: Examples for a point, a contextual and a collective outlier. [10] 
3.1.2. Basic outlier detection models 
There are several approaches to detect outliers. In [8] outlier detection models are clas-
sified into five groups: 
• Extreme value analysis 
• Linear models 
• Probabilistic and statistical models 
• Proximity-based models 
• Information-theoretic models 
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The common technique of all outlier detection models is to create a model of the normal 
pattern in the data. Outliers or anomalies are reported as points that do not conform to 
the normal profile. For high-dimensional data it is easier to find outliers in a projected 
subspace instead of in the original feature space. The output of an outlier detection 
model can be an outlier score or a binary label. [8] 
In this research a proximity-based model is used. The idea of proximity-based methods 
is to isolate outliers from the rest of the data on the basis of similarity or distance func-
tions. Principal approaches of this kind are cluster analysis, density-based analysis and 
nearest neighborhood [8].  
3.2. Neural network architectures   
This section introduces the basic functionality of convolutional neural networks, recur-
rent neural networks and autoencoders. 
3.2.1. Convolutional neural networks 
Convolutional neural networks (CNNs) are widely used in computer vision for image 
recognition and object detection.  
In the architecture of CNN, each network layer is 3-dimensional. It has a spatial extent 
and a depth with a certain number of features. The spatial extent of one feature is called 
feature map and can represent hidden features of an image. When the input is an image 
than the spatial extent corresponds to the height and width of the image and the depth 
(features) to the color channels like RGB. The input data not necessarily needs to be an 
image, it can be any 3-dimensional matrix. In CNNs two types of layers are present, which 
are convolution and subsampling layers. [11] 
For convolution layers (see Figure 3.2), a convolution operation is defined. It is defined 
by a certain number of filters that corresponds to the number of features in the current 
layer. Each filter has weights and is 3-dimensional. All filters of one layer have the same 
dimensions. Their depth is equal to the previous layer, their spatial extent (also called 
kernel size) can be determined freely. In forward propagation each filter runs over every 
spatial position of the previous layer and builds the dot product of the filter and the 
matrix of current position. The results are the values of the corresponding outcoming 
feature map after applying an activation function like ReLU. [11] 
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Figure 3.2: Schematic representation of convolution layer. [12] 
Subsampling layers reduce the spatial extend to prevent overfitting. They also reduce 
the number of computing operations.  
Depending on the application fully-connected layers are needed to map a 3-dimensional 
layer of the CNN to a 1-dimensional layer. In image classification applications at least 
one fully-connected layer is at the end to represent the classes. [11] 
Figure 3.3 shows an exemplary CNN architecture for image classification. Like most CNN 
architectures it has various convolutional, subsampling and fully-connected layers. 
 
Figure 3.3: Exemplary architecture of a CNN. [13] 
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3.2.2. Recurrent neural networks 
Recurrent neural networks (RNNs) are designed to process sequential data like text sen-
tences, time series or videos. The sequences 𝑥𝑡 are successively given to the RNN. One 
sequence is for example a word of a sentence, a segment of a time series or a frame of a 
video. [11] 
With a function 𝑓 the input sequence is converted into a hidden state ℎ𝑡 . Thereby the 
function also considers the previous hidden state ℎ𝑡−1. The current hidden state can 
therefore be represented by: 
ℎ𝑡 = 𝑓(ℎ𝑡−1, 𝑥𝑡) (3.1) 
Because the function depends on the previous hidden state the order of the sequences 
is significant. From the current hidden state, an output 𝑜𝑡 can be calculated with a second 
function 𝑔. It learns to predict the output for the current hidden state: 
𝑜𝑡 = 𝑔(ℎ𝑡) (3.2) 
It is not necessary to have an output after each timestamp. This depends on the use 
case. [11] 
The following figure shows the folded and unfolded representation of an RNN. The un-
folded representation shows the sequence of the timestamps.  
 
Figure 3.4: Representation of RNN in folded (left) and unfolded form (right). [14] 
The same functions 𝑓 and 𝑔 are used for each timestamp of the RNN. They are defined 
by the neural network in advance. A special version of an RNN is the long-short term 
memory network (LSTM) (see [11]). 
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3.2.3. Autoencoder 
The basic principle of an autoencoder is to compress the input data and subsequently 
reconstruct it so that input and output data are the same. The compression is done by 
an encoder, and the reconstruction by a decoder. [11] 
It is common that the autoencoder has a symmetric architecture. The number of units in 
the middle layer is typically fewer than the input or output layer. It is called the bottle-
neck and holds a reduced representation of the input data. The decoder tries to recon-
struct the input data from the reduced representation. The reconstruction is inherently 
lossy. With a loss function the output is forced to be as similar as possible to the input. 
The loss function uses for example the sum-of-squared differences between input and 
output. [11] 
 
Figure 3.5: Exemplary architecture (left) and general schematic (right) of autoen-
coder.  [11] 
Many applications do not even use the output data, but rather the compressed repre-
sentation of the input data or the loss between input and output. Nevertheless, the out-
put is needed to train the network. [11] 
3.3. Clustering 
This section introduces the clustering technique and describes the used DBSCAN algo-
rithm in detail. 
3.3.1. Introduction 
Clustering is an unsupervised machine learning technique. It is the process of grouping 
similar objects together. Clustering algorithms can be categorized in different types de-
pending on characteristics like the structure of the output clusters, input data, or clus-
tering measures. [15] 
Techniques of artificial intelligence  -  18 
 
For the structure of output clusters there are two different categories of clustering: par-
titional clustering and hierarchical clustering. In partitional clustering or flat clustering 
algorithms the objects are partitioned in unique and separated clusters. Hierarchical 
clustering algorithms create a nested tree of clusters. The tree is often visualized in a 
dendrogram. [15] 
 
Figure 3.6: Principle visualization of partitional and hierarchical clustering. 
For the type of input data there are two other categories of clustering: similarity-based 
clustering and feature-based clustering. In similarity-based clustering algorithms the in-
put is a dissimilarity or distance matrix. In feature-based clustering algorithms the input 
is a feature or design matrix. [15] 
For different types of clustering measures there are further categories of clustering: e.g. 
distance-based, density-based, grid-based or spectral clustering algorithms. A very com-
mon algorithm is the density-based clustering. It clusters dense areas which are sepa-
rated from each other by sparse areas in the data space. It is a non-parametric algorithm 
that makes no assumption about the number of clusters or their distribution and allows 
arbitrary shapes of clusters. [16] 
3.3.2. DBSCAN algorithm 
Density-Based Spatial Clustering of Applications with Noise (DBSCAN), as indicated by 
its name, is a density-based clustering algorithm. Each point has a neighborhood that is 
defined by a radius 𝑟ℎ𝑜𝑜𝑑. Depending on other points within this neighborhood each point 
is classified as core, border or outlier point. [16] 
• A point is a core point if its neighborhood contains a minimum number of other 
points 𝑛𝑚𝑖𝑛 . (see red points in Figure 3.7) 
• A point is a border point if it is not a core point but has another core point in its 
neighborhood. (see yellow points in Figure 3.7) 
• A point is an outlier point if it has no core point in its neighborhood. (see blue 
point in Figure 3.7) 
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For the extend of clusters there are three types of connectedness defined: direct density-
reachable, density-reachable and density-connected. [16] 
• A point q is direct density-reachable from point p if point q is within the neigh-
borhood of point p. 
• A point q is density-reachable from point p if there is a path of points where each 
intermediate point is direct density-reachable from its previous point. This im-
plies that all points on the path are core points including point p. 
• Two points p and q are density-connected if there is a third point o from which 
both points are density-reachable. 
 
Figure 3.7: DBSCAN: type of points. [17] 
A cluster is then a set of density-connected points. Each cluster has at least one core 
point. Outlier points do not belong to any cluster. 
The clustering results depend on the two hyperparameters radius 𝑟ℎ𝑜𝑜𝑑 and the mini-
mum point number 𝑛𝑚𝑖𝑛 . 
3.4. Principle Component Analysis 
The Principle Component Analysis (PCA) is a method that is often used to reduce the 
dimensionality of high-dimensional data. It reduces the number of features, while keep-
ing most of the information from the original data. 
The idea of this method is to find new features, denoted as principal components (PCs), 
which do not correlate with each other. Because when features highly correlate, they 
contain redundant information. In order to identify the correlations, the covariance ma-
trix is computed. [18] 
The PCs are constructed in such a manner that the first PC accounts for the maximal 
possible variance of the data. For example, if there is a two-dimensional data (see Figure 
3.8) the first PC would be the blue line because the projection of the data points onto 
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that line would be the most spread out. Hence, the larger the variance carried by a line, 
the more the information it has. [18] 
 
Figure 3.8: Example for principal component 
The PCs are found with the help of the eigenvectors and the eigenvalues of the covari-
ance matrix. The eigenvectors point in the directions where there is the highest variance. 
The respective eigenvalues simply give the amount of variance carried in each PC. Thus, 
the PCs can be ordered by the carrying amount of information. The first PC always car-
ries the most information of the data. [18] 
The dimensionality of data is reduced by calculating its PCs and keeping a smaller num-
ber of PCs as the number of features of the original data.  
The PCA is sensitive to the variance of the features, that is why the input data needs to 
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4. Domain-specific anomalies 
In PTPPs anomalies can appear in the solar field, energy storage system or power block. 
This research only focuses on anomalies or failures that occur in the solar field. These 
include failures that disrupt the solar field process which starts with the absorption of 
the solar irradiation and ends with the heated and returned HTF to the power block. 
The following introduces the reasons and effects of the most relevant failures of the 
solar field. After this, a tabular overview of the introduced and further failures is given. 
4.1. Failures and their effects 
An internal failure mode effects analysis (FMEA) [19] about the most common failures 
is the basis for the mentioned failures and their effects. The FMEA results in a risk pri-
ority number which is the multiplication of the severity of the consequences (severity 
number), frequency of occurrence (probability number), and ease of detectability (de-
tection number). Each criterion has a number between zero and ten, where ten is the 
worst case. Therefore, the highest risk priority number is 1000. This section presents 
some failures with a risk priority number greater than 60. 
4.1.1. Soiling of mirror 
Over time dirt builds up on the mirrors. The dirt comes from dust which is blown up in 
the air. It sticks to the mirrors with the wind or falls down with the rain.  
The degree of soiling depends on the weather and the location of the mirrors. The soiling 
is particularly high on hot and dry days as well as on mirrors near the cooling tower or 
roads. For example at the power plant in Kramer Junction the reflectance decreases on 
average by 0.45 % daily [20]. 
A soiled mirror has a lower reflectance. Therefore, the receiver absorbs less solar irradi-
ation. Studies from [20] show that a decrease of reflectance of 1 % results in a 1.2 % 
lower efficiency. 
An effective measure against soiling is cleaning the mirrors which is done regularly. For 
that the collector is manually rotated to the side so that a machine with an arm of water 
nozzles can pass by. Because of the big size of the solar field it needs to be cleaned 
almost continuously (e.g. every three days) to keep a certain degree of reflectance. 
4.1.2. Vacuum loss of cladding tube 
A vacuum loss is caused by a saturated getter that cannot bind more foreign molecules 
or a destroyed cladding tube, so that air enters into it. This leads to a higher heat loss. 
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4.1.3. Damage of heat insulation 
A damage of heat insulation or its material is due to penetration of another fluid or 
destruction of its structure. A structure damage can be caused by installation faults or 
the frequent expansion of the pipe. A soaking of fluid can be caused by a leakage of the 
pipe or environmental water like rain. It leads to a higher thermal conductivity and thus 
to heat loss. The damage can appear suddenly but it can also be a creeping process. 
4.1.4. Leakage of pipe 
A leakage of pipe can be caused by installation work, material expansion as well as a leaky 
weld seam, seal or valve. It results in loss of HTF that leads to a heat and pressure loss. 
Moreover, it has a negative environmental impact. The failure often causes other failures 
like damage of heat insulation or vacuum loss as well. 
4.1.5. Blockage of ball joint 
Abrasion, dirt or incorrect installation, e.g. screws tightened too much, can cause a hardly 
movable or even blocked ball joint. If this happens the collectors end will heavily move 
with the rotation of the collector’s actuator that is placed in the middle. This deforms 
the collector or mirror and the sun light is not properly focused on the receiver. It leads 
to a lower absorption of solar irradiation.  
4.1.6. Deformation of collector 
A deformation of the collector construction can be caused by a blockage of a ball joint, 
forces due to wind or manufacturing defects. With the deformation the sun light is not 
properly focused on the receiver which leads to lower absorption of solar irradiation. 
4.1.7. Incorrect tracking of collector 
Reasons for a bad tracking can be for example a defect of a component of the tracking 
system like angle sensor, motor, etc. Another reason can be a bad adjustment of the 
controller. It results in a lower absorption of solar irradiation. 
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4.2. Overview of failures 
The following table shows an overview of the already described and also further failures. 
The table states possible reasons and negative effects of the failures. Possible reasons 
like production and installation faults as well as the negative effects like component 
damages are not mentioned. 
Table 4.1: Overview of relevant failures with possible reasons and their negative 
effects. *Described in detail in section 4.1. 
Failure Possible reasons Negative effects 
Break of mirror Strong wind Less solar irradiation 
Soiling of mirror * Deposit of dust Less solar irradiation 
Vacuum loss * Air penetration, 
Getter saturation 
Heat loss 




Damage of heat  
insulation * 
Fluid penetration,  
Structure destruction 
Heat loss 
Leakage of pipe * Frequent material expansion,  






Blockage of ball joint * Attrition, 
Dirt deposit 
Less solar irradiation 
Deformation of collector * Strong wind, 
Blockage of a ball joint 
Less solar irradiation 
Misplacement of receiver Strong wind,  
Gravity 
Less solar irradiation 
Incorrect tracking  
of collector * 
Defect component of  
tracking system, 
Bad control of focusing  
factor 
Less solar irradiation 
Soiling of cladding tube Deposit of dust Less solar irradiation 




Less solar irradiation 
Degradation of selective 
coating 
Air Less solar irradiation 
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5. Data identification and preparation 
In this chapter the identification, organization and preprocessing of the data is described. 
The data identification addresses the type, instances and resolution of the data. The data 
organization elucidates the structuring of data and provision of data instances. The data 
preprocessing includes the interpolation and extraction of features. 
The data preprocessing and methods are implemented in python. Used libraries are 
listed in appendix B. 
5.1. Data identification 
Every measurement of the PTPP has a spatial and temporal information, hence it is re-
ferred to as spatio-temporal data. The physical quantities are recorded at a certain time 
and location.  
5.1.1. Data types and instances 
The survey of [21] differs between four types of spatio-temporal data: spatio-temporal 
events, trajectories, spatio-temporal point reference, and spatio-temporal raster. The 
measuring data of the PTPP is categorized into spatio-temporal raster data. In raster 
data, measurements of a continuous or discrete spatio-temporal field are recorded at 
fixed locations in space and at fixed points in time. Hereby, it does not matter if the 
distribution of the locations and the time points are regular or irregular.  
 
Figure 5.1: Spatio-temporal raster data with fixed locations and time points. 
From raster data three types of data instances can be built: time series, spatial map, and 
spatio-temporal tensors. Each type treats objects and features differently. In this re-
search the two data instance types time series and spatial map are considered. For a 
time series instance, the fixed locations are treated as objects and features are defined 
by measurements over time or as time series (e.g. see Figure 5.2 on the left). For a spatial 
map instance, fixed time points or periods are treated as objects and features are defined 
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by spatial maps that carry the measurements collected from all spatial locations (e.g. see 
Figure 5.2 on the right). If a spatial map does not represent a time point, but a period, 
the values over time are summarized to a single value for example by building the mean. 
A spatial map should not be considered as image.  
Both data instance types can be multi-dimensional. Therefore, a spatial map is a 3-di-
mensional matrix, with spatial distribution of the values and different features in the 
depth. A time series is a 2-dimensional matrix, with the timestamps along the first axis 
and the different features along the second axis.  
 
Figure 5.2: Data instances: time series and spatial map. 
5.1.2. Spatial and temporal resolution 
The data of time series as well as the data of spatial maps has a spatial and temporal 
resolution. Often the resolution is reduced to decrease the amount of data or to filter 
out effects of high frequency. 
The temporal space of the data is discrete, because measurements are recorded at a 
certain time point. With interpolation the discrete temporal space becomes semi-con-
tinuous. This means the frequency can be chosen freely but with respect to loss of infor-
mation. 
The spatial space for the data is discreetly defined by the observed sections of the PTPP. 
It is differed between three different spatial resolutions: subfield, loop and collector.  
5.2. Data organization 
In the following sections, the structuring of the data as well as the provision of data 
instances are described. 
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5.2.1. Structuring of data 
The data recordings are restructured so that it can be accessed more easily for further 
usage. Python classes are implemented for each type of section or measuring location of 
the solar field. The following table shows which features the different classes are saving. 
Table 5.1: Accessible features of the implemented python classes. 
Class Features 
Loop Inlet temperature 
Outlet temperature 
Collector SCA temperature 
SCA angle 
Subfield Volume flow 
Inlet temperature 
Outlet temperature 
PTPP Incident angle 
Track angle 
Weather station DNI 1 
DNI 2 
The data of a solar field is structured as follows: The PTPP object contains all subfield 
and weather station objects. The subfield objects contain their loop objects and the loop 
objects contain their collector objects. The following diagram illustrates the structure of 
the objects. In general, one PTPP object and its subobjects contain the data of maximal 
one day.  
 
Figure 5.3: Structure of the python objects that save the features. 
This structure allows an easy access of the data. For example, with the following line of 
python code the SCA angle of the loop 8 in subfield 2 at a certain date can be accessed: 
ptpp.subfield[2].loop[8].get(‘sca_angle’) 
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5.2.2. Provision of data instances 
The previous described data structure is used to provide instances of the data. The 
needed instance type depends on the applied approach of anomaly detection. All in-
stances that are observed for the implemented anomaly detection are pooled in one da-
taset. All samples in one dataset have the same spatial and temporal resolution.  
5.3. Data preprocessing 
The measuring data from the reference PTPP are provided as Microsoft Access data-
bases (MDB). Each database saves the data of one day’s period. The anomaly detection 
is done with python. To access the data for processing in an efficient and fast way it is 
read in with python and saved in the python specific pickle format. Features (e.g. tem-
peratures, DNIs) which are relevant for the later implemented approach, are selected 
and subjected to a further data preparation. This includes interpolation and feature en-
gineering.  
5.3.1. Interpolation 
The timestamps of the measured signals are not synchronized and therefore slightly dif-
ferent. For example, the SCA angle of collector 3 in loop 1 of subfield 1 is measured at 
different timestamps than the SCA angle of the collector 4 of the same loop (see Figure 
5.4). To get a better comparability between the different signals, their timestamps are 
synchronized by linear interpolation (see Figure 5.5). 
 
Figure 5.4: Measuring at different timestamps. 
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Figure 5.5: Synchronized timestamps (green dotted lines) for interpolated data. 
For the interpolation of the features their measuring frequency or period is important. 
The features at loop level or lower level have an unregular recording period. The record-
ing is on demand, but at least every 10 s. The features at subfield level and higher level 
as well as in the weather stations are recorded every second, but sometimes a record is 
missing. The period for interpolation is set to 10 s or 1 s depending on the feature (see 
Table 5.2).  






10 s (or less) 10 s Loop inlet temperature, 
Loop outlet temperature, 
SCA temperature, 
SCA angle 
1s 1 s Volume flow, 
DNI 
The time series have a maximal duration of one day. The timestamps are within a half-
open interval that lasts from 0:00 am to 0:00 am of the next day. Often the recording 
does not start at 0:00 am. Therefore, a linear extrapolation is implemented that esti-
mates the missing records between 0:00 am and the first record. The extrapolation is 
only done for short time ranges at midnight. 
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5.3.2. Feature Engineering 
Other features are extracted from the data by using domain knowledge to improve the 
performance of AI algorithms. The following features are extracted: 
• DNI of loop 
• SCA angle deviation of loop 
• Volume flow of loop 
• Mass flow of loop 
How this is done is described in the following sections. 
Extracting DNI 
Each weather station measures two DNI values. At first, it is calculated the mean of these 
two values. In the next step, it is done a spatial interpolation of the DNI values. Thus, for 
each loop a DNI value is calculated from the DNI values of the weather stations. For this 
calculation the DNI values of the three nearest weather stations are taken like it is done 
in  [22]. 
Each mean DNI value of the weather stations 𝐺𝑖 is weighted with 𝑤𝑖 . The DNI value at 
e.g. the collector or loop position 𝐺𝑝𝑜𝑠 is the sum of the weighted DNI values of the 
weather stations. 




Each weight depends on the distance 𝑑𝑗 between the position of the collector or loop 
(respective center) and the respective weather station (see Figure 5.6). 








𝑑𝑗  ∙  ∑ 1 𝑑𝑖⁄
3
𝑖=1
  (5.2) 




= 1 (5.3) 
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Figure 5.6: Left: Principle of spatial interpolated DNI. Right: Resulting spatial map of 
loops showing the daily mean of DNI. 
Extracting SCA angle deviation 
The SCA angle deviation is extracted to reduce the number of features. The SCA angle 
deviation of a collector 𝜑𝑠𝑐𝑎 𝑑𝑒𝑣, 𝑐𝑜𝑙 is the absolute difference between its SCA angle 𝜑𝑠𝑐𝑎 
and the track angle 𝜑𝑡𝑟𝑎𝑐𝑘.  
𝜑𝑠𝑐𝑎 𝑑𝑒𝑣, 𝑐𝑜𝑙 =  |𝜑𝑠𝑐𝑎 − 𝜑𝑡𝑟𝑎𝑐𝑘| (5.4) 
The SCA angle deviation of a loop 𝜑𝑠𝑐𝑎 𝑑𝑒𝑣, 𝑙𝑜𝑜𝑝 is the mean of the corresponding collec-
tors SCA angle deviations. 
𝜑𝑠𝑐𝑎 𝑑𝑒𝑣, 𝑙𝑜𝑜𝑝 =  
1
𝑛




whereby 𝑛 is the number of collectors in the loop. 
It is taken the absolute value for the SCA angle deviation to avoid that the deviations 
eliminate each other. Here an example: The first collector has a deviation of −3° and the 
second collector has a deviation of 3°. Every other collector has a deviation of 0°. By 
simply building the mean of all deviations it would result in a mean deviation of 0°. This 
is not acceptable because two collectors of the loop are not fully focused. By taking the 
mean of the absolute deviations it results in a mean deviation of 1.5°. 
Extracting mass flow & volume flow 
The volume flow of a loop is not measured, but can be approximated from the volume 
flow of the subfield. The volume flow of a loop is the volume flow of the solar field ?̇?𝑠𝑢𝑏 
divided by its number of loops 𝑛. 
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This calculation assumes the ideal flow distribution so that every loop of a subfield has 
the same volume flow. In practice the flow is not evenly distributed due to pressure 
losses in the pipes as well as inaccuracies in the manufacturing process of the pipes and 
loop inlet valves.  
The mass flow at the inlet of the subfield ?̇?𝑠𝑢𝑏 is calculated with the volume flow ?̇?𝑠𝑢𝑏 
and the density of the HTF 𝜌𝐻𝑇𝐹 . The density depends on the HTF inlet temperature of 
the subfield 𝑇𝑖𝑛, 𝑠𝑢𝑏, where the Volume flow ?̇?𝑠𝑢𝑏 is measured. 
?̇?𝑠𝑢𝑏 =  ?̇?𝑠𝑢𝑏  ∙  𝜌𝐻𝑇𝐹 (𝑇𝑖𝑛, 𝑠𝑢𝑏) (5.7) 
The temperature dependent density is obtained from an interpolated lookup table. 
The mass flow of the loops is calculated in analogy to the calculation of the loop volume 
flow from the subfield volume flow (see equation (5.6)). 
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6. Evolved approaches of anomaly detection 
This chapter introduces the evolved approaches for the anomaly detection problem of 
PTPPs. Four promising approaches are evolved:  
• Efficiency model 
• Clustering of time series 
• Autoencoder 
• Recurrent-Autoencoder 
The data does not provide a ground truth of the occurrence of an anomaly in the data. 
Therefore, the evolved approaches include models with unsupervised and semi-super-
vised learning methods. 
The approaches should be capable of detecting point, contextual and collective outliers 
(see 3.1.1). The basic ideas of the approaches are explained in the following sections. 
6.1. Approach: Efficiency model 
Most of the failures of a PTPP end up in less absorption of solar irradiation or increased 
heat loss. Both affects the efficiency of the component or section. 
The idea of this approach is to create a model for the calculation of the momentary ther-
mal efficiency. Afterwards an anomaly detection method is applied on the time series of 
the momentary efficiency. 
The inputs of the efficiency model are the features, which are relevant for the calculation 
of the thermal efficiency of the observed section (e.g. subfields, loops or collectors). The 
outputs of the anomaly detection model are the anomalous time periods of the observed 
section. The knowledge about the observed section give the spatial information for a 
detected anomaly.  
 
Figure 6.1: Schematic efficiency model approach. 
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The disadvantage of this approach is that it needs knowhow about the physical pro-
cesses as well as parameters of the observed PTPP.  
However, the resulting momentary efficiency is intuitive and easy to understand. The 
data is reduced to a univariate time series that enables a less complex anomaly detection 
model. The anomaly detection could be done with a simple extreme value analysis. 
An approach for the efficiency model which has been developed by this research is de-
scribed in the appendix 0. 
6.2. Approach: Clustering of time series 
The idea of this approach is to divide time series into elementary segments that are 
further classified by a clustering algorithm. The input of the segmentation is a multivar-
iant time series with certain features of a certain section.  
The resulting time series segments are transferred into a feature space, where the clus-
tering takes place. Depending on the clustering, the time series segments are referred 
as normal or anomalous. Segments or its corresponding points in the feature space can 
be taken as anomalous if one of the following conditions is true: 
• It does not belong to any cluster 
• It is in an anomalous cluster 
• It is far away from its cluster centroid 
 
 
Figure 6.2: Schematic clustering of time series approach. 
The location of an anomalous time series segment and therefore of an anomaly is known 
from the linked section (e.g. collector or loop) of the input time series. This is done under 
the assumption that the data reacts anomalous where the reason of the anomaly take 
place. The point of time of the anomaly is known from the start and end point of the 
anomalous time series segment. 
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6.3. Approach: Autoencoder 
The idea of this approach is to run the data through an autoencoder. The autoencoder 
encodes and decodes the data (see functionality of autoencoder in section 3.2.3). After 
running the data through the autoencoder the input and output of the autoencoder are 
compared to calculate a dissimilarity map. From the dissimilarity map anomalous areas 
are derived. 
The autoencoder is trained with all the data: anomalous and normal data. By nature, the 
normal data is dominant because anomalous data is very rare. Therefore, it is assumed 
that the reconstruction of normal input data is good and that of anomalous data is bad. 
For this approach there are two variants that differ in the type of data input. The input 
can be a spatial map or a time series as described in 5.1.1.  
The approach is further explained on the variant with spatial map as input as shown in 
Figure 6.3. The input data (spatial map) is encoded by an CNN and decoded by another 
CNN (see detailed description of CNN in section 3.2.1). The output is the reconstruction 
of the input data. From the output and input a dissimilarity map is built. The dissimilarity 
map has the same spatial extent as the input data but is only one-dimensional. The spa-
tial areas that are anomalous in the spatial context result in a high value in the same 
area of the dissimilarity map. The dissimilarity values are considered as anomaly scores. 
If an anomaly score of a certain area is above a specified threshold the area is referred 
to as anomalous. The areas are linked to a certain location in the solar field.  
 
Figure 6.3: Schematic autoencoder approach with spatial map as input. 
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The second variant, with time series as input, works in the same way, but instead of a 
CNN for the encoding and decoding another artificial neural network is used. In this var-
iant, the dissimilarity map is a univariate time series. The anomalous areas in the dissim-
ilarity time series are linked to the time points of the input data. 
Both variants can also work in cooperation. The spatial map variant considers the spatial 
dependence of the data, whereas the time series variant considers the temporal depend-
ence. The resulting anomalies of both variants are validated with each other and possibly 
joined. 
6.4. Approach: Recurrent-Autoencoder 
This approach improves the previous described autoencoder approach (only spatial map 
variant). The idea is to implement the autoencoder within an RNN (see detailed descrip-
tion of RNN in section 3.2.2). The carried hidden state could improve the encoding and 
decoding of the autoencoder. That could lead to a better result for the autoencoder out-
put and therefore to more precise dissimilarity maps.  
 
Figure 6.4: Schematic recurrent autoencoder approach. 
The model considers the spatial map of the current time point as well as the extracted 
hidden state of the spatial maps of the previous time points. That means it considers the 
spatial and temporal information of the data in one model. The other approaches only 
consider one of these two information and ignore the other one.  
Anomaly detection with clustering of time series  -  36 
 
7. Anomaly detection with clustering of time series 
The anomaly detection is implemented with the clustering of time series approach as 
described in section 6.2. 
In comparison to the other evolved approaches it has some advantages. The model does 
not need knowledge about the physical processes or parameters of the observed PTPP 
as it is required in the efficiency model approach. Furthermore, it uses well known ma-
chine learning methods that often need less computational power than the autoencoder 
and recurrent-autoencoder approach, which uses methods of deep learning. 
Beside these advantages, the clustering of the time series could be used for other pur-
poses and not only for anomaly detection. The clustering could also be used to identify 
certain operational behaviors or states of the PTPP. Possible clusters could be the pas-
sage of clouds, the ramp-up or ramp-down of the PTPP, the cleaning of mirrors or the 
normal operation. 
This chapter describes how the clustering of time series approach is implemented and 
shows the result of the implemented model. For the visualization of solar field data and 
results of applied methods of this approach a GUI is implemented as described in appen-
dix B. 
7.1. Input samples and dataset 
This section describes which data is considered for building the anomaly detection 
model. It points out the used features within the input samples and the scope of the 
dataset. 
7.1.1. Definition of input samples 
The inputs for this model are multivariate time series that correspond to a certain ob-
served section of the solar field. The sections are specified as loops to make a compro-
mise between a fine spatial resolution and a low amount of data to process. If the sec-
tions are specified as subfields, the spatial resolution is too rough to identify the location 
of a detected anomaly. If the sections are specified as collectors, the amount of data, 
which needs to be processed, would be a lot higher. 
The temporal resolution is set to the approximate measuring frequency of the measured 
loop features. 
In short, the resolution of the subsequent approach is set to the following: 
• Spatial resolution: Loop 
• Temporal resolution: Period of 10 𝑠 
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One sample is a multivariate time series. The maximal duration of one sample is set to 
one day. By doing this the daily and yearly seasonality is not considered. But the season-
ality is rated as less important, because for normal behavior it is only important that the 
solar field data fits to the current conditions. 
The features of the time series correspond respectively to the observed loop. The fol-
lowing features are considered: 
• Estimated inlet temperature of loop 
• Outlet temperature of loop 
• Estimated mass flow of loop 
• Mean SCA angle deviation of loop 
• Spatially interpolated DNI of loop 
The outlet temperature is directly measured. The features volume flow, SCA angle devi-
ation, and DNI are extracted as described in section 5.3.2. The loop inlet temperature is 
estimated from the subfield inlet temperature and is provided in the PTPP data. The 
estimation considers the volume flow and therefore the time delay between inlet of sub-
field and inlet of respective loop. 
7.1.2. Dataset 
In total, three years of measurement data from the PTPP operation company is provided. 
The data has no gap in time. Due to computational power the entire data cannot be used. 
Therefore, 24 days are selected from the entire data. The days are sampled from the 
whole year 2015. They are randomly picked under the condition that there are on aver-
age two days per month. Over the 24 days there is a random variation of weekdays as 
well as weather conditions like cloudy, sunny, hot and cold days. 
The total number of samples is determined by the number of loops of the PTPP and the 
number of days. With 152 loops of the reference PTPP and 24 days there are in total 
3648 samples. 
7.2. Distribution analysis and trimming 
The distribution of the underlying data is analyzed by the histogram of each feature as 
shown in Figure 7.1. The entire dataset of 24 days is considered for this analysis. 
Most of the features show two main value ranges: One at night times, and another one 
at daytime. The inlet temperature at daytime is between 250°𝐶 and 300°𝐶. At night it 
cools down to 100°𝐶 - 250°𝐶. The outlet temperature at daytime is controlled to around 
395°𝐶, if feasible. At night the HTF also cools down to 100°𝐶 - 250°𝐶. The mass flow 
at daytime is between 2.5 𝑘𝑔 𝑠⁄  and 7.5 𝑘𝑔 𝑠⁄  in normal operational mode. In the 
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morning and evening hours the PTPP is in partial operational mode and has a mass flow 
of around 1.2 𝑘𝑔 𝑠⁄ . At night the mass flow is nearly zero. The SCA angle deviation only 
takes positive values because it takes the absolute value of the difference between the 
SCA angle and the track angle as described in 5.3.2. At night hours the SCA angle devi-
ation is artificially set to 0°. At daytime the SCA angle deviation approaches zero when 
the focusing factor is controlled as described in 2.5.1. The SCA angle deviation is higher 
if the SCAs are defocused. This occurs due to a cleaning of mirrors, overheating of the 
loop outlet, or overload of the power block. The DNI is around 0 𝑊 𝑚2⁄  at night or when 
clouds are passing by. At clear sky it reaches values at around 900 𝑊 𝑚2⁄  and at noon 
up to 1100 𝑊 𝑚2⁄ . 
 
Figure 7.1: Histograms of features considering full time series. 
To avoid two peaks in the histogram (one at night, and another at daytime) the time 
series are trimmed. The periods during the night and the morning and evening hours are 
ignored for the further anomaly detection. The actual operation of the PTPP is at day-
time when the sun shines. The values at night time are irrelevant and can be neglected. 
To identify the solar field’s start and end times the track angle is chosen as auxiliary. In 
theory the track angle is −90° when the sun rises and 90° when the sun goes down. 
However, the start point is set to the time when the track angle is 𝜑𝑡𝑟𝑎𝑐𝑘 =  −70°, so 
that the PTPP have already been ramped-up. The end point is set to the time when the 
track angle is 𝜑𝑡𝑟𝑎𝑐𝑘 =  80°. With this setting the inlet and outlet temperature, mass 
flow and DNI are in the most cases already higher as in the night. At the end point the 
values are still at a day-operation level before they decrease in the evening hours. In the 
example which is shown in Figure 7.2 the night hours are between 0:00 am and 7:30 am 
Anomaly detection with clustering of time series  -  39 
 
as well as 21:00 pm and 24:00 pm. The ramp-up of the PTPP is between 7:30 am and 
9:10 am. The ramp-down is between 18:15 pm and 21:00 pm. The normal operation is 
between 9:10 am and 18:15 am. 
 
Figure 7.2: Example for trimmed time series with 𝜑𝑡𝑟𝑎𝑐𝑘 =  −70° as starting point and 
𝜑𝑡𝑟𝑎𝑐𝑘 =  80° as end point. 
The trimmed time series changes the distribution of the observed data compared to the 
distribution of the full or non-trimmed time series. The frequency of values during the 
ramp-up and ramp-down in the morning and evening hours are reduced (see Figure 7.3). 
This enables a better scaling of the features with z-score standardization in further 
methods. 
 
Figure 7.3: Histograms of features considering trimmed time series.  
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7.3. Time series segmentation 
The segmentation splits the time series of long duration in smaller homogeneous pieces, 
called segments. The data in each segment can be described accurately by a simple 
model. It reduces the complexity of the representation of the original data. [23] 
The segments are later clustered by a clustering algorithm. This has the advantage that 
the time series is not clustered as whole piece. All the segments of the time series can 
be assigned to different clusters. Clustering small time ranges of a time series allows a 
more detailed clustering.  
It is important that on the one hand the duration of segments is not too short. A small 
segmentation leads to more segments, which need to be processed by the clustering 
algorithm. This might end in a very long runtime of the clustering. 
One the other hand the duration of segments should not be too long. In too long seg-
ments a relatively short anomalous event might be overseen, because the rest of the 
data is dominant. Even if an anomalous event is not overseen, it is harder to make an 
estimation of the exact time point of the anomalous event. 
To find a well fitted segmentation three methods are validated: 
• PCA-based segmentation 
• Window-sliding segmentation 
• Periodic segmentation 
7.3.1. PCA-based segmentation 
The segmentation method as described in [24], is denoted as PCA-based segmentation 
in this research. It is a bottom-up approach and works for multivariate time series. Bot-
tom-up algorithms promise in most cases significantly better results than top-down or 
sliding-window algorithms. This statement refers to the survey in [25]. 
The rough concept of the PCA-based segmentation is as follows: First, find a fine initial 
segmentation. Then reduce the dimensionality of each segment by applying a PCA. After 
that, the reconstruction error of the PCA of each segment is used as a criterion to pos-
sibly merge adjacent segments. The merged and non-merged segments build the final 
segmentation. 
The initial segmentation uses change points based on extreme values of each individual 
signal. Other change points could also be based on inflection points or saddle points. 
Nevertheless, due to many extreme values of the signals and the number of dimensions, 
the extremes provide an initial segmentation that is fine enough to start with. 
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For each dimension the minima and maxima are calculated. The time points of the min-
ima and maxima of every dimension are the breakpoints for the initial segmentation. 
The average duration of an initial segment depending on the feature is shown in Table 
7.1. The average is built over 100 non-trimmed samples out of the dataset with 24 days. 
Table 7.1: Average duration of initial segments of individual signals or features. 
Feature Average duration 
Inlet temperature 247.8 s 
Outlet temperature 451.3 s 
Mass flow 21.5 s 
SCA angle deviation 21.0 s 
DNI 30.2 s 
If every local extreme value is taken, the initial segmentation is very fine for the features 
mass flow, SCA angle deviation, and DNI as shown in Figure 7.4 In the figure the tur-
quoise lines show the time points of extreme values. The high number of extremes is due 
to the frequent and fast fluctuation of the measurands. The inlet and outlet temperature 
fluctuate relatively slow due to the thermal inertia of the fluid and the sensing element 
itself.  
 
Figure 7.4: All extreme values of example data sample. 
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The average duration of the initial segments over all dimensions is shorter than the 
shortest average duration of each individual signal. This means the duration of the initial 
segmentation would be shorter than 21.0 s in this case. Such a fine segmentation results 
in a lot of segments and could lead to runtime problems by processing the further PCA 
on each segment. The number of change points needs to be reduced. 
The trial to decrease the number of extreme values by smoothing the signals with a 
moving mean or Savitzky-Golay filter does not produce the intended results. Even with 
a high value for the window length of the Savitzky-Golay filter the average duration of 
segments does not increase significantly (see Figure 7.5). This is due to the fact that the 
smoothing does not eliminate the fluctuation of the signal. It just reduces the range of 
the fluctuation. But the signal is still fluctuating, which leads to a similar number of ex-
treme values. 
 
Figure 7.5: Average duration of segments depending on the window length of Savitzky-
Golay filter for smoothing the signal.  
Therefore, the number of change points is reduced by dropping insignificant extreme 
values. Hence, an extreme value must differ significantly from the previous extreme 
value. This means an extreme value 𝑒 must lay out of a certain range around the previous 
extreme value 𝑒𝑡−1:  
(𝑒𝑡  <  𝑒𝑡−1 −  𝑜𝑟𝑒𝑙) or (𝑒𝑡  >  𝑒𝑡−1 +  𝑜𝑟𝑒𝑙) (7.1) 
Whereby 𝑜𝑟𝑒𝑙 is a relative offset which is defined by a dropping tolerance 𝜏𝑑𝑟𝑜𝑝 on the 
maximal range 𝑅 of the respective signal. 
𝑜𝑟𝑒𝑙 = 𝑅 ∙ 𝜏𝑑𝑟𝑜𝑝 (7.2) 
The average duration of the segments is calculated for a tolerance between 0 and 0.01 
as shown in Figure 7.6. 
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Figure 7.6: Average duration of segments depending on the tolerance of dropping ex-
treme values. 
Figure 7.7 shows the initial segmentation of the same data sample as in Figure 7.4 but 
with the dropping tolerance of 𝜏𝑑𝑟𝑜𝑝 = 0.7 %. The turquoise lines show the time points 
of extreme values. The result shows less change points, but the significant extreme val-
ues remain. 
 
Figure 7.7: Remaining significant extreme values of example data sample.  
The dropping tolerance of insignificant extreme values is set to 𝜏𝑑𝑟𝑜𝑝 = 0.7 % for fur-
ther segmentations. 
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The resulting initial segmentation is the base for the merging of the segments. On each 
initial segmentation a PCA is applied. Therefore, each feature is scaled with a z-score 
standardization. For the z-score standardization the entire dataset of 24 days is consid-
ered. 
Out of the PCAs first two principal components the original data 𝑥 is reconstructed to 
the projection 𝑝. The resulting reconstruction error is used as basis for the segment 
fusion.  
A segment is defined by 𝑠𝑡(𝑎𝑡, 𝑏𝑡) where 𝑎𝑡 is the starting time point and 𝑏𝑡 the ending 
time point of the segment. The segments original data 𝑥, with 𝑁 time points, is recon-
structed to its projection 𝑝. The reconstruction error is defined as the squared distance 
between the original and projected values of the time series over all 𝐷 dimensions.  
𝑒𝑟𝑟𝑜𝑟(𝑠𝑡(𝑎𝑡, 𝑏𝑡)) =  
1
𝑁 ∙  𝐷






For a fusion of two segments it is considered the reconstruction error of the first seg-
ment 𝑒1 =  𝑒𝑟𝑟𝑜𝑟(𝑠𝑡(𝑎𝑡, 𝑏𝑡), of the second segment 𝑒2 = 𝑒𝑟𝑟𝑜𝑟 (𝑠𝑡+1(𝑎𝑡+1, 𝑏𝑡+1), and 
the fusion segment of the first and second segment  𝑒1,2 =  𝑒𝑟𝑟𝑜𝑟(𝑠𝑡,𝑡+1(𝑎𝑡, 𝑏𝑡+1). 
A fusion takes place, whenever the sum of the reconstruction errors of the individual 
segment with a fusion tolerance 𝑀 is greater than the reconstruction error of the fusion 
segment. 
𝑒1,2  <  (𝑒1 + 𝑒2)  ∙  𝑀 (7.4) 
The fusion process starts with the first pair of consecutive initial segments at the begin-
ning of the time series. If a fusion takes place, the next considered pair of segments is 
the resulting fusion segment and the next segment. If no fusion takes place, the next 
considered pair of segments is the second segment of the current pair and the next initial 
segment. The fusion process ends after the consideration of the last initial segment at 
the end of the time series.  
The hyperparameter for the PCA-based segmentation is the tolerance 𝑀 that controls 
the fusion of the initial segments. 
7.3.2. Window-sliding segmentation 
The window-sliding algorithm as described in [26] is a fast and relatively simple method 
for change point detection. It is an approximate search method, that yields towards an 
approximate solution of the change points. 
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The algorithm computes the discrepancy 𝑑 between two adjacent windows. The window 
pair slides along a signal 𝑦 of length 𝑇. For the two adjacent windows and the joined 
window there are calculated costs for a given cost function 𝑐(𝑦). The discrepancy be-
tween two windows is given by  
𝑑(𝑦𝑎,𝑡, 𝑦𝑡,𝑏) =  𝑐(𝑦𝑎,𝑏) − 𝑐(𝑦𝑎,𝑡) − 𝑐(𝑦𝑡,𝑏)     (1 ≤ 𝑎 <  𝑡 <  𝑏 ≤ 𝑇) (7.5) 
In this research the L2 cost function is used, which is defined by 




The discrepancy reaches large values, when the segments of the two windows are dis-
similar. It is calculated for each time point of the time series and results in a discrepancy 
curve (see Figure 7.8). Peaks in the discrepancy curve are identified as change 
points.  [26] 
 
Figure 7.8: Schematic view of window-sliding algorithm. [26] 
The window-sliding algorithm helps finding the breakpoints for the segmentation. 
Therefore, the time points of the signal are sorted by its discrepancy. The time points, 
considered as breakpoints, are successively added to a list of breakpoints 𝑏 beginning 
with the breakpoint with the highest discrepancy. For each iteration a reconstruction 
error is calculated by  




where 𝑁 is the current number of breakpoints and 𝑥 the time series.  
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If 𝑒𝑟𝑟𝑜𝑟(𝑏) becomes greater than a certain threshold 𝜀 the list of breakpoints 𝑏 is re-
turned. The resulting segmentation depends on the window length and the threshold 𝜀, 
which are considered as hyperparameter. 
That procedure is done for each feature of the time series. The breakpoints of every 
feature result in the total segmentation. 
Due to the calculation of the reconstruction error (see equation (7.7)), the scale of the 
features has an impact on the error value. Hence, each feature is scaled with a z-score 
standardization. For the z-score standardization the entire dataset of 24 days is consid-
ered. 
7.3.3. Periodic segmentation  
Another method for segmentation is to divide the time series in regular pieces. The du-
ration of segments is defined by the number of points 𝑛𝑠𝑒𝑔 for each segment. It is the 
simplest way of segmentation. Figure 7.9 shows an example of a segmentation with 
𝑛𝑠𝑒𝑔 = 60 that corresponds to a duration of ∆𝑡𝑠𝑒𝑔 = 10 𝑚𝑖𝑛 for each segment. 
 
Figure 7.9: Example for periodic breakpoints for segmentation. 
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7.3.4. Evaluation of segmentation performance 
The optimal hyperparameter of the segmentation method is obtained with the help of a 
grid search. Therefore, the segmentation is done with different determined values for 
the hyperparameters. For each resulting segmentation a validation or segmentation 
score is calculated.  
The segmentation score is designed so that the higher its value, the better the segmen-
tation. To do so, it needs to evaluate the placement of the breakpoints as well as the 
number of segments. 
Evaluate placement of breakpoints 
The placement of the breakpoints is evaluated with the help of a piecewise aggregate 
approximation (PAA). An PAA is usually used to represent a time series with a reduced 
number of time points. The number of time points is reduced to the number of segments. 
The time points of the PAA lay in the center of each segment and its value is the mean 
of the respective segment. 
In our case, a time series with the same number of time points as the original time series 
is built out of the PAA. The values of all time points within one segment are the mean of 
this segment. This is done for each dimension separately. Figure 7.10 shows a resulting 
PAA time series (black lines) for a given segmentation (turquoise lines). 
 
Figure 7.10: Example of PAA on raw signal. 
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Distance and evaluation score of PAA 
The distance 𝑑𝑖𝑠𝑡(𝑥, 𝑝) between a time series 𝑥 and its time series built out of its PAA  𝑝 
is calculated with the Euclidean distance:  
𝑑𝑖𝑠𝑡(𝑥, 𝑝)  =  
1
𝑁 ∙  𝐷






Whereby 𝐷 is the number of dimensions and 𝑁 the number of time points of the time 
series. 
To get a score value in a range of 0 <  s𝑝𝑎𝑎 < 1, where zero stands for the worst and 
one for the best segmentation, a scaling with the maximal distance is done: 




The maximal distance is obtained with the worst segmentation pworst, which considers 
the whole time series as one segment. 
PAA on original signal and its moving standard deviation 
The PAA is performed for each dimension on two different signals. One is done on the 
original data of the signal and another one on the calculated moving standard deviation 
of the signal. 
The reason for the first PAA is explained with the example shown in Figure 7.11. In the 
example the mean of the original signal jumps at a certain time point.  
A good segmentation would be to have a breakpoint at the change point of the mean. In 
this case the time series of the original signal and its PAA are very similar, which leads 
to a low distance between these two time series. 
A bad segmentation would be to have a breakpoint at a random other time point. In this 
case the time series of the original signal and its PAA are very dissimilar. This leads to a 
high distance between these two time series. 
 
Figure 7.11: Example for PAA on original signal comparing a good and bad segmentation. 
Anomaly detection with clustering of time series  -  49 
 
The reason for the second PAA with moving standard deviation of the signal is explained 
on another example shown in Figure 7.12. In this example the mean of the whole original 
signal is constant, but the standard deviation changes at a certain time point. 
A good segmentation would be to have a breakpoint at the change point of the standard 
deviation. A bad segmentation would be to have a breakpoint at a random other time 
point. The PAA of the original signal would be equal for the good and bad segmentation 
in this example. See upper left and upper right plot of Figure 7.12. Therefore, it results 
in the same loss between the original time series and its PAA. 
To overcome this problem the PAA is done on the moving standard deviation of the 
signal. The calculation of the standard deviation is done with a small window length of 
𝑤 = 3. The good segmentation results in a lower distance between the moving standard 
deviation of the signal and its PAA. See lower left and lower right plot of Figure 7.12. 
 
Figure 7.12: Example for PAA on calculated standard deviation of the original signal 
comparing a good and bad segmentation. 
The PAAs of the original signals and its moving standard deviations result in the evalu-
ation scores 𝑠𝑝𝑎𝑎,𝑜𝑟𝑔 and 𝑠𝑝𝑎𝑎,𝑠𝑡𝑑 . 
Evaluate number of segments 
A segmentation that is only evaluated with a consideration of the placement of the 
breakpoints as it is described in the subsection above would lead to very small segments. 
This is because the smaller the segments the better the calculated PAA. In this case, the 
best segmentation would have segments that have the length of one time point. 
To overcome this problem, a partial score is implemented that works as penalty of small 
segments. This penalty score 𝑠𝑛_𝑠𝑒𝑔𝑠 considers the number of segments with 
𝑠𝑛_𝑠𝑒𝑔𝑠 =  1 −  
𝑛𝑠𝑒𝑔𝑠
𝑁
  (7.10) 
whereby n𝑠𝑒𝑔𝑠 is the number of segments and 𝑁 the number of time points. 
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Total evaluation score 
The total evaluation score or segmentation score is calculated with the three partial 
scores: The score of the PAA with the original signal 𝑠𝑝𝑎𝑎,𝑜𝑟𝑔, the score of the PAA with 
the moving standard deviation of the signal 𝑠𝑝𝑎𝑎,𝑠𝑡𝑑 , and the score of the number of 
segments 𝑠𝑛_𝑠𝑒𝑔𝑠 . Each partial score is weighted by an exponent. 
𝑠𝑠𝑒𝑔 =  √𝑠𝑝𝑎𝑎_𝑜𝑟𝑔𝑤1  ∙  𝑠𝑝𝑎𝑎𝑠𝑡𝑑 𝑤2  ∙  𝑠𝑛_𝑠𝑒𝑔𝑠𝑤3 
𝑊  (7.11) 
The order of the root 𝑊 is the sum of all weights 
𝑊 =  𝑤1 + 𝑤2 + 𝑤3 (7.12) 
The multiplication of the partial scores provide a balancing between all scores. A sum-
mation of the partial scores could lead to a domination of one score. For example, if we 
get the partial scores 𝑠𝑝𝑎𝑎_𝑜𝑟𝑔 = 0.1, 𝑠𝑝𝑎𝑎_𝑠𝑡𝑑 = 0.1, and s𝑛_𝑠𝑒𝑔𝑠 = 1 the total segmen-
tation score becomes 𝑠𝑠𝑒𝑔 ≈ 0,22 with 𝑤1 =  𝑤2 =  𝑤3 = 1. If we get more balanced 
partial scores with the same sum as in the previous example, e.g. 𝑠𝑝𝑎𝑎_𝑜𝑟𝑔 = 0.4, 
𝑠𝑝𝑎𝑎_𝑠𝑡𝑑 = 0.4, and s𝑛_𝑠𝑒𝑔𝑠 = 0.4, the total segmentation score becomes 𝑠𝑠𝑒𝑔 = 0,4. The 
total segmentation score can be seen as volume, which we try to maximize. 
An empirical investigation shows that a weighting with w1 = 1, w2 = 1, and w3 = 40 
results in a segmentation with a balanced number of segments.  
Evaluation results 
For each introduced segmentation method, a grid search is done to find the optimal pa-
rameters. 
The result of an empirical investigation indicates, that a window length of 16 < 𝑛 < 22 
for the window-sliding segmentation results in a good placement of the breakpoints. 
Therefore, the window length is set to 𝑛 = 18 to simplify the hyperparameter optimiza-
tion with only the error threshold 𝜀 as hyperparameter.  
Table 7.2 shows the considered hyperparameter and its range for each segmentation 
method. The values for the hyperparameters are received from the closed intervals and 
the step sizes  ∆. 
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Table 7.2: Considered hyperparameter and its range for each segmentation method. 
Segmentation method Hyperparameter Values 
PCA-based  Fusion tolerance 𝑀 [1.0, 1.22] with ∆ = 0.02  
Window-sliding Error threshold 𝜀 [20, 300] with ∆ = 20 
Periodic Number of points 𝑛𝑠𝑒𝑔 [20, 100] with ∆ = 10 
Each hyperparameter value results in a different segmentation. For each segmentation 
the segmentation score is calculated as described in the previous subsection. The results 
are shown in Figure 7.13. The periodic segmentation reaches the highest segmentation 
score of 𝑠𝑠𝑒𝑔 ≈ 0.941 with 𝑛𝑠𝑒𝑔 = 80. The score of the best window-sliding segmenta-
tion with 𝜀 =  160 is slightly under the best score of the periodic segmentation. The 
scores of the PCA-based segmentation are lower than the scores of the other both seg-
mentation methods in each case.  
 
Figure 7.13: Segmentation scores for the hyperparameter grid search on the different 
segmentation methods. 
The example in Figure 7.14 shows why even the best window-sliding segmentation is 
over all samples on average worse than the periodic segmentation. In some areas the 
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segmentation is very fine (e.g. 13.00 pm until 14.30 pm) and results in a high number of 
segments. In other areas the segmentation is very sparse (e.g. 14.30 pm until 19.00 pm) 
and results in a high reconstruction error. The PCA-based segmentation shows a similar 
behavior. 
 
Figure 7.14: Best window-sliding segmentation on example loop. 
In comparison to the other methods the best periodic segmentation has a smaller num-
ber of segments with a good representation of the time series for each segment. There-
fore, the segmentation is done with the periodic method with 𝑛𝑠𝑒𝑔 = 80, which corre-
sponds to a segmentation period of approx. 13 𝑚𝑖𝑛. 
7.4. Feature extraction 
After the segmentation of the time series, the input data for the clustering algorithm 
needs to be created. The implemented clustering is a density-based clustering algorithm 
that can have a distance or feature matrix as input. 
One disadvantage of building a distance matrix is that it needs segments of the same 
length, so that the distance between two segments can be calculated. Furthermore, the 
computational time complexity is 𝑂(𝑛2), where 𝑛 is the number of segments. That 
means, with an increasing number of segments the runtime increases quadratic. 
The computational time complexity to calculate a feature matrix is 𝑂(𝑛). Because of the 
lower time complexity, a feature matrix is calculated as input of the clustering algorithm. 
To build a feature matrix, features from each segment have to be derived. For time series 
thousands of interpretable features can be derived. The derived features are chosen in 
terms of correlation structure, distribution, entropy, stationarity and scaling properties 
[27]. In this research the following features are extracted: 
• Mean values of each individual dimension 
• Standard deviations of each individual dimension 
It is only chosen these two kinds of features to avoid the problem of high-dimensional 
data. Furthermore, the features mean and standard deviation are well understandable. 
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Five dimensions and two features per dimension result in a total number of 𝑚 = 10 
extracted features. 
The distribution of the data in the feature space has a strong impact on the clustering 
result of a density-based clustering algorithm. Hence, the feature vectors 𝑋𝑑 are scaled 
with the z-score standardization.  
𝑍𝑑 =  
𝑋𝑑  −  𝜇 
𝜎
  (7.13) 
Whereby, 𝜇 is the mean value and 𝜎 the standard deviation of the feature vector 𝑋𝑑.  
The vertical concatenation of the standardized feature vectors 𝑍𝑑 build the feature ma-
trix 𝐹. The feature matrix has the size 𝑛 × 𝑚, where 𝑛 is the number of segments or 
points and 𝑚 the number of extracted features. The trimming described in section 7.2. 
and the segmentation described in section 7.3 on the entire dataset of 24 days result in 
a total number of 𝑛 = 155,368 segments or points. The number of extracted features 
is 𝑚 = 10. 
7.5. Time series clustering 
The time series clustering is done with the DBSCAN algorithm as described in section 
3.3.2. The advantage of using a density-based clustering is that it can find clusters of 
arbitrary shape. In Figure 7.15 the different clustering results between a DBSCAN and 
k-means clustering on various datasets are shown. K-means is a very common distance-
based clustering algorithm. In most of these cases DBSCAN finds better clusters than 
the k-means algorithm. [28] 
 
Figure 7.15: Examples for DBSCAN vs. k-means clustering. [28] 
Another advantage of DBSCAN is that not every point is put into a cluster necessarily. 
DBSCAN categorizes points as core, border or outlier points. In the context of anomaly 
detection, the outlier points can be referred to as anomalies. They do not belong to any 
cluster. 
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The runtime complexity of DBSCAN becomes 𝑂(𝑛2) in the worst case [16]. Due to com-
putational power of the provided Hardware, the number of processed loop samples is 
limited to 1000. In average there are 43 segments per loop sample. Hence, around 
𝑛 =  43,000 points are expected for the clustering. The 1000 loops are randomly picked 
from the dataset. The randomly determined loops give a total number of 𝑛 =  41,984 
segments that lead to the same number of points in the feature space. 
7.5.1. Hyperparameter search 
The clustering results depend on the two hyperparameters radius 𝑟ℎ𝑜𝑜𝑑 and the mini-
mum point number 𝑛𝑚𝑖𝑛 as described in section 3.3.2. 
The hyperparameter optimization is done with a grid search. Therefore, the range for 
the parameter 𝑛𝑚𝑖𝑛 is set to the empirical range 3 < 𝑛𝑚𝑖𝑛 < 40.  
The range for the parameter 𝑟ℎ𝑜𝑜𝑑 is narrowed with the help of the relative number of 
core points 𝑝𝑐𝑜𝑟𝑒 . The relative number of core points is aimed to be 97% <  𝑝𝑐𝑜𝑟𝑒 <
99%. With the set ranges for the minimum point number 𝑛𝑚𝑖𝑛 , and relative number of 
core points  𝑝𝑐𝑜𝑟𝑒 , the range of the radius 𝑟ℎ𝑜𝑜𝑑 can be calculated. 
Therefore, the mean distances of 𝑘 nearest neighbors are calculated for each point and 
different 𝑘. The means are calculated for 𝑘 = 3, which corresponds to the minimal 𝑛𝑚𝑖𝑛 , 
and 𝑘 = 40, which corresponds to the maximal 𝑛𝑚𝑖𝑛 . For each 𝑘, the points are sorted 
by the mean distances (see Figure 7.16). In the next step, the 0.97-quantile 𝑄0.97 and 
0.99-quantile 𝑄0.99 of the sorted mean distances are calculated. The resulting minimal 
mean distance is taken as minimal value for the radius 𝑟ℎ𝑜𝑜𝑑. The resulting maximal mean 
distance is taken as maximal value for the radius 𝑟ℎ𝑜𝑜𝑑 (see red marks in Figure 7.16). 
This results in the range 0.75 < 𝑟ℎ𝑜𝑜𝑑 < 2.92. 
 
Figure 7.16: Sorted mean distances of 𝑘 nearest neighbors. 
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For better understanding an example is given: If the DBSCAN clustering is done with 
𝑛𝑚𝑖𝑛 = 3 and 𝑟ℎ𝑜𝑜𝑑 =  0.75, then approximately 97 % of the points are core points. The 
others 3 % are border or outlier points. 
The hyperparameter grid search is done with the above explained ranges for 𝑛𝑚𝑖𝑛 and 
𝑟ℎ𝑜𝑜𝑑. Each DBSCAN clustering result in a certain number of clusters 𝑛𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠. Figure 
7.17 shows the numbers of clusters for different parameter settings. It shows that 
𝑛𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 decreases with increasing 𝑟ℎ𝑜𝑜𝑑 or with increasing 𝑛𝑚𝑖𝑛 . 
 
Figure 7.17: Number of clusters for different DBSCAN parameter settings. 
Another informative variable about the clustering is the outlier ration 𝑝𝑜𝑢𝑡𝑙𝑖𝑒𝑟. It is the 
relative number of outlier points to the total number of points. Figure 7.18 shows the 
outlier ratio for different parameter settings. It shows that 𝑝𝑜𝑢𝑡𝑙𝑖𝑒𝑟 decreases with in-
creasing 𝑟ℎ𝑜𝑜𝑑 or with decreasing 𝑛𝑚𝑖𝑛 . 
 
Figure 7.18: Outlier ration for different DBSCAN parameter settings. 
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The number of clusters 𝑛𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 is set to a limit of 𝑛𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 < 10 to narrow the range 
for 𝑛𝑚𝑖𝑛 and 𝑟ℎ𝑜𝑜𝑑 further. This results in the new ranges of 13 < 𝑛𝑚𝑖𝑛 < 40 and 
1.6 < 𝑟ℎ𝑜𝑜𝑑 < 3. A clustering within these ranges do not compulsorily lead to less than 
10 clusters, but a clustering out of this ranges lead to more than 10 clusters. With the 
new ranges a grid search is done with a finer resolution. 
It is aimed to achieve a clustering with 1 ≤ 𝑛𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 < 10 to have a limited number of 
clusters and 0.7 % ≤ 𝑝𝑜𝑢𝑡𝑙𝑖𝑒𝑟 ≤ 1.2 % to have a certain number of outlier points. The 
parameter pairs that fit these conditions are shown in Figure 7.19 in the blue color. Fi-
nally, the DBSCAN clustering is set with 𝑟ℎ𝑜𝑜𝑑 = 2.2 and 𝑛𝑚𝑖𝑛 = 31 (orange point). The 
grey points are all other evaluated clustering settings. 
 
Figure 7.19: DBSCAN hyperparameter pairs. 
7.5.2. Clustering results 
The DBSCAN clustering with 𝑟ℎ𝑜𝑜𝑑 = 2.2 and 𝑛𝑚𝑖𝑛 = 31 on the 1000 loops of the da-
taset results in 6 clusters. Table 7.3 shows the number of points within the respective 
cluster. The cluster C-1 is actually not a cluster, it is the collection of the outlier points, 
which are possibly anomalies. The number of 375 outlier segments refers to around 
0.89 % of all segments. The cluster C0 is the biggest cluster and contains 98.48 % of the 
points. The clusters C1 to C5 are small clusters with around 49-56 points per cluster. 
Table 7.3: Number of points of respective cluster 
Cluster C-1 C0 C1 C2 C3 C4 C5 
Number of points  375 41,345 54 56 54 49 51 
Percentage of data 0.89 % 98.48 % 0.13 % 0.13 % 0.13 % 0.12 % 0.12 % 
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Figure 7.20 shows the assignment of points to clusters in the feature space. The feature 
space is reduced to two dimensions with a PCA for visualization. Hence, sometimes out-
lier points seem to be very close to other clusters, but the distance in the actual feature 
space is bigger.  
 
Figure 7.20: DBSCAN clustering result. 
By analysis of the side clusters C2-C5 it is apparent that each side cluster only occurs at 
the same day. There are no segments of two or more different days assigned to a side 
cluster. Additionally, the clusters cannot be given any meaningful interpretation. 
7.6. Evaluation of outlier segments 
The segments that are clustered as outlier points by the DBSCAN clustering are possibly 
anomalies. In total there are 375 outlier segments. By analyzing the outlier segments 
these are categorized by possible cause of appearance (see Figure 7.21). This results in 
266 segments which are related to a manual maneuver of the SCA, 84 segments which 
are related to maintenance work, 14 segments which are related to other reasons and 
11 segments where no reason could be found.  
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Figure 7.21: Categorized reasons for outlier segment. 
The number of 374 outlier segments out of all outlier segments are not regarded as 
actual anomalies. These false positives (FPs) come primarily from outlier segments that 
are related to a manual SCA maneuvers or maintenance work. This is because the input 
data for the anomaly detection model does not provide information about manual oper-
ations. Fitting the clustering model with a larger dataset could decrease the FP rate. The 
FP segments occur more frequently in a larger dataset and will therefore be assigned to 
the “normal” cluster. 
One detected outlier segment is regarded as actual anomaly. Hence, it is a true posi-
tive  (TP). 
The actual number of anomalies in the underlying data is unknown, therefore it cannot 
be made any statement about the number of actual anomalies that are not found. Hence, 
the number of false negative (FNs) is unknown. 
Examples of detected outlier segments are evaluated manually and discussed in the fol-
lowing sections. For each example the possible reasons for the assignment as anomaly, 
the possible underlying cause (failure or operational behavior), and the frequency of sim-
ilar detection or non-detection are discussed. Possible underlying causes can be identi-
fied with the command codes of the SCAs that are available in the PTPP data. It provides 
insights to the commands sent to the SCAs. 
7.6.1. Manual SCA maneuver 
The detected anomalies in Figure 7.22 between 15.00 pm and 16.00 pm show a high SCA 
angle deviation. The reason for the high SCA angle deviation could be an intended man-
ual maneuver of the SCAs due to the cleaning of the mirrors, an overload of the power 
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of this kind the SCAs have been controlled manually (due to send command). The manual 
maneuver occurs frequently, because of the regular cleaning of the mirrors or operation 
in manual mode. For the anomaly detection it is seen as rare event because the features 
DNI, mass flow and loop inlet temperature have a random condition during manual ma-
neuvers. This results in a high FP rate. 
 
Figure 7.22: Example 1 of a high SCA angle deviation 
The detection of a sudden significant increase or decrease of the SCA angle deviation is 
fairly robust, whereas a constantly high SCA angle deviation is not always detected as 
shown in Figure 7.23 between 14:55 pm and 15:50 pm. 
 
Figure 7.23: Example 2 of a high SCA angle deviation 
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Manual maneuvers are done for good reasons and are unavoidable for the operation of 
the PTPP. A failure of the tracking system would unnecessarily lead to a lower solar field 
output of the thermal power. A failure leads to a similar behavior of the data as a manual 
maneuver. Therefore, the distinction between a manual maneuver and a failure without 
considering the control commands is hard for the anomaly detection. 
7.6.2. Maintenance work 
In the example in Figure 7.24 the entire trimmed time series is considered as outliers. 
This is because of implausible values of the loop outlet temperature. The values of the 
temperature are between 0°C and 5°C. This behavior occurs on this day only in this loop. 
The reason could be a failure of the temperature sensor, a failure of the recording system 
or maintenance work. These assumptions are additionally verified by the consideration 
of the collector’s temperatures within this loop. The temperatures of all collectors of the 
loop also show low values between 0° and 85°. This is a strong indicator that the behav-
ior was caused by maintenance work, so that the normal operation of the loop was dis-
abled and maybe temperature sensors were dismounted. 
 
Figure 7.24: Example - low outlet temperature. 
7.6.3. Other reasons 
In the example in Figure 7.25 the segment is probably taken as outlier because of the 
contradictory behavior of the DNI and mass flow. The DNI decreases for a short moment. 
Normally the mass flow should also be decreased to hold the outlet temperature at a 
certain level, but instead the mass flow is increased. This leads to a reduced outlet tem-
perature. No other loop outlet temperature of the subfield is close to the critical 
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temperature, which would excuse the increase of the flow. This example might be an 
actual anomaly and is considered as TP. This kind of behavior also occurs in the loops of 
the same subfield on the same day. But these segments are not assigned as outlier seg-
ments. These segments can be considered as FNs.  
 
Figure 7.25: Example - significant increase of inlet temperature.  
In the example in Figure 7.26 the segment is probably an outlier segment because of the 
significantly increasing outlet temperature. The temperature rises from 230° to 390°. 
The DNI also increases very strong. Hence, the behavior is not actually anomalous. The 
same behavior is detected at the same day in 5 other loops. 
 
Figure 7.26: Example - significant increase of outlet temperature. 
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7.6.4. Reason not clarified 
The example in Figure 7.27 shows an outlier segment, where the reason cannot be clar-
ified. The SCA angle deviation is nearly zero. The DNI is increasing. This leads to an in-
crease of the loop outlet temperature. The mass flow is increasing, which moderates the 
increase of the outlet temperature. The inlet temperature is nearly constant and starts 
to increase at the end of the segment. The behavior is not considered as anomalous. 
Seven segments with the same behavior that occur at the same day in other loops in the 
same time range from 9:50 am until 10:05 am are detected as outlier segments. 
 
Figure 7.27: Example – reason not clarified. 
Also, in the outlier segment in Figure 7.28 no reason can be found, for what this segment 
is considered as outlier.  
 
Figure 7.28: Example 2- reason not clarified. 
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It does not show any anomalous behavior. The DNI is increasing from 0 𝑊/𝑚2 up to 
800 𝑊/𝑚2 and the mass flow is slightly decreasing, which explains the increase of the 
loop outlet temperature. As expected, the mean of the outlet temperature is slightly 
higher than the mean of the inlet temperature. The same behavior occurs at the same 
day in two other loops at the same time from 11:45 am until 12:00 am. 
These examples of outlier segments where no obvious reason could be found can be used 
as references for a clustering with a different setting. Thus, various clustering’s could be 
compared to each other in a better way. 
7.6.5. False negatives 
In the example in Figure 7.29 an unwanted characteristic of the control of the loop outlet 
temperature or SCA actuator is shown. However, this leads to a fluctuation of the SCA 
angle deviation and therefore to a fluctuation of the loop outlet temperature.  
The clustering should be able to consider a fluctuating loop outlet temperature and SCA 
angle deviation at a nearly constant DNI, mass flow and loop inlet temperature. This kind 
of behavior is known by the operands and occurred very frequent in the past. Because of 
the frequent occurrence, the clustering gets many segments with the same behavior. 
With other hyperparameter for the clustering these segments probably could be as-
signed to an own cluster and do not fall into the main cluster. For the anomaly detection, 
there have probably been too many segments with this behavior to detect it as anomaly. 
 
Figure 7.29: Example – Fluctuating loop outlet temperature. 
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7.7. Conclusion on approach 
The analysis of detected outlier segments as it is done in section 7.6 shows that it is 
fairly hard to directly deduce anomalies to possible failures of the solar field as described 
in chapter 4. Classifying anomalies would need a ground truth to make use of more pow-
erful supervised learning methods. 
The feature selection, the time series segmentation and the feature extraction have a 
strong impact on the clustering results of the implemented approach. 
The segmentation defines the number of points for the clustering and the duration of 
the individual segments. With the periodic segmentation either long homogeneous se-
quences are divided in few segments or heterogenous sequences are put in one segment. 
The fitting of one homogeneous sequence to one segment just happens by chance. Di-
vided homogeneous sequences could lead to a high number of FNs as shown in one of 
the examples in section 7.6. A heterogenous segment leads to distortion of the extracted 
features. 
The feature extraction with the mean and standard deviation of each dimension depends 
on the normalization or standardization of the features. That in turn, depends on the 
distribution of features. As shown in section 7.2 the distribution depends on the trim-
ming of the time series. Therefore, the trimming and standardization has significant im-
pact on the feature extraction. The dependency on the data scaling and trimming should 
be avoided. 
Furthermore, the feature selection has a high impact on the results. The DNI value for 
the loops is extracted from the weather stations. The real values can be very different 
from the estimated values. Because of the huge solar field area, it is likely that clouds 
shade SCAs without shading any of the weather stations or the other way around. Ad-
ditionally, the features mass flow and loop inlet temperature are estimated from the 
subfield inlet. This involves an inaccuracy of the features, what makes it more difficult or 
impossible to recognize relations between these and other features. 
The SCA angle deviation has a large range between 0° and 180°. The cleaning of mirrors 
often leads to high values for the SCA angle deviation. This makes it less sensitive to the 
normal operation mode where the range is around −3° to 3°. These small changes of the 
SCA angle deviation have a strong impact on the focusing range like shown in section 
2.2.4. But the consideration of the entire range up to 180° let changes in the range of 
normal operation erroneously look small and insignificant. 
Considering a larger dataset with PTPP data of one year or more could lead to better 
results. With the hardware provided for this research it is only possible to consider a 
small dataset with 24 days. A larger dataset would lead to a very high number of 
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segments or points that need to be clustered due to small segments, a huge number of 
loops and days. With a time complexity of 𝑂(𝑛2) the DBSCAN clustering algorithm 
might be unsuitable. 
In general, the clustering classifies a segment under consideration of all other segments. 
Observing one segment in the feature space, only the distances to all other segments 
are seen. The clustering does not consider the temporal or spatial context. The behavior 
of previous or following segments or of segments of a nearby loop is not considered for 
the clustering of one segment. The connection between temporally and spatially contig-
uous sensor data could play a major role in anomaly detection. Especially the large time 
delay between the inlet and outlet temperature due to the lengthy heating process in 
the receiver requires an approach that can interpret the correlation between these two 
features. The implemented approach cannot connect the increase of the outlet temper-
ature in one segment with the increase of the inlet temperature in a previous segment 
of that loop. Furthermore, every loop outlet temperature of one subfield effects the mass 
flow due to the control of the loop outlet temperature. If the model sees only the data 
of one loop it cannot know whether a decrease of the mass flow is reasonable or not. 
Because of the mentioned weaknesses of the clustering of segments it is deemed as 
incapable for the anomaly detection of PTPPs. Nevertheless, the approach could be good 
for clustering certain operation conditions or states of the solar field. 
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8. Summary and outlook 
This chapter gives a summary of the work of this research. Furthermore, an outlook for 
future works is given.  
8.1. Summary 
In this research four approaches for the anomaly detection of the spatio-temporal data 
of PTPPs is evolved. The approaches differ on the underlying techniques of AI. In the 
different approaches the methodology of anomaly detection is with the help of an effi-
ciency model, the clustering of time series, an autoencoder and a recurrent autoencoder. 
The efficiency model approach provides a simple outlier detection model and considers 
the temporal aspect of the data. The clustering of time series approach also considers 
the temporal aspect, but does not need knowledge about the physical processes or pa-
rameters of the PTPP. The autoencoder approach considers the temporal or spatial as-
pect of the data, whereas the recurrent autoencoder approach considers both aspects in 
one model. 
In this research the clustering of time series approach is implemented. In advance, a con-
cept for efficient organization of the existing measuring data is developed and imple-
mented. It includes the read-in of the huge databases in python and saving it in another 
format for faster access. Additionally, the data is restructured for easier access and cre-
ation of datasets with two kinds of data instances. Furthermore, a GUI for the visualiza-
tion of the solar field data and results of methods like segmentation and clustering is 
implemented. 
For the input of the anomaly detection model the organized data is further preprocessed 
by extracting features as there are: the spatially interpolated DNI, mean SCA angle de-
viation and estimated mass flow of loop. 
The clustering of time series approach includes the segmentation of time series, the fea-
ture extraction of the resulting time series segments, and finally the clustering in the 
feature space. This approach is tested with real data from a representative reference 
PTPP. Due to the provided hardware, only a small dataset of 1000 randomly picked loop 
samples of 24 different days covering one year is used.  
After the analysis of the feature distribution and before segmentation, the input multi-
variate time series is trimmed. Hence, the data is reduced to the normal operation at 
daytime. For the segmentation, three different methods are evaluated: PCA-based, win-
dow-sliding and periodic segmentation. For the evaluation, a segmentation score is de-
veloped which evaluates the placement of the breakpoints and the number of segments. 
With the help of the evaluation score it turned out that a periodic segmentation fits best 
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for the given data. For the feature extraction, the mean and the standard deviation for 
each dimension of the segments is used. The clustering is done with the DBSCAN algo-
rithm. Its hyperparameters are narrowed by limiting the number of clusters and the out-
lier point ration. Resulting outlier segments are analyzed manually and categorized to its 
possible reasons. The implemented anomaly detection model resulted in a high ration of 
outlier segments which causes are related to manual SCA maneuver or maintenance 
work. The detection of outlier segments due to other reasons is low, but without further 
information about failures of the power plant no statements about the FN and the TP 
rate can be made. 
8.2. Outlook 
In this section follow-up work is recommended for the anomaly detection of PTPPs. 
In general, the SCA angle deviation could be limited to a smaller range (e.g. 0° to 3°) to 
overcome the large values of the SCA angle deviation of up to 180°. Either way, for val-
ues above 3° the focusing factor becomes zero so that the SCA angle deviation does not 
have any effect on the loop outlet temperature. The spatial interpolated DNI could be 
improved by developing a separate model for the passage of clouds considering solar 
field data. 
Despite the weaknesses of the clustering of time series approach several improvements 
could be done. At first, sequences where the loop was in manual mode could be filtered 
out by considering the control commands. This would decrease the FP rate significantly.  
Furthermore, the estimated loop inlet temperature could be replaced by the temperature 
of the first collector in each loop. This temperature is probably closer to the real loop 
inlet temperature than the estimated loop inlet temperature from the subfield. Either 
way, an exact loop inlet temperature is not necessarily needed. It just needs a condition 
close to the inlet and outlet so that the model can classify the process between these 
two points as normal or anomalous. 
Additionally, other features than mean and standard deviation could be extracted from 
the time series segments. A further analysis is needed to decide if there are other ex-
tractable features which are more meaningful in the context of anomaly detection. Pos-
sible features could be the number of peaks, the entropy or the autocorrelation. 
Moreover, the anomaly detection needs to be applied on a bigger dataset. Therefore, the 
model should run on a GPU, which is much more powerful than the used CPU. A larger 
dataset promises more variety in the normal data and decreases the number of FPs. In 
addition, another method could be used for identifying outlier segments. For example, 
the local outlier factor (LOF) could be used, which has a lower time complexity. 
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It would also be interesting to implement another evolved approach for the anomaly 
detection. Especially the recurrent autoencoder is a promising approach, because it con-
siders the spatial and temporal information of the data in one model. This takes im-
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A Approach for efficiency model 
This section shows an approach for the efficiency model, which could be used for the 
corresponding anomaly detection approach described in section 6.1. 
The idea is to calculate the momentary thermal efficiency 𝜂𝑡ℎ𝑒𝑟𝑚 of a loop with  




Therefore, the heat flow ?̇?𝑜𝑢𝑡 and the incoming solar power 𝑃𝑖𝑛 needs to be calculated. 
The gained heat flow can be calculated with the mass flow ?̇?, the heat capacity of the 
HTF 𝑐𝑝 and the difference between the loop inlet temperature 𝑇𝑖𝑛 and the loop outlet 
temperature 𝑇𝑜𝑢𝑡 . 
?̇?𝑜𝑢𝑡 = ?̇? ∙ 𝑐𝑝 ∙ (𝑇𝑜𝑢𝑡 −  𝑇𝑖𝑛) (A.2) 
The measurements of the loop inlet and loop outlet temperature takes place at different 
locations, at the inlet and the outlet of the loop. The duration needed by one HTF ele-
ment (see Figure A.1) to flow from the inlet to the outlet through the entire loop can be 
fairly long. The duration ∆𝑡 depends on the mass flow of the HTF and the geometry of 
the pipes: the lower the mass flow, the longer the duration. Even with a high mass flow 
at daytime and a total collector length of around 600 m the HTF needs about 5 min from 
the inlet to the outlet. 
 
Figure A.1: Observed HTF element. 
The outlet time point of the HTF 𝑡𝑜𝑢𝑡 is calculated with the volume flow that occurs 




= 𝑉𝑝𝑖𝑝𝑒 (A.3) 
Whereby, 𝑡𝑖𝑛 is the inlet time point of the HTF element. The algorithm successively cal-
culates the integral of the volume flow beginning at the time point 𝑡𝑖𝑛. If the integral is 
equal to the volume of the pipe 𝑉𝑝𝑖𝑝𝑒 the time point 𝑡𝑜𝑢𝑡 is found. 
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Figure A.2: Integral of volume flow. 
With the computed outlet time point 𝑡𝑜𝑢𝑡 a loop outlet temperature 𝑇𝑜𝑢𝑡,𝑠ℎ𝑖𝑓𝑡 can be 
determined, which corresponds to the same HTF element. 
 𝑇𝑜𝑢𝑡,𝑠ℎ𝑖𝑓𝑡 = 𝑇𝑜𝑢𝑡(𝑡𝑜𝑢𝑡)  (A.4) 
The heat flow is then calculated with  
?̇?𝑜𝑢𝑡,𝑠ℎ𝑖𝑓𝑡 = ?̇? ∙ 𝑐𝑝 ∙ ( 𝑇𝑜𝑢𝑡,𝑠ℎ𝑖𝑓𝑡 −  𝑇𝑖𝑛) (A.5) 
where each value corresponds to the HTF element at the inlet time point 𝑡𝑖𝑛. 
The incoming solar power is calculated by considering the geometrical losses (see sec-
tion 2.3) and the focusing factor 𝑓𝑓𝑜𝑐𝐴 (see section 2.2.4): 
𝑃𝑖𝑛 = 𝐺𝑏𝑛 ∙ 𝐴𝑛𝑜𝑚 ∙ 𝜂𝑐𝑜𝑠 ∙  𝜂𝑒𝑛𝑑𝑙𝑜𝑠𝑠 ∙ K ∙  𝑓𝑓𝑜𝑐𝐴 (A.6) 
Where 𝐺𝑏𝑛 is the DNI, 𝐴𝑛𝑜𝑚 the nominal aperture area of one loop, 𝜂𝑐𝑜𝑠 the cosine loss, 
𝜂𝑒𝑛𝑑𝑙𝑜𝑠𝑠 the end loss, K the IAM and 𝑓𝑓𝑜𝑐𝐴 the focusing factor. 
While the HTF element flows through the loop the DNI changes. Therefore, the mean 
value of the DNI ?̅?𝑏𝑛 between the inlet time point and outlet time point is calculated so 
that  
𝑃𝑖𝑛,𝑠ℎ𝑖𝑓𝑡 = ?̅?𝑏𝑛 ∙ 𝐴𝑛𝑜𝑚 ∙ 𝜂𝑐𝑜𝑠 ∙  𝜂𝑒𝑛𝑑𝑙𝑜𝑠𝑠 ∙ K ∙  𝑓𝑓𝑜𝑐𝐴 (A.7) 
Finally, the actual momentary thermal energy 𝜂𝑡ℎ𝑒𝑟𝑚,𝑠ℎ𝑖𝑓𝑡 is calculated with  
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B Programming implementation and visualization 
B.1 Programming language and used libraries 
The implementation of the methods described in this research is completely pro-
grammed in Python 3.7.6. The Table 2.1 shows the most important libraries used for the 
implementation. 
Table B.1: Used python libraries 
Python libraries Usage 
pyodbc Read in original Microsoft Access Databases of PTPP data 
pickle Saving data, meta data, and results as python objects 
bz2 Compressing and decompressing of files 
numpy Data saving and manipulation in one- or multidimensional ar-
rays. 
pandas Data saving and manipulation in DataFrames and Series (e.g. 
multidimensional time series or spatial map) 
matplotlib Plotting of figures 
scipy Apply Savitzgy-Golay filter on time series, 
Interpolation of time series 
sklearn PCA for segmentation and visualization, 
DBSCAN for clustering, 
NearestNeighbors for evaluation of DBSCAN clustering 
ruptures Apply window-sliding segmentation 
itertools Building permutation for evaluation with grid search 
datetime Manipulating dates and times 
torch Building dataset 
tkinter Building GUI for interactive visualization of solar field data  
(see B.2) 
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B.2 GUI for visualization (SolarView) 
For the visualization of solar field data and results from methods like trimming, segmen-
tation, normalization and clustering a graphical user interface (GUI) is created (see Fig-
ure B.1). The application is named SolarView. 
SolarView accesses solar field data from a selected dataset. In the upper left section is a 
mapped solar field from the top view. Here a certain loop can be selected to show its 
time series at a certain day. 
Depending on the methods of the selected dataset that has been applied before, the 
following things can be visualized: 
• Interpolated time series data 
• Period of a selected trimming  
• Breakpoints of a selected segmentation 
• Time series of normalized or standardized data 
• Clustering in a scatter plot 
• Clustering as colored segments in the time series  
• Histogram of trimmed or non-trimmed feature time series 
The applied methods can be selected at the sidebar on the right. Figure options can be 
made at the lower section of the sidebar. 
If an applied clustering method is selected, the loops are colored depending on the clus-
tering. The colors have the following meanings: 
• Grey (not colored): Loop not considered for clustering 
• Green: All segments of the loop are in the main cluster C0. 
• Orange: At least one segment of the loop is in the minor cluster C1 – CN 
• Red: At least one segment is clustered as outlier (Cluster C-1) 




Figure B.1: GUI for visualization of solar field data. 
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