Long-range exclusion processes, generator and invariant measures by Andjel, Enrique D. & Guiol, Hervé
ar
X
iv
:m
at
h/
04
11
65
5v
2 
 [m
ath
.PR
]  
6 F
eb
 20
06
The Annals of Probability
2005, Vol. 33, No. 6, 2314–2354
DOI: 10.1214/009117905000000486
c© Institute of Mathematical Statistics, 2005
LONG-RANGE EXCLUSION PROCESSES, GENERATOR
AND INVARIANT MEASURES
By Enrique D. Andjel and Herve´ Guiol1
Universite´ de Provence and INP Grenoble
We show that if µ is an invariant measure for the long range ex-
clusion process putting no mass on the full configuration, L is the
formal generator of that process and f is a cylinder function, then
Lf ∈L1(dµ) and
∫
Lf dµ= 0. This result is then applied to determine
(i) the set of invariant and translation-invariant measures of the long
range exclusion process on Zd when the underlying random walk is
irreducible; (ii) the set of invariant measures of the long range exclu-
sion process on Z when the underlying random walk is irreducible and
either has zero mean or allows jumps only to the nearest-neighbors.
1. Results and notation. As the simple exclusion and zero-range pro-
cesses, the long range exclusion process was introduced by Spitzer [8]. While
the other two processes have been extensively studied (see [7] and the refer-
ences therein), rather little is known about the long range exclusion process
(see [3, 6, 9]). We believe that this is mostly due to the fact that the long
range exclusion process does not satisfy the Feller property. The main goal
of this paper is to, at least partially, overcome the difficulties related to the
non-Feller character of the process.
The long range exclusion process, denoted by (ηt)t≥0, is a continuous-
time Markov process on the state space X = {0,1}S, where S is a finite
or countable set whose elements are called sites. If ηt(x) = 1, we say that
at time t there is a particle at x. Otherwise we say that x is vacant at
that time. Particles will attempt to move according to a Markov chain on S
whose transition matrix is p(x, y). The movement of particles will obey the
following rules:
(i) Exclusion rule: There is always at most one particle at each x ∈ S.
Received March 2003; revised November 2004.
1Supported in part by FAPESP Grant 96/04859-9.
AMS 2000 subject classification. 60K35.
Key words and phrases. Long range exclusion process, ergodic theorems, non-Feller
process, invariant measures.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Probability,
2005, Vol. 33, No. 6, 2314–2354. This reprint differs from the original in
pagination and typographic detail.
1
2 E. D. ANDJEL AND H. GUIOL
(ii) Random clocks: At each site there is a random clock which rings
at times given by the jumps of a Poisson process of parameter 1. These
processes are independent.
(iii) Long jumps: When a clock rings at an occupied site x, the particle at
x moves to site Xτ , where {Xn}n≥1 is a Markov chain on S with transition
probability matrix p and initial condition X0 ≡ x, and τ is the first (positive
integer) time n such that Xn is a vacant site (site x itself is considered
vacant during the jump; i.e., if the chain returns to site x without visiting
before an empty site, then the jump is cancelled). If the stopping time τ is
infinite, then the particle disappears.
The construction of this process for an infinite number of particles is based
on monotonicity arguments and is due to [6]. We recall his construction in
the next section.
Let ηξt be the long range exclusion starting from the initial configuration ξ,
let S(t) be the semigroup, acting on the set of bounded measurable functions
on X, given by S(t)f(ξ) =E(f(ηξt )) and for any probability measure µ on X
let µS(t) be the unique probability measure such that∫
f dµS(t) =
∫
S(t)f dµ,
for all bounded measurable f .
Denote by I= {µ :µS(t) = µ forall t > 0} the set of invariant probability
measures onX for the long range exclusion process. Obviously I is nonempty
since it contains at least the measure concentrated on the empty configura-
tion.
For any cylinder function f and η ∈X we write
Lf(η) =
∑
x,y∈S
q(x, y, η)η(x)[1− η(y)][f(ηxy)− f(η)]
(1)
+
∑
x∈S
δ(x, η)[f(ηx)− f(η)],
where for x 6= y
q(x, y, η) = Ex
[σ(y)−1∏
i=1
η(Xi), σ(y)< σ(x), σ(y)<∞
]
,
Xi is a Markov chain with transition matrix p(x, y), the exponent x on E
denotes the starting point of the chain Xi,
σ(y) = inf{n≥ 1 :Xn = y},
δ(x, η) = Ex
[
∞∏
i=0
η(Xi), σ(x) =∞
]
,
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ηxy is configuration η where the states of sites x and y have been inter-
changed:
ηxy(z) =

η(x), if z = y,
η(y), if z = x,
η(z), otherwise,
and
ηx(z) =
{
η(z), if z 6= x,
0, if z = x.
The operator L can be thought of as the “formal” infinitesimal generator of
the process. Note that the series above might not converge for some values
of η even if f is a cylinder function. To see this, suppose the transition
matrix p(x, y) corresponds to a nearest-neighbor random walk on Z with
drift toward the right. Then take an initial configuration η ∈X such that
η(x) = 1 ∀x< 0 and η(0) = 0 and apply the generator to f(η) := η(0).
Our first result relates the operator L to the invariant measures of our
process: Denote by 1 the full configuration, that is, the element of X such
that 1(x) = 1 for all x ∈ S, and by ν1 the point mass measure on 1.
Theorem 1.1. Suppose that p(·, ·) is irreducible and ν1 ∈ I. Let µ ∈ I be
such that µ({1}) = 0 and for any finite subset R⊂ S let fR(η) =
∏
x∈R η(x).
Then, the series defining LfR(η) converges µ a.e. Moreover, LfR(η) ∈L1(µ)
and ∫
LfR dµ= 0.
Remark. Although we believe that the conclusions of this theorem also
hold when ν1 /∈ I, this will require a different proof. Since we will apply the
theorem in cases where ν1 ∈ I we have only treated this case.
In the last two sections of this paper we will use coupling techniques
to determine the set of invariant measures for some long range exclusion
processes on Z. For this purpose we will need a process on X×X whose
marginals are versions of the long range exclusion process and such that
particles of different marginals move together as much as possible. The exact
meaning of this will become clear in the next section. We denote by L˜ the
“formal” coupled generator. The expression of this generator, written below,
is quite involved and we suggest the reader skip it until he has seen the next
section:
L˜f(η, ξ)
4 E. D. ANDJEL AND H. GUIOL
=
∑
η(x)=ξ(x)=1
η(y)=ξ(y)=0
q(x, y, ηξ)[f(ηxy, ξxy)− f(η, ξ)](2)
+
∑
η(x)=ξ(x)=1
η(y)=ξ(z)=0
q(x, y, z, η, ξ)[f(ηxy, ξxz)− f(η, ξ)](3)
+
∑
η(x)=ξ(x)=1
η(z)=ξ(y)=0
q(x, y, z, ξ, η)[f(ηxz, ξxy)− f(η, ξ)](4)
+
∑
η(x)=ξ(x)=1
η(y)=0
q(x, y, η, ξ)[f(ηxy, ξ)− f(η, ξ)](5)
+
∑
η(x)=ξ(x)=1
ξ(y)=0
q(x, y, ξ, η)[f(η, ξxy)− f(η, ξ)](6)
+
∑
η(x)=1
η(y)=ξ(x)=0
q(x, y, η)[f(ηxy, ξ)− f(η, ξ)](7)
+
∑
ξ(x)=1
η(x)=ξ(y)=0
q(x, y, ξ)[f(η, ξxy)− f(η, ξ)](8)
+
∑
η(x)=ξ(x)=ξ(y)=1
η(y)=0
qδ(x, y, η, ξ)[f(ηxy , ξx)− f(η, ξ)](9)
+
∑
η(x)=ξ(x)=η(y)=1
ξ(y)=0
qδ(x, y, ξ, η)[f(ηx, ξ
xy)− f(η, ξ)](10)
+
∑
η(x)=1,ξ(x)=0
δ(x, η)[f(ηx, ξ)− f(η, ξ)](11)
+
∑
η(x)=0,ξ(x)=1
δ(x, ξ)[f(η, ξx)− f(η, ξ)](12)
+
∑
η(x)=1,ξ(x)=1
δ(x, ηξ)[f(ηx, ξx)− f(η, ξ)],(13)
where
q(x, y, ηξ) = Ex
[σ(y)−1∏
n=1
η(Xn)ξ(Xn), σ(y)< σ(x), σ(y)<∞
]
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is the rate at which η and ξ particles at x move together to y 6= x;
q(x, y, z, η, ξ)
= Ex
[σ(y)−1∏
n=1
η(Xn)×
σ(z)−1∏
n=1
ξ(Xn), σ(y)< σ(z), σ(z)<σ(x), σ(z)<∞
]
is the rate at which η and ξ particles at x move, the η particle stopping at
y 6= x and the ξ particle continuing to z 6= x; q(x, y, z, ξ, η) is as q(x, y, z, η, ξ)
with the roles of ξ and η interchanged;
q(x, y, η, ξ) = Ex
[σ(y)−1∏
n=1
η(Xn)×
σ(x)−1∏
n=1
ξ(Xn), σ(y)< σ(x)<∞
]
is the rate at which η and ξ particles at x move to y 6= x and remain at x,
respectively; q(x, y, ξ, η) is as q(x, y, η, ξ) with the roles of ξ and η inter-
changed;
qδ(x, y, η, ξ) = Ex
[σ(y)−1∏
n=1
η(Xn)×
∞∏
n=1
ξ(Xn), σ(y)<∞, σ(x) =∞
]
is the rate at which η and ξ particles at x move to y 6= x and disappear,
respectively; qδ(x, y, ξ, η) is as qδ(x, y, η, ξ) with the roles of ξ and η inter-
changed and
δ(x, ηξ) = Ex
[
∞∏
n=1
η(Xn)ξ(Xn), σ(x) =∞
]
is the rate at which η and ξ particles at x disappear; finally q(x, y, η),
q(x, y, ξ), δ(x, η) and δ(x, ξ) are as in (1). Observe that
q(x, y, z, η, ξ) = q(x, y, η, ξ) = qδ(x, y, η, ξ) = 0
unless ξ(y) = 1.
Theorem 1.2. Under the same hypothesis as in Theorem 1.1, let µ˜ be
an invariant measure for the coupled long range exclusion process whose
marginals µ1 and µ2 put no mass on 1. Then, for any cylinder function f ,
L˜f(η, ξ) is well defined µ˜ almost everywhere, belongs to L1(µ˜) and∫
L˜f dµ˜= 0.
Remark. The proof of Theorem 1.2 will be omitted since it is similar to
the one of Theorem 1.1. One just has to remark that f is a linear combination
of functions of the form
∏
(x,y)∈R1×R2 η(x)ξ(y), where R1 and R2 are finite
subsets of S and prove the result for these functions proceeding as in the
proof of our previous theorem.
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Let (νρ)ρ∈[0,1] be the one-parameter family of Bernoulli product measures
such that νρ(η(x) = 1) = ρ for any x ∈ S= Zd. Liggett has shown that, when
p(·, ·) is a random walk on Zd, these measures are invariant:
Theorem 1.3 (Theorem 4.2 and Corollary 4.4 of [6]). Suppose p(y −
x) = p(x, y) for all x, y ∈ Zd; then νρ ∈ I for any ρ ∈ [0,1] and in particular
ν1 ∈ I.
In the last two sections of this paper, we apply Theorem 1.2 and coupling
methods similar to [5] to show that in some cases all the invariant measures
are convex combinations of the νρ’s (0≤ ρ≤ 1).
The following two theorems require that S is an integer lattice and p(x, y)
is the transition matrix of an irreducible random walk on that lattice. We
recall that by de Finetti’s theorem (see Chapter VII.4 of [2]) the set of
exchangeable probability measures coincides with the closed convex hull of
{νρ : 0≤ ρ≤ 1}.
Theorem 1.4. Suppose p(x, y) is the transition matrix of an irreducible
random walk on Zd; then the set of invariant and translation-invariant mea-
sures coincides with the set of exchangeable measures.
This result is not new (see [3]). However, thanks to Theorem 1.2 we can
give a more natural proof which shortcuts Guiol’s.
Theorem 1.5. Suppose X= {0,1}Z, p(x, y) is the transition matrix of
an irreducible random walk on Z such that
∑
x |x|p(x)<∞ and
∑
x xp(x) =
0. Then
I= {all exchangeable measures}.
Theorem 1.6. Suppose X = {0,1}Z, p(x,x + 1) := p = 1 − p(x,x − 1)
for all x ∈ Z. Then
I= {all exchangeable measures}.
Remark. Unlike the simple exclusion process, all the invariant measures
of the one-dimensional nearest-neighbor long range exclusion process are
translation invariant.
The paper is composed in the following way. Section 2 treats the construc-
tion of the process. In Section 3 we prove Theorem 1.1 and in Section 4 we
give results relating the invariant measures of the coupled process to the in-
variant measures of the single process. The one-dimensional zero-mean case
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is treated in Section 5 where we also sketch the proof of Theorem 1.4, and
Section 6 is devoted to the nearest-neighbor case. Throughout this paper N
denotes the set of natural integers, that is, N = {1,2, . . . }; Z+ denotes the
set of nonnegative integers, that is, Z+ = {0,1,2, . . . } and Card(A) denotes
the cardinality of A. Finally for x, y ∈ R we denote by x ∧ y the minimum
between x and y.
2. The construction. In this section we construct the long range ex-
clusion process simultaneously for all possible initial configurations. This
construction follows [6] with a slightly different approach.
Let (Nx(t))t≥0 (x ∈ S) be a collection of Poisson processes of parameter 1
and for each (n,x) ∈N×S let (Xn,xk )k∈Z+ be a Markov chain with transition
matrix p(x, y) such that Xn,x0 ≡ x. Assume that all these Poisson processes
and Markov chains are defined on the same probability space Ω and are
independent. Let Xf be the set of finite initial configurations:
Xf =
{
η ∈X :
∑
x∈S
η(x)<∞
}
.
We now provide a pathwise construction of the process starting from any
η ∈Xf : A particle at x ∈ S will wait until the Poisson process Nx(t) jumps.
If this jump is the nth jump of Nx(t), then the particle jumps to X
n,x
τ(ξ) where
ξ is the configuration of the process just before the jump and
τ(ξ) = inf{r ≥ 1 :Xn,xr = x or ξ(Xn,xr ) = 0}.
Call ηξs the random configuration obtained at time s when the initial con-
figuration was ξ.
It is now easy to verify that there exists a subset Ω0 of Ω of probability
1 on which for any initial ξ ∈Xf :
(1) there are no simultaneous jumps of particles,
(2) the total number of jumps of ηξs is finite on any finite time interval,
(3) ηξ0 ≡ ξ.
To extend the construction to infinite configurations we will need the
following partial order in X: we say that η ≤ ξ if η(x)≤ ξ(x), ∀x ∈ S. It is
also easy to verify that our construction satisfies the following property:
(4) if ζ, ξ ∈Xf are such that ζ ≤ ξ, then on Ω0 we have ηζs ≤ ηξs ,∀ s≥ 0.
For an arbitrary initial configuration ξ ∈X and s≥ 0 we define on Ω0:
ηξs(x) = lim
ζ↑ξ,ζ∈Xf
ηζs(x).
With this construction property (4) remains true for ζ , ξ ∈X.
We have now defined on the same probability space ηξs for all s≥ 0 and
all ξ ∈X. The coupled process starting from (ζ, ξ) is now defined as the
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process (ηζs , η
ξ
s). When there will be no ambiguity on the initial configuration
we will just denote by ηt the process.
In the rest of this paper we denote by P and E the probability and the
expectation operator of the space in which the process has been constructed,
that is, the space Ω0. When computations involve auxiliary Markov chains
or random variables, we call P and E the probability and the expectation
operator which apply to them. Finally, when we need to emphasize the initial
condition of one of these chains we will write Px and Ex.
3. Invariant measures and generator. This section is devoted to the
proof of Theorem 1.1 which is performed in several lemmas. We begin by
an informal description of the adopted strategy: Suppose ξ0 is a finite ini-
tial configuration. Then standard results for Markov processes on countable
state spaces yield
Ef(ξt)− f(ξ0) =E
∫ t
0
Lf(ξs)ds.
Then, if we are able to pass to the limit as ξ0 grows to an infinite config-
uration and to integrate with respect to an invariant measure µ we should
obtain ∫ (
E
∫ t
0
Lf(ξs)ds
)
dµ= 0.
Then, by Fubini and the invariance of µ we should have t
∫
Lf(ξ0)dµ= 0 as
required. To justify this, certain integrability results are needed. These are
provided by Lemmas 3.2 and 3.6.
3.1. Notation and definitions. Let R be a finite subset of S and let
fR(η) =
∏
x∈R η(x). When R = {x} we will write fx for fR. We decompose
L in two pieces L= L+−L− where
L+fR(η) =
∑
x∈Rc
∑
y∈R
η(x)q(x, y, η)[1− η(y)]
∏
z∈R\{y}
η(z)
and
L−fR(η) =
∑
x∈R
fR(η)
(
δ(x, η) +
∑
y 6=x
q(x, y, η)[1− η(y)]
)
.
Note that L−fR is bounded by the cardinal of R. Therefore the main diffi-
culties to implement the strategy described at the beginning of this section
are due to L+fR. Finally let
L++fx(η) =
∑
y∈S
η(y)q(y,x, η).
This represents the rate at which particles jump to x regardless of whether
they may or may not stay at that site.
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3.2. Preliminary results. The first lemma is a general result about Markov
jump processes.
Lemma 3.1. Let Q be the intensity matrix of a nonexplosive Markov
jump process Xt on a countable space E. Let A be a nonempty subset of E,
suppose x ∈ E \A and define Q(x,A) =∑y∈AQ(x, y). Then for all t ∈ R+
we have
P
x
(∫ τA
0
Q(Xs,A)ds≥ t
)
≤ e−t
where τA = inf{s > 0 :Xs ∈A}.
Proof. Let
Q(x,Ac) =
∑
y∈Ac\{x}
Q(x, y) and Q(x) =Q(x,A) +Q(x,Ac).
Thus, Q(x) is the rate at which the process leaves x. Let τ0 = 0, and for all
n ≥ 1 let τn = inf{t > τn−1 :Xt 6= Xτn−1} be the time of occurrence of the
nth jump of the process. Then, let
Fnx (t) = P
x
(∫ τA∧τn
0
Q(Xs,A)ds > t
)
et.
To prove the statement we show by induction that Fnx (t)≤ 1 for all n≥ 1,
all x ∈Ac and all t > 0 .
As τ1 ≤ τA a direct computation gives
F 1x (t) = P
x
(∫ τ1
0
Q(Xs,A)ds > t
)
et = e−(Q(x)/Q(x,A))tet = e−(Q(x,A
c)/Q(x,A))t.
The second equality is valid since Xs = x for all 0≤ s < τ1. Hence, F 1x (t)≤ 1
for all x∈E, A⊂E \ {x} and t > 0.
Now supposing we have the property up to rank n, we write
Fn+1x (t) = P
x(Q(x,A)τ1 > t)e
t
+ Px
(
Q(x,A)τ1 ≤ t,
∫ τA∧τn+1
τ1
Q(Xs,A)ds > t− τ1Q(x,A)
)
et.
The first term on the right-hand side is F 1x (t) and therefore equal to
e−(Q(x,A
c)/Q(x,A))t. Applying the strong Markov property to the second term
we obtain
Fn+1x (t) = e
−(Q(x,Ac)/Q(x,A))t
+ et
[∫ t/Q(x,A)
0
Q(x)e−Q(x)s
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×
∑
y∈Ac\{x}
Q(x, y)
Q(x)
P
y
(∫ τA∧τn
0
Q(Xu,A)du > t− sQ(x,A)
)
ds
]
= e−(Q(x,A
c)/Q(x,A))t
+
∫ t/Q(x,A)
0
e−Q(x)s
∑
y∈Ac\{x}
Q(x, y)Fny (t− sQ(x,A))eQ(x,A)s ds
= e−(Q(x,A
c)/Q(x,A))t
+
∑
y∈Ac\{x}
Q(x, y)
∫ t/Q(x,A)
0
e−Q(x,A
c)sFny (t− sQ(x,A))ds.
By the inductive hypothesis this implies
Fn+1x (t)≤ e−(Q(x,A
c)/Q(x,A))t +
∫ t/Q(x,A)
0
Q(x,Ac)e−Q(x,A
c)s ds= 1
which concludes the proof of Lemma 3.1. 
The second result shows that an invariant measure, which does not charge
the full configuration, gives weight 1 to the set of configurations for which
the mean over time of the arrival rate of particles on a given site is finite.
Lemma 3.2. Suppose p(·, ·) is such that ν1 ∈ I. Let µ ∈ I such that
µ({1}) = 0 and let
Y =
{
ξ ∈X :
∫ 1
0
L++fx(η
ξ
s)ds <∞ ∀x∈ S a.s.
}
.
Then µ(Y) = 1.
The main idea in the proof of this lemma is the following: If
∫ 1
0 L
++fx(η
ξ
s)ds=
∞, then infinitely many particles will attempt to move to x in an arbitrarily
small time interval. These particles will fill arbitrarily large neighborhoods
of x and the full configuration will be attained, contradicting the hypothesis
µ({1}) = 0. To develop this idea, we will need to introduce some notation
and to prove an intermediate result (Lemma 3.3) which itself will be a con-
sequence of a subsequent lemma.
Fix x and let Sk be an increasing sequence of finite subsets of S such
that:
(i) x ∈ S1,
(ii) for each k and y ∈ Sk the Markov chain with transition matrix p(x, y)
starting at x has a positive probability of hitting y before leaving Sk, and
(iii)
⋃∞
k=1Sk = S.
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For any arbitrary initial configuration ξ ∈X, and all k ≥ 1, let ξk(y) =
ξ(y)ISk(y), where IA(x) = 1 if x ∈ A, 0 otherwise. Observe that for each
finite n the long range exclusion restricted to {η ∈ X :∑x η(x) = n} is a
nonexplosive Markov chain on a countable state space. Let
δ(ξ) =P
(∫ 1
0
L++fx(η
ξ
s)ds=∞
)
and suppose ℓ is a strictly positive integer. Let τ0 = 0 and let τi = τi(ℓ),
i≥ 1, be the successive times at which the Poisson process∑y∈Sℓ(Ny(t))t≥0,
jumps.
Let
A(ξ) =
{∫ 1
0
L++fx(η
ξ
s)ds=∞
}
and for j ≥ 0 let
Aj(ξ) =
{∫ τj+1∧1
τj∧1
L++fx(η
ξ
s)ds=∞
}
.
For k, ℓ, j ∈ Z+, let
C(ℓ) = {η ∈X :η(z) = 1 ∀ z ∈ Sℓ},
σk(ℓ, ξ) = inf{t≥ 0 :ηξkt ∈C(ℓ)}
and
σk(ℓ, j, ξ) = inf{t≥ τj :ηξ
k
t ∈C(ℓ)}.
We will need the following lemma.
Lemma 3.3. With the preceding notation
lim
k→∞
I{σk(ℓ,j,ξ)<τj+1∧1} ≥ IAj(ξ) a.s.
Proof of Lemma 3.2. For k > ℓ > n> 0
P(ηξ
k
1 ∈C(n))≥P(ηξ
k
1 ∈C(n)|σk(ℓ, ξ)< 1)P(σk(ℓ, ξ)< 1)
≥ inf
0≤s≤1
P(η1
ℓ
s ∈C(n))P(σk(ℓ, ξ)< 1),
where the last inequality follows from the strong Markov property applied
at time σk(ℓ, ξ) and the fact that for any s ∈ [0,1], P(ηξs ∈ C(n))≥P(ηζs ∈
C(n)) if ξ ≥ ζ .
As σk(ℓ, ξ)≤ σk(ℓ, j, ξ) for all j ≥ 0, Lemma 3.3 implies that
lim
k→∞
I{σk(ℓ,ξ)<1} ≥ I⋃
j
Aj(ξ)
= IA(ξ) a.s.
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Therefore
lim
k→∞
P(ηξ
k
1 ∈C(n))≥ inf
0≤s≤1
P(η1
ℓ
s ∈C(n))P(A(ξ)).
Hence
P(ηξ1 ∈C(n))≥P(A(ξ)) lim
ℓ→∞
inf
0≤s≤1
P(η1
ℓ
s ∈C(n)) =P(A(ξ)) = δ(ξ),
where the first equality in the last formula is due to the invariance of the
full configuration. Hence P(ηξ1 ≡ 1) = limnP(ηξ1 ∈C(n))≥ δ(ξ), and
0 = µ({1}) = µS(1)({1}) ≥
∫
δ(ξ)dµ(ξ).
Hence δ(ξ) = 0 µ-a.e. This concludes the proof of Lemma 3.2. 
It remains to prove Lemma 3.3. To do so, we introduce some extra nota-
tion: let E0 = {x}, for i≥ 1 we denote by Ei the set of points in Sℓ reachable
by Xn visiting i− 1 intermediate points in Sℓ, that is,
Ei =Ei(ℓ) =
{
y ∈ Sℓ :
∑
x1,...,xi−1∈Sℓ
p(x,x1) · · ·p(xi−1, y)> 0
}
.
For ζ ∈Xf let
F0 = F0(ζ, ℓ) =E0 ∩ {y ∈ Sℓ : ζ(y) = 0},
and for all i≥ 1 let
Fi = Fi(ζ, ℓ) =Ei ∩ {y ∈ Sℓ : ζ(y) = 0}
∖ i−1⋃
j=0
Fj .
Since Sℓ is finite, there exists r <∞ such that
r⋃
j=0
Fj = {y ∈ Sℓ : ζ(y) = 0}.
Let
b(ℓ) = inf
i≤r
inf
y∈Ei
∑
xj∈Ej ,j=1,...,i−1
p(x,x1) · · ·p(xi−1, y),
and note that 0< b(ℓ)≤ 1. Now we state and prove another lemma and then
we derive Lemma 3.3 from it.
Lemma 3.4. Fix ε > 0 and c ∈ (0,1], let m0 = Card(Sℓ) and let a be a
positive real number such that e−a < ε/m0. Suppose ζ ∈Xf and let
Bc(ζ) =
{∫ τ1∧c
0
b(ℓ)L++fx(η
ζ
s)ds≥ am0
}
,
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then
P(Bc(ζ)∩ {σ(ℓ, ζ)≥ τ1 ∧ c})≤ ε,
where
σ(ℓ, ζ) = inf{t≥ 0 :ηζt ∈C(ℓ)}.
Proof. Enumerate the points of
⋃r
i=0Fi starting with points in F0 (if
any), then points in F1, and so on. Let y1, . . . , ym be this enumeration. Define
Dyj = {η :η(yj) = 1},
ρ0 = 0,
ρ1 = inf{t > 0 :ηζt (y1) = 1},
ρi = inf{t≥ ρi−1 :ηζt (yi) = 1}, i= 2, . . . ,m.
Since m≤m0, we have
P
(∫ ρm∧τ1
0
b(ℓ)L++fx(η
ζ
s )ds≥ am0
)
≤P
(∫ ρ1∧τ1
0
b(ℓ)L++fx(η
ζ
s)ds≥ a
)
(14)
+
m−1∑
i=1
P
(∫ ρi+1∧τ1
ρi∧τ1
b(ℓ)L++fx(η
ζ
s)ds≥ a
)
.(15)
Since the process ηζs is a nonexplosive Markov jump process on a countable
state space, we may apply to it Lemma 3.1. Using the notation of that
lemma, s ∈ (0, ρ1 ∧ τ1) implies that
b(ℓ)L++fx(η
ζ
s)≤Q(ηζs ,Dy1),
where Q is the intensity matrix of ηζs .
Therefore, it follows from Lemma 3.1 that (14) is bounded above by
P
(∫ ρ1
0
Q(ηζs ,Dy1)ds≥ a
)
≤ ε
m0
.
Similarly, for 1 ≤ i ≤ m − 1 each corresponding term in (15) is bounded
above by ε/m0. Therefore
P
(∫ ρm∧τ1
0
b(ℓ)L++fx(η
ζ
s )ds≥ am0
)
≤ ε m
m0
≤ ε.
Hence
P
(∫ ρm∧τ1
0
b(ℓ)L++fx(η
ζ
s )ds < am0,Bc(ζ)
)
≥P(Bc(ζ))− ε.
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Since on Bc(ζ)
am0 ≤
∫ τ1∧c
0
b(ℓ)L++fx(η
ζ
s)ds,
this implies that
P(ρm < τ1 ∧ c,Bc(ζ))≥P(Bc(ζ))− ε.
It now follows from
{ρm < τ1 ∧ c,Bc(ζ)} ⊂ {ηζρm ∈C(ℓ),Bc(ζ)},
that
P(σ(ℓ, ζ)< τ1 ∧ c,Bc(ζ))≥P(B(ζ))− ε,
which implies the lemma. 
Proof of Lemma 3.3. Fix ε > 0, let a be as in Lemma 3.4 and let
Aj(ξ, k) =
{∫ τj+1∧1
τj∧1
b(ℓ)L++fx(η
ξk
s )ds≥ am0
}
.
Applying the strong Markov property to the process ηξ
k
s at the stopping
time τj we get
P(Aj(ξ, k)∩ {σk(ℓ, j, ξ} ≥ τj+1 ∧ 1})
=
∫
P(Bc(ζ)∩ {σ(ℓ, ζ} ≥ τ1 ∧ c})dµ(ζ, c),
where µ(ζ, c) is the joint distribution of (ηξ
k
τj ,1− τj) restricted to {τj < 1}.
It now follows from Lemma 3.4 that the right-hand side of this equation is
less than ε. Since by monotone convergence
lim
k→∞
∫ τj+1∧1
τj∧1
b(ℓ)L++fx(η
ξk
s )ds=
∫ τj+1∧1
τj∧1
b(ℓ)L++fx(η
ξ
s)ds,
there exists k0 such that
P(Aj(ξ)∩Aj(ξ, k)c)≤ ε ∀k≥ k0.
Hence,
P(Aj(ξ)∩ {σk(ℓ, j, ξ)≥ τj+1 ∧ 1})≤ 2ε
holds for all k ≥ k0. Since ε is arbitrary and {σk(ℓ, j, ξ} ≥ τj+1∧1} decreases
with k, the lemma follows. 
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Lemma 3.5. Let R be a finite subset of S. Then on Ω0
lim
k→∞
L+fR(η
ξk
s ) = L
+fR(η
ξ
s) ∀ ξ ∈X, s ∈R+,(16)
and
lim
k→∞
L−fR(η
ξk
s ) = L
−fR(η
ξ
s) ∀ ξ ∈X, s ∈R+,(17)
Proof. To prove the first equality we consider three cases:
(a) If for x, y ∈R, y 6= x, ηξs(x) = ηξs(y) = 0, then ηξ
k
s (x) = η
ξk
s (y) = 0 for
all k and L+fR(η
ξk
s ) = L
+fR(η
ξ
s) = 0.
(b) If x is the only point in R such that ηξs(x) = 0, then η
ξk
s (x) = 0 for
all k. Hence, the result follows from monotone convergence.
(c) If fR(η
ξ
s) = 1, then fR(η
ξk
s ) = 1 for k large enough and limk→∞L
+fR(η
ξk
s )
= L+fR(η
ξ
s) = 0.
For the second equality we consider two cases:
(a′) If fR(η
ξ
s) = 0, then fR(η
ξk
s ) = 0 for all k. This implies that L
−fR(η
ξk
s ) =
0 =L−fR(η
ξ
s) for all k.
(b′) If fR(η
ξ
s) = 1, then fR(η
ξk
s ) = 1 for k large enough, and the result
follows from the bounded convergence theorem. 
Let Zn, n ≥ 1, be a sequence of i.i.d. random variables, whose common
distribution is the exponential of parameter 1, and let N be a Poisson
random variable of parameter 1 and independent of the Z’s. Then define
U =
∑N+1
i=1 Zi and Un =
∑(N+1)∧n
i=1 Zi.
Lemma 3.6. Let U be as above. Then,
P
(∫ 1
0
L+fx(η
ξ
s)ds > a
)
≤ P(U > a) ∀ ξ ∈X, a ∈R+, x ∈ S.(18)
Proof. We start proving the lemma for ξ ∈Xf . Define the following
stopping times:
σ0 = 0,
τ i = inf{t > σi−1 :ηξt (x) = 1}, i≥ 1,
σi = inf{t > τ i :ηξt (x) = 0}, i≥ 1.
Let
Xi =
∫ τ i
σi−1
L+fx(η
ξ
s)ds
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and
Yi = σ
i − τ i.
Then applying Lemma 3.1 to the set A= {ξ ∈Xf : ξ(x) = 1} we get
P
(∫ τ1
0
L+fx(η
ξ
s)ds≥ t
)
≤ e−t ∀ ξ ∈Xf , t ∈R+.(19)
Then note that each time x is occupied, it remains so for at least an expo-
nential time of parameter 1. Therefore, the number of subintervals of [0,1]
during which x is not occupied is stochastically dominated by N +1. Since
during the time intervals in which x is occupied L+fx(η) = 0,∫ 1
0
L+fx(η
ξ
s)ds≤
∑
i≥1
I[0,1)(σ
i−1)Xi ≤
∑
i≥1
XiI[0,1)
(
i−1∑
j=1
Yj
)
,
where by convention
∑i−1
j=1 Yj = 0 if i= 1.
Let Fn(x1, y1, . . . , xn) be a bounded measurable function, increasing in
the variables x and decreasing in the variables y. We will now prove that
E(Fn(X1, Y1, . . . ,Xn))≤ E(Fn(Z1, . . . ,Z2n−1)),(20)
where the random variables Zi are as above.
This is done by induction on n. For n= 1 this is a consequence of (19).
Conditioning with respect to the σ-algebras Fσn−1 we get
E(Fn(X1, Y1, . . . ,Xn)|Fσn−1) =
∫
Fn(X1, Y1, . . . , Yn−1, xn)dPXn|Fσn−1 (xn).
Since Fn is increasing in xn and by the strong Markov property and Lemma 3.1
the conditional distribution of Xn given Fσn−1 is a.s. stochastically bounded
above by the distribution of Z2n−1, the right-hand side is a.s. bounded above
by ∫
Fn(X1, Y1, . . . , Yn−1, xn)dPZ2n−1(xn).
Conditioning this last expression on Fτn−1 and arguing in a similar way we
get
E(Fn(X1, Y1, . . . ,Xn)|Fτn−1)
≤
∫ ∫
Fn(X1, Y1, . . . ,Xn−1, yn−1, xn)dPZ2n−2(yn−1)dPZ2n−1(xn)
and (20) follows by the inductive hypothesis.
Applying (20) to
Fn(x1, y1, . . . , xn) =
1, if
n∑
i≥1
xiI[0,1)
(
i−1∑
j=1
yj
)
> a,
0, otherwise,
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we get
P
(
n∑
i≥1
XiI[0,1)
(
i−1∑
j=1
Yj
)
> a
)
≤ P(Un > a),
and taking limits as n goes to infinity we obtain (18).
To prove (18) for an infinite initial configuration take an increasing limit
of finite initial configurations and deduce it from the finite case using (16)
and Fatou’s lemma. 
3.3. Proof of Theorem 1.1. As L+fR(η
ξk
s ) ≤
∑
x∈RL
+fx(η
ξk
s ) ≤∑
x∈RL
++fx(η
ξ
s), by (16), the dominated convergence theorem and the def-
inition of Y we have
lim
k→∞
∫ 1
0
L+fR(η
ξk
s )ds=
∫ 1
0
L+fR(η
ξ
s)ds a.s.,∀ ξ ∈ Y.
As |L−fR| ≤Card(R) a similar equality for L− follows from (17). Therefore,
lim
k→∞
∫ 1
0
LfR(η
ξk
s )ds=
∫ 1
0
LfR(η
ξ
s)ds a.s.,∀ ξ ∈ Y.(21)
Since L+fR(η
ξk
s ) ≤ L+
∑
x∈R fx(η
ξk
s ), and by (18) the sequence (in k) of
random variables {∫ 1
0
L+fx(η
ξk
s )ds
}
k∈N
is uniformly integrable, it follows from |L−fR| ≤Card(R) and (21) that
E
[∫ 1
0
LfR(η
ξk
s )ds
]
→E
[∫ 1
0
LfR(η
ξ
s)ds
]
∀ ξ ∈ Y when k ↑∞.(22)
As the process ηξ
k
s is a Markov process on the countable space Xf with a
bounded Q matrix we have
EfR(η
ξk
1 )− fR(ξk) =E
∫ 1
0
LfR(η
ξk
s )ds.
Since |EfR(ηξ
k
1 )− fR(ξk)| ≤ 1, it follows from (22) and the dominated con-
vergence theorem that
lim
k→∞
∫
(EfR(η
ξk
1 )− fR(ξk))dµ(ξ) =
∫
E
(∫ 1
0
LfR(η
ξ
s)ds
)
dµ(ξ).
By the dominated convergence theorem and the invariance of µ the left-hand
side above is 0. Since |L−fR| ≤Card(R) we may apply Tonelli’s theorem to
the right-hand side. It then follows from the invariance of µ that this right-
hand side is equal to ∫
LfR(η)dµ(η),
thus the theorem is proved.
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4. Coupled process and invariant measures. In this section we give some
general results relating the invariant measures of the single process to the
invariant measures of the coupled process. Let I and I˜ be the set of invariant
measures for the single process and the set of invariant measures for the
coupled process, respectively, and let S and S˜ be the set of translation-
invariant measures on X and X2, respectively.
Lemma 4.1. Suppose µ1, µ2 ∈ I. Then there exists a probability measure
ν˜ on X ×X which is invariant for the coupled process and has marginals
µ1 and µ2. Moreover, if S = Z
d, and p(x, y), µ1 and µ2 are translation
invariant, then we can choose a translation-invariant measure ν˜ as above.
For a proof of this lemma we refer the reader to Proposition 5.4 and
Remark 5.5 in [3].
Lemma 4.2. Let ν˜ be an invariant measure for the coupled process such
that
ν˜({(η, ξ) :η(x) = ξ(y) = 1, η(y) = ξ(x) = 0}) = 0,
whenever p(x, y)> 0. If p(x, y) is irreducible, then
ν˜({(η, ξ) :η ≤ ξ or ξ ≤ η}) = 1.
Thanks to Theorem 1.2 the proof of this lemma follows a standard induc-
tion argument (see Lemma 2.5 in [5]) and will be omitted.
Lemma 4.3. Suppose that S is the d-dimensional integer lattice Zd and
that for any µ ∈ I and any ρ ∈ [0,1] there exists a probability measure ν˜ρ
on X2 such that :
(i) ν˜ρ is invariant for the coupled process,
(ii) its first marginal is νρ, its second marginal is µ and
(iii) ν˜ρ{(η, ξ) :η ≤ ξ or ξ ≤ η}= 1.
Then all elements of I are exchangeable.
Proof. For η ∈X define
U(η) = limsup
n
1
(2n+1)d
∑
(x1,...,xd)∈Zd:|xi|≤n,i=1,...,d
η(x)
and
L(η) = lim inf
n
1
(2n+1)d
∑
(x1,...,xd)∈Zd:|xi|≤n,i=1,...,d
η(x).
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Let µ be an element of I and let δ > 0. Then, as in page 426 in [1] it follows
from the hypothesis of this lemma that
U(η) =L(η), µ-a.e.
Let 0 = a0 < a1 < · · · < ar−1 < ar = 1 be such that ai − ai−1 < δ for i =
1, . . . , r and µ({η :U(η) = ai}) = 0 for i= 1, . . . , r − 1. Then, for i= 1, . . . , r
let
Ai = {η ∈X :U(η) =L(η) ∈ [ai−1, ai]},
Bi = {η ∈X :U(η) =L(η)< ai},
and for i= 0, . . . , r− 1 let
Ci = {η ∈X :U(η) = L(η)> ai}.
We will now show that under the assumption µ(Ai) > 0 the conditional
measure µ(·|Ai) is in I. This is done in two steps: First let ν˜i be an in-
variant measure for the coupled process whose marginals are µ and νai−1
and concentrates on {(η, ξ) :η ≥ ξor η ≤ ξ}. Since the set {(η, ξ) :η ≥ ξ}
is stable for the coupled process, it follows that the conditional measure
ν˜i(·|{(η, ξ) :η ≥ ξ}) is also invariant for the coupled process. Hence, its first
marginal µ(·|Ci−1) ∈ I. Applying a similar argument to this last measure
we see that µ(·|Bi ∩Ci−1) = µ(·|Ai) ∈ I. Finally applying the hypothesis of
the proposition to µ(·|Ai) we see that νai−1 ≤ µ(·|Ai)≤ νai . Therefore, there
exist nonnegative reals λ1, . . . , λr whose sum is 1 and satisfy
r∑
i=1
λiνai−1 ≤ µ≤
r∑
i=1
λiνai .
From this double inequality we conclude that for any n and any pair of
subsets A and B of Zd of cardinality n,∣∣∣∣∣µ
({
η :
∏
x∈A
η(x) = 1
})
− µ
({
η :
∏
x∈B
η(x) = 1
})∣∣∣∣∣
is bounded above by an expression which tends to 0 with δ. Since δ is arbi-
trary it follows that µ({η :∏x∈A η(x) = 1}) = µ({η :∏x∈B η(x) = 1}). Hence
µ is exchangeable. 
Remark. In view of the last two lemmas, to prove the last three the-
orems of this paper it suffices to show for any µ ∈ I (µ ∈ I ∩ S) and any
ρ ∈ [0,1], there exists an invariant (and translation-invariant) measure for
the coupled process ν˜ρ with marginals µ and νρ such that
ν˜ρ({(η, ξ) :η(x) = ξ(y) = 1, η(y) = ξ(x) = 0}) = 0,
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whenever p(x, y)> 0. Moreover, we may assume that µ({1}) = 0, since oth-
erwise we can decompose µ as µ({1})ν1 + (1 − µ({1}))µ′ where µ′ is an
invariant measure such that µ′({1}) = 0. Furthermore, we may also assume
that ρ ∈ (0,1), since the hypothesis of Lemma 4.3 follows immediately from
Lemma 4.1 if ρ= 0 or 1.
5. Random walk with zero mean. As remarked at the end of the previous
section, to prove Theorem 1.5 (Theorem 1.4) of this paper it suffices to show
for any µ ∈ I (µ ∈ I∩S) such that µ({1}) = 0 and any ρ ∈ (0,1), there exists
an invariant (and translation-invariant) measure for the coupled process ν˜ρ
with marginals νρ and µ such that
ν˜ρ({(η, ξ) :η(x) = ξ(y) = 1, η(y) = ξ(x) = 0}) = 0 if p(x, y)> 0.(23)
Since by Lemma 4.1 there is a measure ν˜ρ ∈ I˜ (I˜∩ S˜) with marginals νρ and
µ, we only have to prove that it satisfies (23).
In this section (except the very end of it where we sketch the proof of The-
orem 1.4) we restrict ourselves to dimension 1: X= {0,1}Z and we suppose
that the underlying transition matrix p corresponds to a zero-mean random
walk, that is, for all x, y ∈ Z, p(y− x) = p(x, y),∑
x∈Z
|x|p(x)<∞(24)
and ∑
x∈Z
xp(x) = 0.(25)
5.1. Notation and definitions. Recall that for x ∈ Z, σ(y) denotes the
hitting time of {y} for the random walk with transition matrix p(x, y). We
now change slightly the notation. For any η ∈X we denote
σ(η) = inf{k ≥ 1 :η(Xk) = 0}
where (Xn)n∈N is a random walk with transition probability p. Let p
∗ be
the transition probability of the reverse walk defined by p∗(x, y) = p(y,x)
for all x, y ∈ Z. Observe that the Markov chain X∗k with transition matrix
p∗ is also a zero-mean random walk. Now, q∗(x, y, η) and σ∗(η) are defined
as q and σ substituting X∗k for Xk.
Let
q(x, y, η) = Ex
[σ(y)−1∏
k=1
η(Xk), σ(y)<∞
]
.(26)
Let Y0 =X0 and Yn =Xn −Xn−1 for n≥ 1 be the increments of the walk.
The (Yi)’s for i ≥ 1 are i.i.d. random variables with distribution p. For a
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fixed η ∈X observe that σ(η) is a stopping time for the natural filtration of
the (Yi)’s, and for all x 6= y ∈ Z
[1− η(y)]q(x, y, η) = Px
(σ(η)∑
n=0
Yn = y,σ(η)<∞
)
.(27)
The couple (ηt, ξt) will designate the basic coupled process. We will say that
there is a positive [negative] discrepancy at site x if η(x)> ξ(x) [η(x)< ξ(x)].
We now define:
A(x, y, η, ξ)
= Iη(x)=1,ξ(x)=0
(
Iη(y)=ξ(y)=0 q(x, y, η)(28)
+
∑
z 6=x
Iη(z)=ξ(z)=1,ηz(y)=ξz(y)=0 q(z,x, ηξ)q(x, y, ηz)
)
.
This represents the rate at which a positive discrepancy at site x reaches a
vacant site y: The term preceding the “+” sign considers the case in which
the movement of the η particle starts at x while the term after that sign
takes into account a movement due to the simultaneous arrival from z to x
of η and ξ particles. We define also:
B(x, y, η, ξ)
= Iη(x)=1,ξ(x)=0
(
Iη(y)=0 q(x, y, η)(29)
+
∑
z 6=x
Iη(z)=ξ(z)=1,ηz(y)=0 q(z,x, ηξ)q(x, y, ηz)
)
.
This is almost the same expression as (28) but site y may or may not be
occupied on the ξ coordinate; thus the positive discrepancy may or may not
coalesce with a negative one. We also define:
C(x, y, η) = Iη(x)=1
(
1η(y)=0 q(x, y, η)
(30)
+
∑
z 6=x
Iη(z)=1,ηz(y)=0 q(z,x, η)q(x, y, ηz)
)
.
This is like the previous expression (29) without any restriction on the ξ
coordinate.
Finally let
D(x, y, η, ξ) = q(x, y, η)1η(x)=ξ(y)=1,ξ(x)=η(y)=0 ,(31)
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which is the rate at which a positive discrepancy at site x moves and coa-
lesces with a negative one at site y.
Remark. Obviously for all η, ξ ∈X and x, y ∈ Z
A(x, y, η, ξ)≤B(x, y, η, ξ)≤C(x, y, η).
As before νρ denotes the Bernoulli product measure with constant density
ρ ∈ (0,1). Let µ ∈ I and denote by ν˜ρ an invariant measure for the coupled
process with marginals νρ and µ.
Let Aρ(x, y) =
∫
A(x, y, η, ξ)dν˜ρ. Similarly, let Bρ(x, y), Cρ(x, y) andDρ(x, y)
be the respective integrals of (29), (30) and (31) with respect to ν˜ρ. From
our previous remark we get
Aρ(x, y)≤Bρ(x, y)≤Cρ(x, y).(32)
The proof of Theorem 1.5 relies on the following observations:
(1) jumps of positive discrepancies have mean 0,
(2) when discrepancies of different sign meet they disappear,
(3) the number of positive discrepancies in the interval [−n,n] can only
increase through boundary effects, but due to (1) the Cesa`ro averages on n
of these effects tend to 0,
(4) from (2) and (3) we see that to keep the number of positive discrepan-
cies fixed under an invariant measure there should be no pair of discrepancies
of different signs.
5.2. Some auxiliary results. Let Rk be the number of distinct points
visited by the random walk with transition probability p(·, ·) in k steps:
Rk = Card({X0, . . . ,Xk}). Let τ1 = 0 and for k ≥ 2 define τk = min{n ≥
1 :Rn = k}.
In [6], page 888, the following result was stated without proof.
Lemma 5.1.
sup
k
E(τk)
k3
<∞.
Proof. Since τn =
∑n
k=2(τk − τk−1) for n≥ 2 we have
E(τn)
n3
≤ sup
2≤k≤n
E
(
τk − τk−1
k2
)
.
Hence, it suffices to show that
sup
k≥2
E
(
τk − τk−1
k2
)
<∞.(33)
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From Theorem 1 in [4] we know that there exists a constant c such that for
any n
sup
x
P(Xn = x)≤ c√
n
.
Thus the probability that the walk lies in a given set of ℓ points at time m
is trivially bounded above by ℓc/
√
m.
Let D be a positive integer to be chosen later, and let Rk−1 be the set of
visited sites by the walk up to time τk−1. We have
{τk − τk−1 >nDk2} ⊂
n⋂
i=1
{Xτk−1+iDk2 ∈Rk−1}.(34)
But, using the strong Markov property and the previous bound, for any
given A⊂ Z with Card(A) = k− 1, we have
P
(
n⋂
i=1
{Xτk−1+iDk2 ∈A}
∣∣∣Xτk−1 ∈A
)
=
n∏
i=1
P
(
Xτk−1+iDk2 ∈A
∣∣∣ i−1⋂
j=0
{Xτk−1+jDk2 ∈A}
)
≤
n∏
i=1
sup
x
P(Xτk−1+iDk2 ∈A|Xτk−1+(i−1)Dk2 = x)
≤
(
(k− 1) c
k
√
D
)n
.
From this bound and (34) we get
P(τk − τk−1 > nDk2)≤
(
c√
D
)n
.(35)
Now we choose
√
D > c. Summing (35) over n we have that
∑
nP ((τk −
τk−1)> nDk
2) is bounded above by a constant that does not depend on k
which implies (33). 
Lemma 5.2. Let α ∈ (0,1/3). There exists a constant c such that
P(Rk < k
α)≤ ck
3α
k
for all k ≥ 1.
Proof. For any x ∈R denote by ⌈x⌉ the smallest integer larger than or
equal to x. Observe that
{Rk < kα}= {τ⌈kα⌉ > k}.
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By Markov’s inequality
P(τ⌈kα⌉ > k)≤
1
k
E(τ⌈kα⌉).
From Lemma 5.1 we have that c0 = supk E(τk)/k
3 <∞. Then
P(Rk < k
α)≤ c0⌈k
α⌉3
k
≤ 8c0k
3α
k
. 
Lemma 5.3. For all ρ ∈ (0,1) and x ∈ Z,
sup
z∈Z
E
x(σ(ηz))≤ Ex(σ(η)) ∈ L2(νρ)
and
sup
z∈Z
E
x(σ∗(ηz))≤ Ex(σ∗(η)) ∈L2(νρ).
Proof. Observe that for all z ∈ Z, σ(ηz)≤ σ(η) since it is more likely
to find an empty site on ηz than on η (site z is empty for ηz not necessary
for η). Hence, it suffices to prove that Ex(σ(η)) ∈ L2(νρ). This is done as
follows: ∫
E
x(σ(η))2 dνρ ≤
∫
E
x(σ(η)2)dνρ
=
∫ ∞∑
k=1
k2Px(σ(η) = k)dνρ
≤
∫ ∞∑
k=1
k2Ex
[
k−1∏
ℓ=1
η(Xℓ)
]
dνρ.
By Tonelli’s theorem, this is bounded above by
∞∑
k=1
k2Ex(ρRk−1−1) =
1
ρ
∞∑
k=0
(k+1)2Ex(ρRk).(36)
By Lemma 5.2 there exists c such that
P(Rk < k
1/4)≤ ck−1/4.
This implies:
P(R⌈k1/2⌉ < k
1/8)≤ P(R⌈k1/2⌉ < ⌈k1/2⌉1/4)≤ c⌈k1/2⌉−1/4 ≤ ck−1/8.
Now, for m< n let Rnm =Card({Xm, . . . ,Xn}) and observe that, since k >
⌈k1/2⌉(⌈k1/2⌉ − 2), for any x > 0 one has
{Rk <x} ⊂
⌈k1/2⌉−3⋂
j=0
{R(j+1)⌈k1/2⌉
j⌈k1/2⌉
< x}.
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As R
(j+1)⌈k1/2⌉
j⌈k1/2⌉
for j ≥ 0 are i.i.d. r.v.’s distributed as R⌈k1/2⌉, we deduce
from the previous bound that
P(Rk < k
1/8)< (ck−1/8)⌈k
1/2⌉−2.
Therefore conditioning on {Rk < k1/8} and its complement we obtain
E
x(ρRk)≤ (ck−1/8)⌈k1/2⌉−2 + ρk1/8 ,
which implies that (36) converges. 
Lemma 5.4. For all ρ ∈ (0,1) and all x∈ Z we have∑
y∈Z
|y − x|[1− η(y)]q(x, y, η) ∈ L2(νρ),
∑
y∈Z
|y − x|[1− η(y)]q(x, y, η) ∈ L2(νρ),
∑
y∈Z
(y − x)[1− η(y)]q(x, y, η) = 0, νρ-a.e.,
∑
y∈Z
(y − x)[1− η(y)]q(x, y, η) = 0, νρ-a.e.
Proof. By (27)
∑
y∈Z
|y − x|[1− η(y)]q(x, y, η) =
∑
y∈Z
|y − x|Px
(σ(η)∑
i=0
Yi = y,σ(η)<∞
)
= Ex
(∣∣∣∣∣
σ(η)∑
i=1
Yi
∣∣∣∣∣, σ(η)<∞
)
.
By Lemma 5.3, σ(η) has νρ-a.e. finite expectation and by the triangular
inequality
E
x
(∣∣∣∣∣
σ(η)∑
i=1
Yi
∣∣∣∣∣
)
≤ Ex
(σ(η)∑
i=1
|Yi|
)
.
It then follows from Wald’s equation that∑
y∈Z
|y − x|[1− η(y)]q(x, y, η)≤ Ex(σ(η))
∑
x∈Z
|x|p(0, x), νρ-a.e.
The first assertion now follows from this upper bound, Lemma 5.3 and hy-
pothesis (24). The second assertion follows from the first and the inequality
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q(x, y, η)≤ q(x, y, η). To prove the third assertion repeat the same argument,
using hypothesis (25) to get
∑
y∈Z
(y − x)[1− η(y)]q(x, y, η) = Ex
(σ(η)∑
i=1
Yi, σ(η)<∞
)
= Ex(σ(η))
∑
x∈Z
xp(0, x) = 0, νρ-a.e.
The last assertion is proved as the third using σ(ηx) instead of σ(η). 
Lemma 5.5. Let
Cρ =
∫ ∑
y∈Z
|y− x|C(x, y, η)dνρ.
Then, Cρ does not depend on x and is finite.
Proof. The first assertion follows from the translation invariance of νρ.
Hence, to complete the proof of the lemma we only need to show that∫ ∑
y∈Z
|y|C(0, y, η)dνρ <∞.
To prove this, we first note that the integrand is bounded above by∑
y∈Z
|y|[1− η(y)]q(0, y, η)(37)
+
∑
y∈Z
|y|[1− η(y)]
∑
z 6=0,z 6=y
q(z,0, η)q(0, y, ηz)(38)
+
∑
y∈Z
|y|q(y,0, η)q(0, y, ηy).(39)
By Lemma 5.4 (37) is νρ-integrable. We will now show that the other two
terms are νρ-integrable. For (38) write∑
y∈Z
|y|[1− η(y)]
∑
z 6=0,z 6=y
q(z,0, η)q(0, y, ηz)
=
∑
z 6=0
q(z,0, η)
∑
y 6=z
|y|[1− η(y)]q(0, y, ηz).
Since for y 6= z, q(0, y, ηz)≤ q(0, y, η), this last expression is bounded above
by (∑
z 6=0
q(z,0, η)
)(∑
y∈Z
|y|[1− η(y)]q(0, y, η)
)
.
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Hence, by Lemma 5.4 it is now enough to show that
∑
z 6=0 q(z,0, η) is
in L2(νρ). For this purpose, note that q(z,0, η) = q
∗(0, z, η) and
∑
z 6=0 q
∗(0, z, η)
is bounded above by E(σ∗(η0)) which is in L
2(νρ) by Lemma 5.3.
For (39) first note that since q(y,0, η)≤ 1, it suffices to show that∑y∈Z |y|q(0,
y, ηy) =
∑
y∈Z |y|q(0, y, η) is νρ-integrable. Since νρ is a product measure
and q(0, y, η) does not depend on η(y), we have∫ ∑
y∈Z
|y|[1− η(y)]q(0, y, η)dνρ = (1− ρ)
∫ ∑
y∈Z
|y|q(0, y, η)dνρ.
Since ρ < 1 and the left-hand side above is finite by Lemma 5.4 we also have∫ ∑
y∈Z
|y|q(0, y, η)dνρ <∞
which completes the proof. 
Lemma 5.6. For all ρ ∈ (0,1) and all x∈ Z∑
y∈Z
(y − x)B(x, y, η, ξ) = 0, ν˜ρ − a.e.
Proof. Since B(x, y, η, ξ) ≤ C(x, y, η) the series converges absolutely
ν˜ρ-a.e. by Lemma 5.5. Therefore it suffices to show that∑
y∈Z
(y − x)Iη(x)=1,ξ(x)=η(y)=0 q(x, y, η) = 0, ν˜ρ-a.e.
and that for all z 6= x
q(z,x, ηξ)Iη(z)=ξ(z)=1
∑
y∈Z
(y − x)Iη(x)=1,ξ(x)=ηz (y)=0 q(x, y, ηz) = 0, ν˜ρ-a.e.
But the first of these terms is equal to
Iη(x)=1,ξ(x)=0
∑
y∈Z
(y − x)[1− η(y)]q(x, y, η),
and the second is equal to
q(z,x, ηξ)Iη(z)=ξ(z)=η(x)=1,ξ(x)=0
∑
y∈Z
(y − x)[1− ηz(y)]q(x, y, ηz),
and both these expressions vanish νρ-a.e. by Lemma 5.4 and the fact that
if η is distributed according to νρ, then the distribution of ηz is absolutely
continuous with respect to νρ. Since this measure is the first marginal of ν˜ρ
the lemma follows. 
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5.3. Proof of Theorem 1.5. Let ν˜ρ be an invariant measure for the cou-
pled process with respective marginals νρ, ρ ∈ (0,1) and µ ∈ I.
Let fn(η, ξ) =
∑n
x=−n[η(x)− ξ(x)]+. This means that fn counts the num-
ber of positive discrepancies in the interval [−n,n].
Lemma 5.7. The sum of the positive terms of L˜fn(η, ξ) is equal to∑
|x|>n
|y|≤n
A(x, y, η, ξ),
and the sum of the negative terms is less than or equal to
−
∑
|x|≤n
|y|>n
B(x, y, η, ξ)−
∑
−n≤x,y≤n
x 6=y
D(x, y, η, ξ).
Proof. We compute L˜fn(η, ξ) using the expression given in Section 1.
Note that in this case (2), (5), (9), (12) and (13) vanish and that the positive
terms only come from (4), (6) and (7).
The sum of the positive terms of (4) is equal to∑
x∈Z,|y|>n
|z|≤n
Iη(x)=ξ(x)=η(y)=1,ξ(y)=η(z)=ξ(z)=0 q(x, y, z, ξ, η),
which using the notation of Section 5.1 we can write as∑
|y|>n
|z|≤n
Iη(y)=1,ξ(y)=0
∑
x 6=y,z
Iη(x)=ξ(x)=1,ηx(z)=ξx(z)=0 q(x, y, ξη)q(y, z, ηx).(40)
The positive terms from (6) are equal to∑
|x|≤n
|y|>n
Iη(x)=ξ(x)=η(y)=1,ξ(y)=0 q(x, y, ξ, η)
(41)
=
∑
|x|≤n
|y|>n
Iη(y)=1,ξ(y)=0Iη(x)=ξ(x)=1,ηx(x)=ξx(x)=0 q(x, y, ξη)q(y,x, ηx).
Finally from (7) we get∑
|x|>n
|y|≤n
Iη(x)=1,ξ(x)=η(y)=ξ(y)=0 q(x, y, η)
(42)
=
∑
|x|>n
|y|≤n
Iη(x)=1,ξ(x)=0Iη(y)=ξ(y)=0 q(x, y, η).
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Applying the permutation y→ x→ z→ y to (40) and the permutation y→
x→ y to (41) and then adding (40), (41) and (42) we get∑
|x|>n
|y|≤n
A(x, y, η, ξ),
which proves the first assertion of the lemma.
Among the negative terms we focus on (part of ) those obtained through (4),
(6) and (7).
Part of the negative contribution of (4) is given by∑
x∈Z,|y|≤n
|z|>n
Iη(x)=ξ(x)=η(y)=1,ξ(y)=η(z)=0 q(x, y, z, ξ, η),
which using the notation of Section 5.1 we can write as∑
|y|≤n
|z|>n
Iη(y)=1,ξ(y)=0
∑
x 6=y,z
Iη(x)=ξ(x)=1,ηx(z)=0 q(x, y, ξη)q(y, z, ηx).(43)
Observe that this is just part of the negative contribution of (4) since there
should be another term with x, y chosen as before and z ∈ [−n,n] with
ξ(z) = 1.
From (6) we get as negative terms∑
|x|>n
|y|≤n
Iη(x)=ξ(x)=η(y)=1,ξ(y)=0 q(x, y, ξ, η)
(44)
=
∑
|x|>n
|y|≤n
Iη(y)=1,ξ(y)=0Iη(x)=ξ(x)=1,ηx(x)=0 q(x, y, ξη)q(y,x, ηx).
Finally, from (7) we separate the contribution in two sums∑
|x|≤n
|y|>n
Iη(x)=1,ξ(x)=η(y)=0 q(x, y, η)
+
∑
|x|≤n
|y|≤n
Iη(x)=ξ(y)=1,ξ(x)=η(y)=0 q(x, y, η)(45)
=
∑
|x|≤n
|y|>n
Iη(x)=1,ξ(x)=0Iη(y)=0 q(x, y, η) +
∑
|x|≤n
|y|≤n,x 6=y
D(x, y, η, ξ).
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Now, relabelling when necessary and summing the expressions in (43), (44)
and the first sum in (45) we get∑
|x|≤n
|y|>n
B(x, y, η, ξ),
which proves the second assertion of the lemma. 
It now follows from Theorem 1.2 and Lemma 5.7 that∑
x<−n
y≥−n
Aρ(x, y) +
∑
x>n
y≤n
Aρ(x, y)−
∑
|x|≤n
|y|>n
Bρ(x, y)≥
∑
−n≤x,y≤n
x 6=y
Dρ(x, y),
which by (32) implies∑
x<−n
y≥−n
Bρ(x, y) +
∑
x>n
y≤n
Bρ(x, y)−
∑
|x|≤n
|y|>n
Bρ(x, y)≥
∑
−n≤x,y≤n
x 6=y
Dρ(x, y).
Call Γρ(n) the left-hand side of the previous inequality. We will show that
lim supN
1
N+1
∑N
n=0Γρ(n)≤ 0. This will imply that
Dρ(x, y) = 0 for all x, y.(46)
Let M =M(N) be such that 0<M <N , M →∞ as N →∞ and
lim
N→∞
M
N
= 0.(47)
Then
1
N +1
N∑
n=0
Γρ(n)
≤ 1
N +1
[
−1∑
x=−N+M+1
∞∑
y=x+1
(y − x)Bρ(x, y)(48)
+
−N+M∑
x=−N−M
∞∑
y=x+1
(y − x)Bρ(x, y)(49)
+
−N−M−1∑
x=−∞
∞∑
y=−N
[(y − x)∧ (N +1)]Bρ(x, y)(50)
−
−1∑
x=−N
x−1∑
y=−∞
[(x− y)∧ (N + x+1)]Bρ(x, y)
]
(51)
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+
1
N + 1
[
N−M−1∑
x=1
x−1∑
y=−∞
(x− y)Bρ(x, y)(52)
+
N+M∑
x=N−M
x−1∑
y=−∞
(x− y)Bρ(x, y)(53)
+
∞∑
x=N+M+1
N∑
y=−∞
[(x− y)∧ (N + 1)]Bρ(x, y)(54)
−
N∑
x=1
∞∑
y=x+1
[(y − x)∧ (N − x+1)]Bρ(x, y)
]
.(55)
Symbolically we will write the right-hand side as
1
N +1
[(48) + (49) + (50)− (51)] + 1
N +1
[(52) + (53) + (54)− (55)].
The next three lemmas will show that
lim sup
N
1
N +1
[(48) + (49) + (50)− (51)]≤ 0.
The second bracket is treated analogously.
Lemma 5.8. 1N+1(49)→ 0 as N →∞.
Proof. It follows from Lemma 5.5 that
(49)≤
−N+M∑
x=−N−M
∑
y∈Z
|y − x|Cρ(x, y)≤ (2M +1)Cρ.
Hence, the lemma is a consequence of (47). 
Lemma 5.9. 1N+1(50)→ 0 as N →∞.
Proof. Observe that
1
N +1
(50)≤
−N−M−1∑
x=−∞
∞∑
y=−N
Bρ(x, y)
≤
−N−M−1∑
x=−∞
∞∑
y=−N
Cρ(x, y)
≤
∞∑
k=M+1
kCρ(0, k),
which goes to 0 as M →∞ since by Lemma 5.5 this series converges. 
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Lemma 5.10. 1N+1 [(48)− (51)]→ 0 as N →∞.
Proof. The expression (48)–(51) is bounded above by
−1∑
x=−N+M+1
∞∑
y=−N+1
(y − x)Bρ(x, y).
For x ∈ (−N +M,0), by Lemma 5.6 we have
∞∑
y=−N+1
(y − x)Bρ(x, y) =
∑
y∈Z
(y− x)Bρ(x, y)−
−N∑
y=−∞
(y − x)Bρ(x, y)
= 0+
−N∑
y=−∞
(x− y)Bρ(x, y).
Hence, for these x’s it follows from (32) that
∞∑
y=−N+1
(y − x)Bρ(x, y)≤
−N∑
y=−∞
(x− y)Cρ(x, y)≤
∞∑
k=M
kCρ(k,0).
Therefore
1
N + 1
[(48)− (51)]≤ N −M
N + 1
∞∑
k=M
kCρ(k,0)≤
∞∑
k=M
kCρ(0,−k),
which goes to 0 as M →∞ by Lemma 5.5. This concludes the proof of
Lemma 5.10. 
These lemmas imply (46) which implies (23). As explained at the begin-
ning of this section this proves Theorem 1.5.
Suppose for the final part of this section that X = {0,1}Zd and p is an
irreducible random walk on Zd.
Sketch of proof of Theorem 1.4. Suppose µ ∈ (I∩S) puts no mass
on 1. Apply Theorem 1.2 to the function f(η, ξ) = [η(x) − ξ(x)]+ and the
translation-invariant coupled measure ν˜ρ of Lemma 4.1 with marginals νρ
and µ. Due to the translation invariance of p(x, y) many of the terms of∫
L˜f dν˜ρ cancel each other and only negative terms are left. Since the sum
of these is equal to −Dρ we again obtain (23) for any ρ ∈ (0,1). 
6. The nearest-neighbor case. In this section we suppose that d = 1,
p(x,x + 1) = p and p(x,x − 1) = q, p + q = 1, and prove Theorem 1.6. In
view of Theorem 1.5 we may assume p 6= 1/2 and by symmetry it suffices
to prove the theorem for p > 1/2. Initially, we assume that p < 1 to keep
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the transition matrix irreducible. At the end of the section we will explain
which modifications are needed to treat the case p = 1. As in the previous
section let
fn(η, ξ) =
n∑
x=−n
[η(x)− ξ(x)]+
be the number of positive discrepancies between η and ξ in [−n,n] and let
gn(η, ξ) = Card({x ∈ [−n,n) :η(x)− ξ(x) = 1 and ∃ y ∈ (x,n]
such that ∀ z ∈ (x, y), η(z)− ξ(z) = 0
and η(y)− ξ(y) =−1}).
This means that gn counts the number of times we see η− ξ changing from
+1 to −1 when we move from −n to n.
Let µ ∈ I be such that µ({1}) = 0, let ρ ∈ (0,1) and let ν˜ρ be a probability
measure onX×X with marginals νρ and µ which is invariant for the coupled
process. As explained at the end of Section 4, to prove Theorem 1.6 it suffices
to show that ν˜ρ is such that
ν˜ρ({(η, ξ) :η(x) = ξ(y) = 1, η(y) = ξ(x) = 0}) = 0,
whenever p(x, y)> 0. The proof relies loosely on the following observations:
(1) Suppose gn > 1; then it can decrease with time.
(2) To compensate this, some boundary effects must increase gn.
(3) These boundary effects require gn to grow linearly with n.
Hence, many discrepancies of opposite signs are not far from each other and
discrepancies disappear in the interval [−n,n] at a rate which grows linearly
with n. But positive discrepancies enter that interval at a bounded rate and
we get a contradiction.
At different parts of the proof we must follow the movement of discrep-
ancies. When doing so it is important to realize that a discrepancy at a site
x can move if the clock rings at that site, but it can also move if the clock
rings at another site z occupied by both η and ξ particles because these
two particles may arrive at x where only one will stay. Since we are dealing
with a nearest-neighbor random walk, for this last case to occur, all the sites
between x and z must be occupied by both η and ξ particles.
The generator L˜ of the coupled process will be applied to several cylinder
functions f . We denote by L˜+f ( −L˜−f ) the sum of the positive (negative)
terms of L˜f . Hence L˜f = L˜+f − L˜−f .
Proposition 6.1. Let ν˜ρ be as above. Then for any n≥ 1
ν˜ρ{(η, ξ) :gn(η, ξ)≥ 2}= 0.
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To prove the proposition let R(x, ν˜ρ) be the average under ν˜ρ of the rate
at which a positive discrepancy originally at x disappears either because it
moves to a site occupied by a negative discrepancy or because a negative
discrepancy moves to x.
Lemma 6.1. Fix 0< ρ< 1, let ℓ ∈N and let ν˜ρ be as in Proposition 6.1.
Then, there exists an increasing function hℓ : [0,1)→ [0,∞) such that:
(i) hℓ(t)> 0 if t > 0, and
(ii) for any x ∈ Z,
x∑
y=x−ℓ
R(y, ν˜ρ)
≥ hℓ(ν˜ρ{(η, ξ) :η(x− ℓ)− ξ(x− ℓ) = 1, η(x− i)− ξ(x− i) = 0,
1≤ i≤ ℓ− 1, η(x)− ξ(x) =−1}).
Proof. We prove the lemma by induction on ℓ. For ℓ = 1 the result
is trivial with h1(c) = c. We now assume that the conclusion of the lemma
holds for ℓ= 1, . . . , k− 1, k ≥ 2, and suppose that
ν˜ρ{(η, ξ) :η(x− k)− ξ(x− k) = 1, η(x− i)− ξ(x− i) = 0,
(56)
1≤ i≤ k− 1, η(x)− ξ(x) =−1}= c > 0.
Let p be the probability that a p, q random walk starting at 0 never returns
to the origin (and therefore drifts to +∞). It follows from (56) that either
ν˜ρ{(η, ξ) :η(x− k)− ξ(x− k) = 1, η(x− i) = ξ(x− i) = 1,
1≤ i≤ k− 1, η(x)− ξ(x) =−1} ≥ c
k
,
or ∃ r, 1≤ r ≤ k− 1 such that
ν˜ρ{(η, ξ) :η(x− k)− ξ(x− k) = 1, η(x− i) = ξ(x− i) = 1,
r+1≤ i≤ k− 1, η(x− r) = ξ(x− r) = 0,(57)
η(x− j) = ξ(x− j),1≤ j ≤ r− 1, η(x)− ξ(x) =−1} ≥ c
k
.
In the first case the average under ν˜ρ of the rate at which a positive discrep-
ancy at x− k jumps to x (and is annihilated) is at least p · c/k.
To treat the second case, let r ∈ [1, k − 1] be such that (57) is satisfied.
We apply Theorem 1.2 to the function
tr(η, ξ) = I{η(x−r)−ξ(x−r)=1,η(x−j)=ξ(x−j),1≤j≤r−1,η(x)−ξ(x)=−1}.
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Among the positive terms of
∫
L˜tr(η, ξ)dν˜ρ there is one due to the jump
of a positive discrepancy from x− k to x− r. This term is greater than or
equal to p · c/k. Hence, by Theorem 1.2, ∫ L˜−tr(η, ξ)dν˜ρ ≥ p · c/k. We now
separate the terms of L˜−tr in five groups:
(1) terms due to jumps of particles from sites y > x into the interval
[x− r, x];
(2) terms due to jumps starting from the interval [x− r, x];
(3) terms due to jumps of an η particle (and possibly a ξ particle too)
from a site y ∈ [x− r−n0, x− r) into the interval [x− r, x] (n0 will be chosen
later);
(4) terms due to jumps of an η particle (and possibly a ξ particle too)
from a site y < x− r− n0 into the interval [x− r, x];
(5) terms due to jumps of a ξ particle only from a site y < x− r into the
interval [x− r, x] that annihilate the positive discrepancy at x− r.
Let q = q/p, then (q)n is the probability that a p, q random walk starting at
n ever hits 0. The sum of the terms in group 1 is bounded above by
∞∑
n=1
(q)n
∫
tr(η, ξ)dν˜ρ =
q
1− q
∫
tr(η, ξ)dν˜ρ.
The sum of the terms in group 2 is bounded above by
(r+ 1)
∫
tr(η, ξ)dν˜ρ.
The sum of the terms in group 3 is bounded above by
n0
∫
tr(η, ξ)dν˜ρ.
The sum of the terms in group 4 is bounded above by
∞∑
n=n0
ρn.
We choose n0 in such a way that this sum is < pc/5(k). Then, either the
jumps of group 5 occur at a rate greater than or equal to pc/(5k), or one of
the first three upper bounds is at least pc/(5k). In this second case we get∫
tr(η, ξ)dν˜ρ ≥ cp
5k
min
{
1− q
q
,
1
r+ 1
,
1
n0
}
:=Ac.
Therefore taking
hk(c) = min
{
cp
5k
,h1(Ac), h2(Ac), . . . , hk−1(Ac)
}
,
the result follows from the inductive hypothesis. 
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Lemma 6.2. Suppose ν˜ρ is as in Proposition 6.1. If for some n0 ∈N
ν˜ρ({(η, ξ) :gn0(η, ξ)≥ 2}) = δ1 > 0,
then there exists a δ2 > 0 such that ∀n≥ n0∫
L˜−gn dν˜ρ ≥ δ2.
The proof of this lemma requires some extra notation: For fixed (η, ξ)
such that gn0(η, ξ) =m≥ 2 let
r1(η, ξ)< r2(η, ξ)< · · ·< r2m+1(η, ξ)
be the smallest integers in the interval [−n0, n0 + 1] such that:
(i) each of the intervals [r1, r2− 1], . . . , [r2m−1, r2m− 1] contains at least
one positive discrepancy and no negative discrepancies,
(ii) each of the intervals [r2, r3− 1], . . . , [r2m, r2m+1− 1] contains at least
one negative discrepancy and no positive discrepancies.
For each i ∈ {1, . . . ,m− 1}, let
xi,1 > · · ·> xi,ji
be the position of the negative discrepancies in the interval [r2i, r2i+1 − 1]
and let
yi,1 < · · ·< yi,j′i
be the position of the positive discrepancies in the interval [r2i+1, r2i+2− 1].
Define
Ni(η, ξ) =
ji∧j
′
i∑
r=1
(yi,r − xi,r) and N(η, ξ) = min
1≤i≤m−1
Ni(η, ξ).
The quantity Ni(η, ξ) is the total distance that the discrepancies in the in-
terval [r2i, r2i+1−1] must travel to the right to cause gn (n≥ n0) to decrease.
Proof of Lemma 6.2. Let
A= {(η, ξ) :gn0(η, ξ)≥ 2}.
For k ≥ 1, let
Ak = {(η, ξ) ∈A :N(η, ξ) = k}
and
Bk =
k⋃
i=1
Ai.
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Since N(η, ξ) ≤ 4n20, it follows from the hypothesis of the lemma that for
some k ≤ 4n20 we have
ν˜ρ(Ak)≥ δ1
4n20
.
Hence, to prove the lemma it suffices to show that for each k ≥ 1, there
exists ck > 0 such that∫
L˜−gn(η, ξ)dν˜ρ ≥ ckν˜ρ(Ak) ∀n≥ n0.(58)
We proceed by induction on k. On the set A1 there is a negative discrepancy
in some site x in the interval [−n0, n0] whose jump to the right causes gn
to decrease. Hence, for any configuration in A1, gn decreases at rate at
least p and (58) holds for k = 1 and c1 = p. Suppose now that it holds for
k = 1, . . . , k0 − 1. Let (η, ξ) ∈ Ak0 and let i be such that Ni(η, ξ) =N(η, ξ).
Then, at rate at least p (as defined in the proof of Lemma 6.1) the negative
discrepancy at xi,1 moves to the right. When this happens either gn decreases
or the new configuration belongs to Bk0−1. Therefore, for all n≥ n0 either∫
L˜+IBk0−1 dν˜ρ ≥
p
2
ν˜ρ(Ak0)
or ∫
L˜−gn dν˜ρ ≥ p
2
ν˜ρ(Ak0).
In the second case the proof is complete. In the first case, by Theorem 1.2∫
L˜−IBk0−1 dν˜ρ ≥
p
2
ν˜ρ(Ak0).
Write L˜−IBk0−1 as L˜
−
1 IBk0−1
+ L˜−2 IBk0−1 + L˜
−
3 IBk0−1
, where L−1 , L
−
2 and L
−
3
contain the terms of L˜− due to jumps of particles at sites in (−∞,−n0− 1],
[−n0, n0] and [n0 + 1,∞), respectively. It follows from the last inequality
that either ∫
L˜−2 IBk0−1 dν˜ρ +
∫
L˜−3 IBk0−1 dν˜ρ ≥
p
4
ν˜ρ(Ak0),
or ∫
L˜−1 IBk0−1 dν˜ρ ≥
p
4
ν˜ρ(Ak0).
In the first case we use the inequalities∫
L˜−2 IBk0−1 dν˜ρ ≤ (2n0 +1)ν˜ρ(Bk0−1)
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and ∫
L˜−3 IBk0−1 dν˜ρ ≤
∞∑
n=1
qnν˜ρ(Bk0−1) = q(1− q)−1ν˜ρ(Bk0−1)
to obtain
ν˜ρ(Bk0−1)≥
p
4
1
2n0 + 1+ q¯(1− q¯)−1 ν˜ρ(Ak0),
and the result follows from the inductive hypothesis. To complete the proof
in the second case it suffices to check all the terms of L−1 IBk0−1 are also
terms of L−gn for all n ≥ n0. This is done as follows: The arrival of an
η particle from the left of −n0 can increase the value of N(η, ξ) only if it
destroys a full interval of negative discrepancies situated to the right of the
first positive discrepancy and the arrival of ξ particle can increase the value
of N(η, ξ) only if it destroys the first interval of positive discrepancies. In
both cases the value of gn decreases for all n≥ n0. 
The following lemma is elementary:
Lemma 6.3. Let ρ be a strictly positive real number, let n,m ∈ N and
let ai, i= 1, . . . ,m, be real numbers such that :
(i) 0≤ ai ≤ 1, ∀1≤ i≤m,
(ii)
∑m
i=1 ai ≥ ρn.
Then,
Card
({
i : 1≤ i≤m, ai ≥ ρ
2m
n
})
≥ ρ
2
n.
Proof. Write
ρn≤
m∑
i=1
ai =
∑
1≤i≤m:ai<(ρ/(2m))n
ai+
∑
1≤i≤m:ai≥(ρ/(2m))n
ai.
Since the first sum in the right-hand side is bounded above by ρ2n, the second
sum is bounded below by ρ2n and the result follows because all the ai’s are
in [0,1]. 
Before stating our last lemma we introduce some notation: For k,n ∈ N
we say that an increasing sequence of integers x1, y1, . . . , xm, ym is the k-
partition of the interval [−n,n] if:
(i) x1 =−n, ym = n,
(ii) xi+1 = yi+1 for i= 1, . . . ,m− 1,
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(iii) yi− xi = k for i= 1, . . . ,m− 1,
(iv) 0≤ ym − xm ≤ k.
For integers a < b let ga,b(η, ξ) be as gn(η, ξ) with [a, b] substituting for
[−n,n]. It follows from these definitions that if x1, y1, . . . , xm, ym is the k-
partition of the interval [−n,n], then
gn(η, ξ)≤
m∑
i=1
gxi,yi(η, ξ) +m− 1.(59)
Lemma 6.4. Let ν be a probability measure on X×X such that for some
n0 ∈N and 0<α≤ 1 ∫
gn(η, ξ)dν ≥ αn ∀n≥ n0.
Let k = [4/α]+1 and let x1, y1, . . . , xm, ym be the k-partition of [−n,n]. Then,
there exists β > 0 such that
Card({1≤ i≤m− 1 :ν(gxi,yi(η, ξ)≥ 1)≥ β})≥ βn ∀n≥ n0.
Proof. Since (m−1)k ≤ 2n and k > 4/α we must have m−1≤ 2−1αn.
It then follows from (59) that
m∑
i=1
∫
gxi,yi(η, ξ)dν ≥
α
2
n ∀n≥ n0.
Since gxi,yi is bounded above by k ≤ 5/α, this implies
m∑
i=1
∫
gxi,yi(η, ξ) ∧ 1dν ≥
α
5
m∑
i=1
∫
gxi,yi(η, ξ)dν ≥
α2
10
n.
Since the last left-hand side can be written as
∑m
i=1 ν(gxi,yi ≥ 1) the lemma
follows from the previous lemma and the fact that n/m≥ 1. 
Proof of Proposition 6.1. We argue by contradiction: If the propo-
sition does not hold, then there exists a δ1 > 0 and n0 ∈N such that
ν˜ρ{(η, ξ) :gn(η, ξ)≥ 2} ≥ δ1 ∀n≥ n0.
By Lemma 6.2 there exists a δ2 > 0 such that for all n≥ n0,
∫
L˜−gn dν˜ρ ≥ δ2.
Therefore, by Theorem 1.2
∫
L˜+gn dν˜ρ ≥ δ2. The terms of L˜+gn are due
either to positive discrepancies coming from the left of −n or to negative
discrepancies coming from the right of n.
A positive discrepancy at −n − k may move into the interval [−n,n] if
all the sites between −n− k and −n are occupied by η particles and either
because the clock rings at −n−k or the clock rings at another site x occupied
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by both η and ξ particles and all the sites between x and −n− k are also
occupied by both η and ξ particles. Since the η particles are distributed
according to νρ, the contribution of this discrepancy to
∫
L˜+gn dν˜ρ is at
most
ρk((1 + ρ+ ρ2 + · · ·) + (q + q2 + · · ·)) = ρk
(
1
1− ρ +
q
1− q
)
,
where the first series bounds the probability that the discrepancy at −n− k
moves after the clock rings at some site y ≤−n− k, while the second series
bounds the probability that the discrepancy at −n−k moves after the clock
rings at some site y >−n− k.
Negative discrepancies at sites y > n may contribute because the clock
rings at their site or because the clock rings at a site z where there is an η
and a ξ particle. In this last case both the η and ξ particles may reach y
forcing the negative discrepancy at y to move. For this to happen all the sites
from z to either y − 1 or y + 1 have to be occupied by η particles, which
under ν˜ρ are distributed as a Bernoulli product measure of parameter ρ.
Thus, the contribution of a negative discrepancy at y = n+ k to
∫
L˜+gn dν˜ρ
is at most
qk(1 + 2ρ+2ρ2 + · · · )< 2qk
(
1
1− ρ
)
.
We now choose k0 large enough to satisfy∑
k≥k0
ρk
(
1
1− ρ +
q
1− q
)
+2qk
(
1
1− ρ
)
<
δ2
2
.
Hence the positive terms due to discrepancies within distance k0 of [−n,n]
contribute at least δ2/2. Note that if these terms are present for a given (η, ξ)
configuration, then gn+k0(η, ξ) ≥ gn(η, ξ) + 1. Let sx(η, ξ) be the length of
the longest interval containing x whose sites are all occupied by η particles.
Then, sx(η, ξ) is an upper bound for the rate at which a positive discrepancy
at x starts to move. Therefore the contribution of the positive discrepancies
in the interval [−n− k0,−n− 1] to
∫
L˜+gn dν˜ρ is at most∫ −n−1∑
x=−n−k0
sx(η, ξ)I{gn+k0 (η,ξ)>gn(η,ξ)} dν˜ρ.
Similarly, the contribution of negative discrepancies in the interval [n+1, n+
k0] is bounded above by∫ n+k0∑
x=n+1
s′x(η, ξ)I{gn+k0 (η,ξ)>gn(η,ξ)} dν˜ρ,
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where s′x(η, ξ) is the length of the longest interval containing x such that
all its sites distinct from x are occupied by η particles. Hence, at least one
of the two integrals above is bounded below by δ2/4. Since under ν˜ρ both∑−n−1
x=−n−k0
sx(η, ξ) and
∑n+k0
x=n+1 s
′
x(η, ξ) are integrable and have distributions
that do not depend on n, we conclude that there exists a δ3 > 0 such that
for all n≥ n0 we have
ν˜ρ(gn+k0 ≥ gn +1)≥ δ3 > 0.
This implies that
∫
gn dν˜ρ grows linearly with n. It now follows from Lemmas
6.1 and 6.4 that
∫
L˜−fn dν˜ρ diverges as n tends to infinity. Therefore, to get
a contradiction it suffices to show that
∫
L˜+fn dν˜ρ is bounded above by a
constant that does not depend on n. This is done as follows: Arguing as we
did for
∫
L˜+gn dν˜ρ we see that a positive discrepancy at −n− k contributes
at most
ρk((1 + ρ+ ρ2 + · · · ) + (q + q2 + · · · )) = ρk
(
1
1− ρ +
q
1− q
)
,
and that a positive discrepancy at n+ k contributes at most
qk(1 + 2ρ+2ρ2 + · · · )< 2qk
(
1
1− ρ
)
.
Therefore, we obtain as upper bound:
∞∑
k=1
ρk
(
1
1− ρ +
q
1− q
)
+
∞∑
k=1
2qk
(
1
1− ρ
)
,
which is finite and does not depend on n. 
Proof of Theorem 1.6. Let µ ∈ I be such that µ({1}) = 0 and let ν˜ρ
be as in Proposition 6.1. Discrepancies move at rate at least 1 and the sites
they visit are part of the sites visited by a p, q random walk. Therefore, if
there are only a finite number of positive (negative) discrepancies to the left
of the origin, then the probability of having a positive (negative) discrep-
ancy at a given site x tends to 0 as time goes to infinity. To see this for a
given configuration (η, ξ), use an approximating sequence of finite configu-
rations (ηn, ξn) and note that the probability of having a positive (negative)
discrepancy at a given site goes to 0 uniformly in n as time goes to infinity.
Hence, it follows from Proposition 6.1 and the invariance of ν˜ρ that for all
x < y
ν˜ρ{(η, ξ) :η(x) = ξ(y) 6= η(y) = ξ(x)}= 0,
therefore
ν˜ρ{(η, ξ) :η ≥ ξ or ξ ≥ η}= 1.
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The theorem now follows from the remark at the end of Section 4.
The special case in which p = 1 needs an adaptation of the proof of
Lemma 3.2 where we assumed that p(x, y) was irreducible. In this particular
case one can easily see that on the set
∫ 1
0 L
++fx(η
ξ
s)ds =∞ we also have∫ 1
0 L
++fy(η
ξ
s)ds=∞ a.s. for all y < x. This observation allows us to prove
the lemma with basically the same arguments as before. 
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