In this work we present a new hybrid approach for solving the clustering problem for geographic data, which is known to be NP-hard. Two metaheuristics that have proven efficiency in combinatory optimization problems have been chosen for the comparison: Simulated Annealing (SA) and Variable Neighborhood Search (VNS). The proposed model is based on the partitioning around the medoids and on P-median. Previous test runs have shown satisfactory results (in terms of quality and time) for instances of 469 geographic objects, but when instances of greater size are used then variability in the results has been detected. In an effort to achieve better results for the clustering problem, we have incorporated a hybridization of simulated annealing and variable neighborhood search to the geographic clustering problem. We have considered different sizes in the tests runs for distinct groups observing that the solutions obtained with the hybrid approach, named SA-VNS hybrid, overcome SA and VNS when they have been implemented individually. Finally, with the aim of evaluating the benefits of the meta-heuristic proposed, we have measured the internal connection of the obtained clusters by means of the Dunn Index. The results obtained show that the hybrid SA-VNS performs better than SA and VNS with respect to the compactness feature.
Introduction
A big amount of combinatory problems such as the clustering, imply that their solution could be obtained through heuristics techniques. However, once a metaheuristic has been implemented for a real clustering problem, it becomes necessary to compare the results with other methods including the statistical ones. In this process, is possible to distinguish if a determined metaheuristic is better than another one for certain specified factors. On the other hand, when the algorithm is tested using bigger instances, the increment with regard to the response time and even the lower quality solutions is notable. In this point, is reasonable to assume that these instances demand the use of other alternative approximation methods that improve the quality of the solutions incorporating some improvements through different options, one of these is hybridizing 2 metaheuristics as we expose in this paper. The problem we deal with in this work is discrete, combinatory and consists in grouping geographic data considering partitioning restrictions.
A clustering problem can be seen as an optimization problem that locates the optimal clusters' centroids instead of finding the optimum partition. The clustering algorithm that we employed in this work is partitional: given a database with n objects, a method by partitions builds k data groups, where each partition represents a cluster and k ≤ n. This is, it classifies the data into k groups where each group must contain at least one element and each element must belong exclusively to one group. Achieving a global optimization of a clustering based on partitions would require an exhaustive enumeration of all the possible partitions. In this point, the importance of incorporating approximation methods for the problem we expose stands out, this problem forms groups of geographic data under partitioning around the medoids properties (Kaufman 1987 ) and P-Median (Resse 2005) . The approximation proposal consists of the combination of the Variable Neighborhood Search (VNS) (Mladenovic 2004) and Simulated Annealing (SA) (Dowsland 2003) metaheuristics integrated into an algorithm about partitions and the geographic clustering problem is applied with the objective to improve the results obtained by these two metaheuristics in a separate way. The results obtained with this hybrid proposal have been satisfactory when it has been applied to sets of geographic-spatial data. Finally, the quality of the solutions is tested by using the Dunn index (Dunn 1973 , XiuLi 2011 . The evidence given by this test revealed that the SA-VNS hybrid that we have implemented obtains better compactness than VNS and SA individually.
The remaining of this paper is organized as follows: Section 2 describes the partitioning as an optimization problem. In section 3 the basic aspects of VNS and SA are treated. Section 4 presents the hybrid combination of SA-VNS and finally in section 5 we present the application of the Dunn method, which allows evaluating the clustering quality. Finally the conclusions are described in Section 6.
The Partitioning Problem in Combinatory Optimization
The classification techniques are of prominent usefulness in data analysis. Its main objective is to group objects into well differentiated classes or clusters in accordance to the dissimilarities between them and the best internal homogeneity possible, in such a way that the objects that belong to a cluster are closer to each other rather than to the ones in other groups. In this scenario, having a measure D of dissimilarity between objects becomes necessary, which can be expressed as a quality function. The traditional methods that look for a partition of a set of objects in a prefixed number of classes, only obtain partial solutions to the problem, locating barely some local optimums (Piza et al.1999 ). In the non-hierarchical methods the data set is partitioned into a pre-specified number of clusters k, and then the observations are reallocated to the clusters in an iterative way until a stopping criterion (function to optimize) is met. In this way, the partitioning methods possess the advantage of satisfying an optimality criterion even if it is approximately. On the other hand, the existent clustering methods differ from one another in the way of structuring the clusters. Those that find clusters that correspond to a partition of the set of objects are known as hard-clustering methods or partitional clustering. The method proposed in this work is considered within the hard-clustering or partitional clustering techniques. To that end the partitioning around the medoids methods have been studied as well as P-median and iterative partitioning or optimization methods due to the strong influence in our partitioning algorithm (Carrizosa et al.1998; Resse 2005 ). The most influential algorithm for the geographic clustering from this work is PAM (Partitioning Around the Medoids) (Kaufman 1987 ).
Partitioning
In the classification by partitions we have that being
the finite set of n objects to classify and kn  the number of classes into which the objects will be classified. A partition 
Description of the Clustering Problem as one of Optimization
In regard to the optimization methods, their main characteristic is that they produce a unique partition of objects into a particular number k, specified beforehand, of nonoverlapping clusters, as a result of the minimization or the maximization of some objective function. Regularly, these methods start with an initial partition of the set of objects into k clusters, for each one of them a centroid is defined; every object is located then in the cluster which centroid is the closest one, to calculate later the new centroids and reallocate each object again. So on and so forth until no changes are produced in the clusters. Generally, the objects are represented by D descriptive attributes in form of vectors in the space R D , and with a similarity comparison measure, such as the distance, and the clusters are created with similar objects. In the groups or clusters formation process, there isn't a previous knowledge about how to form a cluster; for that reason, the clustering process is also known as unsupervised classification. In the clustering, the information of a series of variables for every object is used and in accordance to these variables, the similarity between these objects is measured. Once the similarity has been determined, the objects are grouped into internally homogeneous groups and different to each other. The similarity measures rely on the assumptions and the use that is given to the data; different results of the same, can result from the different similarity measures, where each one can be equally valid for a domain in particular. Given the set of n objects denoted by
xR  , let K be an unsigned integer known beforehand, the clustering problem consists in finding a partition: center. Under these characteristics, the clustering is a combinatory optimization problem and has been proven that it is an NP-hard one (Vicente et al. 2005 ).
Combinatory Nature of the Partitioning Algorithms
Given that the clustering can be approached as an NPhard combinatory optimization problem, is similar to say that the non-hierarchical grouping is a combinatory problem. The computational complexity of this problem is of the NP-hard kind, since is in fact a generalization of the known NP problem, which originated the terminology for this complexity rank for analogue problems (Laarhoven, 1988) . Is necessary to note that when is wished to obtain a partition into K classes of a set with n individuals, it doesn't make sense to examine all the possible partitions of the set of individuals into K classes. In effect, we are before a very complex combinatory problem. Just for illustrative purposes, we mention that the number of partitions of a set with 60 elements into 2 classes is about 10 18 , and for 100 elements into 5 classes is close around 10 68 .
In fact, it can be proven that the number   S n, K of different partitions of a set of n individuals into K classes, fulfills the recurrence equation et al. 1999 ). From the above, the need for methods and algorithms that provide a satisfactory solution to this problem is deduced. The metaheuristics incorporated to the partitioning algorithm for geographical data are presented in the following section.
Simulated Annealing and Variable Neighborhood Search Metaheuristics in Geographic Clustering
One simple and logical technique that can be used to solve an optimization problem consists in examining all the feasible solutions of the problem, evaluating them with the objective function and then choosing the best one. This technique called enumeration despite it is applied in different computing problems, can be impractical even for instances of regular size due to the big amount of possible solutions (Cristian 2011). However, given the underlying difficulty in the NP-hard optimization problems, as the partitioning is, the inclusion of heuristic methods is necessary even though they can't ensure achieving optimal solutions but they can be reached in a reasonable time. In this work the metaheuristics VNS and SA are combined along a K-medoids algorithm into one single algorithm which is applied to the geographic clustering problem with the goal to improve the results achieved by both metaheuristics in an independent way. The results obtained with this hybrid proposal have been satisfactory when applied to sets of geographic data. In the following lines, SA and VNS are described briefly.
Simulated Annealing
The SA algorithm is a neighborhood-based search method characterized by an acceptance criterion for neighboring solutions that self-adapts at run time. It uses a parameter called temperature (T), that according to its value determines the degree in which worse neighboring solutions can be accepted. The temperature variable is initialized with a high value, called initial temperature To and is reduced with each iteration through a cooling temperature mechanism (cooling factor α) until a final temperature (T f ) is reached. During each iteration a specific number of neighbors L(T) is generated, which may be fixed for all the execution time or may change for each iteration. Each time a neighbor is generated, an acceptance criterion is applied to determine if it will substitute the current solution (Kirkpatrick et al. 1983) . If the neighbor solution is better than the current one, it is automatically accepted, as a classic local search would do (LS). On the contrary, if it is worse, there still exists the possibility for the neighbor to substitute the current solution. This allows the algorithm to escape from local optima where LS would get trapped. The higher the temperature, the more likely it is to accept worse solutions. In this way, the algorithm accepts solutions much worse than the current one at the beginning of the execution but not at the end. By incorporating this procedure to the geographical clustering model, an appropriate algorithm for geographical clustering with simulated annealing is obtained (Bernábe et al. 2009 ). The general procedure for simulated annealing is presented as follows (Dowsland 2003) : The general model for geographical partitioning that has derived the SA and VNS implementations, is presented next. is decided (C, with 1,.., ik  ), the centroids will be randomly selected and the objects will be assigned to the nearest centroids. Then, for each object, the objective function is defined as the minimum of the sum of the distances between the centroids (for each k), and the objects assigned to them (each object is assigned to the closest centroid). For every k (where 1,.., kn  ) the sum of the distances from every object assigned to each centroid is calculated, and the minimum is selected. Therefore the objective function f can be written as: Comparing the quantitative and qualitative behavior of the geographical partitioning between VNS and SA was a needed task, therefore, in a separate way, each metaheuristic has been incorporated to the exposed model where a response surfaces analysis in a factorial experiment was validated and it was reported that VNS throws better results than SA for the 24 groups test with 469 geographic objects (Bernábe et al. 2011) . From this result, we assumed that better solutions were possible if we hybridized VNS and SA. In this point,an additional effort has been combining VNS and SA into one hybrid heuristic with the goal to achieve approximations that surpass VNS and SA when independently implemented to solve this geographic clustering problem. The computing experience is shown below.
Partitioning Model for Geographic Data

SA-VNS Hybrid for Geographic Clustering
Although trajectory methods only deal with a single solution, they have shown their potential in exploiting the promising regions in the search space with high quality solutions such as VNS. VNS is a simple and effective trajectory metaheuristic. The basis of VNS involves using more than one neighborhood structure and systematically changing the neighborhood within a local search process. Unlike many other metaheuristics, the basic scheme of VNS and its extensions require few and sometimes no parameters. However, it is still prone to premature convergence traps due to the limited exploration ability. Hence, it is a likely choice to consider the hybridization of metaheuristics. It has been decided to start the clustering process with SA given its high capability to escape local optimums, then when it has "convergence" in its last iteration, this final solution is given as an argument to VNS, where VNS only searches for even better solutions. A summarized version of the algorithm is presented as follows:
Algorithm SA-VNS Hybrid Input k number of groups Input for SA To initial temperature, T f final temperature, alfa α cooling factor and , L(t).
Input for VNS: ni number of iterations for neighborhood structures (NS in VNS)
, nbl number of iterations for Local Search (LS in VNS). Initialize SA(To,T f ,alfa,L(t))and VNS(ni,nbl) initSolGenerate a Random Initial Solution(k) saSolExecute SA (initSol) Sol* Execute VNS (saSol) Generate Clusters (Sol*)
Computing Experience
To measure the hybrid's behavior against other competitive implementations, we have done different test runs gathering them into tables 1 and 2, which show the different number of groups formed for 2 geographic zones: Toluca Valley Metropolitan Zone (TVMV) with 469 geographic units Ug (objects) and Mexico Valley Metropolitan Zone (MVMV) with 5023 geographic units. One of the general characteristics metaheuristics is the randomness of the initial solution. In our hybrid algorithm, we have kept such property and just as it is stochastic, is recommended to carry out at least 20 runs for each test and to calculate the average of each one of them. We register these results in tables 1 and 2. On the other hand, we have statistically calibrated the combined parameters for the hybrid algorithm, then, we randomly select the following parameters for the tests: for SA the parameters for all the test runs have been To= 5000, Tf=.01, α=.95, L(t)=5 and for VNS LS=20, NS=2, T=time (sec.) and H is Hybrid. In the tables, 1), 2), 3), 4) and 5) represent Hybrid, SA, VNS, P-median with GAMS (General Algebraic Modeling System) and PAM respectively. 
As we can observe for small instances of 469 objects, the hybrid algorithm responds with better solution quality in a very reasonable amount of time, but still far from an "optimum" like the one provided by PAM and GAMS, of course these 2 with a high computing cost. However for big instances of 5023 objects, only for 508 groups, the hybrid algorithm is the best one. For GAMS and PAM it wasn't possible to obtain a solution in a running time of 44 hours.
The following figure shows the behavior of the best solution obtained for 24 groups, with an objective function cost of 11.5958. An implementation with a Geographic Information System GIS eases the numerical interpretation of the previous figure, which makes possible to see the result in the map (the data under study are geographic units that belong to a territorial zone), (Bernábe, 2013) . Once that it has been proven that hybrid SA-VNS partitioning achieves better results than the implementations already reported (Bernábe et al. 2011) , the next step consist in developing another test: knowing the connection of the algorithm; this is, it's important to prove that the algorithm improves the geometric compactness, a property always sought in territorial design and partitioning problems over territorial or geographic units (Bernábe et al. 2011 ). The next step resides in having another algorithm that measures such connection. In the literature we can find an algorithm that has been proven to measure the connectedness among the group members but is possible to adapt it to geographical data (XiuLi et al. 2011). In the following section, the application of the Dunn index to the groups obtained from the test runs is presented.
Evaluating compactness with the Dunn Index validity measure
In this section we perform an assessment of the presented approaches: SA, VNS and SA-VNS using the Dunn Index metric. The aim is to evaluate the quality of each clustering method, and use this metric for determining the approach that performed better, from the point of view of compactness. The Dunn index is a widely used metric for evaluating clustering algorithms (Dunn, 1974) . It is basically, an internal validity measure which aims to identify sets of clusters that are compact, with a small variance between members of the cluster, and well separated, where the means of different clusters are sufficiently far apart, as compared to the cluster variance within. The higher the Dunn index, the better the clustering quality. Let C i be a cluster of m objects, let x and y be any two objects assigned to the same cluster C i . The Dunn Index (DI) is defined as follows: In Table 3 we can see the obtained Dunn index values for each approach. The values obtained by de internal validity measure show that the SA-VNS approach performed better than the other two approaches. The results suggested by the Dunn Index metric can be visually corroborated when the 24 clusters obtained by each approach are plotted. Figure 3 , 4 and 5, show the distribution of similarities among objects for the VNS, SA and Hybrid approach, respectively. We have re-ordered the real objects, so that consecutive objects now belong to the same cluster. In theory, the ideal clustering algorithm should obtain a perfect object grouping which will show a graphic with squares of points in the diagonal of the plotting. In other words, in a perfect clustering there will be not points outside the diagonal.
The maximum Euclidean distance obtained between two objects was 0.577332, whereas the minimum distance was 0.000447214. Let us consider that the lower the Euclidean distance, the more similar the pair of objects. Being similar is a subjective issue, however, we may propose a threshold for determining a positive degree of similarity, which in this case was empirically established as 0.1730. Future work will analyze the behaviour of each approach with different thresholds of similarity. In this research work, all those object pairs that share a distance lower than the empirical threshold are plotted in the above mentioned figures.By observing the number of points plotted outside the diagonal, we can easily conclude that the hybrid approach performed better than the other two approaches, a fact that confirms the results obtained with the Dunn Index.
Conclusions
In this work we have reported an experience with SA and VNS combined in an effort to achieve better solutions than the ones already reported. For small instances, is possible to rely on our hybrid proposal and as can be seen in table 2, for a bigger sized problem the results are not very encouraging, at least for the number of groups we have chosen.
The internal validity measure has shown that the hybrid approach has performed better than the other two approaches. This fact was also visually confirmed by plotting the groups obtained by each approach when a threshold of similarity is established.
As future work, we propose a factorial experiment design for VNS, SA and the hybrid algorithm proposed, and then the number of groups and the parameters of the metaheuristics would be variable and would indicate the behavior of the metaheuristics with more reliability to determine their performance. On the other hand, PAM and GAMS result untreatable for big instances. This issue implies proposing a Lagrange Relaxation scheme to compare our results.
In previous works, we have applied VNS partitioning to the location of ovitraps for a Dengue mosquito problem and with the results obtained in this article we ensure that is possible to apply SA-VNS to the Dengue problem with bigger size instances obtaining satisfactory solutions in regard to time and quality, furthermore SA-VNS can be applied to similar problems of bioinspired nature (Bernábe 2012 ).
Currently we are working with the geographic partitioning with homogeneity restrictions in a multiobjective context.
