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In this paper we introduce a novel 3D Lattice-Boltzmann model that recovers in the continuous
limit the Maxwell equations in materials. In order to build conservation equations with antisym-
metric tensors, like the Faraday law, the model assigns four auxiliary vectors to each velocity vector.
These auxiliary vectors, when combined with the distribution functions, give the electromagnetic
fields. The evolution is driven by the usual BGK collision rule, but with a different form for the
equilibrium distribution functions. This LBGK model allows us to consider for both dielectrics
and conductors with realistic parameters, and therefore it is adequate to simulate the most diverse
electromagnetic problems, like the propagation of electromagnetic waves (both in dielectric media
and in waveguides), the skin effect, the radiation pattern of a small dipole antenna and the natural
frequencies of a resonant cavity, all with 2% accuracy. Actually, it shows to be one order of magni-
tude faster than the original FDTD formulation by Yee to reach the same accuracy. It is, therefore,
a valuable alternative to simulate electromagnetic fields and opens lattice Boltzmann for a broad
spectrum of new applications in electrodynamics.
Keywords: Lattice Boltzmann; Electrodynamics; Electromagnetic fields; Propagation; Faraday’s Law; Di-
electrics; Conductors
I. INTRODUCTION
The simulation of electromagnetic fields inside materi-
als is a fundamental tool in optics and electrodynamics,
even more when boundary conditions and geometries are
so complex that an analytical solution is out of question.
Some examples are the design of antennas and the study
of electrical discharges across inhomogeneous media. For
this purpose, several numerical methods have been imple-
mented. A typical and well known example is the FDTD
(Finite-difference time-domain) method, which solves the
time-dependent Maxwell equations through a finite dif-
ferences scheme proposed by Yee [1–3]. The method
works pretty well in a broad range of applications, but its
stability strongly depends on the mesh size and the time
step. Several alternatives have been introduced, e. g. the
Chebyshev [4] and the unconditionally stable FDTD [5],
just to name a few.
In the last two decades, the arrival of Lattice Boltz-
mann methods has been used as an alternative for the
simulation of partial differential equations. Originally
motivated as discrete realizations of kinetic models for
fluids [6, 7], they have also been developed for the sim-
ulation of diffusion [8], waves [9, 10] and even quantum
mechanics [11–13] and relativistic hydrodynamics [14].
Electromagnetic fields, in contrast, have been introduced
meanwhile by models for plasmas, mostly in the form of
magnetic diffusion equations in resistive magnetohydro-
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dynamics (MHD).
The first two-dimensional LB model reproducing the
resistive MHD equations was developed by S. Succi
et. al. [15]. Here, the authors showed how a LB for
the Navier-Stokes equations could be extended to in-
clude two-dimensional magnetic fields and made system-
atic studies in order to investigate the efficiency in terms
of computational time. Later on, other LB models have
come as alternatives[16–18]. S. Chen et al. [16] studied
linear and nonlinear phenomena using a LB model and
showed that their method is competitive with traditional
solution methods. In another work by D.O. Martinez et
al. [17], a new LB model for resistive magnetohydrody-
namics was proposed where the number of moving vec-
tors could be reduced from 37 (used in previous works) to
13, dramatically decreasing the amount of computational
memory requested. One of the first models for magne-
tohydrodynamics in 3D was developed by Osborn [18],
where he used 19 vectors on a cubic lattice for the fluid,
plus 7 vectors for the magnetic field, which makes a total
number of 26 vectors per cell. Subsequently, Fogaccia,
Benzi and Romanelli [19] introduced a 3D LB model for
turbulent plasmas incorporating the electric potential in
the electrostatic limit. Among the many works on LBM
for MHD, the one proposed by Paul Dellar [20] deserves
a special attention for the present work. It introduces
the curl of the electric field (i.e. the divergence of an an-
tisymmetric tensor) indirectly, by using a vector-valued
distribution for the magnetic field which obeys a vector
Boltzmann BGK equation [21], and is only coupled with
the fluid distribution function via the macroscopic vari-
ables evaluated at the lattice points.
In a recent work[22], the authors introduced a 3D LB
2model that reproduces the two-fluids theory for plasmas.
The model employs 39 independent vectors (including
both D3Q19 velocity vectors for the fluids, D3Q13 auxil-
iary vectors for the electric field and D3Q7 auxiliary vec-
tors for the magnetic one) and uses in general four den-
sity distribution functions per velocity vector: one for the
electrons, one for the ions and two for the electromagnetic
fields in vacuum. The curls associated with the Faraday
and Ampe´re laws in vacuum are explicitly constructed
by means of the auxiliary vectors mentioned above. The
model reproduces the Hartman flow and allows to re-
construct the phenomenon of magnetic reconnection in
the magnetotail with the true mass ratio between elec-
trons and ions. However, the problem of reproducing
the Maxwell equations in media is not addressed in that
work. The solution requires for doubling the distribu-
tion functions dealing with the electromagnetic fields, as
we will show in the present manuscript, plus additional
forcing terms to account for the sources. Once the terms
related with the plasma fields (electrons and ions) are
removed, the set of velocity vectors can be simplified to
D3Q13, because we do not have viscous terms (the re-
laxation time is τ=1/2 and the procedure is still stable
as a consequence of the linear nature of Maxwell equa-
tions). The result is a complete model that successfully
reproduces the behavior of electromagnetic fields inside
dielectrics, magnets and conductors and gathers infor-
mation about the current density, electric charge, and
electromagnetic fields everywhere. The model is second-
order accuracy in time and performs well in a wide range
of traditional benchmarks, with errors below 1% in the
fields.
Section II describes the model, with the evolution rules
and the equilibrium expressions for the 50 density func-
tions, plus the procedure to compute for the charge and
current densities and the electric and magnetic fields.
This section also reviews how the auxiliary vectors and
the equilibrium distributions achieve the construction
of the curls in the Maxwell equations. The Chapman-
Enskog expansion showing how these rules recover the
electrodynamic equations with second-order accuracy is
developed in Appendix A. In order to validate the model,
we simulate in section III the reflection of an electromag-
netic pulse on the frontier between two dielectric me-
dia, the propagation of electromagnetic waves along a
microstrip waveguide, the skin effect inside a conductor,
the radiation pattern of an oscillating electrical dipole
(including a comparison between LB and Yee) and the
resonant responses of a cubic cavity. The main results
and conclusions are summarized in section IV.
II. 3D LATTICE-BOLTZMANN MODEL FOR
ELECTRODYNAMICS
In a simple Lattice-Boltzmann model [6] the D-
dimensional space is divided into a regular grid of cells.
Each cell has Q vectors ~vi linking with the neighboring
FIG. 1: Cubic cell D3Q13 to model the Maxwell equations.
The arrows represent the velocity vectors ~vpi and the electric
field vectors ~epij , where p indicates the plane of location.
FIG. 2: Cubic cell D3Q7 to simulate the magnetic field. The
arrows indicate the magnetic vectors ~bpij .
cells, and each vector has associated a distribution func-
tion fi. This distribution function evolves according to
the Boltzmann equation,
fi(~x+ ~vi, t+ 1)− fi(~x, t) = Ωi(~x, t) , (1)
where Ωi(~x, t) is a collision term, usually taken as a time
relaxation to some equilibrium function, f eqi . This is
known as the Bhatnagar-Gross-Krook (BGK) operator
[23],
Ωi(~x, t) = − 1
τ
(fi(~x, t)− f eqi (~x, t)) , (2)
where τ is the relaxation time. The equilibrium function
is chosen in such a way, that (in the continuum limit) the
model simulates the actual physics of the system.
In our case, we need to reproduce the Maxwell equa-
tions in materials. Two of them are the Faraday’s law,
∂ ~B
∂t
+ ~∇× ~E = 0 , (3)
3FIG. 3: Index relationship between the velocity vectors and
the electric and magnetic vectors.
and the Ampe`re’s law,
∂ ~D
∂t
− c2~∇× ~H + µ0 ~J = 0 , (4)
where ~B is the induction field, ~E is the electric field, ~D is
the displacement field and ~J is the current density. These
are conservation equations including curls, which can be
written in tensorial form as
∂ ~B
∂t
+ ~∇ · Λ = 0 (5)
for the Faraday’s law, and
∂ ~D
∂t
+ ~∇ · Γ + µ0 ~J = 0 (6)
for the Ampe`re’s law, with the antisymmetric tensors
Λ =

 0 −Ez EyEz 0 −Ex
−Ey Ex 0

 (7)
and
Γ =

 0 c2Bz −c2By−c2Bz 0 c2Bx
c2By −c2Bx 0

 . (8)
Let us choose a cubic regular grid of lattice constant
δx=
√
2cδt, with c the light speed in vacuum (c≃3 ×
108m/s); that is, c=1/
√
2 in normalized lattice units
(time unit =δt, spatial unit =δx), and the Courant-
Fredericks-Levy criterion is automatically fulfilled. There
are 13 velocity vectors per cell (figure 1), plus 13 different
vectors for the electric field (figure 1) and 7 different vec-
tors for the magnetic field (figure 2). The velocity vectors
are denoted by ~vpi , where i=1, 2, 3, 4 indicates the direc-
tion and p=0, 1, 2 indexes the plane of location (Fig. 1).
They have magnitude
√
2 (in lattice units) and lie on the
diagonals of the planes. In components,
~v0i =
√
2(cos((2i− 1)π/4), sin((2i− 1)π/4), 0) , (9a)
~v1i =
√
2(cos((2i− 1)π/4), 0, sin((2i− 1)π/4)) , (9b)
~v2i =
√
2(0, cos((2i− 1)π/4), sin((2i− 1)π/4)) , (9c)
They, plus the rest vector ~v0=(0, 0, 0), give us 13 vectors.
It is well known that the configuration D3Q13 has prob-
lems to reproduce for fluids the local momentum conser-
vation during collision, due to a slackness in symmetry.
Nevertheless, because we are using τ= 12 , there are not
viscous terms like in the fluid case, and D3Q13 can han-
dle the symmetries we need for the Maxwell equations,
as shown below.
Associated to each velocity vector ~vpi there are two elec-
tric ~epij and two magnetic auxiliary vectors
~bpij (j=0, 1),
as shown in Fig.3. They are used to compute the electro-
magnetic fields. The electric vectors are perpendicular
to ~vpi and lie on the same plane p. The magnetic vectors
are also perpendicular to ~vpi , but lying perpendicular to
the plane p. They are given by
~epi0 =
1
2
~vp[(i+2) mod 4]+1 , ~e
p
i1 =
1
2
~vp[i mod 4]+1 ,
~bpij = ~v
p
i × ~epij .
(10)
The picture is completed by the null vectors ~e0=(0, 0, 0)
and~b0=(0, 0, 0). With these definitions, there are 25 elec-
tric field vectors, but only 13 of them are different. Sim-
ilarly, there are 25 magnetic field vectors, but only 7 are
different. These vectors satisfy the following properties:∑
i,p
vpiα = 0 , (11a)
∑
i,j,p
epijα = 0 , (11b)
∑
i,j,p
vpiαe
p
ijβ = 0 , (11c)
∑
i,j,p
epijαe
p
ijβ = 4δαβ , (11d)
∑
i,j,p
vpiαe
p
ijβe
p
ijγ = 0 , (11e)
∑
i,j,p
vpiαe
p
ijβb
p
ijγ = 4ǫαβγ , (11f)
∑
i,j,p
bpijαb
p
ijβ = 8δαβ , (11g)
where ǫαβγ are the components of the Levi-Civita tensor,
defined as usual: If two indexes are equal, the compo-
nent is zero, ǫ123=1 and any odd permutation of indexes
changes the component sign. The property (11f) is indeed
4the one that allow us to construct conservation laws with
antisymmetric tensors, as we will show below.
The electromagnetic fields are computed from distri-
bution functions propagating from cell to cell with the
velocity vectors ~vpi . There are four distribution functions
associated with each non-zero velocity vector, denoted
by f
p(r)
ij (j=0, 1 and r=0, 1), plus two functions asso-
ciated with the rest vector ~v0, denoted by f
(r)
0 . This
makes 4 × 12 + 2=50 distribution functions.The macro-
scopic fields are computed as follows:
~D =
4∑
i=1
2∑
p=0
1∑
j=0
f
p(0)
ij ~e
p
ij , (12a)
~B =
4∑
i=1
2∑
p=0
1∑
j=0
f
p(1)
ij
~bpij , (12b)
ρc = f
(0)
0 +
4∑
i=1
2∑
p=0
1∑
j=0
f
p(0)
ij , (12c)
~E =
~D
ǫr
, (12d)
~H =
~B
µr
, (12e)
~J = σ ~E , (12f)
where ~D, ~E and ~J are subsidiary fields representing the
displacement field, the electric field and the total current
density before external forcing, respectively (the actual
mean fields, including external forcing, are described be-
low). In addition, ~B is the induction field, ~H is the mag-
netic field, ρc is the total charge density and ǫr, µr and
σ are the relative dielectric constant, the relative per-
meability constant and the conductivity for the medium,
respectively. Notice that we define ~D and ~H just with
the relative constants ǫr and µr, instead of the total elec-
tromagnetic constants ǫ=ǫrǫ0 and µ=µrµ0.
The velocity vectors ~vpi are not mean to represent
the velocity of any particles (in contrast with the nor-
mal lattice Boltzmann models for fluids), because in
classical electrodynamics there are not such particles,
but they can be related with Poynting vectors describ-
ing the momentum density flux of the electromagnetic
fields. This interpretation can be supported by looking
at Eqs. 12 and Fig. 3, and recognizing on the figure the
implicit cross product that defines the Poynting vector
as ~S= 1
µrǫr
~D × ~B[24].
For the collision we adopt terms Ω
p(r)
ij and Ω
(r)
0 of the
BGK form [23]
Ω
p(r)
ij = −
1
τ
(f
p(r)
ij (~x, t)− fp(r)eqij (~x, t)) , (13a)
Ω
(r)
0 = −
1
τ
(f
(r)
0 (~x, t)− f (r)eq0 (~x, t)) . (13b)
where the relaxation time is chosen τ= 12 . Since Maxwell
equations are linear, this relaxation time does not pro-
duce any instability.
In order to include the source term in the Ampere’s
law (4), we need of external forcing terms. These terms
are included by following the proposal of Zhaoli Guo,
Chuguang Zheng and Baochang Shi [25], as follows:
f
p(r)
ij (~x+ ~v
p
i , t+ 1)− fp(r)ij (~x, t) =Ωp(r)ij (~x, t) + T p(r)ij , (14)
f
(r)
0 (~x, t+ 1)− f (r)0 (~x, t) = Ω(r)0 (~x, t) + T (r)0 , (15)
where T
(r)
ij and T
(r)
0 are forcing coefficients (r=0, 1).
These coefficients are defined by [25]
T
p(r)
ij =
(
1− 1
2τ
)(
1
4
(~epij − ~E′) · ~F
+
3
4
(~epij · ~E′)(~epij · ~F )
)
,
(16a)
T
(r)
0 =
(
1− 1
2τ
)(
−1
4
( ~E′) · ~F
)
, (16b)
with ~F the external forcing. Since τ=1/2, T
p(r)
ij =T
(r)
0 =0,
and the forcing only appears in the mean fields. The
mean electric field, ~E′, and the mean density current vec-
tor, ~J ′, are given by
~E′ = ~E − µ0
4ǫr
~J ′ , (17)
~J ′ = σ ~E′ . (18)
Replacing Eq.(17) into Eq.(18) gives us the mean density
vector ~J ′ in terms of the subsidiary fields,
~J ′ =
σ
1 + µ0σ4ǫr
~E . (19)
Finally, the equilibrium distribution functions for the
electromagnetic fields are given by
f
p(0)eq
ij (~x, t) =
1
16
~vpi · ~J ′ +
ǫ
4
~E′ ·~epij +
1
8µ
~B ·~bpij , (20a)
f
p(1)eq
ij (~x, t) =
1
16
~vpi · ~J ′ +
1
4
~E′ · ~epij +
1
8
~B ·~bpij , (20b)
f
(0)eq
0 (~x, t) = f
(1)eq
0 (~x, t) = ρc , (20c)
where the two sets (r=0, 1) of equilibrium density func-
tions (f
p(r)eq
ij ) are made explicit. This structure for
the equilibrium functions allows for the construction of
conservative laws with curls. Indeed, performing the
5Chapman-Enskog expansion of the BGK evolution equa-
tion with these equilibrium functions, but multiplying
by ~bpij – instead of the traditional multiplication by the
velocity vectors ~vpi (see Appendix A) – before summing
up over the index i, j and p, we obtain the time deriva-
tive of the magnetic field equals to the divergence of the
antisymmetric tensor (8). The tensor becomes antisym-
metric because this procedure builds up the Levi-Civita
tensor, as follows: The Chapman-Enskog expansion gives
a velocity vector ~vpi , the equilibrium function contributes
with a vector ~epij and multiplying by
~bpij and summing up
over i, j and p gives us ǫαβγE
′
γ for the tensor (Eq. 11f),
that is the Faraday’s law. Ampe`re’s law is obtained by
multiplying by ~epij (instead of
~bpij) and following the same
procedure. This completes the definition of the lattice
Boltzmann model. The detailed proof that this LBGK
model, via a Chapman-Enskog expansion, recovers the
Maxwell equations is shown in Appendix A.
The model reproduces the following equations:
∂ρc
∂t
+∇ · ~J ′ = 0 , (21a)
∇× ~E′ = −∂
~B
∂t
, (21b)
∇× ~H = µ0 ~J ′ + 1
c2
∂ ~D′
∂t
. (21c)
It is well known [24] that these three conservative laws
implies the following expressions for the divergence of the
electromagnetic fields:
∂
∂t
(
∇ · ~D′ − ρc
ǫ0
)
= 0 , (22a)
∂
∂t
(
∇ · ~B
)
= 0 ; (22b)
that is, the other two Maxwell equations are reproduced
if they are satisfied by the initial condition (for more
details see Appendix A).
III. NUMERICAL TESTS
In order to validate our model, we have implemented
several tests. Let us start with two simple simulations
showing that the model reproduces the correct electro-
magnetic propagation with dielectrics and conductors.
We will construct more complex simulations afterward,
like the radiation pattern from an oscillating electric
dipole, the wave propagation on a waveguide, and the
identification of the normal modes in a cubic resonance
cavity. Additionally, in this section, we compare the re-
sults obtained by using LB and Yee methods for the case
of the radiation produced by an oscillating dipole.
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FIG. 4: Electric pulse crossing a dielectric interface. The
shadow zone is the dielectric medium, with dielectric constant
ǫr=2.5 and the other one corresponds to the vacuum (ǫr=1.0).
The curves are the intensity of the electric field at t=0 (dashed
line), and at t=140 (solid line).
A. Dielectric Interface
As a first benchmark let us simulate the propagation
of an electromagnetic Gaussian pulse crossing a dielectric
interface. For this purpose, we took an uni-dimensional
array of L cells with periodic boundary conditions in the
z coordinate and with each cell being its own neighbor in
both x and y directions. One half of the simulation space,
z<L/2, is vacuum (ǫ=ǫ0) and the other half, z>L/2, rep-
resents a dielectric medium with relative dielectric con-
stant ǫr=ǫ/ǫ0=2.5. In order to avoid for abrupt changes
on the dielectric constant between two neighboring cells
we choose the following distribution of the permittivity:
ǫr = 1.75 + 0.75 tanh(x− L/2) . (23)
The functional form of the incident Gaussian electromag-
netic pulse centered at z0 is given by
~E = (E0 exp(−α(z − z0)2), 0, 0) , (24a)
~B = (0, B0 exp(−α(z − z0)2), 0) . (24b)
The constant α fixes the pulse width, E0 is the pulse am-
plitude and the constant B0 is related with E0 according
to the relation E0=cB0, with c the vacuum light speed.
For the simulation we choose L=200, c=1/
√
2, E0=0.001,
α=0.01 y z0=40 (in normalized units). The initial con-
dition and the electric field after 140 time steps is shown
in figure 4.
The theoretical predictions for the amplitudes of the
transmitted and reflected pulses can be computed from
[24]
E′0
E0
=
2√
ǫ′
r
ǫr
+ 1
, (25a)
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FIG. 5: Energy density U as a function z at t=140 for an
electric pulse crossing a dielectric interface for different grid
resolutions: 200, 800, and 3200 cells.
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FIG. 6: Total relative error ET of the energy density U as
a function of the grid size for an electric pulse crossing a
dielectric interface. Here Xr is the number of grid points, and
the error is computed by ET=
1
L
∑L
i=1 Er, with L the grid size
and Er the error at each cell location given by Eq. (28).
E′′0
E0
=
√
ǫ′
r
ǫr
− 1√
ǫ′
r
ǫr
+ 1
. (25b)
They give us
E′
0
E0
=0.7751 and
E′′
0
E0
=0.2249. The values
from the simulation are 0.7750 and 0.2249, respectively,
that is the errors are smaller than 1%. This simulation
takes less than 30 ms in a standard PC.
Because we are dealing with conservative equations
in the differential form, we need to calculate the order
of convergence of the model. Let us track how does it
change the accuracy of a physical variable when the res-
olution of the spatial grid δx increases. The time reso-
lution increases in the same way, because δx =
√
2cδt,
with c the speed of light. We choose to track the electro-
magnetic energy density U , defined by
U =
1
2
(
ǫr ~E · ~E + 1
µr
~B · ~B
)
. (26)
Fig. 5 shows the electromagnetic energy density U as a
function of the z-coordinate for different grid sizes (200,
800 and 3200 grid points). We use Richardson’s method
[26, 27] to compute the convergence error for the model.
First, let us estimate the exact solution of U up to order
n by using the expression
U = lim
δx→0
U(δx) ≈ 2
nU
(
δx
2
)− U(δx)
2n − 1 + ϑ(δx
n+1) ,
(27)
with errors ϑ(δxn+1) of order n+ 1. Here, we set n = 2.
Thus, the relative error at each cell between the value
U(δx) and the “exact” solution U is computed by
Er(δx) =
∣∣∣∣U(δx)− UU
∣∣∣∣ . (28)
The total relative error ET is computed just by adding
the errors Er on all cells. Fig. 6 shows that this error
decreases as δx1.95, supporting that the present scheme
has a second-order convergence, i. e. the convergence
behavior we expected for our LB model.
B. Skin Effect
The skin effect is the exponential decay in the ampli-
tude of a plane wave penetrating a conducting medium.
To reproduce the effect we construct an uni-dimensional
space of L cells as before, with zero conductivity for
z<L/4 and σ0 conductivity for z>L/4. We choose an
smooth conductivity transition of the form
σ = σ0(1 + tanh(x− L/4)) , (29)
to avoid numerical instabilities. The incoming plane wave
is generated by imposing a harmonic oscillation of the
electric field at z=0,
~E = (E0 sin(ωt), 0, 0) , (30a)
~B = (0, B0 sin(ωt), 0) , (30b)
where E0 is the wave amplitude, B0=E0/c and ω is the
angular frequency.
The simulation is shown in Figure 7, with L=1000,
E0=0.001, ω=π/100, c=1/
√
2 and σ0=10
6 (in normal-
ized units). The theoretical expression for the ampli-
tude of the oscillating electric field inside the conductor
is
E = E0 exp(−x/∆) , (31)
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FIG. 7: Numerical reproduction of the skin effect. A plane
wave impacts perpendicular a conducting medium at z=250.
The dashed, dot and dot-dashed lines draw the electric field
inside the conductor as a function of depth after 635, 647 and
670 time steps, respectively. The solid line is the theoretical
exponential decrease one expects for the amplitude of the in-
cident wave. One can observe that the first maxima of the
incident waves lie on the expected exponential curve.
where E0 is the amplitude of the electric field just out-
side and ∆ is known as the skin thickness. For good
conductors this thickness is given by [24]
∆ =
√
2
σµω
. (32)
Figure 7 also shows the analytical solution given by Eq.
(31) as a solid line. One can observe that the amplitude of
the electric field oscillation follows in excellent agreement
the theoretical prediction. This simulation took less than
30 ms in a single Pentium IV at 3.0 GHz.
C. Electric Dipole
In order to simulate the radiation pattern of a small
electric dipole antenna we construct an array of L×L×L,
with L=100 cells with free boundary conditions (each
limit cell takes itself as his own missing neighbor). In the
center of this array we insert a small oscillating current
density in the z direction,
Jz = J
′
0 sin
(
2π
T
t
)
, (33)
where J ′0 is the amplitude of the current density and T
is the oscillation period. For avoiding any abrupt change
of the physical quantities between two neighboring cells
we choose actually a Gaussian functional form for the
amplitude of the current density J ′0,
J ′0 = J0 exp(−0.75[(x− 50)2 + (y − 50)2 + (z − 50)2]) .
(34)
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FIG. 8: Lines of equal intensity of the magnetic field pro-
duced by an oscillating electric dipole in z after two whole
oscillations (approximately).
The period was set to T=25.0 time steps and the ampli-
tude to J0=0.0001 (in automaton units).
The results are shown in Figures 8 and 9. Figure 8
draws the lines of equal intensity of the magnetic field
after 56 time steps. Figure 9 shows the amplitude of the
radiated magnetic field along the x axis, compared both
with a set of results from Yee simulations for several grid
resolutions and with the theoretical values for the peaks,
given by [24]
B =
k2P
x
√
1− 1
k2x2
. (35)
Here, k=ω
c
is the magnitude of the wave vector, with c
the speed of light in vacuum and ω the angular frequency.
The magnitude P of the electric dipole momentum is
computed by
P =
J0Σ
ω
, (36)
where Σ is the effective volume for the dipole. The Yee
method was implemented for three resolutions: 100 ×
100 × 100, 200 × 200 × 200, and 300 × 300 × 300 grid
points, in contrast with the array of 100 × 100 × 100
cells for our LB method. Table I shows the amplitude of
the peaks computed from the LB and Yee methods and
contrasted the theoretical values.
The simulation using the LB model matches again the
theoretical predictions with an accuracy of less than 2%
(see Table II). In contrast, the Yee’s method with the
same grid resolution computes the nearest peak to the
source (where the boundary effects are less pronounced)
with an error of 8.7%, far from the LB one. In order to
reach the same accuracy that the LB method, we must
increase the grid resolution by the Yee’s method up to
L = 300, but at expenses of high computational costs.
8Amp. LB Amp. Yee Amp. Yee Amp. Yee Theo. value
L = 100 L = 100 L = 200 L = 300 Btheo
Bsim,LB Bsim,Y ee Bsim,Y ee Bsim,Y ee
23.33 21.00 22.18 22.62 23.01
9.53 9.21 9.38 9.38 9.37
6.12 6.05 6.09 6.15 6.07
4.54 4.47 4.56 4.54 4.51
TABLE I: Amplitude of the peaks of Fig. 9 computed form our
LB model (Bsim,LB) with a resolution of L = 100 cells and
from the Yee’s method (Bsim,Y ee) with several resolutions.
The theoretical values (Btheo) predicted by Eq. (35) area also
included.
Err. LB Err. Yee Err. Yee Err. Yee
(%) (L = 100), (%) (L = 200), (%) (L = 300), (%)
1.4 8.7 3.6 1.6
1.7 1.7 0.1 0.1
0.8 0.3 0.3 1.3
0.7 0.9 1.1 0.7
TABLE II: Relative errors on the amplitude of the peaks of
Table I as contrasted with the theoretical predictions.
The simulation using the LB model takes 23 seconds in
a single standard machine, while the Yee’s method takes
5 seconds with L = 100, 67 seconds for L = 200 and 336
seconds for L = 300, that is around 13 times more CPU
time that the LB for the same errors.
Finally, the results obtained in this section illustrate
the possibilities of our method to study the radiation by
antennas.
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FIG. 9: Amplitude along the x axis of the oscillating mag-
netic field produced by the electric dipole of figure 8. The
theoretical envelope corresponds to Eq.(35). The simulation
results are obtained by using our LB model with an array of
100× 100× 100 cells (circles) and by the method by Yee with
resolutions of 100 × 100 × 100(squares) and 300 × 300 × 300
(diamonds) grid points.
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y=25.
FIG. 11: Microstrip waveguide. Here W is the width of the
upper metallic plate and t its thickness, d is the dielectric
thickness between the two parallel plates with relative per-
mittivity ǫr and Ez is the electric input signal.
D. Microstrip Waveguide
Let us simulate the wave propagation on a microstrip
waveguide (see figure 11). For this purpose, we chose a
3D array of 100×50×50 cells with free boundary condi-
tions and we insert two parallel metallic layers of conduc-
tivity σ, one wider than the other (figure 11), in vacuum.
The dimensions, depicted in figure 11, are (in normal-
ized units): t=5, d=20 and W=50. The signal enters
into the waveguide by forcing the cells at y=0 to have
the electric and magnetic fields of a plane wave (Eqs.
(30)) with E0=0.01, c=1/
√
2 and ω=π/100 (see figure
11). The conductivity is smoothly changed along three
cells, as in Sec. III B (see figure 10).
Figure 12 shows the z component of the electric field
at y=25 after 467 time steps. The voltage V (z, t) and
the current I(z, t) along the waveguide at that time are
drawn in figure 13. They are in phase, as expected for
a pure traveling wave. The waveguide impedance, com-
puted as Z0=V/I, gives us Z0=70.73 Ω. In contrast,
the theoretical value for the impedance of an infinite mi-
crostrip waveguide is given by [28]
9Z =
Z0
2π
√
2(1 + ǫr)
ln
[
1 +
4d
ωeff
(
14 + 8
ǫr
11
4d
ωeff
+
√(
14 + 8
ǫr
11
4d
ωeff
)2
+ π2
1 + 1
ǫr
2
)]
, (37)
with
ωeff = W + t
1 + 1
ǫr
2π
ln
[
4e
((
t
d
)2
+
(
1
π
1
W
t
+ 1110
)2)− 12]
. (38)
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FIG. 12: The z component of the electric field in the mi-
crostrip at y=25.
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FIG. 13: Voltage (dashed line) and current (solid line) in the
microstrip waveguide at y=25 as a function of time.
From these equations we obtain a theoretical value of
Z0=72.6Ω. This gives us a 3% difference between the
simulation and the theoretical prediction. The simulation
takes 83 seconds in a single standard PC.
E. Resonant Cavity
As a last benchmark, we simulate a cubic resonant cav-
ity and find its resonance frequencies. The cavity is an ar-
ray of 50×50×50 cells, corresponding to a size of 5×5×5
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FIG. 14: Frequency spectrum for the resonant cavity
with size 50×50×50 cells in the frequency range between
0.0182clicks−1 and 0.027clicks−1 .
cm with periodic boundary conditions, but imposing a
null electric field at the boundary (a perfect conductor).
An emitter point is set inside the cavity as a single cell
with an oscillating electric field in the x direction (the an-
tenna) and a receptor point (the detector) is chosen as a
single cell where we measure the electric field amplitude.
The emitter point was set at (5, 5, 5) (in cell units) and
the receptor point at (5, 5, 45). The oscillation frequency
was scanned from 0.0182 to 0.027 oscillations per time
step by multiplying each previous value by a constant
factor of 0.0072, for a total of 22 different frequencies.
Each frequency starts a single run, consisting of 5000
time steps before equilibrium and four whole oscillations
to estimate the amplitude of the electric field.
Figure 14 shows the amplitude of the electric field as
a function of frequency. The resonant peaks are clearly
identified. Table III compares the values for the resonant
frequencies with the theoretical predictions computed by
[24]
ωnmp =
c
ǫrµr
√(
nπ
Lx
)2
+
(
mπ
Ly
)2
+
(
pπ
Lz
)2
. (39)
All differences are smaller than 1%. The whole simula-
tion (22 runs of more than 5000 time steps each on a
10
Experimental values Theoretical values Error
log(fexp) log(fthe) (%)
-1.725 -1.724 0.06
-1.690 -1.694 0.24
-1.660 -1.669 0.54
-1.643 -1.646 0.18
-1.618 -1.625 0.43
-1.590 -1.589 0.57
TABLE III: Simulational fexp and theoretical fthe resonant
frequencies for a cavity of size 50×50×50 cells. The frequen-
cies are in oscillations per time step.
space of 125000 cells) takes 50 minutes in a single stan-
dard PC.
IV. DISCUSSIONS AND CONCLUSIONS
In this manuscript, we introduce a three-dimensional
LBGK model that reproduces the Maxwell equations in
materials. The model successfully accounts for the be-
havior of electromagnetic fields inside dielectrics, mag-
nets and conductors, and give us information about the
current density, electric charge and electromagnetic fields
everywhere. It allows us to simulate a broad range of
complex phenomena with errors between 1% and 3% in
all cases we tried, namely: the amplitude of the transmit-
ted and reflected pulses at a dielectric interface, the expo-
nential decay in the amplitude of an incident plane wave
inside a conductor (that is, the skin effect), the amplitude
(as a function of distance) of the magnetic field radiated
by an electric dipole, the characteristic impedance of a
microstrip waveguide and the resonant frequencies of a
cubic resonant cavity. These five benchmarks prove that
our LB model works pretty well in the more different
situations.
The model uses D3Q13 velocity vectors, but assigns
four auxiliary vectors and four density functions to each
one of them. This gives us a total of 33 vectors and 50
density functions per cell. These auxiliary vectors allow
for the explicit construction of any conservation law with
curls, like the Faraday’s and Ampe`re’s laws [29]; a proce-
dure that has also been successful for the construction of
a LBGK reproducing the two-fluids model of magnetohy-
drodynamics [22], but in our case, the density functions
dealing with the electromagnetic fields ought to be dou-
bled to account for the Maxwell equations in media. This
increase in complexity allows for the more diverse appli-
cations, even with realistic values of dielectric, magnetic
and conductivity constants.
The equilibrium distribution functions,
f
p(r)eq
ij (~x, t) =
1
16
~vpi ·~J ′+
ǫ1−r
4
~E′·~epij+
µr−1
8
~B·~bpij , (40)
with r=0, 1, deserve a special discussion. What does
these equilibrium function actually mean? If we consider
~epij and
~bpij as small fluctuations in the electromagnetic
fields, ~E= ~E + ~epij and
~B= ~B + ~bpij , the increment in the
energy density, at first order, is
∆U( ~E, ~B) = ǫ( ~E · ~epij) +
1
µ
( ~B ·~bpij) , (41)
which resembles our expression for the equilibrium dis-
tribution functions f
p(0)eq
ij . So, we argue that such equi-
librium functions can be interpreted as changes in the
electromagnetic energy density propagating along the ve-
locity vectors ~vpi . Moreover, because the auxiliary vec-
tors ~epij are related to the electric field and the vectors
~bpij related to the magnetic field, the velocity vectors
~vpi=~e
p
ij×~bpij can be linked to the direction of the Poynting
vector, in some sense.
The model allows us to select the electromagnetic con-
stants (magnetic permeability, electric permittivity and
conductivity) for each cell at pleasure. It just needs to
smooth the transition between two different materials
across three cells, approximately, in order to avoid nu-
merical instabilities (this is the limit of stability), but
this is a standard procedure in many numerical models
[1, 30]. For these reasons, our LB seems to be promis-
ing in a variety of applications, including among others:
the propagation of electromagnetic pulses inside micro-
circuits produced by atmospheric rays or discharge anten-
nas, the electromagnetic diffraction across objects with
complex geometries or the electromagnetic propagation
across meta-materials. They can also be an excellent al-
ternative for the design and optimization of antennas,
which requires to simulate a large number of configura-
tions, and very specially in the design of pulse antennas,
where single-frequency numerical methods fail. All these
applications can be theme of future works.
In terms of speed, our model is one order of magnitude
faster than the original Yee’s FDTD method[1–3] to ob-
tain the same accuracy level on the simulation of the elec-
tromagnetic fields produced by an oscillating electrical
dipole. Actually, the grid resolution of the Yee’s method
must be increased three times in order to reach the same
accuracy than our LB method. It is interesting to discuss
why it could be. Yee’s method uses six variables per cell
(three for the electric field and three for the magnetic
one), but each cell has also to look at the variables of
all six first neighbors to evolve in time, gathering a total
of 42 floating point variables to evolve each cell at every
time step. For comparison, our LB method uses 50 float-
ing point variables per cell (the distribution functions),
i. e. a similar number of variables to process, but it takes
around five times longer to evolve a LB cell than a FDTD
cell by the method of Yee. On terms of memory consum-
ing, our LB uses 50 floating point variables per cell, that
is eight times more memory per cell than Yee’s method,
but this last requires three times more spatial resolution
to reach the same accuracy than our LB; therefore, Yee’s
method needs three times more memory (6 variables per
cell times 27 cells) to reach the same accuracy than our
LB. It seems, therefore, that our LB pack the informa-
tion on the electromagnetic fields in a more condensed
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way than FDTD, although the floating point operations
at every time step are more complex. In addition, each
cell in our LB encloses all the information it needs to
evolve into the same cell, before it pass the results to
the neighbors; in contrast, each cell at FDTD needs to
borrow the information from its neighbors before it can
compute its new values. This difference can be exploited
for the efficient implementation of our LB on multigrid
computers, where LB methods in general have shown a
great performance[31, 32]. Of course, we are comparing
our LB method with the most basic form of Yee’s FDTD,
but the same is true for our LB, that is still in its most
basic form. Many improvements has been done on FDTD
along the years, many of them related with non-uniform
grid sizes or similar geometrical improvements. We ex-
pect that similar improvements can be done on our LB
model in the future.
Our LB model for electrodynamics works fine using a
relaxation time τ= 12 . However, in analogy with LB for
fluids, this regime must be unstable when the system is
very far from the equilibrium. In the case of LB models
for fluids, there are extensions using the H-theorem to
improve the stability and allows to study e. g. turbulent
systems[33]. Because our model follows the same Boltz-
mann equation and has all the same characteristics, it
is valuable to think on the possibility of making an En-
tropic LB for electrodynamics that would improve the
results for very complex systems far from equilibrium.
This will be a subject of future developments. Another
interesting issue is the modeling of non-linear current or
charge-density terms, that can be easily included in the
sources. How the LB responds to this change would be
a nice area of future work.
Hereby we have introduced a Lattice-Boltzmann model
for electrodynamics that actually reproduces the Maxwell
equations in media, with a plenty of future applications.
The model shows itself an order of magnitude more effi-
cient than the original FDTD method by Yee, and em-
ploys realistic values of the electromagnetic constants de-
scribing the media. Moreover, it also illustrates how to
construct three-dimensional LB models that fulfills con-
servation laws with antisymmetric tensors. We hope that
this valuable theoretical development will push forward
the evolution of LB models further away in the horizon
of even more exciting applications.
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Appendix A: Chapman-Enskog Expansion
The Boltzmann equations (Eq. (14) and (15)) deter-
mine the system evolution. This evolution rule gives in
the continuum limit the macroscopic differential equa-
tions the system satisfies. In order to determine such
macroscopic equations we develop a Chapman-Enskog
expansion, as follows. Let us start by taking the Tay-
lor expansion of the Boltzmann equations until second
order in spatial and temporal variables,
~vpi · ~∇fp(r)ij +
1
2
∑
α,β
∂2f
p(r)
ij
∂xα∂xβ
(vpiαv
p
iβ)
+
∂f
p(r)
ij
∂t
+
∂
∂t
~vpi · ~∇fp(r)ij
+
1
2
∂2f
p(r)
ij
∂t2
δt2 = − 1
τ
(f
p(r)
ij − fp(r)eqij ) ,
(A1)
∂f
(r)
0
∂t
+
1
2
∂2f
(r)
0
∂t2
= − 1
τ
(f
(r)
0 − f (r)eq0 ) , (A2)
where α, β=x, y, z denote the x, y and z components.
Next, we expand the distribution functions and both
the spatial and temporal derivatives into a power series
of a small parameter, λ,
f
p(r)
ij = f
p(r)(0)
ij + λf
p(r)(1)
ij + λ
2f
p(r)(2)
ij + ... , (A3)
∂
∂t
= λ
∂
∂t1
+ λ2
∂
∂t2
+ ... , (A4)
∂
∂xα
= λ
∂
∂xα1
+ ... . (A5)
It is assumed that only the 0th order terms of the distri-
bution functions contribute to the macroscopic variables.
So, for n > 0 we have∑
i,j,p
f
p(r)(n)
ij ~e
p
ij = 0 , (A6a)
∑
i,j,p
f
p(r)(n)
ij
~bpij = 0 . (A6b)
The main current density ~J ′ is of the order λ [25], so
we can write ~J ′=λ~J ′1. Because f
p(r)eq
ij is now a function
of ~Jq′, we need to develop a Chapman-Enskog expansion
of the equilibrium function,
f
p(r)eq
ij = f
p(r)(0)eq
ij + λf
p(r)(1)eq
ij + λ
2f
p(r)(2)eq
ij . (A7)
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If we replace these results into Eqs.(A1) and (A2), we
obtain for the zeroth order in λ
f
p(r)(0)eq
ij = f
p(r)(0)
ij , (A8a)
f
(r)eq
0 = f
(r)(0)
0 . (A8b)
For the first order in λ we gather
~vpi · ~∇1fp(r)(0)ij +
∂f
p(r)(0)
ij
∂t1
=
− 1
τ
(f
p(r)(1)
ij − fp(r)(1)eqij ) ,
(A9a)
∂f
(r)(0)
0
∂t1
= − 1
τ
(f
(r)(1)
0 − f (r)(1)eq0 ) , (A9b)
and for the second order in λ we have(
1− 1
2τ
)(
~vpi · ~∇1 +
∂
∂t1
)
f
p(r)(1)
ij
+
∂f
p(r)(0)
ij
∂t2
+
1
2τ
(
~vpi · ~∇1 +
∂
∂t1
)
f
p(r)(1)eq
ij =
− 1
τ
(f
p(r)(2)
ij − fp(r)(2)eqij ) ,
(A10a)
∂f
(r)(0)
0
∂t2
= − 1
τ
(f
(r)(2)
0 − f (r)(2)eq0 ) . (A10b)
The first order and the second order terms for the
equilibrium function of the electromagnetic fields are ob-
tained by replacing the Eq. (17) into Eq.(20). We obtain
(gathering together the same powers of λ) ,
f
p(r)(0)eq
ij (~x, t) =
ǫ1−r
4
~E · epij +
µr−1
8
~B · bpij ,(A11a)
f
p(r)(1)eq
ij (~x, t) =
λ
16
~vpi · ~J ′1 −
λµ0
16
~J ′1 · epij , (A11b)
f
p(r)(2)eq
ij (~x, t) = 0 , (A11c)
f
(r)(0)eq
0 (~x, t) = ρc , (A11d)
f
(r)(1)eq
0 (~x, t) = f
(r)(2)eq
0 (~x, t) = 0 . (A11e)
Now, we are ready to determine the equations the
model satisfies in the continuum limit. First, let us con-
sider τ=1/2. By adding Eqs. (A9a), (A9b), (A10a) and
(A10b) over i, j and p, we get
∂ρc
∂t1
= 0 , (A12)
and
∂ρc
∂t2
+∇ · ~J ′1 = 0 . (A13)
Summing up these two equations gives
∂ρc
∂t
+∇ · ~J ′ = 0 . (A14)
Multiplying the equations (A9a), (A9b), (A10a) and
(A10b) by ~epij and summing up over the index i, j and p
gets for r=0
∂(ǫ ~E)
∂t1
− 1
2
~∇×
( ~B
µ
)
= −1
2
µ0 ~J ′1 , (A15)
and
∂(ǫ ~E)
∂t2
− µ0
4
∂ ~J ′1
∂t1
= 0 . (A16)
If we add these two equations, taking into account Eq.
(17), we arrive to the first Maxwell equation,
∂(ǫ ~E′)
∂t
− 1
2
~∇×
( ~B
µ
)
= −µ0 1
2
~J ′ . (A17)
Similarly, multiplying the Eqs. (A9a) and (A10a) by ~bpij
and summing up over i, j and p for for r=1 gives
∂ ~B
∂t1
+ ~∇× ~E = 0 , (A18)
and
∂ ~B
∂t2
− 1
2
~∇×
(
1
2
µ0 ~J ′1
)
= 0 . (A19)
Adding these two equations gives us the second Maxwell
equation,
∂ ~B
∂t
+ ~∇× ~E′ = 0 . (A20)
The others two Maxwell equations can be obtained
from the Eqs.(A17) and (A20) as follows[34]: Let us ap-
ply the divergence operator to both sides of Eqs. (A19)
and (A20) to obtain
∂(~∇ · ~E′)
∂t
= −1
2
µ0~∇ · ~J ′ , (A21)
∂(~∇ · ~B)
∂t
= 0 . (A22)
Because of the continuity equation, Eq.(A14),
∂(~∇ · ~E′)
∂t
=
1
2
µ0
∂ρc
∂t
. (A23)
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Thus, we obtain
∂(~∇ · ~E′ − 12µ0ρc)
∂t
= 0 . (A24)
Summarizing, if the initial conditions of the electromag-
netic fields satisfies the Maxwell equations
~∇ · ~B = 0 , (A25)
~∇ · ~E′ = 1
2
µ0ρc =
ρc
ǫ0
, (A26)
these equations will be reproduced for all times. This
way to include the Gauss law and the null divergence of
the magnetic field is well known in the literature. It has
been reported [35] that employing this procedure to re-
produce both the Maxwell equations and the motion of
charged particles in a self-consistent way adds numeri-
cal errors in the discrete form of the charge-conservation
equation. But this is not our case, because we are not
solving the motion equation of any charged particle; we
are just solving the Maxwell equations with sources.
Finally, equations (A17), (A20), (A25) and (A26) de-
termine the evolution of the electromagnetic fields. These
are the electrodynamics equations for macroscopic media
that the lattice Boltzmann model reproduces in the con-
tinuum limit, with second order accuracy in space and
time. This completes the proof.
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