Abstract. Issues related to monitoring and detection of an unexpected or hidden malfunction in complex technical systems become more important since the complexity of technical installations grows and the remote installations, without human supervision are widely used in many branches of industry. In the proposed solution we use detailed information on electricity consumption provided by smart energy metering technologies for monitoring and anomalies detection purposes. As the data source, we use the teletechnical installations of the telco operator network, which consists of several hundred installations of various types, each created from many standardized components like power supply, battery, air conditioner, transmitter, etc. We build individual energy consumption model of each analyzed facility, which reflects daily cycles, weekly, monthly and seasonal fluctuations. For our simulations, we use the Particle Swarm Optimization method, which allows us to parameterize the model and estimate the expected energy consumption rate. The results of simulations show very good convergence with measurement data and allow for real-time malfunction detection.
Introduction
Increasing requirements for industrial systems, rapid development of monitoring and sensors technology and increasing data transfer speed and capacity create opportunities for system automation, even for complex technical installations. In such complex automation systems, the remote operator often fails to get an overview of the current installation status, since the sources of data are connected and can influence each other or the data is spread over different subsystems [14] . Such complexity lead to an over-straining of the capability of monitoring and continues diagnosis of the particular components of the installation directly, in real time.
A possibility to cope with these challenges is the application of user support systems in the fields of process monitoring, anomaly detection, diagnosis, and optimization. A step into this direction is the usage of process models which are automatically learned from process data. Selflearning of process models from data leads to considerable simplification of model creation and configuration. Process models can be applied to several modelbased assistance functions such as visualization, diagnosis or optimization. Typical goals of such self-diagnosis approaches for complex 1 2 * and distributed industrial automation systems are the detection of anomalies and suboptimal energy consumption [5] .
Traditionally, such self-diagnosis approach is based on fault-detection and fault-diagnosis and uses structural knowledge of sub-systems and components of the installation to identify the root cause of malfunctions [1] . Such structural knowledge is organized in system-level or componentlevel models [11] which allow for model-based diagnosis since a close correlation between anomalies on such levels and fault exists [16] . Another approach, in the detection of anomalies problem, involves assessing information about the behavior of the system, e.g. through the observation and prediction of energy consumption by subsystems in different phases of the complex installation. Modeling of the energy consumption in the particular, discrete system modes leads to model-based approach [15] .
This paper proposes a PSO as a simulation-optimization approach to forecast electrical energy consumption for malfunction detection which is commonly encountered at big companies or factories. Our model combines presented solutions and introduces several new improvements. As the indicator of the system health, we use the energy consumption values continuously registered by the smart energy meters (SEM) installed in individual locations of the analyzed systems. SEM are the devices that can read and relay the energy consumption at discrete time intervals and they are used as the data source in our, time history method for energy forecasting. Moreover, we don't use any information about the structural organization of the observed system because most important in our model is the temporary system behavior in the sense of energy consumption. We also don't group the systems or system modes because in our approach we build an individual, independent model for each monitored complex system. We use the energy consumption time history data and computational optimization method for assessing instantaneous prediction of energy consumption in the future. As the optimization numeric tool, we use the particle swarm optimization (PSO) method which is one of the most popular, nature-inspired meta-heuristic algorithm developed by James Kennedy and Russell Eberhart in 1995 [3] and is considered as a promising algorithm in solving various optimization problems in the field of science and engineering.
The main contribution of the paper are summarized as follows: Issues related to monitoring and detection of unexpected or hidden malfunction are formalized as a constrained search problem. As a result, instead of using traditional methods which suffer from the time-consuming combinatorial complexity, PSO algorithm has been used and being researched in a new optimization area, namely the energy sector. Power consumption minimization reflects daily cycles, weekly, monthly and seasonal fluctuations are taken into account. In addition to minimizing power consumption, very good convergence with measurement data is guaranteed. A PSO-based algorithm is proposed, and its efficiency and suitability to parallel implementation allow the anomaly detection to be done in real time. Furthermore, our work facilitates developing an efficient tool for energy usage prediction model as well as other optimization applications This paper is organized as follows. Section 2 provides a general overview of the systems which we use as the data source and the description of the PSO algorithm. Next, we describe our anomaly detection model in section 3 and the results of our simulations are presented in section 4. This paper concludes with a short summary of the main results.
The Modeling Framework Structure
In our model we employ the PSO method for energy consumption forecasting based on time history data, collected by SEM at particular system location. Fig. 1 presents the component diagram of our modeling framework composed of three integral elements: data source, forecasting subsystem and malfunction detection system, which are described in sections 2.1, 2.2 and 2.3, respectively. Since this paper focuses on the PSO method which we modify and adopt to the time history of energy consumption analysis, the other framework components are shown for illustration purposes only. The quantitative description of the PSO method, modified for malfunction detection purposes, is included in section 3.
Data Source Description -Monitored Systems
As the data source, we use the teletechnical installations of the telco operator network, which consists of several hundred installations of various types, each created from many standardized components like power supply, battery, air conditioner, transmitter, etc. For our purposes we build an individual energy consumption model for each analyzed facility. The input data are obtained from the SEM, therefore we limit modeling to facilities equipped with smart meters. The total, instantaneous energy consumption E h d in the facility is the amount of energy used by all its components in the chosen period of time, described by following equation:
where d and h are the date and daily hour of the analyzed instant of time respectively, i is the index of the facility component, n is the total number of components and E h d,i denotes the power consumption by i-th component. The energy meter sends information about the total energy consumption in the cycle of δh hour incrementally, therefore for our purposes we calculate the differential energy consumption ∆E h d in the analyzed period of time δh as
Analyzing the available data, we chose δh = 1 hour as the base time resolution for our analysis. Moreover, we assume that such hourly energy consumption readings are available for at least a two-year period of time. Such a long period of observation is necessary to reflect the daily cycles, weekly, monthly and seasonal consumption fluctuations and remove the artifacts from the data. 
Particle Swarm Optimization Method -Forecasting Subsystem
The PSO is a heuristic bioinspired optimization algorithm that is well suited to solve highdimensional and multimodal optimization problems [13, 9] and it is described in analogy with an activity of bird flocking or fish schooling, to find food or to escape from enemies, by splitting up into groups [4] . In PSO algorithm, bird is called a particle and its location represents a n-dimensional solution space is explored using a swarm of M particles, seeking to minimize an objective function f . The whole particle swarm flies in the search space to search for the global optimum, the best location corresponds to the particle whose objective value is the minimum among other particles.
One round of observations from all particles corresponds to one iteration in the PSO. The neighborhood is determined by the used population topology: the lbest and the gbest topology [2, 10] . In the lbest swarm, only a specific number of particles can affect the velocity of a given particle. In the gbest swarm all the particles are neighbors of each other, and the position of the best overall particle in the swarm is used in the velocity update the equation [7] . If the stopping criterion is satisfied, the process stops and the final gbest is reported as the optimal population. The sub-process PSO in Fig.2 displays an illustration of the PSO algorithm. The cycle of seeking the new best position of each particle is iterated, to achieve the best solution.
It is assumed that gbest swarms converge fast, while in lbest the swarm converge slower but can locate the global optimum with a greater chance. The type of the topology defines the way information will be exchanged among the particles and the robustness of the algorithm [12] . Compared with other swarm intelligence algorithms, PSO is easy to be implemented and it has a good performance in solving many real-world problems [17] .
Malfuction Detection System
The goal of malfunction detection system is to discover symptoms indicating the difference between nominal and faulty status of the analyzed facility. In our approach, the instantaneous energy consumption time history is the parameter that characterizes the current installation operation and its comparison with the short-term energy consumption forecast is the indicator of the correct operation of the facility (Fig.3) . The process of the malfunction detection phase (Fig.3) is triggered by the operator of the malfunction detection system. In the next step, the operator sends the message to forecasting subsystem, where it starts the parallel tasks which generate the forecast and gather the current SEM reading for comparison purposes. If the forecast differs from the current indications, an escalation signal is generated, which is transmitted to the malfunction detection subsystem.
Since the daily course of energy consumption may take quite a different form for different categories of objects and within the individual categories significant differences may occur (both in the consumption values as well as in the shape of the function describing the energy consumption) we decided to determine the independent, individual forecast for each analyzed facility.
Time History Based Malfunction Detection Method
As was shown in section 2.3, correct determination of typical energy consumption patterns allows discovering potential failure of complex system, near in real-time (with accuracy to δh). The main part of our framework utilizes the PSO optimization, which leads to the formula modeling instantaneous energy consumption and the formula should be individually constructed for each analyzed object (due to the difficulty with the classification of the analyzed objects -see section 2.3). In the next subsections, it is described two approaches to forecasting energy consumption values. The first approach is based on the use of a moving average. The second approach uses a weighted moving average, in which the weight values are determined using the PSO method.
In order to simplify the notations (limit to only one facility), let x k n for n = 0, 1, 2, . . . , 23 and k = 0, 1, 2, . . . denote the differential value of energy consumption in the analyzed facility recorded at the time n on the k-th day before the analysis with the time resolution δt = 1 h. For example, x 4 5 means the energy consumption value recorded at 5 am, 4 days before the forecast.
A Model Based on Moving Average
The most obvious approach is to use a moving average. Based on the available data for the previous days, energy consumption is forecasted for the next period. For a given observation time n = 0, 1, 2, . . . , 23 it is proposed to use the mean given by the formulā
where M is the number of days that are taken into account. In order to estimate the quality the model we use the relative deviation error δ n
, where x 0 n denotes real value of energy consumption reading. In the above model, every sum factor is taken into account with equal weight. Considering the slightly changed form of the model, with attention to different scales of individual factors of the sum, we receive the new definition of weighted averagex M n :
where ω k ≥ 0, k = 1, 2, . . . are weights. In addition, we consider an acceptable errors for the averagex 
where s n ,s n are the standard deviations ofx M n andx M n , respectively, given by the following formulas
Section 4 presents the numerical results for various types of facilities and different lengths M of the analyzed period. Moreover, we discuss also the different types of weights ω k used in the weighted average (see equation (1)).
Generalized Model with Weighted Average
The models from section 3.1 take into account subsequent days, immediately preceding the forecast day. In result, it is impossible to reflect monthly or seasonal fluctuations in such models, e. g. the phenomenon presented in Fig. 4 . The single peak of energy consumption visible at 2017-10-29, 2 a.m. will be treated as an anomaly, because considered models do not reflect longer trends and patterns. In fact, the phenomenon presented in the Fig. 4 is not an atypical behavior, it occurs for all analyzed objects and it repeats every year for the same date and time. We notice that it is related to the winter time change when SEM doubles the value of energy consumption for the time at 2 a.m. In order to reflect such a long-term scheme we use the averageẋ 0 n given bẏ
where a, b and c are the weekly, monthly and annual memory coefficients, respectively. In this model the cost function we define as the variance
which should be minimized in three dimensional space (a, b, c). Ultimately, it is possible to use the model with a more complex form of the weighted average given byẋ
where k i is an increasing sequence of indexes i = 1, 2, . . . , and ω i are the weights. As before, weights should be chosen to minimize the variance (cost function) s
It is impossible to solve such non-linear problem with relatively simple methods. Since the coefficients a, b and c can take any real values from any range, it is advisable to use more sophisticated methods. One of the possible solutions is the use of the PSO method [8] described in section 2.2. Figure 5 . Position updates in PSO method [6] .
In the PSO algorithm, the behavior of N molecules / objects / agents moving in the Mdimensional space is analyzed. Most often it is a coherent subset of the R M space. Each of the analyzed objects has information about its exact location 
and a new location using by
Parameters c 1 , c 2 , c 3 correspond respectively to the memory of its previous location, its impact on the direction of its current best location, and the influence on the direction of the best location determined by the whole swarm( see Fig.5 ).
Numerical Results and Discussion
In this section, the team used real data on the electric energy consumption coming from a large telecommunications company. For the analysis, objects from four different categories of objects were randomly selected. Object A belongs to the group "outdoor mobile container", object B belongs to "technical objects", object C is an "office and technical object", while D is an "outdoor FIX container".
One of the key aspects when examining the quality of the proposed model is the proper selection of the parameters found in the formula (4) . We will use the number of steps to achieve the optimal value for testing the efficiency (rate of convergence) of parameter selection. The c 1 parameter is responsible for the memory of the previous direction in which the object moved. Typically, this parameter is a constant value equal to one, sometimes it is descending and given by the formula c 1 = 0.9 − 0.7 · number of iteration permitted number of iterations In both approaches the rate of convergence, identified with the number of steps to achieve the optimal solution, is comparable and in the analyzed considerations of the value of the parameter c 1 has no significant impact on the rate of convergence. For some objects, a faster average rate of convergence with a constant coefficient is obtained, for others with a decreasing factor. The parameter c 2 determines the force with which the object moves towards its previous best position. It is usually assumed that this parameter has a uniform distribution on the interval [−a, a]. Similarly, c 3 , which determines the force with which an object moves towards the globally best position, usually has a uniform distribution in the interval [−b, b] Convergence rate for different values of parameters a and b presents Table 1 . As we can see, both parameters have a uniform distribution on the interval [−1; 1]. Otherwise, the algorithm needs more steps to achieve the optimal solution.
Different types of weights can be used in eq. (1). Four classes of weights were tested: increasing, decreasing, convex and concave. In the case of increasing weights, we assume that the more distant in time observations have greater weight. In the case of decreasing weights, there is a reverse relation. The values of the convex weights form a graph of the convex function. In all cases, the consecutive reversals of the power of number 2 are considered. The weight values for M = 7 are shown in the Table 2 . Median error values for decreasing weights for different object classes are shown in Figure 6 . It turns out that the smallest error is achieved when energy consumption readings from the four preceding days are taken into account. This dependence remains correct regardless of the type of object. For all types of objects, a longer analysis period does not improve the results -the median error is almost constant for 6, 7 and 14 days. Median values of error for different types of weights and different test periods for sample objects are presented in Table 3 .
Analyzing data from Table 3 , it can be concluded that regardless of the type of considered objects and of the type of weights, the best results are obtained in the case of the average calculated for the period M = 4. Similar results show the average error instead of the median error. In the above considerations, the median error is determined based on 31 days of observation. More specifically, we analyzed 24 SEM readings per day for 31 consecutive days. In result, the total sample item number is 744. Due to the fact that we do not have the data covering real anomalies, we examine the quality of the model in two steps: by comparing the error of model deviation from the actual energy consumption and by testing the anomalies detection for the artificially distorted real time energy consumption time series. The average error of the model deviation from real energy consumption for random objects belonging to different categories is presented in Table 4 . It is easy discernible ), where r2 = 1, 2, .., n represents randomly chosen value of hours in the range r2 ∈ (2, n), for which we generate some artificial anomaly in energy consumption on d day of the real signal. The amplitude of the deviation was constant for the whole period and chosen according to the real anomaly detected by the teleco operator. We checked that for all analyzed objects, in 96.4% cases the PSO model detects the anomaly when the deviation from the real signal was bigger than 0.05 · ∆E h d and the period of registered anomaly was longer than 4 hours.
Conclusion
Currently, anomaly detection methods are of major interest to the world and are used in very different and various industry domains. In this paper, to the best of our knowledge, for the first time, the PSO algorithm was applied to the monitoring and anomalies detection problem in the teleco operator network, following two methods: weighted moving average and PSO optimization method. Furthermore, the proposed approaches were empirically compared using the teleco datasets. The experimental evaluation presented in this paper shows the satisfactory performance of our approach in terms of computational time and quality. Convergence of the proposed methods is studied for finding the optimal results in the training phase. In general, it can be found that in the second method better results are achieved to detect anomalies in the monitoring data.
This model can be used for short-term energy consumption forecasting or it can be a component of a larger anomaly detection system. There is ongoing research to improve our framework further. The model can be extended by adding more elements to the average and increasing the number of weights used during modeling. Finally, it would be also interesting to test the model in real conditions for a longer time interval to verify the correctness of its operation on identified anomalies cases. Future work will also aim to extend the approach for real-life applications.
