We present new sets of nuclear parton distribution functions (nPDFs) at next-to-leading order (NLO) and next-to-next-to-leading order (NNLO). Our analyses are based on deeply inelastic scattering data with charged-lepton and neutrino beams on nuclear targets. In addition, a set of proton baseline PDFs is fitted within the same framework with the same theoretical assumptions. The results of this global QCD analysis are compared to existing nPDF sets and to the fitted cross sections. Also, the uncertainties resulting from the limited constraining power of the included experimental data are presented. The published work is based on an open-source tool, xFitter, which has been modified to be applicable also for a nuclear PDF analysis. The required extensions of the code are discussed as well.
Introduction
Phenomenology based on collinear factorization [1] has proven extremely successful in the era of the Large Hadron Collider (LHC). In this approach the parton distribution functions (PDFs) [2] , describing the number distributions of quarks and gluons in the colliding hadrons, are factorized from the hard partonic scattering. The latter can be calculated within perturbative quantum chromodynamics (QCD) [3, 4] but the PDFs have to be determined in a global analysis using experimental data and DGLAP equations that provide the scale evolution of the PDFs [5, 6, 7, 8] . The most precise constraints for PDFs come from high-energy deeply inelastic scattering (DIS) experiments where the hadron structure is probed with a highly-virtual photon or a massive electro-weak boson. The data available from the HERA collider [9] , combined with older fixed-target measurements, provide plenty of data points with a broad kinematic reach that can be used to constrain the proton PDFs in the kinematic region relevant at the LHC [10] . However, the data suitable for nuclear PDF (nPDF) analyses are far more sparse [2] .
In these analyses the nuclear modifications, first observed in DIS experiments with nuclear targets, are assumed to be non-perturbative and absorbed into the PDFs obeying the same scale evolution equations as free protons [11] .
The global nPDF analyses heavily rely on nuclear DIS data. Compared to the HERA data available for proton PDF fits, the kinematic reach of the fixed-target nuclear data is quite limited. Such data provide direct constraints for quarks, but the gluon distributions are probed only at higher orders in perturbative QCD (pQCD) and via scale-evolution effects. There is potential for improvement by including neutrino-nucleus DIS data that have additional sensitivity to the flavour decomposition of the PDFs due to the different coupling to up-and down-type quarks. Most of the recent next-to-leading order (NLO) nPDF analyses, e.g. DSSZ [12] , include data for Drell-Yan (DY) dilepton production which provide additional constraints for anti-quarks. Some further constraints for gluons have been obtained from pion-production data in d-Au collisions at the Relavistic Heavy-Ion Collider (RHIC) [13] which were first used in the EPS08 analysis [14] , and later also in EPS09 [15] and nCTEQ15 [16] . The EPPS16 [17] was the first analysis to use measurements from the LHC by incorporating data for Z and W ± boson [18, 19, 20] and dijet production [21] in p-Pb collisions. These provide further constraints for the flavour decomposition and gluon nuclear modifications, but the statistics of the Run I data for these observables was still quite limited. The more precise data from Run II from the LHC will bring more constraints especially for the gluon nPDFs [22] . Furthermore, the existing heavy-meson data from
LHCb demonstrate promising potential to directly measure the gluon shadowing down to x ∼ 10 −5 [23, 24, 25, 26, 27] .
Another way to improve the PDFs is to increase the perturbative precision of the analysis. For proton PDFs the current standard is next-to-next-to-leading order (NNLO) [9, 28, 29, 30, 31] in pQCD.
The splitting functions required for the DGLAP evolution have been available at the required NNLO accuracy for a while already [32, 33] , but despite the recent progress [34, 35, 36, 37] , the number of processes for which a full NNLO calculation would be publicly available is still limited. For nPDFs first works in this direction have been performed recently. The first one, KA15 [38] , includes data from different fixed-target DIS experiments with a lepton beam. The fit is performed in the zero-mass variable-flavour-number-scheme (ZM-VFNS) where all quarks are assumed massless for energies above their mass threshold. The more recent analysis nNNPDF1.0 [39] , applies the NNPDF methodology [40, 41] in which the resulting nPDFs are determined by a neural network. Also there, the applied data were restricted to neutral-current DIS, but a more realistic general-mass variable-flavour-number-scheme (GM-VFNS) was applied.
In this work we introduce two new nPDF analyses, performed at NLO and NNLO in pQCD, respectively, which we refer to as TUJU19. The presented work is based on the open-source xFitter package [42, 43] (formerly known as HeraFitter [44] ) that has been modified in order to accommodate also data from nuclear collisions and suitable PDF parameterizations. In addition to neutral-current DIS with a lepton beam, we also include charged-current neutrino DIS (νDIS) data with nuclear targets that are sensitive to the flavour decomposition of non-isoscalar nuclei. For a free proton baseline we fit new PDF sets mainly based on the combined HERA I and II data, providing baseline fits consistent with our assumptions and kinematical cuts made for the nPDF analyses. Furthermore, the required extensions of the code will be published, providing a first open-source tool to analyze nuclear PDFs. In this paper we describe the theoretical framework in section 2, then discuss the analysis procedure in section 3 and the selection of experimental data in section 4. The results of the analysis are presented in section 5 and the work is then summarized in section 6, where also an outlook towards future developments is presented.
2 Theoretical framework
Deeply inelastic scattering (DIS)
In this analysis, neutral-current (NC) and charged-current (CC) DIS processes are considered, NC in case of electron(positron)-nucleus (eA) and CC for (anti)neutrino-nucleus (νA) scattering. For these processes the differential cross section is given by 
where x and y are the standard kinematic variables in DIS. The coupling factor N l depends on the scattering type and F l 1,2,3 denote the structure functions [45, 46, 47] for scattering of lepton l. In equation (1) , the index l covers different beams including l = ν,ν, e + , e − , µ + , µ − . For the nuclear data used in this work two normalization factors are relevant -one for NC DIS in case of unpolarized leptons and one for CC DIS of incoming (anti-)neutrinos. In case of unpolarized leptons the normalization factor N l, N C for NC DIS is [47] 
and in case of incoming (anti-)neutrinos the normalization factor N ν, CC for CC DIS is
where Q 2 is the virtuality of the intermediate boson that provides the scale at which the nucleons are probed. For the CC processes G F is the Fermi coupling constant and M W is the mass of the W ± boson.
When combining the structure functions into the differential cross sections in alignment with (1), the sign before F 3 is positive for ν and e + , and negative forν and e − .
In QCD the structure functions F i , as introduced in eq. (1), are related to the scale-dependent parton distribution functions f j (x, Q 2 ), with j = g or j = qq, via
where one typically chooses µ = Q. The symbol ⊗ in equation (4) denotes a convolution between the parton distribution functions and the Wilson coefficients C j i (see e.g. Refs. [48, 49, 50] for C j 2 at NLO and NNLO). For example, the structure functions for neutrinos and anti-neutrinos are given at leading order (LO) by [51] 
and
As can be seen from relations (5) and (6), there is an added value to the analysis by including the neutrino-nucleus DIS data that have additional sensitivity to flavour decomposition of the PDFs due to the different coupling to up-and down-type quarks.
The factorization of the partonic scattering process and the non- 
Some of the experimental data sets do not specify the invariant y, but when the collision energy is known, it can be derived from the relation
PDF parameterization
A global DGLAP-based analysis requires a non-perturbative input for the PDFs at the initial scale of the fit. In this analysis parton distributions of a free proton and of a nucleon bound in a nucleus are parameterized as
for parton flavour i = g, d v , u v ,ū,d,s, at the initial scale Q 2 0 = 1.69 GeV 2 . This form of PDF parameterization is similar to the functional form used in the HERAPDF2.0 analysis [9] and is motivated by the fact that the main constraints for the free proton PDF baseline come from the same DIS data. To keep the framework consistent we use the same form for the nuclear PDFs.
The main focus of this work is on the nuclear PDFs for which the fit parameters c k in equation (9) are re-parameterized to be dependent on the nuclear mass number A as
where k = 0, . . . , 4. A similar form was also successfully used in the nCTEQ15 analysis [16] . At the same time, if A = 1 the A-dependent right hand part of equation (10) becomes zero and the free proton PDFs are recovered by default. The explicit A-dependence of the nuclear PDFs allows us to make predictions also for nuclei which were not part of the actual analysis, but are possibly interesting for future experiments.
As discussed, xf
given in equation (9) defines the parton distribution in a proton bound to a nucleus A. In addition there are also neutrons in a nucleus which we denote by f n/A i . The full PDF for a nucleon inside a nucleus can be obtained by averaging over the number of protons and neutrons in nuclei:
The PDFs of neutrons are not separately fitted, but are determined from the proton PDFs based on isospin symmetry. In addition to this symmetry, we have assummed s =s and s =s =ū =d as the included DIS data are not sensitive enough to constrain the strange-quark content, nor the sea quark flavour decomposition. In particular, even though the neutrino DIS data are sensitive to the separation of up-and down-type quarks, the kinematic region covered by the incorporated data (x 0.01)is where the valence quarks dominate the cross section.
The heavy quarks are treated within the general-mass variable-flavour-number-scheme (GM-VFNS), see Ref. [52] for a recent overview. There are several options of GM-VFNS implemented in xFitter 1 , including (S)ACOT schemes [53, 54, 55, 56] , RT and RT optional schemes [57, 58, 59] , as well as FONLL scheme [60, 61] for GM-VFNS. In this work we have applied the FONLL-A scheme for the NLO analysis and the FONLL-C at NNLO, implemented in the APFEL package [62] . The heavy quark masses are fixed to m charm = 1.43 GeV and m bottom = 4.50 GeV. The strong coupling constant α S is set to α S (M Z ) = 0.118 for both the NLO and the NNLO fits.
Sum rules
For the parton distribution functions xf p/A i as defined in equation (9), we assume the baryon number sum rules and the momentum sum rule satisfied by every nucleon in the nucleus,
Strictly speaking, for nuclear parton distribution functions the sum rules are approximations that might not hold for individual nucleons in a nucleus in general, but which are reasonable at the available level of precision in regard to the experimental uncertainties. In this work, equation (12) is used to fix the normalization of d v quarks in a proton and equation (13) defines the normalization of u v quarks in a proton, nucleus per nucleus. The momentum sum rule (14) is used to constrain the normalization of the sea quarks. The remaining unconstrained normalization coefficient c g 0 in the gluon PDF is treated as a regular free parameter during the fitting procedure. Alternatively, the gluon normalization could have been fixed by the momentum sum rule as done in many earlier analyses, e.g. [17] .
1 Also fixed-flavour (FF) mass schemes, like e.g. the ABM scheme [63, 64] , are available in xFITTER.
Isospin symmetry and charge symmetry conservation
As described above, we parameterize and fit the PDFs of a proton in a nucleus, and the neutron PDFs are determined based on SU(2) symmetry. In particular, the distributions of u and d quarks are exchanged: u p → d n and d p → u n , which is valid for valence and sea quarks. For completeness we mention that this interchange requires the validity of charge symmetry, and in Ref. [65] it has been suggested that some charge symmetry violation (CSV) could take place in the small-x region. However, in the x-region covered by the nuclear DIS data we use, such effects should be negligible. Besides the DIS experiments, CSV effects can be studied in experiments measuring asymmetries in W boson production. Further experiments and tests of CSV in parton distributions are suggested in Refs. [66, 67] . Similarly, possible isospin symmetry violations have been studied in Refs. [68, 69] . In this work, however, we assume that the charge and isospin symmetries hold.
3 Analysis procedure
Fitting procedure
The optimal values for the parameters are obtained by minimizing χ 2 defined as
Here, µ i is the value of the measured data point for a given observable, ∆ i is the uncorrelated experimental error, whereas the sum over correlated systematic errors is given by the term α b 2 α in equation (15) . The theoretical predictions for each data point i are represented bym i , defined in equation (16) . There, m i is the actual theoretical value calculated using DGLAP-evolved PDFs with given parameters {c k }, Γ iα are the correlated errors and b α are the so-called nuisance parameters. A nuisance parameter quantifies the strength of the correlated error source α, whereas Γ iα quantifies the sensitivity of the i th measurement to the correlated systematic error source α. The quality of the fit can be estimated from the resulting χ 2 /N dp ratio, where N dp is the number of data points. A value χ 2 /N dp ≈ 1 indicates that the agreement between the theoretical prediction and the measured observable is on average at the level of the experimental uncertainties.
There are several ways to take into account the correlated and uncorrelated uncertainties and to combine the statistical and uncorrelated systematic uncertainties in the χ 2 definition in xFitter used in this analysis. Here we use the following definition
The variables have been introduced in (15) [9] , on which our proton PDF baseline is mainly based. For consistency the same form has been used also for the nuclear PDF analysis.
Uncertainty analysis
The minimization of χ 2 provides a central set of PDFs with the parameter values providing the best description of the used data. However, the experimental data contain always several uncertainties of different type, statistical, systematic and correlated, like e.g. normalization errors. To study how well the experimental data actually constrain the fitted distributions, a separate error analysis needs to be performed. Such an analysis quantifies how much (according to the given criteria) room there is for the parameters to vary so that the resulting cross sections are still in agreement within the experimental uncertainties. The distribution functions resulting from the uncertainty analysis are typically provided as part of the PDF sets.
There are two established methods which can be used for the error analysis, the Hessian method [70, 71] or the Monte Carlo (MC) method [72, 73, 74] . The former relies on quadratic approximation of χ 2 with respect to the parameters {c k } near the minimum. In the latter method, the data is varied within the given uncertainties, and for each variation a PDF replica set is fitted. Therefore this method is less sensitive to the form of the parameterization but numerically more demanding. Also the Lagrange multiplier method [71, 75] has been used to study the uncertainties (see e.g. [76] ), but there the error propagation to an observable becomes more involved. In this QCD analysis the Hessian method has been used for the analysis of the uncertainties.
The Hessian error analysis is performed assuming a quadratic expansion of the function χ 2 = χ 2 0 +∆χ 2 around its global minimum. Here, χ 2 0 is the value of the function at the global minimum (with the best-fit parameters {k 0 }) and ∆χ 2 is the displacement from the minimum [70, 71] . The Hessian matrix H is constructed by the second derivatives of χ 2 at the minimum. The matrix elements H ij are defined as
with y i being the displacement of the parameter a i from its value a 0 at the minimum. For the analysed function χ 2 one writes
The Hessian matrix is symmetric and thus has a complete set of orthonormal eigenvectors v ij . The eigenvectors and the eigenvalues j of the Hessian matrix are used to transform the displacements y i into a new set of parameters z i
leading to a simplified relation
This representation has the advantage that the surfaces of constant χ 2 are spheres in z i space with ∆χ 2 being the squared distance from the minimum. The varied parameters a i from which the resulting error sets are defined can then be written as
where ∆χ 2 defines the tolerance criterion determining the allowed growth of χ 2 . The relation in equation (22) shows that the parameters which correspond to the eigenvectors of the Hessian matrix with large eigenvalues are well determined since their ∆a i is small, whereas the weakly determined parameters correspond to small eigenvalues. The following uncertainties for a given observable X can be calculated via
where X(S 0 ) is the observable calculated with the central parameter set and the S ± i correspond to the error sets in positive and negative direction determined from the diagonalized parameter z i .
In an ideal case one would choose the tolerance criterion so that ∆χ 2 = 1. However, since we consider several different data sets which are not necessarily in a mutual agreement with one another, such a choice would underestimate the underlying uncertainty. In this work the tolerance for ∆χ 2 is based on the statistically motivated method as discussed e.g. in Refs. [17, 77] . For the proton baseline with 13 free fit parameters it becomes ∆χ 2 = 20 with 90% confidence level. This choice has been validated also by comparing to the error bands generated with the MC method, though the ∆χ 2 value preferred by the MC method is quite flavour-and kinematics-dependent. Previous nPDF studies have shown that such a statistically motivated method would not fully cover the experimental uncertainties in the nuclear data [16, 17] . Thus for the nuclear PDF error analysis we increase the tolerance from the statistically motivated value and choose ∆χ 2 = 50 for our 16 free parameters.
The fitting framework
The global analyses of the baseline proton and nuclear PDFs are performed with the xFitter [42, 43] calculation of DIS cross sections are implemented at NNLO. Further functionalities in regards to the future potential and alternative fitting approaches, including dipole models [82, 83] and small-x resummation [84, 85] , are available in the released version.
In order to perform a nuclear PDF analysis several modifications of the code were required. First, the PDF parameterization had to be adapted for the purpose of nuclear PDFs. Thus, new parameters c k (A) dependent on the nuclear mass number A as per equation (10) were introduced. In order to reflect the new nPDF parameterization, the form of the steering file, as well as the file containing the initial parameters for MINUIT, and the according interpretation routine were adapted. As the next step, the mass number A and proton number Z of a given nucleus for the nucleon decomposition (cf. eq. (11)) of the up and down quarks were included. The possible combinations of data sets for different mass numbers A and proton numbers Z were kept flexible in order to deal with data for ratios between different nuclei. The information on A and Z depends on the data set and thus needs to be provided inside the data files. Therefore, the form and the routine to read the experimental data files were extended accordingly. Additionally, the overall minimization routine FCN has been modified so that the DGLAP evolution can evolve nuclear PDFs covering different combinations of A and Z individually. Next, the calculation of sum rules (equations 12, 13, 14) had to be adapted in order to reflect the flexibility of an A-dependent normalization. Additionally, to keep the form of the PDF parameterization flexible, a new numerical integration routine for the calculation of sum rules was implemented.
Besides that, the cross section calculation routine was enhanced for the treatment of various isoscalar modifications, as described in subsection 4.3. Three flags identifying the 'NMC', 'EMC' or 'SLAC'
forms of the corrections have been implemented. Furthermore, experimental nuclear data is often provided in terms of ratios
for two different nuclei A 1 and A 2 . Thus, we had to extend the xFitter mechanisms for the consideration of these ratios by the implementation of a two-step loop. The underlying PDF flavour decomposition for a proton was modified so that in case of a nucleus the PDF decomposition is applied for a nucleon of the form (11).
Moreover, charged-current (CC) processes for the neutrino DIS data 2 were incorporated in xFitter according to the differential cross section described in subsection 2.1. Finally, the uncertainty analysis routine 3 [70, 71] has been modified so that scaling of the error bands (cf. eq. 22) can be performed also for ∆χ 2 > 1.0. The modifications described in this section will be published as a part of the package later on.
4 Experimental data
Charged-lepton DIS data
The QCD analyses presented here have been performed by including the experimental data from DIS measurements. The free proton baseline was fitted using data from HERA [9] , BCDMS [88] and NMC [88] experiments, as listed in table 1. The fixed-target DIS data with lepton and neutrino beams used to determine the nuclear parton distribution functions are summarized in table 2. The kinematic reach of the included experimental DIS data in the (x, Q 2 )-plane is shown in figure 2 for the different nuclear targets. The applied kinematic cuts x ≤ 0.7 and Q 2 ≥ 3. has been intensively used in the relevant experiments. For the other nuclei (right panel in figure 2 ), 2 The implemented calculation of the reduced CC DIS cross section by using the FONLL scheme in xFITTER was customized to the HERA framework, e.g. factor 1/2 in equation (8) in [87] , for the lepton-proton DIS data. For the neutrino-nucleus DIS data, we are using the non-reduced differential cross section with the prefactor from [51] , and especially with the structure functions defined in equations (5) and (6) . Thus, for the calculation of the CC DIS cross sections, a division by factor of 2 was removed from xFitter in case of neutrino beams.
3 In this work the option 'DoBands' has been used to generate asymmetric error bands, which is based on the 'iterate' method by John Pumplin [71] . Its advantage is that, if necessary, the iteration routine will add a positive value X to all eigenvalues to force the matrix to be positive definite, which is as close as possible to the actualĤ. The positivedefiniteness of the Hessian matrix relies on the second derivates, which is a difficult computation and is numerically often approximate. One reason is that the minimized function χ 2 is not exact, but given by a second order polynomial in the space of the fit parameters. Thus, if some fit parameters are not well constrained by the data, higher-order polynomial terms of χ 2 might become relevant [22] . Another point is that the function χ 2 might not be as smooth as necessary due to the limited numerical precision at which the DGLAP equations are solved and due to the finite accuracy of the integrals. Table 1 : Summary of experimental DIS data used to determine proton PDFs. In the last two columns the resulting χ 2 values at NLO and NNLO obtained in our analysis are provided.
only few data points are available. Therefore the nuclei predominantly present in the included data are expected to be better constrained than the nuclei with fewer data points.
Neutrino DIS data
Neutrino data were included in the analysis by using the measured cross sections for neutrino and antineutrino beams. The advantage compared to the isospin-averaged structure functions F 2 and F 3 utilized in DSSZ [12] is that the sensitivity to the flavour decomposition is retained in the cross sections. Another approach was used in EPPS16 [17] where normalized (anti-)neutrino cross sections were considered. This increases the sensitivity to the shape of the nuclear modifications. In order to extract complete, i.e. without isospin-averaging, information from the incorporated neutrino data sets, the absolute cross sections are exploited here.
The data from the CDHSW νFe experiment [98] and the CHORUS νPb experiment [102] have been included in this analysis. In addition there are more neutrino scattering data available, e.g. measured cross sections with Fe target by the the NuTeV collaboration [103] , and also data from the CCFRR Table 2 : Summary of experimental DIS data used to determine the nuclear PDFs. In the last two columns the resulting χ 2 values at NLO and NNLO obtained in our analysis are provided.
collaboration [104] . The data from the CCFRR experiment were excluded from our analysis for two reasons. Firstly, the quantities x and Q 2 , required for the analysis procedure, were not publicly available for the cross sections. Secondly, only the averaged structure functions F 2 and F 3 for νFe andνFe were available, which lose the sensivity to flavour decomposition. In regard to NuTeV data, an early study in Ref. [105] found that these data could be accommodated together with the CHORUS neutrino DIS data when constraining d/u ratio but with the applied nuclear corrections some pull against other DIS and DY data were observed. Later on, the analyses in Refs. [106, 107] found some unresolved tension between the NuTeV neutrino DIS data and lepton-nucleus data. In a following work, a similar tension was found also when taking into account neutrino DIS data from CHORUS and CCFRR experiments in Ref. [108] . Simultaneously, a study presented in Ref. [109] concluded that the pull against other data was specifically due to the NuTeV data at certain energies, whereas CDHSW and CHORUS data were well compatible with the existing lepton-nucleus DIS data. This tension was further studied in Ref. [110] where again the NuTeV data were found incompatible with the other considered data.
Only by normalizing the differential data with the integrated cross section at each energy bin was an acceptable agreement achieved. Due to the demonstrated tension, we have not included the NuTeV neutrino DIS data in this analysis.
Corrections and experimental uncertainties

Isoscalar modifications
Some experimental analyses of charged-lepton DIS have modified the measured structure functions to achieve isospin-symmetry also for non-symmetric nuclei such as iron or lead. According to the relations summarized in Ref. [17] , an isoscalar structure function of a nucleus with the mass number A is defined
with 
which is not isoscalar if Z = N = A/2. The relation between the isoscalar structure function (24) and the general structure function (25) is given bŷ
where
Furthermore, it is assumed that the ratio
for any nucleus is unchanged compared to that for unbound nucleons, so that the relation
can be used in (27) to describe the isoscalar modifications. The ratio F n 2 /F p 2 for the isoscalar "correction" is parameterized in a different way by each experiment,
• SLAC [92] :
• NMC [111] :
with A(x) = 0.979 − 1.692x + 2.979x 2 − 4.313x 3 + 3.075x 4 and B(x) = −0.171x + 0.244x 2 .
In this work the general form of the structure function (25) is used to calculate the theoretical predictions. In case isoscalar modifications were applied to the measured quantities, for consistency the same modifications are applied to the obtained theoretical results by using relation (26) .
Correlated uncertainties
Some of the experiments provide normalization uncertainties on top of the systematic and statistical errors. In this work normalization uncertainties have been treated as correlated errors as discussed in [70, 71, 75] . The correlated uncertainties are treated as implemented in xFitter, described further in
Refs. [75, 112, 113] . The same procedure applies if any overall uncertainties are provided in addition to the point-to-point uncertainties, e.g. for the SLAC data [92, 97, 114] .
Results
Proton baseline
Analyses of nuclear PDFs have often been performed by using an existing proton PDF set as a baseline for the nuclear modifications. In this work, however, we have fitted the proton PDFs using the same setup as for the nuclear PDFs. This ensures that all assumptions like sum rules, parton flavour decomposition, etc., as well as all parameters like coupling constants and quark masses, and also further settings like e.g. the heavy flavour mass scheme, are applied in a consistent way. Furthermore, this paves the way for a future combined proton and nuclear PDF analysis.
As we use the xFitter as our analysis framework, the baseline proton PDFs are derived with a very similar setup as for the HERA2.0 PDFs [9] . However, in addition to the combined HERA DIS data we also include data from other experiments (cf. table 1). Another difference is that we use the parameterization in eq. (9) whereas the HERA2.0 analysis includes additional terms for the gluon at the initial scale of the analysis. The obtained parton distribution functions are compared to the HERA2.0 PDFs [9] in figure 3 at NLO and in figure 4 at NNLO. As shown in Ref. [9] , the HERA2.0
PDFs are well compatible with other state-of-the-art proton PDFs in the kinematic region considered in this work, and since the main focus of this work is on nuclear PDFs we do not present further comparisons to other proton PDF sets. As expected, because of our use of the same fitting framework with similar data and definition of χ 2 , the agreement with the HERA2.0 PDFs is very good both at 
Nuclear PDFs
The resulting nuclear PDFs, referred to as TUJU19, are presented in figure 5 at NLO and in figure 6 at NNLO for a few different nuclei, together with the fitted proton baseline PDFs. As the sea-quark nPDFs have been assumed flavour-independent, i.e. s =s =ū =d, the xū x, Q 2 distribution represents all sea quarks in the plots. Many earlier analyses have assumed that the nuclear modifications for the deuteron are negligible and constructed its PDFs from the free proton ones using isospin symmetry. In this work we, instead, treat the deuteron as a nucleus in the fitting procedure. Small deviations from the proton PDFs are found for the proton in a deuteron, as shown in figures 5 and 6. The deviation from the proton PDFs becomes larger with increasing A, and significant effects are found in heavy nuclei such as iron and lead. The optimal parameters according to the chosen parameterizations in eqs. (9) and (10) are listed in appendix A.
The nuclear modifications of the PDFs for the lead nucleus, defined as
where f p/Pb i (x, Q 2 ) and f p i (x, Q 2 ) are the PDFs for the bound and the free proton, respectively, are shown in figure 7 . The NLO and NNLO modifications are compared at the initial scale of the analysis (Q 2 = 1.69 GeV 2 ) and at a higher scale (Q 2 = 100 GeV 2 ) after DGLAP evolution. In both cases, the ratio of gluon PDFs shows some low-x shadowing and a rapid rise with increasing x. This behaviour is similar to what was observed in the HKN07 analysis [77] , but in our case the enhacements are moderated at higher scales and a recognizable anti-shadowing peak develops around x ∼ 0. at different orders, NNLO favoring a stronger effect. Since for gluons the behaviour is opposite we conclude that these differences arise due to the fact that the sea-quark and gluon evolution are coupled and the applied DIS data is not sensitive enough to fully separate the contributions. At higher scales the sea quark modifications come to a better mutual agreement though some difference still persists at large x. The valence PDFs were allowed to be flavour-dependent and the resulting nuclear effects indeed become rather different for bound valence up-and down-quark distributions. For d v again the typical features including shadowing and anti-shadowing are well visible but for u v we find that some amount of low-x enhancement is preferred. We note that a similar behaviour was observed in the nCTEQ15
analysis [16] , although no neutrino DIS data were included there that would provide additional flavour sensitivity especially for the valence sector. One should keep in mind that the full nPDF for an average nucleon will be the sum of those for protons and neutrons, so the opposite behaviour will cancel out to a certain extent.
The uncertainty bands for the nPDFs provided in this work have been generated with ∆χ 2 = 50 as described in subsection 3.2. The resulting uncertainty bands do, however, depend also on the flexibility of the applied parameterization. Due to the limited sensitivity of the applied data to the gluon and sea quark nPDFs, we had to limit the number of A-dependent parameters in order to achieve numerical convergence of the fits. Therefore the provided uncertainty bands for the gluon distribution likely underestimate the true uncertainty to some extent, which should be kept in mind when comparing to previous works. In future, by adding more data providing further constraints one could consider admitting more parameters and therefore allowing larger flexibility of the parameterization.
Comparison to data
The optimal set of nPDF parameters is derived by minimizing the χ 2 as defined in eq. (15) by comparing to the measured data presented in table 2. The resulting cross sections, structure functions and ratios are compared to the data we used in figures 9, 10, 12, 13, 14, 11 and 15 for neutral current DIS processes and in figures 16 and 17 for charged current DIS processes with neutrinos for a subset of that data.
An overview of the resulting χ 2 values, divided by the number of data points N dp , is shown in figure 8 for NLO and NNLO. Values above χ 2 /N dp > 3.0 have been truncated in this graph for better representation, but the actual numbers are shown in table 2. Figure 8 demonstrates that the agreement between the theoretical predictions and the experimental measurements varies between different data sets. For example, the agreement for most of the data published by the NMC collaboration is excellent, whereas the agreement to the HERMES data is clearly not optimal. In this particular example one needs to point out that the number of data points by the HERMES experiment is much smaller than the number of NMC data points, so that the contribution to the total χ 2 is relatively small for the HERMES data. Apart from the few outlying data sets, the overall agreement is found to be very good, and the total χ 2 /N dp is 0.887 at NLO and 0.862 at NNLO. Even though some of the data sets are better described at NLO and some at NNLO, the total χ 2 values are very close at the different orders. The good agreement is apparent also in figures 9-17. Interestingly, a very good agreement is also achieved for the neutrino data, even though some earlier studies observed difficulties when incorporating these data in a global nPDF analysis [108] . However, as concluded in Ref. [110] , this likely follows due to the tension caused by the NuTeV data which we have not included. values divided by the individual number of data points per dataset N dp at NLO and NNLO. The "ideal" value χ 2 /N dp = 1.0 is marked by the horizontal black dotted line. The bars in the diagram corresponding to χ 2 /N dp > 3.0 have been truncated for the purpose of a clearer representation, which is symbolised by the dashed light-grey line. 
Comparisons to other nPDF sets
Each nPDF analysis is based on a set of assumptions, e.g. the form of the non-perturbative input at the initial scale, the choice of the proton baseline and the kinematical cuts. Therefore, even when based on the same set of data it is not guaranteed that the results will be equivalent. However, some level of agreement -within the estimated uncertainties -is expected.
Comparison at NLO
In figure 18 we compare our obtained nPDFs to those of other recent NLO nPDF analyses, nCTEQ15
and EPPS16, at our initial scale Q 2 = 1.69 GeV 2 and at Q 2 = 100 GeV and nCTEQ15 include additional data with some sensitivity to gluons, we conclude that our reduced uncertainties are likely due to the limited number of free parameters in the gluon nPDFs, and the uncertainty due to the lack of data constraints is underestimated. One should note that nCTEQ15
does not provide error sets for the baseline proton PDFs, which partly explains why their uncertainties for the sea quarks (at the initial scale) and the valence quarks tend to be smaller than in EPPS16 and this analysis. The comparisons were generated by using the LHAPDF6 library [115] and the published Figure 18 : Nuclear parton distribution functions TUJU19 in lead at NLO compared to nCTEQ15 [16] and EPPS16 [17] , shown at the initial scale Q In figure 19 we compare the nuclear modification of the PDFs as defined in eq. (32) at Q 2 = 100 GeV 2 .
Also comparisons to the DSSZ analysis are included, for which only ratios R p/Pb i (eq. 32) were available with error bands 4 . In most cases the results are compatible within the estimated uncertainties, though some features stand out. A rather prominent feature of our NLO gluons is the large antishadowing around x ∼ 0.3. Such a large enhacement is not supported by other analyses which include data sensitive to gluon antishadowing and underlines the need for further data sensitive to such effects.
However, the obtained gluon shadowing is in good agreement with EPPS16 and nCTEQ15 results, though with somewhat reduced uncertainty estimates. Only the DSSZ R p/Pb g with very mild shadowing is outside the uncertainty bands in this region. For the flavour dependence of the valence quarks we find a similar behaviour as nCTEQ15 where some small-x enhancement and large-x suppression were observed for u v , along with opposite behaviour for d v . However, when calculating the total valence distributions for a complete nucleus, we expect to find a good agreement with the other analyses.
Comparison at NNLO
The comparison of the TUJU19 NNLO nPDF fit to other NNLO nPDF analyses is shown in figure 20 for the nNNPDF1.0 [39] and in figure 21 for KA15 [38] . The comparison at NNLO is separated into includes data directly sensitive to the gluon distribution, a reasonable behaviour is found for the gluon at the initial scale of this analysis, keeping in mind that our uncertainty bands for gluon are potentially understestimated, as discussed above. The congruence is improved when going towards higher scales (e.g. Q 2 = 100 GeV 2 ). Furthermore, a very good agreement is observed for the quark singlet Σ shown in the lower panels of figure 20 . The values of xΣ are lying within the error bands at the initial scale, and become even more consistent at higher scale. The observed deviation in the low-x region (x < 0.0005) reflects the lack of low-x constraints by the available nuclear DIS data. We also show the ratios R p/Pb for TUJU19 compared to nNNPDF1.0 at NNLO in figure 20 . Again a reasonable shape is found for the gluon nuclear modification, and a very good agreement is visible for the quark singlet, as it is well constrained by the incorporated experimental data. The uncertainties of the nNNPDF1.0 distributions are considerably larger compated to the ones found in our analysis. Indeed, as shown in Ref. [39] , the uncertainty bands for a combination of singlet and octet contributions become comparable to those in the earlier works where direct data constraints exist. Still, the nNNPDF1.0 uncertainties grow rapidly towards small-x which can be accounted for the applied neural network framework that is not as prone to parameterization bias as the traditional Hessian error analysis applied here. Thes distributions in turn are in a reasonable agreement at higher scales, although at the initial scale the KA15 result is considerably above TUJU19. The total valence distributions from TUJU19 are found to be in very good agreement with those of the KA15 analysis. Apart from the gluon nPDFs at the initial scale, the KA15 uncertainties tend to be very small. This may partly follow from the rather rigid parameterization applied, but also be due to the chosen low error tolerance ∆χ 2 = 1.
Summary and outlook
We have presented new sets of nuclear parton distribution functions (nPDF) TUJU19 at NLO and NNLO. Contrary to previous analyses, our nPDF sets are based on a proton baseline fitted within the same framework, which guarantees consistency throughout the analysis concerning the series of choices on parameter values, assumptions, constraints and kinematical cuts that need to be made when performing a global analysis. The numerical implementation was embedded in the open-source tool xFitter. The source code with all applied modifications required for the treatment of nuclear PDFs will be published, providing a first open-source tool for a global nuclear PDF analysis. The common framework will also enable a simultaneous proton and nuclear PDF analysis in the future.
For the proton PDF baseline analysis DIS data from the HERA, BCDMS and NMC experiments were included. Similarly, the nPDF analysis is based on measurements from fixed-target neutral-current DIS and data from neutrino-nucleus charged-current DIS experiments. The neutrino DIS data were implemented for the first time in a global pQCD analysis at NNLO. The deuteron was treated as a nucleus without neglecting nuclear effects, instead of constructing it as a pure composition of free proton and neutron PDFs as been assumed in several earlier analyses. The resulting cross sections show very good agreement with the included experimental data, both for neutral-current and charged-current DIS processes, as confirmed by the resulting χ 2 /N dp < 1.0 for the nuclear part of the analysis. The comparisons to the existing nPDF sets demonstrate a resonable agreement within the error bands. The obtained results are consistent with the expectation that due to the consideration of DIS data only the nPDFs for valence quarks are well constrained by the experimental data, whereas gluon and sea quarks are constrained only indirectly by the included data and mostly by DGLAP evolution. The resulting nPDFs will be published in the LHAPDF6 format including uncertainties for both, the proton baseline and the nuclear PDF analysis, derived with a Hessian uncertainty analysis.
As this is the first NNLO nPDF fit within the developed framework, only fixed-target DIS data with lepton and neutrino beams were included. In the future we plan to add data also for other observables for which theoretical calculations at NNLO exist. The fixed-target proton-nucleus DY dilepton data would provide further constraints for the sea quark distributions. Furthermore, the W and Z boson production data from p+Pb collisions at the LHC are sensitive to the flavour decomposition and could therefore help to disentangle observed differences in valence quark nuclear modifications. Even after these, direct gluon constraints will remain sparse. Recently it has been shown that such constraints could be obtained from the existing data for dijet and charmed-meson production in p+Pb collisions at the LHC. Further in the future, an electron-ion collider would provide precision data for nPDF analyses.
In order to get the best information from these data the highest possible perturbative precision will be required, and we think our NNLO analysis is an important step in this context.
