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Abstract{ The Elo rating system is relatively easy to understand and is widely used in
competitive games. However, when an application to be applied is that match between the
player groups is sparse, accuracy of the ratings are involved. This problem can be overcome by
using a more complex rating system that uses model tting, such as the BradleyTerry system.
However, with such a system the calculation of a rating change after a match becomes more
complex. This behavior is unfavorable for those who use the Elo system. In this study, a new
rating system that has a correction term on the updating formula was proposed to overcome
problems such as loss of precision in a sparse graph and to simplify rating changing behavior,
as in the Elo system. However, the result of the experiment to evaluate the prediction accuracy
shows that the proposed system is not better than the Elo system. The provable cause is that
the prediction accuracy of the BradleyTerry model is the same as that of the Elo system.
Keywords: Elo rating system, BradleyTerry model, maximum likelihood estimate, chess,
Kaggle
概 要: Eloレイティングシステムは比較的分かりやすく, 多くの対戦型遊戯でプレイヤーの強さ
を推定するために用いられている. だが, 適用するアプリケーションが, プレイヤーのグループ間
の対戦が疎になるものである場合に, レイティングの正確さを損なわせる. この問題はより複雑な
レイティングシステムである, Bradley-Terryなどのモデルに従ってレイティングのフィッティング
をするものを用いることで改善できる. これは, 力の推移関係をより良く扱えるからである. だが,
Eloレイティングと違い対戦結果の影響が対戦者以外にも及ぶ. この挙動は Eloレイティングシス
テムの利用者には, 好ましくない. 本研究では, 対戦が疎になっているようなデータセットでもより
良い性能を持ち, かつ Eloレイティングのような振る舞いを持つことを目的とした, 更新時に補正
を行うレイティングシステムを提案した. だが, その予測精度を評価する実験の結果, 提案手法の
精度は Eloレイティングシステムよりも良くなかった. 原因は, そもそも Bradley-Terryモデルの
フィッティングによる予測精度が, Eloのものと同程度だったからであると考えられる.
キーワード: Eloレイティングシステム, Bradley-Terryモデル, 最尤推定, チェス, Kaggle
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第1章 序論
本研究の背景, 対象とする領域, 研究目標について述べる.
1.1 背景
チェスプレイヤーの強さを表す数値を対戦結果から推定するために考案された Eloレイ
ティングシステム [1]は, チェスのみならず数多くのビデオゲームやスポーツ, 競技プログ
ラミングなどの遊戯で用いられている. 各プレイヤーは自らの強さを表す数値であるレイ
ティングを持っており, 対戦の勝敗により, その値が変動する. そして対戦を繰り返すうち
に自身の強さを表すレイティングが推定できるという特徴を持っている. このようなシス
テムは複数提案されており, 漸進レイティングシステムと呼ばれる [2].
一方, 過去の対戦結果から最尤推定などの統計的推定によりレイティングのフィッティ
ングを行うシステムも複数提案されており, これらは静的レイティングシステムと呼ばれ
る [2]. これは先述の漸進レイティングシステムと比較すると, 強さの推移関係をより有効
に扱う. ここで言う推移関係とは, Aより Bが強い, かつ Bより Cが強い, という関係が
あるとき, Aより Cが強いと言うことである.
適用するアプリケーションが, プレイヤーがあるグループ内でばかり対戦し, グループ
間の対戦が疎に起こるようなものである場合, 漸進レイティングシステムを使うことを避
けるべきであると述べられている [3]. これは先述した強さの推移関係の扱いが理由である
と考えられる. 実際に, 将棋のプロ棋士の Eloレイティングを求めると, 女性のレイティン
グが現実にそぐわないほど大きくなってしまったという報告がある [4]. これは彼らがおも
に男性は男性同士, 女性は女性同士で対局を行っているからであると述べられている.
だが, 静的レイティングシステムの挙動は, 漸進レイティングシステムとは異なる. 試合
ごとにレイティングの更新を行ったとき, 推移関係によりその試合に参加していないプレ
イヤーのレイティングも変動してしまう. この挙動は現在広く使われている Eloのような
漸進レイティングシステムに慣れ親しんだ者には受け入れがたいと考えられる. 何故なら,
Eloレイティングシステムを用いている遊戯においては, レイティングはプレイヤーにとっ
て非常に大切なものであるからである. 実際, レイティングが小さくなることを恐れて遊
戯への参加を控える者がいるので, 参加するだけでレイティングが加点される大会も考案
されるほど [5]である.
1.2 対象とする領域
Eloレイティングシステムのような漸進レイティングシステムを用いたいが, 対象とす
るアプリケーションでは性別の違いなどの何らかの理由により, プレイヤーがあるグルー
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プ内でばかり対戦し, グループ間の対戦が疎になっていて, 漸進レイティングシステムが適
さないと考えられる場合を対象とする領域とする.
1.3 研究目標
漸進レイティングシステムでありながらも, 静的レイティングシステムのように, 強さの
推移関係をより良くレイティングに反映できるレイティングシステムを実現することを研
究目標とする.
2
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第2章 関連研究
種類ごとにそれぞれのレイティングシステムを紹介する. ここでの種類分けはWhole-
History Rating[2]によるものをもとにしている. 漸進レイティングシステムは対戦後に,
対戦したプレイヤーのみのレイティングを増減させる. 対して, 静的レイティングシステ
ムは過去の対戦結果から全員のレイティングをフィッティングなどを用いて求める. 時間
減衰レイティングシステムは静的レイティングで古い対戦の影響度を小さくしたものであ
る. そして, 史的レイティングシステムとは, 長期間におけるプレイヤーの強さの推移を得
るためのシステムである.
2.1 漸進レイティングシステム
漸進レイティングシステムとは, 対戦後に当事者同士のレイティングを増減させること
でレイティングを求めるシステムのことである. 勿論, 勝利したプレイヤーのレイティン
グは大きくなり, 逆に敗北した場合は小さくなる. 計算が容易であるが, Aと Bが対戦し
た後で Aが異なるプレイヤーと対戦しても, Bのレイティングが変動しない. つまり, 強
さの推移関係によりレイティングが変動することがない. これが原因で, プレイヤーのグ
ループ間の対戦が疎であるような場合に適さないとされる [3].
2.1.1 Eloレイティングシステム
Eloレイティングシステムとは, それまで使われていたものを改良すべく, Arpad Eloが
アメリカ合衆国チェス連盟を代表して発表したシステムである [1]. このシステムには多く
の実装があるが, 以下の説明は節 2.1.2で後述するUSCFのシステムで用いられているも
のをもとにする.
なお, 対戦の成績は 1から 0で表され, 勝利したとき 1で, 敗北したとき 0である. 引き
分けの場合は 0.5となる.
成績の期待値
プレイヤー iのレイティングが Riで;プレイヤー j のレイティングが Rjのとき;プレイ
ヤー iの成績の期待値Eijは
Eij =
1
1 + 10 (Ri Rj)=400
(2.1)
であるとする.
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レイティングの更新
レイティングの更新は対戦毎;プレイヤー毎に以下の式で行う:プレイヤーのレイティン
グを R;実際の成績を S;式 2:1で求めた成績の期待値を Eとする:K 因数については後述
する:
R R+K(S   E) (2.2)
K因数
レイティングの更新の際の変動の度合いを決めるのがK因数である.
USCFのシステムが過去に用いていたものがより一般的で分かりやすいので表 2.1を参
照. ただし, Rをプレイヤーのレイティングとする.
表 2.1: USCFレイティングシステムで用いられていたK因数
K因数 条件
32 R < 2100
24 2100 < R < 2400
16 2400 < R
レイティングの分布
USCFのシステムでは 1500を平均的なプレイヤーのレイティングとしている.
2.1.2 The USCF rating system
The USCF rating systemとは, アメリカ合衆国チェス連盟による催しで用いられてい
るレイティングシステムである [6]. 対戦数が少ないプレイヤーには特別なレイティングシ
ステムが適用されるが, 通常は先述の Eloレイティングシステムが用いられる. ただし, K
因数は対戦数が多ければ多いほど小さくなる. また, レイティングの更新は催しが終わっ
た際にまとめて行われる. 更に, rating oorと呼ばれる, 一度大きくなったレイティング
が小さくなり過ぎないようにする仕組みがある. これを一因として, レイティングのイン
フレーションが起きている [7].
2.1.3 The Glicko system
The Glicko systemとは, Eloレイティングシステムを改善する目的で作られたレイティ
ングシステムであり, プレイヤーのレイティングに加え, プレイヤーのレイティングの信頼
性を表す数値を持つ [8]. これは, 活動せずに時間が経つと大きくなり, 対戦をすると小さ
くなる. 信頼性により対戦後のレイティングの変動の度合いが変化する. 自身の信頼性が
高いか, 対戦相手の信頼性が低いと変動が小さくなる.
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2.2 静的レイティングシステム
静的レイティングシステムとは, 各プレイヤーのレイティングを何らかのモデルに従っ
て統計的推定することで求めるシステムのことである. 力の推移関係を扱えるという特徴
を持つ.
2.2.1 Bradley-Terryモデルのフィッティング
Bradley-Terryモデルとは, 比較の結果を予測する確率モデルであり, 以下の式により表
される.
P (i > j) =
pi
pi + pj
(2.3)
簡単のためチェスの場合で説明する. P (i > j)は, プレイヤー iが jに勝つ確率である. そ
して piは, プレイヤー iの強さを表す値であり, レイティングと解釈できる.
Eloシステムを含む多くのレイティングシステムがこのモデルをもとにしている. また,
過去の対戦結果をもとにして最尤推定などによりフィッティングを行うことでレイティン
グシステムとして使うことが出来る. フィッティングの手順の一例は節 3.2.1を参照.
2.3 時間減衰レイティングシステム
時間減衰レイティングシステムとは, プレイヤーの強さは時間により変動するとの考え
から, 過去の対戦の影響度を小さくした静的レイティングシステムのことである.
2.3.1 KGSのレイティングシステム
KGSのレイティングシステムは, 囲碁のオンライン対戦ができるKGS Go Serverにお
いて使われているレイティングシステムで, 最尤推定を用いている [9]. 古い対戦や, 対戦
相手の当時のレイティングの信頼度が小さい対戦の重みを小さくする.
2.4 史的レイティングシステム
史的レイティングシステムとは, 長期間における各プレイヤーの強さの推移を求めるシ
ステムのことである.
2.4.1 Whole-History Rating
Whole-History Ratingは, ニュートン法による事後確率最大化により, 対戦後の各プレ
イヤーのレイティングを求める [2]. Eloを始めとした漸進レイティングシステムよりも良
い予測精度を持ち, 巨大なゲームサーバーにおいてもリアルタイムで運用可能なほど高速
であるとしている.
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2.5 提案手法の位置づけ
提案手法は漸進レイティングシステムと静的レイティングシステムを組み合わせること
で, 漸進レイティングシステムが持つわかりやすさと静的レイティングシステムが持つ強
さの推移関係を考慮できるという特徴の両方を兼ね備えたシステムを作ることを狙ったも
のである.
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第3章 提案手法
この章では，提案するアルゴリズム, ならびに実装の説明を行う．
3.1 提案するレイティングシステムの特徴
漸進レイティングシステムだが, 静的レイティングシステムによるレイティングも計算
し, それをもとにした更新時の補正機能を持つ. これにより, 漸進レイティングシステムが
持つわかりやすさを大きく損なうことなく, 静的レイティングシステムが持つ疎なデータ
セットでのより高い予測精度の両方を得られる見込みがある.
本稿では漸進レイティングシステムに Eloレイティングシステム, 静的レイティングシ
ステムに Bradley-Terryモデルによるレイティングの最尤推定を採用する.
3.2 手順
提案するレイティングシステムは, 対戦の結果がひとつ入力されるたびに以下の手順を
行うことで動作する.
まず全プレイヤーの Bradley-Terryモデルによるレイティングを求める. そして, 対戦
をしたプレイヤーの Eloレイティングの更新を行う. 最後に, 対戦をしたプレイヤーのレ
イティングを, Bradley-Terryモデルによるレイティングをもとに補正する.
この手順の概略図を図 3.1に示す.
図 3.1: 手順の概略図
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なお, 対戦の結果は, 対戦に参加したプレイヤー２人が誰であるかと, 1.0から 0.0で表
現される成績で表現される.
3.2.1 Bradley-Terryモデルによるレイティングの最尤推定
Bradley-Terryモデルによるレイティングを最尤推定するMMアルゴリズム [10]を用
いる.
各プレイヤーのレイティングを表すベクトル p = p1; :::; pnが収束するまで, 以下の 3つ
の式を繰り返し実行する. ただし, Wiをプレイヤー iが勝利した回数, Nij をプレイヤー i
と jが対戦した回数とする.
各 iにつき次の式を実行して, p0を求める
p0i =Wi
0@X
j 6=i
Nij
pi + pj
1A 1 (3.1)
p0を求めたら, 各 iにつき次の式を実行して, p0を正規化する.
p0i  
p0iPn
j p
0
j
(3.2)
そして, p0を pへ代入する.
p p0 (3.3)
3.2.2 Eloレイティングの更新
式 2.2を使う.
3.2.3 Eloレイティングの補正
まず, 補正先の Eloレイティング qを求める. 同程度の能力を持つと考えられるプレイ
ヤーをBradley-Terryモデルにより判定する. 式 2.3でプレイヤー iが jに勝つ確率P (i < j)
を求め, 0:45 < P (i < j) < 0:55を満たすプレイヤーを同程度の能力を持つとみなす. そし
て, 彼らの Eloレイティングを平均して, qを求める.
そして, 以下の式でプレイヤーのレイティングを補正する.
R R+ 0:04(q  R) (3.4)
3.3 実装
C++プログラミング言語を用いて, 標準ライブラリのみを用いて提案手法を実装した.
Bradley-Terryモデルのレイティングを求めるMMアルゴリズムの実装の際, 計算時間を
小さくするための工夫をした. 節 3.2.1の実装では, 参照局所性が高まるように, Nij を表
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すデータ構造には２次元配列や連想コンテナではなく, 疎行列でいうところの座標リスト
（COO）を用いた. 連想コンテナによる実装と比較すると, 実行時間が約 6分の 1になった.
また, 最初はためしに Pythonで実装していた. 節 2.2.1を実装し, 実験で使うデータで
実行したところ, 一向に計算が終わらなかった. もし行列計算なら NumPyで高速に計算
できるが, そうではなかった.
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第4章 実験と評価
提案手法を含む各レイティングシステムで, 複数のデータセットにおける対戦結果の予
測精度を求める実験をした. 本実験で用いたのはいずれもチェスのものである. 節 1.1で
述べた研究 [4]で用いられているような将棋のデータセットではない. これは, 日本将棋連
盟がWebページに載せているものが利用できる [11]と考えられるが, Webスクレイピン
グが必要となり手間が多いので, より手軽に使えるチェスのものを用いた.
その実験内容と, その結果と, その実験に要した計算時間と, その実験に用いたデータ
セットの傾向を示す.
4.1 対戦結果の予測精度に関する評価
節 2.1.1の Eloレイティングシステムと, 節 2.2.1の Bradley-Terryモデルのフィッティ
ングと, 提案手法を複数の方法で比較する.
4.1.1 Chess ratings - Elo versus the Rest of the World
Kaggleにて開催された, チェスの対戦成績の予測精度を競うコンペティションである
[12].
訓練データは, 8631人のトッププレイヤーによる 100ヶ月にわたる 65000以上の対戦成
績からなり, テストデータは, その後の 5ヶ月にわたる 7809試合である.
対戦成績は, 対戦が起きた月, 白プレイヤーの ID, 黒プレイヤーの ID, ならびに白プレ
イヤーの得点で表される. 得点は 1から 0で表され, 勝利したとき 1で, 敗北したとき 0で,
引き分けの場合は 0.5となる.
予測精度の計算には, まず訓練データで学習を行う. この場合では学習とはレイティン
グを求めることである. そして, テストデータにおける各対戦の点数を予測し, それから各
月の各プレイヤーの合計点数を求め, 正解データ [13]との二乗平均平方根誤差（RMSE）
をとることで行う.
結果は表 4.1の通りである.
補足すると, このコンペティションで優勝した Elo++[14]では 0.69477である. 加えて,
常に引分けすると予測した場合は 0.829903となる.
4.1.2 Deloitte/FIDE Chess Rating Challenge
これも前節と同様, Kaggleで開催されたコンペティションである [15].
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表 4.1: Chess ratings - Elo versus the Rest of the World の手法による精度の比較
手法 RMSE (lower is better)
Elo(K=8) 0.756120
Elo(K=16) 0.733620
Elo(K=32) 0.730073
Elo(K=64) 0.764825
Bradley-Terry 0.748713
提案手法 (K=16) 0.757544
前節のものよりデータセットが巨大であり, 訓練データは, 54000人の 132ヶ月にわたる
約 184万の対戦成績からなり, テストデータは, その後の３ヶ月にわたる 10万の試合で
ある.
対戦成績は, 対戦が起きた月, 白プレイヤーの ID, 黒プレイヤーの ID, ならびに白プレ
イヤーの得点, などで表される. 得点は 1から 0で表され, 勝利したとき 1で, 敗北したと
き 0で, 引き分けの場合は 0.5となる.
予測精度の計算は, まず訓練データで学習を行う. この場合では学習とはレイティング
を求めることである. そして, テストデータにおける各対戦の点数を予測し, 各試合ごとに
正解データ [16]との『Binomial Deviance』を求め, 最後にそれらを平均することで行う.
『Binomial Deviance』は以下の式で求める.
 (Y log10E + (1  Y ) log10(1  E)) (4.1)
ただし, Yは実際の対戦の成績, Eは予測した対戦の成績である. 加えて, log10 0は未定義
であるため, Eが 0.01より小さい時は 0.01とし, 0.99より大きい時は 0.99とする.
結果は表 4.2の通りである.
表 4.2: Deloitte/FIDE Chess Rating Challenge の手法による精度の比較
手法 Binomial Deviance の平均 (lower is better)
Elo(K=8) 0.276577
Elo(K=16) 0.270999
Elo(K=32) 0.268984
Elo(K=64) 0.273544
Bradley-Terry 0.260703
提案手法 (K=16) 未算出
提案手法の計算に非常に時間がかかり, 結果がだせなかった. 補足すると, このコンペ
ティションで優勝した手法 [17]では 0.246463である. 加えて, 常に引分けすると予測した
場合は 0.30103となる.
4.2 計算時間
節 4.1.1と節 4.1.2の計算に要した時間を表 4.3に掲載する.
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表 4.3: 計算に要した時間の比較
データセット 手法 計算時間 (ミリ秒) (lower is better)
節 4.1.1
Elo 14
Bradley-Terry 140
提案手法 1,285,642
節 4.1.2
Elo 423
Bradley-Terry 5717
提案手法 未算出
なお, 計算に使ったコンピューターは, AMD A10-7300 (4コアの超低電圧のラップトッ
プ向けプロセッサ)と, 8ギガバイトのRAMで構成された 1台のラップトップである.
4.3 データセットの傾向
予測精度の計算に使用したデータセットの傾向をみる目的で, 各データセットの訓練デー
タにおいて, プレイヤーをノード, 対戦をエッジとした無向グラフを仮定し, 特徴量の統計
や視覚化を行った.
グラフの統計を表 4.4と, 表 4.5に示す. 平均次数とは, あるノードと隣接している, つま
りエッジで接続されているノードの数である次数の, グラフ全体の平均値のことである. 平
均クラスター係数とは, あるノード viの隣接ノードの隣接ノードが, ノード viの隣接ノー
ドである確率として定義されるものである. そして, 平均最短経路長とは, 各ノードから
各ノードへの最短経路長の平均値である. ただし, 一部の値は計算に時間がかかりすぎる
ために未算出とした. 加えて, 次数分布のべき乗則への従い具合を として表す. これは,
P (k)を, あるノードが次数 kを持つ確率として定義し, P (k)  k  として近似したとき
の のことである.
加えて, 次数分布を図 4.1, 4.2に示す. 両方の軸が対数スケールになっていることに注意
されたい. 先述の を傾きとした回帰直線も描いた.
並びにグラフを視覚化したものを図 4.7と図 4.8に示す. これは, Gephi上にて ForceAt-
las2でレイアウトし, 色はモジュラリティクラスごとに振ったものである.
4.4 レイティングの傾向
実験におけるレイティングの傾向を見る目的で, レイティングに関する統計や視覚化を
行った.
EloレイティングとBradley-Terryモデルによるレイティングの散布図を図 4.3と図 4.4
に示す. 横軸が対数スケールになっていることに注意されたい.
Eloレイティングシステムによるレイティングと, 式 3.4によって求めた補正先のレイ
ティングの差に関する統計を表 4.6に示す. そして, その差の分布を図 4.5と 4.6に示す.
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表 4.4: Chess ratings - Elo versus the Rest of the World の訓練データを表すグラフの
統計
全体 連結成分
ノード数 8631 7115
エッジ数 55899 55779
平均次数 12.953 15.679
平均クラスター係数 0.149 0.179
平均最短経路長 N/A 4.010
 1.692 1.647
表 4.5: Deloitte/FIDE Chess Rating Challenge の訓練データを表すグラフの統計
全体 連結成分
ノード数 54205 54205
エッジ数 1868570 1868570
平均次数 68.945 68.845
平均クラスター係数 0.175 0.175
平均最短経路長 未算出 未算出
 1.536 1.536
表 4.6: Eloレイティングと補正先のレイティングの差に関する統計
データセット 手法 計算時間 (ミリ秒) (lower is better)
節 4.1.1
平均符号付き差（MSD） 0.146
平均絶対差（MAD） 21.202
差の二乗平均平方根 29.824
節 4.1.2
平均符号付き差（MSD） 0.149
平均絶対差（MAD） 43.773
差の二乗平均平方根 55.929
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図 4.1: Chess ratings - Elo versus the Rest of the World の訓練データを表すグラフの次
数分布ならびに回帰直線
図 4.2: Deloitte/FIDE Chess Rating Challenge の訓練データを表すグラフの次数分布な
らびに回帰直線
14
BA Thesis at Future University Hakodate, 2016 Yuya KUMAGAI
An Incremental Rating System with a Correction Term
図 4.3: Chess ratings - Elo versus the Rest of the World のレイティングの散布図
図 4.4: Deloitte/FIDE Chess Rating Challenge のレイティングの散布図
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図 4.5: Chess ratings - Elo versus the Rest of the World の Eloレイティングと補正先の
レイティングの差の分布
図 4.6: Deloitte/FIDE Chess Rating Challenge の Eloレイティングと補正先のレイティ
ングの差の分布
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図 4.7: Chess ratings - Elo versus the Rest of the World の訓練データを表すグラフ
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図 4.8: Deloitte/FIDE Chess Rating Challenge の訓練データを表すグラフ
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第5章 考察
実験と評価の結果に従って, 考察を行う.
5.1 対戦成績の予測精度に関する評価
節 4.1.1と節 4.1.2を見ると, どちらのデータセットでも, どの手法もある程度同じくら
いの予測精度を持っていることがわかる.
つまり, 提案手法の予測精度が Eloレイティングシステムの予測精度を上回ることを期
待していたが, そうならなかった. これは, Bradley-Terryモデルのフィッティングの予測
精度が Eloレイティングシステムの予測精度を上回るという前提が満たされなかったから
であると考えられる.
静的レイティングシステムが漸進レイティングシステムより優れた予測精度を持つよう
にするには, 両コンペティションにおいて優秀な成績を上げた手法 [14][17]のように, 過学
習を防ぐ正則化をしたり, 古い対戦の結果の影響度を小さくしたり, 訓練データで交差検
証を行いながら最適なパラメーターを探すなどといった工夫が必要であると考えられる.
また, 静的レイティングシステムは強さの推移関係をより有効に扱えるはずなのに, 予
測精度が漸進レイティングシステムと同程度になってしまう原因の一つとして, 推移関係
を扱えるかどうかは予測精度に影響しないということが考えられる. これは, 訓練データ
とテストデータが同じ傾向を持つデータであるため, 両データにおける殆どの対戦が同じ
グループにおいて発生しているからであると考えられる. それを確かめるためには, 訓練
データから作られたグラフ上で, テストデータにおける各対戦におけるプレイヤー間の最
短経路長を求め, 考察することなどが考えられる.
加えて, レイティングシステムが強さの推移関係を有効に扱えているかどうかを検証す
る目的で, テストデータを間引くという事も考えられる. 具体的には, プレイヤーをノー
ド, 対戦をエッジとしたグラフにおける対戦者間の最短経路長が一定の値以上である対戦
のみを使うということが考えられる.
5.2 計算時間
まず, 表 4.3は, 逐次更新にかかる計算時間ではなく, データセットの対戦を全て考慮し
た際にかかる計算時間であることに注意されたい. Eloレイティングシステムは, 184万回
更新しても約 0.4秒で完了しており, 非常に高速である事がわかる. また, Bradley-Terry
モデルのフィッティングを行うMMアルゴリズムは, 54000人による 184万回の対戦を扱っ
た場合約 5.7秒かかっている. このままではリアルタイムなレイティングに用いることは
若干厳しいと考えられるが, 今回の実験が強力なサーバーではなく超低電圧 CPUを搭載
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したラップトップによって行われたことと, 並列計算を行っていなかったことから, 更に計
算時間を小さくする余地があると考えられる. そして, 提案手法は非常に大きな時間がか
かっているように見えるが, １回の逐次更新にかかる時間はBradley-TerryのMMアルゴ
リズムと同程度であるので, 実装次第でリアルタイムなレイティングに用いることができ
ると思われる.
だが, 静的レイティングの算出に大きな時間がかかるようであれば, 静的レイティングの
算出を対戦後毎回でなく, 一定期間ごとに行うようにするという振る舞いに変更するとい
うことも考えるべきである.
5.3 データセットの傾向
訓練データを表すグラフをネットワーク分析して, データセットの傾向をみる.
まず, 節 4.1.1と節 4.1.2のデータセットは, どちらもコンペティションの主催者により
実世界のものから抽出されたものであり, 現実世界のものとは異なることに注意されたい.
前者ではどのように抽出したかの説明を見つけられなかったが, 後者ではプレイヤーの抽
出を行っているようで, ほとんど仲間内でしか対戦していないプレイヤーを省くため, トッ
ププレイヤーと間接的に良いつながりを持つ者のみを使っているとのことである.
ネットワークを視覚化した図 4.7と図 4.8を見ても, 複雑すぎてよくわからない. よって,
ネットワークの特徴量の統計を見る.
ネットワーク理論の文脈における複雑ネットワークは, 現実世界の系をモデル化したネッ
トワークの特徴について研究する学問である. 多くの現実世界のネットワークには, 格子
グラフやランダムグラフのような単純なグラフには見られない特徴がある [18].
多くの現実世界のネットワークでは, 次数分布がべき乗則に従っている. つまり, 一部の
ノードが他のたくさんのノードとエッジで繋がっており, 大きな次数を持つ一方, 大多数の
ノードはごくわずかなノードとしか繋がっておらず, 次数が小さいという特徴を持つとい
うことである. 本稿で用いた訓練データを表すグラフの次数分布は, 図 4.1と図 4.2を参照
すると, べき乗則に従っていることがわかる. その度合は で表され, 典型的な現実世界の
ネットワークでは, これは 2～3になるとされている [19]. それに対し, 本稿で用いたもの
のは 1.6程度と, 比較的小さいことがわかる.
多くの現実世界のネットワークでは, 平均クラスター係数が高い. クラスター係数とは,
あるノード viの隣接ノードの隣接ノードが, ノード viの隣接ノードである確率として定義
されるものである. 各ノードのクラスター係数を平均したものが平均クラスター係数であ
る. 本稿で用いた訓練データを表すグラフと同程度の規模のランダムグラフの平均クラス
ター係数がどちらも 0.001程度であることを踏まえると, 表 4.4と表 4.5で示された平均ク
ラスター係数は高いといえる.
このように, 本稿で用いた訓練データを表すグラフは, 現実世界から抽出されたもので
あるにもかかわらず, 多くの現実世界のネットワークが持つ特徴を同様に持っている.
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5.4 レイティングの傾向
漸進レイティングシステムと静的レイティングシステムによるレイティングの関係を
みる.
図 4.3と図 4.4を見ると, Eloレイティングと Bradley-Terryモデルのフィッティングに
よるレイティングの対数をとったものの間にはある程度の相関があるといえる. だが, 図
4.3ではEloレイティングが初期値である 1500に近いプレイヤーが広範囲に存在している
ことがわかる. これは, データセットがある期間のみを扱ったものであること, ならびに規
模が比較的小さかったことが原因であると考えられる.
そして, 表 4.6と図 4.5と図 4.6を見ると, Eloレイティングはある程度補正の余地があ
る事がわかる.
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第6章 結論と今後の展開
結論と今後の展開について述べる.
6.1 まとめ
本研究では, 漸進レイティングシステムに静的レイティングシステムによるレイティン
グへ補正する機能を加えた手法を提案することで, 漸進レイティングシステムのようなプ
レイヤーにとってわかりやすい挙動と静的レイティングシステムのような高い予測精度の
両方を得ることを狙っていた. だが実験では, 提案手法で静的レイティングシステムとし
て用いたBradley-Terryモデルのフィッティングが, 漸進レイティングシステムとして用い
た Eloレイティングシステムより優れていることを示せなかった. よって, 提案手法が優
れていることも示せなかった.
提案手法が優れていることを示すには, まず静的レイティングシステムが漸進レイティ
ングシステムより優れたものであることを示す必要があると考えられる.
6.2 今後の方針
今後の方針としては, 以下の 3つが考えられる.
まず, Bradley-Terryモデルのフィッティングが Eloレイティングシステムよりも優れた
予測精度を示すデータセットを見つけること. 今回用いたデータセットはいずれもチェス
のもので, かつトッププレイヤーを中心に抽出されたものであるので, 異なる種類のもの
なら異なる結果が出ることもあり得ると考えられる.
次に, 提案手法においてBradley-Terryモデルのフィッティングを使うのをやめ, 別のレ
イティングシステムを組み合わせること. 例えば, 提案手法において Bradley-Terryモデ
ルのフィッティングの代わりに, Whole-History Ratingを用いた場合, 予測精度のみなら
ず計算にかかる時間が小さくなることが見込める.
そして, 現在の実験とは別の方法で各手法を比較することである. 本稿での実験はいずれ
も, 訓練データで学習をして, テストデータにおける対戦成績を予測し, 正解データとの誤
差を求めることにより予測精度を求めていた. だが, 節 5.1で述べたように, テストデータ
における対戦が, 訓練データと同じグループ内で発生していると考えられ, これが, 静的レ
イティングシステムは推移関係をより有効に扱えるはずなのに, 予測精度が漸進レイティ
ングシステムと同程度になってしまう原因の一つではないかと考えられる. よって, 静的
レイティングシステムの能力がより高いことを示すために, 別の方法で比較することを考
える. 例えば, 各プレイヤーの強さを表す数値を仮定して, それにしたがって何らかの法則
により対戦を発生させ, それを訓練データとして求められたレイティングと, プレイヤー
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の強さを表す数値の相関をみることなどが考えられる.
以上を試みることで, 提案手法が優れていることを示すことができる見込みがあると考
えられる.
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