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Resumen. En este trabajo presentamos un nuevo me´todo para procesar ima´genes de Res-
onancia Magne´tica Funcional (IRMf) del cerebro. El nuevo procedimiento esta basado
en aplicar difusio´n anisotro´pica robusta (DAR) a ima´genes de resonancia magne´tica fun-
cional ruidosa, para obtener mapas estadı´sticos de mayor relevancia. Las IRMf utilizan
una serie de ima´genes de resonancia magne´tica para mapear de forma no invasiva las
a´reas de actividad neuronal aumentada del cerebro humano. La baja relacio´n sen˜al rui-
do de las ima´genes funcionales, hace necesario el uso de te´cnicas de procesamiento de
ima´genes sofisticadas como mapas estadı´sticos parame´tricos (MEP). La aplicacio´n del
me´todo propuesto permite obtener MEPs que incluyen valiosa informacio´n con respecto
a la interrelacio´n entre las series temporales correspondientes a cada elemento de volu-
men en un espacio 3-D (voxel) en el correspondiente MEP. Presentamos resultados de la
te´cnica propuesta tanto en ima´genes artificiales como en ima´genes reales de resonancia
magne´tica funcional de una experiencia basada en un estimulo visual en bloques.
Palabras Clave. Procesamiento de Ima´genes, Resonancia Magne´tica Funcional, Proce-
samiento de Sen˜ales, Mapa Estadı´stico Parame´trico
1. Introduccio´n
Las ima´genes de Resonancia Magne´tica Funcional utilizan resonancia magne´tica para mapear las
a´reas de actividad neural aumentada del cerebro humano durante el desarrollo de una determinada
tarea. La adquisicio´n de IRMf es una te´cnica muy u´til para investigar respuestas especı´ficas del cere-
bro y ha sido empleada para estudiar, entre otras actividades, experimentos basados en percepcio´n,
estı´mulos visuales, auditivos, aprendizaje de idiomas y memoria. En 1990 el primer experimento fue
realizado con un estimulo visual usando como contraste un agente externo, no mucho tiempo des-
pue´s la mayorı´a de los experimentos estuvieron basados en un nuevo descubrimiento relacionado
con el nivel de oxı´geno en la sangre [1]. La hemoglobina es un contraste natural, tiene propiedades
magne´ticas diferentes dependiendo del nivel de oxigenacio´n y por lo tanto afecta la sen˜al obtenida a
trave´s de IRMf. Esto hace posible disponer de una te´cnica no invasiva. Mediante la adquisicio´n de
IRMf cuando el paciente realiza una tarea especı´fica, y cuando esta en reposo o realizando una tarea
alternativa, es posible obtener una imagen funcional del cerebro. Ba´sicamente podemos considerar
dos tipos de experimentos, en bloques o relacionados a eventos. La te´cnica que aquı´ presentamos
ha sido aplicada a experimentos que siguen un paradigma cla´sico en bloques de activacio´n y reposo
respectivamente [2]. Las ima´genes adquiridas son analizadas para determinar, sobre una imagen es-
tructural de alta resolucio´n, que a´reas del cerebro fueron activadas en respuesta al estimulo presente
en el disen˜o del experimento. Este trabajo presenta un me´todo para obtener una imagen del cerebro,
indicando las regiones activadas durante una determinada experiencia, y determinando mediante el
uso de difusio´n anisotro´pica, conjuntos de voxels activados.
2. Ana´lisis Estadı´stico de IRMf
Distintas te´cnicas han sido propuestas para analisar estadı´sticamente datos de IRMf [2]. El obje-
tivo principal de estos me´todos es producir una imagen identificando las regiones que presentan un
cambio significativo de sen˜al como respuesta a un estimulo predefinido, dada una IRMf de muy baja
relacio´n sen˜al ruido. El valor de cada voxel corresponde a una determinada distribucio´n de proba-
bilidades. La imagen formada se denomina mapa estadı´stico parame´trico (MEP). El modelo lineal
general (MLG) [3] calcula tambie´n un MEP. Representa un marco teo´rico unificado para un conjunto
de me´todos y modela tanto experimentos simples como complejos paradigmas relacionados a eventos
con mu´ltiples variables. El me´todo adoptado en este trabajo es el me´todo de correlacio´n de voxels
independientes [4]. Recientemente distintas te´cnicas han sido propuestas para determinar el umbral
efectivo de activacio´n en mapas de correlacio´n [5].
3. Me´todo de Correlacio´n
Cada posicio´n en el cerebro es representada por un voxel, y cada voxel tiene asociada una serie
temporal, formada a partir de los valores de la secuencia de ima´genes de resonancia magne´tica fun-
cional para el mismo voxel. X = {xi} es la serie temporal y Y = {yi} es la serie temporal que
corresponderı´a teoricamente a un voxel activado de acuerdo al paradigma usado para el disen˜o de la
experiencia de resonancia magne´tica funcional. En este trabajo el paradigma adoptado es un experi-
mento en bloques correspondientes a estimulo y reposo. Y , llamada tambie´n funcio´n de referencia,
puede ser modelada en una primera aproximacio´n simplemente como una onda cuadrada, o puede
representar en forma mas adecuada el comportamiento hemodina´mico del cerebro incorporando un
retardo en la sen˜al. La funcio´n adoptada para evaluar nuestro me´todo es el resultado de la convolu-
cio´n entre una onda cuadrada simple representado el experimento y la respuesta hemodina´mica del
cerebro, una respuesta impulsiva que no solo tiene en cuenta el retardo sino tambie´n caracterı´sticas
importantes del comportamiento hemodina´mico del cerebro [6]. La eleccio´n de una adecuada fun-
cio´n de referencia es fundamental para obtener resultados satisfactorios en el me´todo de correlacio´n
aplicado a IRMf. Calculando el coeficiente de correlacio´n, obtenemos un mapa de coeficientes de cor-
relacio´n (MCC), una imagen del cerebro donde el valor de cada voxel es un coeficiente de correlacio´n
ρ.
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∑
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(1)
Con un umbral adecuado es posible seleccionar los voxels activados como respuesta al estimulo
programado. Las IRMf tienen muy baja relacio´n sen˜al ruido, por lo tanto debemos determinar la
probabilidad de obtener un voxel con coeficiente de correlacio´n superior al umbral adoptado como
consecuencia del ruido en la imagen adquirida y no por ser un voxel activado. Transformamos el
coeficiente de correlacio´n de cada voxel en un valor τ :
τ =
ρ
√
N − 2√
1− ρ2 (2)
τ tiene distribucio´n Student´s con N menos dos grados de libertad, siendo N el nu´mero de volumes
de la imagen funcional. La nueva imagen 3-D formada a partir del valor de τ calculado para cada voxel
se denomina mapa estadı´stico parame´trico (MEP(τ )).
4. Difusio´n Anisotro´pica
Espacio de Escala es una teorı´a usada para procesar una imagen en varias resoluciones diferentes.
Witkin [7] introdujo un formalismo claro e preciso para definir espacio de escala lineal. Una imagen
con un grado de resolucio´n mas grueso se obtiene aplicando un filtro pasa bajos a la misma imagen
con resolucio´n mas fina. Sea I(x, y) : R2 → R+ una imagen 2-D con dominio contı´nuo. El espacio de
escala es una imagen 3-D, I(x, y, t) : R2 × R+ → R+ que satisface la siguiente ecuacio´n diferencial:
∂I(x, y, t)
∂t
= div(∇I), (3)
La imagen original I(x, y, 0) = I(x, y) es la condicio´n inicial de la ecuacio´n. La variable t es-
pecifica la escala de la imagen correspondiente. A pesar de tener varias propiedades matema´ticas
favorables el espacio de escala lineal borra los bordes de los objetos en una imagen, en vez de elim-
inar ruido preservando los bordes pronunciados. Una solucio´n para este problema es el espacio de
escala no lineal. Perona y Malik [8] definieron el espacio de escala no lineal, difusio´n anisotro´pica,
modificando la ecuacio´n diferencial parcial (3) de la siguiente manera:
∂I(x, y, t)
∂t
= div[g(||∇I||)∇I] (4)
donde ||∇I|| es el gradiente, y g es la funcio´n de parada. Sugieren usar una de las dos funciones
que se presentan a continuacio´n (todas las funciones de parada gi(x) en este trabajo son dilatadas y
transformadas mediante un factor de escala tal que gi(x) = 1 y sus funciones de influencia xgi(x)
tienen ma´ximos locales en x = 1):
g1(||∇I||) =
[
1 +
||∇I||2
σ2
]−1
o g2(||∇I||) = exp−||∇I||
2
σ2
(5)
donde σ es una constante positiva. Perona y Malik formularon en forma discreta, espacial y tem-
poralmente la ecuacio´n de difusio´n anisotro´pica (4) como:
I(s, t+ 1) = I(s, t) +
λ
|ηs|
∑
p∈ηs
g(|∇Is,p(t)|)∇Is,p(t), (6)
donde I(s, t) es una imagen digital, s indica la posicio´n en un espacio 2-D o 3-D, t es el nu´mero
discreto de pasos temporales (nu´mero de iteraciones, t ≥ 0), y la constante λ ∈ R+ determina la
difusio´n (normalmente λ = 1). ηs representa el conjunto de voxels vecinos de s. En una imagen 2-D,
los cuatro vecinos son usualmente: “norte”, “sur”, “este” y “oeste”. En una imagen 3-D los vecinos
de s son seis, los ya mencionados mas el voxel “superior” e “inferior”. Perona y Malik aproximaron
la magnitud del gradiente de la imagen en una direccio´n particular en la iteracio´n t como:
∇Is,p(t) = I(p, t)− I(s, t), p ∈ ηs. (7)
La eleccio´n de g determina en que medida las discontinuidades son preservadas. Black et al.[9]
presento´ una alternativa llamada difusio´n anisotro´pica robusta (DAR) que utiliza otra funcio´n de para-
da (funcio´n de Tukey), esta es la funcio´n de parada, adoptada en el me´todo propuesto en este trabajo:
g3(‖∇I‖) =

[
1− ‖∇I‖2
5σ2
]2
, si ‖∇I‖
2
5
≤ σ
0, en otro caso
(8)
Utilizando la funcio´n de Tukey, el proceso de difusio´n converge mas ra´pido y genera bordes
mas agudos que usando las funciones de Perona y Malik. Black mediante elementos de teorı´a de
estimacio´n robusta, obtiene un valor estimado de la escala robusta σe como:
σe = 1,4826MAD(∇I) = 1,4826medianaI [|‖∇I‖ −medianaI(‖∇I‖)|] (9)
La escala robusta debe ser considerada en nuestro me´todo como un valor inicial. La escala o´ptima
debe ser determinada experimentalmente comenzando por la estimacio´n de Black, para una aplicacio´n
especı´fica. Nuestra experiencia aplicando DAR en sen˜ales 1-D, 2-D y en particular IRMf, es que la
escala o´ptima es normalmente dos o tres veces mayor que la escala robusta estimada.
5. Me´todo Propuesto
El MEP calculado por medio de los coeficientes de correlacio´n, determina el valor de cada voxel
independientemente del valor de las series temporales asociadas a los voxels vecinos. Distintas te´cni-
cas han sido propuestas para obtener un mapa de activacio´n considerando esta correlacio´n existente
entre voxels [5]. Una posible solucio´n es aplicar difusio´n anisotro´pica con el objeto de agrupar re-
giones con voxels activados, distintas alternativas intentan optimizar el mapa estadı´stico resultante
mediante este procedimiento [10], [11], [12]. En este trabajo presentamos una nueva te´cnica llama-
da Difusio´n Anisotro´pica Robusta de Mapas Estadı´sticos Parame´tricos (DARMEP). El me´todo que
aquı´ presentamos es simple y genera MEPs con mayor significado estadı´stico, detecta regiones de
mayor activad neuronal, con mayor confiabilidad. Dada una imagen I ′ (IRMf que contiene tanto in-
formacio´n funcional como estructural), I ′(s, n) es el valor de la imagen en un voxel en la posicio´n s
y en el volumen n. El primer paso consiste en remover la informacio´n estructural, y ası´ obtenemos la
imagen IRMf I:
I = I ′ − I ′ (10)
Este primer paso aunque trivial es muy importante porque solo la informacio´n correspondiente a
a´reas activadas debe ser difundida, para no obtener un MEP borroso.
Denominamos I(s, n, t) a la imagen difundida en la iteracio´n t, y I(s, n, 0) a la imagen inicial con
media corregida. El me´todo consiste en los siguientes pasos:
1. t← 0
2. Calcular el mapa de los coeficientes correlacio´n MCC, ecuacio´n (1).
3. A partir del MCC calcular el MEP(τ ), ecuacio´n (2). Denominamos T(s,t) al valor de MEP(τ )
en el voxel s y en la iteracio´n t.
4. Calcular los coeficientes de difusio´n. El coeficiente de difusio´n entre el voxel s y su vecino p en
el instante t esta dado por:
g(|∇Ts,p(t)|), donde∇Ts,p(t) = T (p, t)− T (s, t). (11)
5. Utilizar los coeficientes del paso anterior para difundir la imagen I(s,n,t) y obtener ası´ la IRMf
I(s,n,t+1) correspondiente a la iteracio´n t+1:
I(s, n, t+ 1)← I(s, n, t) + λ|ηs|
∑
p∈ηs
g(|∇Ts,p(t)|)∇Is,p(t), (12)
donde ∇Is,p(n, t) = I(p, n, t)− I(s, n, t).
6. Asignar t ← t + 1 y repetir los pasos 2 a 6 hasta que el promedio de los valores difundidos
(el segundo te´rmino de la ecuacio´n (12) sea menor que un umbral predefinido. Una alternativa
posible es simplemente determinar el nu´mero de iteraciones en vez de un valor de difusio´n
promedio.
6. Resultados Experimentales
6.1. IRMf Artificial
El me´todo fue evaluado en primer te´rmino con una imagen generada artificialmente. La ima-
gen funcional 4-D generada tiene las siguientes caracterı´sticas 10x10x3 voxels por volumen y 84
volu´menes. Todos los voxels tienen sumado ruido gaussiano de media 16000 y desvio estandard 4000
. Los volu´menes seleccionados como activados, bloques de 6 comenzando por no activado, en el
disen˜o 4-D, tienen una a´rea de 6x6 activada en el centro del volumen con dos regiones de 4x4 no
activadas dentro de la a´rea activada. El valor de los voxels activados esta incrementado en 5000.
El objetivo principal es evaluar el comportamiento del algoritmo y no modelar en detalle el tipo y
caracterı´sticas del ruido presente en una imagen de resonancia magne´tica funcional real. La figu-
ra 1(a) muestra un corte, una imagen 2-D del MEP(τ ) generado a partir del MCC. Los valores de
cada voxel son mapeados linealmente a una escala de grises entre 0 y 255 (los voxels con valores
τ ≤ 0 son representados como negro y para valores τ ≥ 20 como blanco). La figura 1(b) presenta
la misma imagen 2-D de la figura 1(a) pero obtenida aplicando el me´todo propuesto DARMEP con
σ = 3 = 2,747σe y t = 90. Destacamos la importancia que tiene determinar la escala adecuada para
obtener un DARMEP(τ ) relevante, efectivo para diferenciar voxels activados de voxels no activados.
La figura 1(c) presenta un corte de un DARMEP(τ ) obtenido con una escala σ = 5, que no cumple
con el criterio de seleccio´n propuesto. El cuadro 1 presenta los valores mı´nimos, ma´ximos y promedio
tanto para el MEP(τ ) como para el DARMEP(τ ) para distintas escalas.
(a) MEP(τ ) (b) DARMEP(τ ), σ = 3 (c) DARMEP(τ ), σ = 5
Figura 1: Resultados Experimentales, IRMf Artificial
6.2. IRMf Real
El me´todo propuesto fue evaluado para una imagen real. El paradigma utilizado corresponde a un
experimento en bloques. El experimento fue realizado con un sistema Philips Eclipse de 1.5T. Fueron
realizadas 60 adquisiciones del tipo EPI/BOLD (ima´genes ecoplanares basadas en el nivel de oxı´geno
en la sangre como contraste natural), es decir ima´genes funcionales. Cada adquisicio´n fue de 25 cortes
(64x64x25, 4mmx4mmx5mm voxels), tiempo de repeticio´n 3 segundos, tiempo total 180 segundos.
El estimulo visual fue un LED a 2Hz y sin estimulo en reposo. Los volu´menes fueron adecuadamente
alineados y normalizados, y los primeros 5 volu´menes descartados por inestabilidades durante la
adquisicio´n (efectos T1) resultando finalmente una imagen de 79x95x68 voxels y 55 volu´menes.
Una imagen estructural en modo T2 tambie´n fue adquirida y normalizada (157x189x136 voxels).
La primera columna en la figura 2 presenta el MEP obtenido a partir del mapa de coeficientes de
correlacio´n sobrepuesto a una imagen estructural de alta definicio´n del cerebro para tres cortes de la
imagen 3-D estructural.
Voxels MEP σ = 1,0 σ = 3,0 σ = 4 σ = 5
ma´ximo 8.49 25.46 43.93 49.24 49.16
Voxels activados promedio 5.67 15.30 33.74 44.01 46.05
mı´nimo 3.37 3.71 16.73 39.72 42.68
ma´ximo 2.57 4.41 2.17 4.25 46.96
Voxels no activados promedio 0.00 -0.73 0,17 1.46 3.44
mı´nimo -2.92 -4.41 -0.99 0.34 1.93
Cuadro 1: Escala adoptada σ = 3
La segunda columna de la figura 2 permite observar el mapa estadı´stico calculado a partir del me´todo
propuesto, DARMEP(τ ), adecuadamente sobrepuesto sobre la misma imagen estructural utilizada
en la primer columna para el MEP y con la misma normalizacio´n y escala. Podemos observar una
agrupacio´n mayor de areas activadas. La escala adoptada fue σ = 1,5 = 2,39σe y el nu´mero de
iteraciones t = 90. El cuadro 2 permite observar el valor mı´nimo, ma´ximo y el valor promedio para
(a) corte 35 (b) corte 35, σ = 1,5
(c) corte 50 (d) corte 50, σ = 1,5
(e) corte 75 (f) corte 75, σ = 1,5
Figura 2: Resultados Experimentales en una IRMf Real.MEP y DARMEP
el 3% de voxels con valores mas altos y para el 30% con valores mas bajos. Estos valores fueron
calculados para el MEP(τ ) y para el DARMEP(τ ) con distintos valores de σ.
7. Conclusiones
En este trabajo presentamos una nueva, simple y efectiva te´cnica denominada DARMEP. Este
me´todo permite obtener MEPs mas significativos a partir de IRMf ruidosas. Este me´todo esta basado
en la difusio´n anisotro´pica robusta de las ima´genes funcionales. Los resultados experimentales pre-
sentan MEPs con bordes mas agudos y reflejan correlacio´n entre voxels activados, agrupando regiones
activadas. La te´cnica propuesta es particularmente sensible con respecto a la eleccio´n adecuada del
para´metro de escala σ. Experimentalmente un valor de σ entre 2σe y 3σe resulta adecuado.
Voxels MEP σ = 0,7 σ = 1,1 σ = 1,5 σ = 1,9
ma´ximo 15.22 21.06 21.79 21.85 22.78
3% mayores promedio 5.72 10.14 11.78 12.38 12.15
mı´nimo 3.82 7.79 8.77 9.66 8.71
ma´ximo 0.52 1.52 0.98 0.69 0.69
30% menores en valor abs. promedio 0.26 0.78 0,50 0.35 0.35
mı´nimo 0.00 0.00 0.00 0.00 0.00
Cuadro 2: Escala adoptada σ = 1,5
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