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Abstract
We give the best possible (respecting to order) estimate of the remainder term in spectral asymptotics of
the Cauchy operator and the logarithmic potential type operator. Also, we state a conjecture on the exact
value of the remainder term.
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1. Introduction
A number of papers investigate estimates of growth as well as precise asymptotic behavior of
eigenvalues and singular values of certain classes of compact integral operators (e.g. [4,5,9,11]).
The problem of estimate of the second term in the spectral asymptotic of integral operators is
much harder (and investigated by a smaller number of papers) and mainly refers to special classes
of integral operators and depends essentially on the structure of their kernels (see [11,18]).
For discrete operators, there are some general results on the first two terms of the spectral
asymptotics which were obtained by perturbation theory methods (see [19]).
In this paper we shall give the exact growth estimate of the remainder in the spectral asymp-
totic of Cauchy’s operator (transform). This operator appears often in analysis and its spectral
properties (the main therm) were investigated in a number of papers (e.g. [1,2,8,10]).
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56 M.R. Dostanic´ / Journal of Functional Analysis 249 (2007) 55–74Furthermore, some open problems will be formulated referring to θ function associated with
Cauchy operator and a possible exact determination of the second term in its spectral asymptotic.
For the rest of the paper, Ω ⊂ C will be a bounded simply connected domain with an analytic
boundary. |Ω| and |∂Ω| shall denote, respectively, the area and the length of the boundary of
domain Ω.
For compact operator T on some Hilbert space H, sn(T ) shall denote the nth eigenvalue of
the operator |T | = √T ∗T , i.e. sn(T ) = λn(|T |). For more on properties of singular values of
compact operators see [15].
Let L2(Ω) denote the space of complex functions on Ω with the norm
‖f ‖ =
( ∫
Ω
∣∣f (ξ)∣∣2 dA(ξ)) 12 .
Here, dA(z) = dx dy (z = x + iy) denotes Lebesgue’s measure on Ω . Mappings CΩ,LΩ :
L2(Ω) → L2(Ω) defined by
CΩf (z) = − 1
π
∫
Ω
f (ξ)
ξ − z dA(ξ),
LΩf (z) = − 12π
∫
Ω
ln|ξ − z|f (ξ) dA(ξ)
are called, respectively, Cauchy transform (operator) and transform (operator) of logarithmic
potential type.
Let RΩ :L2(Ω) → L2(Ω) be linear operator defined by
RΩf (z) =
∫
Ω
X (z, ξ)f (ξ) dA(ξ),
where
X (z, ξ) = 1
4π2i
∫
∂Ω
ln|t − z|
t − ξ dt.
It was proved in [12] that
C∗ΩCΩ
4
−LΩ = RΩ (∗)
and
sn(RΩ) = O
(
1
n2
)
.
From these results and from Ky-Fan theorem it follows that the operator LΩ is “two times” nicer
then CΩ.
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The reason why we study spectral asymptotics of the operator LΩ (and because of (∗) also
the operator CΩ) is in fact that its kernel is, essentially, the “main part” of the Green function for
Dirichlet Laplacian for domain Ω.
Since Weyl formula on distribution of eigenvalues of Dirichlet Laplacian is well known, it is
interesting to study high terms in spectral asymptotics for LΩ (and CΩ).
It will be shown that, in these high terms of spectral asymptotics, differences in comparison
with spectral asymptotics of the operator (−)−1 start to appear. ((−)−1 denotes the operator
that is the inverse to Dirichlet Laplacian.)
For the rest of the paper
∫
S
R(z, ξ) · dA(ξ) denotes integral operator on L2(S) (S ⊂ C) with
kernel R(·,·). Symbols λn(
∫
S
R(z, ξ) · dA(ξ)), sn(
∫
S
R(z, ξ) · dA(ξ)) denote nth eigenvalue and
singular value of the operator
∫
S
R(z, ξ) · dA(ξ).
With an ∼ bn, n → ∞ we shall acknowledge the fact that limn→∞ anbn = 1.
2. Main result
Theorem 1. Let Ω be a bounded simply connected domain in C with analytic boundary. Then
sn(CΩ) =
√ |Ω|
πn
+O
(
1
n
)
,
λn(LΩ) = |Ω|4πn +O
(
1
n
3
2
)
, n → ∞,
where the given estimates of the remainders are the best possible.
Remark 1. In papers [8] and [9] it was demonstrated
sn(CΩ) =
√ |Ω|
πn
(
1 + o(1)),
λn(LΩ) = |Ω|4πn
(
1 + o(1)), n → ∞.
For the proof of Theorem 1 we shall need several lemmas.
Lemma 1. Let B and W be compact operators on Hilbert space H.
(a) If sn(B) cn +O(n−
3
2 ) (c > 0) and sn(W) = O(n−3) then sn(B +W) cn +O(n−
3
2 ).
(b) If sn(B) cn +O(n−
3
2 ) (c > 0) and sn(W) = O(n−3) then sn(B +W) cn +O(n−
3
2 ).
Proof. Let us prove Lemma 1, part (a). (Part (b)) is proven similarly.)
Based on assumptions, we have
sn(B)
c
n
+ αn
n
3
2
, sn(W) = βn
n3
,
where |αn|M, |βn|M (∀n ∈ N) and M is some fixed constant.
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is easily seen that j = n + 1 − [√n]2 and 1  j  2√n. Here [x] denotes the greatest integer
which is smaller than or equal to x. Since n = (k + 1)m+ j , from
s(k+1)m+j (B +W) skm+j (B)+ sm+1(W)
it follows that
sn(B +W)− c
n
 skm+j (B)− c
n
+ sm+1(B)
 c m
n(km+ j) +
αkm+j
(km+ j) 32
+ βm+1
(m+ 1)3
(def= ωn).
Keeping in mind how k,m, j were defined it follows that sequence ωn is bounded, which proves
the lemma. 
Lemma 2. Let an = 2
√
nπ
|Ω| . Then
λn
( ∫
an·Ω
J1(|x − y|)
|x − y| · dy
)
= O(n− 32 ).
Here J1 is the Bessel function of index 1, an · Ω = {an · x: x ∈ Ω}, x = (x1, x2) ∈ Ω , y =
(y1, y2) ∈ Ω , dy = dy1 dy2, |x| =
√
x21 + x22 .
Proof. Let ϕ(s) = J1(
√
s)√
s
. Function ϕ is an entire, and so from the asymptotic of function J1
(see [14]) it follows that
ϕ(k)(s) = O(s− 3+2k4 ), s → +∞, k = 0,1,2 . . . . (1)
Therefore, we can write
λn
( ∫
an·Ω
J1(|x − y|)
|x − y| · dy
)
= λn
( ∫
an·Ω
ϕ
(|x − y|2) · dy).
Since function T (x, y) = ϕ(|x − y|2), according to (1), has the property that there exists
c0 < +∞ such that for any x, y ∈ R2
∣∣T (x, y)∣∣ c0,∣∣∣∣∂i+j T (x, y)
∂xi ∂x
j
∣∣∣∣ c0, i + j = 6,
1 2
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sn
( ∫
an·Ω
T (x, y) · dy
)
= O(n− 32 ).
Keeping in mind that operator
∫
an·Ω ϕ(|x − y|2) · dy is positive, we get
λn
( ∫
an·Ω
J1(|x − y|)
|x − y| · dy
)
= O(n− 32 ). 
Remark 2. From Lemma 2 (by substitution of variables), the following asymptotic formula
holds:
λn
(
an
π
∫
Ω
J1(an|x − y|)
|x − y| · dy
)
= O(n− 32 ). (2)
Lemma 3. Let k(s) = 12π K0(s) · (1 − s
2
4 ), where K0 is McDonald function (i.e. K0(s) =
1
2
∫ +∞
0 t
−1e−(t+ s
2
4t ) dt , see [3,22]) and K :L2(Ω) → L2(Ω) be an operator defined by Kf (x) =∫
Ω
h(x − y)f (y) dy where h(x) = k(|x|). Then, operator K is positive and
λn(K)
|Ω|
4πn
+O(n− 32 ).
Proof. Let 〈·,·〉L2(Ω) denote scalar product in L2(Ω) and let ϕ ∈ C∞0 (Ω). Then
〈Kϕ,ϕ〉L2(Ω) = 2π
∫
R2
ĥ(x)
∣∣ϕ̂(x)∣∣2 dx, (3)
where
ĥ(x) = 1
2π
∫
R2
h(t) e−it ·x dt, ϕ̂(x) = 1
2π
∫
Ω
ϕ(t) e−it ·x dt.
Since h is a radial function, from theorem on Fourier transformation of radial function (see [22,
p. 358]) it follows that
ĥ(x) =
∞∫
0
sk(s)J0
(
s|x|)ds.
(Here J0 is the Bessel function of index 0.)
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∞∫
0
sk(s)J0(λs) ds, λ = |x|.
Keeping in mind how function k was defined we obtain
∞∫
0
sk(s)J0(λs) ds = 12π
[ ∞∫
0
sK0(s)J0(λs) ds − 14
∞∫
0
s3K0(s)J0(λs) ds
]
.
Since
K0(s) = 12
+∞∫
0
t−1e−(t+
s2
4t ) dt, s > 0,
by substituting in the integrals on the right-hand side of the previous equality we obtain
∞∫
0
sK0(s)J0(λs) ds = 11 + λ2 ,
∞∫
0
s3K0(s)J0(λs) ds = 4
(1 + λ2)2 −
8λ2
(1 + λ2)3 ,
and
∞∫
0
sk(s)J0(λs) ds = 12π
λ4 + 3λ2
(1 + λ2)3 .
Therefore ĥ(x) = 12π |x|
4+3|x|2
(1+|x|2)3 and so from (3) it follows that
〈Kϕ,ϕ〉L2(Ω) =
∫
R2
|x|4 + 3|x|2
(1 + |x|2)3 |ϕ̂(x)|
2 dx. (4)
From (4) it follows that
〈Kϕ,ϕ〉L2(Ω) =
∫
|x|an
|x|4 + 3|x|2
(1 + |x|2)3
∣∣ϕ̂(x)∣∣2 dx + ∫
|x|>an
|x|4 + 3|x|2
(1 + |x|2)3
∣∣ϕ̂(x)∣∣2 dx.
Since C∞0 (Ω) is dense in L2(Ω), (4) holds for any ϕ ∈ L2(Ω). From this we conclude that
operator K is positive.
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(1+s2)3 decreases for s large enough, for sufficiently large n we have
〈Kϕ,ϕ〉L2(Ω)  c0
∫
|x|an
∣∣ϕ̂(x)∣∣2 dx + a4n + 3a2n
(1 + a2n)3
∫
|x|>an
∣∣ϕ̂(x)∣∣2 dx, (5)
where c0 = maxx0 x4+3x2(1+x2)3 .
Since ∫
|x|>an
∣∣ϕ̂(x)∣∣2 dx  ∫
R2
∣∣ϕ̂(x)∣∣2 dx = ∫
Ω
|ϕ|2 dx (Parseval equality),
from (5) we obtain
〈Kϕ,ϕ〉L2(Ω)  〈ϕ,ϕ〉L2(Ω) ·
a4n + 3a2n
(1 + a2n)3
+ c0
∫
|x|an
∣∣ϕ̂(x)∣∣2 dx. (6)
Since ∫
|x|an
∣∣ϕ̂(x)∣∣2 dx = ∫
|x|an
dx · 1
2π
∫
Ω
e−iu·xϕ(u)du · 1
2π
∫
Ω
e−iv·xϕ(v) dv
=
∫
Ω
∫
Ω
ϕ(u)ϕ(v)
4π2
dudv
∫
|x|an
e−ix·(v−u) dx,
then, knowing ∫
|x|an
e−ix·(v−u) dx = 2π an|u− v|J1
(
an|u− v|
)
,
we get ∫
|x|an
∣∣ϕ̂(x)∣∣2 dx = ∫
Ω
∫
Ω
1
2π
an
|u− v|J1
(
an|u− v|
)
ϕ(u)ϕ(v) dudv. (7)
Let Gn :L2(Ω) → L2(Ω) be an operator defined by
Gnf (x) = an2π
∫
Ω
J1(an|x − y|)
|x − y| f (y)dy.
Then, Eq. (7) can be rewritten as∫
|x|an
∣∣ϕ̂(x)∣∣2 dx = 〈Gnϕ,ϕ〉L2(Ω). (8)
(Note that the operator Gn is positive.)
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〈Kϕ,ϕ〉L2(Ω) 
a4n + 3a2n
(1 + a2n)3
〈ϕ,ϕ〉L2(Ω) + c0〈Gnϕ,ϕ〉L2(Ω),
from which we conclude
K  a
4
n + 3a2n
(1 + a2n)3
I + c0Gn (I is the identity operator)
and so we get
λn(K)
a4n + 3a2n
(1 + a2n)3
+ c0λn(Gn). (9)
Since
a4n + 3a2n
(1 + a2n)3
= |Ω|
4πn
+O
(
1
n2
) (
because an = 2
√
nπ
|Ω|
)
,
and according to Lemma 2 (Remark 2)
λn(Gn) = O
(
n−
3
2
)
,
and so, from (9) it follows that
λn(K)
|Ω|
4πn
+O(n− 32 )
which proves the lemma. 
Remark 3. Using complex numbers notation, the statement of previous lemma can be written as
λn
( ∫
Ω
k
(|ξ − z|) · dA(ξ)) |Ω|
4πn
+O(n− 32 ).
Lemma 4. For singular values of the operator LΩ the following estimate holds:
sn(LΩ)
|Ω|
4πn
+O(n− 32 ).
Proof. The McDonald function K0 has the following representation (see [3]):
K0(z) = −I0(z) ln z2 +
∞∑ ( z2 )2k
(k!)2 ψ(k + 1).
k=0
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follows
K0(z) = −I0(z) ln z+ g1(z), (10)
where
g1(z) = (ln 2)I0(z)+
∞∑
k=0
( z2 )
2k
(k!)2 ψ(k + 1).
Note that g1 is an even entire function. From (10) we obtain
− ln z = K0(z)+ ln z
∞∑
k=1
( z2 )
2k
(k!)2 − g1(z). (11)
If on the right-hand side of (11) ln z is replaced with
−K0(z)− ln z
∞∑
k=1
( z2 )
2k
(k!)2 + g1(z),
we obtain
− ln z = K0(z)
(
1 − z
2
4
)
+H(z), (12)
where
H(z) = −K0(z)
∞∑
k=2
( z2 )
2k
(k!)2 − ln z
( ∞∑
k=1
( z2 )
2k
(k!)2
)2
+ g1(z)
(
−1 +
∞∑
k=1
( z2 )
2k
(k!)2
)
.
If in the previous expression, in place of (− ln z) on the right-hand side we substitute the right-
hand side of Eq. (11), we obtain
H(z) = −K0(z)
∞∑
k=2
( z2 )
2k
(k!)2 −K0(z)
( ∞∑
k=1
( z2 )
2k
(k!)2
)2
− ln z
( ∞∑
k=1
( z2 )
2k
(k!)2
)3
+ h(z),
where h is an entire even function.
Let R(z) = H(z) + 564z4K0(z). Since ∂
6
∂ξ i∂ξj
R(|z − ξ |) ∈ L2(Ω × Ω) for i + j = 6, from
theorem of Paraska [20] it follows that
sn
( ∫
R(|ξ − z|) · dA(ξ)
)
= O(n− 72 ). (13)Ω
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sn
( ∫
Ω
K0
(|z− ξ |)|z− ξ |4 · dA(ξ))∼ const · 1
n3
, n → ∞. (14)
(Constant in this asymptotic formula can be determined exactly, but this is not necessary for
our purposes.) From (13) and (14) and properties of singular values of the sum of operators, we
obtain
sn
( ∫
Ω
H
(|z− ξ |) · dA(ξ))= O(n−3). (15)
From (12) it follows that
− 1
2π
ln z = k(z)+ 1
2π
H(z)
and so
LΩ =
∫
Ω
k
(|z− ξ |) · dA(ξ)+ 1
2π
∫
Ω
H
(|z− ξ |) · dA(ξ). (16)
Since
sn
( ∫
Ω
k
(|z− ξ |) · dA(ξ))= λn( ∫
Ω
k
(|z− ξ |) · dA(ξ)) |Ω|
4πn
+O(n− 32 )
(according to Remark 3 after Lemma 3), from (15), Lemma 1 and (16) it follows that
sn(LΩ)
|Ω|
4πn
+O(n− 32 ). 
Denote by ϕ conformal mapping of unit disc D = {z: |z| < 1} to domain Ω (ϕ can be analyt-
ically extended to some neighbourhood D and ϕ′(z) = 0 on D).
Lemma 5. Let A :L2(D) → L2(D) be an operator defined by
Af (z) = − 1
π
∫ ∫
D
ϕ′(ξ)
ξ − zf (ξ) dA(ξ).
Then
sn(A) =
√ |Ω|
πn
+O
(
1
n
)
, n → ∞.
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Bf (z) = 1
π
∫
D
(
1
z− ξ +
ξ
1 − zξ
)
ϕ′(ξ)f (ξ) dA(ξ),
Rf (z) = − 1
π
∫
D
ξϕ′(ξ)
1 − zξ f (ξ) dA(ξ).
Then A = B +R and furthermore (see [13])
B∗R = R∗B = 0
and
A∗A = B∗B +R∗R. (17)
Let (λn)∞n=1 and (un)∞n=1 be eigenvalues and orthonormed system of eigenfunctions of Dirich-
let Laplacian
−u = λu,
u|∂Ω = 0.
(Note that (un)∞n=1 is an orthonormed basis of space L2(Ω).) Then (see [13]), system of func-
tions (fn)∞n=1 (fn(z) = un(ϕ(z)) · ϕ′(z)) is an orthonormed basis of space L2(D),while system
(gn)
∞
n=1 (where gn(z) = 2√λn
∂un
∂ξ
|ξ=ϕ(z) · ϕ′(z)) is orthonormed in L2(D) and
Bfn(z) = − 2√
λn
gn.
From this we get
B =
∞∑
n=1
− 2√
λn
〈·, fn〉L2(D) · gn
and so
sn(B) = 2√
λn
. (18)
(The relations (17) and (18) were obtained in [13] from the equality∫ (
− 1
2π
ln
∣∣∣∣ z− ξ1 − zξ
∣∣∣∣)un(ϕ(ξ))∣∣ϕ′(ξ)∣∣2 dA(ξ) = 1λn un(ϕ(z))
D
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lows that A∗A B∗B and so applying Heinz inequality, we obtain
√
A∗A
√
B∗B
from which it follows that
sn(A) sn(B).
From the previous inequality, (18) and Weyl formula ([6] or [17]) it follows that
sn(A)
2√
λn
=
√ |Ω|
πn
− |∂Ω|
4πn
+ o
(
1
n
)
,
that is,
sn(A)
√ |Ω|
πn
+O
(
1
n
)
. (19)
Let us now prove the converse inequality. The kernel of integral operator A∗A is
K(z, ξ) = ϕ
′(z)ϕ′(ξ)
π2
∫
D
dA(u)
(u− ξ)(u− z)
= ϕ′(z)ϕ′(ξ)
[
− 2
π
ln|ξ − z| + 1
π
ln(1 − ξz)
]
.
Let operators LD,SD,M :L2(D) → L2(D) be defined by
LDf (z) = − 12π
∫
D
ln|ξ − z|f (ξ) dA(ξ),
SDf (z) = + 14π
∫
D
ln(1 − ξz)f (ξ) dA(ξ),
Mf (z) = ϕ′(z)f (z).
Then A∗A = 4M∗(LD + SD)M and as SD  0 we have M∗SDM  0 and so we obtain
B∗B A∗A 4M∗LDM = 4Q, (20)
where operator Q :L2(D) → L2(D) is defined by
Qf (z) = − 1
2π
∫
ϕ′(z)ϕ′(ξ)ln|ξ − z|f (ξ) dA(ξ).D
M.R. Dostanic´ / Journal of Functional Analysis 249 (2007) 55–74 67Let F = ϕ−1 :Ω → D and let V0 :L2(D) → L2(Ω) be an operator defined by
V0f (z) = f
(
F(z)
)
F ′(z).
Mapping V0 is an isometry and the following holds:
V0Q = T V0, (21)
where T :L2(Ω) → L2(Ω) is an operator defined by
Tf (z) = − 1
2π
∫
Ω
ln
∣∣F(z)− F(ξ)∣∣f (ξ) dA(ξ).
From (20) and (21) it follows that
λn(B
∗B) λn(A∗A) 4λn(Q) = 4λn(T )
i.e.
s2n(B) s2n(A) 4sn(T ). (22)
Let G :L2(Ω) → L2(Ω) be an operator defined by
Gf (z) = − 1
2π
∫
Ω
ln
∣∣∣∣F(z)− F(ξ)z− ξ
∣∣∣∣f (ξ) dA(ξ).
Then, according to Birman–Solomjak theorem [5] we have
sn(G) = O
(
e−c0
√
n
)
, (23)
c0 > 0 is a constant which does not depend on n. Since T = LΩ +G, from (22), (23), Lemmas 4
and 1 we obtain
s2n(A)
|Ω|
πn
+O(n− 32 ).
From this, we get
sn(A)
√ |Ω|
πn
+O
(
1
n
)
which, together with (19), proves Lemma 5. 
Since LΩ = T −G and since (according to (22))
sn(T )
1
s2n(A) =
|Ω| +O(n− 32 ),
4 4πn
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sn(LΩ)
|Ω|
4πn
+O(n− 32 ).
From Lemma 4 and the previous inequality we obtain
sn(LΩ) = |Ω|4πn +O
(
n−
3
2
)
.
Lemma 6. If sequence (sn)∞n=1 is non-increasing, converges to zero and if∑
sn 1r
1 = Ar2 +Br + o(r), r → +∞,
then
sn =
√
A
n
+ B
2n
+ o
(
1
n
)
, n → +∞.
Proof. If in the expression
∑
sn 1r
1 = Ar2 +Br + o(r)
we let r = 1
sn
, we obtain
ns2n = A+Bsn + o(sn) (24)
from which we get
sn =
√
A
n
(1 + εn), εn → 0.
Substituting the previous expression for sn into (24) we get
εn = B
2
√
A
√
n
+ o
(
1√
n
)
and so
sn =
√
A
n
(1 + εn) =
√
A
n
+ B
2n
+ o
(
1
n
)
. 
M.R. Dostanic´ / Journal of Functional Analysis 249 (2007) 55–74 693. Proof of Theorem 1
Let V :L2(Ω) → L2(D) and T0 :L2(D) → L2(D) be operators defined by
Vf (z) = f (ϕ(z)) · ϕ′(z)
and
T0f (z) = − 1
π
∫
D
ϕ′(ξ) ϕ
′(z)
ϕ(ξ)− ϕ(z)f (ξ) dA(ξ).
Then VCΩ = T0V and since V is an isometry we obtain
sn(CΩ) = sn(T0).
Let T1 : L2(D) → L2(D) be an operator defined by
T1f (z) = − 1
π
∫
D
B(z, ξ)f (ξ) dA(ξ),
where
B(z, ξ) = ϕ
′(z)
ϕ(ξ)− ϕ(z) −
1
ξ − z .
Then
T0 = T1M +A (25)
(operators M and A were defined in the proof of Lemma 5).
Since B is an analytic function on neighbourhood D × D, from Birman–Solomjak theorem
[5] it follows that
s1(T1) = O
(
e−c1
√
n
)
(c1 > 0 and does not depend on n) and so
s1(T1M) = O
(
e−c1
√
n
)
and so from Lemma 5, Eq. (25) and Ky-Fan theorem [16, p. 48] it follows that
sn(T0) =
√ |Ω|
πn
+O
(
1
n
)
,
that is,
sn(CΩ) =
√ |Ω| +O(1).πn n
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λn(LΩ) = |Ω|4πn +O
(
n−
3
2
)
follows from already proven formula
sn(LΩ) = |Ω|4πn +O
(
n−
3
2
)
and the fact that LΩ has, possibly, only finitely many negative eigenvalues.
Remark 4. Let us now demonstrate that estimates of remainders in asymptotic formulas in Theo-
rem 1 are the best possible. Singular values of operator CΩ (for Ω = D) were determined in [1].
They are all double and equal to { 2
jmn
} (m = 0,1,2, . . . , n = 1,2,3, . . .) where {jmn}∞n=1 are
positive zeroes of Bessel function Jm. Then∑
sn(CD) 1r
1 = 2
∑
2
jmn
 1
r
1 = 2
∑
j2mn4r2
1. (26)
Since the spectrum of Dirichlet Laplacian for unit disc comprises double eigenvalues {j2mn},
(m,n ∈ N) as well as simple eigenvalues {j20n}∞n=1, from Weyl formula on distribution of eigen-
values Dirichlet Laplacian (N(λ) =∑λnλ 1 = |Ω|4π λ− |∂Ω|4π √λ+ o(√λ) [6,17]), we obtain
2
∑
j2m,n4r2
m,n1
1 +
∑
j20n4r2
1 = |D|
4π
4r2 − |∂D|
4π
2r + o(r)
= r2 − r + o(r), r → +∞. (27)
From (26) and (27) it follows that∑
sn(CD) 1r
1 = r2 − r + o(r)+
∑
j20n4r2
1.
Since j0n ∼ nπ , n → ∞ [3], it follows that
∑
j20n4r2
1 =
∑
j0n2r
1 = 2r
π
+ o(r), r → +∞,
and so from previous inequality we get
∑
s (C ) 1
1 = r2 +
(
2
π
− 1
)
r + o(r), r → +∞,n D r
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sn(CD) = 1√
n
+
(
1
π
− 1
2
)
1
n
+ o
(
1
n
)
, n → +∞.
All the eigenvalues of operator LD (D—unit disc) were determined in [1] and so, in a similar
way, we obtain the following asymptotic formula:
λn(LD) = 14n +
(
1
π
− 1
4
)
1
n
3
2
+ o
(
1
n
3
2
)
.
4. Some open problems
Let AΩ and BΩ be operators on L2(Ω) defined by
AΩf (z) = 1
π
∫
Ω
[
F ′(z)
F (z)− F(ξ) +
F(ξ)F ′(z)
1 − F(ξ)F (z)
]
f (ξ) dA(ξ),
BΩf (z) = 1
π
∫
Ω
[
1
z− ξ −
F ′(z)
F (z)− F(ξ) +
F(ξ)F ′(z)
1 − F(ξ)F (z)
]
f (ξ) dA(ξ)
(F is conformal mapping of domain Ω to unit disc D). Then CΩ = AΩ + BΩ . In [13] it was
demonstrated that:
1. C∗Ω CΩ = A∗ΩAΩ +B∗ΩBΩ .
2. AΩun = − 2√λn ωn, where ωn = −
2√
λn
∂un
∂z
is an orthonormed system in L2(Ω) and
(un)
∞
n=1an orthonormed basis of eigenfunctions of Dirichlet Laplacian which correspond
to eigenvalues (λn)∞n=1 for domain Ω.
The exact asymptotic of singular values of operator BΩ was essentially investigated in [10]
where its dependence on |∂Ω| was established. Function
θΩ(t) =
∞∑
n=1
exp
( −t
s2n(CΩ)
)
, t > 0,
shall be called theta function of operator CΩ. From [21, Eq. 1, p. 453] it follows that for all
x, t > 0
e−
t
x = 1
π
∞∫
0
√
tsei
π
4 K1
(
2
√
tsei
π
4
)eisx − 1
is
ds + 1
π
∞∫
0
√
tsei
π
4 K1
(
2
√
tsei
π
4
)eisx − 1
is
ds, (28)
where K1(z) = ze−z
∫∞
0 e
−uz√u(u+ 2) du is McDonald function. Here z = x− iy if z = x+ iy.
From (28) it is easy to obtain
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n=1
exp
(
− t
s2n(CΩ)
)
−
∞∑
n=1
exp
(
− t
s2n(AΩ)
)
= 1
π
∞∫
0
√
tsei
π
4 K1
(
2
√
tsei
π
4
)
g(s) ds + 1
π
∞∫
0
√
tsei
π
4 K1
(
2
√
tsei
π
4
)
g(s) ds,
where
g(s) = tr e
is(A∗ΩAΩ+B∗ΩBΩ) − eisA∗ΩAΩ
is
.
From this it follows that
θΩ(t) =
∞∑
n=1
e−
t
4λn + 1
π
∞∫
0
√
tsei
π
4 K1
(
2
√
tsei
π
4
)
g(s) ds + 1
π
∞∫
0
√
tsei
π
4 K1
(
2
√
tsei
π
4
)
g(s) ds.
Having in mind that for eigenvalues (λ)∞n=1 of Dirichlet Laplacian for domain Ω it holds
(see [7])
∞∑
n=1
e−λnh = |Ω|
4πh
− |∂Ω|
8
√
π
1√
h
+O(1), h → 0+,
we obtain
θΩ(t) = |Ω|
πt
− |∂Ω|
4
√
π
1√
t
+O(1)
+ 1
π
∞∫
0
√
tsei
π
4 K1
(
2
√
tsei
π
4
)
g(s) ds + 1
π
∞∫
0
√
tsei
π
4 K1
(
2
√
tsei
π
4
)
g(s) ds. (29)
Conjecture 1. There exists a finite limit
ω = lim
t→0+
√
t
[
1
π
∞∫
0
√
tsei
π
4 K1
(
2
√
tsei
π
4
)
g(s) ds + 1
π
∞∫
0
√
tsei
π
4 K1
(
2
√
tsei
π
4
)
g(s) ds
]
.
This limit needs to be determined, as well as its relation with |∂Ω| established.
If Conjecture 1 is true, then from (29) it follows that
θΩ(t) = |Ω|
πt
+
(
ω − |∂Ω|
4
√
π
)
1√
t
+ o
(
1√
t
)
, t → 0+. (30)
In the case Ω = D, Conjecture 1 is true and it is easy to obtain ω = 1√ .
π
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sn(CΩ) =
√ |Ω|
πn
+ 1
n
(
ω√
π
− |∂Ω|
4π
)
+ o
(
1
n
)
, n → ∞.
“Pre-Tauberian” formula (30) suggests that Conjecture 2 may be true. In case Ω = D, we
have ω = 1√
π
and so we obtain
sn(CD) = 1√
n
+ 1
n
(
1
π
− 1
2
)
+ o
(
1
n
)
,
which is true.
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