Of all the major world languages, Japanese is lagging behind in terms of publicly accessible and searchable corpora. In this paper we describe the development of JpWaC, a large corpus of 400 million words of Japanese web text, and its encoding for the Sketch Engine. The Sketch Engine is a web-based corpus query tool that supports fast concordancing, grammatical processing, 'word sketching' (one-page summaries of a word's grammatical and collocational behaviour), a distributional thesaurus, and robot use. We describe the steps taken to gather and process the corpus, and the development of a shallow grammar for Japanese to enable word sketching. We believe that the Japanese web corpus as loaded into the Sketch Engine will be a useful resource for a wide number of Japanese researchers, learners, and NLP developers. 
The Sketch Engine
Of all the major world languages, Japanese is lagging behind in terms of publicly accessible and searchable corpora. This paper reports on the development of JpWaC (Japanese Web as Corpus), a large corpus of Japanese web text, which has been loaded into the Sketch Engine, where it takes its place alongside Chinese, English, French, German, and a range of other languages.
The Sketch Engine 1 (Kilgarriff et al. 2004 ) is a corpus tool with several distinctive features. It is fast, giving immediate responses for most regular queries for corpora of up to two billion words. It is designed for use over the web. It works with all standard browsers, so users need no technical knowledge, and do not need to install any software on their machine. It has been used for dictionary compilation at, amongst others, Oxford University Press, 2 Macmillan (Kilgarriff and Rundell 2002) , Chambers Harrap and Collins, and also for language teaching (e. g. Chen et al. 2007 ) and language technology development (e. g. Gatt and van Deemter 2006, Chantree et al. 2005 ).
As well as offering standard corpus query functions such as concordancing, sorting, filtering etc., the Sketch Engine is unique in integrating grammatical analysis, which makes it possible to produce word sketches, one-page summaries of a word's grammatical and collocational behaviour as illustrated in Figure 1 . Figure 1 gives a word sketch for the noun お湯 (oyu). Different grammatical relations, such as Ai and Ana adjectives modifying a noun, noun-particle-verb collocates (をverb, でverb, がverb), noun-pronominal relations (withの) etc., are displayed in order of their significance, revealing the most frequent and most salient sets of collocations (the first and second column with numbers respectively). The list of collocates nicely reveals the different senses of the noun: (1) 'hot/warm water (water that is heated)' (お湯を沸かす, 熱いお湯, ポットのお湯, 鍋のお湯, お湯で茹で る, お湯で温める), (2) 'bath (water for taking a bath)' (お湯に入る, お湯から上がる, 湯舟のお 湯, 浴槽のお湯, 風呂のお湯, 易しいお湯, いいお湯).
3 The "coord" relation reveals the coordinate noun of お湯, that is 水(mizu 'water').
Based on the grammatical analysis, we also produce a distributional thesaurus for the language, in which words occurring in similar settings, sharing the same collocates, are put together (Sparck Jones 1986 , Grefenstette 1994 , Lin 1998 , Weeds and Weir 2005 , and "sketch diffs", which compare related words (see section 3 below). The Sketch Engine is accessible either by a person using a web browser, or by program, with the output from the Sketch Engine (in plain text, XML or JSON) being an input to some other NLP process. 
The JpWaC corpus
In this section we review the steps taken to compile the JpWaC corpus, give a quantitative account of its contents and discuss the validity of this kind of corpus for general language research.
The corpus has been gathered using methods as described by (Sharoff 2006a, b, Baroni and , and for Japanese (Ueyama and Baroni 2005, Kawahara and Kurohashi 2006) . The corpus consists of texts obtained from around 50,000 web pages and contains just over 400 million tokens.
Compiling the corpus
For easy web corpus compilation, a great step forward has been made by the publicly available BootCat 4 Bernardini 2004, Baroni et al. 2006) , WAC 5 (Web as Corpus Toolkit) and related work of the Wacky Project 6 (Baroni and Bernardini 2006) . These open source tools provide the functionality for compiling a basic web corpus, and are straightforward to install and use on a Linux platform.
The main steps for compiling JpWaC were the following, explained in more detail below:
1. obtain list of Japanese language URLs 2. download the Web pages 3. normalize character encodings 4. extract metadata 5. remove document boilerplate 6. annotate with linguistic information 1. The list of URLs to build the corpus is critical for any web corpus, as it determines the overall composition, in terms of language(s), registers, lexis, etc. In order to obtain a good corpus of general language, the URL list for JpWaC list was obtained via the methodology described in (Sharoff 2006a) . First, the top 500 non-function words of the BNC (British National Corpus) were translated into Japanese. 7 Random 4-tuples were generated from this list and the Google API was used to query the internet with them. The set of retrieved pages gave the final URL list.
2. We downloaded the HTML pages with the WAC toolkit program paraget, which implements parallel downloading of pages, while taking care not to overload particular servers; it also separates the large number of retrieved files into separate tree-structured directories.
3. For normalizing the character sets of the downloaded pages we used the BootCat tool encoding-sort.pl, which implements a heuristic to guess the encoding of each HTML page, and then the standard UNIX utility iconv to convert the actual file to UTF-8.
4. The extraction of meta-data implemented in BootCat/WAC, in particular title and author, did not work well on Japanese pages, so the only metadata we retained is the URL of each document. 6. Finally, we annotated the corpus using ChaSen 8 , which segments the text into sentences, tokenises it, lemmatises the words and assigns them morphosyntactic descriptions (MSDs). The
MSDs that ChaSen returns are in Japanese: to make it easier to understand and use the annotations by non-Japanese speakers (and those without Japanese language keyboards), we translated the Japanese MSDs into English.
Corpus statistics
In this section we give some statistics over the corpus in terms of overall size, the number of web sites and documents, and the statistics over linguistic categories.
The total corpus size is 7.3 GB, or 2 GB if compressed (.zip). An overview of the corpus size in terms of web documents is given in Table 2 Number of documents with most common keywords in URLs.
Linguistic processing with ChaSen gave us 12,759,191 sentences and 409,384,405 tokens. In Table   3 we give the token sizes per document. 
The validity of web corpora for general language research
People are often concerned that web corpora will give a partial and distorted view of a language.
Describing the nature of the text in a corpus is a challenge because we lack vocabulary and methods for describing the types of texts in large corpora (Kilgarriff 2001) . Experiments that have been carried out for other web corpora, either gathered using methods similar to ours or using statistics taken directly from commercial search engines, have shown the validity of the methods for producing a corpus which, broadly speaking, represents the general language well and is suitable for general linguistic research as well as language technology resource development (Kilgarriff and Grefenstette 2003 , Keller and Lapata 2003 , Sharoff 2006b , Ciaramita and Baroni 2006 .
The Sketch Engine for Japanese
In this section we describe how JpWaC was prepared for the Sketch Engine and the development of the shallow grammatical relation definitions to support word sketching.
Loading a corpus into the Sketch Engine enables the use of standard functions, such as concordances, which include searching for phrases, collocates, grammatical patterns, sorting concordances according to various criteria, identifying "subcorpora" etc. In addition, after defining the grammatical relations and loading them into Sketch Engine, the tool finds all the grammatical relation instances and offers access to the more advanced functions: word sketches, thesaurus, and sketch diffs.
Loading the corpus
The Sketch Engine supports loading of any corpora of any language, either on the command line for local installations of the software, or using the 'CorpusBuilder' web interface. In order to create good word sketch results, the corpus should be lemmatized and PoS-tagged. (It is also possible to apply the tool to word forms only, which can still give useful output.)
The input format of the corpus is based on the "word per line" standard developed for the Stuttgart Corpus Tools (Christ 1994) . Each word is on a new line, and for each word, there can be a number of fields specifying further information about the word, separated by tabs. The fields of interest here are word form, PoS-tag and lemma. Other constituents such as paragraphs, sentences and documents, can be added with associated attribute-value pairs in XML-like format. 9 An example is given in Figure 2 .
Figure 2 An example stretch of the corpus.
As described above, JpWaC had been lemmatized and part-of-speech tagged with the ChaSen tool. It was then converted into word-per-line format. 9 Full documentation is available at the Sketch Engine website (http://www.skechengine.co.uk).
Preparing grammatical relations
For producing word sketches, thesaurus and sketch diffs grammatical relations need to be defined. This mini-grammar of syntactic patterns enables the system to automatically identify possible relations of words to a given keyword. It is language and tagset-specific. The formalism uses regular expressions over PoS-tags. As an example we give below a simple definition for an adjective modifier relation: The grammatical relation states that, if we find an adjective (PoS tag Ai) immediately followed by a noun (PoS tag starts with N), then a modifies relation holds between the noun (labelled 1) and the adjective (labelled 2).
A more complex definition, as used in JpWaC, is given below. Here we define a pair of relations, modifier_Ai and modifies_N, which are duals of each other: if w1 is in the relation modifier_Ai to w2, then w2 is in the relation modifies_N to w1. We start by declaring that we have two 'dual' relations, and give them their names. Then comes the pattern itself, with the two arguments for the two relations labelled 2 and 1. The pattern excludes the nai adjectival form (using the operator "!") and possibly includes a prefix before the noun (using the operator "?").
Since the tag "N.*" includes also suffixes and bound nouns, we exclude these from the results. The Sketch Engine finds all matches for these patterns in the corpus and stores them in a database, complete with the corpus position where the match was located. The database is used for preparing (at run time) word sketches and sketch differences and (at compile time) a thesaurus.
When the user calls up a word sketch for a noun, the software counts how often each adjective occurs in the modifier_Ai relation with the noun, and computes the salience of the adjective for the noun using a salience formula based on the Dice co-efficient. If the adjective is above the salience threshold, 10 it appears in the word sketch.
As we mentioned before, the Japanese grammatical relations are prepared using the ChaSen PoS tags, and, of course, tokens. The ChaSen tags are quite detailed (88 tags), and the tokenisation is "narrow": it splits inflectional morphemes from their stems. This has advantages and disadvantages in the creation of grammatical relations. The advantage is that by using already precisely defined tags and small tokens, it is easier to define desired patterns and the need to specify additional constraints is lower. The main disadvantage is that sometimes a targeted string is divided into several tokens by the analyzer, making it more difficult to define patterns and impossible to retrieve some types of results (for example, 女の人 is divided into 3 tokens, onnano-hito, and is therefore not considered as a unit by the system).
We defined 22 grammatical relations for Japanese, mostly using the "dual" type. There is also one symmetric relation (where a match for relation R between w1 and w2 is also a match for R between w2 and w1, and one unary relation (involving only one word). Although the grammatical relations for other languages in the Sketch Engine name relations by their functions, such as subjects, objects, we found it easier to remain on the level of particles (が,は,を etc.) and avoid the complexity of topic vs. subject functions -differences between は and が particles. A similar approach is seen in Kawahara (2006) .
Since the grammatical relations formalism is sequence-based, it is better suited to languages with fixed word order, such as English. There are already some reports on addressing the problem of free word order in creation of Czech and Slovene word sketches (Kilgarriff et al. 2004 , Krek 2006 , where the simple mechanism of gaps in the patterns is employed as one of the solutions. We also use it for the Japanese word sketches. In the example below, up to 5 tokens are allowed, using the notation []{0,5}, between the case particle で and the corresponding verb. While for some languages trinary relations (between three dependent items) were useful for identifying prepositional phrases, we defined prepositional phrases employing dual relations. In this way, we were able to specify constraints relevant for a specific particle, which gave higher precision output. On the other hand, to define grammatical relations for the phrasal verbs in Japanese (for example, to query most relevant objects and subjects of idioms, such as S が O を気 に入る) the existing relations proved to be too weak, as they are limited to 3-token relations.
While these relations are not displayed in the word sketch, they can be found using the 'sort collocations' functionality in the concordancer.
The grammatical relations would ideally be more sophisticated, but we have found that very simple definitions, while linguistically unambitious, produce good results. Linguistically complex instances are missed when using simple definitions, but it is generally the case that a small number of simple patterns cover a high proportion of instances, so the majority of high salience collocates are readily found, given a large enough corpus (Kilgarriff et al. 2004 ). For Japanese, as for other languages, PoS-tagging errors cause much more anomalous output than do weaknesses in the grammar. Nonetheless, in future versions, we plan to add more advanced relations into the system and cover also the instances that are now missed due to ChaSen's narrow tokenization.
Word sketches
The word sketch for a word presents a list of all of its salient collocates, organised by the grammatical relations holding between word and collocate. The grammatical relations are as named and defined in the previous section, and the collocates are as found in the corpus. For each collocate listed, the word sketch provides:
• the statistical salience and frequency with which keyword and collocate occur together;
• links to concordances, so we can explore the pattern by looking at the corpus examples.
The word sketch also provides links to grammatical relations, where we can see how the pattern is defined inside the system.
We presented word sketches for the noun お湯 in the opening section; here we give another example, this time for the verb 閉める (shimeru) (Figure 3 ). Here the grammatical relations reveal different noun-particle-verb relations, such as ドアを閉める, カーテンは閉める, カーテン・ 扉・店が閉められる, 後ろ手・鍵で閉める. We can also easily find the most relevant bound verbs that appear with the verb: 閉めきる, 閉め直す, 閉めてくれる・いただく・もらう etc.
Adverbs that usually modify the verb, しっかり, きちんと, 必ずimply that the action is done/should be done firmly, tightly, definitely. The suffixes that appear with the verb (られる, さ せる, っぱなし) suggest the frequent passive and causative usage of the verb. After checking the concordance, we can also select a number of useful usage examples:ドアがきちんと閉められて います, 雨戸を閉めさせる, カーテンを閉めっぱなしにする). 
Thesaurus
The semantic similarity in the Sketch Engine is based on "shared triples" (for example, 雑誌 and 本 share the same triple <? を 読む>). When we find a pair of grammatical relation instances, such as <雑誌を読む> and <本を読む> with high salience for both words, 本 and 雑誌, we use it as a piece of evidence for assuming the words belong to the same thesaurus category. The thesaurus is built by computing "nearest neighbours" for each word, and based on the tradition of automatic thesaurus building (Sparck Jones 1986 , Grefenstette 1994 , Lin 1998 ). We present a thesaurus entry for the word お湯 in Figure 4 .
As can be seen from the list of the words in the thesaurus, they can also suggest different senses of a word. In the case of お湯, these are 'bath' (風呂) and お湯 as a liquid 'hot/warm water' (液体, 熱湯) (see also Section 1). The thesaurus also reveals that the word is semantically most similar to the word 湯(yu), which is actually a variation of the お湯(oyu), and adds on an additional sense 'hot spring' (温泉). It also offers sets of related words belonging to the same semantic domains, indicating that お湯 is semantically related to food/drink and its preparation (スープ, 牛乳, お茶, 紅茶, ご飯, 鍋など), to water flow/liquids (液体, 液, 海水, 水道), to bathing (シャワー, 汗, 湯 船) etc. It also relates to 水, 熱湯 and its antonym 冷水. 
Sketch Differences
The difference between two near-synonyms can be identified as the triples that have high salience for one word, but no occurrences (or low salience) for the other. Based on this type of data on various grammatical relations and their salience, a one-page summary for sketch differences between two semantically similar words can be presented. The system is also useful for showing differences in language usage for words that are considered semantically similar but different orthographically, for example 良い (yoi/ii) and いい(ii), as well as for showing differences of transitive/intransitive semantic pairs, such as 閉める・閉まる(shimeru/shimaru).
The sketch difference summary offers the list of collocates that are common for the comparing pair showing their salience and frequency variance, as well as the list of collocates that appear only with one word of the comparing pair. Figure 5 shows partial results of the sketch difference for 女の子 (onna no ko, 'girl') and 男の 子 (otoko no ko, 'boy'). Ai adjective-noun relations that are common to both (common patterns),
and that apply only to one of the words ("女の子" only patterns and "男の子" only patterns) are displayed. From the results we can see that 可愛い, いい, although common to both, is more present as the collocation to 女の子. "Only patterns" reveal that かわいらしい, 美しい, 強い collocate only with 女の子 and that カッコイイ, かっこいい , 弱い appears only with 男の子.
Before we presented word sketches for the word お湯. Comparing it with its coordinate noun 水 in the sketch difference shows clearly that only 水 collocates with 冷たい, おいしい and only お湯 with 熱い. 
Conclusion and Further work
In this paper we presented how JpWaC, a 400-million-word Japanese web corpus, and a set of Japanese grammatical relations were created and employed inside the Sketch Engine. The Sketch Engine uses grammatical relations (defined with regular expressions over part-of-speech tags) and lexical statistics, applied to a large corpus, to find useful linguistic information: the most salient collocation and grammatical patterns for a word. The tool has already proved to be useful for English and other languages, and we believe that the Japanese version of the tool is a step forward in corpus-based lexicography, language learning, and linguistic research for Japanese. Its possible application in the various fields is investigated and exemplified in (Srdanović and Nishina, submitted).
As future work, we plan to make the system user-friendly for both native-speakers and learners of Japanese, by providing a Japanese interface and by offering option to choose between English and Japanese tag sets and grammatical relation names, and by providing the corpus also in furigana and romaji transcriptions. We shall also enrich the grammatical relation set.
We also aim to add some other Japanese corpora into the system, which among other things would be interesting from the point of view of comparing various corpora. Currently a long-term corpus development project is in progress at the National Institute of the Japanese Language.
Loading these corpora into the Sketch Engine tool is being considered (Tono 2007 ). We will also consider possible benefits of implementing some other morphological and structural analysers for the Japanese language. Finally, we shall explore a direct application of the system to the creation of learner's dictionaries (Erjavec et al. 2006 ) and CALL systems (Nishina and Yoshihashi 2007) 
