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And reas Butz 
14. Februar 1995 
Bei der Präsentation von Informationen am Bildschirm werden klassischerweise die 
Präsentationsmodi Text und statische Grafik benutzt. Insbesondere am Bildschirm ist 
es aber möglich, Informationen auch als bewegte Grafiken, sprich Animationen, dar-
zustellen. Die vorliegende Arbeit befaßt sich mit der automatischen Erzeugung von 
3D-Animationssequenzen aus rein inhaltlichen Beschreibungen. Diese Animationsse-
quenzen sind Bestandteil einer multimodalen Präsentation und drücken bestimmte 
Vorgänge und/oder Sachverhalte aus. 
Ein Vorteil des Modus Animation liegt darin, daß die Dimension Zeit (Reihenfolge, 
Dauer) direkt mit wiedergegeben wird, ein weiterer darin, daß es in bewegten Bildern 
wesentlich besser als in statischen Grafiken gelingt, scheinbar die Grenze zur dritten 
Raumdimension zu überspringen. 
Das Problem, eine Computeranimation zu gestalten, wurde in dieser Arbeit als 
Planungsproblem aufgefaßt, und das Ergebnis ist ein Animationsplaner, der ausge-
hend von einem Visualisierungsziel eine Animationssequenz mit Objektbewegungen 
und Kameraführung plant, die anschließend von einem kommerziellen Animationssy-
stem berechnet und abgespielt wird. 
BETTY ist Bestandteil der multimodalen wissensbasierten Benutzerschnittstelle 
WIP (Wissensbasierte Informations-Präsentation, [Wa93]), die automatisch aus geo-
metrischen Modellen technischer Geräte und symbolischen Repräsentationen der mit 
ihnen ausführbaren Handlungen an verschiedene Situationen angepaßte Bedienungs-
an leitu ngen generiert. 
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1 Einleitung 
1.1 Ziel der Arbeit 
Die Zielsetzung dieser Arbeit besteht in erster Linie darin, ein System zu schaf-
fen, das Animationssequenzen alleine aufgrund eines Präsentationszieles, einer 
inhaltlichen Spezifikation, generiert . Hierbei soll die Gestaltung der A ittra fion,-
die formale Spezifikation also, fast vollständig automatisiert werden. 
Als Vorgaben werden lediglich die Modelle der animierten Objekte sowie ihrer 
Bewegungen benutzt. In die Beschreibung solcher Objekt- und Bewegungsmo-
delle wurde bereits einiger Forschungsaufwand investiert (siehe [F090, BBZ90, 
Br94]) und sie soll in dieser Arbeit nicht näher untersucht werden. In der Tat 
liegt BETTY sogar ein recht einfaches Objektmodell (wire frames) und Bewe-
gungsmodell (splines) zugrunde, das jedoch zur Untersuchung des prinzipiellen 
Problems der Animationsplanung die nötige Flexibilität bietet, ohne selbst neue 
Probleme aufzuwerfen. 
Manuelle Gestaltung einer Animation 
Automatische Planung und Realisierung in BETTY 
CD 
o 
o Animation 
Abbildung 1: Automatisierun g ei er gesamten Animation sges taltung 
Während herkömmliche Animationen normalerweise vollständig manuell spe-
zifiziert werden müssen, ist es das Ziel dieser Arbeit, die komplette formale Spezi-
fikation einer Animationssequenz aus ihrer inhaltlichen Beschreibung abzuleiten, 
wozu die gesamte Kameraführung sowie ihre zeitliche und räumliche Koordinati-
on mit den gezeigten Objektbewegungen gehört. 
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Treibt man diese Vorstellung ins Extrem, so müßte mit einem solchen System 
beispielsweise aus einem Roman (bzw. seiner inhaltlichen Beschreibung) nach vor-
heriger Modellierung der Schauspieler und der Schauplätze der zugehörige Film 
zu erzeugen sein. Diese offensichtliche Übertreibung macht aber auch gleichzeitig 
deutlich, was das System nicht leisten kann: 
Die künstlerische Gestaltung von "guten"Animatlonssequenzen ist wie jede 
Gestaltungsaufgabe ein kreativer Akt und als solcher nicht oder nur sehr rudi-
mentär in Regeln zu fassen. Die von BETTY erzeugten Animationssequenzen 
dienen dem Zweck, eine Information zu vermitteln. Dies soll klar und verständ-
lich geschehen, am besten so, daß beispielsweise die Kameraführung einfach ihren 
Zweck erfüllt, ohne darüberhinaus aufzufallen. Um dies zu erreichen, muß sie in 
einem gewissen Sinne .. richtig"oder "gut"sein, ein direkter künstlerischer An-
spruch ist jedoch damit nicht verbunden, während wohl jeder Drehbuchautor, 
Kameramann oder Animateur diesen an sich selbst stellen wird. 
1.2 Handhabung der Animationsbeispiele 
Die Druckfassung dieser Arbeit enthält mehrere Animationsbeispiele in Form von 
Daumenkinos auf den freien Rückseiten der einseitig mit Text bedruckten Blätter. 
Diese Dokumentationsart entstand aus der Notwendigkeit, die grafischen Ergeb-
nisse des Systems zu dokumentieren, gleichzeitig jedoch den Rahmen eines ge-
druckten und gebundenen Buches nicht zu verlassen . 
Um die Daumenkinos ablaufen zu lassen, ist das Buch mit der Vorderseite 
nach unten und der Bindung auf der rechten Seite auf den Tisch zu legen (siehe 
Bild 2). Mit der rechten Hand greift man die nicht gebundene Seite des Buches 
Abbildung 2: Abspielen der D,wmenkinos 
und biegt sie nach oben bis die Blattenden etwa senkrecht stehen. Der rechte 
Daumen läßt nun Seite um Seite in schneller Folge nach links umschlagen, so 
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daß Bild für Bild wieder auf dem Tisch zu liegen kommt. Währenddessen sollte 
sich das Auge auf eines der fünf ablaufenden Daumenkinos konzentrieren. Die 
Animationen sind von oben nach unten durchnumeriert und zeigen: 
1. Verfolgung einer Objektbewegung mit der Kamera durch Fixieren des Ob-
jektes im Bild 
2. Zeigen einer Objektbewegung unter Fixieren des Kamerazielpunktes Im 
Raum 
3. kombiniertes Verfahren zum Zeigen von Objektbewegungen, wie es in BET-
TYs Regelwerk codiert ist 
4. Lokalisation zweier Objekte unter Berücksichtigung des visuellen Kontextes 
5. Zeigen mehrerer Bewegungen in einer Animation. 
Auf die Besonderheiten der jeweiligen Inhalte oder angewandten Verfahren 
wird an gegebener Stelle im Text näher eingegangen . 
1.3 Terminologie 
Um Mißverständniss~ der von mir verwandten Terminologie von vorneherein aus-
zuschließen, möchte ich hier einige für das Verständnis der Arbeit wichtige Be-
griffe kurz erklären. 
• Pl'äsentationsmedialn ist der physikalische Träger einer Präsentation, z.B. 
Bildschirm oder bedrucktes Papier. 
• Präsentationsmodus ist das Kodierungsmittel der Information innerhalb 
des Mediums, z.B . Text oder Grafik auf bedrucktem Papier 
• Brennweite bezeichnet einen (evtl . veränderlichen) Parameter eines Objek-
tives. Bei einer Kamera wächst mit der Brennweite auch der Abbildungs-
maßstab, und zwar direkt proportional. 
• Zoom ist das Verändern der Objektivbrennweite der Kamera unabhängig 
vom Kamerastandort, was in einer Veränderung des Abbildungsmaßstabes 
resultiert. 
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• Bildwinkel eines Objektivs (horizontaler Bildwinkel, eng!. view-angle) be-
zeichnet den Winkel im Rau m, der von der Kamera aus gesehen zwischen 
rechtem und linkem Bildrand liegt. Der Bildwinkel verhält sich umgekehrt 
proportional zur Brennweite, also auch zum Abbildungsmaßstab eines Ob-
jektivs. 
• N01'1nalbrennweite ist die Brennweite, die der (je nach Filmformat unter-
schiedlichen) Diagonale des vom Objektiv entworfenen Bildes entspricht. 
Der daraus entstehende Bildwinkel von 45 Grad entspricht dem Blickwin-
kel beim Betrachten des Bildes, wenn man von einem Betrachtungsabstand 
ausgeht, der wiederum der Bilddiagonale des gezeigten Bildes entspricht. 
Unter dieser Grundannahme liegt die l\lormalbrennweite für Kleibildfilm et-
wa bei 50mm, für 6x6cm bei 80mm. 
• Weitwinkelobjektiv ist ein Objektiv mit deutlich größerem Bildwinkel als 
dem der Normalbrennweite. 
• Teleobjektiv ist ein Objektiv mit deutlich kleinerem Bildwinkel als dem 
der Normalbrennweite und infolgedessen bei gleicher Entfernung größerem 
Abbildungsmaßstab. 
• Zielpunkt der Kamera ist der Punkt im Raum, der bei der mathematischen 
Projektion nach der Zentralperspektive in die Mitte des Bildes projiziert 
wird (verständlicher: der Punkt, auf den die Kamera gerichtet ist) . 
• A10ve oder Kamerafahrt ist die Veränderung der Kameraposition unabhän-
..gig von anderen Einstellungen. 
• Pan oder Kameraschwenk ist die Veränderung der optischen Achse der 
Kamera unabhängig von anderen Einstellungen, z.B. ein Drehen um die 
Vertikale . 
• Cut oder Schnitt bezeichnet die Grenze zwischen zwei Einstellungen, die 
als plötzliche Veränderung der Szenerie und/oder irgendwelcher Kamera-
einsteilungen sichtbar wird . 
• Einstell1mg oder Shot ist ein zusammenhängendes Stück einer Szene, das 
ohne Unterbrechung gedreht wird. 
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• Szene ist eine Folge von Einstellungen innerhalb einer Sequenz, die einen 
sehr engen inhaltlichen Zusammenhang aufweisen und meist am gleichen 
Ort spielen. 
• Sequenz ist eine Folge von Szenen innerhalb eines Films, die einen inhalt-
lichen Zusammenhang bilden . 
• Weltszene, wie in TOPAS verwandt, ist im Untersch1ed zur Filmszene eine 
Situation der Modellwelt, der Szenerie, und hat nichts mit einem zeitlichen 
Verlauf zu tun. 
• Viewpo'/'t bezeichnet das (evtl. nach bearbeitete) Bild einer Kamera, das 
in einen geeigneten Bildschirmbereich, z. B. ein Fenster in einer fenster-
orientierten Oberfläche projiziert wird. Eigenschaften des Viewports sind 
beispielsweise seine Position auf dem Bildschirm und die Einstellungen der 
zugehörigen Kamera. 
• Zeitlupe ist eine Darstellungsform, die Vorgänge langsamer wiedergibt, als 
sie in Wirklichkeit ablaufen und wird benutzt, um schnelle Vorgänge (z.B. 
ein Tor beim Fußball) klar erfaßbar zu machen . 
• Zeitraffer ist eine Darstellungsform, die Vorgänge schneller wiedergibt, als 
sie in Wirklichkeit ablaufen und wird benutzt, um sehr langsame Vorgänge 
klar erfaßbar zu machen (z.B. das Aufblühen einer Blüte). 
10 
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2 Animation als Informationsträger 
2.1 Was sind Animationen? 
Der Begriff (Computer-) Animation (anima = lat. Seele. Animation = Beseelung. 
Belebung). umfaßt vom allgemeinsten Standpunkt aus jegliche Bewegung oder 
Veränderu ng beliebiger Objekte at>f ':i!in'em" €omputerbildschirm oder einem an-
dersartigen geeigneten Ausgabemedium. seien dies Modelle von Weltobjekten in 
einem Viewport, der Viewport selbst auf einem Bildschirm. zu einem Rechner und 
seiner Benutzeroberfläche gehörende Objekte wie Fenster oder Icons. der Maus-
zeiger oder sogar einzelne Buchstaben oder Pixel. Von einem so weit gefaßten 
Verständnis ausgehend ließe sich die gesamte Ausgabe eines beliebigen Program-
mes als Animationsaufgabe formulieren . Da dies nun sicherlich nicht sinnvoll ist, 
möchte ich den Animationsbegriff. wie ich ihn für meine Arbeit verwenden werde, 
zunächst wie folgt einschränken: 
3D-Animationen im Rahmen dieser Arbeit sind Darstellungen geo-
metrischer Modelle von Weltobjekten sowie deren Bewegu ngen in 
der Zeit auf einem Viewport (z.B. einem Fenster) am Bildschirm des 
Rechners in Form schnell aufeinanderfolgender Einzelbilder . 
Mit zunehmender Geschwindigkeit und Speicherkapazität der zur Verfügung 
stehenden Rechner werden Animationen immer öfter verwandt und ihre Erzeu-
gung wesentlich erleichtert. In der bildenden Kunst macht die Computeranimation 
im Bereich Neue Medien bereits eine eigene Sparte aus und eine wachsende An-
zahl Künstler bedient sich dieses neuen Werkzeugs als künstlerischem Ausdruck. 
Ein anderes Anwendungsgebiet sind Hypermedia-Informationssysteme wie Hy-
percard oder XMosaic. in denen Animationen in Verbindung mit Text. Bild und 
Ton verwandt werden. um einem Benutzer Informationen zu vermitteln. Die dort 
benutzten Animationssequenzen sind jedoch bislang ausnahmslos vorgefertigte 
und abgespeicherte Bildfolgen. deren Einzelbilder zwar vom Computer berechnet 
sind, deren Ablauf jedoch von Menschen gestaltet wurde. 
2.2 Was können Animationen? 
Die Darstellung eines Inhaltes in Form einer Animation ist zunächst einmal über-
all dort möglich. wo der Inhalt eine geometrische Veränderung eines darstellbaren 
Objekts bedeutet und in der Zeit abläuft . Das wäre l.B . die Bewegung von Teilen. 
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wobei das Gewicht bei einer Darstellung als Animation meist auf der Bewegung 
selbst und nicht auf Anfangs- und Endzustand liegt, außerdem das Darstellen 
dynamischer räumlicher Relationen, z.B. Trajektorien, oder das Darstellen zeit-
licher Relationen von Vorgängen, sprich der Reihenfolge oder allgemeiner, der 
Verhältnisse zwischen Zeiten . 
Ferner läßt sich mit dem Mittel der Animation auch statische Information 
dynamisch verdeutlichen . Soll beispielsweise ein Detail eines Objektes lokalisiert 
werden, z.B. ein Schalter an einem technischen Gerät, so kann man dies durch 
eine Filmsequenz erreichen, die zunächst das Objekt insgesamt in einer Stan-
dardperspektive zeigt (um den visuellen Kontext zu schaffen), anschließend eine 
Kamerafahrt sowie ein Zoom auf das Detail zu und ein Verharren in der Zielpo-
sition, in der das Detail zu erkennen ist. Diese EndeinsteIlung wäre als Standbild 
ohne die vorangehende Kamerafahrt zur Vermittlung der Gesamtsituation nicht 
ausreichend, da bei genügend sichtbarem Umfeld das Detail zu klein dargestellt 
würde, bei ausreichender Größe des Details aber der Bezug zum Ganzen nicht 
mehr vorhanden wäre . In statischen Grafiken wurde dieses Problem z.B . in Form 
einer Ausschnittsvergrößerung, eines Insets gelöst. 
So gibt es also neben den Inhalten, die sich eigentlich nur in einem dynami-
schen Medium bzw. Modus adäquat darstellen lassen, auch einen Bereich, in dem 
sich die Verwendbarkeit statischer und dynamischer lVIedien und Modi überschnei-
den . Hier muß eine Auswahl nach anderen Kriterien, z.B. Kontextbedingungen 
und ästhetische Kriterien in der Gestaltung der gesamten Präsentation erfolgen. 
2.2.1 Die drei räumlichen Dimensionen 
Unser Leben und sämtliche Vorgänge in un·serer Umgebung spielen sich in ei-
nem vierdimensionalen Raum-Zeit-Kontinuum ab. Das Medium Bildschirm er-
. laubt eine Darstellung von Vorgängen jedoch nur in zwei räumlichen Dimensio-
nen, nämlich der Horizontalen und der Vertikalen der Bildfläche, sowie in der 
Dimension Zeit. Sollen dreidimensionale Objekte und Szenen dargestellt werden, 
so muß die dritte Raumdimension mittels eines Tricks dargestellt, das heißt auf 
die anderen Dimensionen projiziert werden. Hierzu gibt es prinzipiell mehrere 
Möglichkeiten, wovon in unserem Kulturkreis die sogenannte Zentralprojektion 
die gebräuchlichste ist (siehe auch Bild 8) . 
Diese rechnerische Projektion der drei Raumdimensionen auf zwei Bildschirm-
dimensionen liefert das gleiche Abbild eines modellierten Körpers, wie ein foto-
grafisches Objektives von dem entsprechenden Körper im Raum entwerfen würde 
(siehe [Ma88]). 
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Unser Gehirn hat gelernt, aus solchen Abbildungen wieder einen dreidimensio-
nalen Körper zu rekonstruieren, was keineswegs angeboren oder eine der Metho-
de inhärente Eigenschaft ist. Kulturen, die mit unserer technisierten Welt bisher 
nicht in Berührung kamen, können nämlich teilweise weder mit Fotos noch an-
deren zweidimensionalen Darstellungen dreidimensionaler Dinge etwas anfangen, 
aber auch wir scheitern zuweilen, wie die beiden folgenden Bilder zeigen. 
Linkes Auge Rechtes Auge 
Abbildung 3: Verschiedene Projektionen durch versch . Aufnahmepositionen 
Betrachten wir das linke Bild einzeln, so können wir uns auf die (mathematisch 
korrekte) Projektion keinen Reim machen . Betrachten wir nun das rechte Bild, so 
wird (durch eine leichte Veränderung der Kameraposition) die dreidimensionale 
Form rekonstruierbar . Gehen wir schließlich mit dem Gesicht bis auf etwa lO-15cm 
an das Papier heran und lassen beide Figuren übereinanderwandern (indem wir 
uns vorstellen , ganz weit weg durch das Papier hindurch zu schauen), so entsteht 
sogar ein richtig dreidimensionales Bild (die mittlere der drei dann erscheinenden 
Figuren). 
Um in der wirklichen Welt dreidimensional sehen zu können, braucht das 
Gehirn die Summe der Informationen zweier Augen, die in hinreichendem Abstand 
zueinander angebracht sind. Durch die verschiedenen Positionen dieser beiden 
"natürlichen Kameras " werfen beide ein etwas unterschiedliches Bild , und aus 
diesem Unterschied der Bilder rekonstruiert das Gehirn die Tiefeninformation, so 
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daß wieder ein dreidimensionales" Bild"entsteht. 
Fällt ein Auge aus, so kann eine ähnliche Wirkung durch Hin- und Herbewegen 
des Kopfes erreicht werden, was ebenfalls einer Verlagerung des Kamerastand-
punktes entspricht. Dieses Verfahren wurde übrigens versuchsweise benutzt, um 
dreidimensionale Bilder im Fernsehen ohne Verwendung einer Spezialbrille zu 
übertragen. 
Grundsätzlich bietet jedes dynamische Medium wie Film, Fernsehen oder Ani-
mation schon vom Prinzip her den entscheidenden Vorteil einer veränderlichen 
Kameraposition innerhalb einer Darstellung gegenüber beispielsweise der Foto-
grafie oder technischen Grafik . Fährt eine Filmkamera teilweise um ein Objekt 
herum, so ist es für den Betrachter in natürlicher Weise möglich. aus den vielen 
Einzelbildern ein dreidimensionales Abbild des gezeigten Gegenstandes zu rekon-
struieren. 
In Wirklichkeit bedeutet dies, daß die dritte Raumdimension zum Teil in 
die Dimension Zeit projiziert wird, das heißt, daß eigentlich eine Projektion des 
vierdimensionalen Raum-Zeit-Kontinuums in ein dreidimensionales Fläche-Zeit-
Kontinuum stattfindet . 
2.2.2 Die Dimension Zeit 
Auch die Dimension Zeit wird in statischen Grafiken durch Hilfsmittel ausge-
drückt , wie explizite Zeitangaben, Numerierungen oder Bildfolgen . Die vierte 
Dimension muß also ebenfalls in die beiden Flächendimensionen des Bildschirms 
projiziert werden, und zwar mittels mehr oder weniger starker Umschreibungen . 
Im dynamischen Modus Animation ist die Dimension Zeit genauso Bestandteil 
der Präsentation wie die beiden Flächendimensionen und braucht daher prinzipiell 
nicht auf irgendeine andere Dimension abgebildet zu werden. Dabei ist allerdings 
unsere Sehgewohnheit in gewisser Weise zu beachten. Man kann z.B . keinen 
mehrstündigen Vorgang in einer Animation von wenigen Sekunden naturgetreu 
zeigen. Die Präsentationszeit bestimmt die Dauer der Darstellung, genau wie der 
verfügbare Platz ihre Größe bestimmt. 
Diese notwendige Veränderung des" Zeitmaßstabes"entspricht aber genau der 
Veränderung des räumlichen Maßstabes. da wir ja auch beliebig große Objekte 
nur verkleinert auf dem Bildschirm darstellen können. Allerdings ist unsere Wahr-
nehmung mit einer Veränderung der Größe vertrauter als mit einer Veränderung 
der Zeit . Wir wissen schließlich , wie groß ein prototypisches Auto ist und stören 
uns nicht daran, daß es auf dem Papier nur noch :) CIH mißt. Legt es hingegen 
in einer Animation innerhalb weniger Sekunden eine riesige Strecke zurück, so 
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fragen wir uns wohl, ob es sich um ein besonders schnelles Auto handelt, obwohl 
wir sehr wohl wissen, wie schnell ein prototypisches Auto fährt. Zeitlupe und 
Zeitraffer sind Mittel , die wir aufgrund unserer Sehgewohnheiten eher mit einer 
Semantik belegen, als sie einfach wie eine Veränderung des räumlichen Maßstabes 
hinzunehmen. 
Trotzdem bleibt der Animation eine viel direktere Darstellung der Zeit vorbe-
halten, da unabhängig von einer zeitlichen Maßstabsveränderung die Verhältnisse 
zwischen den Zeitintervallen erhalten bleiben. Die Reihenfolge von Aktionen so-
wie zeitliche lIberschneidungen oder Pausen zwischen Aktionen sind Elemente, 
die in einer Animation ohne Umschreibung direkt visualisiert werden können. 
2.2:3 Die Präsentation einer Animation in Raum und Zeit 
Bei der Ausgabe dynamischer Dokumente, die Animationen enthalten, stellt sich 
ein grundlegendes Problem, nämlich die Einbeziehung des Faktors Zeit in die 
Gestaltung des Dokumentes . Herkömmliche multimodale Dokumente ohne Ani-
mation sind (zumindest in der Ausgabe) statisch bzw. inkrementeIl (sofern wir 
Hypermedia-Präsentationen ausschließen). Sie lassen sich gleichermaßen auf dem 
Bildschirm ausgeben wie auch auf Papier gedruckt, nutzen also die 3. Dimension 
Zeit, die der Bildschirm im Vergleich zu den 2 Dimensionen des Papiers bietet, 
nicht aus. Eine Animation läuft aber gerade in dieser 3. Dimension ab und ver-
langt also, sie beim gesamten Gestaltungsprozeß mit zu berücksichtigen. Wie soll 
das System beispielsweise entscheiden , wann der Leser mit dem Erfassen eines 
vorangehenden Textes fertig ist und die Animation ablaufen kann? Wie sollen 
Bezüge zwischen Animation und begleitendem Text gehandhabt werden? 
Während sich Text und (statische) Grafik durch die bloße Abfolge und An-
ordnung im Layout eines Dokumentes räumlich koordinieren lassen und somit 
Querbezüge ermöglichen, ist die zeitliche Koordination einer Animation mit nicht 
zeitgebundenen Modi wesentlich schwieriger zu bewerkstelligen. Während eine 
statische Grafik dem Betrachter beliebig Zeit läßt, mit dem Blick zum Text zu 
wandern, dort etwas zu lesen und die in der Zwischenzeit ja nicht veränderte Gra-
fik daraufhin von neuem zu betrachten, läuft die Animation auch weiter, wenn 
der Betrachter gerade nicht hinschaut . 
Soll ein als Animation dargestellter Vorgang zusätzl ich durch natürliche Spra-
che beschrieben oder ergänzt werden oder umgekehrt ein gegebener Text durch 
Animation illustriert werden, so gibt es u .a. folgende Synchronisationsmöglich-
keiten : Man gibt es dem Benutzer in die Hand, den Ablauf der Animation zu 
beeinflussen, d.h . sie nach Belieben vor- und zurücklaufen zu lassen. So wird es 
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ermöglicht, jeweils auch das sinngemäß zugehörige Stück Text (z.B. als Unterti-
tel) darzustellen und so beides zu koordinieren. Das Auge und die Aufmerksam-
keit des Betrachtes muß dann ständig zwischen Animation und Text wechseln, 
außerdem muß eine Hand an der Maus oder Tastatur bleiben. 
Die nächste Möglichkeit ist, den Betrachter zuerst den gesamten Text lesen 
zu lassen und ihm die Gelegenheit zu geben, dann die Animation zu starten (wie 
es in den bisherigen Hypermedia-Systemen der Fall ist). Schließlich könnte eine 
kurze Bildsequenz auch immer wieder ablaufen, so daß der Benutzer etwas Text 
liest und dann an einer zufälligen Stelle in die laufende Animation einsteigt . 
Bildfolgen und gesprochene Sprache 
Die beste Koordination von Animation und Sprache ist jedoch aus einem of-
fensichtlichen Grund die Ergänzung durch gesprochene Sprache, deren Ausgabe 
zeitlich mit dem Ablauf der Animation synchronisiert ist. Der wichtige Unter-
schied zu anderen Koordinationsmöglichkeiten ist der, daß in der gleichen Zeit 
zwei verschiedene Sinne - das Gehör und das Auge - angesprochen werden, die 
unabhängig voneinander gleichzeitig aufnahmefähig sind . Dieser Effekt wird um-
gekehrt auch in einem von [Pe91, Pe92] beschriebenen Projekt untersucht, um 
durch die animierte Darstellung eines Gesichts mit entsprechenden Lippenbewe-
gungen das Verstehen gesprochener Sprache zu unterstützen . Die gleichzeitige 
Nutzung beider Modi verstärkt auch hier die Verständlichkeit und Ausdruckskraft 
der Präsentation. 
In jedem Falle aber erfordert die Integration einer Computeranimation in ein 
am Bildschirm dargestelltes Dokument eine grundlegend neue Sichtweise des 
Layouts, da die Darstellung einer Information als Animation dem Rest des Doku-
mentes die oben geschilderten zeitlichen Constraints auferlegt . Diese Problematik 
wird näher in [Gr93] besprochen. Grundvoraussetzung für eine sinnvolle Koordi-
nation verschiedener Modi im Layout ist die Einbeziehung der Dimension Zeit in 
die gesamte Gestaltung der Präsentation. 
2.3 Abspeichern oder generieren? 
In die Berechnung realitätsnaher 3D-Grafiken mit Licht und Farbe sowie in die 
flüssige Darstellung der so erzeugten Einzelbilder als Animationen wu rde bereits 
ein beträchtlicher Forschungsaufwand investiert (siehe hierzu [BBZ90, F090]) 
und diese Probleme sind weitgehend bereits gelöst. Anders sieht es jedoch bei der 
Gestaltung der Animationsdrehbücher aus. Die gekonnte Kameraführung sowie 
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das Setzen der Beleuchtung erfordert mit den bisher bestehenden Grafik- und 
Animationssystemen ein hohes Maß an Erfahrung und Detailarbeit. 
Eine Arbeit. deren Ziel es ebenfalls ist. Animationen auf einem höheren Ab-
straktionsniveau beschreiben zu können. wird in [Br94] vorgestellt und bezieht 
sich vor allem auf die Beschreibung und Verknüpfung von Bewegungen. 
Währ~nd in den letzten Jahrzehnten bei der automatischen Generierung na-
türlicher Sprache grundlegende Fortschritte erzielt und viele neue Methoden ent-
wickelt wurden. wurde die inhaltliche Gestaltung von Animationen bis vor wenigen 
Jahren im Hinblick auf ihre Automatisierbarkeit überhaupt nicht untersucht . Die 
Verbesserung der graphischen Ausgabe im Modus Animation entspricht dabei le-
diglich einer Verschönerung des Druckbildes im Modus Text. um es drastisch aus-
zudrücken . An der abstrakteren Gestaltung von Animationssequenzen. der Pla-
nung von Kamera- und Lichtführung und der Erzeugung regelrechter Drehbücher 
jedoch wird erst in den letzten Jahren verstärkt gearbeitet. 
Bei der derzeit entwickelten Generation von Informations- und Präsentations-
systemen ([Ka93. Gr92, Wa93]) ist nun die Präsentationsform der darzustellen-
den Information zum Designzeitpunkt des Systems oft gar nicht vorhersehbar. 
Die gleiche Information kann je nach Präsentationssituation zu völlig verschie-
denen Präsentationen führen . die dann an die zu verwendenden Animationen die 
versch iedensten Anforderu ngen stellen . 
Im Modus Animat ion nur mit vorgefertigten, abgespeicherten Konserven zu 
arbeiten. bedeutet in etwa das gleiche. wie im Modus Text die Aneinanderrei-
hung vorgefertigter Standardsätze. Diese Methode hat zwar bei eingeschränk-
ten Ressourcen und einfachen Problemen ihre Berechtigung und findet in dieser 
Form auch allenthalben Anwendung, doch stößt sie bei komplexeren Inhalten sehr 
schnell an ihre Grenzen . Außerdem beschränkt sie sehr stark die Flexibilitä't und 
die Anpaßbarkeit der Präsentation an verschiedene Situationen . 
2.4 Eine Beschreibungshierarchie für Animationen 
In Anlehnung an [Ze90] lassen sich auch Animationen zum Zweck der Informa-
tionspräsentation bzw . die sie beschreibenden Drehbücher oder Scripts auf ver-
schiedenen Ebenen beschreiben . Oberste Stufe ist in Zeltzers Terminologie die 
Spezifikation der Aufgabe der Animation (task level) . Man könnte zum Beispiel 
spezifizieren : 
"Eine Animation . die die Bu !iClw n.g dts AII/ AlI .'i -Sthall er8 ::(;I!JI. " 
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Die Erfüllung dieser Aufgabe wird durch filmtechnische Mittel erreicht (functional 
level), was zum Beispiel lauten könnte: 
"Eine Animation, in der zunächst der A n/ Aus-Schalter ins Bild 
gebracht und anschließend seine Bewegung gezeigt wird" 
Diese filmtechnischen Mittel werden ihrerseits durch Folgen elementar~ Regie-
anweisungen wie Schwenk oder Zoom beschrieben (procedural level). Beispiel: 
"Kamerafahrt an die rechte Seite des Gerätes, Zoom auf den 
A n/ A 1ls-Schalter, kurzes Standb 'ild, B eweglln.r; des Schalte1"s ge-
mäß de-r Aktion Einschalten, kurzes Standbild ,. 
Auf unterster Ebene schließlich müssen alle elementaren Objekt- und Kamerabe-
wegungen explizit angegeben werden (machine level). Das bedeutet eine Spezi-
fikation aller elementaren Objektbewegungen entlang Achsen oder Trajektorien 
sowie aller Zustandsänderungen der Objekte oder der Kamera. Das zu den oben 
ausgeführten analoge Beispiel zeigt Bild 4. Die Objektbewegungen sind hier über 
den gesamten Ablquf der Animation exakt vorgegeben, und zwar in Form einer 
systemunabhängigen Beschreibungssprache, die in BETTY für die Beschreibung 
von Animationen verwandt wird (vgl. Kap. 4.4). Anhand des Rollbalkens am 
linken Rand ist zu ersehen , welcher Teil der Gesamtspezifikation sichtbar ist . 
Ein solches Script ist hierarchisch aufgebaut und besteht aus mehreren Un-
tersequenzen, die jeweils parallel oder aufeinanderfolgend verlaufen und ihrerseits 
wieder genauso in Untersequenzen zerfallen können . So läuft z.B. zu einer Se-
quenz,in der ein Objekt bewegt wird, mindestens eine weitere parallel, die die 
zugehörige Ka merafü h ru ng beschreibt. An den Blättern dieses U ntersequenz-
Baumes befinden sich elementare Bewegungen (Translation, Rotation) der Ka-
mera oder der Objekte zu bestimmten Zeiten entlang bestimmter Achsen oder 
Trajektorien. 
Wie wir später sehen werden, ist die Vorstellung des hierarchischen Aufbaus 
grundlegend für das Verständnis des in BETTY verwandten Planungsmechanis-
mus, da dieser Aufbau bereits eine ebenso hierarchisch geschachtelte Daten-
struktur zur Beschreibung der Animationsscripte nahelegt. Diese Datenstruktur 
wiederum läßt sich auf sehr elegante Weise mit dem später vorgestellten Pla-
nungsalgorithmus erzeugen. 
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Abbildung 4: \lolls t. Spezifikation aller Bewegung~n zu j edem Zeitpunkt 
2.5 Animationen in WIP 
Das Projekt WIP (Wissensbasierte Informations-Präsentation, [Wa93]) am DFKI 
in Saarbrücken, in dem diese Arbeit entstand, sowie das Nachfolgeprojekt PPP 
([PPP]) behandeln die planbasierte multimodale Präsentation von Information 
unter bestimmten Vorgaben (Zielgruppe, Umfang) auf verschiedenen Ausgabe-
medien (Bildschirm, Papier) in verschiedenen Ausgabemodi wie Text, (statische) 
Grafik und Animation. Konkret werden aus geometrischen Modellen technischer 
Geräte sowie Wissen über deren Aufbau und die mit ihnen ausführbaren Hand-
lungen an verschiedene Situationen angepaßte Bedienungsanleitungen generiert . 
Der prinzipielle Aufbau des WI P -Systems ist in Bild 5 dargestellt 1 BeTTY 
1 Diese Integrat.ion BETT Y" in das WIP System isl. ;I, \\ ' <I.r derzeit. !li cht rea lisiert. , jedoch 
wurde BETT)' mit Hillblick " LI!' eine solch e In(.egra (. io ll ill WIP ent.\\'i ckrll. 
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Abbildung ,5: Aufb'HI des WIP -S.ysterns 
stellt hierbei die Planungs- und Realisierungskomponente für Präsentationen im 
Modus 3D-Animation dar. Ihr werden im Gesamtplanungsprozeß zu präsentie-
rende Informationen zugewiesen, für die der Modus 3D-Animation als der geeig-
neteste angenommen wird. BETTY übernimmt dabei die komplette Gestaltung 
und Berechnung der Animation. 
2.5.1 Spezifikation der Visualisierungsziele 
Die Präsentation von Informationen wird in WI P von einem Präsentationsplaner 
gestaltet (vgl. [An93]), der ausgehend von einem komplexen Präsentationsziel 
(z.B .: Der Benutzer soll die Bedienung eines bestimmten Schalters kennenlernen) 
eine hierarchische Struktur aufbaut. Bei den Blättern dieser Struktur handelt es 
sich um elementare Präsentationsaufgaben, die von den jeweiligen Generierungs-
komponenten in Präsentationsbestandteile umgesetzt werden. 
Darüberhinaus legt der Plan fest, durch welchen Modus die Präsentation die-
ser Information erfolgen soll. Die Position des Schalters könnte zum Beispiel in 
natürlicher Sprache beschrieben werden oder in einer Grafik oder einer Animation 
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gezeigt werden. Da es sich bei der Präsentation als Grafik oder Animation genau-
genommen um eine Visualisierung der Information handelt, bezeichn.e ich diese 
speziellen Präsentationsaufgaben im folgenden auch als Visualisierungsziele. 
Die Visualisierungsziele bilden die Eingabe an die Gestaltungs- und Realisie-
rungskomponente zum Modus Animation (siehe wieder Bild 5). Sie stellen eine 
inhaltliche Beschreibung der Animation auf oberster Abstraktionsebene (task le-
vel) dar (vgl. Kap. 2.4). Aus dieser abstrakten Beschreibung wird von BETTY 
eine Animation generiert, die als Präsentationsform das gestellte Präsentations-
oder Visualisierungsziel erfüllt. Ein konkretes Beispiel hierzu: Das Visualisierungs-
ziel 
(localize-object "I(nopf-l " 1 0) 
erzeugt eine Animation, in der die Position des Objektes "l(l1op/-1 (( gezeigt wird, 
das heißt, das Objekt lokalisiert wird. Außerdem ist darin spezifiziert, daß die 
Präsentation dieser Information als Animation eine Dauer von 10 Sekunden haben 
soll. 
Andere notwendige Parameter zur konkreten Ausführung der Präsentation wie 
z.B . die Größe eines Ausgabefensters oder die Bildfrequenz werden als Parameter 
bei der Initialisierung des Planungsprozesses übergeben . Dabei handelt es sich 
jedoch um grundlegende Informationen, die mit den Inhaltsspezifikationen für 
die Animationen nichts zu tun haben und u.a. vom Layout vorgegeben werden. 
2.5.2 Spezifikation der Ausgabe 
Die Ausgabe der Animationskomponente BETTY ist eine Folge von Einzelbildern, 
die, nacheinander in ein Fenster oder einen Bildschirmbereich kopiert, im zeitli-
chen Ablauf eine Animation bilden . Die Anzahl der Einzelbilder, aus denen die 
Animation besteht, ist abhängig von der Präsentationsdauer und der Bildfrequenz 
der Animation. 
Diese Bildfolge wird zusammen mit einem Mechanismus zur Wiedergabe an 
die Layoutkomponente übergeben. In der Präsentation des gesamten Dokumentes 
wird dann zu gegebenem Zeitpunkt in einem gegebenen Bildschirmbereich Bild 
für Bild in schneller Folge abgespielt, so daß der Eindruck bewegter Objekte 
entsteht. 
Haben alle Komponenten ihre Aufgaben erfüllt, so sollte der durch das Visua-
lisierungsziel spezifizierte Effekt eintreten . Die Animation hat somit als Präsen-
tationsform das ihr zugeteilte Präsentationsziel im gesamten Präsentationsplan 
erfüllt . 
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3 Analyse der Mittel 
Nachdem nun klar ist, welche Aufgaben· im einzelnen zu lösen sind, wollen wir 
uns einen kurzen Überblick über die theoretischen Grundlagen sowohl von infor-
matischer als auch von filmtechnischer Seite her verschaffen. Hierbei soll immer 
die gestellte Aufgabe im Vordergrund stehen und die Verfahren jeweils auf ihre 
Tauglichkeit zu deren Lösung untersucht werden . 
3.1 Zeitbeschreibungen 
Um den Begriff Zeit zur Verwendung in Planungsverfahren oder anderen Prozes-
sen mathematisch zu fassen, gibt es mehrere Ansätze, die die Zeit auf verschie-
dene Arten charakterisieren. So besteht einerseits die Möglichkeit, sich auf Zeit-
punkte oder Situationen zu beziehen und bestimmte Ereignisse oder Zustände 
bestimmten Situationen zuzuordnen, andererseits ist es möglich, die Zeit im-
mer auch als Dauer zu betrachten und bestimmten Ereignissen oder Zuständen 
bestimmte Zeiüntervalle zuzuordnen . 
3 .1.1 Situationskalkül 
Der erste Ansatz innerhalb der KI, die Größe Zeit formal zu fassen, wurde in 
[Mc69] vorgeschlagen und behandelt Zustandsbeschreibungen der Modellwelt zu 
bestimmten Zeitpunkten, die mit Situationen bezeichnet werden . Wollen wir 
beispielsweise bestimmten Aussagen über unsere Modellwelt Zeitpunkte oder Si-
tuationen zuordnen, so läßt sich das durch Prädikatenlogik ausdrücken, indem 
wir z.B. einem Prädikat der Art 
camera-points-to (X) oder view-angle-set-fol' (Y), 
das jeweils einen Zustand der Modellwelt beschreibt (X und Y seien Objekte 
in dieser Welt.) eine Situation Si zuordnen und sagen, daß das Prädikat in der 
Situation Si gilt: 
T (aim-points-to (0\.) , 5'1) bzw. T (view-angle-set-foT (1"), 5'2). 
Die in unserer Welt ausführbaren Aktionen wie das Bewegen der Kamera und des 
Kamerazielpunktes oder die Bewegung von Objekten lassen sich dann ebenfalls 
durch Prädikate beschreiben: 
move-aimpoint-to (X) odermovt: -objecl (V , M) 
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wobei X und Y Objekte der 1V10deilweit und M die Beschreibung einer Bewegung 
sind. Die Ausführung der Aktionen ergibt jeweils eine neue Situation: 
do (move-aimpoint-to (X), 5'3) bzw. 
do (move-object (Y, AI), S~), 
so daß wir über diese neuen Situationen wieder Aussagen machen können: 
T (aim-points-to (X), (do (move-airnpoint-to (X), S))) 
Für die Auswirkungen und Vorbedingungen der einzelnen Aktionen brauchen wir 
dann jeweils Axiome der Art 
T (aim-points-to (X), S) !\ Y i- X ------7 
T (aim-points-to (Y), (do (move-aimpoint-to (Y), S))) !\ 
-, T (aim-points-to (.\), (do (moue-aimpoint-to (1"), S))) 
Durch eine solche Charakterisierung lassen sich die Zustände und Aktionen in 
der Modellwelt mittels Prädikatenlogik zwar zeitlich beschreiben, jedoch ist eine 
Aussage nur über ihre zeitliche Abfolge zu machen, nicht über ihre Dauer. Außer-
dem ist es nicht möglich, mehrere Aktionen gleichzeitig ablaufen zu lassen, was 
aber gerade eine grundlegende Forderung bei der Erstellung von Animationsdreh-
büchern ist: Kamera- und Objektbewegungen können sehr wohl zeitlich parallel 
ablaufen und haben außerdem eine genau bestimmte Dauer. 
Die Charakterisierung der Zeit durch Situationen scheint also für die gestellte 
Aufgabe recht ungeeignet zu sein. Was wir jedoch aus dem Situationskalkül 
in die Praxis mitnehmen können, ist die Charakterisierung der Zustände in der 
Modellwelt, die in BETTYs Planer eine wesentliche Rolle als sogenannter Kontext 
spielen wird. 
3.1.2 Intervalle 
Wollen wir die Zeit in ihrer Dauer erfassen, so ist es sinnvoll, von Zeitintervallen 
zu sprechen. Diese Sichtweise wurde von Allen und Hayes in [AI85] vorgeschlagen 
und stellt eine mittlerweile weithin akzeptierte Beschreibung der Dimension Zeit 
dar. Jedem Zustand der Modellwelt und jeder Aktion wird ein Zeitintervall I als 
Paar von Zeitpunkten (a, v) zugeordnet, die jeweils Beginn und Ende bezeichnen. 
Das heißt, der Zustand Z dauert von Zeitpunkt a bis Zeitpunkt v, bzw. die Aktion 
A läuft von Zeitpunkt a bis Zeitpunkt b ab. 
Solche Intervalle können sich auf verschiedene Art und Weise zueinander 
verhalten. Sie können sich überlappen, aneinander angrenzen, sich gegenseitig 
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enthalten oder ausschließen. Insgesamt gibt es 13 mögliche Relationen zwischen 
Zeitintervallen, die in Bild 6 anschaulich dargestellt sind . 
< / > A < B B > A A B 
meets A m B B mi A A B 
-< >-<: > 
E: ~ 
overlaps A 0 B B oi A A B <: > 
A 
oE :;. B starts A s B B si A <: >-
A 
B <: >-finishes A f B B fi A oE >-
A 
<: >-
during A d B B di A <: > B 
A 
<: >-
equal A = B B = A <: > B 
Abbildung 6: Die 1:3 möglichen Jntervallrelationen 
Auf diese Art und Weise lassen sich konkrete Aussagen über das Verhältnis 
zweier Zeitintervalle, also auch über das zeitliche Verhältnis zweier Aktionen oder 
Zustände, denen diese Intervalle zugeordnet sind, machen. Außerdem kann die 
Dauer von Aktionen direkt angegeben werden, sowie ihr Start- und Endzeitpunkt. 
In einer Animation laufen nun mehrere Aktionen ab und bestehen verschiedene 
Zustände in bestimmten zeitlichen Verhältnissen zueinander. Zu jeder Aktion 
läßt sich Beginn und Ende auf einen genau bestimmten Zeitpunkt festlegen. Zu 
Beginn oder zu Ende einer Aktion ändert sich der Zustand der Modellwelt je nach 
den Auswirku ngen der Aktion. 
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Baut man die Beschreibung einer Animation hierarchisch auf (siehe Kap . 2.4), 
so verlaufen die Zustände und Aktionen an den Blättern des Hierarchiebaumes 
stets zeitlich parallel (equ al) oder aufei nanderfolgend (meets). Andere Zeitrelatio-
nen kommen in der Praxis in Animationen nur auf höheren Abstraktionsebenen 
vor und lassen sich dann auf niedrigeren Abstraktionsebenen durch die beiden 
Verh ält nisse Parallel und a1lfcinanderfolgend u msch reiben . Ei n Beispiel hierfü r 
ist in Bild 7 angegeben . 
Darzustellende Relationen: 
Umschreibung: 
Es gelten: 
B starts A 
C during A 
D ends A 
Mit E gelten: 
A parallel zu E, 
B,C,D aufeinan-
derfolgend in E 
E 
A bbilclung 7: 0 mschrcibung von IntervallreICl(.ionen 
Die Intervall relationen starts, dllring und end.:; werden hier durch die Kon-
struktion einer Hilfssequenz in eine Darstellung durch die Relationen mtfeinan.-
derfolgend und parallel überführt. Dies bedeutet, daß wir uns zur Planung von 
Animationen auf die entsprechenden Zeitrelationenmeefs und eq1lal beschränken 
können, die sich in der aufeinanderfolgenden und parallelen Anordnung von Un-
tersequenzen einer Animationssequenz ausdrücken . Diese Beschreibung der Di-
mension Zeit ist sehr gut geeignet, die bei der vorliegenden Aufgabensteilung 
auftretenden Probleme zu bewältigen, ohne dabei zusätzlich neue Probleme zu 
schaffen. 
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3.2 Planungsverfahren 
Das Problem, eine Animation zu gestalten, kann, wie ganz zu Beginn gesagt, 
als Planungsproblem aufgefaßt werden. In der KI wurden verschiedene Planungs-
verfahren entwickelt und erforscht, von denen ich auf die beiden dem Problem 
nächstliegenden eingehen möchte. 
3.2.1 STRIPS 
Wie wir bei der Formalisierung der Zeit und der Aktionen und Zustände in unse-
rer Modellwelt gesehen haben, gibt es für die verschiedenen Aktionen bestimmte 
Vor- und Nachbedingungen . Zur Formalisierung dieses Sachverhaltes und zur 
Planung mit solchen Vor- und Nachbedingungen bietet sich der von Fikes und 
Nilsson in [Fi71] veröffentlichte STRIPS-Formalismus (STanford Research Insti-
tute Planning System) an. Darin wird ein PI,lnoperator charakterisiert durch seine 
Vorbedingungen (Precondition), eine Menge von Aussagen, die nach Anwendung 
des Operators gelten (Add-Liste) und eine Menge von Aussagen, die danach nicht 
mehr gelten (Delete-Liste) . . 
Ope1'ator: move-aiml'0int-to 
Pl'econd.: aim.-poillts-to (X) 1\ i·" # X 
Add: aim-points-to (1") 
Delete: ahn-points-lo (X) 
Mit einer Formalisierung aller in der Modellwelt möglichen elementaren Aktio-
nen durch solche Planoperatoren sowie eine initiale Zustandsbeschreibung und 
eine Beschreibung des Zieles wäre nun der entsprechende Planungsalgorithmus 
anwendbar und würde eine Menge elementarer Aktionen samt partieller zeitli-
cher Anordnung liefern, die das gestellte Ziel erreichen . Der Algorithmus arbeitet 
einfach ausgedrückt etwa folgendermaßen : 
1. Gegeben eine initiale und eine gewünschte Welt AIo und Go 
2. Versuche zu beweisen 1\1; r- G j 
3. Falls der Beweis fehlschlägt, suche Operatoren, die die fehlenden Bedin-
gungen herstellen (mittels Add-Liste) 
4. Die Vorbedingungen dieser Operatoren werden Unterziele G j 
5. Falls {\Ili r- Gj , dann wende Operator auf i\h an und gehe nach 2. 
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Der Such raum eines solchen Planers wird jedoch schnell recht groß, da es zur 
Erreichung einer Vorbedingung oft mehrere Operatoren gibt . Somit müssen an 
dieser Stelle verschiedene Alternativen verfolgt werden . 
Dieses Verfahren ist beim Finden unbekannter Lösungen und Pläne angemes-
sen, da alle Lösungsmöglichkeiten in Betracht gezogen werden . Bei der Gestal-
tung einer Filmsequenz jedoch ist ein solcher Suchraum eher hinderlich. Durch 
welche filmtechnischen Mittel die Visualisierung eines Sachverhaltes oder einer 
Aktion zu erreichen ist, liegt oft klar auf der Hand und variiert lediglich in 
Abhängigkeit vom momentanen Zustand der Modellwelt . Die Zergliederung ei-
nes Visualisierungszieles kann also unter gewissen Nebenbedingungen ebensogut 
direkt angegeben werden, was eine Aufspaltung des Planungsvorganges in die 
Untersuchung mehrerer Alternativen verhindert. 
3.2.2 Hierarchische Planung 
Diese Erkenntnis führt uns also zur hierarchischen Planung . Ein hierarchischer 
Planer der hier eingesetzten Art arbeitet mit Operatoren, die zu einem gegebenen 
Ziel die Menge der zu dessen Erreichung notwendigen Unterziele sofort angibt. 
Bei dem in BETTY verfolgten Planungsansatz besteht außerdem die Möglich-
keit , entweder die zeitliche Anordnung dieser Unterziele anzugeben, oder nach 
bestimmten Bedingungen verschiedene Mengen von Unterzielen auszuwählen . 
Wir erhalten also zwei Grundtypen von Planoperatoren . Der erste Typus be-
zeichnet Operatoren zur unbedingten Dekomposition eines Zieles , wie z.B . 
Operator: zoom-to-objecl (X) 
Ordering: parallel 
Subgoals: (hold-cam-at-posihon 
hold- aün- at-position 
adjust-va-for-ob)ect (X)) 
Die spezifizierten Unterziele stellen entweder elementare Aktionen in der Mo-
dellwelt dar oder es existieren wieder weitere Operatoren zu ihrer Auflösung. 
Die elementaren Aktionen haben außerdem bestimmte Auswirkungen auf den 
Zustand der Modellwelt , den Kontext , die im Detail in der Tabelle auf S. 41 
angegeben sind . 
Somit sind die Auswirkungen eines Operators impliziert durch die Summe der 
Auswirkungen der von ihm implizierten elementaren Aktionen . Aufgrund von Be-
dingungen bezüglich dieses Zustandes der Modellwelt, des aktuellen Kontextes 
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also, bietet der zweite Operatortypus die Möglichkeit, zu verschiedenen Unter-
zielen zu verzweigen . Am Beispiel: 
Operat01': show-objccf-molion (X /11) 
if: (/\ (cam eTa-pos-scl-jor X ) 
then: 
if: 
then: 
else: 
(aim-pos-set-jor X)) 
show-motion-va1'-l (X M) 
(/\ (camera-pos-s et-jo1' supel'objecl (X)) 
(a im-pos-sct-jor s'Uperobject (X)) 
(vi ewangle-set-jor supe'l'object (.\))) 
show-motion-var-2 (X M) 
show-molion-var-.] (X AI) 
wobei s'llperobject das jeweilige Oberobjekt eines Objektes (vgl. Kap. 4.7) be-
zeichnet. Mithilfe dieser beiden Typen von Planoperatoren ist es möglich, genau 
die erforderlichen Dekompositionen eines Visualisierungszieles in Abhängigkeit 
von seinem jeweiligen Kontext zu spezifizieren . Bei der kon kreten U msetzu ng 
des Verfahrens, die in Kap. 4.2 beschrieben ist, werden außerdem die jeweiligen 
Zeitintervalle, denen die Operatorinstanzen im konkreten Plan zugeordnet sind, 
bei der I nstaziieru ng der Unterziele berücksichtigt und diese Unterziele neuen 
Zeitintervallen zugeordnet, die jeweils im Intervall des Oberziels enthalten sind . 
Wie diese Zuordnung geschieht, ist in jeder einzelnen Dekompositionsregel (An-
hang A) genau festgelegt . 
Auf diese Weise entsteht der Plan als hierarchische Struktur, als Baum, des-
sen Blätter durch elementare Aktionen in der Modellwelt gebildet werden und 
dessen Verzweigungen aus Dekompositionen eines Teilziels in zeitlich parallele 
oder aufeinanderfolgende Unterziele bestehen . 
Diese Struktur des erzeugten Planes läßt sich nun exakt in eine hierarchische 
Beschreibung der geplanten Animationssequenz umsetzen, wasja schließlich auch 
unsere Absicht war. Der Plan wird ohne Aufblähung des Such raumes direkt durch 
Entscheidung für eine Variante aufgrund des jeweiligen Kontextes aufgebaut, 
was ein sehr effizientes Verfahren zur flexiblen Generierung der gewünschten 
Datenstruktur bietet. 
3.3 Grafische Verfahren 
Neben einem geeigneten Verfahren zur Generierung eines Drehbuches für die 
Animation benötigt man natürlich auch grundlegende Methoden und Techniken 
zu ihrer Realisierung. 
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3.3.1 Modellierung und Darstellung 
Objekte 
Zunächst einmal müssen die Modelle der in der Animation auftauchenden Objek-
te beschrieben werden. In WIP erfolgt diese Modeliierung in S-Geometry, einem 
Drahtgitter-orientierten 3D-Grafiksystem. Die Objekte sind dort charakterisiert 
durch ihre Ecken, Kanten und Flächen, die in passenden Datenstrukturen abge-
legt sind. In einer zusätzlichen Datenbasis werden außerdem einige weitere in WIP 
benötigte Angaben verwaltet, wie besonders ausgezeichnete Seiten der Objekte 
und umschreibende Quader zur effizienten Berechnung bestimmter räumlicher In-
formationen. Außerdem sind die Modelle entsprechend dem logischen Aufbau der 
jeweiligen Weltobjekte hierarchisch angeordnet. Es gibt eine Teil-von-Hierarchie, 
in der jedes Teilobjekt ein Oberobjekt und evtl. mehrere Unterobjekte hat. 
Dieser Ansatz ermöglicht die schnelle Darstellung der Objekte als Drahtgit-
termodell, stößt jedoch bei der Erzeugung von Szenerien mit Licht und Schatten 
auch an Grenzen: Kugeln und Zylinder sind z.B. nie richtig rund, da sie durch eine 
Zerlegung in ebene Flächen modelliert sind, und das in S-Geometry angewandte 
Lichtmodell weicht gravierend vom Verhalten des natürlichen Lichtes ab. 
Dieses Beleuchtungsmodell und auch der enorme Anstieg des Rechenauf-
wandes bei der Berechnung realitätsnaher Bilder auf der vorhandenen Hardware 
legte es nahe, zur Erzeugung der Animationen bei der Darstellung der Objekte 
als Drahtgitter zu bleiben . 
Bewegungen 
Desweiteren müssen die in der Animation vorkommenden Objektbewegungen mo-
delliert werden. Dies geschieht in Form eines abstrakten Datentyps Bewegung, 
den die Grafikdesignkomponente (vgl. Kap. 4.7) zur Verfügung stellt. Bewegun-
gen werden dort in drei verschiedene Grundtypen unterteilt, nämlich Rotation, 
Translation und Trajektorienbewegung. Dies steht in grundlegendem Gegensatz 
zu der in [Br94] beschriebenen Vorgehensweise, in der sich beliebig komplexe 
Bewegungen durch Verknüpfung elementarer Bewegungsformen wie Translation 
und Rotation beschreiben lassen. Letzten Endes muß aber auch dort eine Bewe-
gung durch ihren Aufbau aus elementaren Bewegungen immer explizit angegeben 
werden. Die in WIP präsentierten Objektbewegungen werden hingegen als Tra-
jektorien im Grafiksystem modelliert, wie auch die geometrischen Modelle der 
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Objekte. Solche Trajektorien lassen sich beispielsweise mit dem System Geo-
Antlima (vgl. [St93, Si94]) aus einer Menge raum-zeitlicher Propositionen ohne 
direkte Koordinatenangaben generieren. Würde ein Objekt beispielsweise von sei-
ner derzeitigen Position auf ein anderes Objekt hinauf bewegt werden, so ließe 
sich die zugehörige Bewegungstrajektorie automatisch generieren, was eine weite-
re Einsparung an Modeliierungsaufwand und eine größere Flexibilität des Systems 
zur Folge hätte. 
3.3.2 Projektion und Perspektive 
Zur Darstellung der dreidimensionalen Objekte am zweidimensionalen Bildschirm 
muß eine Projektion der dritten Raumdimension auf die am Bildschirm verfügba-
ren zwei Flächendimensionen erfolgen. Standardverfahren hierzu sind die Zen-
tralprojektion, die der Abbildung durch ein fotografisches Objektiv entspricht 
([Ma88]), und die Parallel- oder Orthografische Projektion, die mathematisch 
einfacher aber optisch unrealistischer ist. 
Orthografische Projektion Zentralprojek tion 
Abbildung 8: Verschiedene Möglichkeiten der Projektion 
Bei der Zentralprojektion verlaufen alle zur Bildebene parallelen Geraden auch 
im Bild parallel und alle zur Bildebene senkrechten Geraden treffen sich in einem 
Fluchtpunkt . Die Lage dieses Fluchtpunktes ändert sich mit der Brennweite des 
Objektivs und wandert bei sehr langen Brennweiten ins unendliche, was bedeu-
tet, daß sich das Bild dann nicht mehr von dem nach der Parallelperspektive 
unterscheidet. Bei der Parallelperspektive laufen alle im Dreidimensionalen paral-
lelen Geraden auch im zweidimensionalen Abbild parallel. Die Parallelprojektion 
entspricht einer Zentralprojektion aus unendlicher Entfernung mit unendlicher 
Brennweite des Objektivs . 
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Lange Brennweite Kurze Brennweite 
Normale Brennweite 
Abbilclung 9: Wirkung verschiedener Brennweiten 
Der Unterschied der Bildwirkungen zwischen einer Nahaufnahme mit einem 
Weitwinkelobjektiv und einer weiter entfernten Aufnahme mit einem Teleobjektiv 
kann die Bildaussage gezielt unterstützen, aber auch verfälschen, sobald dieses 
Mittel unbedacht eingesetzt wird. Objekte, die von Nahem mit sehr kurzer Brenn-
weite aufgenommen werden, wirken übertrieben perspektivisch und dadurch oft 
sehr dramatisch oder einfach groß, Objekte, die aus großer Entfernung mit einer 
langen Brennweite aufgenommen werden, wirken hingegen eher sachlich, distan-
ziert (siehe auch [Ma88]). 
Um diese als Seiteneffekt auftretende Semantik auszuschließen, wird in BET-
TY sichergestellt, daß Standardeinstellungen mit einer Normalbrennweite, das 
heißt einer Brennweite, deren Bildwinkel etwa dem Betrachtungswinkel der Ab-
bildung entspricht, aufgenommen werden. So entsteht ein neutraler Bildeindruck, 
der den Betrachter in Beziehung zum entstehenden Bild setzt, jedoch nicht von 
der eigentlichen Bildaussage ablenkt. Die verschiedenen Bildwirkungen sind aus 
Bild 9 zu ersehen. 

3.4 Filmtechnische Verfahren 
Die Produktion eines Filmes findet in mehreren. Stufen statt: Zuerst werden al-
le einzelnen Einstellungen des Filmes gedreht; meist mehrmals, und oft unter 
Verwendung verschiedener Bildausschnitte und Kamerapositionen zur Erzielung 
verschiedener Bildwirkungen. In einem nachfolgenden Arbeitsgang werden die ein-
zelnen Einstellungen zu einem zusammenhängenden Film verbunden (Schnitt). 
Ein Standardverfahren ist z.B .. in jeder Ein~.tellung einmal die Szenerie im 
Gesamten aufzunehmen. um einen kompletten Uberblick vermitteln zu können 
(Iong shot). einmal die Szenerie aus mittlerem Abstand mit einer mittleren Menge 
an sichtbaren Details (medium shot) und einmal von ganz nahe, um alle Details 
der Handlung zu zeigen (close shot). Dieses Verfahren (tripie take filming ge-
nannt,) erlaubt es. nachher beim Schnitt des gesamten Films eine ausgewogene 
Mischung aus Übersichtsaufnahmen und Details zu erreichen, um dem Zuschauer 
diese verschiedenen Ebenen gleichzeitig zu vermitteln. 
Bei der Generierung einer Animation fallen diese beiden Arbeitsgänge zusam-
men: keine Szene wird mehrfach gedreht. sondern nur einmal mit den vorher 
festgelegten Kameraparametern und -Positionen berechnet. 
3.4.1 Schnitt 
Das. was im Film durch den Schnitt erreicht wird. nämlich die plötzliche Verände-
rung der Szenerie durch die Verbindung verschiedener Filmstreifen aus verschie-
denen Einstellungen. geschieht in der Animation durch das abrupte Verändern 
der Kameraeinstellungen oder der Szene selbst. Diese Zeitpunkte sind oft Eck-
punkte im Drehbuch der Animation, an denen bestimmte Standardpositionen 
und Parameter neu eingestellt werden oder Objektbewegungen ihren Start- oder 
Endzustand erreichen. und deren Einstellungen auch als Schlüsselbilder im Sto-
ryboard auftauchen. Typischerweise geht eine Sequenz unterster Ebene eines 
hierarchisch aufgebauten Animationsscripts von einem solchen Schnitt bis zum 
nächsten. Ausnahmen sind mehrteilige Bewegungen und umfangreiche mehrtei-
lige Kamerafahrten während einer einteiligen Objektbewegung. 
Sonderformen des Schnittes werden durch das Ein- und Ausblenden des Bildes 
(nach Schwarz oder Weiß) realisiert. Überlagert man dies zeitlich, so läßt sich so 
sogar eine Szene in eine andere überblenden, was in Filmen oftmals das Vergehen 
einer langen Zeit oder das Überspringen großer Entfernungen symbolisiert. 
Alles in allem verliert der Schnitt seine direkte Funktion aus dem Film. da die 
Animation in einem Stück berechnet wird und kein Schneiden notwendig macht. 
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Trotzdem ist der Schnitt als filmtechnisches Mittel mit Semantiken belegt, die er 
auch in der Animation behält. Schnitte werden deshalb in Animationen trotzdem 
weiterverwandt, realisiert durch eine plötzliche Veränderung der Kameraposition 
oder -Einstellungen oder der Szenerie von einem Bild zum nächsten. 
3.4.2 Kamerafahrt und Kameraschwenk 
5011 die Kameraposition verändert werden, während eine Handlung abläuft, so ist 
es sehr verwirrend, dies durch einen Schnitt zu realisieren. Der optische Fluß der 
Animation wird gestört, und der Betrachter muß sich zuerst neu orientieren, um 
die Handlung vom neuen Standpunkt aus mitverfolgen zu können. 
Dies läßt sich durch eine Kamerafahrt verhindern: Die Position der Kamera 
verändert sich allmählich über einen gewissen Zeitraum hinweg, um in einer neuen 
Position wieder statisch zu werden. Der Betrachter nimmt die Bewegung der 
Kamera selbst oft kaum wahr und behält zu jedem Zeitpunkt die Orientierung. 
Darüberhinaus hat eine Kamerafahrt sogar noch den Nutzeffekt, daß durch ein 
Zeigen der Szenerie von verschiedenen Positionen aus ein wesentlich plastischeres 
Bild vermittelt wird, als dies mit einer statischen Kameraposition möglich ist 
(siehe hierzu auch Kap. 2.2.1). Die Kamerafahrt bietet sich also vor allem an, 
um räumliche Zusammenhänge sichtbar zu machen . 
Ein Kameraschwenk hingegen läßt die Position der Kamera selbst fest und 
verändert nur deren Zielpunkt. Somit wird das Verfolgen sich bewegender Objekte 
möglich und genau wie bei der Kamerafahrt wird der Betrachter nicht durch einen 
abrupten Wechsel der Szenerie verwirrt . Die beiden Verfahren lassen sich natürlich 
beliebig kombinieren sowie mit der Veränderung des dritten Kameraparameters, 
der Bren nweite verbinden. 
3.4.3 Zoom 
Das Verändern der Kamerabrennweite bei laufendem Bild wird mit zoom be-
zeichnet. Es ermöglicht die Regulierung des Abbildungsmaßstabes und somit des 
Bildausschnittes unter Beibehaltun~ der Kameraposition. Dieses Mittel bietet sich 
hervorragend dazu an, von einer Ubersichtsaufnahme der Szenerie langsam bis 
zu einer Detailaufnahme eines Objektes zu wechseln, wobei der gesamte visuelle 
Kontext bewahrt bleibt. 
Obwohl zu Ende der Einstellung nur noch ein Detail im Bild sichtbar ist, 
verbleibt beim Betrachter eine Vorstellung über den gesamten räumlichen Zu-
sammenhang der Szenerie, was ähnlich dem tri pie take filming zu einer gleich-
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zeitigen Übermittlung verschiedener Komplexitätsebenen dient. Umgekehrt läßt 
sich natürlich durch einen Wechsel vom engen Ausschnitt zum Gesamten die 
Einordnung eines Details in seine Umgebung direkt visualisieren. Dies ist bei-
spielsweise anwendbar, wenn zwei Teile, die sich im gleichen visuellen Kontext 
befinden, zueinander in Beziehung gesetzt werden sollen. 
Die Wirkung dieser Verfahren ist im Daumenkino Nr . 4 zu ersehen, in dem 
eine Lokalisation der beiden in der Frontleiste befindlichen LEOs allein durch zwei 
Zooms und einen kleinen Kameraschwenk erreicht wird . 

4 Die Arbeitsweise des BETTY-Systems 
4.1 Gesamtstruktur des Systems 
Die Architektur des BETTY-Systems innerhalb von WI P ist schematisch in Bild 
10 dargestellt. Links befindet sich dabei der eigentliche Animationsplanef, ,der 
während der Planung auf die Toolbox TOPAS zugreift und das geplante Script 
an die Animationsrealisation auf der rechten Seite weitergibt. 
Realisierbarkeit 
30-Tao/box TOPAS 
- 3D-Modelle - Perspektive 
- Bewegungen - Explosion 
- Kontrolle 
Abbildung 10: BETTy-Gesamtstruktur 
Anlmalion 
Layout 
Restriktionen 
Wie zu Beginn der Arbeit schon beschrieben, weist in WI P ein zentraler 
Präsentationsplaner die darzustellenden Informationen den Planungs- und Rea-
lisierungskaskaden der einzelnen Ausgabemodi zu. Parallel zu BETTY existieren 
(siehe Bild 5 auf S.20) die Komponenten zur Planung und Realisierung natürli-
cher Sprache (Text) sowie zur automatischen Erstellung technischer Grafiken. 
l\Jäher beschrieben sind diese Systemteile in [Sc94, Ha91, Ri92, Sc92]. 
Ein Visualisierungsziel, wie es in Abschnitt 2.5.1 beschrieben ist, bildet die 
Eingabe der Animationskomponente. Der Animationsplaner zergliedert dieses Ziel 
mithilfe einer Menge von Dekompositionsregeln unter Berücksichtigung eines 
35 

Kontextes in Unterziele, die auf unterster Ebene durch elementare Aktionen der 
Kamera oder der Objekte realisiert werden. Der so erstellte Plan für die Animation 
wird durch eine Schnittstellenkomponente (Backend) in die vom Animationssy-
stem benötigte Datenstruktur übersetzt, die dort mit Script bezeichnet wird. 
Diese Schnittstelle zwischen Planungs- und Realisierungskomponente über-
nimmt außerdem den Austausch geometrischer Daten, die während des P,!anungs-
prozesses benötigt oder erzeugt werden, soweit dies nicht durch TOPAS erledigt 
wird. Das birgt in sich den weiteren Vorteil, daß bei einem Wechsel der Aus-
gabekomponente (z.B. zur Erreichung einer besseren oder schnelleren Ausgabe) 
nur diese Schnittstelle geändert werden muß, während der Planer selbst von der 
Änderung nicht betroffen ist. . 
Visualisie-
rungsziel 
, 
, 
, 
, 
, 
, 
, 
, 
eiern. Aktion 
Animations-
Script 
Abbildung 11: Dekomposition eines Visualisierungsziels und Übersetzung in 
elementare Scriptsequenzen 
Die Animationsrealisierung schließlich wird komplett von einem kommerziellen 
Grafikpaket übernommen, natürlich nach den Vorgaben und unter der Kontrol-
le der Planungskomponente. Da das Animationsscript inkrementeil erzeugt wird, 
kann diese Berechnung bereits mit der Generierung der-ersten elementaren Script-
sequenz beginnen, so daß in gewissem Sinne eine Realzeit-Animation möglich ist. 
Ausgabe des Grafikpaketes ist eine Animation in Form einer Folge von Bitmaps, 
die durch vorhandene Mechanismen auf beliebige Bildschirmteile wiedergegeben 
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werden können. Ort und Zeitpunkt dieser Wiedergabe aber sind wiederum Sache 
der Layoutkomponente, die die Animation außerdem mit den Ausgaben der an-
deren Komponenten koordinieren muß. Die Funktion der einzelnen Teile wollen 
wir uns nun im Detail ansehen. 
4.2 Die Planungskolnponente 
Die Animationsplanungskomponente, die derzeit in BETTY die Planung aller 
Kamera- und Objektbewegungen übernimmt, realisiert ein kontextgesteuertes 
hierarchisches Planungsverfahren. Zu jedem Ziel- oder Unterzieltypus existiert 
entweder eine Dekompositionsregel, die angibt, wie es weiter zu zergliedern ist, 
oder eine Realisierung als elementare Aktion auf Ebene des Scriptes. Der genaue 
Algorithmus des Planers wird in Abschnitt 4.2.5 beschrieben, nachdem die zum 
Verständnis notwendigen Begriffe eingeführt sind . 
4.2.1 Elementare Aktionen 
Die benötigten elementaren Aktionen sind Bewegungen oder Veränderungen von 
Eigenschaften eines Objektes oder der Kamera innerhalb einer bestimmten Zeit~ 
spanne um einen bestimmten Betrag oder entlang einer bestimmten Achse oder 
Trajektorie. Am konkreten Beispiel: 
"J(amerafaht vom derzeitigen Punkt aus in die Position für Ob-
jekt X innerhalb 2 Sekunden (( 
"J(amerazoom von der aktuellen Brennweite Zil einer bildfiillen-
den Dal'stelhmg fiir Objekt Y inne1'halb 1.5 Sekunden" 
"Beweg'ung des Objekts Z entlang Trajektorie T innerhalb 5 Se-
kunden" 
Insgesamt existieren 10 Typen solcher elementarer Aktionen, nämlich 7 Kamera-
und 3 Objektbezogene Aktionen, die verschiedene Parameter erfordern, Grund-
parameter aller Aktionen ist ihre Dauer, weitere Parameter können Objekte, Be-
wegungen oder Trajektorienparameter sein. 
Parameter 
Alle Parameter beziehen sich auf Angaben, die von der konkreten geometri-
schen Realisierung der Objekte unabhängig sind. So wird beispielsweise nichts 
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in konkreten Brennweiten wie z.B. 50mm oder" Bildwinkel 30 Grad"angegeben, 
sondern stets in objektbezogenen Angaben: .. Bildwinkel zur bildfüllenden Dar-
stellung von Objekt X". Auch Bewegungen sind keine absoluten Angaben in 
(x, y, z)-Werten, sondern beziehen sich auf Bewegungsbeschreibungen, die im 
angeschlossenen Grafik-Design-System modelliert sind. Dies bildet die Vorausset-
zung für die Austauschbarkeit der Animationsrealisierung, die oben angesprochen 
wurde. Konkrete geometrische Daten werden nur vom Backend verarbeitet und 
auf der Planerseite in objektbezogene Angaben umgewandelt. 
Umsetzung der elementaren Aktionen 
Die Realisierung der elementaren Aktionen auf Scriptebene geschieht mithilfe 
von Schablonen (templates), d.h. zu jeder elementaren Aktion gibt es ein Gerüst 
aus elementaren Bewegungen in der Zwischensprache, das an den entsprechen-
den Stellen mit den jeweiligen Werten aufgefüllt wird. Das Ergebnis ist ein Script 
in der in Abschnitt 4.4 beschriebenen Zwischensprache, das die vollständige Be-
schreibung jedes Einzelbildes impliziert. 
Die 7 Kameraaktionen 
Die elementaren Kameraaktionen regeln die Bewegungen und Einstellungen der 
Kamera. Gesteuert werden drei Grundparameter, die Position der Kamera, der 
Kamerazielpunkt und die Brennweite des Objektivs (bzw. sein Bildwinkel). Die 
Menge der elementaren Kameraaktionen ist orthogonal in dem Sinne, daß es zu 
Kameraposition, Kamerazielpunkt und Brennweite je eine Variante zum Verän-
dern und eine zum Belassen gibt (hierbei sei X ein Objekt und t eine Zeitangabe): 
Kamera- verändern belassen 
Pos. (move-cam-to-object X t) (hold-cam-at-position t) 
Zielp. (move-aim-to-object X t) (hold-aim-at-object X t) 
(hold-aim-at-position t) 
Bildw. (adjust-va-for-object X t) (keep-view-angle t) 
Das Bewegen der Kamera in die Position für Objekt X ((move-cam-to-obj ect 
X t)) bedeutet nichts anderes, als daß die Kamera an eine Position bewegt wird, 
die die Komponente zur Perspektivenwahl aus TOPAS ([Sc94]) unter der Vorgabe 
berechnet hat, daß das Objekt X im Bild bei "normaler"Kameraeinstellung gut 
sichtbar ist, und zwar von seiner Vorderseite, sofern es eine solche besitzt. 
Die beiden Varianten beim Belassen des Kamerazielpunktes sind notwendig, 
da sich die Position der Objekte in der Zeit verändern kann. Somit braucht man 
eine Funktion, die den Zielpunkt objektbezogen fest läßt (d.h. auf dem Objekt 
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hält) und eine, die den Zielpunkt an seiner Position im Raum beläßt, unabhängig 
von Objektbewegungen. Bewegt sich das zugehörige Objekt nicht, so ist die 
Auswirkung der bei den Aktionen in der Animation identisch. 
Die 3 objektbezogenen Aktionen 
Die Bewegung von Objekten und die Explosion zusammengesetzter Objekte wer-
den durch die folgenden elementaren Aktionen realisiert : 
Cmove-object part motion start end time) 
Cmove-object-and-aim part motion start end time) 
Cexplode-object part time) 
Zur Bewegung von Objekten gibt es also zwei verschiedene elementare Aktio-
nen, die sich nur darin unterscheiden, daß bei der zweiten der Kamerazielpunkt 
mit der Objektbewegung mitgeführt wird. Die Notwendigkeit dieser zwei Varian-
ten wird später bei der Erklärung der Kontextverwaltu ng und des Regelwerkes 
offensichtlich werden. 
Die Beschreibung der Bewegungen erfolgt durch eine Datenstruktur, wie sie 
in Abschnitt 4.7 beschrieben ist. Die Parameter start und end bezeichnen ver-
schiedene Stadien der Bewegung. Soll beispielsweise die erste Hälfte der Bewe-
gung ausgeführt werden , so wird 0 als Startwert und 0. 5 als Endwert angege-
ben, die zweite Hälfte erstreckt sich dann analog von Stadiu m 0.5 bis 1. Diese 
Möglichkeit zur Unterteilung einer Bewegung in verschiedene Phasen ist not-
wendig, um beispielsweise die Kameraführung auf die Bewegung abstimmen zu 
können (vgl . Kap. 4.3.3) . Die Explosion zusammengesetzter Objekte wird vom 
angeschlossenen Grafik-Design-System berechnet (vgl. Kap. 4.7) und in Form 
von Achsenbewegungen ausgeführt. 
Mithilfe dieser insgesamt 10 elementaren Aktionen und ihrer zeitlich paral-
lelen oder sequentiellen Kombination lassen sich beliebige Scripte aufbauen, die 
eine Baumstruktur besitzen. An den Blättern des Baumes stehen elementare Be-
wegungen, die Knoten werden jeweils durch eine Dekomposition gebildet. 
4.2.2 Unbedingte Dekomposition 
Zur Dekomposition eines Zieles in weitere Unterziele gibt es in BETTY zunächst 
zwei Varianten : die Zerlegung in zeitlich parallele Unterziele und die Zerlegung 
in zeitlich aufeinanderfolgende Unterziele. Sagt eine Regel beispielsweise aus, ein 
Zle( sei in menrere zeitficn paralfeie Unterziele zu dekomponieren, so entsteht 
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dadurch eine Verzweigung der jeweiligen Sequenz in parallele Untersequenzen. 
Besagt die Regel, die Unterziele seien zeitlich nacheinander zu erfüllen , so ent-
stehen aufeinanderfolgende Untersequenzen. Hierzu zwei Beispiele: 
Eine Kamerafahrt , während der ein Objekt ständig im Bild bleibt, wird da-
durch erreicht, daß zeitlich parallel die Kamera bewegt und der Kamerazielpunkt 
auf dem Objekt gehalten wird . Eine Kamerafahrt auf ein Objekt zu enthält in der 
Regel zu Ende eine kurze Ruhephase, damit die neue Position als statisch erkannt 
wird, das heißt, eine solche Kamerafahrt zerfällt zeitlich aufeinanderfolgend in die 
Fahrt selbst und eine StandbildeinsteIlung. 
Solche statischen Regeln zur Dekomposition können jedoch nicht in allen 
Fällen angegeben werden . Oft hängt die Zergliederung eines Zieles von der mo-
mentanen Situation, vom Kontext ab und somit indirekt vom gesamten bisher 
geplanten Script. 
4.2.3 Kontextverwaltung 
Steht die Kamera beispielsweise in einer Position, in der ein bestimmtes Teil 
sichtbar ist, und sie soll laut Plan dieses Teil lokalisieren , so braucht keine Ka-
merafahrt geplant zu werden, sondern die Lokalisierung durch ein Zoom auf das 
Objekt kann direkt stattfinden. Steht die Kamera jedoch an einer anderen Po-
sition , aus der das Objekt nicht sichtbar ist, so ist eine Kamerafahrt oder ein 
Schnitt unumgänglich. 
Das System braucht also ein bestimmtes Wissen über seinen aktuellen Zu-
stand. Dieses Wissen muß außerdem wie schon weiter oben gefordert objektbe-
zogene Aussagen liefern, wie z.B. "Die Kamera ist auf Objekt X gerichtet", nicht 
etwa "die Kamera ist auf Punkt (:r, y ,z ) gerichtet". Außerdem muß der gespei-
cherte Zustand während der Planung immer auf dem aktuellen Stand gehalten 
werden . 
Eine solche Wissensbasis wird von der Planungskomponente verwaltet: Jede 
elementare Aktion, die geplant wird, trägt je nach ihren Seiteneffekten neue 
Information ein, löscht alte oder überschreibt sie , entsprechend den add- und 
delete- Listen in STRIPS . 
Ein Beispiel : Die elementare Aktion 
Cmove-aim-to-object X t) 
erzeugt den Eintrag, daß der Kamerazielpunkt jetzt auf Objekt X steht . Existierte 
vorher ein Eintrag, daß er auf Objekt Y gerichtet war, so wird dieser überschrieben 
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und durch obigen ersetzt. Die Aktion 
(rnove-object X rn set) 
löscht diesen Eintrag wieder, da sich das Objekt möglicherweise aus dem Bild-
mittelpunkt wegbewegt hat. Die Aktion 
(rnove-object-and-airn X rn set) 
hingegen löscht den Eintrag nicht, da der Zielpunkt sich ja mitbewegt. Genau 
dieser Unterschied ist auch der Grund für die Existenz der elementaren Aktion 
move-obj ect-and-airn, die ansonsten leicht durch eine parallele Dekomposition 
in rnove-obj ect und hold-airn-at-obj ect zu umschreiben wäre . Dabei ginge 
jedoch die Information verloren, daß die Kamera immer noch auf das Objekt 
gerichtet ist. 
Die Kamerapositionen, die ein Objekt am besten zeigen, werden vom an-
geschlossenen Grafik-Designer (siehe 4.7) ausgewählt und der Kontexteintrag, 
daß die Kamera in Position für Objekt X ist, bedeutet, daß sie sich an der dort 
berech neten Position befi ndet. 
Aktion trägt ein löscht 
(rnove-carn-to-object X t) Kam. in Pos. für X Kam. in Pos. für Y 
(hold-carn-at-position t) - -
(rnove-airn-to-object X t) Zielpunkt auf X Zielpunkt auf Y 
(hold-airn-at-object X t) - -
(hold-airn-at-position t) - -
(adjust-va-for-object X t) Bildwinkel für X Bildwinkel für Y 
(keep-view-angle t) - -
(rnove-object X rn p q t) X in q bzgl. m Kam. in Pos. für X 
Bildwinkel für X 
Zielpunkt auf X 
X in p bzgl. m 
(rnove-object-and-airn X in q bzgl. m Bildwinkel für X 
X rn p q t) X in p bzgl. m 
Cexplode-object X t) - Bildwinkel für X 
Zielpunkt auf X 
Genauso bedeutet der Kontexteintrag, daß der Bildwinkel für Objekt X einge-
stellt ist, daß bei der momentanen Kameraposition Objekt X bildfüllend gezeigt 
wird. Im einzelnen erzeugen die elementaren Aktionen jeweils die in der obigen 
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Tabelle genannten Kontextveränderungen, wobei X und Y verschiedene Objekte 
sind, t eine Zeitangabe und meine Bewegungsbeschreibung ist. 
Die Parameter p und q bezeichnen verschiedene Stadien der Bewegung m. 
Soll beispielsweise das mittlere Drittel der Bewegung m ausgeführt werden, so 
ist dies der Teil zwischen Stadium 0.3 und Stadium 0.7, die gesamte Bewegung 
erstreckt sich von Stadium 0 bis l. 
Werden verschiedene elementare Aktionen zeitlich aufeinanderfolgend ge-
plant, so überschreiben die Kontextveränderungen der späteren Aktionen die-
jenigen der früheren Aktionen. Werden mehrere Aktionen geplant , die in der Ani-
mation zeitlich parallel ablaufen sollen, so wird die Priorität der Kontexteinträge 
durch die Reihenfolge der elementaren Aktionen in der betreffenden Dekomposi-
tionsregel bestimmt . Die zuunterst genannte und daher zuletzt geplante Aktion 
verändert auch als letzte den Kontext und ihre Veränderungen haben somit die 
höchste Priorität. 
Durch diese Kontextverwaltung ist es dem Planer nun möglich, bedingte De-
kompositionsregeln abzuarbeiten, deren Bedingungen sich auf den Kontext be-
ziehen. 
4.2.4 Bedingte Dekomposition 
Soll beispielsweise ein Teil lokalisiert werden, so wird In der zugehörigen Regel 
abgefragt, ob das Objekt überhaupt schon im Bild ist. Ist dies nicht der Fall, 
so wird je nach aktueller Kameraposition ein Schnitt oder eine Fahrt in eine 
geeignete Position geplant . Solche Anfragen können logisch beliebig miteinander 
verknüpft werden und sich auf Objekte, deren Oberobjekte, Bewegungszustände 
oder die Kamera beziehen . So sind komplexe Bedingungen realisierbar, wie z.B . 
.. Falls die Kamera auf das Objekt X gerichtet ist, dessen Oberobjekt 
komplett im Bild sichtbar ist und sich Teil X in seiner Ausgangspo-
sition befi ndet" 
Aufgrund solcher Bedingungen kann dann zu verschiedenen Unterzielen verzweigt 
werden, die jeweils wieder unterschiedliche Dekompositionen implizieren. Um die 
Auswirkungen einer bedingten Dekomposition an einem konkreten Beispiel klar 
zu machen, wollen wir folgendes Visualisierungsziel betrachten, das sich auf das 
Bewegen eines Knopfes an einem Gerät bezieht: 
Cshow-object-motion 'rechts-drehen' 'Knopf-3' 4) 
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Be ential. 
Dauer : 3 . 0 
Sohnitt R 41Mr ~r&­
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.~ hkv.no. atafWl)1..ld. 
Bold-camara-at-poaitioo 
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und ~ra f •• t l .... n. 
Hold-aiA-at-podtion 
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J:eep-view-anqle 
Dauer:3.0 
Abbildung 12: Bedingte Dekomposition - 1. Variante 
Die Dekomposition erfolgt durch die bedingte Dekompositionsregel für das Visua-
lisierungsziel show-objec't '-motion, die in Anhang A mit all ihren Verzweigun-
gen aufgelistet ist, Im ersten Fall (Bild 12) ist die Kamera zu Ende der vorherge-
henden Einstellung auf der falschen Seite der Szenerie. So muß ein Schnitt (d .h. 
eine Kamerabewegung in Zeit 0) zu einer geeigneten Kameraposition erfolgen, 
bevor der Knopf gezeigt werden ka n n. 
Im zweiten Fall (Bild 13) befindet sich die Kamera bereits in einer für Knopf-3 
geeigneten Position, da dieser in einer vorangehenden Einstellung bereits lokali-
siert oder eine andere Bewegung damit gezeigt wurde. In der Kontext-Datenbasis 
ist diese Kameraposition vermerkt. 
Wie anhand der Bilder ersichtlich ist, entstehen zwei unterschiedliche De-
kompositionsbäume und folglich zwei völlig unterschiedliche Animationsteile, je 
nach dem Kontext, in dem die Szene geplant wird . Anschaulich werden die drei 
verschiedenen Dekompositionsarten und ihre Auswirkungen im Script nochmals 
in Bild 14 dargestellt . 

Move-object knopf-3 
rechts-dr . Dauer:4.0 
Hold- camera-at-position 
Dauer:4.0 
Hold-aim-at-position 
Dauer:4.0 
Keep-view-angle 
Dauer: 4.0 
Knopf-3 ent.prechend der Bew . 
"r.chts~dr ." innerhalb 4 Set. 
bewegen und dabei die KAmera 
fest lassen . 
Abbildung 13: Bedingte Dekomposition - 2. Variante 
Subseq.l 
Parallel ~---
Subseq.n 
Subseq.l 
Seriell 
Subseq . n 
Var.l 
Bedingt 
Var.n 
Abbildung 14: Die drei Arten der Dekomposition und ihre Auswirkungen Im 
Script 
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4.2.5 Der Planungsalgorithmus 
Nachdem nun die grundlegenden Begriffe eingeführt sind. läßt sich der Algorith-
mus zur vollständigen Dekomposition eines Visualisierungsziels im einzelnen wie 
folgt besc h rei ben : 
Dekomposition (Z) := 
Falls Z elementare Aktion ist 
Verändere den Kontext entsprechend den 
Seiteneffekten der Aktion Z 
Ergebnis := Übersetzung von Z mittels Template 
Andernfalls 
Finde Dekompositionsregel R zu Z 
Falls R eine bedingte Regel ist 
mit Bedingungen Bi und Unterzielen Zi 
Falls erste erfüllte Bedingung Bk 
Ergebnis := Dekomposition (Zk) 
Falls kein Bk erfüllt 
Ergebnis := NIL 
Falls R eine unbedingte Regel ist mit Unterzielen ZI bis Zn 
in Anordnung 0 (Parallel oder Sequentiell) 
Für alle Unterziele Zi, i = 1..n berechne 
Di := Dekomposition (Zi) 
Je nach Anordnung 0 setze 
Ergebnis := ( :PARALLEL DI •.. • Dn ) 
oder 
Ergebnis := (:SEQU ENTIAL D 1 • . . • Dn ) 
Falls keine Regel existiert: Fehler 
Bei der Zergliederung eines Visualisierungszieles in einen Scriptbaum wird jeder 
Ast des Baumes zuerst bis zu seinem Ende expandiert (Tiefensuche). Dies hat 
den Vorteil . daß zu jedem Zeitpunkt die schon geplanten elementaren Aktionen 
alle im Detail bekannt sind und ihre Auswirkungen auf den aktuellen Kontext an 
dieser Stelle direkt mit berücksichtigt werden können. Nach einer Übersetzung der 
elementaren Aktionen in elementare Scriptteile bilden diese im Zusammenspiel 
das hierarchisch aufgebaute Script. 
Die wirkliche Arbeitsweise des Planers ist im Detail noch etwas komplexer. 
da auf jeder Ebene der Dekomposition die Parameter des aktuellen Zieles und 
seiner Unterziele verwaltet werden müssen. die möglicherweise Terme enthalten 
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und weitere Berechnungen erfordern . Auch die Übersetzung der elementaren Ak-
tionen selbst ist nicht so trivial, wie es den Anschein haben mag, da hierbei die 
Kontextveränderung nicht nur symbolisch, sondern auch in der Modellwelt des 
Grafiksystems erfolgt, damit diese bei den Repräsentationen zu jedem Zeitpunkt 
übereinstimmen. Weitere Details sind den in Anhang B abgedruckten Auszügen 
aus dem LlSP- Quellcode zu entnehme'n. · -
4.3 Das Regelwerk BETTYS 
Das Regelwerk , das in Anhang A komplett aufgelistet ist, umfaßt derzeit 49 
Dekompositionsregeln und spiegelt die verschiedenen Beschreibungsebenen ei-
ner Animation, wie sie in Kapitel 2.4 angegeben ist, wieder . Aus elementaren 
Aktionen werden zunächst Grundbausteine zur Kameraführung und zur Objekt-
bewegung aufgebaut, aus denen dann komplexere Funktionen zusammengesetzt 
werden kön nen. 
Die Syntax und Semantik der Dekompositionsregeln sowie die gestalterischen 
und filmtechnischen Überlegungen , die dem bestehenden Regelwerk zugrunde 
liegen , wollen wir uns nun im Einzelnen anschauen. 
4.3.1 Syntax der Dekompositionsregeln 
Die Syntax der kontextunabhängigen Dekompositionsregeln läßt sich formal wie 
folgt beschreiben: 
(anim-rule Z (a1' {/l . . a1'g,,) 
:PARALLEL I :SEQUENTIAL 
(Unt e1'Zielj ar·gs ... ) 
(Unte1' z i el n Cl7' gS . . . » 
Hierbei ist Z der Name der Dekompositionsregel bzw. des Ziels. dessen Dekom-
position die Regel angibt, da zu jedem Ziel jeweils nur eine Dekompositionsregel 
existiert. Anstelle einer Konfliktauflösung bei mehreren anwendbaren Dekom-
positionsregeln tritt wie oben beschrieben die Auswahl zwischen verschiedenen 
Alternativen in einer bedingten Dekomposition . 
Die Argumente a1'gl .. argn sind die Parameter des Zieles Z . Die Parameter 
können in der Formulierung der Unterziele direkt oder in beliebig geschachtelten 
Termen wieder verwandt werden. Ist der Parameter time beispielsweise angege-
ben, so kann in den Unterzielen damit gerechnet werden , z.B. (* time 0.5) 
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oder (min time i) . Die zur Verfügung stehenden Operationen für numerische 
Argumente sind dabei *, /, +, -, min, max im jeweiligen üblichen mathemati-
schen Sinne. Für Parameter, die Objekte bezeichnen, steht außerdem die Funk-
tion superobject zur Verfügung, die das nächsthöhere Objekt in der Teil-von-
Hierarchie liefert. 
Die Syntax der kontextabhä ngigen Regeln bein haltet stattdessen fü r jedes 
mögliche Unterziel eine Anwendbarkeitsbedingung. Formal läßt sie sich so be-
schreiben: 
(anim-rule Z (argl .. argn) 
:COND 
(Bedingungl (Unte1'ziell args ... )) 
(Bedingungn (Unterzieln args ... ))) 
wobei die Unterziele entweder elementare Aktionen sind oder wieder durch Regeln 
aufgelöst werden. Das Zeichen T ist die leere Bedingung, ,die immer zutrifft. 
Sie taucht gewöhnlich im letzten Glied einer kontextabhängigen Regel auf und 
bewirkt dort, daß keine leere Untersequenz geplant wird, sondern als Default 
dieses letzte Unterziel eingesetzt wird. Die Syntax der Bedingungen lautet: 
(and I or I not (objl ope1'l vall) 
(objn ope1'n valn)) 
wobei obji(1 :S i :S n) ein Objekt bezeichnet (insbesondere z.B. die Kamera), 
operi eine Operation, die mit diesem Objekt auszuführen ist (bei der Kamera bei-
spielsweise Position, Zielpunkt und Brennweite) und val; den dazugehörigen Wert 
oder Zustand. Um die Formulierung und Anwendung der Bedingungen deutlich 
zu machen, hierzu ein Beispiel: Die Abfrage 
"Ist die Kamera in Position für Objekt Knopf-l und Knopf-l bildfül-
lend?" 
lautet in dieser Notation 
(and (camera cam-pos knopf-i) 
(camera view-angle-for knopf-i)) 
An dieser Stelle und während der folgenden beiden Abschnitte empfiehlt es sich, 
einen Blick in Anhang A zu werfen, der in Form der bestehenden Regeln umfang-
reiches Anschauungsmaterial bietet. Die Bedeutung der Regelkonstrukte wird 
dabei intuitiv wohl klar, trotzdem möchte ich sie nochmals erläutern. 
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4.3.2 Semantik der Dekompositionsregeln 
Zunächst wollen wir die Semantik der unbedingten Dekompositionsregeln be-
trachten: Eine Regel der Form 
(anim-rule Z (argl .. argn ) 
: PARALLEL 
(Unterziell a7'gs ... ) 
(Unterzieln a1'gs ... » 
schreibt vor, daß das Unterziel Z durch die zeitlich parallele Erledigung der Un-
terz/eie Ol21"erztei{ 615 Cizferzzet;, errercnt w/rd. Auf Ebene des 5crtpts bedeutet 
das, daß die Sequenz Z in n parallele Untersequenzen zerfällt. 
Die Parameter des Zieles Z, die im Regelkopf als Stellungsparameter angege-
ben werden, können innerhalb des Regelkö~pers direkt oder innerhalb von beliebig 
tief geschachtelten Termen verwandt werden. Terme sind im üblichen mathema-
tischen Sinne als vollständig geklammerte Terme definiert, in denen die binären 
Präfix-Operationen 
* / . , ,+,-,mm,max 
in ihrer jeweiligen üblichen mathematischen Bedeutung erlaubt sind. Die Notation 
entspricht derjenigen für Terme in LlSP. Für Parameter, die Objekte bezeichnen, 
liefert die unäre Operation superobj ect das nächsthöhere Objekt in der Teil-
von-Hierarchie. 
Genau analog mit nur zwei Zusätzen ist die Semantik der sequentiellen De-
kompositionsregeln anzugeben: Eine Regel der Form 
(anim-rule Z (argl .. argn ) 
:SEQUENTIAL 
(Unterzi e/l args ... ) 
(Unterziel n a1'gs ... » 
schreibt vor, daß das Unterziel Z durch die zeitlich aufeinanderfolgende Erle-
digung der Unterziele Unterziell bis Unterziel n erreicht wird. Auf Ebene des 
Scripts bedeutet das, daß die Sequenz Z in n aufeinanderfolgende (sequenzielle) 
Untersequenzen zerfällt. Für die Parameter gilt das oben gesagte. Die Reihen-
folge, in der die Unterziele hingeschrieben werden, bestimmt die Reihenfolge, in 
der sie zu erfüllen sind (bzw . auf Ebene des Scripts die Reihenfolge der Unterse-
quenzen). 
48 

Randbedingung: Die zur Verfügung stehende Zeit (Parameter time) 
muß durch die Verwendung von Termen so "lUf die Unterziele verteilt 
werden, daß in der Summe die gesamte zur Verfügung stehende Zeit 
aufgebraucht wird. 
Die Semantik der bedingten Dekompositionsregeln lautet wie folgt: Eine Regel 
der Form 
(anim-rule Z (argl .. argn ) 
:COND 
(BedingLmgl (Unterziell args ... )) 
(Bedinglmgn (Unterziel n ar-gs ... ))) 
schreibt vor, daß das Unterziel Z durch die Erledigung eines der Unterziele 
Unterziell bis Unterziel n erreicht wird. Auf Ebene des Scripts bedeutet das, 
daß die Sequenz Z höchstens eine Untersequenz hat, und zwar diejenige, deren 
Bedingung erfüllt war. Sind die Bedingungen mehrerer Unterziele erfüllt, so wird 
davon nur das erste genommen, ist keine der gestellten Bedingungen erfüllt, so 
ergibt sich die leere Sequenz . Das Zeichen T ist die leere Bedingung, die immer 
zutrifft. Sie taucht gewöhnlich im letzten Glied einer kontextabhängigen Regel 
auf und bewirkt dort, daß keine leere Untersequenz geplant wird, sondern gewis-
sermaßen als Default dieses letzte Unterziel eingesetzt wird . Für die Parameter 
gilt wieder das oben gesagte . 
4.3.3 Aufbau des Regelwerks 
Gliederu ng in versch iedene Ebenen 
Das Regelwerk spiegelt, wie eingangs erwähnt, die verschiedenen Beschreibungs-
ebenen einer Animation, wie sie in Kapitel 2.4 angegeben sind, indirekt wieder . 
Aus elementaren Aktionen werden zunächst Grundbausteine zur Kameraführung 
und zur Objektbewegung aufgebaut, aus denen dann komplexere Funktionen zu-
sammengesetzt werden können. 
Nun entspricht allerdings nicht zwangsläufig dem Übergang von einer Ab-
straktionsebene zur nächsten eine einzelne Dekomposition. Eine Ebene kann meh-
rere Dekompositionsschritte beinhalten oder umgekehrt ein einzelner Schritt zwei 
Ebenen überspringen. Die Analogie zwischen dem Aufbau des Regelwerkes und 
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der in Abschnitt 2.4 eingeführten Beschreibungshierarchie besteht deshalb mehr 
auf inhaltlicher als 'auf formaler Ebene . 
Zugunsten einer überschaubaren Hierarchie des Regelwerks und der entste-
henden Animationsscripte sowie einer verständlichen Terminologie wurde außer-
dem auf eine in allen Fällen optimale Zergliederung bzgl. der Größe des Script-
baumes verzichtet. So kann es beispielsweise vorkommen, daß zwei parallele Un-
tersequenzen wiederum nur parallele Untersequenzen enthalten, was eigentlich 
in einer einzigen parallelen Dekomposition auch erreichbar gewesen wäre. Die 
zusätzlichen Ebenen entsprechen jedoch immer auch sinngemäßen Auf teilungen, 
wie z.B. einer Gliederung in Kamera- und Objektbewegung . 
Diese Vorgehensweise erleichtert das Formulieren und Verfeinern Domänen-
unabhängiger Regeln enorm und ermöglicht es außerdem, den Gesamtüberblick 
zu behalten, da das fertige Script beim möglichen Nacheditieren alle einzelnen 
Dekompositionen wiederspiegelt und somit vom Standpunkt der Regelformulie-
rung verständlich bleibt . 
Reku rsive Regel n 
Prinzipiell besteht die Möglichkeit, die von Betty benutzten Dekompositionsre-
geln so zu formulieren, daß die Dekomposition eines Unterzieles in Abhängigkeit 
vom Kontext wiederum das gleiche Unterziel impliziert. Damit diese Rekursion 
jedoch endet.~ muß zwischen zwei Rekursionsschritten eine Kontextveränderung 
stattfinden. Andert sich der Kontext nicht, so führt die Konstellation zu einer 
endlosen Rekursion. 
Solche Rekursionen können in einem einzigen Dekompositionsschritt auftre-
ten, können sich aber auch über mehrere verschiedene Regeln erstrecken, und sind 
dann nicht mehr abzufangen . Um eine endlose Rekursion des Animationsplaners 
zu vermeiden, ist es daher empfehlenswert, rekursive Dekompositionsregeln nur 
in einfachen und leicht uberschaubaren Fällen zu formulieren, in denen auch si-
chergestellt werden kann, daß entsprechende Kontextveränderungen stattfinden, 
die die Rekursion beenden . 
Ein einfaches Beispiel für eine unkritische Verwendung rekursiver Dekom-
positionsregeln wäre eine Rekursion über der Teil-von-Hierarchie der gezeigten 
Objekte, indem z.B. die Lokalisierung eines Objektes die vorherige Lokalisierung 
seines Oberobjektes impliziert . Da der Teil-von-Baum endlich und azyklisch ist, 
gibt es irgendwann einmal ein oberstes Oberobjekt, das als erstes lokalisiert wird 
womit die Rekursion beendet ist. 
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Codierung Filmtechnischer Verfahren 
Die endgültige Realisierung der Visualisierungsziele berücksichtigt einige grund-
legende Forderungen der Filmtechnik, wie sie auch in [Ka90] genannt werden. So 
wird beispielsweise die Bewegungsachse von Objekten mit der Kamera nicht ge-
kreuzt, während eine Bewegung stattfindet (Iine crossing error), indem die betref-
fenden Regeln die Kameraposition für die Dauer der Bewegung konstant halten 
und die notwendige Verfolgung des Objektes alleine durch Schwenken und Zoo-
men der Kamera bewirken. Außerdem werden dem Betrachter (ebenfalls durch 
geeignete Formulierung der Regeln) immer wieder Ruhephasen eingeräumt, z.B. 
am Ende einer Kamerafahrt oder einer Objektbewegung, damit die neue Situation 
als statisch erkannt werden kann. 
Die visuellen Gestaltgesetze, wie sie u.a. in [Ka26, Ma75] zur Sprache kom-
men, haben die Formulierung der Regeln ebenfalls beeinflußt, indem beispiels-
weise gleichartige Objekte immer ins Verhältnis zu ihrem Oberobjekt gesetzt 
werden, wenn sie nacheinander lokalisiert werden (Gesetz der Gleichheit). Ein 
Beispiel dafür ist in Daumenkino Nr. 4 zu sehen. 
Zeigen von Objektbewegungen 
Ein besonderes Problem stellt die Verfolgung von Objektbewegungen mit der 
Kamera dar: Handelt es sich um Drehungen oder kleinräumige Bewegungen, so 
kann die Kameraeinstellung in der Regel unverändert bleiben . Werden Objekte 
jedoch über größere Strecken hinweg bewegt, so verlassen sie möglicherweise das 
Bildfeld, müssen also mit der Kamera verfolgt werden. 
Hält man die Kamera nun statisch auf das Objekt, so entsteht der überra-
schende Eindruck, das Objekt verbleibe an einer festen Stelle im Raum und die 
gesamte Umgebung bewege sich fort (siehe Daumenkino 1). Hält man die Ka-
mera hingegen fest in Relation zur Umgebung, so verschwindet möglicherweise 
das Objekt aus dem Bild (Daumenkino 2). 
Gelöst wurde dieses Problem durch eine kombinierte Bewegung der Kame-
ra aus drei Phasen (Daumenkino 3) : Zu Beginn der Bewegung bleibt die Ka-
mera fest am Ort und läßt die Objektbewegung im Bild sichtbar werden. In 
der zweiten Phase wird die Kamera dann so geschwenkt, daß sich das bewegte 
Objekt zu Ende der zweiten Phase im Bildmittelpunkt befindet. In der dritten 
Phase wird die Objektbewegung mitverfolgt wie in Beispiel 1. Durch die vor-
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angegangenen Kamerabewegungen ist jetzt jedoch klar, daß sich das Objekt 
bewegt, nicht die Umgebung. Der Bildwinkel bleibt während aller drei Phasen 
erhalten, damit für den Betrachter der Bezug des Objektes zur Umgebung nicht 
verloren geht. Die Dekompositionsregel zur Realisierung dieses Verfahrens heißt 
show-object-motion und findet sich in Anhang A. 
Lokalisation von Teilen 
Ein anderes Beispiel: Die Lokalisation eines Objektes findet immer in Bezug zu 
dessen Oberobjekt oder zur Gesamtszene statt. Ein Kameraschwenk allein auf 
das Objekt würde unter Umständen den visuellen Bezug zum Umfeld zerstören, 
Die Kamera stün~~ danach zwar auf dem erwünschten Objekt, der Betrachter 
hätte jedoch den Uberblick verloren und könnte das Kamerabild keiner Position 
im Raum mehr zuordnen . 
In Daumenkino 4 ist dieser Fall anhand der Lokalisation zweier LEDs innerhalb 
der gleichen LED-Reihe an der Frontseite eines Gerätes gezeigt. Zu Beginn der 
Animation ist die Gesamtszene sichtbar und ein Zoom auf die zu zeigende LED 
erfüllt das Visualisierungsziel. Würde die Kamera nun einfach mit festem Bild-
winkel zur anderen LED schwenken, so wäre das Ergebnis ein sinnloses Vorbei-
rauschen von Details mit einer Endeinsteilung, die dem Betrachter lediglich eine 
beliebige LED zeigt. Durch das Zurückfahren der Kamera auf das nächsthöhere 
Objekt in der Teil-von-Hierarchie, die LED-Reihe, wird jedoch der visuelle Kontext 
wieder klar, so daß die LED eindeutig als zweite von rechts identifizierbar ist. Die 
Dekompositionsregel zur Realisierung dieses Verfahrens heißt localize-object 
und findet sich ebenfalls in Anhang A . 
52 

4.4 Die Zwischensprache zur Beschreibung der Scripts 
Um Animationen vom speziellen Grafiksystem unabhängig beschreiben zu kön-
nen, braucht man eine neutrale Beschreibungssprache. Diese Sprache sollte ei-
nerseits die hierarchische Struktur des generierten Scriptes wiederspiegeln, damit 
nachvollziehbar bleibt, wie das Script entstanden ist, und um spätere Änderungen 
zu vereinfachen, andererseits aber sollte schon eine vollständige Beschreibung je-
des einzelnen Bildes darin impliziert sein. Ein einfaches Mittel, beliebige Bäume 
(und die von BETTYs Planer generierten Scripte haben Baumform) darzustellen, 
sind vollständig geklammerte Ausdrücke oder in LlSP-Terminologie geschachtelte 
Listen. An jedem Knoten des Baumes besteht die Möglichkeit, konkrete Angaben 
zu machen, wie z.B. 
5.7) 
6.3) 
CAMERA) 
MOVE) 
(17 325 -39» 
(201 325 70» 
((: START-TIME 
( : END-TIME 
(:ANIM-OBJECT 
(: MOTION-TYPE 
(:START-VALUE 
(:END-VALUE 
(: NAME "Move the camera"» 
Hierbei bezeichnen die Angaben : START-TIME und : END-TIME absolute Zeit-
angaben in Sekunden, die einen genauen Zeitpunkt innerhalb der Animation be-
schreiben . Enthält der Knoten wie im obigen Beispiel die komplette Beschreibung 
einer Bewegung und kein Glied der Form 
(:PARALLEL ... ) 
(:SEQUENTIAL ... ) 
so handelt es sich um ein Blatt. Hat allerdings ein Glied des Knotens die Form 
(:PARALLEL (wbs 1 ) ••• (wb8,,» bzw. 
(:SEQUENTIAL (SUb51) ... (sub8 11 » 
wobei sub8i wieder ein Knoten ist, so handelt es sich um einen echten Kno-
ten, d.h. das Script zerfällt an dieser Stelle in parallele bzw. aufeinanderfolgende 
U nterseq uenzen . 
Außerdem besteht die Möglichkeit, konkrete Angaben auf Ebene jedes Kno-
tens zu machen, die sich auf die darunterhängenden Knoten vererben. Soll bei-
spielsweise die Kamera von X über Y nach Z bewegt werden, so läßt sich das 
durch folgenden Ausdruck beschreiben: 
,5:3 

((: START-TIME 
(: END-TIME 
(:ANIM-oBJECT 
( : MOTION-TYPE 
(: NAME 
(:START-VALUE 
(:END-VALUE 
( : SEQUENTIAL 
((:NAME 
(: END-TIME 
(:END-VALUE 
((:NAME 
5.7) 
6.3) 
CAMERA) 
MoVE) 
"Move the camera from X VIa Y to 2")) 
(17 325 -39)) Punkt X 
(201 325 70)) ; Punkt 2 
"Move the camera from X to Y")) 
6.0) 
(201 325 -39))) , Punkt Y 
"Move the camera from Y to 2")) 
(: START-TIME 
(:START-VALUE 
6.0) 
(201 325 -39))) , Punkt Y 
Hierbei gelten die im Baum weiter oben spezifizierten Werte solange, bis in einem 
darunterhängenden Knoten speziellere Angaben gemacht werden. Am Beispiel: 
Die Startzeit 5.7 gilt sowohl für die gesamte oben beschriebene Bewegung, als 
auch für die erste Teilbewegung. In der zweiten Teilbewegung wird sie durch den 
spezielleren (weil tiefer im Baum angegebenen) Wert 6.0 ersetzt. Analoges gilt 
für die Endzeiten der Bewegungen sowie die Start- und Endwerte. 
Somit sind alle Voraussetzungen geschaffen, eine Animation vollständig zu 
beschreiben, während ihr logischer Aufbau trotzdem nachvollziehbar bleibt. Einen 
Ausschnitt einer solchen Beschreibung zeigt auch Bild 4 auf Seite 19. 
4.5 Die Schnittstelle zur Anin1ationsrealisierung 
Die konkreten numerischen Werte, die zur vollständigen Beschreibung einer Ani-
mation auf unterster Ebene unumgänglich sind, werden bei der Realisierung der 
elementaren Aktionen von einer Schnittstellen komponente, dem Backend berech-
net und in die weiter oben erwähnten Schablonen eingesetzt. 
Das Backend selber stellt eine Sammlung solcher Routinen zur Umwand-
lung objektbezogener Angaben in absolute geometrische Werte und umgekehrt 
zur Verfügung. Hierzu werden teilweise Routinen aus dem Grafikpaket TOPAS 
([Sc94]) benutzt, teilweise einfach Anfragen und Kommandos an die Ausgabe-
komponente weitergereicht und entsprechend aufbereitet (z.B. Festellen oder 
Verändern aktueller Objektpositionen). 
Schließlich übersetzt das Backend auch die Animationsbeschreibung aus der 

eben beschriebenen Zwischen sprache in die von der Ausgabekomponente benötig-
te Datenstruktur (z.B . Script-Datenstruktur bei S-DynamicsY. Wird also das 
Ausgabemodul durch ein anderes ersetzt, so muß lediglich die Sammlung von 
Austausch- und Konversionsroutinen modifiziert werden, während der Planer 
selbst sowie das Regelwerk unverändert bleiben . 
4.6 Die Animationsrealisierung 
Die Berechnung der Einzelbilder der Animation geschieht in BETTY derzeit durch 
das Grafiksystem S-Geometry sowie das darin enthaltene Animationssystem 5-
Dynamics . Grund für diese Wahl war vor allem die konsistente ModelIierung der 
Objekte . Die in WIP generierten technischen Grafiken stammen allesamt aus 5-
Geometry und benutzen die dort definierten Objekte und Bewegungstrajektorien. 
So war zur Generierung der Animationen keine zusätzliche Modeliierung neuer 
Objekte oder Bewegungen nötig, da alles, was für die statischen Grafiken model-
liert wurde, auch animiert werden kann. 
Dies hat den weiteren Vorteil, daß die von Grafik- und Animationsgenerierung 
erzeugten Präsentationen ein konsistentes Erscheinungsbild haben . Insbesonde-
re sind die gezeigten Modelle identisch, aber auch Projektionsart, Strichstärke 
und andere äußere Merkmale sind zwischen verschiedenen Präsentationen kon-
sistent. Das S-Dynamics-System bietet außerdem eine grafische Oberfläche zum 
Erstellen von Animationsscripten (Abb. 15), die bei einer automatischen Gene-
rierung die Möglichkeit bietet, diese Scripte nachzueditieren und das Ergebnis 
des Planungsprozesses zu überprüfen . Die erzeugten Animationen können abge-
spielt, modifiziert, neuberechnet oder bildweise angeschaut werden, was bei der 
Formulierung der Dekompositionsregeln eine große Hilfe war. 
4.7 Aus TOPAS stammende Systemfunktionen 
Das Grafikrealisierungs-System TOPAS , das in [Sc94] eingehend beschrieben 
wird, stellt eine umfassende Sammlung von Funktionen zur automatischen und 
halbautomatischen Erstellung technischer Grafiken dar . Es benutzt als Ausga-
bekomponente ebenfalls das S-Geometry-System und stellt komplexe Funktionen 
wie automatische Perspektivenwahl, Berechnung von Explosionszeichnungen und 
die Verwaltung von Weltszenen in der Modellwelt sowie illustratorischer Szenen 
zur Verfügung . 
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Abbildung 15: Grafische Oberfläche der Ausgabekomponente 
4.7.1 Perspektivenwahl 
Um ein Objekt in einer Animation sichtbar zu machen, muß sich die Kamera an 
einer geeigneten Position befinden, auf einen geeigneten Punkt gerichtet sein und 
außerdem die Brennweite des Objektivs derart eingestellt sein, daß das Objekt in 
vernünftiger Größe im Bild erscheint. Die Werte für Kameraposition und Kamera-
zielpunkt werden bei vorgegebener Objektivbrennweite von TOPAS automatisch 
derart bestimmt, daß das Objekt unter einer Reihe von Nebenbedingungen richtig 
im Bild erscheint. 
Solche Nebenbedingungen sind z.B., welches Objekt das Zentrum des Bildes 
bilden soll, welche Objekte außerdem sichtbar sein sollen und von welcher Seite 
das Objekt gezeigt wird (vgl. [An90]) . 
Dieser Ansatz läßt sich folgendermaßen auf die automatische Generierung 
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von Animationen übertragen: In der Regel bietet die Wahl eines guten Kamera-
standortes für eine Fotografie auch gleichzeitig einen guten Ausgangspunkt für 
eine Filmeinsteilung. Bei der Animation wie beim Film muß jedoch darüberhinaus 
noch die eventuelle Veränderung der Objektpositionen mit berücksichtigt werden. 
Objekte, die sich in der Einstellung bewegen, dürfen nicht plötzlich aus dem Bild 
verschwinden oder durch andere Objekte verdeckt werden. 
Um dies zu gewährleisten, wurden in BETTY aufgrund der Trajektorien, die 
die auftretenden Bewegu ngen besch reiben, zusätzlic he Neben bedi ngu ngen a ufge-
nommen, unter denen wiederum der gleiche Mechanismus zur Perspektivenwahl 
angewandt werden kann, der in TOPAS für statische Grafiken existiert . Auch 
im Interesse der Effizienz (Vermeidung von Mehrfachimplementationen) und der 
Konsistenz (Kriterien für die Perspektivenwahl) lag es deshalb nahe, TOPAS für 
diese Fu n ktionen zu verwenden . 
4.7.2 Berechnung der Explosion 
Eine weitere Funktion des Grafikdesign-Systems ist die automatische Erstellung 
von Explosionszeichnungen. Hierbei werden unter Berücksichtigung der Kame-
ra position am 3D-Modell die Bewegungen der einzelnen zu explodierenden Teile 
entlang ihrer Hauptachsen berechnet, die bei fester Kameraeinstellung eine über-
deckungsfreie Darstellung im Explosionsschaubild ergeben. 
Auch diese illustratorische Technik läßt sich animieren . Hierzu wird einfach 
die Bewegung der einzelnen Teile aus ihrer normalen Position in die explodierte 
Position animiert dargestellt. Das Ergebnis ist eine Sequenz, die eine langsame 
Auseinanderbewegung der Objekte zeigt, so daß für jedes Teil einzeln erkennbar 
bleibt, wo es sich ursprünglich befand, und wie es an seine Endposition kommt. 
Eine getrennte Visualiusierung der Bewegungen und der ursprünglichen Ob-
jektpositionen durch Hilfslinien kann also entfallen, da diese Information in einer 
Animation z.T. in die Dimension Zeit projiziert werden kann (siehe hierzu Kap. 
2.2 .1). Die animierte Explosion stellt also einen sehr direkten Weg dar, den Auf-
bau und räumlichen Zusammenhang komplexerer Objektgruppen zu visualisieren . 
Ein Beispiel hierzu zeigt die Bildfolge 18. 
4.7.3 Szenen, Objekte und Bewegungen 
Schließlich stellt das TOPAS -System eine komplette Verwaltung von Weltszenen 
der modellierten geometrischen Welt zur Verfügung . (Auch eine Verwaltung der 
darauf aufsetzenden illustratorischen Szenen ist möglich, soll hier jedoch nicht 
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näher erläutert werden.) Die Beschreibung einer Weltszene enthält Angaben über 
die in der Szene enthaltenen Objekte, über ihre Bewegungszustände und Eigen-
schaften. 
Zu den Objekten selbst liefert TOPAS Angaben über ihre räumlichen Aus-
dehnungen, ihren geometrischen Mittelpunkt, sowie über das Vorhandensein be-
stimmter Ausrichtungen. So ist es z.B. möglich, die Vorderseite eines Elementes 
herauszufinden, sofern eine solche existiert, oder die Kamera auf den Mittelpunkt 
eines Objektes zu richten. Wie diese Berechnungen im einzelnen ablaufen, ist in 
[Sc94] eingehend erläutert. 
Die Bewegungen schließlich, die die in der Modellwelt enthaltenen Objek-
te ausführen können, sind in einer Datenstruktur modelliert, die gleichzeitig die 
Visualisierung dieser Bewegungen durch Animation und die Darstellung in sta-
tischen Grafiken (durch Pfeile, ghost-images, ... ) ermöglicht. Hierzu werden be-
stimmte Charakteristika der Bewegung abgelegt, wie z.B., ob es sich um eine 
Translation, Rotation oder Trajektorienbewegung handelt, ferner ein Bewegungs-
betrag zur Rotation und Translation, eine Rotationsachse, ein Mittelpunkt und 
ein Verweis auf die im Grafiksystem modellierte Bewegungstrajektorie, sofern die 
jeweiligen Angaben existieren. Eine solche Bewegungsbeschreibung ist immer spe-
zifisch für ein Objekt. Sie ist für dieses Objekt außerdem eindeutig charakterisiert 
durch einen l'Jamen . Zwei Beispiele: 
(create-movement 
:motionname "wegnehmen" 
:objectname "tasse-i" 
:motiontype ':trajectory 
:trajectory '((0 0 0) (20 30 0) (100 20 0) (130 -83 0))) 
beschreibt die Bewegung zum Wegnehmen einer modellierten Tasse unter einer 
Espressomaschine (Daumenkinos 1-3) . Die Bewegung ist eine Trajektorienbewe-
gung und durch einen Spline mit 4 Stützpunkten explizit beschrieben. 
(create-movement 
:motionname "aufklappen" 
:objectname "oberteilkasten-i-deckel" 
:motiontype ':rotate 
:ax1.S 'x 
: amount 90 
:centerpoint '(125 290 -80)) 
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beschreibt das Aufklappen eines Deckels (Daumen kino 5, Bild 31 - 60) als Rota-
tion eines Objektes um einen bestimmten Betrag und um eine bestimmte Achse 
durch einen bestimmten Punkt. Trajektorien sind dabei generell als Splines durch 
beliebig viele Stützpunkte beschrieben und auch in S-Geometry so modelliert. 
Diese Beschreibung der Objektbewegungen wurde gemeinsam mit dem Autor 
des TOPAS -Systems erarbeitet, um von vorneherein die mehrfache Verwend-
barkeit der Darstellung und die Ableitbarkeit der verschiedenen Präsentationen 
sicherzustellen. Sie bildet eine Minimallösung hinsichtlich der zu spezifizierenden 
Angaben, die trotzdem den von beiden Seiten gestellten Anforderungen genügt . 
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5 Implementation des Systems 
5.1 Sprache, Stil, Umfang 
Das System BETTY ist (wie das WIP Gesamtsystem) in Symbolics Common 
Lisp implementiert. Dieser LlS P-Dialekt bietet u mfa ngreiche Möglich keiten zu r 
objektorientierten Programmierung (Flavor System) sowie zur komfortablen Pro-
grammierung grafischer Ausgaben (window System), die in ihrem Funktionsum-
fang über die ebenfalls enthaltenen Pakete CLOS und CUM hinausgehen. 
BETTY ist objektorientiert implementiert, das heißt es gibt eine Objektklasse 
animation-planner, deren Instanzen jeweils einen kompletten Animationspla-
ner darstellen. Diesem Planer werden die Visualisierungsziele übergeben, und er 
erzeugt das Animationsscript, das vom S-Dynamics-System in eine fertige Ani-
mation umgerechnet wird. So ist es möglich, mehrere Animationsplaner neben-
einander zu betreiben, die bei einer parallelen Vorgehensweise (entsprechende 
Systemarchitektur vorausgesetzt) ihre Arbeit unabhängig voneinander erledigen 
und so mehrere in der gleichen Präsentation benötigte Animationen parallel ge-
nerleren. 
Der Codeumfang des BETTY -Systems alleine beträgt etwa 130 Kbytes . Hin-
zu kommen nochmals etwa 1,38 Mbytes aus im WIP - System schon vorhandenen 
Komponenten wie z.B. TOPAS. Das Regelwerk umfaßt 49 Dekompositionsregeln 
und ist im Anhag A komplett aufgelistet und kommentiert. 
5.2 Portierbarkeit 
Das System in seiner derzeitigen Form läuft auf einer Symbolics XL1200 unter 
Genera 8.0. Eine Ausführung auf allen Symbolics- Architekturen ist prinzipiell 
möglich, jedoch vom Vorhandensein des S-Dynamics-Systems und des nötigen 
Speicherplatzes abhängig. So ist die Ausführung auf einem MAC-Ivory-board oder 
einem U X-400 oder U X-1200 U n ix-coprozessor-boa rd zwa r prinzipiell möglich, 
wegen einer wichtigen Einschränkung jedoch kaum sinnvoll: Die Grafikausga-
be des S-Dynamics-Systems arbeitet mit der X-Windows-Schnittstelle der UX-
boards nicht zusammen, so daß dort zwar eine Berechnung prinzipiell möglich 
wäre, die Ausgabe jedoch unmöglich ist. Für die MAC-Ivory-boards trifft diese 
Beschränkung zwar nicht zu, jedoch sind sie von ihrer Rechenleistung her nicht 
mit der XL1200 zu vergleichen und erschweren die Arbeit durch unangenehm 
lange Rechenzeiten . 
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Das Kernstück des Systems, der Planer selbst, ist in reinem Common LlSP ge-
schrieben und sollte daher auf jedem Common-LlSP System laufen. Die Vorführ-
umgebung, die ja außerhalb der eigentlichen Animationsplanung und Generierung 
steht und die einzige direkte grafische Schnittstelle des Systems bildet, ist so weit 
in die GENERA-Oberfläche integriert, daß eine direkte Ausführung in anderen 
LlSP-Umgebungen nicht möglich ist. 
5.3 Austauschbarkeit der Komponenten 
Wie eingangs schon gesagt, zerfällt das System BETT'\' in zwei grundlegende 
Bestandteile, die Animationsplanung und die Animationsrealisierung. 
5.3.1 Realisierungskomponente 
Die vom Planer erzeugten Scripts können von verschiedenen Animations- und 
Grafiksystemen in animierte Bildfolgen übersetzt werden, denn das Script selbst 
enthält keinerlei Angaben über Maschinen- oder systemspezifische Parameter 
wie Bildfrequenz, Grafikauflösung, Farbtiefe oder ähnliches. Es werden lediglich 
Objektbewegungen in der Zeit angegeben, die von einer konkreten Realisierung 
unabhängig sind . Dies ist ein entscheidender Vorteil des Systems gegenüber einem 
Planungsansatz, der die Details der Animation bis auf einzelne Bilder festlegt. 
Die Realisierung der Animationen kann also je nach Bedarf oder Verwen-
dungszweck in völlig unterschiedlicher Art ausfallen. Denkbar sind verschiedene 
Qualitätsstufen der Ausgabe von photorealistisch gerenderten Animationen, die 
auf Videorecorder oder Bildplatte ausgegeben werden können, bis zu Realzeit-
Lösungen, die die generierten Scripts inkrementeil schon zum Planungszeitpunkt 
in Animationen umsetzen und so eine sehr direkte und kurzfristige Präsentati-
on ermöglichen, wie dies z.B. in Steuersystemen und technischen Leitständen 
notwendig ist. 
All diese Variationen setzen lediglich einen Austausch der Realisierungskom-
ponente, d.h. des Grafiksystems sowie der Schnittstellenkomponente zu dessen 
Ansteuerung voraus. Alle weiteren Programmteile bleiben unberührt. 
5.3.2 Planungskomponente 
Die Planungskomponente selbst ist lediglich durch ihre Ein- und Ausgabespezi-
fikation festgelegt: Am Eingang werden die Visualisierungsziele übergeben, am 
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Ausgang kommt ein Animationsscript heraus. Wie dieses Script im Einzelnen er-
zeugt wird, berührt die anderen Teile des Systems nicht , solange die Schnittstellen 
unverändert bleiben. 
Grundsätzlich ist es denkbar, das BETTY System an dieser Stelle durch ande-
re Planungsalgorithmen zu erweitern, bzw. mehrere verschiedene Verfahren z.B. 
je nach verfügbarer Planungszeit zur Verfügung zu stellen. Obwohl die hier vor-
gestellte hierarchische Planungsvariante ihre Tauglichkeit unter Beweis gestellt 
hat, wäre es sicherlich interessant, andere Varianten zu implementieren und an 
dieser Stelle auszuprobieren. 
Jeder Wechsel des Planers jedoch bleibt ohne Einfluß auf die anderen Pro-
grammteile, solange die Syntax und Semantik der Schnittstellen eingehalten wird. 
5.3.3 Regelwerk 
Das Wesen eines Regelwerkes in regel basierten Systemen ist es, austauschbar und 
erweiterbar zu sein. So bildet das vorliegende Regelwerk lediglich eine Lösung für 
die gestellten Aufgaben, die mit der Zeit verändert und perfektioniert wurde. 
Die Regelmenge ist in dem Sinne statisch, daß das System sie nicht selbständig 
verändert oder erweitert. Sie ist in dem Sinne offen, daß es möglich ist, durch 
bloßes Hinzufügen von Regeln die lVIenge der realisierbaren Visualisierungsziele 
zu erweitern. 
Die vorliegenden 49 Regeln bilden lediglich eine leicht überschaubare M u-
sterlösu ng und insofern einen konstru ktiven Beweis fü r die Tauglich keit des ge-
samten Systems, sie bilden jedoch in keiner Hinsicht eine Obergrenze, was die 
Leistungsfähigkeit und Flexibilität des Planungsansatzes betrifft . So könnte man 
sich beispielsweise die Codierung weiterer Visualisierungsziele mit mehreren kon-
textabhängigen Regeln vorstellen oder die Nutzung des Konzeptes rekursiver Re-
geln, wie es in Kap . 4.3.3 erläutert wird . 
Selbstverständlich bleiben bei einer Erweiterung des Regelwerkes alle anderen 
System teile unberührt, außer daß sich die Menge der vom Planer akzeptierten 
Visualisierungsziele sowie die Form ihrer Realisierung mit den Regeln ändert. 
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6 Funktionsumfang des BETTY-Systems 
6.1 Die erzeugten Animationen 
Da die Ergebnisse eines Animationssystems in seinen Animationen bestehen und 
diese einen Vorgang in der Zeit darstellen, der auf gedrucktem Papier wiederum 
nur beschränkt darstellbar ist, habe ich für die vorliegende Arbeit zwei verschie-
dene Arten der drucktechnischen Darstellung von Animationen verwandt. 
Abbildung 16: Zeigen einer Bewegung 
Einerseits bilden die Daumenkinos auf den Rückseiten der Blätter dieses Ban-
des (Bedienung siehe Einleitung) Beispiele für Animationen, die mit BETTY er-
zeugt wurden, andererseits sind aber drei Beispielanimationen (Bild 16 - 18) auch 
als Folge von Schnappschüssen ausgedruckt und zeigen eine Variante der Ani-
mationsrealisierung mit Licht und Schatten. Die Bilder sind zeilenweise von links 
63 

oben nach rechts unten zu betrachten. 
Abbildung 17: Lokalisation eines Teiles 
6.2 Die unterstützten Visualisierungsziele 
Die derzeit unterstützten (und vom Regelwerk beschriebenen) Visualisie-
rungsziele sind im einzelnen : 
• Lokalisation von Objekten 
• Zeigen der Bestandteile von zusammengesetzten Objekten 
• Darstellung von Objektbewegungen 
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Abbildung 18: Zeigen der Bestandteile einer Baugruppe 
Die Lokalisation ist ein Standardelement bei der Generierung von Bedienungs-
anleitungen am Bildschirm. Sie erfüllt eine Funktion, die in natürlicher Sprache 
etwa durch den Satz" Der Schalter befindet sich unter der Abdeckung rechts 
auf der Platine, gleich neben dem Transformator. "erfüllt wird: Beim Betrachter 
der Präsentation wird eine Vorstellung über die Position des Objektes im Raum 
sowie über seine räumlichen Beziehungen zu anderen Objekten erzeugt. 
Das Zeigen der Bestandteile eines zusammengesetzten Objektes oder einer 
Baugruppe geschieht durch einen langsamen Übergang der Baugruppe aus ih-
rem ursprünglichen Zustand in eine Explosionsdarstellung der betreffenden Teile, 
wie man sie aus technischen Zeichnungen kennt. Die Explosion dient dazu, beim 
Betrachter eine Vorstellung zu erzeugen, wie eine Objektgruppe räumlich zusam-
menhängt, in welcher Relation ihre Teile zueinander stehen und welches jeweils 
die einzelnen Bestandteile der Baugruppen sind. Diese Sachverhalte in natürli-
cher Sprache auszudrücken, ist oft fast unmöglich, da die Anzahl der räumlichen 
Relationen, die ausgedrückt werden, sehr groß ist. 
Die Darstellung von Objektbewegungen schließlich war die Funktion, die den 
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zu r Folge, daß Details wie z. B. die Kameraposition aus vorangegangenen Einstel-
lungen beim Planen einer neuen Szene nicht bekannt sind. Die nicht vorhandenen 
Angaben werden durch Heuristiken ersetzt. 
BETTYs Planer hingegen dekomponiert jede Einstellung zuerst bis auf die 
Ebene der elementaren Aktionen und hat so zu jedem Zeitpunkt der Planung 
eine Repräsentation der schon abgelaufenen Aktionen, also des Zustandes der 
Szenerie zur Verfügung . Somit kann zu Beginn einer neuen Einstellung nicht 
nur nach heuristischen Gesichtspunkten, sondern anhand der aktuellen Situation 
entschieden werden, wie die nächste Einstellung abläuft . 
Das System kann so beispielsweise aufgrund der räumlichen Situation ent-
scheiden, ob es reicht, die Kamera nur etwas zu drehen oder ob ein Schnitt und 
ein Sprung zu einer völlig neuen Kameraposition nötig ist . 
Andererseits erlaubt die Dekomposition in die Breite eine Voraussicht auf alle 
folgenden Filmteileder gleichen Hierarchieebene . Im Sinne konsistenter Präsenta-
tionen und eines flüssigen Ablaufes kann dies durchaus von Nutzen sein . Bei einer 
Dekomposition in die Tiefe ist eine solche Vorausschau natürlich nicht möglich. 
Welches Verfahren nun im Detail mehr Vorteile bietet, mag dahingestellt sein, daß 
beide aber gleichermaßen verwertbare Ergebnisse liefern, zeigen die Ergebnisse 
der beiden Systeme. 
Inkrementalität 
Schließlich unterscheiden sich BETTY und ESPLANADE auch in der inkremen-
teilen Verwendbarkeit ihrer Planungskomponenten . Während in Esplanade der 
komplette Inhalt einer Animation zu Beginn des Planungsvorganges feststehen 
muß, damit eine Zergliederung in die Breite erfolgen kann, ist es in BETTY 
möglich, noch während des Planungsprozesses weitere Visualisierungsziele anzu-
geben, deren Realisierung dann mit der bisher geplanten Animation zu einem 
flüssigen zusammenhängenden Ganzen zusammengesetzt werden. Dies ist vor al-
lem wichtig im Hinblick auf eine inkrementelle Verwendung der Systeme, in der 
sich Planungs- und Realisierungszeit überlappen. Ein Beispiel einer solchen Ani-
mation, die mehrere Visualisierungsziele realisiert , bildet Daumenkino Nr. 5, in 
dem nacheinander drei verschiedene Bewegungen gezeigt werden. 
7.2 AnimNL (Badler et al.) 
Norman Badler und Bonni.€. W€.bb€.\ ost€.""€.\\ \\\ \.l6o.~~, \S\\oc~'l.. ~~\S\\~:,\ ~\'" S,,:!':.\.ocm 
vor, aas P\n'lmationen aus natürlicher Sprache generiert. Von der Annahme aus-
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gehend, daß es für Handlungen , gleich ob sie in natürlicher Sprache oder durch 
Animationen beschrieben werden, eine gemeinsame Repräsentation geben muß, 
extrahiert dieses System zuerst aus einer Eingabe in natürlicher (englischer) Spra-
che eine solche Repräsentation, um aus ihr dann eine Animation zu generieren. 
Animationsbesch reibu ng 
Die Beschreibung der erzeugten Animation erfolgt dabei auf Ebene eines vir-
tuellen Agenten namens Jack, der sich in einer virtuellen Welt bewegt und die 
im Animationsplan generierten Anweisungen ausführt. Solche Anweisungen sind 
grundlegende Befehle wie "bewege Objekt X nach Punkt Y" , "Gehe nach Z", 
"Greife Objext X" und ähnliches . Die Kameraführung, die das Zeigen der Anima-
tion ja erst ermöglicht , wird dabei nach der vorliegenden Literatur ([Ba90]) auf 
einfache Defaultpositionen zurückgeführt und laut [We92] durch einen mensch-
lichen Animator ausgeführt. Sie spielt im AnimNL System eher eine Nebenrolle, 
wohingegen sie zentraler Bestandteil der von BETT Y erzeugten Animationsscrip-
te ist. 
Der Schwerpunkt des AnimNL Systems liegt vielmehr auf der exakten Extrak-
tion der Aktionen des Agenten aus den Anweisungen in natürlicher Sprache . Hier 
werden sehr weitreichende Untersuchungen bezüglich der Begriffe Handlung und 
Plan angeführt. Auch die Steuerung des Agenten selbst ist in [BPW93] einge-
hend untersucht , Außerdem werden die von An im N L erzeugten Animationen als 
"erzählte"Animationen (narrated animations) präsentiert, also mit Unterstützung 
durch gesprochene Sprache , Hierdurch ist es (wie auch in dieser Arbeit an ande-
rer Stelle gesagt) möglich, kausale Zusammenhänge zu visualisieren, die durch 
Animation alleine so nicht darstellbar wären , 
Repräsen tation 
Letzten Endes bleibt die zentrale These, daß Sprache und Animation verschie-
dene Beschreibungen der gleichen Aktionen sind und daher auch von einer Be-
schreibung in die andere überführt werden können bzw, aus einer gemeinsamen 
Repräsentation der Handlungen erzeugbar sein müssen, Einer etwas schwächeren 
Version dieser Forderung entsprechen auch d'le Systeme BST TY und TOPAS, die 
aus der gleichen Repräsentation von Bewegungen (siehe 4,7) zwei verschiedene 
Präsentationen erzeugen, nämlich Animation und (unbewegte) technische Grafik , 
] 
8 Die nächsten Schritte 
Die bis zu diesem Punkt realisierten Verfahren ermöglichen zwar bereits einen 
eindrucksvollen Leistungsumfang des Systems, jedoch sind Erweiterungen und 
Abwandlungen in verschiedene Richtungen denkbar. Als nächster Schritt wäre 
beispielsweise der Austausch der Realisierungskomponente interessant, um eine 
optisch ansprechendere Ausgabe BETTYs zu erreichen. 
8.1 Einbeziehung des Lichts in den Planungsprozeß 
Die meisten Animationssysteme auf leistungsfähigeren Rechnern ermöglichen eine 
Bilderzeugung mit Hilfe des Raytracing-Verfahrens oder anderer mathematischer 
Modelle (siehe [Fo90]), die eine Darstellung von Licht und Schatten im Bild er-
lauben. S-Dynamics bzw. S-Geometry bieten diese Möglichkeit zwar prinzipiell 
auch, jedoch sind die Ergebnisse aus verschiedenen Gründen im Moment we-
nig ansprechend : Das Lichtmodell in S-Geometry weicht beispielsweise grob von 
der Natur ab, indem die Beleuchtungsstärke nicht wie in Wirklichkeit mit dem 
Quadrat der Entfernung von der Lichtquelle abnimmt, sondern unabhängig vom 
Abstand gleich bleibt . 
Außerdem besteht mit der vorhandenen Hard- und Software nicht die Möglich-
keit, derart"gerenderte"(d.h . mit Licht und Schatten dargestellte) Bilder vernünf-
tig auszugeben. Durch einen Fehler in der Bildverarbeitung unter Genera werden 
sogar die Tonwerte beim Ausdruck oder der Ausgabe in eine Datei invertiert: Die 
Bildfolgen 16 bis 18 entstanden jeweils mit explizit vorgegebenen Beleuchtun-
gen und erreichen so trotz invertierter Darstellung einigermaßen überzeugende 
T onwertverteilu ngen. 
Setzt man also eine andere Realisierungskomponente voraus, die die erwünsch-
ten Ergebnisse liefert, so stellt sich bei der Verwendung von Licht und Schatten 
sofort ein neues Problem: 
8.1.1 Lichtführung 
Wie sollen während einer Animation die Beleuchtungselemente gesetzt werden? 
Welche Beleuchtung ist nötig, um ein Objekt mit all seinen Details gut erkennbar 
zu machen? Wie kann man verhindern, daß (wie in schlechten Filmen) Elemente 
dieser Hilfsinstallation (Lampen, Aufheller, Abdunkler, Reflektoren) im Bild er-
scheinen? Durch welche Beleuchtungsformen können Bildaussagen unterstrichen 
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oder verstärkt werden, welche Beleuchtungen sind der Vermittlung der Informa-
tion zuträglich? 
Als Beispiel wäre die Lokalisierung eines Teiles in einem System mit Licht 
und Schatten nicht nur durch entsprechende Kameraführung sondern auch durch 
durch gezielte Beleuchtung, beispielsweise durch einen Spot auf das Teil und 
eine dunklere Darstellung der Umgebung möglich. Weitere solche Möglichkeiten 
sind in [Du93] vorgeschlagen und versprechen eine erhebliche Bereicherung der 
Ausdrucksmittel. 
Durch ein Erweitern des Regelwerkes auf explizite Bewegungen und Posi-
tionen von modellierten Lampen wäre wohl eine erste Lösung erreichbar, um je-
doch alle Möglichkeiten einer solchen Erweiterung der Ausgabemöglichkeit~n aus-
zuschöpfen, ist wohl eine prinzipielle Erweiterung des Ansatzes vonnöten . Ahnlich 
der Perspekt ivwahl zur Bestimmung von Kamerapositionen erfordert die Beleuch-
tung einer Szene eine umfangreiche" Lichtwahlkomponente"zur Bestimmung der 
Positionen von Lampen , Aufhellern und Reflektoren zur Erreichung der gewünsch-
ten Gesamtwirkung und gleichzeitig ohne die geforderten Nebenbedingungen zu 
verletzen . 
8.1.2 Einbeziehung von Farbe 
Während die Erweiterung um Licht und Schatten also eine konzeptionelle Erwei-
terung wäre, läßt sich die Dimension Farbe direkt in das bestehende Konzept 
integrieren . Farbige Objekte werden als solche modelliert, farbliche Veränderu n-
gen sind konzeptionell nicht verschieden von geometrischen Veränderungen (d.h. 
Bewegungen) . Es müßte also lediglich ein weiterer Bewegungstyp neben Rotati-
on, Translation und Trajektorienbewegung eingeführt werden, nämlich die Farb-
veränderung. Diese Erweiterung eröffnet aber wiederum neue Möglichkeiten der 
Darstellung, wie wir gleich sehen werden. 
8.2 Metagrafik in Anilnationen 
Eine denkbare konzeptuelle Erweiterung des BETT Y Systems ist die Einführung 
metagrafischer Elemente. Solche Elemente können sich einerseits auf Verände-
rungen der vorhandenen Objekte beziehen, andererseits aber auch die Einführung 
von Metaobjekten bedeuten. 
74 
] 
~ 0 
8.2.1 Vorgänge ohne geometrische Äußerungsform 
Wie ließe sich beispielsweise die Größe "Temperatur"in einer Animation darstel-
len? In statischen Grafiken wird herkömmlicherweise auf eine Darstellung durch 
ein metagrafisches Thermometer zurückgegriffen, zuweilen auch die Analogie zu 
den Farben Rot und Blau, wie wir sie vom Wasserhahn her kennen, benutzt. 
Diese Visualisierungen einer Größe ohne geometrische Äußerungsform lassen 
sich auch in Animationen einsetzen: Ein sich erwärmendes Teil könnte sich (Licht 
und Farbe in der Ausgabekomponente vorausgesetzt) rot verfärben, ein abkühlen-
des Objekt blau. Zusätzlich ist ein metagrafisches Thermometer denkbar, das die 
Farbveränderung semantisch eindeutig macht, indem z.B. seine Quecksilbersäule 
steigt oder fällt. 
8.2.2 Unterstützung sichtbarer Vorgänge 
Zur Zeit bewegen sich die Objekte in der Modellwelt BETTYs wie von Geister-
hand, nämlich ohne ersichtlichen Grund. Soll beispielsweise eine Klappe geöffnet 
werden, so bewegt sie sich in der Animation zwar auf eine entsprechende Art 
und Weise, jedoch ist nicht ersichtlich, ob die Bewegung durch einen Menschen 
hervorgerufen werden muß, der diese Klappe bedient, oder ob es vielleicht einen 
versteckten Motor gibt, der die Bewegung hervorruft. 
Dieses konzeptuelle Problem wäre lösbar durch einen virtuellen Agenten in der 
Modellwelt, ähnlich dem in AnimNL verfolgten Ansatz. Ob es sich dabei um eine 
komplett modellierte Person, um eine Hand oder lediglich einen Finger handelt, 
hängt wiederum von der Situation ab und muß je nach der erwünschten Bild-
aussage entschieden werden. Als Anregung zum Weiterspinnen dieses Gedankens 
und aller seiner Folgen betrachte man die Rolle und Möglichkeiten des eiskalten 
Händchens in den Filmen der Adams Family. 
8.3 Abstraktion in Animationen 
In statischen Grafiken ist es außerdem möglich, durch gezielte Abstraktion die 
Bildaussage zu unterstützen, beispielsweise indem alle bildunwichtigen Details 
bis auf bloße Sichtbartkeit abstrahiert, die wichtigen Details aber verstärkt wer-
den. In WIP wird dies bei der Generierung statischer Grafiken durch das System 
PROXIMA realisiert. Details hierzu sind in [Kr94] erläutert, 
Neben der Unterstützung der Bildaussage bietet die Abstraktion geometri-
scher Modelle bei ihrer Animation aber noch einen weiteren wesentlichen Vorteil: 
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Durch die Reduktion der geometrischen Komplexität der Modelle, das Verschmel-
zen mehrerer Objekte zu einem oder das Verschwinden mancher Objekte sinkt 
die Datenmenge, die bei der Berechnung der Animation bewältigt werden muß, 
erheblich. 
Original: 38 Objekte Abstraktion: 9 Objekte 
Abbildung 20: Datenreduktion durch Abstraktion 
Eine Animation, die lediglich abstrahierte Modelle derjenigen Objekte verwen-
det, die nicht zentraler Bestandteil der Information sind, läßt sich in wesentlich 
kürzerer Zeit berechnen und begünstigt daher Echtzeitanwendungen des Systems 
enorm. Der Rechenaufwand zur Vereinfachung der Modelle kommt zwar hinzu, 
steht aber bei der derzeitigen Realisierung des PROXIMA Systems in einem sehr 
guten Verhältnis zur Zeitersparnis bei der Berechnung jedes einzelnen Bildes . 
In jedem Falle gibt es eine Reihe vielversprechender Erweiterungsmöglichkei-
ten des Systems BETTY , die jedoch sämtlich den Umfang dieser Diplomarbeit 
übersteigen würden und deshalb als Anregung für künftige Arbeiten auf dem 
Gebiet der automatischen Animationsgenerierung gedacht sind. 
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] 
(anim-rule zoom-to-object 
:parallel 
(hold-cam-at-position 
(hold-aim-at-position 
(adjust-va-for-object 
(anim-rule go-aim-to-object 
:parallel 
(hold-cam-at-position 
(move-aim-to-object 
(keep-view-angle 
(anim-rule zoom-aim-to-object 
:parallel 
(hold-cam-at-position 
(move-aim-to-object 
(adjust-va-for-object 
(anim-rule move-view-to-object 
:parallel 
(move-cam-to-object 
(move-aim-to-object 
(keep-view-angle 
(anim-rule zoom-view-to-object 
:parallel 
(move-cam-to-object 
(move-aim-to-object 
(adjust-va-for-object 
(anim-rule cut-view-to-object 
:sequential 
(move-view-to-object 
(hold-view 
(anim-rule cut-all-to-object 
:sequential 
(zoom-view-to-object 
(hold-view 
(part time) 
time) 
time) 
part time)) 
(part time) 
time) 
part time) 
time)) 
(part time) 
time) 
part time) 
part time)) 
(part time) 
part time) 
part time) 
time)) 
(part time) 
part time) 
part time) 
part time)) 
(part time) 
part 0) 
time)) 
(part time) 
part 0) 
time)) 
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Brennweite faehrt aufs Objekt 
Zielpunkt geht aufs Objekt 
Zielpunkt und Brennweite 
fahren aufs Objekt 
Kamerapos. und Zielpunkt 
fahren aufs Objekt 
Pos., Ziel und Brennweite 
fahren aufs Objekt 
Schnitt auf Kamerapos. 
und aim fuer Objekt 
Schnitt auf Kamerapos, 
v-a und aim fuer Objekt 
] 
;;; Bewegungs-Grundbausteine 
(anim-rule show-object-move 
:parallel 
(move-object 
(hold-view 
(anim-rule goto-object-move 
:parallel 
(move-object 
(go-aim-to-object 
(anim-rule follow-object-move 
:parallel 
(hold-cam-at-position 
(keep-view-angle 
(move-object-and-aim 
(anim-rule mixed-show-object-move 
:sequential 
(show-object-move 
(goto-object-move 
(follow-object-move 
(anim-rule show-object-explode 
:parallel 
(explode-object 
(hold-view 
(part motion start end time) 
; Objekt bewegen ,Kamera fest 
part motion start end time) 
time)) 
(part motion start end time) 
; Objekt bewegen ,Kamera geht aufs Objekt 
part motion start end time) 
part time)) 
(part motion start end time) 
; Objekt bewegen und Ziel mitfahren 
time) 
time) 
part motion start end time)) 
(part motion time) ; Objekt bewegen und Ziel 
part motion 
part motion 
part motion 
in der 
0.0 0.4 (* 
0.4 0.7 (* 
0.7 1.0 (* 
2. Haelfte mitfahren 
time 0.4)) 
time 0.3)) 
time 0.3))) 
(part time) ; Objekt explodieren ,Kamera fest 
part time ) 
time)) 
" , 
" , 
Bildeinstellungen, die das Objekt waehrend der ganzen Bewegung 
sichtbar lassen: 
(anim-rule zoom-view-to-object-and-motion (part 
:parallel 
(move-cam-to-object 
(move-aim-to-object 
(adjust-va-for-object 
part time) 
part time) 
(part motion) 
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motion time) 
Pos . , Ziel und Brennweite 
fahren aufs Objekt und 
seine Trajektorie, aimpoint 
ist Objektmitte 
time) ) 
] 
(anim-rule zoom-view-to-motion-and-object (part 
:parallel 
motion time) 
Pos., Ziel und Brennweite 
fahren aufs Objekt und 
seine Trajektorie, aimpoint 
ist Mitte der Trajektorie 
(move-cam-to-object 
(move-aim-to-object 
(adjust-va-for-object 
part time) 
motion time) 
(part motion) time)) 
(anim-rule cut-view-to-object-and-motion 
:sequential 
(part motion time) 
Pos., Ziel und Brennweite 
schneiden aufs Objekt und 
part motion 0) ; seine Trajektorie, 
time)) ; aimpoint ist Objektmitte 
(zoom-view-to-object-and-motion 
(hold-view 
(part motion time) (anim-rule cut-view-to-motion-and-object 
:sequential Pos., Ziel und Brennweite 
schneiden aufs Objekt und 
(zoom-view-to-motion-and-object part motion 0) ; seine Trajektorie, 
aimpoint ist Objektmitte 
(hold-view time)) 
" , Auf den Grundbausteinen aufbauende Operationen: 
" , Achtung: keine 2 Grundbausteine parallel ! 
" , und keine elem . Aktionen parallel zu Grundbausteinen 
(anim-rule show-object 
:sequential 
(move-view-to-object 
(hold-view 
(anim-rule show-object-near-l 
:sequential 
(move-view-to-object 
(zoom-to-object 
(hold-view 
(anim-rule show-object-near-2 
:sequential 
(zoom-view-to-object 
(hold-view 
(part time) ; Objekt ins Bild mit Schwenk 
part (* time 0.8)) 
(* time 0.2))) 
(part time) Objekt bilfuellend ins Bild 
nacheinander Kamera und 
aimpoint bewegen 
part (* time 0.4)) 
part (* time 0.4)) 
(* time 0.2))) 
(part time) Objekt bilfuellend ins Bild 
parallel Kamera und 
aimpoint bewegen 
part (* time 0.8)) 
(* time 0.2))) 
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Lokalisation und Bewegungen in Bezug zu anderen Objekten 
(irt = in relation to) 
(anim-rule localize-object-irt 
:sequential 
(zoom-aim-to-object 
(move-view-to-object 
(zoom-to-object 
(hold-view 
(part whole time) ; Objekt in Relation zu 
einern anderen lokalis. 
whole (* time 0.2)) 
part (* time 0.3)) 
part (* time 0.3)) 
(* time 0.2))) 
Kanim-rule show-motion-irt (part whole motion time) weg und zum Objekt 
fahren und 
:sequential 
(zoom-aim-to-object whole (* time 0.1)) 
(move-view-to-object whole (* time 0.1)) 
(zoom-view-to-motion-and-object part motion 
(show-object-move part motion 0.0 1.0 
Bewegung mit fester 
Kamera zeigen 
(* time 0.1)) 
(* time 0.7))) 
(anim-rule show-motion-following-irt (part whole motion time) weg und zum Objekt 
fahren und 
:sequential 
(zoom-aim-to-object whole (* time 0 . 1)) 
Bewegung zeigen, 
Zielp. faehrt mit 
(move-view-to-object part (* time 0.1)) 
(zoom-view-to-object-and-motion part motion (* time 0.1)) 
(follow-object-move part motion 0.0 1.0 (* time 0.7))) 
(anim-rule show-motion-mixed-irt (part whole motion time) weg und zum Objekt 
fahren und 
anim-rule 
:sequential 
(zoom-aim-to-object whole (* time 0.1)) 
Bewegung zeigen, 
Zielpunkt in der 
(move-view-to-object 
(zoom-view-to-motion-and-object 
(mixed-show-object-move 
2 . Haelfte mit! 
part (* time 0 . 1)) 
part motion (* time 0.1)) 
part motion (* time 0.7))) 
show-explosion-irt (part whole time) , weg und zum Objekt fahren 
:sequential , und und Explosion mit fester Kamera zeigen 
(zoom-aim-to-object whole (* time 0.2)) 
(go-aim-to-object part (* time 0.2)) 
(show-object-explode part (* time 0.6))) 
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~im-rule localize-cond-4 (part time) 
~ vom Superobjekt aufs Objekt fahren und halten 
part (* time 0.0)) 
:sequential 
(move-view-to-object 
(zoom-to-object 
(hold-view 
(zoom-to-object 
(hold-view 
(superobject part) (* time 0;0)) -
(* time o. 1) ) 
part (* time 0.7)) 
(* time 0.2))) 
mim-rule show-motion-cond-1 (part motion time) 
Schnitt auf Objekt und Bewegung und los! 
:sequential 
(cut-view-to-motion-and-object 
(mixed-show-object-move 
part motion (* time 0.1)) 
part motion (* time 0.9))) 
~im-rule show-motion-cond-2 (part motion time) 
Schwenk auf Objekt und Bewegung und los! 
:sequential 
(zoom-view-to-motion-and-object 
(mixed-show-object-move 
part motion (* time 0.2)) 
part motion (* time 0.8))) 
~im-rule show-motion-cond-3 (part motion time) 
" Schnitt aufs Superobjekt, dann Schwenk aufs Objekt und los! 
:sequential 
(move-view-to-object 
(zoom-to-object 
(hold-view 
(zoom-view-to-motion-and-object 
(mixed-show-object-move 
part (* time 0.0)) 
(superobject part) 
(* time 0.1)) 
part motion (* time 
part motion (* time 
~im-rule show-explosion-cond-1 (part time) 
auf Superobjekt und los! 
:sequential 
(* time 
0.2)) 
0.7))) 
(zoom-view-to-object (superobject part) (* time 0.3)) 
(show-object-explode part (* time 0.7))) 
show-explosion-cond-2 (part time) 
Schwenk auf Objekt und Bewegung und los! 
:sequential 
(show-object-explode part (* time 1))) 
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(anim-rule show-explosion-cond-3 (part time) 
" Schnitt aufs Superobjekt, dann Schwenk aufs Objekt und los! 
:sequential 
(cut-view-to-object 
(show-object-explode 
(superobject part) (* time 0.1» 
part (* time 0.9») 
(anim-rule localize-object (part time) 
:cond 
«and (camera cam-pos part) 
(camera aim-pos part) 
(camera va-for part» 
" Karneraeinstellung: alles schon auf dem Objekt. 
(10calize-cond-1 part time» 
«and (camera cam-pos (superobject part» 
(camera aim-pos (superobject part» 
(camera va-for (superobject part») 
'; ; alles auf dem Superobjekt 
(10calize-cond-2 part time» 
«carnera carn-pos (superobject (superobject part») 
(10calize-cond-3 part time» 
(t ; alles andere 
(localize-cond-4 part time») 
[anim-rule show-object-motion (part motion time) 
:cond 
«and (camera cam-pos part) 
(camera aim-pos part» 
" Karneraeinstellung: alles schon auf dem Objekt. 
(show-motion-cond-1 part motion time» 
«and (camera cam-pos (superobject part» 
(carnera aim-pos (superobject part» 
(carnera va-for (superobject part») 
J ' alles auf dem Superobjekt 
(show-motion-cond-2 part motion time» 
(t alles sonst 
(show-motion-cond-3 part motion time») 
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(anim-rule show-object-explosion (part time) 
:cond 
, .. 
«and (camera cam-pos part) 
(camera aim-pos part) 
(camera va-for part)) 
Kameraeinstellung: alles schon auf dem Objekt. 
(show-explosion-cond-l part time)) 
«and (camera cam-pos (superobject part)) 
(camera aim-pos (superobject part)) 
(camera va-for (superobject part))) 
alles auf dem Superobjekt 
(show-explosion-cond-2 part time)) 
(t 
(show-explosion-cond-3 part time))) 
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B Details des Animationsplaners 
Das Herzstück des hierarchischen Animationsplaners: eine mehrfache Rekursion mit 
rekursiven Hilfsfunktionen, die aus einem Visualisierungsziel auf oberster Abstrakti-
onsebene ein Script in der vorne definierten Zwischensprache generiert : 
" , 
" , 
Dekomposition eines nicht-primitiven Ziels, dreifache Rekursion 
mit rekursiven Hilfsfunktionen ... 
'" Rekursionsanfang: 
(~efmethod (decompose-goal animation-planer) 
(goal) 
(let* «rule (find-anim-rule (first goal))) 
(varnames (second rule)) formale Variablen 
zugehoerige Werte (varvalues (cdr goal)) 
(varassoc (mapcar #'list varnames varvalues))); Zuordnung Name-->Wert 
(cond ; Verschiedene Typen von Regeln: 
'" Ziel enthaelt eine kontextabhaengige Verzweigung: 
'" Verzweigung berechnen und gleich rekursiv weiter 
«eq (third rule) , :cond) 
(loop for pair in (fourth rule) 
when (eval-condition 
self (first pair) varassoc) 
return (decompose-goal 
self 
(cons (car (second pair)) 
. Schleife ueber alle Argumente 
(loop for arg in (cdr (second pair)) 
collect 
(eval-argument self arg varassoc) 
))) ) ) 
G; Ziel ist noch kein Primitiv und muss weiter dekomponiert werden: 
«not (assoc (car goal) primitives)) 
(instantiate-goal self goal)) 
" Ziel ist ein Primitiv, kann so uebernommen werden 
" Aktualisierung des Kontextes: 
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(t 
(leU «varnarnes 
(second (assoc (car goal) 
primitives))) ; formale Variablen 
(varvalues (cdr goal)) ; zugehoerige Werte 
~ (varassoc (mapcar #' list varnames varvalues)); Zuordnung Narne-->We'rt' 
(part (betty-object-name (second (assoc 'part varassoc))))) 
" die versch. Primitive: 
(select (car goal) 
«'move-carn-to-object) 
(when (check-object-state self 'camera 'cam-pos part) 
(format *betty-trace-strearn* 
II-&BETTY-Warning: obsolete carnera-motion")) 
(change-object-state self 'carnera 'cam-pos part) 
(format *betty-trace-strearn* 
II-&BETTY: carn in pos. for -a" (betty-object-narne part))) 
«'move-aim-to-object) 
(when (check-object-state self 'camera 'aim-pos part) 
(format *betty-trace-strearn* 
II-&BETTY-Warning: obsolete aimpoint-motion")) 
(change-object-state self 'camera 'aim-pos part) 
(format *betty-trace-stream* 
II-&BETTY: aimpoint at -a" (betty-object-narne part))) 
«'adjust-va-for-object) 
(when (check-object-state self 'camera 'va-for part) 
(format *betty-trace-stream* 
II-&BETTY-Warning: obsolete zoom")) 
(change-object-state self 'camera 'va-for part) 
(format *betty-trace-stream* 
II-&BETTY: view-angle for -a" 
(betty-object-name part))) 
« 'move-obj ect) 
(when (check-object-state self 'camera 'aim-pos part) 
(change-object-state self 'camera 'aim-pos nil) 
(format *betty-trace-strearn* 
II-&BETTY: aimpoint unspecific"))) 
«'explode-object) 
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(when (check-object-state self 'camera 'va-for part)) 
(change-object-state self 'camera 'va-for nil) 
(format *betty-trace-stream* 
IIN&BETTY: view-angle unspecific")))) 
••• 
und Returnwert: 
goal)))) 
;;; Hilfsfunktion zum auswerten der Bedingungen: 
(defmethod (eval-condition animation-planer) 
(condition varassoc) 
(cond ((eq condition t) 
t) 
((member (first condition) 
• (and or not)) 
(eval '(,(first condition) 
,@(loop for subcondition in (cdr condition); Rek. f. geschachtelte 
collect (eval-condition self 
subcondition varassoc))))); Bedingungen 
(t (format *betty-trace-stream* II-&BETTY: testing Ca -a -a) 11 
(first condition) (second condition) 
(betty-object-name (eval-argument self 
(third condition) varassoc))) 
(check-object-state self 
(first condition) 
(second condition) 
(eval-argument self (third condition) varassoc) 
)))) 
;;; Hilfsfunktion zur Auswertung der Argumente: 
(defmethod (eval-argument animation-planer) 
(arg varassoc) 
(cond ((null arg) arg) 
((numberp arg) arg) 
((atom arg) 
(cadr (assoc arg varassoc))) 
Argument ist ein Atom 
((member (first arg) '(* + / -
(funcall (first arg) 
(if (numberp (second 
(second arg) 
max min)) 
; Argument ist ein Term 
arg)) ; Zahl oder Variable? 
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(cadr (assoc (second arg) varassoc))) 
(if (numberp (third arg)) ; Zahl oder Variable? 
(third arg) 
(cadr (assoc (third arg) varassoc))))) 
«equal (first arg) 'superobject) 
reservierte Funktion: superobject 
(betty-find-super-object (eval-argument self (second arg) varassoc))) 
(t ; Argument ist eine Liste 
(loop for element in arg 
collect (eval-argument self element varassoc))))) 
'" Rekursionsschritt: 
(defmethod (instantiate-goal animation-planer) 
(goal) 
(let* 
" , 
«rule (or (find-anim-rule (car goal)) 
(format *betty-trace-stream* 
(varnames 
(varvalues 
(ordering 
(subgoals 
"-&There 
(second rule)) 
(cdr goal)) 
(third rule)) 
(fourth rule)) 
is no rule for -a- 'l." (car goal)))) 
; formale Variablen 
zugehoerige Werte 
; : sequential oder :parallel 
; Liste der Unterziele 
(varassoc (mapcar #'list varnames 
(instantiated-subgoals 
varvalues)); Zuordnung Name-->Wert 
subgoals m. Werten st . Namen 
Schleife ueber alle subgoals (loop for subgoal in subgoals 
) 
collect 
(cons (car subgoal) 
) 
(loop for arg in (cdr subgoal); Schleife ueber alle Argumente 
collect 
(eval-argument self arg varassoc) 
) 
) 
(dec-inst-subgoals ; fertig inst. subgoals weiter dekomponieren 
(loop for goal in instantiated-subgoals 
collect 
(d~~ompose-goal self goal)))) ; Rekursion ... 
(and goal (list ordering dec-inst-subgoals)))) 
Umsetzung eines dekomponierten Ziels in ein Scriptstueck 
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(defmethod (convert-decomposed-goal-to-script animation-planer) 
(goal &optional (now-time actual-time)) 
(or (and (assoc (car goal) primitives) 
(translate-primitiv self goal)) 
(let* ((ordering (car goal)) 
(subgoals (cadr goal)) 
(starttime now-time) 
(endtime starttime) 
(script nil) 
(script-endtime now- time) 
(translation (list ordering))) 
(if (eq ordering ' : sequential) 
" Sequenziell: 
" Parallel: 
(loop for subgoal in subgoals do 
(setq script 
(convert-decomposed-goal-to-script self subgoal endtime)) 
(setq script-endtime 
(second (assoe' : end-time seript))) 
(if (> seript-endtime endtime) 
(setq endtime seript-endtime)) 
(setq translation 
(append translation (list seript)))) 
(loop for subgoal in subgoals do 
(setq seript (eonvert-deeomposed-goal-to-seript 
self subgoal starttime)) 
(setq seript-endtime 
(seeond (assoe ' : end-time seript))) 
(if (> seript-endtime endtime) 
(setq endtime seript-endtime)) 
(setq translation 
(append translation (list seript))) 
finally (setq aetual-time endtime))) 
(if (> endtime overall-end-time) 
(setq overall-end-time endtime)) 
(setq translation 
(append '((:start-time ,starttime) 
(:end-time ,endtime)) 
(list translation)))))) 
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