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ABSTRACT 
This thesis examines the long memory property of financial time series 
specifically returns and volatility. In our analysis we use wavelets and their 
decorrelating property to model long memory processes. For returns, it has been 
observed that their long memory parameter is very close to 0. Based on 
improvements we have proposed for a wavelet estimation method, and on Monte 
Carlo tests for the power of several semi-parametric methods in distinguishing 
long memory, we re-examine the long memory property of returns of several 
financial assets. 
For volatility a Bayesian estimation method in the wavelet domain is proposed for 
long memory stochastic volatility models with shorter memory dynamics as well, 
in the form of autoregressive or moving average parameters. Although estimation 
of these types of models can be unstable, we apply them to data describing 
various financial assets where we find that the dynamics involved might be more 
complicated than expected, since both long and short memory parameters are 
found to be statistically significant. Finally, we compare on the basis of density 
forecasts, for the first time, the long memory stochastic volatility model with 
GARCH-type models for data describing a range of financial assets. 
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1 Introduction 
Since the seminal work of Bachelier (1900) who introduced Brownian 
motion in the world of finance, there have been numerous attempts to improve the 
stochastic processes used to represent the movement of prices. After observing 
empirically the characteristics of financial assets, researchers have tried to build 
models that replicate their behaviour. For example Mandelbrot (1963) has 
highlighted that outliers in returns occur more often than a normal distribution 
would predict and that the dependence structure is far more complicated than 
what the assumption of independence, which is usually used, implies. 
One concept which has been studied in relation to the properties of financial 
markets is long memory. Long memory can be defined as the strong dependence 
between observations that decreases as the distance in time between them 
increases but at a very slow rate. This means that very low but still significant 
autocorrelations can be found even for observations separated by long intervals. 
The literature about long memory in finance and economics focuses on 
determining the existence of the phenomenon and correctly estimating it. It also 
investigates how existing models can be expanded or proposes new ones. These 
models can then be used for example to obtain more informed predictions of 
future values since dependence in the time series is better exploited and more 
accurately represented. 
The aim of this thesis is to analyse the long memory characteristics of 
financial time series. This analysis is based largely on wavelet functions. 
Wavelets perform a mathematical transformation which is similar in some aspects 
to Fourier transforms since they decompose time series in the frequency and time 
domain. They have been developed extensively over the last 20 years and possess 
a number of properties which are used in various applications. One of these 
properties is that after applying the wavelet transform to time series with 
long 
memory, the resulting coefficients are almost independent and can be used to 
estimate long memory. 
II 
CHAPTER I- INTRODUCTION 
Our study of long memory is concerned with two types of financial time 
series, returns of financial assets and their volatilities. For returns empirical 
research has shown that they do not follow a long memory process, although 
results for some assets differ and long memory parameters are accepted 
marginally as statistically significant. Our aim is to investigate more thoroughly 
the properties of a number of estimators for correctly detecting long memory and 
then apply them to various categories of assets. In contrast for volatilities, it is 
widely accepted that they are affected by long run dynamics. For this reason both 
ARCH-type and stochastic volatility models have been expanded to include long 
memory parameters. We propose an estimation method for a long memory 
stochastic volatility model, in the wavelet domain, that also features short 
memory parameters. In general for long memory models it has been shown that 
short run dynamics introduce bias to the estimation of the long memory parameter 
unless they are included in the model. Therefore our method aims at improving 
estimates of long memory in volatility while still taking advantage of the wavelet 
approximations. Finally we compare in an innovative way the forecasting ability 
of this model with other known volatility models from the literature. 
In Chapter 2 we introduce wavelet theory and describe the wavelet 
transform with the help of some examples. Wavelets are used in several parts of 
the thesis, therefore it is useful to explain briefly how wavelet functions and the 
most common transform, the discrete wavelet transform, work. In Chapter 3 we 
review a collection of papers that show the applications of wavelets in finance. 
Our attention in Chapter 4 turns to long memory processes as we present 
some long memory models and estimation methods, including those based on 
wavelets. We investigate a semi-parametric wavelet method for estimating long 
memory and based on Monte Carlo experiments propose some improvements that 
have to do with selecting the wavelet coefficients from the appropriate levels of 
frequency so that estimation is more accurate. For example, mostly low 
frequencies are expected to be related to long run dynamics of the series. 
Consequently using coefficients from these levels will improve our estimates. We 
also examine the implications of short run dynamics to the performance of the 
method. For returns, empirical analysis has shown some cases where long 
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memory parameters are found significant but still are very close to 0. In the next 
part of the chapter we focus on the performance of various estimation methods for 
long memory. One of the tests we conduct compares the power of different 
methods for correctly accepting the long memory parameter as statistically 
significant even when it is almost 0. We then apply the methods to returns of 
several financial assets since they offer a new perspective to the interpretation of 
results for the cases when the long memory parameter is very close to 0. 
It is widely accepted that long memory is a common property for volatility 
of returns of various financial assets. For this purpose the standard models for 
volatility such as GARCH or Stochastic Volatility have been extended by 
introducing a fractional integrating parameter. In Chapter 5, after briefly 
discussing some volatility models, we turn our attention to the Long Memory 
Stochastic Volatility model. Based on the decorrelating property of wavelets, we 
construct a Bayesian estimation procedure for the model in the wavelet domain. 
Stochastic volatility models are generally very difficult to estimate compared to 
GARCH but Bayesian methods with Markov chain Monte Carlo algorithms are 
widely used for this purpose. Furthermore the use of wavelets in order to simplify 
the estimation of long memory models is accepted as a sensible approximation. 
Our goal is to use this wavelet approximation and a MCMC algorithm in order to 
estimate models that include both long memory and short memory parameters. 
Originally stochastic volatility models with this type of specification for the 
volatility process were very complicated to estimate. Since the estimation is done 
in the wavelet domain, the degree of complexity is reduced and we show from 
results on simulated data that the method estimates the parameters of the model 
successfully. We compare two approaches for the approximation of wavelet 
coefficients of log-squared errors and show that we should use a method that is 
flexible but still computationally simpler than others proposed in the literature. 
The importance of volatility models in finance is evident from their various 
applications. For example in option pricing we need to know the volatility process 
for the duration of an option in order to price it correctly. Similarly when 
calculating the risk of an investment, a wrongly specified volatility model might 
mislead the investor into reaching decisions that do not reflect their true risk 
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profile. In Chapter 6 we apply the long memory stochastic volatility model to data 
of a set of financial assets and using the Bayesian estimation method we propose. 
Our results confirm that the long memory parameter is significant for volatility. In 
some cases we discover both long and short memory effects in the volatility 
process, an important issue which proves the difficulty of correctly specifying 
volatility models. Furthermore we consider forecasting with the LMSV model and 
compare it with other volatility models such as GARCH and FIGARCH in an 
innovative way. As we use a Bayesian estimation method for the model, we 
obtain predictive distributions for future returns and prices. We obtain density 
forecasts from the other models as well and evaluate and compare them for 
different forecast horizons to test whether long memory models provide better 
forecasting for longer horizons. The results indicate better accuracy of density 
forecasts of models with a fractional integrating parameter compared to the 
standard models, as the forecast horizon increases. 
14 
2 Wavelet Transforms 
2.1 Introduction and Historic Overview 
Wavelet analysis is a relatively new method of analysing data. "Wavelet", 
by definition, means a small wave and the term first appeared in the 1980's 
(Morlet, 1982), in order to describe an oscillatory function that has compact 
support. Haar first in 1910 had found some basis functions that were able to 
represent a continuous function in [0, I] and at the same time were defined on the 
finite interval. Later on Levy, during the 1930's, investigated how Brownian 
motion can be analysed by using Haar basis functions. Weiss and Coiffnan 
between 1960 and 1980 were interested in representing a function by simple 
elements, called atoms, which would be sufficient to reconstruct the elements of 
the function space. However it was not until 1980 that wavelets were formally 
introduced by Grossman and Morlet who defined the inner products of wavelets 
and functions and the resulting wavelet coefficients. That way they offered 
another approach to wavelet analysis, closer to physical sciences rather than 
mathematical theory. The next significant step towards making wavelets a tool 
that can be widely applied was done by Mallat (1989) who managed to relate 
features of signal processing like quadrature mirror filters and pyramid algorithms 
to aspects of wavelet analysis. This helped with the construction of new wavelet 
basis functions like the ones proposed by Daubechies (1988), which share a lot of 
important characteristics and are involved in a wide variety of applications. 
Wavelet analysis was established with the continuous wavelet transform in 
the beginning but a lot of applications were related with the discrete wavelet 
transform mainly because of the fact that it could be applied to experiments 
producing discrete datasets. The wavelet transform bears some similarities to the 
Fourier transform. However it offers some unique features, which allow the 
representation of time series in both the time and frequency domain. This means it 
is possible to reveal aspects of the data that are not clear in the original data set. 
For example it is possible to focus on some specific scales (which correspond to 
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low or high frequencies, although this is not a direct relationship) and make 
inference for different time horizons. In finance this is obviously helpful since 
there are agents operating at different time horizons. 
One of the first methods used to analyse the frequency of a signal was the 
Fourier transform (FT). Fourier showed that an infinite sequence at with 
YI at I< oo can be written as an expression in terms of sine and cosine functions 
t=ý 
(Percival and Walden, 2000), as 
1/2 
at f A(f )e 
i2 Tft df 
1/2 
and the Fourier coefficients are computed in this case by 
-i2 ir ft A(f)= ate 
where e"' ft = cos(2)7ft) +i sin(2)zft) and If I !! ý 1/ 2 
The Fourier coefficients explain how sines and cosines are modified in 
order to represent the function and what is their contribution to each of the 
frequencies f. 
However the major disadvantage of Fourier transform is the fact that it 
cannot give any information about the frequencies during time. It can tell us what 
frequencies are present in a signal but not when in time these frequencies occur. 
This is not important when the signal is stationary, which means that all frequency 
components exist at all times. In this case knowing the frequency components is 
the main goal and the Fourier transform offers this information clearly. This 
happens because of the nature of the trigonometric functions used in the FT. They 
retain constant amplitude for the same frequencies over any time interval of the 
time series they are applied in, which explains the stationarity assumed when 
using FT. 
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For high absolute values of A(f) the corresponding frequencies f play an 
important role in the sequence as the terms in the summation match. When the 
sequence at is reconstructed from the FT, the higher their values the more 
influence they have when synthesizing back the sequence. The sequence and the 
FT represent the same mathematical entity as it is often mentioned in Percival and 
Walden (2000). 
However researchers are often interested in the time localisation of the 
signal. When the signal contains dynamic features, the analysis resulting from the 
FT is not able to reveal them. Knowing the frequency components is not enough. 
Wavelets offer time and frequency representation, which means that it is possible 
to obtain information at the same time about the frequency components of a signal 
and their time support (Nason and Silverman, 1994). 
In order to obtain this kind of information it is possible to use a windowed 
version of the signal. This way, short parts of the signal in time (window) are used 
in order to get information about frequency. However it is not possible to know 
the exact frequencies in each instance of time due to the Heisenberg Uncertainty 
Principle. This means that the windows have to be of certain length and the 
assumption that the signal is stationary is used, in order to interpret the results 
concerning the frequency in each time interval by using the Fourier transform. 
The windows work like weighting functions that split the signal into sections, so 
that each of them is analysed separately. By using large windows the resolution in 
frequency domain is good but this is not the case with time resolution. The 
inverse will happen if narrower windows are used. This general method is called 
Short Term Fourier Transform (STFT) and its main characteristic is the selection 
of the window, as different window lengths will produce different results and 
offer different approaches to the analysis. The window can be decided based on 
the signal analysed. This means that the researcher might be able to tell whether a 
window distinguishes between the frequencies of the signal and use it. However 
there are many cases where it is not easy to choose a window that offers a clear 
frequency and time representation of the signal. 
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The figure below shows roughly why the Heisenberg principle doesn't 
allow knowing the exact frequencies in exact time points. Both graphs show some 
Fourier coefficients, used as windows to split the signal. Figure 2.1a has good 
frequency resolution, as the windows are quite short. However the time resolution 
is not so good because of the fact that the windows are over a long period of time 
(low time resolution). In contrast, Figure 2.1b shows a version of the windows 
with some better time but lower frequency resolution than the previous one. It is 
important to note that the area of each cell cannot be less than a certain constant, 
as Heisenberg's uncertainty principle implies. By keeping the area of each cell 
constant in the graphs below, this principle's constant is attained. 
C-) 
I 
Time 
C-) 
I 
Time 
Figure 2.1. The Fourier coefficients in two different approaches, one with high 
-frequency resolution (2.1 a) and one with high time resolution (2.1 b). 
The solution to the problems discussed above leads to the wavelet 
transform. The main advantage of wavelets as opposed to the above methods is 
the fact that the windows vary. This means that different windows are used in a 
wavelet transform when it is applied. The goal is to obtain the needed information 
in the frequency and time domain. One should not forget that the main reason for 
using wavelets is the fact that they provide time and frequency localisation unlike 
the Fourier transform (Nason and Silverman, 1994). This weakness of the Fourier 
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transform can be seen in the two graphs above (Figure 2.1), as the resolution 
remains the same for the whole frequency band and time period. In order to 
overcome the problems with resolutions that are encountered when using STFT, 
wavelets offer poor time resolution (therefore, good frequency resolution) for low 
frequencies and poor frequency resolution (good time resolution) for high 
frequencies of a signal. This assumes that the high frequencies occur only at some 
points, while low frequencies are present for the biggest part of the signal, an 
assumption that is true for many applications and allows the power of wavelets to 
be used widely. This feature of the wavelet transform is shown at the graph below 
(Figure 2.2), a similar graph to the ones above that showed Fourier transform. 
Each cell represents the wavelet coefficients. This time, the resolution differs as 
the frequency and time change. It is obvious that the frequency resolution is much 
better at the low frequencies, while the time resolution is higher at high 
frequencies. Furthermore the area of each cell is the same, apart from the lower 
one, which represents an average for all the coefficients. The remaining cells all 
have the same area, but offer different resolutions at each level. 
>S 
Time 
Figure 2.2. A view of some wavelet coefficients. 
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Until now the main reason mentioned for using wavelet decomposition 
instead of Fourier transform was the time-frequency localisation that they offered. 
However there are some other characteristics of the wavelet transform which offer 
great advantages compared to methods such as Fourier transform. It has been 
shown that for certain functions, that contain discontinuities, wavelets are able to 
provide a better representation. Wavelets can represent them quite efficiently 
without affecting the rest of the decomposed signal, a benefit offered by the time- 
localisation characteristic. Furthermore they offer the choice of focusing in certain 
frequencies and analysing them separately depending on the application. The 
aforementioned strong points of the wavelet transform in terms of resolution 
analysis and representation of functions with discontinuities have made them 
excellent tools in signal processing. In addition the computational complexity for 
the algorithm performing the Discrete Wavelet Transform, which is one of the 
most widely used wavelet transforms especially for time series analysis, drops to 
O(n) compared to 0(n* 1092(n)) for the Fast Fourier Transform. 
There are many papers and tutorials on the Internet explaining the main 
features of Wavelet Transform, written by researchers in different fields and 
offering different points of view on the subject. Most of them have an 
introduction on Fourier Transform so that one may realize how wavelets improve 
the situation in many applications. Nason and Silverman (1994) and Vidakovic 
and Mueller (1994) offer a smooth introduction to Wavelet Transform with 
numerical examples and well-known applications. Apart from these there are 
several books that explain the mathematical theory of wavelets: Chui (1992), 
Daubechies (1992) and Mallat (1998). Ogden (1997) and Vidakovic (1999) offer 
an introduction to wavelets from a statistician's point of view. Percival and 
Walden (2000) focus on the analysis of time series with wavelets, providing many 
examples as well as theoretical concepts. Gencay, Selcuk and Whitcher (2001) 
adopt a similar approach but aim to illustrate the use of wavelets for economists 
and financial analysts. 
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2.2 Mathematical Principles of Wavelets and some 
Important Wavelet Transforms 
2.2.1 Definition of Wavelet Functions 
The wavelet transform is a mathematical method and in order to have a full 
understanding of how it works, the mathematics that explain all the qualitative 
characteristics described earlier must be explained. 
In general wavelet means a "small wave" to distinguish if from the sine or 
cosine functions that constitute a "big wave" as they go on for the whole of the 
real axis. A function V/ that satisfies the following equations can be considered as 
a wavelet: 
fVf (x)dx =O 
and 
fV'(x)dx 
= 1. (2.2) 
The second equation (2.2) means that the function must make some 
excursions away from zero and these must be in a finite interval, while only an 
insignificant part of the function will be nonzero away from this interval. If this is 
not true then equation (2.2) will not hold, as the integral will not converge to 
unity, meaning that the function makes infinite excursions away from zero in 
different time intervals. Equation (2.1) guarantees that the function will look like 
a wave since it will oscillate below and above zero. 
The Fourier transform uses sines and cosines to represent a function. In 
contrast, wavelets use some other functions that form orthogonal bases in order to 
achieve the representation of the original signal. These functions are dilations and 
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translations of one single function, called the "mother wavelet". The orthogonal 
basis they form is called the wavelet basis. By knowing the mother wavelet, it is 
possible to calculate the wavelet functions that are needed to decompose the 
signal. The formula below shows how each wavelet VIjk is derived from the 
mother wavelet Vi 
V/ (X) j2 (2.3) jk 
These wavelet functions are shifted versions of the mother wavelet when 
parameter k changes or rescaled versions when parameter j varies. This means 
that the wavelet functions can change location on x-axis as well as become longer 
or compressed. Their ability to change shape in the aforementioned way offers the 
time and frequency localisation characteristic as at each time point the wavelets 
can be rescaled and approximate a different frequency component of the signal. In 
the Ff the sine and cosine functions constituted an orthogonal basis for the 
function space The set of wavelets yfk ,k, j (=- Z constitutes a 
complete orthonormal system for Lý (R) (Daubechies, 1992). L2 (R) is the space 
of all functions with a well defined integral of the square of the modulus of the 
function. An informal proof of this theorem is also given by Ogden (1997). In this 
proof, the idea of breaking down a function in approximations that represent it in 
different scales is introduced. This will be formally presented later. 
However apart from the wavelet functions the wavelet coefficients are 
needed, in order to reflect the weight of each wavelet in the decomposition of the 
signal. If a wavelet Vjk matches the shape of the signal then the value of the 
wavelet coefficient would be high. Then for location k if for example dilation j 
corresponds to high frequencies, a high absolute value of the wavelet coefficient 
means that the signal has significant high frequency content. 
Now that the tools used to perform the WT have been introduced it is time 
to describe mathematically some of the different types of WT. First is the 
Continuous Wavelet Transform (CWT) that can be written as, 
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fik vlik (x) 
') (2.4) 
ik 
which is a product of the wavelets and some coefficients. These coefficients are 
calculated below: 
fik = 
ff 
(X) Vlik (X)dX 
« (2.5) 
The function for the coefficients is doubly indexed. The first index, k, refers 
to the different points of the function while the other index, j, changes the shape 
of the wavelet function by rescaling it and refers to different sizes of the area 
around k. This means that it works like the Fourier Transform but this time the 
size of the window changes, according to j as it moves according to k. The 
rescaled versions of the wavelet function offer the analysis in the various 
frequencies while the time index makes the representation local. 
The coefficients of the CWT may offer unnecessary information and make 
things more complicated. As the dilation and translation parameters change in 
CWT the difference in the magnitude of the coefficients is not so big. By taking 
advantage of the fact that the same information can be represented in a simpler 
way the Discrete Wavelet Transform (DWT) was introduced. DWT can be 
applied in samples of size 2, nGZ and uses a fast algorithm to compute the 
wavelet coefficients. The details about the algorithm will be presented later. 
2.2.2 Some Examples of Wavelet Functions 
An interesting characteristic of wavelet theory is the fact that it is possible 
to construct and then use many wavelet families based on the main points and 
assumptions that have been established. One of the simplest wavelet functions and 
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the first one that was discovered is the Haar Wavelet by Alfred Haar in 1910, 
which is based on the following mother wavelet 
O<x<- 
12 
V/(X) 
2 !ý x< 
10 otherwise 
Haar wavelets in general are quite useful in order to show how wavelets 
work from a mathematical point of view, since the calculations are simple 
compared to other more complex wavelets. Haar wavelets are quite jagged and in 
most applications smoother wavelet functions are needed instead. However they 
still have the properties of symmetry and orthogonality and they are the only 
known symmetrical wavelets with compact support. Symmetry means that there 
are no phase shifts involved in the wavelet transform, thus the wavelet 
coefficients can be related to events from the original time series. If phase shifts 
are introduced the coefficients are associated with different time points than are 
the events of the time series, making their interpretation more difficult. 
Orthogonality is an important property for any transform (also holds for the FT) 
and means that it is possible to reconstruct the original time series from their 
transform. Figure 2.3 has the Haar mother wavelet. 
The Haar wavelet, as it can be seen from the graph, is one of the least 
smooth wavelets. It can be used to represent functions with discontinuities or 
jumps like Poisson processes but it is not the appropriate wavelet family for 
smooth functions. Daubechies (1988) proposed two families of wavelet functions 
that have been used in a lot of applications. These families are the "extremal 
phase" and "least-asymmetric" wavelets and each one has a number of different 
bases indexed by N, which corresponds to the number of vanishing moments. A 
wavelet has N vanishing moments if all the moments up to N-1 of the wavelet 
function are 0. They are compactly supported and have different degrees of 
smoothness. For the "extremal phase"' wavelets, there are nine different ones 
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ranging from N=2 to 10, while for the "least- asymmetric" wavelets there are 
seven different ones ranging from N=4 to 10. The same way of indexing the bases 
in the two families was used in the original paper by Daubechies (1988) and they 
become smoother as the value of N increases. Figure 2.4 shows the Daubechies 
mother wavelet for the two aforementioned families and for N =418,10. Clearly 
the functions become smoother as N increases however they are not symmetric. 
The "least-asymmetric" wavelet family is more symmetrical than the "extremal 
phase" family but both are orthonormal. 
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Figure 2.3. The Haar mother wavelet. 
Apart from the Haar and Daubechies wavelets there are some other ones 
like the Mexican hat (owes its name to its shape) or the Morlet wavelet. The 
choice of wavelet depends on the application considered and especially on the 
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function that is going to be decomposed by the wavelets. Each wavelet family has 
different characteristics, which are appropriate for different cases. For example 
the Haar wavelet despite its jagged nature, that makes it perform poorly with most 
smooth functions, can be a valuable tool in detecting spikes. In general the 
Daubechies wavelets have some elegant properties and are preferred in many 
applications. 
p 
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Figure 2.4. The Daubechies "extremal phase" and "least-asymmetric" wavelet 
functions for different number of vanishing moments. 
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2.3 The Algorithms that Perform the Discrete Wavelet 
Transform 
2.3.1 The Use of Wavelet and Scaling Functions 
Now it is time to present the way wavelets are used to perform the Discrete 
Wavelet Transform. DWT has been very popular with time series analysis as the 
datasets that come from many experiments are discrete and DWT offers a 
straightforward way of analyzing them. Wavelets can be thought of as "lens", as 
Ramsey (2002) mentions, that can reveal features that were hard to detect before. 
Especially for the DWT it has been shown that it is a fast algorithm and can also 
be used in conjunction with other methods of time series analysis. 
First of all, for the method to proceed, the sample size of the dataset must be 
N=2J. Then if there is a discrete function f it can be written in terms of the 
wavelet functions and coefficients as, 
f (x) cjk ojk(x) + ly (2.6) 
., 
djk VIjk (X) - 
k jýffl k 
where the functions Ojk are translates of a scaling function 0, orthogonal to V/, 
the mother wavelet. This scaling function is called the father wavelet and it 
represents the smooth component of the function. The scaling coefficients CR are 
calculated from the convolution of the function f 
(-) with the scaling function 
CA = 
If 
(X) OA (x)dx 
and in general are associated with long-term averages of the data while the 
wavelet coefficients djk result from the convolution of the function 
f (-) with the 
wavelet functions 
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djk ý 
ff 
(X) 
Vljk (X)dX 
and are associated with differences between averages at different scales. This is 
easy to see when the Haar wavelet is applied but it is true for other wavelets as 
well. The only difference is that for the other wavelet families the differences 
might be of different orders or between weighted averages. Percival and Walden 
(2000) in their book have some examples that show exactly how wavelet 
coefficients can be interpreted in the Haar wavelet case but also in more complex 
wavelet families. Part of the success of the Daubechies wavelets is the fact that 
the resulting coefficients have a physical meaning in terms of averages and their 
differences. 
The dilations and translations of a mother wavelet constitute an orthonormal 
system for a function fE=- L2 (R). This means that the wavelets are orthogonal to 
each other and have total energy of one (normalised). The orthogonality of the 
wavelet functions can be expressed as 
I if j= fand k= k' 
Vjl (X) Vj'k' (x)dx =f0 otherwise 
The energy of the wavelet functions is one according to 
12 
= 1. dx jk 
The sequence of subspaces ... cV. -, cV,,, cV,,,,, 
c ... 
decomposes Lý (R) 
since each subspace Vj consists of functions of resolution 2j. The scaling function 
0 forms an orthonormal basis of V, and by rescaling it bases for the other 
subspaces can be obtained, for example Oik with kE=- Z for the subspace Vj. 
However in order to move from coarser approximations to finer ones some details 
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are needed. These details come from the orthogonal complements Wj of the 
subspaces Vj so that 
Vi+l vi- G)w 
i-. 
Symbol (@ denotes the direct sum of two subspaces. The elements of the resulting 
space can be written in one and only one way as the sum of an element from each 
of the two components of the direct sum. Then it can be shown iteratively that 
Vn+1 =: V,, G) 
(@ 
n. Wj, ncN. The dilations f jk with kE= Z of the mother n0V 
wavelet V/ constitute an orthogonal basis for Wj. The bases that are formed from 
the wavelet functions are the "residuals", as Ogden (1997) mentions, between the 
coarser and finer approximations. The use of scaling and wavelet functions allows 
an approximation up to a desired level of resolution j by recursively extending the 
decomposition to the subspaces. Then one can focus on certain levels and from 
the manipulation of wavelet coefficients that have been obtained for these, 
discover features that are evident there. 
2.3.2 The Pyramid Algorithm 
Mallat (1989) showed that the scaling and wavelet coefficients could be 
calculated using a methodology called subband coding, which is a way of 
decomposing a discrete signal. The algorithm uses some filters (called quadrature 
mirror filters which form a filter bank that splits a signal into two bands) and 
more specifically passes the signal through smoothing and high pass filters at each 
step (h(k) and g(k) ,keZ respectively) with filter width L. In the context of 
signal processing filters are used to modify the harmonic content of a signal. The 
algorithm starts at the first level by smoothing the signal with filter h, which 
means that some values of the signal are eliminated in order to get samples that 
correspond to a lower frequency. The filter allows only half of the values of the 
J-1 signal to the next step, so the data at the next level are N12=2 . Filter g is used in 
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order to get the detail d at this level, which means that from this action the 
wavelet coefficients will be calculated for this level. 
It is also notable that the two filters are connected with the expression 
below, meaning that one can be deduced from the other, 
(2.7) 
Furthermore, the two filters have the following properties 
L-I L-I L-I 
jg(j) 0 1: g2 (1) =I and 
Ig (1) g (1 + 2n) =0 for all nonzero integers n 
1=0 1=0 1=0 
L-I L-I L-I 
W) V-2 
, 
1: 2(j) 
=I and 
Y. W) W+ 2n) =0 for all nonzero integers n h 
1=0 1=0 1=0 
These properties are derived from the relationship 
O(x) = 
Ih(k)-J2o(2x-k) 
which relates the scaling functions at different scales, after integrating in both 
sides and using the orthogonality property of the scaling functions. This 
relationship allows the construction of the scaling functions and together with 
equation (2.7) of the wavelet functions from previous scales. This can be seen 
from equations 
=1 
Ojk (X) 
, h(1) 
Oi-1,2k+I-1 
.d N(x) and 
VIjk 
(X) 
= 
19 (1) Oj-1,2k+I-1 
mod N 
(X) 
' 
11 
These equations form the basis of the subband coding since at every scale 
by using the appropriate filters the coefficients are calculated from the previous 
scales. The scaling coefficients then for example are obtained from 
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Ckj 
ff 
('V) 0 
ik W dx 
= 
ff (. V) 
Y h(l) 
ff 
(X) Oj-1,2k+l-l 
mod N 
(X) 
=I 
-1 mod N 
(X) 
., 
h(l)c2jk+l-l mod N 
i 
_, 
h(I)O, 
i-1,2k+l 
I 
while the wavelet coefficients from 
dk' .ff (X)Vf 
ik 
(X)dX 
Oc ff Wy, 9(1)0j-1,2k+]-l 
mod NW 
g(l) 
ff (X)Oj-1,2k+l-lmod 
NW= 
Yg( 
2k+l-l mod N 
II 
Assume that the vector of observations is x with N= 2" number of 
elements. The next Figure (2.5) shows graphically the DWT, with the smoothing 
filter h that produces the scaling coefficients c at each step and the high pass filter 
g that produces the wavelet coefficients d. 
h 1Cj- T-ý4-cj 
g Ig 
dl II d2 II dJ 
Figure 2.5. The Pyramid algorithm for the DWT. 
The multiresolution analysis (MRA) that results from the above procedure 
can be written as, 
i 
x=S. +), Dj (2.8) 
i=l 
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where Si is the smooth component of the function and Dj are the detail at each 
level, which offer a more accurate representation as j increases. Sj is composed 
from the scaling coefficients as 
i £-WCJk 
OA 
k 
while the detail Dj are 
Di = 
Idjk 
Vfjk 
k 
The smoothing works as a dyadic decimation of the signal. This means that 
when it is applied, the size of the sample of coefficients is half of that at the 
previous level. At level j the set of Nj=2j-j data can be written as cI Ci and 0 --9 Nj-1 
calculated with the use of the smoothing filter, 
L-1 
c J. = 
jh(l)cj-1 (2.9) k 2k+l-l mod N 
1=1 
On the other hand, the detail that come from the filter g are computed by a similar 
formula 
L-1 
d' Yg(l)cj-, (2.10) k 2k+l-l mod N 
1=1 
These two filters will be applied to the signal at level j so that the smoothing 
filter h will provide a new data set, which is half the size of the one at the 
previous level, while the high pass filter g will provide the wavelet coefficients 
for level j+l. If detail Dj is added to the decomposition as in equation (2.8) the 
approximation becomes finer and gets closer to the original function. After 
running the algorithm the result will be a vector with the coefficients that are 
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calculated at each step. The total number of coefficients is 2j like the size of the 
dataset. The vector can be written as, 
J, d, d'-', d,... d', 
_, 
(CO 
0010 
2.3.3 An Example of the DWT Using the Haar Wavelet 
A simple example of the pyramid algorithm can be given by using the Haar 
wavelet, which is the simplest wavelet function. The low pass filter for the Haar 
wavelet is 
h(O) = h(l) =I- 
, 
[2 
while the high pass filter can be obtained using equation (2.7) and is 
g(o) = -g(l) =I T2 
The values for all other k are 
h(k) = g(k) =0- 
In general the filters are obtained from the scaling function 
by 
O(x) = Yh(k)V20(2x - k) 
k 
as they are defined as 
ý0 (x),, ý2 0 (2x - k)) 
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Assume that there is a vector X= (1,1, -2,4,3,0,1,2) of size 23 and is going to 
be analysed by using the DWT with the Haar wavelet. The first level of the 
decomposition gives the wavelet coefficients from (2.10), 
(1 
1) = O'_ 
63 
d dl', d,, d' 01 V-2 ' V-2 2 
while the scaling coefficients are calculated from (2.9), 
23 (co, 
cl 
, 
C2 , 
C3 V-2'V2 2' 
These calculations can also be performed in the following matrix form for 
the wavelet coefficients 
000000 
-2 -2 
11 -2 
(d', d', d d') 
00 T2 
NF2 
00004 
0123000011003 
V -2 V2 0 
0000001 V2 
2 
and scaling coefficients 
(IIII= 
CO, cl , 
C2 I 
C3 
) 
00000 
, 
r2 r2 
-2 
00 V-2 V-2 4 
00001003 V-2 0 
000000 V-2 T2 
I 
2 
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The coefficients at the next level will be half as many as in the first one and 
will be calculated by applying filters h and g to the vector of c' . For the wavelet k 
coefficients, 
(d 2, d') 01 
while for the scaling coefficients 
(C 2, 
c2 
01 
Finally at the last level of the decomposition again by applying the filters at 
the vector of scaling coefficients c' the wavelet coefficient obtained is k 
(dO ) 
= V2- 
and the scaling coefficient, 
(Co) 
= 
Q) (5 / NF2-), is proportional to the The scaling coefficient at level 3,0 
average Xc0/8= 10 /8 of the elements of the vector X as it was mentioned k 
k 
when describing the interpretation of scaling and wavelet coefficients. On the 
other hand the wavelet coefficients represent differences between the averages at 
different scales. For example the coefficients at level 2, 
(d 2d 2) = 
(0,0), 
show that 01 
1357 
the averages LcO12 and L"cO12 as well asLco/2 and 
Lc"/2 have 
kkkk 
k=O k=2 k=4 k=6 
differences equal to 0. In the same way the rest of the wavelet coefficients can be 
35 
CHAPTER 2- WAVELET TRANSFORMS 
interpreted by taking into account that they are proportional to differences of 
averages at different scales. 
2.3.4 The Inverse Discrete Wavelet Transform 
The example discussed above shows how to perform the DWT by 
considering the simple case of a vector with few elements and the Haar wavelet. 
The original signal can be acquired from the results obtained by DWT. The 
inverse discrete wavelet transform (IDWT) reconstructs the original signal and 
this can be done perfectly for some wavelet families and especially for the 
Daubechies wavelets as they satisfy the orthonormality property. The 
reconstruction follows the algorithm described above, in reverse. This means that 
it will begin from the coefficients at level J and reconstruct the values of the 
signal at level J-1. Then, these will be used with the wavelet coefficients at the 
next level to move to the next one. The mathematical expression for this 
procedureis 
L-I L-I 
ci-1 = 
I: h(l)cj + 1: g(l)d i n k+1 mod 2j-j k+I mod 2j-j 
1=0 1=0 
and this shows how to obtain the values c 
j- I from both the values cJ and the 
wavelet coefficients (dJ) of the previous level. 
2.4 Another Approach to the Wavelet Transform; The 
MODWT 
Apart from the discrete wavelet transform, there is another approach of 
decomposing a signal that uses in general the same principles. It is called the 
maximal overlap DWT (Percival and Walden, 2000) but it is also 
found as 
Stationary wavelet transform or non-decimated wavelet transform in some papers 
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like the one by Nason and Silverman (1995). The coefficients are not decimated 
in each step of the transform, like in the DWT, leading to a redundant 
representation of the original data. At DWT, information is obtained only at 
dyadic locations i. e. at multiples of 2i for each level j of the decomposition, while 
using the MODWT the coefficients are calculated for all the locations at each 
level. This can be done by just applying the low and high pass filters to the data 
without decimating the sequences that come as a result, meaning that they are of 
the same length as the original sequence (signal) and the number of coefficients is 
the same for every level. Because of that redundancy MODWT is no longer an 
orthogonal transformation but in many cases may reveal aspects of the signal that 
were not easy to distinguish with the DWT. This can be seen mostly in 
applications and Percival and Walden (2000) include a few examples that show 
the advantages of using the MODWT instead of DWT. 
The main characteristic of the MODWT is that the transform is not affected 
if the signal is shifted. In contrast there are differences in the coefficients of the 
DWT mainly because of the dyadic decimation. MODWT has the same number 
of coefficients in each level meaning that by shifting the signal the detail Dj and 
the smooth component Sj will be shifted as well. The multiresolution analysis 
written for DWT is the same for MODWT, 
i 
(x) =sj + >"Dj , j=I 
but the smooth and the detail components are not exactly the same because of the 
redundancy in the coefficients. One more advantage of MODWT that comes from 
its zero phase property is the fact that the MRA can now be aligned with the 
events in the original signal while at the DWT it was not always possible to relate 
the two. The algorithm for the MODWT is more demanding than the one for 
DWT as it requires calculations of order 0(n - 1092(n)), which is similar to FFT's 
complexity. However it is performed with the pyramid algorithm, as the DWT, 
with the difference being that no downsampling occurs. 
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The filters that are used in the MODWT are rescaled versions of the filters 
for the DWT, 
g(I)IV2 and 
ý (1) =h (1) / V-2. 
They have similar properties to the ones mentioned for the filters of the 
DWT since 
L-I L-I L-I 
ýk' 
(1) = 1/ 2 and Y. k (1)k + 2n) =0 for all nonzero integers n 
1=0 1=0 1=0 
P(1) = 1/ 2 and fi (Ofi (1 + 2n) =0 for all nonzero integers n. 
1=0 1=0 1=0 
Equation (2.7) that was given for the DWT filters, holds for the MODWT filters 
as well. 
As it was described the pyramid algorithm for MODWT follows the same 
steps as the one for DWT without the downsampling taking place. Therefore the 
scaling coefficients are calculated from 
Fkj 
and the wavelet coefficients from 
dJ kl mod N 
for level j of the decomposition. 
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2.5 Wavelet Variance 
An important property of the Discrete Wavelet Transform is the 
decomposition of the variance of a time series across scales. If there is a vector of 
observations x with k elements then it can be shown that 
IIXI12 
1 112 
+11 Elldj Ci 
j=l 
where dj is the vector of wavelet coefficients for scale j, cj is the vector of 
scaling coefficients and Jjxjj' = x'x. 
This formula offers decomposition on a scale-by-scale basis as each vector 
dj corresponds to a different scale and shows how much each scale j contributes 
to the total "energy" of x. This equation also holds for the MODWT. 
The time-independent wavelet variance at scale j is defined as 
v2 
(j) 
= Var(dj, k 
). 
The wavelet variance decomposes the variability across the scales and the sum of 
these variances for all the scales is equal to the variance of the process, 
Y v'(j) = var(x). 
i 
Therefore it can be used instead of the variance of the process. 
Wavelet variance is also related to the spectral density, which decomposes 
the variance across frequencies so that 
1/2 
ff var(x). 
-1/2 
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Similarly 
I/ i 
2 
If 
(A) dA V 
-1 / 2i" 
The wavelet variance is more efficient for the MODWT. Since the 
MODWT has the same number of coefficients at all the scales, equal to the total 
number of observations N of the observed sequence, the biased estimator of the 
wavelet variance is 
N 
Jýjk 
k=l 
For the unbiased estimator not all N values for each scale are selected. Depending 
on the length of the filter some values have to be omitted since they are affected 
by circularity conditions. Percival and Walden (2000) explain the theory and 
statistical properties of wavelet variance and also provide examples of its use in 
analysing time series. The importance of wavelet variance will be displayed later 
when it is used as a tool in several estimation methods related to the long memory 
parameter. 
2.6 An Example of Wavelet Decomposition of Time Series 
Wavelet analysis is generally used to obtain information about time series in 
both the frequency and time domain. In contrast other methods such as the ones 
based on the Fourier transform focus only on frequencies and are usually used for 
stationary time series. Wavelets are appropriate for the analysis of non-stationary 
series as well. Financial time series and especially returns exhibit sudden moves 
and periods with a varying degree of volatility. The frequency and time 
localisation property of wavelets makes them ideal tools for the analysis of these 
characteristics. Wavelets could also be used to smoothen time series with the use 
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of non-parametric techniques and to detect trends. Although trends in prices are 
more clear, the rest of the characteristics we described (sudden moves, varying 
degree of volatility and noise in the series) can be found in their returns. 
The two types of wavelet transforms presented will now be applied to data 
from financial time series. The dataset used contains values from the Dow Jones 
Industrial Average for the period starting on 14 th March 1980 and ending on the 
24 th May 1996. The period was selected so that there are 2 12 =4096 observations 
and the DWT can be applied. The analysis was performed on the returns of the 
Index calculated as 
=In 
Pt 
Pt-l 
The Dow Jones index was selected because it contains various features such 
as crashes or periods of low volatility and therefore different aspects of the 
wavelet decomposition can be illustrated. Figure 2.6 shows a plot of the time 
series for the returns of the period 14/3/1980-24/5/1996. 
The first thing to notice is the crash on I 9th October 1987 when there is a 
negative log-return of -0.2563. There are also some other spikes in the series, 
indicating sudden moves in the return but the period towards the end of the series 
looks more stable. 
Some key statistics are provided in the Table (2.1) below: 
Min. 1" Quantile Mean St. Dev. Yd Quantile Max. 
-0.2563 -0.0450 0.0005 0.0102 0.0368 0.0967 
Table 2.1. Key statistics for DJ Index for the period 14/3/1980-24/5/1996. 
In order to perform the wavelet transform on the time series, the freeware 
Wavethresh3 (Nason, 1998) library was used in the statistical package R (Ihaka 
and Gentleman, 1996). First the wavelet coefficients were calculated by applying 
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the Discrete Wavelet Transform with the pyramid algorithm. Since there are 
2 12 =4096 observations the wavelet decomposition will have 12 scales. 
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Figure 2.6 Log-return series of the Dow Jones Index for the period 
14/3/1980-24/5/1996. 
There are some practical issues to consider when applying the wavelet 
transform. The first one is the choice of wavelet function to be used. This depends 
on the time series to be analysed. Each mother wavelet has different properties 
and characteristics, and these should be taken into account depending on the goals 
and the nature of the analysis. Here the Daubechies Least Asymmetric wavelet 
with N=10 is used. It has a smooth function and is orthonormal. In most of the 
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applications considered for financial time series, it seems that the choice of 
wavelet function does not play a significant role. The second practical issue is 
related to the handling of the boundaries of the series. Usually it is assumed that 
the time series is periodic for the interval analysed. One other way of treating 
boundary conditions is by assuming that the time series is symmetric around its 
boundaries. Percival and Walden (2000) have a discussion on boundary 
conditions and in general in their examples provide details on which of the 
wavelet coefficients are affected by the boundary conditions imposed. Ogden 
(1997) in his book has also considered the effects of different boundary 
conditions. Here periodic boundary conditions are used. 
The time series considered here contain 2 12 =4096 observations, however 
there will be cases when it is necessary to analyse time series with sample sizes 
different to powers of 2. In order to perform the DWT then it is required to 
increase the sample size appropriately. This can be done by extending the time 
series with zero values, with the mean or with the first or the last value. 
Having taken into consideration these practical issues the DWT of the Dow 
Jones return time series is executed. The wavelet coefficients for each of the 
scales are in Figure 2.7. The dyadic decimation that takes place in every step of 
the pyramid algorithm causes the number of coefficients to be halved as the 
decomposition moves to higher scales. It should be noted that the Wavethresh3 
program which produces these graphs uses a different way of naming the scales. 
If the sample is of size 2j then the first scale is J-1 and the last one 0 and this can 
be seen in the graphs of the wavelet coefficients (Figure 2.7). Based on the 
notation used until now, the decomposition starts with scale I and reaches J. This 
notation will be used in the rest of the text (and is followed in Figures 2.8-2.10). 
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Wavelet Decomposition Coefficients 
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Figure 2.7. Wavelet Coefficients for the DWT of the Dow Jones log-rýeturn time 
series. 
From the plot of the wavelet coefficients (Figure 2.7) it can be seen that the 
spike of the crash in 1987 is detected in the wavelet coefficients that correspond 
to the high frequencies. In addition, coefficients are smaller for the low scales 
(scales 11,10,9 in the graph) towards the end of the series. This confirms the 
earlier observation of lower volatility levels during this interval. 
The next step is to construct a multiresolution analysis of the time series. 
Based on equation (2.8) the detail component for the high frequencies until scale 
6 and then the smooth for the rest of the scales will be calculated. This is done by 
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reconstructing the time series from the wavelet coefficients that correspond to 
each scale. Each scale is related to different frequencies. For example scale I 
corresponds to a frequency of 2 days, the second scale to 22 =4 days etc. Figure 2.7 
has the first 3 detail components D I, D2and D3. The spike that corresponds to the 
crash of 1987 is present in these graphs but it must be noted that it is more evident 
in the low scales (highest frequencies). 
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Figure 2.8. Multiresolution analysis of the first 3 scales of the DWT of the 
Dow 
Jones log-return time series. 
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The next plot (Figure 2.9) has the next 3 detail components, D4, D5, and D6 
that represent lower frequencies. The spike corresponding to the crash is not so 
evidentin D5 and D6compared to the picture of the previous detail. The series for 
these scales are smoother since the wavelet function is now averaging over longer 
periods. The Daubechies wavelets can be interpreted as differences of averages 
and since the analysis is now moving to lower frequencies it is expected that not 
many changes will appear. 
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Figure 2.9. Multiresolution analysis of scales 4,5,6 of the DWT of the Dow Jones 
log-return time series. 
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6 
Equation (2.8) can now be written as X= S6+LDj since the detail 
J=1 
components for the first 6 levels have been calculated. The smooth component is 
shown in Figure 2.10. 
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Figure 2.10. The smooth component S6 of the multiresolution analysis of the 
DWT of the Dow Jones log-return time series. 
A similar analysis can be done for the MODWT. This time the number of 
coefficients for each scale will be the same as the sample size as it shown in 
Figure 2.11. 
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Wavelet Decomposition Coefficients 
CD 
(11 
cq 
a) 
> NT (D 
ýC) 
0 
:: 3 (D 
0 
Lo 
(1) rl-- 
flý 
00 
m 
0 1024 2048 3072 4096 
Translate 
Nondeci mated transform Daub cmpct on least asymm N= 10 
Figure 2.11. Wavelet Coefficients for the MODWT of the Dow Jones log-return 
time series. 
The characteristics of the coefficients are similar to those for the 
coefficients of the DWT. Again there are some big values that correspond to the 
crash in 1987 while the coefficients at higher frequencies, for the last part of the 
series look smaller than the ones at the earlier periods. 
The multiresolution analysis of the MODWT again looks like the one 
obtained from the DWT. Equation (2.8) holds for MODWT as well. Figures 2.12, 
2.13 and 2.14 show the detail DI-D3, D4-D6 and the smooth component S6 
respectively. 
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Figure 2.12. Multiresolution analysis of the first 3 scales of the MODWT of the 
Dow Jones log-return time series. 
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Figure 2.13. Multiresolution analysis of scales 4,5,6 of the MODWT of the Dow 
Jones log-return time series. 
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Figure 2.14. The smooth componentS6of the multiresolution analysis of the 
MODWT of the Dow Jones log-return time series. 
A plot of the wavelet variance with the scale is constructed in order to show 
how much each scale contributes to the total variability of the series. From Figure 
2.15 it can be seen that scale 4 (or scale 9 according to the notation in Section 
2.3), which corresponds to resolution level 3 in Figure 2.11, is the one with the 
highest wavelet variance. This scale corresponds to intervals of 512 business days 
or approximately 2 years 
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Figure 2.15. Wavelet variance by scale of the MODWT of the Dow Jones log- 
return time series. 
In general the graphs presented and especially the ones that refer to the 
multiresolution analysis of the series are useful when one wants to investigate 
properties that seem to change with scales. Furthermore the representation that 
wavelets offer in both time and frequency domain can be seen in the graphs. It is 
possible to localise in time, possible changes in the scales. This property becomes 
very useful when examining the time-varying behaviour of various characteristics 
of the time series. 
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2.7 Summary 
Wavelet transforms are used in order to analyse time sequences in both the 
frequency and time domain. In this chapter we introduced wavelet functions and 
described their advantages compared to Fourier transforms which analyse only the 
frequency content of time series. Then we discussed the algorithm that performs 
one of the most important transforms for applications, the discrete wavelet 
transform. With the use of some examples we briefly showed how wavelet 
coefficients can be used to detect events and describe the behaviour of the original 
time series in different scales. In the following chapters, wavelets are employed as 
a tool to decorrelate long memory processes. Since with the help of this property 
we estimate models in the wavelet domain it was important in this chapter to 
show how wavelet coefficients are derived and their relationship with the original 
time series. 
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3.1 Introduction 
Although wavelets have existed only for a few years (a historical overview 
can be found in Meyer (1994)), there are examples in the scientific literature that 
show how influential they have been in many fields. Percival and Walden (2000) 
include some examples showing how wavelet transforms can help analyse data 
from Electrocardiograms and meteorological phenomena including a classic 
dataset of Nile River minima. By exploring the bibliography, one realizes how 
quickly wavelets have been adopted, leading to the implementation of more 
complex techniques for data analysis. In this chapter, several survey papers are 
presented first that give a general idea of the ways wavelets are used in the 
context of economic and financial data analysis. In addition we present papers 
separated to subject groups. The main areas are multiresolution analysis of time 
series, relationships between variables in different scales and jump or outlier 
detection. Wavelets are also used extensively for long memory analysis but we 
present the related literature in the next chapter. 
3.2 Overview of Wavelet Applications in Economics and 
Finance 
Wavelet theory combines aspects from mathematics and signal processing 
to build the relationships and algorithms used when applying wavelets. However 
wavelet applications can be found in many different scientific fields. One finds 
reviews and introductory works written by people with different backgrounds. 
The introductory publications reviewed here are written by researchers in 
economics or finance and since they have related wavelet theory to ideas in these 
two fields, it will be easier to present the wavelet applications from various papers 
in the next sections. 
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Schleicher (2002) and Crowley (2005) offer an introduction to wavelets 
from a practitionei's point of view. There is a brief summary of wavelet theory 
with some well-known applications in different fields such as removing the noise 
from a signal through thresholds, distinguishing the different frequency levels, 
wavelet analysis of variance and applying wavelets in order to dampen the 
correlation of signals from correlated processes such as the integrated 
autoregressive moving average (ARIMA) process. Then there are some examples 
of wavelet applications from economics and finance. The first example explains 
how analysis in the frequency domain can be used to investigate business cycles 
and the advantages from using wavelets over the Fourier transform. The next 
examples consider the time and frequency decomposition of some economic 
relationships (Ramsey and Zhang, 1997 and Ramsey and Lampart, 1998) and the 
estimation of the parameters of some long memory processes in financial data. 
Finally there is an interesting example of forecasting using wavelets. A simple 
approach by Arino (1998) is presented where the time series are split into two 
components based on their frequency represented by wavelets and a different 
ARINIA model is fitted to each of them. By adding up forecasts from these two 
models an improved forecast is obtained for the series. 
Ramsey (2002) has an overview of the recent advances in the use of 
wavelets in the investigation of economic and financial relationships. He also 
mentions the decorrelation property of wavelets used in the estimation of 
parameters of long memory models and stresses the importance of time scale in 
economics and finance since there are differences in the relationships between the 
variables as time scales change. There is evidence of this characteristic in 
financial time series shown by some researchers (see for example Muller et al. 
(1997)). This is highlighted because wavelets and multiresolution analysis offer 
decomposition on a scale-by-scale basis and therefore can be used as analytical 
tools. 
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3.3 Multiresolution Analysis and Interdependencies 
between Economic Variables in Different Scales 
One of the important characteristics of wavelet transform is its ability to 
represent a signal in both the time and frequency domains. A good example is the 
paper by Davidson et al (1998), one of the first to analyse the price behaviour of 
twenty one international commodities (several metals, grains and soft 
commodities) using wavelets. By plotting the wavelet coefficients by scale and 
for the time intervals to which each one corresponds ("patio plots") they have 
spotted the periods of time with high volatility or spikes in commodity prices. 
They use a regression of the scaling functions to obtain a picture of the trend of 
the series since these functions were related with the lower frequencies of the 
data. In general the "patio plots" helped to relate events in the commodity price 
time series with economic factors that affected certain time periods and are known 
from other sources. Examples are shocks in prices or increased volatility because 
of market conditions, business cycles that characterise some commodities and 
relationships between some commodities. 
Research gradually moved from using the time and frequency 
decomposition ability of wavelets as a means of analysing time series, to using it 
as a tool to facilitate and expand existing methodology as well. Specific 
frequencies for example from the wavelet decomposition could be used to 
perform further analysis. This can be seen in the paper by Lee (2004) who 
attempts to check for spillover effects between markets of developed and 
developing countries. He tests the assumption that the movements of a developed 
country's stock market (USA, Japan and Germany) affect subsequent movements 
in other markets (Turkey and Egypt). He runs the wavelet transform on data from 
index returns and volatilities and then by selecting the wavelet coefficients at 
lower scales (2 or 4 days) checks for spillover effects. This is done by running 
simple regressions between the coefficients of the developed country's index 
return (or volatility) with the coefficients of the other time series that correspond 
to the next day. In order to prove that these effects are one-way, reverse 
regressions are also performed between the coefficients. The result is that the 
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movements of the stock market in the developed countries seem to be followed by 
the emerging markets. A similar study is the one by Fernandez (2004) where 
spillover effects are investigated at different scales based on the wavelet 
decomposition. Evidence of spillover effects are found from North America 
markets to the ones from Latin America, emerging Asian and the Far East. 
Genqay et al. (2001 a) apply wavelets to Foreign Exchange volatility in 
order to determine the existence of scaling laws. The variance of the wavelet 
coefficients of the time series and the covariance between two time series are 
decomposed on a scale-by-scale basis. Empirical results show that the intradaily 
persistence in volatility is lower than the persistence in higher scales. Furthermore 
the correlation between two volatilities seems to increase within the day but 
remains constant in higher scales corresponding to one day or more. The authors 
go one step further (Genqay et al., 2001b) and attempt to extract the intra-day 
seasonality from FX returns. By selecting appropriate scales after applying the 
MODWT the seasonalities are removed and the long memory part of the time 
series is preserved. One more application of wavelets in finance by Genqay et al. 
(2003) is related to the estimation of beta (systematic risk) in the capital asset 
pricing model. The multiresolution analysis of wavelets is used in order to 
calculate the variance and covariance of the wavelet coefficients and obtain an 
estimate for the beta. The scale-by-scale analysis and the empirical results show 
that the relationship between beta and the return of the portfolio is stronger for 
higher scales (128-256 days dynamics) compared to the lower ones (2-4 or 4-8 
day periods), meaning that CAPM is stronger for these scales. 
Another way of processing time series data with wavelets is denoising. This 
is performed in different scales and aims at taking out noise from the data 
according to certain rules and conditions at each scale. In this context Capobianco 
(1999,2001) attempts to improve volatility estimates and forecasting. He assumes 
that the volatility process is contaminated by noise and uses a wavelet-based 
smoothing procedure to denoise it. The wavelet coefficients of the process, for 
some scales, are set to 0 if they do not exceed a certain threshold and the inverse 
wavelet transform is applied then in order to obtain the smoothed version of the 
time series. A GARCH model is then fitted to the data, the NIKKEI stock index. 
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The author based on the results of the model fit, reports that the GARCH 
coefficients of the model decrease in magnitude for the smoothed series compared 
to the original, while the ARCH coefficient increases. However they all remain 
statistically significant while for the smoothed series there is a significant second 
GARCH coefficient. The main goal of the papers is to investigate the effect of the 
de-noising procedure on the forecasting performance of the GARCH model. The 
values for the root mean square error reported are lower when the wavelet 
smoothing technique has been applied, indicating that the de-noising procedure 
has succeeded in separating the structure of the process from the noise. There is 
also an interesting observation made by the author (Capobianco, 2001), that there 
is evidence of long memory in the volatility series because of the decay of the 
autocorrelation function. This can be spotted in the autocorrelation function of 
both the original and the de-noised squared returns, meaning that the long 
memory could be an element of the structure of the series. 
Capobianco (2003,2004) also tries to analyse intraday volatilities with the 
help of wavelets. Again the smoothing procedure is applied on NIKKEI index I 
and 5-min observations and the GARCH model is fitted. This time the author 
aims to detect any long memory behaviour in the series. However the results are 
inconclusive for the original or smoothed data even though only the rate of decay 
of the autocorrelation function was used as the method to detect long memory. 
The next step involved removing any periodicities with wavelets. The result was 
that the fit of the GARCH models improved. 
3.4 Outlier and Jump Detection in the Wavelet Domain 
The time and frequency localisation of the wavelet transform is a key 
feature when the goal is to detect certain characteristics of the time series such as 
big jumps. For example by focusing on the high frequencies and applying the 
jump detection techniques, it is possible to improve the fit of the model. 
Greenblatt (1994) proposed a way of detecting outliers in an early application of 
wavelets in econometrics. By running the wavelet transform on the data, the 
wavelet coefficients were computed and the tests for outlier detection were 
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performed on the coefficients that represent the highest level of frequency. 
Greenblatt (1994) assumed that any outliers in the series appear in this level since 
they would only be related to the high frequency dynamics of the data. The 
simulations on data resembling the behaviour of economic time series proved that 
the detection was more powerful when using the wavelet coefficients compared to 
tests on the raw data. 
A more theoretical approach was taken by Wang (1995) who proposed a 
method for detecting jumps in functions using wavelets. Once more the 
multiresolution analysis of a function or sequence of discrete observations is used. 
By focusing on high frequencies, the author claims that detection is more 
accurate. The absolute values of the wavelet coefficients are compared to a 
threshold in order to determine the presence of jumps and asymptotic theory for 
this hypothesis testing is established. He considers an example by running the 
DWT on stock market return data and then detects features of the data that 
correspond to sudden moves like the 1987 market crash. 
Fan and Wang (2007) used wavelets to detect jumps in high-frequency 
financial data to analyse volatility more efficiently. This analysis is done using the 
realised volatility measure, calculated from the sums of squared returns for high- 
frequency data. After showing that realised volatility estimates are more accurate 
when jumps in the process are taken into account they represent the price process 
as a realisation of two components, a diffusion process with some volatility and a 
jump process. Using wavelet theory and the results of Wang (1995) the jumps are 
detected in the price process from the wavelet coefficients of the high-frequency 
levels. The next step is to estimate the size of the jumps. This is done by taking 
averages of the price process at some intervals before and after the jump and 
calculating the jump size from their difference. The jumps are then subtracted 
from the process to get the jump-adjusted data. Finally the wavelet realised 
volatility measure is calculated from the sum of the squared wavelet coefficients 
of the jump adjusted data but excluding some high frequency levels since they are 
contaminated with noise. Simulations show that the volatility estimates derived in 
the paper are comparable with those from existing methods in the absence of 
jumps but improve in the presence of jumps. The methodology was also applied 
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to high frequency foreign exchange datasets and the number of jumps and wavelet 
realised volatility were calculated for each day. For 24% of the days the variation 
attributed to jumps exceeded the 20% of the realised volatility for the day for the 
Euro-Dollar exchange rate and for 19% of the days for the Yen-Dollar rate. This 
confirms the view of the authors that jumps play an important role in the 
estimation of volatility since they contribute substantially to the variation of the 
process and therefore should be distinguished from the diffusion process. 
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4.1 Introduction 
Long memory is the strong dependence between observations that are 
separated by large time intervals. The pioneering work of Hurst (1951) in 
hydrology helped the development of this concept. He observed the existence of 
persistence (his name for the phenomenon) in river flow data as well as in other 
geophysical series he investigated. Mandelbrot did some similar research in 
geophysical records (Mandelbrot and Wallis 1969b) and also found long memory 
behaviour in economic time series (Mandelbrot, 1963,1967) and expanded the 
work of Hurst by introducing a new model and investigating its properties 
(Mandelbrot and Van Ness, 1968 and Mandelbrot and Wallis, 1969a). Granger 
(1966) also pointed out that there is evidence of long memory in economic time 
series while working on estimates of spectral density. Since then, other models 
have been proposed in order to capture the long-term dependence that exists in 
some time series. There are also different types of tests that determine the 
existence of such a characteristic. 
Long memory processes, in spite of their inherent complexity, have been 
introduced in many fields to give a better representation of the behaviour of some 
time series. Especially in finance and economics they seem to play an important 
role since volatility shows evidence of long memory behaviour (see for example 
Andersen and Bollerslev, 1997). For models like ARCH or stochastic volatility 
the autocorrelation function decays exponentially to zero as the time interval 
between observations becomes larger. These models are very popular but they 
either predict that a shock in volatility will quickly fade away and disappear or 
that it will persist forever (if the order of integration is one). In contrast the long 
memory models predict that a shock will weaken and disappear in a hyperbolic 
rate. In general a sequence exhibits long-memory behaviour if asr -ý oo, 
S(r) - CST-#; 
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where s( r) is the autocovariance function for lag r, C, a slowly varying function 
with Cs>O and 0<, 8 <1. A function g is slowly varying if for t E=- R, 
g (a) /g (x) -4 1 as x --> oa. From this definition of long memory one can notice 
that the autocovariance function decays at a slower rate than the stationary 
autoregressive processes where s(r) - c, O' for large 'r and 101 < 1. This means 
that a long-memory process has non-summable autocorrelations (Beran, 1994) 
00 1 
00 
00 
while for processes with autocorrelations decaying at an exponential rate (like for 
example autoregressive processes) the following relationship holds 
Y, O(T) < 00 
where p(, r) = s(, r) / s(O) is the autocorrelation for lag r. This statement is 
important as it explains how time series with long-term dependence would 
behave. There are not strong correlations for all the time lags. It is the fact that a 
large number of small autocorrelations exist, that characterises long memory 
(Beran, 1994). Therefore when investigating the behaviour of time series it is the 
rate of decay of autocorrelations that matters and will determine the existence of 
long memory as equation (4.1) indicates. The detection should not be based only 
on specific time lags, as even seemingly small autocorrelations might produce a 
large sum. In contrast short-term dependence is based on a few autocorrelations 
that might also be large. 
This characteristic of the autocorrelations of a sequence with long memory, 
(also identified in McLeod and Hipel, 1978), is equivalent to the definition based 
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on the spectral density of a time series with long memory. In that case if the 
spectral density of a time series is f (A) 
i 2, TT. for frequency A then 
Cf IA-, 8 ; (4.2) 
as A -ý 0, for a slowly varying function Cf>O and O< 8<1. This equation shows 
that for the spectral density of a series with long memory, there is a pole at zero. 
4.2 Models for Long Memory 
4.2.1 ARFIMA Models 
A well-known model for long memory processes is the fractionally 
differenced process. The model is defined as, 
(I-B)d Xt = et; (4.3) 
U2), 
where B is the backshift operator (BX, =X, -I), c, 
is Gaussian white noise N(O, E 
-<d<I and 
(I - B) 
d 1)B n 
22, n n=O 
I 
For d=O the process becomes white noise, while for 0<d<- it exhibits 2 
long memory behaviour. This can be seen by comparing 
its autocovariance 
function, which is (Beran, 1994) 
07 21F(I 
- 2d)]F(T + d) 
S(r) -- 'ý7. F(d)F(I - d)F(-r +I+ d) 
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and reduces to s(r) -a2T 
2d-I 
as r ----> oo, with relationship (4.1). 
The spectral density of the process is (Beran, 1994) 
I 
'7' 
e"' 1 
-2d 
2; r 
and can be written as 
Jor - ;r !ýA!! ý z; (4.4) 
A -2d 
2 sin - since e'Al 2 sin, - 2; r 2 
121)- 
Therefore when A ---> 0 and for O<d<112 the spectral density has a pole at 0. 
The above model is derived from a more general class of models, the 
fractionally integrated, autoregressive moving average model (ARFIMA) with 
parameters (p, d, q) introduced by Granger and Joyeux (1980) and Hosking (198 1). 
Fractionally differenced process from (4.3) is practically an ARFIMA (O, d, O). The 
ARFIN4A (p, dq) model can be written as, 
OB)(I - 
B) d 
(Xt 
_p)= E)(B). Et; (4.5) 
where OB)=I-OB-02B 
2_... 
_ OPBP, O(B)=I-OB-02B 
2 
-... - 
OqB q, d 
c- (-0.5,0.5) for the process to be weakly stationary, p is the process mean, e, is 
2 Gaussian white noise N(O, o7, - ) and B is the back shift operator (BX, =X, -, 
). The 
roots of Ox) and E)(x) lie outside the unit circle. 
ARFIMA models exhibit long-memory behaviour when O<d<0.5 and they 
reduce to short-memory ARMA (p, q) for d=O. When 0.5 <d<I the process has 
infinite variance but shocks still die out at a hyperbolic rate. 
The autocovariance function, as 'r ---ý oo reduces to 
s(, r) -c (p, d, q) 
r 2d-1 
9 
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where c(p, d, q) is a function of the parameters p, d, q. 
The spectral density function for the ARFIMA process as A -ý 0, becomes 
-2d c(p, q) A 
therefore for d>O there is a pole at zero. An interesting observation here is that 
according to the spectral density function the long memory property is spotted 
only for O<d< 1/2 while for the autocovariance function the same characteristic is 
present for -1/2<d<1/2 (apart from when d=O). This introduces some difficulties 
to the interpretation of parameter d, especially when it has negative values. 
While d determines the long memory behaviour of the process, the 
parameters p and q are related to the short memory characteristics. 
These ARFIMA models are a generalisation of the ARIMA (p, dq) models 
(Box and Jenkins, 1976), which again can be written as 
(D(B) (I - 
B) d 
(X 
t -, u) = O(B) et ý 
The main difference between the two models is that now d is an integer with 
d t>_ 0. 
The differencing parameter d in an ARFIMA model is allowed to be a real 
number instead of just an integer, which is the case in ARIMA models. The 
definition in (4.5) has d (=- (-0.5,0.5) but for values d>112 the model can still be 
reduced to a stationary ARFIMA with -1/2<d<1/2 by taking differences as 
Hosking (1981) has shown. 
In general it is accepted that when O<d< 1/2, the process is long-memory. 
However for -112<d<O the autocorrelations decay slowly to 
0 but they are 
negative. This is sometimes termed as intermediate memory (Hauser, 1997) and 
regarded as a result of over-differencing. The autocorrelation function though is 
still decaying in a hyperbolic rate in this case and some researchers accept it as 
long-memory (Lo, 1991), while others as short memory (Beran, 1994). In general 
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it is left to the researcher to decide on how the property of the process is defined 
when -1/2<d<O. 
4.2.2 Fractional Brownian motion 
One of the first attempts to model long memory was by Mandelbrot and 
Van Ness (1968) as they proposed fractional Brownian motion. It was inspired by 
their efforts to develop the models that assume independence between random 
variables by proposing that even distant values of the sample retain some degree 
of dependency. The ordinary Brownian motion model used by Bachelier (1900) in 
his seminal thesis assumes that B(t) 
is a continuous stochastic process with B(O)=O 
has increments B(t2) - B(tl) for t2>tl>O that are independent 
Gaussian random variables with mean 0 and variance proportional to 
t2 - tl I- 
The definition for fractional Gaussian noise which is constructed by the 
increments of fractional Brownian motion, as given by Mandelbrot and Van Ness 
(1968) is 
BH 
(t2)-BH (tl) 
":: - 
It f(t 
- S) 
H-112dB(S) 
_ 
tf(t 
_ S) 
H-1 / 2dB(S) 
F(H +1/ 2) 
In the above equation it can be seen that all past increments dB(t) are taken 
into account with a weight of (t - s)'-"' and that different values of 
H, which is 
the Hurst exponent give fractional Brownian motions with different 
characteristics. For H= 1/2 the Brownian motion is obtained, while 
for 112<H< I 
the dependence is positive between increments indicating a long memory process. 
The important characteristics of fBm are: 
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it is a continuous process with B, (0) =0 
the increments BH (t2)-BH(t, ) with t2 >t, >O are Normally 
distributed random variables with mean 0 and standard deviation 
(t2 
_t1)Ff 
the increments are independent only when H= 1/2 and for H>1/2 
there is long-range dependence 
0 it has stationary increments 
the increments are self-similar. Self-similarity can be written as 
BH (t + CT)-BH 
(t) 
- cH(BH 
(t +r)-BH (t)) i. e. an increment that 
has been rescaled by some constant c and then multiplied by a factor 
CH has the same distribution as the original one. 
What this characteristic implies is that a scaled part of the sequence has the 
same statistical properties as the original sequence making the two look similar 
qualitatively. Fractional Brownian motion models any long-range dependencies 
that might exist in the data by introducing the Hurst exponent. 
The long memory property of the fractional Brownian motion can also be 
seen from the autocorrelation and spectral density function of the process. The 
autocorTelation is 
P(_ C) =1 
[(T 
+ 1) 
2H 
-2 r 
2H + 1)'H 
1, 
for >0 
2 
and becomes p(r) = H(2H _ 1), r 
2H-2 as r --) oo. Therefore for 1/2<H<l the 
process exhibits long memory behaviour, while for H=0.5 the autocorrelation 
function is p(r) =0 and the process is Brownian motion. For O<H<112 the 
autocorrelations are summable and the process is identified as short memory, 
although there are different views on this matter as it was seen in the previous 
section for -112<d<O. It is generally accepted that the relationship 
H=d+0.5 holds 
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for the two long memory parameters and in most of the cases one can be obtained 
from the other after it is estimated. 
The spectral density function of the same process is 
2C, (I - cos A) y 12V + 
Al-2H-1 
, 
for 
-zz 
j=ý 
and Cf = 072 (2, T)-' sin(mII)F(2H + 1), while U2 is the variance of the increments 
of the fractional Brownian motion process. The spectral density function is 
approximated by (Beran, 1994) 
c W-2H 
and as A --ý, 0 and for 112<H<l there is a pole at 0 which according to (4.2) is an 
indication of long memory. 
The parameterisation and properties of the fractional Brownian motion are 
particularly helpful when for example a financial time series is examined, which 
exhibits evidence of long memory. The classic Brownian motion assumes that 
non-overlapping increments are independent, therefore introducing distortion in 
the modelling of the series. Los and Karruppiah (2005) find evidence of long 
memory in Asian (Hong-Kong, Indonesia, Japan, Malaysia, Philippines, 
Singapore, Thailand and Taiwan) FX rates vs the US Dollar, by calculating the 
Hurst exponent. They also refer to empirical findings of long memory behaviour 
in FX rates and indicate that increments of FX rates are not Brownian motion. 
When Brownian motion is used for processes that exhibit long memory 
behaviour, inference can be problematic. For example, when calculating some 
risk measures the variance may be scaled linearly when moving between time 
intervals of different sizes. However this is incorrect in the presence of long 
memory according to the self-similarity property of the fractional Brownian 
motion and the Hurst exponent should be used for this scaling. The geometric 
Brownian motion used in many applications of financial mathematics is 
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inconsistent with long-range dependencies. This can lead to mispricing of 
financial products when the underlying asset shows signs of long memory 
behaviour. 
Los and Karruppiah (2005) calculate the Hurst exponent for Asian FX rates, 
by using the wavelet coefficients and obtaining the estimate of H from them 
instead of the original time series. They found that the Hurst exponent appears to 
be non-homogenous for these FX rates. This means that although fractional 
Brownian motion appears as a more appropriate model than the geometric 
Brownian motion for these FX rates, it might be the case that the long memory 
parameter is time-varying. 
4.3 Long Memory Identification Methods 
Before presenting the statistical methods for the estimation of long memory 
parameters some tools for the exploratory analysis of time series with long 
memory are discussed. These tools offer a visualisation of the behaviour of time 
series when long memory is present. Although one cannot fully rely on their 
results, they are a good first step towards understanding and estimating the 
possible effect of long-term dependence in the time series under investigation. 
A first approach is by constructing the correlogram. Essentially this is a 
graph with the autocorrelation function of the time series for various lags. The 
autocorrelation function is 
, 0(-C) = S(T) / SO , 
where s(, r) is the autocovariance function for lag r. As it was shown in equation 
1) where as 'r -ý oo, 
S(r) - CST- 16 9 
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the autocorrelation function for time series with long memory decays 
hyperbolically. Therefore the existence of long memory would cause this type of 
decay to appear in the graph of the autocorrelations. Usually in the correlogram 
two horizontal lines are also drawn at levels ± 2N-' /2 , where N is the total size of 
the time series. These are the confidence intervals for the autocorrelations, so any 
values higher than these levels indicate significant autocorrelations. However as 
Beran (1994, p. 88) explains when the sequence X, is not uncorrelated it is 
difficult to interpret the confidence intervals for the autocorrelations. Furthermore 
single autocorrelations might be small and will not be identified by the confidence 
intervals, but if their sum is very high then this is indication of long memory. 
Figure 4.1 shows the autocorrelation function for the first 36 lags for an ARFIMA 
(0,0.3,0) series (simulated using the fracdiff package in the R language). The 
autocorrelations decay hyperbolically while most of them are statistically 
significant. 
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Autocorrelation function of ARFIMA(0,0.3, O) 
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Figure 4.1. Autocorrelation function of simulated ARFIMA (0,0.3,0) series. 
Another plot used to detect signs of long memory behaviour is that of the 
spectral density function. The spectral density function, defined as 
s(r)e (4.6) 
is in essence the Fourier transform of the autocovariance function AT) . There are 
different ways to estimate the spectral density and one of the most common ones 
is with the use of the periodogram. The periodogram for a process Xt, t= 1,..., T 
with zero mean is usually defined as 
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T2 
Xe for 274 IT. (4.7) 27ff tj 
For long memory processes the spectral density function exhibits a pole at 
zero, as equation (4.2) dictates. Figure 4.2 plots the periodograrn of the same 
simulated ARFIMA (0,0.3,0) series for which the autocorrelation function graph 
was created. 
Series: x 
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Figure 4.2. Periodogram of simulated ARFMA (0,0.3,0) series. 
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4.4 Long Memory Parameter Estimation 
4.4.1 Introduction 
As the definitions of long memory indicate in equations (4.1) and (4.2), it 
can only be described asymptotically. This means that for example in the 
correlograrn the autocorrelations for many lags need to be computed so that the 
presence of the hyperbolic decay of the autocorrelation function can be 
determined and one can be confident when deciding on the existence of long 
memory. Furthermore the fact that the autocorrelations have to be non-summable 
although they can have small values makes the effort for distinguishing long 
memory even more difficult. 
The two identification tools of long-term dependence in time series do not 
give a value for d and are not infallible. When a process is modelled as a 
fractional Brownian motion or an ARFIN4A model, the parameters H and d 
respectively summarise long memory behaviour and several statistical methods 
have been proposed, to estimate them. They vary in the approaches used and in 
their complexity. First a non-parametric method will be presented to estimate the 
Hurst parameter in the fractional Brownian motion model. For the estimation of 
parameter d in ARFIMA models, the methods discussed range from semi- 
parametric to fully parametric ones. 
4.4.2 The RIS Statistic; a Non-Parametric Estimation Method 
One of the first methods used to estimate the long memory parameter H is 
with the rescaled range statistic proposed by Hurst (1951). The RIS statistic is 
calculated for a sequence X, as, 
RSH(s, j) Maxl: ýý, lýsjr 
(Xtj 
-ps)-Min 
"-, (xt 
-PS) lýýrgs 
ý. 
j i 07s tj =, tj =i 
11 
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where o7 =I 
-) 
-1: (x -X is the standard deviation of the sequence and 
is 
PS Y X, is the mean. It has been proposed to estimate the Hurst exponent H S 
from the slope of the regression of In RS, (s) with Ins. Mandelbrot and Wallis 
(1969a, 1969c) used a graphical technique in order to perform these estimations. 
The methodology for this test is to 
1. First select the length of the sub-sample s and the starting point Xtj * 
2. Calculate the RIS statistic for different starting points by changing tj so 
that J values are obtained and then average the values of the statistic 
RSH(S) =j ýRS, (s, 
j=l 
3. Find the estimate of H from the slope of the linear regression of 
In RSH (S) with Ins, InRS, (s)= a+ H^ Ins. 
There are still some issues, which need to be considered such as the choice 
of the sub-sample s. Davies and Harte (1987) propose sj = int(T / j) for j= 1,..., 6 
and sj = int(sj-l / 1.15) for j=7,..., J so that sj= 3, where int( ) is the integer part of 
the number. Then the starting points can be calculated for each value of j as tj with 
i= int(T / sj ) and tj = ti-I + sj . Hauser 
(1997) proposes a minimum size of 50 
for the subsamples. 
The RIS statistic is a non-parametric method for estimating the Hurst 
exponent H and some of its advantages are the robustness of the estimate to non- 
Gaussian sequences (Mandelbrot and Wallis, 1969a) or the fact that it converges 
even for processes with infinite variance (Mandelbrot, 1975). 
However it has some drawbacks. As Lo (1991) mentions there is no 
sampling theory to test the statistical significance of the estimates and the 
estimation is not robust to short-term dependencies (Davies and Harte, 1987, Lo 
1991). The estimate of H is biased when short memory is present, so Lo (1991) 
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proposed a new statistic, the modified rescaled range estimator, which corrects for 
the effects of short memory. The difference between the two functions is in the 
denominator. While the RIS statistic uses the standard deviation of the sequence 
the modified statistic of Lo (1991) uses the function 
2 
072+2 
qS 
(TS (q) S 
1: 1-I-, u, )(Xi-j -, Us , 
(Xi 
S j=l qL + i=j+l 
IS2 
., 
(X 
t with qL<S, 
07S =- 
1] 
- X) is the standard deviation of the sequence and 
S t=l 
S 
ps X, is the mean. This function takes into account not only the variance 
S t=1 
of the sequence but also the weighted autocovariance up to a lag qL. But even for 
this statistic there are practical issues such as the choice of qL while there is no 
evidence that this approach is more favourable compared to the classic one 
(Baillie, 1996 and Hauser, 1997). 
The RIS statistic has been used to analyse financial time series in the past. 
Greene and Fielitz (1977) studied 200 daily stock returns of NYSE securities and 
reported that many of them exhibited long memory behaviour. Lo (199 1) used his 
statistic to do a similar analysis but found no evidence of long memory in U. S. 
stock market returns claiming that it was the effect of short memory that caused 
the aforementioned significant results. Hauser (1997) has an interesting overview 
of several methods used to estimate the Hurst exponent but also an application on 
daily exchange rates of 6 countries. He concludes that there are no significant 
long-term dependencies in these times series. 
4.4.3 The log-Periodogram Estimation Method 
Numerous methods have been proposed for the estimation of the long 
memory parameter d of the ARFIMA model. These methods can be classified as 
semi-parametric or parametric. If the model specifications are correct, the 
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parametric methods are more efficient and their estimators have well known 
statistical properties. However in the presence of long memory, parametric 
methods such as maximum likelihood are very demanding computationally and 
require a lot of complicated calculations because of the form of the covariance 
matrix, which takes into account the long-term dependencies between the 
observations. On the other hand the semi-parametric ones offer a simpler 
approach and are used widely as a more practical method. 
The most weH known of the semi-parametric methods for the estimation of 
the long memory parameter d in the frequency domain, is the one proposed by 
Geweke and Porter-Hudak (1983). The method uses the spectral density of the 
process and particularly for low frequencies, which capture the long memory 
effects. In practise the estimation is done with a regression of the periodogram 
function from (4.7) which is used as a proxy for the spectral density, with the 
frequencies. The spectral density function for an ARFIMA (p, dq) model (as in 
4.5) of process X, with a total of T observations is 
-2 JE)(e-A 1-2d aE eA jor (4.8) 
2)r j(D(e-" 
but it can also be written as 
fRm, (All - e"ý 2z 
( A-9) 
since the sequence X, that is modelled as an 
ARFIM process, after being 
differenced d times, results in an ARMA process. It is also 
known that 
A 
2s 2) . 
Then by taking logarithms and using the periodogrwn function 
- D# /T, equation 
(4-9) can be I(A, ) (as in 4.7) for the Fourier frequencies )Lj 2 
written as 
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1091(Aj)=-dlog 4sin' 
Ai 
2 
+ log(, (Aj)l f (Ai)) 
(4.10) 
log(fIRMA (/lj )/ fARMA (0» + log 
(or 2 fARMA(O) / 27r) 
E 
Geweke and Porter-Hudak (1983) have the details for the derivation of this 
regression. The term logýARMA 
ý11j)l fARMA (0)) is considered to be negligible since 
only the low frequencies are used, while ? 7j = log(I(A, )l f (A. )) is the error term. ji 
Therefore for some frequency ordinates j= 1,..., g(T) the slope of the regression 
that results from (4.10) gives the estimate of the long memory parameter d and 
can be obtained by ordinary least squares. The regression is of the form 
Yt =a+ bxt + et where the dependent variable yt is the log-periodogram and the 
explanatory variable xt is log 4 sin' 
Ai 
- Therefore the estimate for d will be 2 
-b. The asymptotic distribution of the estimator is 
d d, 17 
2 62(Xi -X 
)2 
There are some issues that arise during estimation. This method is based on 
estimates of the spectral density for a number of low frequencies since these 
capture the effects of long memory. Therefore one has to be cautious so that no 
short-term dependencies will be included when selecting the frequencies 
Aj = 
ý! 
for some j=l,..., g(T). Geweke and Porter-Hudak (1983) used g(T)=7' 
T 
for a=0.5,0.6 and 0.7. In applications it is wise to estimate d for various values of 
a. Maier (1998) has some examples of such estimations in economic time series 
where the behaviour and some statistical properties of the estimate of d are 
described as a increases. In general by increasing the number of frequency 
ordinates, the risk of taking into account short-term effects also rises. Nielsen and 
Frederiksen (2005) have a short discussion on the issue of optimal bandwidth to 
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be used in the GPH estimator. They mention some references with results on the 
selection of optimal bandwidth, but again this is affected by the presence of short- 
run dynamics and in practise they are not employed often. 
Other assumptions made for the GPH estimation method, which might 
affect its accuracy are the omission of some of the first frequency ordinates j, the 
fact that the term' 09 (fARMA ("i )1 fA,. (O)) is assumed to be negligible (see for 
example Agiakloglou et al., 1993) and the use of the periodogram to estimate the 
spectral density. 
For the first assumption, Kunsch (1986) mentioned that the first frequency 
ordinates might be related to monotonic trends and therefore a trimming of not 
only the ordinates higher than g(T) but also of some ordinates j=],..., k might 
improve the long memory parameter estimation. However Hurvich and Ray 
(1995) found the omission of the first few ordinates only slightly improves the 
small sample performance of the semi-parametric GPH estimator. 
Concerning the assumption about the term log(fARmA 
(Aj )/ fARmA(O)) being 
negligible, Agiakloglou et al. (1993) mentioned that it seems to introduce 
problems to the GPH estimation of the long memory parameter when short 
memory is present (represented by an autoregressive or moving average 
parameter). The bias that comes as a result from the use of this assumption 
becomes a problem especially when the sample is small. The authors consider a 
fully parametric estimation procedure that includes parameters for short memory 
effects as a more robust estimation method. In the paper by Nielsen and 
Frederiksen (2005) some more recent alternatives to the GPH estimator are 
described, which aim at reducing the bias from short memory effects. It is shown 
by Monte Carlo experiments that although this is achieved, when for example 
there is a strong autoregressive parameter, on the other hand for fractionally 
integrated processes of the form in (4.3) these estimators tend to be not as 
accurate as the simple GPH in terms of MSE or bias. 
An alternative way to estimate the long memory parameter in the frequency 
domain is to follow the GPH methodology but use a smoothed version of the 
periodogram. This also tests whether the assumption about the use of the 
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periodograrn in the GPH estimator is valid or this methodology offers more 
accurate estimates. 
The raw periodogram is not a consistent estimator of the spectral density so 
by using the adjacent frequency ordinates, which are independent, grouping them 
in mp size sets and averaging, a consistent estimator can be obtained. Therefore a 
simple smoothed periodograrn estimator can be derived from 
MP 
where Aj = 2)4 /T and j is between mp consecutive integer values symmetrically 
spread around the frequency of interest A. The variance of the estimator is of 
order l1mp so the estimator is consistent since it converges to the true value, as mp 
gets very large. On the other hand there is bias in the estimator since 
I If (Aj) 
MP i 
and this is equal to f (A) only for a linear spectrum (Chatfield, 2003). The bias 
becomes smaller when mp is not very big compared to N. It can be observed that 
the size of mp has a different effect to the properties of the estimator since it tends 
to increase consistency but also bias as it gets larger. 
In general apart from the simple averaging, some other smoothing 
techniques are applied, like windowed versions of averaging over a set of 
ordinates. That way the weights given to ordinates are different. For example in 
the estimator proposed by Reisen (1994) the lag Parzen window is used 
(Chatfield, 2003 has more details on various windows used for smoothing the 
periodogram). This version of the smoothed periodograrn can be used in the GPH 
estimator. The log-periodogram log(IýA 
)) is replaced by a smoothed periodogram 
log f'(Aj), which is calculated by an averaging similar to the one presented above 
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but with varying weights at the ordinates. Then the long memory parameter d is 
estimated in the same way as before from the OLS of the regression. 
4.4.4 The Exact Maximum Likelihood Estimation Method and 
Approximations 
Parametric methods for the estimation of the long memory parameter 
produce more accurate results when the model is correctly specified. Furthermore 
with these methods it is possible to estimate the long memory and any short 
memory parameters present in the ARFIMA model. However when the model is 
mis-specified the estimates that these methods produce can be much less precise 
than the semi-parametric methods. 
One of the parametric methods for the estimation of the long memory 
parameter is the exact maximum likelihood estimator in the time domain. Suppose 
that there is a Gaussian process x=(X,,..., XT) that follows an ARFIMA (p, dq) 
model according to (4.5) with mean 0. The joint distribution for this model is 
xt Yul (ß)x 
)-T12 2 1 (x; ß) = (21r IS(ßl-"2e 9 
(4.12) 
where 6 =(a 2 9d, 01 9 .... OP 01,..., 
Oq) is a vector of the parameters that will be 
11 
estimated, 1(8) is the covariance matrix of the process x, with dimensions TxT 
and 11(8ý is the determinant of this matrix. Then the log-likelihood is written as 
log 1(x;, 8) 
T 
log 27r -I log1j('81 -I X'I -1 
(, 8)x. (4.13) 
222 
The next step is to obtain the maximum of the log-likelihood with respect to 
the vector 8. Therefore the first partial derivatives have to be calculated and the 
system of equations of these will provide the exact maximum likelihood estimates 
for each of the parameters. These derivatives will form a new vector 
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aL(x;, 8) aL(x;, 8) aL(x; aL(x;, 8) 
ad ao 
p 
a01 a oq 
The key to this maximisation is the calculation of the autocovariances in the 
matrix 1(, 8). This TxT matrix for process x can be represented as 
S(O) S(I) ... s(T - 1) 
S(I) S(O) ... s(T - 2) 
s(T - 1) s(T - 2) 
S(O) 
S(I) 
S(I) 
S(O) 
(4.14) 
where s(r) is the autocovariance of the process for lag -r and s(O) is the 
variance. 
Because of the nature of long memory processes the matrix will have 
significant autocovariances even for large lags of the process x. Sowell (1992) 
proposes a procedure that performs the estimation and calculates the 
autocovariances with the help of some hypergeometric functions. The 
autocovariances are first represented as a sum of some moving average 
coefficients and hypergeometric functions. Then Sowell (1992) shows how they 
can be computed recursively from previous autocovariances. The paper by 
Doornik and Ooms (2003) has a review of the estimation procedure that Sowell 
(1992) proposed as well as some comparisons with other methods for calculating 
the autocovariance functions. Some other approaches that have to do with an 
efficient calculation of the matrix operations (for example by using the Cholesky 
decomposition or the Durbin-Levinson algorithm) in the likelihood can also be 
found in Chan and Palma (2006). Beran (1994) has a discussion on statistical 
properties with the consistency and efficiency of the exact ML estimators found. 
For d, the estimator is asymptotically normal and follows the distribution 
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(d-d)-N 
0, ir 
2 
-C 
-I 
IT 
6 
and C=O when p=q=O. 
A very important aspect of the exact maximum likelihood estimation is the 
computational problem that arises because of the inversion of the covariance 
matrix (4.14). The long memory property means that the covariance matrix has 
many non-zero elements and especially for time series with many observations 
this implies a high computational burden during the iterations of the likelihood 
maximisation algorithm. 
In order to deal with this problem an approximate maximum likelihood 
method has been proposed (Fox and Taqqu, 1986). The two parts of the likelihood 
equation (4.13) that involve the autocovariance matrix can be approximated so 
that a simpler expression is derived which is similar to the one Whittle (1953) 
used for short memory processes. First the term with the determinant of the 
autocovariance matrix 11(, 8ý is approximated by 
r 
logly-A 
T flog f (, j, ßgý 
21r 
-Ir 
where f (11,8) is the spectral density of the ARFIMA process x (as in 4.8). Then 
the term that includes the inverse of the autocovariance matrix is approximated by 
the following expression, 
,c 
X' E(ß)x =TfI 
("ý) 
2z 
,f 
(Ä, ß) 
where I(A) is the periodogram of the process X from (4.7). 
Therefore the log-likelihood of the process from (4.13) becomes 
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L(x; ß) = log/ (x; ß) 
T 
log 21r -T 
ir T' flog f (, Z, ß)dý --f d, i (4.15) 2 4z 41r f 
The Whittle approximate MLE has some interesting statistical properties 
like the same asymptotic distribution as the exact MLE. Beran (1994) has 
references and theorems for the properties of this estimator as well as for the exact 
MLE in his text. Chan and Palma (2006) also have a description of the 
approximations used, how they are derived and details about some other 
simplifications employed in the Whittle estimator that speed up the estimation. A 
good example is the estimator by Robinson (1995). As it was shown when the 
ARFIMA processes were introduced, for A -4 0 the spectral density of the 
process becomes f (A) - c(p, q) A -2d . Therefore by selecting frequencies that are 
close to 0, the spectral density f (A,, 8) used in the Whittle approximation of the 
log-likelihood is simplified further and the maximisation with respect to the long 
memory parameter d is easier to be done. Robinson (1995) also reports the 
asymptotic distribution of this estimator. 
4.4.5 Bayesian Estimation of ARFIMA Models 
Bayesian methods have also been employed to estimate the parameters of 
ARFIMA models. These are similar in complexity to the likelihood methods since 
the Bayesian estimation is a likelihood method in essence, but they also possess 
the advantages of the Bayesian framework. For example there is a posterior 
distribution for the estimated parameter, the freedom to check for the effect of 
different priors and the ability to base predictions on densities of the forecasted 
value. 
Koop et al. (1997) estimate the parameters of an ARFIMA model with a 
Bayesian method based on Monte Carlo integration. The likelihood of the 
ARFIMA model from (4.12) with parameter space 
2 
19 
= 
(y 
aE9d, 01,..., op, 01,..., 0q 
)is 
represented as p(X 1,8) in this Bayesian 
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context, while the priors of the parameters are independent and are represented as 
, WO, P 
(OP )P 
p(O, 
). The posterior is obtained from P(8) = PWAUE 
p(8 I X) oc p(, 8)p(X 1,8) and the authors focus on estimation of the long memory 
and short memory paramaters d and 01,..., OP, 01,..., Oq respectively. The 
2 
parameters u, q; are integrated out according to the methodology that the 
authors propose and then inference is based on the posterior distributions of the 
parameters, which are obtained from Monte Carlo integration and on the impulse 
response, which is a function of these parameters. The impulse response function 
shows the effect of a shock at time t on the variable X at time t+n. In general the 
method by Koop et al. (1997) is a straightforward Bayesian estimation of the joint 
posterior density p(, 8 I X) of the parameters, which relies on integration to 
estimate the marginal posterior densities for each of the parameters. 
In contrast Pai and Ravishanker (1996) rely on a sampling algorithm in 
order to obtain the posterior distributions of the parameters. The prior 
distributions are independent and the joint posterior density becomes 
p(, 8 I X) oc p(, 8)p(X 1,8) like in the estimation procedure by Koop et al. (1997). 
Parameters u, q, - are integrated out again but this time a sample from the 
marginal posterior density of parameters d and 01,..., Op, 01,..., 
Oq 
, which is 
pýd, 01 9-9 
OP!, 01 
9-9 
Oq I X), is obtained by using a Metropolis-Hastings algorithm. 
This method involves a proposal distribution from which some values 
d', 01 1 9"") OP 11 
01 19-9 0qI are drawn and accepted with probability 
min 1, 
Op"Oll, ... 10 q 
1) 
' op 
1 
01 
1 ... I 
oq) 
according to the version used by Pai and Ravishanker (1996). This is the 
first step 
of the Gibbs sampling algorithm. In this sampler at every step a sample 
from the 
posterior distribution of a parameter is obtained given the values of the parameters 
at the previous step. Therefore for the next steps, samples from the parameters 
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are drawn after the Rao-Blackwellisation of the posterior density p CC- 69 1 X) - This produces the posterior densities p(, u I X, d, 01 9 ... I OP 9 Ol 1-1 Oq) and 
Pýq 
21X, d, 01,..., OP, 01 q..., Oq), which have a known form if conjugate priors for E 
, u, a, 
' are used. 
Pai and Ravishanker (1998) use a more complicated methodology for the 
Bayesian estimation of ARFIMA models. They introduce some latent variables 
which are unobserved values from an ARFIMA (OdO) and an ARFIMA (p, dq) 
model. This way they create an augmented parameter space and use a Gibbs 
sampling algorithm in order to obtain samples of block of variables. One block 
contains the long and short memory parameters, another the unobserved values 
and finally parameters u, ' are sampled separately. The introduction of these 
(TE 
latent variables changes the posterior density and makes its computation easier for 
the sampling technique used to estimate the parameters of the model. The 
methodology was applied on simulated data where it was shown that it 
successfully estimates the parameters and on real data where the advantages of 
using Bayesian estimation techniques were exploited in the investigation of the 
properties of the estimated parameters and in prediction. 
4.4.6 Wavelet Methods for Estimating the Long Memory 
Parameter 
The likelihood methods for the estimation of ARFIMA models all share the 
same difficulty of dealing with the autocovariance matrix of the process (from 
4.14), which is very dense because of the nature of long memory models. Since 
Sowell's (1992) exact MLE, many alternative ways have been proposed for the 
likelihood estimation, some focusing on approximations that simplify the 
functions of the autocovariance matrix (for example the methods that use the 
Whittle approximations) and others by speeding up the calculations especially for 
the matrix operations involved (for example see references in Doornik and Ooms, 
2003 or Chan and Palma, 2006). 
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Another approach that is used for the estimation of long memory models is 
based on the wavelet transform of the process. The estimation then is performed 
in the wavelet domain. The key to this methodology is the fact that the wavelet 
transform can remove the autocorrelations from a long memory process and 
provide wavelet coefficients, which are practically independent between and 
within scales. This means that the form of the autocovariance matrix is no longer 
a factor that complicates calculations in the maximization for example of the 
likelihood function. The independence between the wavelet coefficients means 
their autocovariance matrix is diagonal. 
The theoretical foundations for this property of wavelets can be found in 
papers that investigated the effect of the continuous wavelet transform on the 
fractional Brownian motion. Flandrin (1992) investigates the properties of 
wavelet coefficients of the fractional Brownian motion and concludes that they 
have a stationary structure at each scale while the variance follows a power law 
that allows estimation of the Hurst exponent. Tewfik and Kim (1992) showed that 
the autocorrelation of wavelet coefficients decays much faster than that of the 
fBm and that the rate of decay depends on the number of vanishing moments of 
the wavelet transform. Masry (1993) investigated the properties of wavelet 
coefficients of processes with stationary increments and especially their 
autocovariance and spectral density and applied the results to fBm. Kaplan and 
Kuo (1993) on the other hand worked with the DWT and Haar wavelet and 
reached similar results to Flandrin (1992) and Tewfik and Kim (1992) since they 
showed that the wavelet coefficients of the increments of fractional Brownian 
motion are approximately uncorrelated and that the variance is exponentially 
related to scale. More recently Craigmile and Percival (2005) have generalised the 
results about the decorrelation property of wavelets in terms of the relationships 
between wavelet coefficients in different scales. They showed that for a general 
class of stochastic processes the rate of decay of covariances between coefficients 
in different scales increases with the filter number of the wavelet transform used 
for the Daubechies family of wavelets. 
Focus will now turn to ARFIMA (p, dq) models or the simpler versions 
without short memory effects, ARFIMA (O, d, O) and it will be shown how the 
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wavelet transform changes the autocorrelation structure of these processes as the 
analysis moves from the time to wavelet domain. We will follow McCoy and 
Walden (1996) as they showed that the autocovariance matrix of a fractionally 
differenced ARFIMA (O, d, O) process (as in 4.3) can be approximated by the 
wavelet covariance matrix, which has a much simpler form. For example assume 
that for a sample X=(X,,..., XT) with length T=2j from a process that follows an 
ARFIMA (O, d, O) model with mean 0, after applying the DWT (with the Pyramid 
Algorithm discussed in Section 2.3.2), the vector of wavelet coefficients 
(i do 
9d 
J-' 
9d 
J-' d',... d'j,. 
-, 
) is obtained. The coefficients have a multivariate 0102- 
normal distribution with mean 0, as the original process, and because of the 
decorrelation property of wavelets, an autocovariance matrix of the form: 
i 
J-1 
w 
1w (9) =I... (4.16) 
0 
I 
The variances of the wavelet coefficients are constant within scales and only 
vary between them. So they can be represented by a vector 
( i's J-1, si-I I ... Is 
II... s' 
), 
which is identical to the diagonal of the matrix above SW WWWW 
and has the same length as the vector of the wavelet coefficients. The off-diagonal 
elements of the wavelet covariance matrix are approximately zero, because of the 
decorrelation property of the DWT and this makes the likelihood much easier to 
calculate. Since the original process X was Gaussian with mean 0, the wavelet 
coefficients will also follow a Gaussian distribution. The likelihood of the 
coefficients is 
J 2"-j-1 
(dkj )21 
l(d i; ß) = (2z) 
-T1213 fl (s i )-' ex -i). (4.17) 
j=I k=O 
w 2sw 
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The variances si are a function of the long memory parameter d and W 
variance a Therefore by maximising the log-likelihood with respect to a. the 
MLE of the parameter is obtained. This is substituted in the likelihood equation 
and the likelihood is maximised with respect to parameter d. Jensen (1999a, 2000) 
has generalised this procedure for ARFIMA (p, dq) processes by estimating the 
variance function of the coefficients from their spectral density. The likelihood for 
this model is almost the same as for the ARFIMA (O, d, O) since the only difference 
is that the wavelet variance si now is also a function of the short memory W 
parameters apart from d and U2. Jensen (1999a), by using the approximation of 
the diagonal covariance matrix for the wavelet coefficients, showed that the 
wavelet approximate MLE could be used as an alternative to the frequency 
domain MLE for ARFIMA processes. Alternatively (Jensen, 2000) another 
approximation to the covariance matrix could include some off-diagonal 
elements, which form finger-like bands in the diagonals. Jensen (2000) and 
Percival and Walden (2000) have shown that the magnitude of these off-diagonal 
elements of the matrix drops as wavelet transforms with larger vanishing 
moments are used. 
It is important at this stage to show why the wavelet coefficients from an 
ARFIMA process are approximately independent and the form of their variance 
function si. Jensen (1999b) has the proof for an ARFIMA (O, d, O) process. For W 
the general case of ARFIMA (p, dq) models, Jensen (1999a, 2000) has shown that 
the wavelet coefficients are again almost independent. 
Assume that X, is a fractionally integrated process as in (4.3) with 
Idl < 1/ 2 
and mean zero. The DWT is applied and 
dj, k is the wavelet coefficient k for scale j 
that corresponds to scale 2j-j according to the notation used in Chapter 
2. For 
example the vector of wavelet coefficients now is 
ýdj, 
O, d2,0, 
d2,11'- d j'O .... 
d J, 2-1 /2_1 
) 
while according to the notation in Chapter 2 it was 
(djdj-', dj-',..., d',... d'jl, 
_, 
). 
00102 
Then as Jensen (1999b) shows the mean of the coefficients is 
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E [d j ýk 
]= 2j'2 f E[X, ]Vf (2i t- kýt = 0, 
while the formula for the variance becomes 
Var[di, k 
J= E[d 2 k] =2jf 
fE[X X, ]Wý2 jt- k) V/(2j s- k)dsdt il t 
Jensen (1999b) then proves that the wavelet variance depends only on scale 
according to 
Var[di, k]= Cw2 
-2 jd and Cw is finite. 
By taking logarithms in this equation the following relationship is obtained 
logVar[dj, k]=IogCw -dlog2 
2j 
. (4.18) 
This result states that the log of the variance of the wavelet coefficients for 
every scale j is linearly related to scale j. Jensen (I 999b) after this proof used the 
relationship to obtain an OLS estimator of the long memory parameter as -d 
corresponds to the slope in (4.18). He used the result to prove that the coefficients 
in different scales are almost independent as well. Finally the estimator was 
shown to be consistent as j ---> oo and the bias was calculated. The wavelet OLS 
estimator is compared to the traditional estimator of the differencing parameter by 
Geweke and Porter-Hudak (1983) (from 4.10) and to the wavelet likelihood 
method proposed by McCoy and Walden (1996) (from 4.17). It was shown by 
Monte Carlo simulations that the mean squared error (MSE) is lower for the OLS 
wavelet estimator compared to the GPH estimator while it is slightly larger than 
the McCoy and Walden (1996) estimator (but for this estimator the bias is larger 
in absolute values). 
Percival and Walden (2000) proposed a new weighted OLS estimator, 
which is based on the MODWT (see Section 2.4), for which no downsampling 
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occurs and the number of wavelet coefficients is the same as the data size in every 
scale. Percival and Walden (2000) also considered truncating some of the scales 
that correspond to the short run dynamics of the data, for example scales J or J- I- 
They showed that for these scales the linear relationship established between the 
variance of the wavelet coefficients and scale is not so strong. The Monte Carlo 
simulations they performed for the weighted OLS estimator showed that scales J- 
3 to J should be omitted. 
We can also show that from the proof of the wavelet OLS of Jensen 
(1999b), which relies on an approximation for the Gamma functions, i. e. that 
F(K + a)l 1F(K + b) =K a-b when K is large. In this example K= It - s12-j and 
this becomes larger when j -ý 0. Therefore the behaviour and accuracy of the 
estimator depends on which scales are used in the regression. Tse et a]. (2002) did 
a similar analysis for the wavelet ML estimator of McCoy and Walden (1996) but 
also considered the case where short memory effects are present in the model. 
Based on Monte Carlo experiments they concluded that for ARFIMA models with 
an autoregressive or moving average parameter, the MSE of the estimator 
improved when scales larger than J-4 are ignored and is close to the MSE of the 
frequency domain MLE. The fact that short memory parameters do not have to be 
specified in the wavelet MLE makes it very useful since by ignoring some scales 
the estimator performs more accurately even when short run dynamics are present 
in the data. Finally Nielsen and Frederiksen (2005) concluded from their Monte 
Carlo studies that in the presence of autoregressive or moving average parameters, 
ignoring some of the higher scales improves the wavelet MLE performance 
noticeably. 
4.4.7 The Effect of Scale Trimming in the Wavelet OLS 
Estimator 
The graph below (Figure 4.3) shows the log-linear relationship established 
in Section 4.4.6 for the variance of the wavelet coefficients Var[d j, k 
I and scale j 
(from 4.18). The variance is calculated from a sample of 2048 values simulated 
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from an ARFIMA (O, d=0.4, O) model with q, ' = 1. The slope from the regression 
fitted to the points in the graph gives the estimate of the long memory parameter 
d. However as Percival and Walden (2000, p. 344) also observed for the first few 
scales, for example j=1,2,3, there are only 1,2 and 4 wavelet coefficients 
respectively and the effect of sampling variability is significant. 
To our knowledge an analysis about the issue with the few wavelet 
coefficients at the first scales has not been performed for the original wavelet 
OLS estimator of Jensen (1999b). Nielsen and Frederiksen (2005) in their Monte 
Carlo study compared the accuracy of the wavelet OLS estimator when the first 2 
scales were trimmed but did not consider the effect of various different levels of 
trimming. In order to determine what would be the appropriate number of levels 
to be omitted corresponding to low frequencies, a Monte Carlo experiment was 
performed. The bias and MSE are calculated for the wavelet OLS estimator (from 
4.18) from 1000 simulated series of sample size 2048 from ARFIMA (O, d, O) 
models with d=O. 1,0.2,0.3,0.4 and or, 2 = 1. Different scenarios are investigated 
with a varying number of levels of lower frequencies being omitted. The variance 
2j 
of the wavelet coefficients is calculated from Var[d 
I--I d2, 
k as in Jensen's jk 2j k=1 I 
(1999b) estimator and the regression is calculated for the scales j=jo,..., J, where 
jo takes the values 2,3,..., 7. For example when j0=3 the scales 3,4,..., 11 are 
included in the regression, since the sample size of the original data in the 
experiment was 211 =2048. Therefore the number of wavelet coefficients for which 
the variance is calculated will be 2 3-1 =4 for the first scalejo used in the regression. 
The wavelet coefficient d,, O which corresponds to scalej=1 
is not included in the 
regression in any of the simulations in general as in that level the variance would 
be calculated only from this single coefficient. 
91 
CHAPTER 4- LONG MEMORY PROCESSES 
0 
NT 
(D 00 
m 
7E_ 
E 
m 
0 
0 
0 
0 
0 
0 
0 
0 
CD 0 
0 
10 12 14 
log2 A (2*scale) 
Figure 4.3. The log-linear relationship between variance and scales in a long 
memory process. 
The results in Table 4.1 indicate that the bias of the estimator decreases 
when the number of scales jo not included in the regression becomes larger and 
the same is true for the MSE. However the smallest value for both metrics was 
found for jo=6 and then became larger for j0=7. When d=0.4 the MSE was lower 
for jo=5 and the bias for j0=4. This can be explained by the fact that when d is 
high it is required that some more low frequencies are included in the regression 
so that the long memory effect is correctly identified. Therefore it seems that 
when using the wavelet OLS estimator for the long memory parameter in an 
ARFIMA (O, d, O) model, the estimator is more accurate when the scales j=6,. JI 
are used orj=5,..., l I for d=0.4. 
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jo d Bias MSF 
2 0.1 -0-03459 0.00420 
0.2 -0.03695 0.00475 
0.3 -0.03870 0.00479 
0.4 -0.03805 0.00515 
3 0.1 -0.02335 0.00257 
0.2 -0.02505 0.00255 
0.3 -0.02816 0.00267 
0.4 -0-02764 0.00272 
4 0.1 -0.01552 0.00157 
0.2 -0-01952 0.00168 
0.3 -0.02139 0.00185 
0.4 -0.02503 0.00199 
5 0.1 -0.01123 0.00117 
0.2 -0.01862 0.00137 
0.3 -0.01998 0.00142 
0.4 -0.02626 0.00176 
6 0.1 -0.01012 0.00092 
0.2 -0.01830 0.00121 
0.3 -0.02198 0.00139 
0.4 -0.02956 0.00181 
7 0.1 -0.01130 0.00093 
0.2 -0.02166 0.00131 
0.3 -0.03039 0.00178 
0.4 -0.03717, 0.00224 
Table 4.1. Monte Carlo results for Bias and MSE of the low frequency trimmed 
wavelet OLS estimator for 1000 ARFIMA (O, d, O) series with 2048 observations. 
Lowest absolute values for each d are marked with bold. 
It should be kept in mind that this experiment was done for samples of size 
2 11 =2048. In the case that smaller sizes are used the number jo of the scales for 
which the estimator becomes more accurate could be different. For example for 
sample size 210=1024 we did a similar Monte Carlo experiment, which is not 
reported here, that showed that jo should be 5 or even 4 for d=0.4. In general the 
results indicate that because of sampling variability, if some scales are not 
included in the regression for the estimation of the long memory parameter, there 
is an improvement in the bias and MSE of the estimator. However the optimal 
number of scales to be trimmed depends on the sample size. 
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These results are obtained for ARFIMA (O, d, O) models and although the 
scales that were ignored correspond to low frequencies and possibly to dynamics 
that are related mostly to long memory effects, the estimator performed better. 
However in the presence of short memory parameters in the model, it is expected 
that ignoring the same scales will not improve the bias and MSE of the estimator. 
In that case the high frequencies are much more affected by short memory and 
therefore significant bias is introduced if the corresponding scales are kept in the 
regression and the lower frequencies are omitted. 
A similar Monte Carlo experiment to the one for the ARFIMA (O, d, O) was 
performed but this time for ARFIMA (l, d, O) models. The size of each time series 
is 2048 as before and the bias and MSE are calculated for 1000 series. Different 
degrees of short and long memory were assumed in the series by varying the 
values of the parameters. The autoregressive parameter is 01 = 0.2,0.4 while the 
long memory d=0.2,0.4. The short memory parameter 01 is selected to be small in 
order to avoid cases where the order of integration in the series is almost one. 
Firstly scales corresponding to high frequencies are ignored in the estimation. The 
regression is fitted for scales j=2,... j, with jl=8,9,10,11. The difference between 
this and the previous experiment is that now the scales that are ignored are the 
ones corresponding to high and not low frequencies. There are more wavelet 
coefficients that belong to these scales compared to those for the scales ignored in 
the previous experiment. However they are related to the short run dynamics of 
the series and in the presence of short memory effects their variance does not 
seem to follow a log linear relationship with scale. We highlighted this fact at the 
end of Section 4.4.6 for ARFIMA (O, d, O) models but when short-term effects are 
present in the data it is expected that trimming the high frequencies will be more 
crucial for the accuracy of the wavelet OLS estimator. 
The results in Table 4.2 indicate that the bias and MSE of the estimator 
become smaller as j, decreases and the long memory parameter d is high. When 
d=0.4 and 01 = 0.2 the bias becomes smaller for j1=9 while the MSE for jj= 11. 
But for the same degree of long memory, when 01 = 0.4 the bias is smaller for 
j1=8 and the MSE for jj= 10. On the other hand for d=0.2 and when 01 = 0.2 the 
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trimming of high frequency scales seems to have a negative effect on the bias and 
MSE while only for 01 = 0.4 they become smaller for j1=9 and ji=10 
respectively. In general because of the fact that the high frequencies are mostly 
representative of the short run dynamics, their trimming becomes more important 
when 01 gets larger. 
ji ol d Bias MSE 
11 0.2 0.2 0.00532 0.00344 
0.4 0.02169 0.00502 
0.4 0.2 0.05932 0.00706 
0.4 0.07495 0.01043 
10 0.2 0.2 -0.01461 0.00521 
0.4 0.00834 0.00650 
0.4 0.2 0.02154 0.00566 
0.4 0.04337 0.00873 
9 0.2 0.2 -0.03274 0.00875 
0.4 -0.00482 0.00946 
0.4 0.2 -0.01292 0.00808 
0.4 0.01391 0.01035 
8 0.2 0.2 -0.04592 0.01449 
0.4 -0.01470 0.01474 
0.4 0.2 -0.03520 0.01397 
0.4 -0.00567, 0.01565 
Table 4.2. Monte Carlo results for Bias and MSE of the high frequency trimmed 
wavelet OLS estimator for 1000 ARFIMA (l, d, O) series with 2048 observations. 
Lowest absolute values for each d and 01 are marked with bold. 
On the contrary when scales up to jo=3,4 and 5 are ignored the bias 
increases significantly, especially when 01 = 0.4 (Table 4.3). This can be 
explained by the fact that when short memory effects are present in the model the 
low frequencies become increasingly important for the estimation of long memory 
with the wavelet OLS, since the higher frequencies tend to represent the short run 
dynamics. Therefore for ARFIMA (l, d, O) models truncating scales close to I will 
not improve the performance of the wavelet OLS estimator as much as for 
ARFIMA (O, d, O) models. Time scales close to J have to be omitted, since they are 
related to short memory effects. These results agree with the conclusions drawn 
95 
CHAPTER 4- LONG MEMORY PROCESSES 
by Nielsen and Frederiksen (2005), that in the presence of short-run dynamics the 
wavelet OLS becomes more accurate when the wavelet coefficients that 
correspond to high frequencies are trimmed. 
j. 01 ýBias msp: 
3 0.2 0.2 0.02309 0.00257 
0.4 0.03407 0.00415 
0.4 0.2 0.08694 0.00963 
0.4 0.09748 0.01223 
4 0.2 0.2 0.03945 0.00303 
0.4 0.04719 0.00416 
0.4 0.2 0.11446 0.01434 
0.4 0.12190 0.01664 
5 0.2 0.2 0.35424 0.00401 
0.4 0.05688 0.00464 
0.4 0.2 0.14555 0.02221 
0.4 0.15000 0.02389 
Table 4.3. Monte Carlo results for Bias and MSE of the low frequency 
trimmed wavelet OLS estimator for 1000 ARFIN4A (1, d, O) series with 2048 
observations. 
4.4.8 A Bayesian Wavelet Approach to the Estimation of 
ARFIMA Models 
Ko and Vannucci (2006) propose a wavelet-based estimation procedure for 
ARFIN4A (p, dq) processes. They used the decorrelation property of wavelets to 
write the likelihood of the model in a simpler form since the off-diagonal 
elements of the covariance matrix were set to 0 and the matrix was calculated 
with a procedure based on the recursive filters of the DWT (Vannucci and Coradi, 
1999). The likelihood for the wavelet coefficients was also used in a similar 
format in the wavelet MLE of Jensen (1999a) but Ko and Vannucci (2006) also 
establish prior distributions for the parameters in order to perform the Bayesian 
estimation. Then with the help of a Markov chain Monte Carlo algorithm, the 
unknown parameters were estimated and the results compared with the MLE 
method and the classic method by Geweke and Porter-Hudak (1983). Overall the 
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estimates seemed to produce superior results in comparison with the 
aforementioned methods. 
4.5 Long Memory Estimation in Financial Data with 
Wavelet Methods 
The papers reviewed in this section include applications based mostly on the 
OLS method by Jensen (1999b). This is a simple method that offers attractive 
results according to diagnostics (Jensen, 1999b) and is similar to another semi- 
parametric method for long memory estimation, the GPH. Therefore comparisons 
between the two methods can be made. 
Tkacz (2001) investigates the behaviour of interest rates and aims to 
determine whether their order of integration is significantly different from I or 0. 
He claims that estimation of the fractional differencing parameter d will provide 
more information and the tests based on such a statistic will be more accurate than 
simply checking for an order of integration of 1 for example. He uses a wavelet 
OLS estimator on monthly Treasury bill and zero-coupon bond rates for various 
terms, for USA and Canada. The fractional integration parameter for the short- 
term securities (I year or less) is significantly lower than 1, while for the longer- 
term securities (5 and 10 years) the initial hypothesis of order of integration I 
cannot be rejected. In general, the parameter estimates seem to increase with the 
term to maturity. Similar results were obtained when the sample size was halved 
in order to omit the 1940's and 1950's time period when the bond market was thin. 
The estimates for Canada are slightly higher but in general follow the same 
pattern, the only difference being the increased level of the fractional integration 
parameter for the short-term securities when the smaller sample was used. The 
author claims that this difference is because of the fact that Commercial paper 
rates were used for the short-term rates of Canada and since they have a different 
risk profile, this has an effect on the long memory parameter. 
McCarthy et al (2004) also attempt an investigation of the long memory 
property of interest rates with the wavelet OLS estimator. The estimation is done 
on the log differences of U. S. Treasury securities. Long memory is detected in the 
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interest rates for most of the maturities (3-month, 1,2,3,5,7,10- years). The null 
hypothesis of no long memory is not rejected for the 6-month and 30-years 
interest rates where the length of the series is shorter than the other rates. One of 
the differences between the two papers concerns the datasets that are used. In the 
paper by Tkacz (2001) the long memory estimation is done on the interest rates as 
reported in the market, while in the paper by McCarthy et al (2004), on the 
differences of the logs of the rates. That is why the estimates for the first paper are 
closer to I and for the second closer to 0. The goals of the two papers are different 
though, since the first aims at determining the size of the order of fractional 
integration and compare results with other researchers who report that the size is 
1, while the second aims at investigating the long memory behaviour of interest 
rate changes. 
Atkins and Sun (2003) also use Jensen's OLS estimator on the CPI inflation 
rate, the central bank's base rate, the 90-daysTreasury bill and some government 
bond yields for maturities over a year for USA and Canada. The results agree with 
those reported by Tkacz (2001) and the interest rates with a bigger maturity have 
a higher estimate for the differencing parameter, which approaches unity. The 
inflation rate on the other hand has a much lower differencing parameter as it is 
lower than 0.5. Atkins and Sun (2003) go one step further by estimating the 
differencing parameter from specific scales of the wavelet transform of interest 
rates and show that the estimates are much lower for the scales than for the 
original data. However for the scales with fewer wavelet coefficients the standard 
error of the estimate is high and inference can be inconclusive. Finally the authors 
test for the presence of the Fisher effect in different scales. By reconstructing the 
interest rates time series from the wavelet coefficients in different scales and 
regressing the yields with the inflation rate, they found that the slope of the 
regression was not significantly different from I for the levels that correspond to 
the lower frequencies of the US series. This means that the Fisher effect is 
stronger on the long run and was not identified for shorter periods. For Canada the 
Fisher effect was detected on the low frequencies of the Bank of Canada base rate 
and the short term Treasury bill. It should be noted however that the regressions 
on the low frequencies were performed with a small number of wavelet 
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coefficients since their number becomes smaller in every scale according to the 
wavelet decomposition. 
Jin et al (2006) test for long memory in a number of foreign exchange rates. 
They select 19 different exchange rates against the US Dollar. The wavelet OLS 
estimator is used on the monthly and weekly returns of these rates and the 
interesting result is that for 14 series the null hypothesis of a fractional integrating 
parameter d equalling 0 is rejected. This is in contrast to some previous studies 
that had not detected the presence of long memory in the returns series of foreign 
exchange rates, using mainly the GPH estimator. The same result of not 
statistically significant long memory was obtained when the GPH estimator was 
applied to the returns series in the paper. On the other hand the estimates given by 
the wavelet OLS indicate a very low but positive degree of long memory for most 
of the series and some series with d<O. However the results are statistically 
significant and this might be partly explained by the low MSE, a characteristic of 
the wavelet OLS estimator. 
Elder and Jin (2007) investigate the long memory characteristic of volatility 
of commodities futures with the help of wavelets. They use the wavelet OLS 
estimator of Jensen (1999b) and the banded MLE of Jensen (2000) in order to 
estimate the long memory parameter d of commodities futures (grains such as 
corn, wheat and soybeans, soft commodities such as cocoa, coffee and sugar and 
meats such as live cattle, hogs and pork bellies) volatilities and compare the 
estimates with those obtained from the GPH estimator and the FIGARCH model. 
They consider the wavelet estimators to be a better option since they have a 
smaller MSE than the GPH and since they are semi-parametric methods do not 
require a full model specification that includes short-memory parameters like the 
FIGARCH model does. Furthermore the FIGARCH estimates although they are 
more precise than the ones from the GPH method they suffer from a drawback 
that is related to the interpretation of the estimation. For d>0.5 the long-memory 
is weaker than when d<0.5 according to the FIGARCH model, a property that is 
in contrast with the intuition behind the long memory characteristic. The wavelet 
OLS estimator and banded MLE reject the null hypothesis of no fractional 
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integration for all the datasets of commodities futures and at the same time the 
estimates are significantly less than 0.5. 
4.6 Example of Long Memory Identification and Estimation 
4.6.1 Introduction 
The estimation methods described in Section 4.4 show that there is a wide 
variety of different approaches for the estimation of long memory in ARFIMA 
(p, d, q) processes. In this section we design a novel framework for the evaluation 
of these methods. We perform Monte Carlo experiments to compare some 
selected methods in terms of Bias and MSE but also for the first time measure 
their power in distinguishing long memory for different estimates of d. 
4.6.2 A Monte Carlo Comparison of Various Long Memory 
Estimation Methods 
It is obvious that one faces the dilemma of choosing the appropriate 
estimation method for long memory models. Of course some of them are much 
easier to apply and take less time to compute. That is the main reason the GPH 
has become a standard in the literature when investigating the presence of long 
memory effects in datasets or when determining the accuracy and effectiveness of 
new estimation methods. Similarly the wavelet OLS estimator is also simple to 
calculate and many recent investigations that have used wavelet estimators for 
long memory in financial time series (see Section 4.5) rely on it. However these 
methods do not seem to produce very accurate results in the presence of short run 
dynamics in the data. In that case the more complicated fully parametric 
estimation methods (such as parametric MLEs) are more powerful in detecting 
long memory. Nielsen and Frederiksen (2005) attempt a comparison between 
various methods of estimation by Monte Carlo experiments and they conclude 
that from the parametric methods, the frequency domain MLE seems to 
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outperform the exact time domain MLE, especially for smaller samples, while for 
the semi-parametric ones there are small differences in terms of bias unless short 
run dynamics come into play. In that case some of the more recent methods that 
aim to reduce bias because of significant short memory effects seem to perform 
better in that respect, even though they have a larger MSE. As for the wavelet 
OLS estimator, as it was shown in Section 4.4.7, more accurate estimates can be 
obtained by trimming the appropriate number of scales depending on whether 
short run dynamics are present. 
The main goal of the Monte Carlo experiment we present next is to compare 
some estimation methods and measure their ability to correctly identify long 
memory. Especially after the analysis about the wavelet OLS estimator in Section 
4.4.7, it is interesting to investigate how it performs compared to some of the 
other well known methods. The methods used are 
The GPH method is the first one we select since it is widely used especially 
for comparisons with other proposed estimation procedures and its 
properties have been investigated extensively. Concerning the number of 
frequency ordinates g(T)=7, a takes the values 0.5 and 0.6 without any 
trimming of the lower frequencies as suggested by previous studies 
(Hurvich and Ray, 1995). 
The smooth periodogram estimator of Reisen (1994) is also employed as an 
alternative to the GPH. 
The wavelet OLS of Jensen (1999b) is the next estimator and the trimming 
of scales is done according to the results of Section 4.4.7, withjo=6 since the 
sample size is 2048. 
Finally from the parametric methods, the Whittle frequency domain MLE is 
picked since it is much simpler to apply and according to 
Nielsen and 
Frederiksen (2005) performs well compared to other more complex 
parametric methods. 
The GPH and smooth periodograrn estimators are applied from the 
fracdiff 
package in the R (1haka and Gentleman, 1996) programming 
language, while 
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Whittle estimator from fSeries package. For the wavelet OLS estimator we use 
again the WaveThresH (Nason, 1998) package in R. 
As before, 1000 series with 2048 observations are simulated and the bias 
and MSE are calculated for every estimation method. The series are modelled as 
ARFIMA (O, d, O) with d=-0.2, -O. I, -0.05,0,0.05,0.1,0.2,0.3,0.4 and Or, 2 = 1. The 
results (Table 4.4) indicate firstly that the smooth periodogram, wavelet OLS and 
Whittle estimators are negatively biased while the GPH can be positively or 
negatively. Secondly for the GPH and wavelet OLS estimators, as the long 
memory parameter d moves away from 0, the bias tends to increase. Thirdly GPH 
with a=0.6 has smaller bias in absolute values than the other estimators, even 
compared to the Whittle MLE (apart from when d=0.3,0.4). The bias of the 
wavelet OLS is lower than the smooth periodogram. for a=0.5 and beats the same 
estimator with a=0.6 only for values of d close to 0. 
As expected the Whittle MLE has the smallest MSE from all the methods 
since it is parametric and it has a clear advantage when it is correctly specified. 
However the MSE of the wavelet OLS is much smaller than all the other 
estimators apart from Whittle. The smooth periodogram with a=0.6 has a smaller 
MSE than GPH with the same a and the same is true when a=0.5 for both 
estimators. These results are consistent across all values of d in the experiment. In 
general the results from this experiment agree with the conclusions drawn by 
Jensen (1999b) about the wavelet OLS and the fact that it has a larger bias in 
absolute terms, compared to GPH but a much smaller MSE. Furthermore we show 
that the wavelet OLS performs better than the smooth periodogram approach in 
terms of both bias and MSE, especially in the cases when the true value of d is 
near 0. This would make the wavelet OLS estimator a useful tool in distinguishing 
if the data possess long memory properties and especially if the true value of d is 
close to 0. 
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4.6.3 A Comparison of the Power of the Estimation Methods in 
Correctly Identifying Long Memory 
The aim of the next experiment is to compare the methods involved in the 
previous Monte Carlo test in order to determine their power in correctly detecting 
long memory. To our knowledge this kind of comparison between these long 
memory estimation methods has not been performed in the past and the results 
will be useful particularly for time series for which the long memory parameter is 
close to 0 and the researcher needs to decide whether it is statistically significant. 
As before 1000 time series from ARFIMA (O, d, O) models with d=-0.2, -O. I, - 
0.05,0,0.05,0.1,0.2,0.3,0.4 and q, 2 =I are used. The estimates of long memory 
parameter d from the GPH, smooth periodogram and wavelet OLS method are all 
derived from regressions and in particular the slope parameter. By taking the 
estimate and dividing by the standard error, the t-statistic was obtained and a 
simple test is performed to check whether the null hypothesis Ho: d=O is rejected. 
The null is rejected with a 5% significance level if the absolute value of the t- 
statistic is larger than the 97.5% quantile of the Student t-distribution with v-1 
degrees of freedom, where v is the number of observations used in the regression. 
The Whittle estimator follows the same asymptotic distribution as the exact 
maximum likelihood method of Sowell (1992). A method with high power in 
detecting long memory should reject the null hypothesis more often than one with 
a lower power (apart from when the true d is 0). Table 4.5 shows the % of cases 
out of the 1000 repetitions in the Monte Carlo experiment that the null hypothesis 
is correctly rejected since the true value of d is different than 0. The results 
indicate that the wavelet OLS estimator is more powerful than the other semi- 
parametric methods in rejecting the null hypothesis of d=O when the true 
d in the 
data is different than 0. This can be attributed to the fact that the standard error of 
the slope estimator in the regression of the wavelet variance is much smaller than 
the standard error of the estimators in the other methods. The second more 
powerful is the smooth periodogram approach with a=0.6 and then with a=0.5. 
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Finally the GPH method is the least powerful and seems to have difficulties in 
distinguishing the long memory property, especially when d is near 0. 
Therefore the Monte Carlo experiment performed to compare the power of 
the estimation methods shows that the wavelet OLS is particularly useful for 
datasets that seem to have a weak long memory property. The % of cases that the 
null of d=O is correctly rejected is also higher when the true d is -0.05 or -0.1 
rather than 0.05 or 0.1 because of the negative bias that is present in the wavelet 
OLS estimator (the same is true for the smooth periodogram approach that has 
negative bias as well). 
The interpretation of the results when the true value of d is 0 is slightly 
different since in that case the estimation methods should not reject the null 
hypothesis. Therefore the percentage in Table 4.5 should be low if the method is 
good in identifying the absence of long memory. The GPH method has the 
smallest percentage compared to the other semi-parametric methods, with the 
wavelet OLS estimator performing better than the smooth periodograrn approach. 
However the difficulty of the GPH method in correctly identifying long memory 
when d is close to 0 means that there is still a risk when using this method in these 
cases. Finally the Whittle estimator almost always rejects the null hypothesis 
when the true value of d is not 0. However when d=O, the estimator incorrectly 
rejects the null hypothesis. This can be explained by a combination of bias in the 
estimator and low variance in its asymptotic distribution. 
The experiment has been repeated with time series that include short term 
dynamics, to test whether the power of the estimation methods is affected. We 
simulate values from ARFIMA (l, d, O) models with 01 = 0.2 and 0.4. 
Interestingly the results indicate that the trimmed wavelet OLS method is still 
outperforming the rest of the semi-parametric estimators especially when d>0. 
As it can be seen from Table 4.3 the estimates of long memory are positively 
biased when there is an autoregressive parameter in the model. This means that 
their distance from 0 is increasing and the null hypothesis of no long memory is 
rejected. In contrast, for d<0 the estimates are closer to 0 and the power of the 
trimmed wavelet OLS estimator has decreased (we found the smooth periodogram 
method with a=0.6 to work better in this case). With this experiment we have 
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shown that the trimmed wavelet OLS is still a powerful method to detect long 
memory even when short run dynamics are present in the data (and especially 
when the long memory parameter is positive as it is the case in most of the 
examples with real data). 
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4.7 Detection of Long Memory in the Returns of Various 
Financial Assets 
The next step is to apply the estimation methods involved in the Monte 
Carlo experiments on the returns of various financial assets. In general for returns, 
the long memory parameter is estimated as being very low but in some cases it is 
statistically significant. The next table (Table 4.6) has results from several 
research papers about the long memory property of returns of financial assets. The 
Monte Carlo experiment of the previous section, which compared the estimation 
methods according to their power in distinguishing a long memory parameter 
when it is larger or smaller than 0, will help in determining the presence of long 
memory effects in the returns series. 
Long 
Asset Memory Method used Author 
S&P 500 Stocks No Lagrange Multiplier (LM) test Lobato and Savin (1998) 
Commodities' Futures No modified R/S statistic, LM test, GPH Crato and Ray (2000) 
Dow Jones, S&P 500, No modified R/S statistic, GPH Grau-Carles (2000) FTSE and Madrid Index 
NIKKEI Yes modified R/S statistic Grau-Carles (2000) 
US Treasuries Yes wavelet OLS McCarthy et al. (2004) 
Exchange rates (14/19 Yes wavelet OLS Jin et al. (2006) 
and 5/14 with d<0) 
Exchange rates No GPH Jin et al. (2006) 
Table 4.6 Results for long memory in returns of financial assets. 
The datasets include five foreign exchange rates, all against the US Dollar 
(British Pound, Euro, Japanese Yen, Swiss Franc and the South African Rand), 
five commodities' futures series (Corn, Wheat, Soybeans from the Chicago Board 
of Trade, Pork Bellies from the Chicago Mercantile Exchange and Cotton from 
New York Board of Trade), three commodities spot prices (Gold and two 
108 
CHAPTER 4- LONG MEMORY PROCESSES 
different datasets for the oil price, the WTI (West Texas Intermediate) Crude oil 
and Brent oil), five stock prices which have been listed in the New York stock 
exchange for a long time (those of the companies JP Morgan, Alcoa Inc., IBM, 
Merril Lynch and Bank of America) and are corrected for the effect of dividends 
or splits and six indices (FTSElOO from UK, DAX from Germany, NIKKEI from 
Japan, S&P500 from USA, HANG SENG from Hong Kong and NASDAQ from 
USA). All the datasets contain daily closing prices. The source that the datasets 
are obtained from and the time period they cover are mentioned in Table 4.7. The 
returns Yt for time t are calculated using 
yt = In Pt Pt-l 
where P, is the price of the asset at time t. For the commodities' futures, the price 
on each day corresponded to the one of the nearest to expiration contract and at 
the beginning of the month that the contract was expiring the price for the next 
contract was used. This method of calculating returns for the futures contracts has 
been used in the past in other studies (see for example Crato and Ray, 2000). 
The first table (Table 4.7) has some descriptive statistics of the time series, 
the mean, standard deviation, skewness and excess kurtosis over 3. It can be seen 
that some of the series deviate from normality since the excess kurtosis 
is high, 
indicating the presence of fat tails, especially for stocks, some indices and gold 
prices. 
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CHAPTER 4- LONG MEMORY PROCESSES 
For the estimation of long memory, the GPH, smooth periodogram, trimmed 
wavelet OLS and Whittle ML estimator are used. Based on the results of the 
Monte Carlo comparisons and the conclusions drawn about the power of these 
methods in detecting long memory the aim is to obtain a better understanding of 
the behaviour of the returns series and attempt to determine whether the long 
memory parameter is significantly different than 0. The findings of previous 
studies about the long memory property of returns series do not always agree (see 
for example Table 4.6), but the results of the earlier Monte Carlo experiments are 
expected to help reach conclusions that can be supported by information on the 
actual performance of the estimation methods. 
The results indicate (Table 4.8) that the long memory parameter is close to 0 
for almost all the returns series. It is interesting that for all of the series the long 
memory estimate is negative for some estimation methods, although only a few of 
them are found statistically significant as seen in Table 4.9. This table shows the 
range of the estimates of d for each asset and for which methods they were found 
statistically significant. There are only three cases (Gold and WTI oil prices and 
Bank of America share price) where three or more methods agree that the long 
memory parameter is statistically significant and even for these assets there are 
estimates with a different sign. 
In the table with the long memory estimates (Table 4.8) the statistically 
significant estimates with a 95% confidence level have been marked with bold, 
while they are also summarised in the next table (Table 4.9). For the FX rates the 
smooth periodogram approach with a=0.5 and the Whittle estimator indicate the 
existence of a negative long memory parameter in the JPY and CHF series. 
Apart 
from the South African Rand, the other major currencies have negative estimates 
for the long memory parameter. However only for two of them (JPY and CHF) 
and with one estimation method, d is found significant, a sign of weak 
long 
memory property in this type of assets. 
The commodities' futures data generally show no signs of long memory 
apart from the Soybeans with the smooth periodogram approach 
(for both a=0.5 
and a=0.6), Corn with the smooth periodogram approach (for a=0.6) and 
Pork 
Bellies with the Whittle estimator. Gold and Oil spot prices have a statistically 
ill 
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significant negative long memory parameter according to the smooth periodogram 
approach. This result is supported, for the Gold price dataset, by the trimmed 
wavelet OLS estimator as well, while for WTI crude oil the wavelet estimator 
finds a statistically significant positive long memory parameter. This result 
contradicts the findings from the smooth periodogram and the Whittle estimator. 
For the stock prices again the long memory estimates are very close to 0, 
with some of them being negative. The smooth periodogram approach with a=0.5 
indicates a statistically significant negative long memory parameter for 4 (JPM, 
IBM, MER and BAC) out of the 5 datasets. Especially for Bank of America this 
result is supported by both the GPH and smooth periodogram estimators (and for 
113M by the GPH). Finally the trimmed wavelet OLS estimator finds that the long 
memory parameter for FTSE, NIKKEI, S&P and NASDAQ is only slightly 
bigger than 0 but is statistically significant while the Whittle estimator indicates a 
statistically significant negative long memory parameter for S&P. 
In general the results of the long memory estimation based on different 
methods seem to be contradictory. In most of the cases the smooth periodogram 
and the GPH estimator with a=0.5 have the highest absolute values. The same 
methods with a=0.6 have estimates which are closer to 0. Finally the wavelet OLS 
and Whittle estimators are almost always very close to 0. This can explain partly 
why previous studies aiming at detecting long memory behaviour in the returns of 
financial assets prices have reached different conclusions. The estimates are all 
very close to 0 but according to the trimmed wavelet OLS estimator, which was 
shown to be the most powerful of the semi-parametric methods in detecting long 
memory in fractionally integrated processes, only the returns of gold, crude oil 
prices and some stock market indices (FTSE, NIKKEI, S&P and NASDAQ) are 
statistically significant. Especially for the gold price returns the long memory 
parameter was found to be negative and since there are different ways to interpret 
a negative fractional differencing parameter (see Section 4.2.1) it is not clear 
whether it should be accepted as long memory. In contrast if someone for 
example relies on the smooth periodogram approach, would reach different 
conclusions since the returns for most of the share prices were found to have a 
statistically significant negative long memory parameter. 
112 
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We believe that especially for the returns of financial asset prices it is 
required that various different methods of estimation are used for the long 
memory parameter. It was shown that the trimmed wavelet OLS estimator is more 
powerful in detecting long memory than the other methods (Section 4.4.7) but 
when for example short run dynamics are present, the performance of the 
estimator could be affected. When the more powerful methods in general agree 
that the long memory parameter is statistically significant as for example in the 
Gold price returns then the researcher can be more confident about these findings. 
For the stock market indices, the wavelet methodology finds statistically 
significant long memory, although with a very small parameter, while the other 
methods fail to identify such a property. This could be a good example of the 
wavelet OLS estimator's ability to identify long memory when the parameter is 
close to 0. On the other hand for the share price returns the smooth periodogram. 
or the GPH estimator find statistically significant long memory but the wavelet 
OLS estimator does not. In such a case one would have to consider if the wavelet 
estimator is biased because of short-term effects in the dataset for example. We 
also saw in the end of Section 4.6.2 that when d<0 (as in the share price returns) 
the power of the trimmed wavelet OLS is decreasing. 
4.8 Summary 
In this chapter we presented the literature about long memory models and 
the most important estimation methods for long memory parameters. We focused 
on estimation methods based on wavelet transforms and especially on the one that 
uses the log-linear relationship between the variance of the wavelet coefficients 
and the scale in order to estimate the long memory parameter d of ARFIMA 
models. We investigated the behaviour of the method as we trim different levels 
of scales in order to retain those corresponding to long run dynamics and 
concluded that the accuracy can improve considerably. In contrast when short- 
term effects are present in the data, in the form of autoregressive parameters for 
example, we showed that the trimming of low frequencies has a reverse effect. 
113 
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We then compared several estimation methods in terms of their Bias and MSE 
and introduced a new Monte Carlo test to evaluate their ability to accept a long 
memory parameter as statistically significant, even when it is close to 0. The 
trimmed wavelet OLS method we explored proved the most powerful in this 
experiment, making it a useful tool when one wants to estimate the long memory 
parameter in series where it is suspected that it is very low. We estimated the long 
memory parameter of the returns of several financial assets and found in all the 
cases that it is close to 0 and according to some methods can also take negative 
values, indicating negative autocorrelations but that still decay at a hyperbolic 
rate. We believe that returns have very weak long memory properties and even in 
the cases where estimates were found statistically significant the results from the 
estimation methods we used were contradictory since not all of them supported 
the long memory property. 
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Rang for d Number of ifi M h d f d i Min Max significant values cant et o s oun s gn 
GBPUSD -0.05219 -0.00959 
EURUSD -0.03770 0.04157 - 
JPYUSD -0.10265 0.04762 1 S. Per. (a=0.5) 
CHFUSD -0.09046 0.00518 1 S. Per. (a=0.5) 
ZARUSD -0.01923 0.12927 - 
Cotton -0.16143 0.01082 
Wheat -0.04306 0.03222 
Soybeans -0.00489 0.10148 2 S. Per. (a =0.5,0.6) 
Pork Bellies -0.18396 0.06438 1 Whittle 
Corn -0.06720 0.06558 1 S. Per. (a=0.6) 
Gold -0.18849 0.01133 3 S. Per. (a =0.5,0.6), Wlt OLS 
WTI Oil -0.16640 0.04679 3 S. Per. (a=0.5,0.6), Wlt OLS 
Brent Oil -0.23296 1 -0.01357 2 
S. Per. (a=0.5,0.6) 
JPM -0.13667 -0.02136 1 S. Per. (a =0.5) 
AA -0.01766 0.07119 - 
IBM -0.22626 0.03570 1 GPH, S. Per. (a=0.5) 
MER -0.09295 0.01980 1 S. Per. (a=0.5) 
BAC -0.24537 , 
0.00865 4 GPH, S. Per. (a=O-5,0-6) 
FTSE -0.07438 0.07871 2 S. Per. (a =0.6), Wit 
OLS 
DAX -0.01971 0.09040 1 S. Per. (a=0.5) 
NIKKEI -0.09148 0.02834 1 Wit OLS 
S&P -0.09249 0.07204 2 Wit OLS, Whittle 
HANG SENG -0.03483 0.05725 - 
NASDAQ -0.02094 1 0.09586 
1 Wit OLS 
Table 4.9. Summary of long memory estimates for the returns of several financial 
assets. From the 6 estimates we obtained for each asset (Table 4.8), the total 
number and the name of methods that found significant long memory are shown. 
S. Per. is for the smooth periodograrn method and Wlt OLS for the trimmed 
Wavelet OLS estimator. 
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5 Stochastic Volatility and Long Memory 
5.1 Introduction 
Volatility plays an important role in the analysis of financial time series and 
a lot of effort has been put in order to model its behaviour. Financial markets have 
been through crashes such as the one in October 1987 or time periods with a lot of 
uncertainty such as after the terrorist attack on II th September 2001 or during the 
Russian crisis of 1998. 
One of the main goals of volatility models is to capture the stylised facts of 
volatility. Cont (2001) studies the stylised facts of asset returns and their 
volatility, for example for returns, the marginal distribution is usually slightly 
skewed with fat tails, while the sample autocorrelations are very small. For 
volatility an important property is the clustering of its values, which means that 
when big movements occur in returns they tend to be followed by other big 
movements. The sample autocorrelations of squares or absolute values of the 
returns, considered to be a proxy for the volatility, show signs of hyperbolic 
decay, a characteristic of time series with the long memory property. 
In this chapter the main models proposed for volatility are examined and the 
estimation methods for some of them are briefly presented. Then we concentrate 
on one version of the stochastic volatility model that models long memory 
behaviour. Based on empirical results on volatility data, long memory is accepted 
as a stylised fact and our goal is to propose an estimation method that aims at 
estimating generalised versions of the model that include short memory 
parameters as well. The method is based on the decorrelating property of wavelets 
for long memory processes, which was also employed in the estimation 
procedures examined in the previous chapter (Section 4.4.6). Results from 
simulated data show that the method is able to correctly estimate different degrees 
of long memory and also distinguish short memory parameters when they are part 
of the stochastic volatility model. 
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5.2 Models for Volatility 
5.2.1 Overview 
The models that have been proposed for volatility can be classified in two 
main categories. The first one includes observation driven models and assumes 
that the values of volatility depend on functions of past values. The second 
category includes stochastic volatility models. For these models volatility depends 
on some unobserved components. The literature for both of these categories is 
vast and here only a summary for the most important models for each one will be 
presented. Shephard (1996) has a concise review of the basic models for each 
category and their properties. 
5.2.2 The ARCH and GARCH models and some of their 
extensions 
Bollerslev (1986) proposed a general class of models where the variance 
depends on the squares of past returns and lagged volatilities. This model is the 
Generalised Autoregressive Conditional Heteroscedasticity GARCH(p, q). The 
returns process is written as 
yt = 07t Ect 
with et - N(0,1) - 
The 
E(y, ) = E(U, 
)E(. F, ) = 0, 
Var(y, ) = E(y') = 
E(o7, ' 
t 
unconditional mean of the returns is 
while the unconditional variance 
However the conditional variance of yt is 
Var(y, I Y, 
_I) = 
q,, where Yt-I represents all the information up to t-l. Then the 
GARCH(p, q) model for the conditional variance up to lag p indicates that q, 
' is 
written as 
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at 2 .2 : Lb 
j+ay, 
' 
The basic properties of this model will be shown for the most common 
version, GARCH(l, 1), which can be written as 
at 
2=a2+b, 
at 
21 
+a, y, 
2 
(5.2) 
The parameters c', a,, bl have to be nonnegative so that or, 2>0 and the 
unconditional variance is 
Var(yj = I- 
Then if a, + b, <I the process is second order stationary. 
The origins for this model come from Engle (1982) who proposed a model 
where the variance depends only on squared past returns, called Autoregressive 
Conditional Heteroscedasticity ARCH(p) and written as 
U2 = 072 
2 
+ ai y, j (5.3) f 
Many extensions have been suggested for the GARCH model. One of them 
is the exponential GARCH (EGARCH) by Nelson (1991), which takes into 
account the negative correlation of volatility with lagged returns in stock markets 
(leverage effect) and models the logarithm of variance. Another approach is the 
GJR-GARCH (Glosten et a], 1993), which also models asymmetry and takes the 
form 
07 2= 07 2 +blo7,2 , +aly, 
2+a , Y2 11 t- -1 1, t-I ý 
(5.4) 
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where I, -, =I 
if y, _, 
ý! 0 and I, -, =O 
if y, -, 
<0- 
Baillie et al. (1996) introduce the FIGARCH model in an attempt to model 
the long memory behaviour characterising volatility. The FIGARCH model is 
derived from GARCH but its formulation is more complicated. The authors 
represent the GARCH equation by using lag operators and rewrite it as an ARMA 
process. The GARCH model is defined as 
t 
U2 = 07 
2+ b(B) u, 2+ a(B) y, 2,, 
where B defines the backshift operator (BX, =X, -, 
) so that for example 
b(B) = b, B +... + bp B. Then the model can be written as 
a(B) - b(B)) y' = 
U2 + (I - b(B)) t 
22 
where vt = y, - at . This 
is an ARMA process and by replacing (I - a(B) - b(B)) 
when it contains a unit root with 0 (B) 0- B) it takes the form of the Integrated 
GARCH (Engle and Bollerslev, 1986). Baillie et al (1996) then use a fractional 
differencing operator and the model becomes the FIGARCH (p, dq) 
O(B)(I - 
B) d Y2 = 072 + (I - b(B)) v,. t 
(5.5) 
All the roots of 0 (B) and (I - b(B)) lie outside the unit circle and 
O<d< 1. 
The FIGARCH model from equation (5.5) is usually written in the following 
format 
- 
0 (B) (1 )d Y2 = Bt 072 + (I - 
(Y2 
_ 
2) 
t b(B)) t07 
o7t2= b(B)) 072 + 
(I 
- b(B)) -1 O(B) 
(1 - 
B) d)y 2. (5.6) 
t 
For FIGARCH (l, d, 1) the model becomes 
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at 2+b, o7t 
2+ (I 
-bB- 
(I 
- 01 B)(I - 
B) d)Y2 (5.7) It 
and the conditions that ensure that Crt 2>0 are 0:! ý d !ý 1- 20, 
0: ýý- bl 5: - 01 
and 
The EGARCH model is extended further by considering the Fractionally 
Integrated EGARCH model (Bollerslev and Mikkelsen, 1996). EGARCH can be 
written in an ARMA format as 
In( at, 
2) 
=a2+ (I - op(B))-'(1 + V(B)) g 
(. 
e t-i 
)9 
with g (c, )= Or, + +, I- Eýc, 1)). Then FIEGARCH is derived by allowing a 
fractional order of integration and is written as 
In( 
t 
2) 2+ O(B) -'(1 - 
B) d 
(I 
+ OB))g(ct cr = cr -1). 
As Bollerslev and Mikkelsen (1996) note there is no need to specify 
constraints for the FIEGARCH parameters so that the model is well defined. 
5.2.3 The Stochastic Volatility Models 
The second category of volatility models is based on the stochastic volatility 
model, introduced by Taylor (1986), which is of the general form 
yt = aexp(ut / 2)j, 1, (5.8) 
where y, is the mean corrected return of an asset, u, is independent of ýt , which 
follows a white noise process, ýt - N(0,1) and or > 0. ut represents the volatility 
and is modelled as a stochastic process. There are various ways of modelling this 
unobserved process, for example with an AR(l) process 
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it 
tý I*t-l 
Et-I 
I (5.9) 
with 101 <I so that it is covariance stationary and e, - 
(0, q, ). The process y, will 
be stationary if u, is, since ý, is always stationary. Furthermore the kurtosis of yt 
is larger than 3 indicating fatter tails than the normal distribution, while the odd 
moments are always zero if the distribution ý, is symmetric. Shephard (1996) 
gives more information about the moments and covariances of this model, which 
is usually referred to as the standard stochastic volatility model. 
The stochastic volatility models offer more flexibility than ARCH. For 
example the process of error term e, in the volatility process can be modelled 
with a different distribution such as t-Student. Furthermore the unobserved 
variance process u, can change in order to reflect different scenarios such as 
integrated ARMA models or long memory processes. Some properties of the 
stochastic volatility model can be revealed by squaring and then taking logarithms 
to obtain, 
jogY2 = logO72 +Ut +log 
2. (5.10) 
t 
ýt 
Therefore since the process y, *= log y, ' is a sum of an AR(l) process with 
the iid log ýt 2 it becomes an ARMA(l, l) process. For ý, - N(0,1), the process 
log ýt 2 follows a logX2 distribution with mean -1.2704 and variance 
)T 
2/2=4.9348. 
5.3 Estimation of Stochastic Volatility Models 
5.3.1 GMM and QML Estimation 
Compared to ARCH or GARCH models it is more difficult to estimate the 
parameters of stochastic volatility models, since the likelihood 
function is hard to 
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evaluate. The distribution of y, conditional on the information up to time t- I can 
not be analytically expressed as in the ARCH models. One estimation procedure 
that overcomes this problem is the generalised method of moments, using the fact 
that the theoretical moments should be equal to the corresponding sample ones. 
However there are many drawbacks for the GMM method, such as it works only 
for stationary data and it does not offer invariant parameter estimates or estimates 
of volatility series u, Shephard (1996) gives more details and references about the 
use of this method for SV models. 
Another method of estimation for the SV model is the Quasi-Maximum 
Likelihood (Harvey et al, 1994), which is applied on the form of the model in 
(5.10) with the use of Kalman filter (in 5.10 and 5.9) and a normal approximation 
for the distribution of logý, '. This approximation however is not appropriate, 
U2 ýt2 especially for small values of ., which mean that the error term 
log becomes 
important, compared to the process ut, for y *,. The QML method is a general 
method as it can be applied when, for example, the distribution of error ýt is not 
normal or for different forms of the dynamics of the latent volatility process. After 
the parameters of the model have been estimated it is also possible to obtain 
estimates of process ut. 
5.3.2 Bayesian Estimation with MCMC Algorithms 
A method that has attracted a lot of interest in the context of SV model 
estimation is the Bayesian. The parameter space of the model from (5.8) and (5.9) 
is P =(a, 0, o7E 
) 
and the parameters are treated as random variables with prior 
distribution p(, 8). Having collected the data y= 
(y, 
" YT) with 
likelihood 
p(y 1,8), the posterior distribution of parameter space 
8 is obtained by using 
Bayes Theorem 
po I Y) f 
P(y 1,3)p(, B) 
p (y 1,8) p (, 8)d, 8 
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The posterior distribution is proportional to p(y 1,8)p(, 8), since the integral in the 
denominator is a normalising constant. Bayesian estimation can become 
complicated when the posterior distribution is not of a known form or when it is 
difficult to calculate the normalising constant. In these cases it might be 
impossible to reach an analytical solution for the posterior and therefore proper 
inference for the estimated parameters. A solution to this problem is to obtain 
samples from the posterior distribution with the use of methods such as rejection 
sampling or Markov chain Monte Carlo (MCMC). 
MCMC methods aim at simulating a random sample X=(X,,..., XN) from a 
distribution without using the corresponding density f They create a Markov 
chain with transition kernel p(X,,, I XJ and with a stationary distribution which 
has density f, Therefore for large enough T, the sample XT+I I ... 
XT+N is a 
dependent sample from f, Robert and Casella (1999) have a review of MCMC 
methods and some theoretical results. Gelman et al. (2004) also describe some 
MCMC algorithms and explain briefly practical issues that arise in applications. 
Some of these methods will be presented in this section since they are used 
extensively in the estimation of stochastic volatility models. 
The Metropolis-Hastings algorithm was introduced by Metropolis et al. 
(1953). Chib and Greenberg (1995) have written an introductory paper for the use 
of the algorithm. The goal is to obtain samples from a target density f., () by 
using a proposal density g (y, x), which is known explicitly or up to a constant of 
proportionality. Then the algorithm proceeds with the following steps: 
1. Generate an observation yi-, I from g 
(y, xi ) 
2. yi, j is accepted with probability 
a(xi, yi, j min 1, 
fx (Y'+1 )g (x" Y"' 
and xj+1 = yi, j , else xi, j = xi fx(xi)9(Yi+i, Xi) 
3. Set i=i+1 and go to I 
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The probability with which the draws from the proposal density are 
accepted (acceptance probability) involves ratios of the target and proposal 
densities, so it is required to know both of them only up to a constant of 
proportionality. A very high acceptance probability might mean that the proposal 
distribution is generating observations that occur only in regions with high 
probability for the target distribution. Therefore the sample will not reflect the 
true target distribution. On the other hand a very low acceptance rate might mean 
that the chain needs a lot of iterations in order to converge, since the proposal 
density generates observations which are far away from the current state and in 
regions with low probability for the target distribution, therefore rejected. In 
general the choice of proposal density affects the efficiency of the chain and it 
should be selected according to the needs of the application each time. Robert and 
Casella (1999) or Gelman et al. (2004) have more details on this issue. 
A special case is the random walk Metropolis-Hasting algorithm, where the 
proposal value y is obtained from the current value x according to y=x+z, where z 
follows a particular distribution. Alternatively the proposal density can be 
g (y, x) =g (y), which is independent of the current state of the chain. This is 
called the independent M-H algorithm and it will be used in the stochastic 
volatility estimation that will be presented later. 
Next we will discuss briefly the Gibbs sampler, introduced by Gelfand and 
Smith (1990), which is a special case of the M-H algorithm. The Gibbs sampler is 
used in order to obtain multivariate random samples, for example from each Xj in 
(XI 
I ... IXk)I with k ý! 2 and it is based on the full conditional densities for each 
X. The algorithm proceeds with the following steps: i 
1. Generate x, "' from the distribution with density f,,, 
(xl I x',... ,x 2 ki 
2. 
3. Generate x i+l from the k 
i+l i+ fXk 
(Xk I XI I***I 
Xk-11 
4. Set i=i+l and go to I 
distribution With density 
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i Under certain conditions, as i --> oo the vector 
(X, 
X' 
) 
converges in k 
distribution to a vector with density fv (X 17... Xk), which is the joint density of 
(x 
I I..., X, 
). Therefore for each Xj the random sample xj produced from the Gibbs 
sampler tends in distribution to a random variable from the marginal density 
f, 
j 
(Xj) of Xj. It is also noted that each Xj can also be multivariate and the Gibbs 
sampler then works with blocks of variables. For each step of the sampler that 
generates random samples from the full conditional distributions, methods such as 
rejection sampling or Metropolis-Hastings can be used if the distribution is not 
known. In particular if the M-H algorithm is used, the method is usually a called 
Metropolis -Hastings within Gibbs sampler. 
5.3.3 Multi-Move Sampler for the Estimation of SV Models 
The likelihood of the SV model is intractable so it is not possible to estimate 
straightforwardly the posterior p(, 8 I y) oc p(, g)p(y 1,8). What has been proposed 
(Jacquier et al., 1994) is to augment the parameter space with the volatility 
process U= 
(Ul 
I ... IUT) and then obtain samples from p(, g, u I y) with the use of 
MCMC methods. In the single-move Gibbs sampler used for this purpose, the 
unknown process u and parameter space 8 are sampled from p(u I y,, 8) and then 
PW 1 U) - 
The difficult part of the sampler is when computing p(u I y,, 8) and what 
was proposed initially was to sample individually each u, conditionally on the 
rest of the latent volatilities of the process u, = (u, ..., ut-Igut+,,... IUT) * 
Jacquier 
et al. (1994) wrote this posterior as 
p(u, I u_,, y,, 8) oc p(y, I u, )p(u,,, I u, , 
fl)p(u, I u, -,,, 
8) and using the fact that u, 
follows an AR(I) process and therefore is related only with u, -, and u, -,,, 
they 
calculated the conditionals p(ut I ut-I 8) and p(ut+l 
I ut g). Then it was 
straightforward to get the distribution of p(ut I u, y,, 8). However this 
has a non- 
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standard form and in order to sample from it, Jacquier et al. (1994) use a 
Metropolis -Hastings algorithm while Kim et al. (1998) a simpler but faster 
accept-reject procedure (Kim et al., 1998 also have references in their paper for 
other methods that have been proposed). 
For the sampling of the parameters from vector 8, the posteriors are 
obtained for each one after setting the appropriate priors. For example for 
variance a conjugate inverse gamma prior is selected while for 0a Beta prior 
so that it has support on (- 1,1). In that case though the posterior is not of a known 
form and a Metropolis-Hastings algorithm will have to be used for sampling. 
Jacquier et al. (1994) showed that this method outperforms the GMM and QML 
estimators. However the main drawback of this single-move Gibbs sampler is the 
fact that the estimates of u' produced are highly correlated especially when the t 
autoregressive parameter 0 is close to 1. This means that convergence is very 
slow and a lot of samples would have to be drawn. In order to overcome this 
problem it has been proposed to sample the variance process u, in a single block 
by employing a multi-move Gibbs sampler. 
Kim et al. (1998) in a very influential paper have proposed such a sampler 
for the following SV model. 
y* =Iogy 
2=U +log 2 
ttt 
ýt 
ut = Uu + O(u t-I - 
uu + et-, - 
They have also introduced an important improvement by approximating the 
distribution of log ýt 2 with a mixture of normals instead of a single distribution as 
it was the case in the QML approach. The mixture is represented as 
ý2) 
=7), rj fN 
(log ý, 2 flog 
ý, 2 
(109 
tI 
J=j 
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where ; rj are the weights of each component j of the mixture, s, is the indicator 
function and logý' is =j-Nýj, v 
2 ). The parameters j "Up V 
2) 
are tti (Ar J 
determined by matching the first four moments of log 'Z 
2 distribution with those 
of the mixture. 
The parameter space is 0, cr, 2) and y* = (y Y*T )so the steps 
of the multi-move Gibbs sampler are the following: 
I Y*, Si, o, 
2) 1. Sample u'+' and uu from p(u,, uu Ce 
2. Sample s i+j from p(s I y*, u i+I 
) 
3. Sample 
(0, 
a 2) from P(O' a21 Y*, s 
i+I 
4. i=i+l and go to I 
Kim et al. (1998) show how the sampling of variance process u is 
performed with the help of the Kalman filter. For the sampling of the parameters 
in step 3 they do not rely on the methods that were used in the single-move 
algorithm but create a separate block for 
(0, u. '). This is sampled with a 
Metropolis -Hastings algorithm from the posterior p(o, a, 
' I y*, s). The latent 
volatility process u has been integrated out, creating a simpler form for this 
posterior distribution. Finally they employ a reweighting scheme to the posterior 
samples, which further improves the precision of the estimation. 
The stochastic volatility model from (5.8) and (5.9) has been extended in a 
number of ways in order to reflect stylised facts of volatility. For example the 
model that assumes that returns have fat-tails, by introducing a t-student 
distribution for the errors ý, has been studied by Chib et al. (2002) and Jacquier 
et al. (2004). The leverage effect has also been modelled in the context of 
stochastic volatility, by assuming that the errors ýt and E, are negatively 
correlated, by Harvey and Shephard (1996) and Jacquier et al. (2004). In the next 
section a different extension to the SV model will be examined, one that takes 
into account the long memory behaviour that volatility tends to display. After 
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presenting the model an estimation procedure will be proposed for a generalised 
version of the long memory SV model, which is similar to the MCMC algorithms 
discussed earlier for the standard SV model. 
5.4 Long Memory Stochastic Volatility Model 
5.4.1 Introduction 
Evidence of long-memory behaviour has been detected in volatility by a 
number of researchers. Some examples are Ding et al. (1993), Bredit et al. (1998) 
and Grau-Carles (2000) for stock market indices, Bollerslev and Mikkelsen 
(1996), Lobato and Savin (1998) and So (2002) for S&P500, Baillie et al. (1996) 
and Andersen and Bollerslev (1997), for the Deutsche Mark vs. US Dollar 
exchange rate, Crato and Ray (2000) and Elder and Jin (2007) for commodities' 
futures contracts, Ray and Tsay (2000) for stock returns of various S&P500 
companies. 
A number of models have been proposed that take into account the long- 
memory property of volatility. For the ARCH-type models, the FIGARCH 
(Baillie et al., 1996) and FEEGARCH (Bollerslev and Mikkelsen, 1996) both 
introduce a fractional differencing parameter in order to model the long-term 
dependence. As it was shown in Section 5.2.2 these models were obtained by 
writing the GARCH or EGARCH models in an ARMA representation and then 
adding the long memory parameter. It will be shown next how the stochastic 
volatility model has been extended, in order to represent the long memory 
behaviour found in volatility. 
The long memory stochastic volatility model was introduced by Breidt et al. 
(1998) and Harvey (1998) independently and was constructed by replacing the 
ARMA process in the standard stochastic volatility model (Taylor, 1986) with an 
ARFIMA process. The model can be written as, 
yt = cexp(ht / 2)ýt 
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q0)(I - 
B) d ht = O(B) et 9 (5.13) 
where vt is the mean corrected return of an asset, a is a constant, ht is the log- 
volatility that behaves as an ARFIMA (p, dq) process (as in equation 4.5 but with 
mean 0), ý, follows a white noise process, d is the long memory parameter, et 
are i. i. d. with e, -N(O, o7, ' ) and uncorrelated with ýt and the autoregressive and 
moving average parameters of the ARFIMA model are 
(D(B) =I- OIB - 
2_ 02B - OP BP and E)(B) 
2 
= I+OB+02B + q ... +OqB . 
The parameter space for the model therefore can be written as 
,9= 
ýýPj 
... ýPp , d, 01 Oq , q, 
'), The main properties of the model are mentioned in 
Breidt et al. (1998). 
5.4.2 QML Estimation of LMSV Model 
Bredit et al. (1998) considering the difficulty in representing the likelihood 
function of stochastic volatility models and the fact that the ARFE\4A process 
introduced for the latent volatility process increases the computational complexity 
of the estimation of the model, have proposed a quasi-maximum likelihood 
estimation method in the frequency domain. They square and then take logs from 
(5.12) so that it is written as 
y* =logy 
2= log 07 
2+h+ log 2 (5.14) 
ttt 
ýt 
- 
Then although log ý, ' follows a log X' distribution it is approximated by a 
normal distribution as in the QML estimator of the standard SV model and the 
process log y, ' can be viewed as a sum of a long memory process and a normal 
distribution. 
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Finally the authors use a similar methodology as for the Whittle estimator of 
Fox and Taqqu (1986) (described in Section 4.4.4) and maximise the logarithm of 
the negative spectral likelihood of (5.14). If the returns process is y=(yl,..., yT) and 
Y* = (Y *1 1-1 Y *T) then the spectral log-likelihood can be written as 
T/2 
)+I 
(Ak 
LT(#) = 2)7, T -'I: log f, 8 
(Ak 
k=l fB 
(Ilk 
with Ak = 2; zkT-' the kth Fourier frequency, I(Ak ) the kth normalised ordinate of 
the periodogram of log y, ' and f, 6 
(Ak ) the following spectral density 
2 
JE)(e_jAk_ 12 
-2d f, 
8 
(Ilk 
+ IT I (D (e -'A- 21r 
The authors prove the consistency of the estimator and show that it works 
well especially for large samples. They only detect a problem in estimating the 
moving average parameter of the model. In general they conclude that it is an 
easy to implement method, as the maximisation procedure seems to converge 
after a few iterations. 
As with the estimation of the standard stochastic volatility model, the 
normal approximation to log , employed 
in the frequency domain quasi- 
maximum likelihood method of Bredit et al. (1998) is not accurate. To overcome 
this problem, Deo et al. (2006) have proposed to apply the estimation on a 
different proxy of volatility, of the form jyjc, which has a distribution closer to 
2 
normal than log y, . The estimator 
is called the enhanced frequency domain QML 
and it proceeds in two steps. First power c is estimated and then parameter space 
,6 of the model 
from the spectral likelihood of jyj". The authors compare the 
method with the QML estimator of Bredit et al. (1998) and conclude that it 
improves the estimation of the model. 
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Other methods for estimating the parameters of the long memory stochastic 
volatility model are the generalised method of moments (mentioned in Deo et al., 
2006 and Broto and Ruiz, 2004) and the semi-parametric GPH estimator 
discussed in Deo and Hurvich (2001). 
5.4.3 Bayesian Estimation of LMSV Model 
A Bayesian procedure for the estimation of the long memory stochastic 
volatility model has been proposed by So (2002). Since Bayesian methods are 
likelihood based, the likelihood of logY2 has to be evaluated first. The presence t 
of the non-linear latent volatility process h=(hj,... 'h,..., hT) causes this likelihood, 
which will be denoted by p(y* I fl) to have a non-standard form. Therefore it is 
impossible to calculate the posterior p(, 8 Iy *) oc p(, g)p(y* Ifl). This problem 
was detected for the standard stochastic volatility model as well and is solved by 
using data augmentation and inserting the latent volatility process h as another 
block of variables apart from parameter space 6 and process log Y2. In that case t 
the posterior distribution will be p(h,, 8 Iy *). The blocks h and 8 will be 
sampled from p(h I y*,, 8) and p(, 81 y*, h) respectively. Moreover, So (2002) uses 
a mixture of normals in order to approximate log V as Kim et al. (1998) did for 
the standard stochastic volatility model. 
The Bayesian estimation procedure relies on a Markov chain Monte Carlo 
sampling scheme for estimating the unknown parameters of the model. Again a 
Gibbs sampler follows the procedure that was built for the standard stochastic 
volatility model. The most complicated part of the algorithm is the one that 
involves the latent volatility. So (2002) employs a smoothing technique which 
expresses the process h as a linear representation of the disturbances 77, 
t 
ht+l -= 
I yt, jqt-j (5.15) j=o 
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where 77, = hj - E(h, j I ht,..., hi) - So (2002) shows how a sample can be drawn 
from 77, which eventually leads to the process h. This completes the state space 
representation of the LMSV model. For more details on the simulation smoother 
that leads to the sampling of the latent volatility process h see So (2002). 
The method inherits the complexity of Bayesian estimation methods for 
stochastic volatility models but also becomes even more difficult to implement 
because of the implications that the long memory property brings to the likelihood 
of the model. The simulation smoother that So (2002) employs in (5.15) requires 
a large number of calculations since there are significant autocorrelations even for 
larger lags. Combined with the computationally demanding MCMC algorithm this 
can become a major weakness in the estimation procedure. 
As it was the case with the standard stochastic volatility model, the 
Bayesian approach with the MCMC algorithm outperforms the QML and GMM 
methods and also allows the estimation of the latent volatility process. However 
because of the fact that it is computationally very intensive, especially for the long 
memory stochastic volatility model, it is important to experiment with 
approximations that will reduce the complexity of the method without affecting 
the properties of the estimations. Jensen (2004) has proposed the use of the 
Wavelet Transform in the estimation of the LMSV model. The decorrelation 
property of wavelets for long memory processes simplifies the estimation 
procedure since their likelihood can now be written in a simpler form. This 
change is expected to improve the speed of the algorithm and overcome the 
difficulties in sampling from the block of the latent volatilities h. 
Jensen (2004) focuses on a version of the LMSV model without any short 
memory parameters, 
y, = uexp(ht / 2)ýt (5.16) 
(I 
- 
B)d ht = E, - (5.17) 
After squaring and taking logs the model is written in the linear form, as in (5-14) 
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Y*t= log yt 2= log a' + ht + log ý, ' * 
At this point, the Discrete Wavelet Transform is applied to (5.14) and since 
it is a linear and orthogonal transformation it results in 
2h 
J, k 
Wil, 
k+ 
Wi, 
k+ 
Wj! 
k 
where Wj, k are the wavelet coefficients for each of the processes in the equation. 
Y* y* Y* V* Y* ,W 05W 
W 
... 
W 
/2 For example W (W 1,0 ý _I 
) is the vector of wavelet i, k J'O J-1 j 1,2j 
coefficients for process y*, while Wjýk Wý Wý Wý Wý J/21) for J-1,0' J-1,1""' 1,0""' 1,2 
log The wavelet coefficients for the latent volatility process h are 
ýWjh, 
o' 
wh, whhwh 
J_j'O J-Ij 
WI'O'... 
' 1,2.1/2_1 and as it was explained in Section 4.4.6, 
since h is an ARFIMA process, they have a diagonal variance-covariance matrix 
as opposed to the matrix of the original series, which is very dense. This makes 
sampling from the posterior of Wh much easier to do since the coefficients are ilk 
independent. Moreover Jensen (2004) approximates the distribution of the 
wavelet coefficients of the log-squared error process Wj! k with a Dirichlet process 
since the true distribution is unknown and it is not possible to use a mixture of 
normals and the method of Kim et al. (1998) to approximate it. Therefore a Gibbs 
algorithm is used and samples are obtained iteratively from the posteriors of 
2 conditionally on the other variables. Jensen (2004) reports that the d, (7. - andWhk 
estimator is performing better than the GPH or QMLE estimators in terms of 
accuracy for examples from simulated data generated from (5.16) and (5.17). 
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5.5 A Proposed Bayesian Estimation for the Full LMSV 
Model in the Wavelet Domain 
5.5.1 Introduction 
Our aim is to take advantage of the decorrelating property of DWT for long 
memory processes and use it in a Bayesian estimation procedure for a LMSV 
model that includes autoregressive and moving average parameters as well. To 
our knowledge the estimation of the general LMSV model in the wavelet domain 
in order to decrease the computational complexity of the procedure has not been 
done before. Furthermore as Agiakloglou et al. (1993) showed for the GPH 
estimator, in long memory models short run dynamics can have an effect on the 
estimator and MLE methods that take into account short memory parameters 
might be more appropriate in these cases. More recently Baillie and Kapetanios 
(2007) compared the performance of some estimation procedures on ARFIMA 
models and concluded that semi-parametric methods are inferior to MLE based on 
criteria of bias and variance and especially when the autoregressive parameter is 
higher than 0.5. Therefore by extending the estimation procedure to include short 
memory parameters, we will be able to focus on long memory stochastic volatility 
models that are more general and perform better in the presence of short run 
dynamics in volatility. 
For the estimation of the model a MCMC algorithm was constructed that 
follows the method of Kim et al. (1998) and Jensen (2004) but appropriate 
modifications have been made at several points. The model is represented in 
(5.12) and (5.13) and after bringing it in the linear form as in (5.14), the DWT is 
applied so that the relationship with the wavelet coefficients is obtained (5.18). 
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5.5.2 The LMSV Model in the Wavelet Domain 
Because of the admissibility condition of wavelets in (2.1) and since log 072 
is a constant, wavelet coefficients W should equal 0. This can be seen from the J, k 
decomposition described in equation (2.6). Since the wavelet functions V"k come 
from (2.3) and should follow the condition in (2.1) then I 
,Id 
ýI'jk 
W 
ý:::: 0 
., 
jk 
jý! O k 
and log 072 =f 
(X) 
CA OR 
(X) 
. The wavelet coefficients d in (2.6) are W 
U2 
jk M 
k 
here. The linear form of the LMSV model then is written in the wavelet domain as 
) 
1, 
+Wý Wi, k= Wi', k j, k (5-19) 
The DWT can only be applied to datasets of size T=2j and since at each 
step the decomposition proceeds with a dyadic decimation, the wavelet 
coefficients for scale j will be half of those in scale j- 1. Assuming that there is a 
vector of returns Y= 
(YI 
"' y2j 
), the wavelet coefficients for the transformed 
Y 
(log 
Y1 
2 logY2 process will be 2j 
) 
wi", * * Y* 
J/2_1) 
(Wil"O 
I 
Wil-1, 
-I'll ... I 
wl'O 
I ... I ol 
WI, 
2 
and there will be a single scaling coefficient c"k J, O 
The wavelet coefficients for the latent volatility process h, are 
ýWjh 
Wjh hWh 
. 09 _1,0 I 
W, 
I J12-1) and because of the decorrelation property of '0 2 
DWT for ARFIMA processes (Jensen, 1999a, 2000) their likelihood will be of the 
same form as in (4.17), since their distribution is a multivariate normal with a 
diagonal covariance matrix, as it is shown in (4.16). The interest then is shifted to 
calculating the variance var 
(Wh)= 
s'*, of these coefficients. For the case that jk w 
Jensen (2004) examines, since there are no autoregressive or moving average 
parameters, the function of variance is approximated by 
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2 2qj 
var(W') =a 2 ik d 
where U2 2 
1-2d 
7r-2d or (1-2 2d-I )/(I 
- 2d). d 
However since we examine the general case of a latent volatility process 
that follows an ARFIMA(p, dq) process, the variance function for the wavelet 
coefficients of such a process has to be established. We considered another 
approach and chose to estimate it with the help of the spectral density function. 
Since spectral density represents the decomposition of variance in frequencies, the 
variance of a process X is equal to the integral of the spectral density over the 
frequencies. 
var(X) =f fx (A)dA. 
But when the process is filtered (as when DWT is applied for example) then 
the variance of the process that comes as a result, in that case the wavelet 
coefficients, a result of a linear transformation, will be equal to the integral of the 
product of the spectral density of the original process with the squared gain 
function (Percival and Walden, 2000, p. 268). This function is defined as 
A(A) Y a, e 
t 
where a, is the linear filter. For DWT the squared gain function as Percival and 
Walden (2000, p. 343) show for each scale j is approximately 
Aj (A) =2i for 1/ 2 ý" )r:! ý JAI ! ý; 1/ 2iz. 
Therefore the variance of the wavelet coefficients will be 
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var(Wý 
2- j+l T 
,k 
)= 2i" ffh(A)dA 
2-j )T 
(5.20) 
and the spectral density for an ARFIMA process is 
U2 
10(e-"' 12 
i,, i -2d fh ("**') 
=c T11-e- 21r J(D(e-"ý I 
In order to confirm that equation (5.20) correctly estimates the variance of 
the wavelet coefficients, 4096 values from an ARFIMA (l, d, O) process with 
d=0.4, a, --, =0.25 and 01 =03 were simulated and the wavelet coefficients were 
obtained. Then a plot of the estimated and the sampled variances for each of the 
levels j was produced. The graph (Figure 5.1) shows the sample variance for the 
first 9 levels of the wavelet coefficients W' and the estimated variance from j, k 
(5.20). They are both close in size and display the same relationship between 
variance and level. 
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Figure 5.1. Sample (white dots) and estimated variance from (5.20) (black dots) 
of wavelet coefficients W' j, k 
The distribution of log ýt 2, from (5.14), is logX2 and usually it is 
approximated by a mixture of normal distributions as suggested by Kim et al. 
(1998). After applying the DWT, the distribution of wavelet coefficients Wýk has ik 
an unknown form and as Jensen (2004) mentions it is not possible to use the 
mixture approximation since the method of Kim et al. (1998) to find the 
parameters of the individual normal distributions in the mixture is not applicable. 
For this reason, Jensen (2004) uses a non-parametric model of Dirichlet 
processes. This is a complicated method that requires additional parameters to be 
estimated. Our aim was to investigate some of the characteristics of the 
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distribution of wavelet coefficients Wf, and propose a simpler but efficient 
approximating method. 
It seems (Figure 5.3) that the distribution of Wj! k is not much different from 
normal and possibly by estimating only the mean and variance, the approximation 
will be very close to the true form of the distribution. Therefore for the wavelet 
coefficients the distribution could be approximated by Wj! k - Ný, v'). This is 
confirmed in the graphs below where the sample densities of the log X2 
distribution of log ýt2 (Figure 5.2) and the distribution of the wavelet coefficients 
Wjý (Figure 5.3) are shown. Values from the standard normal distribution were ,k 
simulated for N(0,1) and then the transformation log 2 was calculated 
before the wavelet coefficients Wý were obtained. The wavelet coefficients j, k 
distribution has the shape of a normal distribution, only with fatter tails. It would 
be possible therefore to start by approximating it with a single normal distribution 
since this would also not increase the computational complexity of the algorithm 
significantly. The parameters i. e. mean and variance of this distribution will be 
constant and can be estimated using simulation. A sample of 2 20= 1048576 values 
was simulated from ý, - N(0,1) and after they were transformed to log ýt 2, the 
DWT was applied in order to obtain coefficients Wjý, . Then the mean u and 
2 
variance V from the sample of the coefficients were calculated and it was 
assumed that their distribution can be approximated by a normal with these 
parameters. The mean was almost 0 (, u=-0.0025) while the variance was 
V2 =4.9265, which is very close to ; r2 /2=4.9348, the variance of log ýt 
2* 
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Sample density for logx2 
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Figure 5.2. Density plot of sample from log t' 
Another method we explored was to approximate the distribution of Wj! k 
with a more flexible method. Jensen (2004) for example relaxes the assumption of 
normality for the distribution of ýt and models it non-parametrically with 
Dirichlet processes. Mahieu and Schotman (1998) for the standard stochastic 
volatility model have proposed the use of a mixture of 3 normal distributions with 
a fixed weight assigned to each but with unknown means and variances. This adds 
6 more parameters that have to be estimated apart from those in the standard SV 
model, but the authors believe that the increased flexibility is better suited to real 
data for which the SV model is applied. 
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Sample density for wavelet coefficients of logx2 
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Figure 5.3. Density plot of wavelet coefficients W,! k 
What we propose as a flexible way to approximate the distribution of 
coefficients Wý is to assume that the variance v' of the normal distribution is no j, k 
longer constant, but a random variable which will be estimated in one of the steps 
of the Gibbs sampler as the rest of the parameters. Because of the shape of the 
distribution of Wj! k is seems that an approximation with a single normal 
distribution is appropriate, while by letting the variance be a random variable we 
allow the distribution to adapt to the data in a way. Mahieu and Schotman (1998) 
explain that the reason for using a mixture of normals without fixing the means 
and variances is to relax the normality assumption about the distribution of errors 
ý, since now it can account for fat tails or a different type of distribution. 
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5.5.3 The MCMC Algorithm for Estimating the LMSV Model in 
the Wavelet Domain 
Now that the LMSV model in the wavelet domain has been explained and 
its components have been defined we will present the MCMC algorithm we have 
constructed to estimate the model. A Metropolis-Hastings within Gibbs sampler 
will be used, which follows the suggestions of Kim et al. (1998) (as in So, 2002 
and Jensen, 2004) like block sampling but introduces changes where the model is 
slightly different, as for example in the way the wavelet coefficients of the errors 
are approximated. The steps of the Gibbs sampler are presented below: 
Initialise 8 and v2 and set i= I 
1. Sample parameter space 8 
i+1 from 81W 2*, 
(Wh)"(V2)' 
2. Sample wavelet coefficients 
(Wjl'k )i+I 
of the latent volatilities from 
wh oi+l, wy*, 
(v 
3. S ample 
(v2) i+I from V2 
4. Set i=i+l and go to step 
Step I of the Gibbs sampler 
The calculation of the posterior distribution p(8 IW 
Wh V2 ) of the 
parameters space, requires setting the prior distributions first. All the priors are 
assumed to be independent so that 
p(d) p(V,,..., VpWOP-1 
Oq)P(47E2) 
* 
For the long memory parameter da uniform prior on (0,1) is used, while 
for 
the autoregressive and moving average parameters uniform priors on 
(- 1,1) are 
assumed. Finally for the standard deviation of the errors in the 
ARFIMA model an 
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inverse gamma distribution is taken as prior so that a. - IG(v = 0.02,6 -- 2) as 
Jensen (2004) proposes and 
z)+2 
oc 2 exp c 20r2 
E 
Therefore the prior for parameter space 8= 
((9, 
... pp , d, 01 
Oq 
, 
u, 
2) 
will be 
cc 
(2) v+2 
07 
F2 exp - 2ac 
(5.21) 
The posterior distribution is P(, 8lWy*, Wh, V2 ) but W can be marginalised 
out (as in Jensen, 2004) and it becomes 
P(, g I W), 
*, 
V2) Cc P(#)P(W), 
* 
V2) 
v+2 
)2 
2) 2 aE exp ri n )+ V2) exp - 2(var(Wjhk )+ V2) 2o7,2 jk V2)T(var(Whk 
(5.22) 
where the variance var(Whk) is estimated from function (5.20). 
The posterior of the parameter space 8 is a non-standard distribution and 
samples cannot be drawn from it directly. To overcome this problem the most 
common solution in the literature (Chib and Greenberg, 1998) is to employ a 
Metropolis-Hastings algorithm as it was also seen in the Bayesian estimation of 
the standard SV model in Section 5.3.3. A multivariate Student t-distribution will 
be used for the candidate draws. The mean vector mT, and covariance matrix CT., 
of this distribution are found from 
MTS =ma x(log(p (fl)p 
(W 2* 1,8, 
18 
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and C TV 
2 log (P(, O)P(w 
for 8= mT, 
alA8, 
Vector mT, is found from a maximisation algorithm for function 
log(p(, B)P(Wý'* 1,8, v')) which also computes the Hessian matrix. The inverse of 
this Hessian matrix gives CT,. 
As it can be seen in the formula of the posterior distribution (5.22), the 
parameter values are in the integral, which calculates the variance of the wavelet 
coefficients of the latent volatility process (5.20) and in the prior distribution 
The maximisation procedure tries different values for the parameters in the 
iterations until the maximum has been reached. According to the Nelder-Mead 
algorithm from the R program that is used, the maximum is reached after a few 
iterations. The algorithm that Chib and Greenberg (1998) have proposed employs 
this maximisation procedure before the M-H step at every iteration i of the Gibbs 
sampler, by using as initial values the values of parameter vector 18'-' 
from the 
previous step i-I. This technique helps the sampler converge faster but we saw 
that the maximum changed only slightly after the first few iterations. After the 
Student t-distribution for the candidate draws has been established the M-H step is 
performed. 
With the degrees of freedom for the multivariate Student t-distribution 
assumed to be df=10, a candidate value 8' is drawn and is accepted with the 
Metropolis -Hastings probability 
V 
2) 
= min 
P(Ig')P(W ý'* 118% V2)p, 
(, g I M, C) (5.23) 
p 
(9)p (w Y* Ig, V2)pt 
(, gv I M, C) 
where 8 is the estimate from the previous iteration of the MCMC algorithm and 
p, the distribution function of the multivariate Student t-distribution. 
Therefore 
the rejection probability for sampling from this multivariate Student t-distribution 
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will be I -a 
(, 0,, 8'1 W)'*, v 2). If the candidate draw 8' is accepted then 
but if not then 8"' =, 8'. 
Step 2 of the Gibbs sampler 
The next step of the Gibbs sampler proceeds with sampling W from 
P(WI jWy':,, 8,1ýI)Oc P(WI)P(Wv* j Wh"8, VI) . Since the sampler works in the 
wavelet domain, the decoffelation property of wavelets makes it possible to 
assume that the wavelet coefficients Wh are independent and their distribution is j, k 
Wik- N(O, Var(Wjhk where var(Wjhk 
kornes 
from (5.20). This simplifies the 
way W' is sampled from the posterior distribution, since it can be easily deduced 
from 
P(w 
hI W), *, V2) C>c P(Wh) p 
(Wy* I Wh,, 8, V2)= 
exp 
(Wjhk )2 
(5.24) 
J, 
h 
... . .............. (W h 
Wjh V2)r varTWik 2 var 1, ý 
)2 (Wil'k 
- 
Wjhk 
. k)+V2) 
fin (Wjh -ývar(w Jk )+ V2) jk V2/-T(var 2 
y*22) with The posterior distribution then is a normal, Wv- N(Yj, k I Pj, k J, k 
IW 
118 
var(W 
h var(Wjhk 
)2 
+ var(Wjhk 
ý2 
ilk 
and '02 Yj, k2 
var(w' )+ v2 
(WI, 
k ilk 2 var(Whk 
) 
+V2 
V' ilk 
The parameters of the posterior normal distribution are found from (5.24) 
by using some algebra to bring the distribution in the appropriate form for random 
variables Wý j, ,k 
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P(wh jWv*,, 8, v2)cc P(W, 
)P(W)'* Iwv 2)= 
(w1% )2 (Wj, * )2 
I 
exp - (W h 
'vk 
- 
WJ% 
h2 
var -2ir va rTWh w j, k)+ ,k 
V2, T(var( ik)+V2) j, k) 
2Tvar(W h V2) 
. 2, Tv var 
2 (Wjhk +V ar 
(Wjh 
kY2 
)+ 
V2 
)2 
1 (2 Var(Wjl, 'k XW. j% -2 var(Wj, 
ýV l,, + var(W, ý, 
*W', 
k 
XWjyk' 
exp 
j, k j, 
2h )V2 2 var (Wj'k)+Var(Wi, k 
cc 
I 
2 wh h 
ý2 -; ýTF 
i, var j, k 
)+ 
var(Wi, k 
h 2 var(Wi, k 
)+ 
V, 
Var(W 
h 
V* 
2 
wh 
- 
j, k w- 
2 var 
(Wi h J+ 
V2i, 
k 
2 var(Wj 
h+ 
V2 
i, k 
k) 
exp 2 var 
2 (W h 5+var(W hk ý2 
This expression shows that the posterior distribution of coefficients W' is j, k 
normal. As it can be seen from (5.20), var(Wjhk) changes only for every level 
Because of the independent nature of the wavelet coefficients, it is easy to draw 
samples for each one of them in a way similar to the single move sampler of 
Jacquier et al. (1994) for the autoregressive latent volatility process from (5.9). 
However in our case the sampling is efficient since the variables are independent 
and the distribution is known. 
Step 3 of the Gibbs sampler 
The final step of the algorithm requires sampling v' from the posterior 
P( V2 
jWy-'Wh"g)cc P(V2)P(Wy* 
lWh,, g, V2 ). The prior P(V 
2) is an inverse 
gamma 
P(V2) 
(V 2 
91 
C-C 2 exp -2 2V 
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The posterior then is found from 
P( V2 lWh, W), *, )6)c< P(1,2)P(Wy* 
lWh, 
)g, V2 
+2 2 (Wjy* 
v22 exp 
k- 
Wjhk 
V2 
expý 2(var 2ik V2ý FVarTWjh +V2+ 
, kT+ 'k 
(Wýk )+ 
However the form of this distribution is unknown and it would be 
complicated to obtain a sample for random variable v2. A way to overcome this is 
by assuming that 
(Var(Whk )+ 
V2) is a random variable instead of only V2 . That 
way the advantage of taking a conjugate prior is exploited and the posterior will 
be an inverse gamma. In this step of the sampler, var(Wjhk 
)is 
a constant since the 
parameters within this function have been estimated in a previous step as random 
samples. Therefore it is possible to insert the value of the function and take a prior 
distribution for var(Wjk + V' = VO' - IG(v Then the posterior will become 
P(V2 lwh, Wi'*"g)oc p(V2)P(Wy* 
lWh,, fl, V 
2)= 
000 
2) 
V'+2 
(W 
ý'k* 
-W 
)2 
vo 2 exp -2 
fill 
exp --j, 
lk - 
20ik V2 V020 
v'+2 
vo 2 exp - V2 200 
)v h 
)2 (wj, 
k* - 
Wi, 
k 
exp 2v 2 0 
( 1] V* 
v'+T+2 d 
(W;, 
k - 
Wjhk 
vo 2 exp 2v 2 0 
Therefore V2 I Wh, Wy*, )3 _ IG v+ T, o5+ 0 
V* 
2 
Wý, 
k 
I: Y, ( *-Wjllk) 
jk 
This last step of the algorithm would have been omitted if v2 was assumed 
to be a constant. This would of course reduce the flexibility of the estimation 
method, especially when it is applied to real data but at the same time the steps of 
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the Gibbs sampler would decrease by one, allowing the method to be quicker. Our 
goal is to compare these two ways of dealing with the issue of approximating the 
distribution of Wjý,, 9 by simulating data from the model in (5.12) and (5.13) and 
testing the accuracy of the estimations. 
5.5.4 Examples with Simulated LMSV 
In this section the MCMC estimation procedure presented above is applied 
to simulated data, in order to check whether it succeeds in correctly estimating the 
parameters of the model. The DWT with the Daubechies Least Asymmetric 
wavelet with filter number=8 was applied on generated data from (5.12) and 
(5.13) after they were transformed to y* in (5.14). For the wavelet decomposition, 
periodic boundary conditions were used, as they seemed more appropriate for 
financial time series. As in the examples in Chapters 2 and 4, the freeware 
WavethresH (Nason, 1998) library was used in the statistical package R (Ihaka 
and Gentleman, 1996). 
For each of the simulated LMSV models, T=2 12 =4096 observations were 
generated, from a fractionally integrated (ARFIMA(O, d, O)) latent volatility 
process (as in 5.17) with d=O. 1,0.2,0.3,0.4 and or, = 0.25, while a=1. The 
initial values for the parameters in the Gibbs sampler were d=0.4 and aE-11, 
while for v2 and when it was not assumed as constant, the value found from the 
estimation with simulation was used, which is v2 =4.93. In general the starting 
values of the parameters did not seem to affect the results of the estimation. The 
posterior sample used for inference was based on 5000 iterations from the Gibbs 
sampler with a burn in period of 1000. 
The results of the MCMC estimation are reported in Table 5. L The table is 
split into two parts, according to the method used for approximating the 
distribution of Wý . The first column has the true values of 
d and a', while the ME 
next two for each part, the sample mean and standard deviation from the posterior 
distribution of the parameters. Finally the 90% confidence interval for each 
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parameter was found based on the 5 and 95 percentiles. The part of the table on 
the left has the results obtained by approximating W. f k' with a constant normal, 
while the right part those with a flexible normal distribution, which assumes a 
random v2. The results indicate that when using the flexible approximation, the 
mean of the posterior distribution of the parameters is closer to the true values. 
Furthermore for d=0.3 the 90% C. I. of only the flexible approximation includes 
the true value for the posterior distribution of d. In general the estimation seems to 
work better for lower values of the true parameter d as the mean of the posterior 
distribution is closer to the true value. 
However for d=0.4, the 90% C. I. of the flexible approximation method does 
not include the true value, although its upper limit (0.3867) is very close to it. The 
rejection rate of the M-H algorithm for this example was only 9.68%, which 
means that there is a possibility that the sample does not reflect the true posterior 
distribution. To overcome this problem we increased the variance of the proposal 
Student t-distribution in the Metropolis-Hastings algorithm, by multiplying the 
covariance matrix by 10. The rejection rate increased to 51.6%, therefore the 
posterior sample should be reliable for inference. This time the 90% C. I. is 
slightly wider (0.1223,0.4013) and includes the true parameter. 
Our method also estimates the variance CY, 
2 
of the errors in the latent E 
volatility process, which is represented in (5.17) for this particular model. The 
90% C. I. for the flexible method always includes the true value of a2=0.25. On E 
2 
the other hand for the method that assumes a constant V for the normal 
distribution that approximates the distribution of Wý the mean of the posterior j, k ý 
distribution is positively biased and the 90% C. I. does not include the true 
parameter value when d=O. I or 0.3. 
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Constant I Flexible 
Mean St. Dev. 90% C. I. Mean St. Dev. 90% C. I. 
d=O. l 0.0768 0.0482 0.0082 0.1624 
1 
0.0963 0.0626 0.0106 0.2118 
[ 
u; ý--0.25 0.4788 0.0765 0.3567 0.6033 0.3082 0.0934 0.1666 0.4715 
d=0.2 0.1057 0.0658 0.0089 0.2216 0.1076 0.0659 0.0116 0.2228 
2 
u=0.25 F 
0.2871 0.0640 0.1879 0.4012 0.2835 0.0843 0.1586 0.4358 
d=0.3 0.1655 0.0600 0.0549 0.2593 0.1986 0.0664 0.0836 0.3064 
uý--0.25 0.3877 0.0738 0.2717 0.5120 0.2851 0.0844 0.1621 0.4351 
d=0.4 0.2834 0.0483 0.2052 0.3619 0.2998 0.0520 0.2162 0.3867 
0.3077 
1 0.0665 0.2036 0.4223 A 0.2646 1 0.0783 1 0.1535 0.4038 
Table 5.1. Mean, standard deviation and 90% C. I. from the posterior distribution 
of the parameters of the LMSV model with no short memory parameters (as in 
equations 5.16 and 5.17). 
The results obtained from the MCMC estimation method applied on the 
wavelet coefficients of the LMSV process with no short memory parameters are 
similar to those reported by Jensen (2004), although we use a different function 
for the variance of the wavelet coefficients from the long memory process (5.20) 
and the MCMC algorithm has been modified. However as it was shown in the 
estimation procedure in Section 5.5.3 our method can be generalised to include 
for example autoregressive parameters in the latent volatility process, so our next 
goal is to test the estimation methodology under this parameterisation. 
We will now focus on one of the simulated datasets in order to investigate 
some of the properties of the MCMC estimation method, such as convergence, the 
dependence structure of the sample from the posterior and if the burn-in period 
selected is appropriate. The true values of the parameters in this example are 
d=0.2 and 072 =0.25. The conclusions drawn apply to simulated models with E 
different values for the parameters as well, since the estimates had similar 
properties and the graphs looked similar. 
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Figure 5.4. MCMC draws from the posterior distribution of the parameters, for 
the model with d=0.2 and o-, 2= 0.25. 
The first graph (Figure 5.4) has the posterior samples from the two 
parameters, d and o7,. The sampler converges quickly as there are no sudden 
moves after the first few iterations. Furthermore the burn in period of 1000 draws 
leaves us with a sample size of 4000, which is sufficient to approximate the 
posterior distribution of the parameters. 
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Figure 5.5. Autocorrelation of MCMC draws of the two parameters, for the model 
with d=0.2 and U2 = 0.25. E 
The next graph (Figure 5.5) plots the sample autocorrelation function of the 
MCMC draws of the two parameters. If the autocorrelation is low, it will indicate 
independent draws from the posterior distribution and therefore a sample 
capturing its properties. The autocorrelations in the graph are generally low and it 
seems that there is no need to create a sample of every n values from the original 
(sample thinning). 
Finally the density plots of the distributions from the samples of the 
parameters are constructed (Figure 5.6), in order to give us a picture of the 
posterior distribution. The posterior of d seems to have two modes, while for o7E 
it resembles that of a normal distribution. In general both distributions are 
153 
CHAPTER 5- STOCHASTIC VOLATILITY AND LONG MEMORY 
relatively flat for a sizeable interval of values, partly because of the fact that the 
prior distributions for the parameters were not informative. 
Density plot for MCMC draws of d 
qt 
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11 
cr 
C\ 
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Figure 5.6. Density plots of MCMC draws for the posterior distribution of the 
parameters, for the model with d=0.2 and U2 = 0.25. E 
For the next set of simulated data, the parameter space will increase by one, 
since an autoregressive parameter 01 is introduced in the latent volatility process 
(5.13) so that it becomes 
(1 
- 0, B)(I - 
B)d h, = E, (5.24) 
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As before, T=2 12 =4096 observations are generated from the LMSV model 
in (5.12) and (5.24). The latent volatility process is ARFIMA (1, d, O), and the 
values were simulated from models with d=0.2,0.4,01 =0.25,0.6,0.85 and 
I o7, - = 0.5, while or = 1. The same initial values for the parameters will be used as 
in the previous examples, while for the AR parameter the initial value will be 
01 = 0.5. As before 5000 iterations were produced from the Gibbs sampler with a 
burn in period of 1000. The flexible approximation method was used for these 
models. 
The results are reported in Table 5.2, with the true values of the parameters 
in the first column and the mean, standard deviation and 90% C. I. of the samples 
from the posterior distributions after that. As was the case in the previous 
examples with the fractionally integrated latent volatility process (Table 5.1), the 
MCMC estimation seems to work better when the long memory parameter d is 
closer to 0 than 0.5. In general the estimation method performs well since the 90% 
C. I. in all the cases contains the true value of the long memory parameter and it is 
centred on it. In fact the mean of the posterior distribution of d is closer to the true 
value for this model that includes an autoregressive parameter, than it was for the 
fractionally integrated LMSV model as it can be seen by comparing Tables 5.1 
and 5.2. This may have to do with the function that was used for the variance of 
the wavelet coefficients in (5.20) and possibly works better for this type of model. 
For variance a, 2 , the mean of the posterior distribution is negatively biased 
for most of the cases and for the models with d=0.2,0.4,01 = 0.85 and d=0.4, 
01 = 0.6 the 90% C. I. does not include the true value of the parameter. On the 
other hand for the short memory parameter 01, the 90% C. I. from the posterior 
distribution always includes the true value of the parameter. It is also interesting 
that for the same d, the standard deviation and width of the 90% C. I. of the 
posterior parameter of 01 decrease as the true value of 01 increases. 
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Mean St. Dev. 90% C. I. 
d=0-2 0.1952 0.0881 0.0435 0.3320 
a2 =0.25 0.2719 0.0841 0.1539 0.4260 
ol =0.25 0.0847 0.2181 -0.2777 0.4120 
d=0.2 0.2577 0.0671 0.1352 0.3658 
cr 2 =0.25 0.2437 0.0791 0.1337 0.3882 
ol =0.6 0.3718 0.1694 0.0802 0.6301 
d=0.2 0.2542 0.0733 0.1303 0.3728 
07 2 =0.25 0.1413 0.0242 0.1039 0.1829 
_01 
=0.85 0.8277 0.0462 0.7452 0.8960 
d=0.4 0.3907 0.0818 0.2405 0.5207 
2 
=0.25 0.2051 0.0680 0.1115 0.3295 
ol =0.25 0.0936 0.2713 -0.3624 0.5494 
d=0.4 0.4226 0.0663 0.3101 0.5272 
2 =0.25 (TE 0.1623 0.0465 0.0993 0.2409 
A =0.6 0.6236 0.1110 0.4543 0.7874 
d=0.4 0.3744 0.1822 0.1579 0.6729 
2 
=0.25 r 
0.1405 0.0268 0.0970 0.1790 
0, =0.85 0.8784 1 0.0838 1 0.7014 1 0.9561 
Table 5.2. Mean, standard deviation and 90% C. I. from the posterior distribution 
of the parameters of the LMSV model with an autoregressive parameter. 
Convergence, selection of burn in period and independence of the MCMC 
draws were tested by creating the same type of graphs as in the previous examples 
for the LMSV model without the autoregressive parameter (Figures 5.4,5.5 and 
5.6). The graphs for the MCMC draws and density plots for posterior distributions 
were similar to the ones already shown and are not reported here. However the 
graph of the autocorrelation function for the MCMC draws displays significant 
autocorrelations between draws for a number of lags (Figure 5.7). This means that 
a dependent sample is produced and we have to take one for every five 
observations since the autocorrelation is large for the first five lags. After this 
thinning of the sample from the posterior it is reduced to 1000 observations and 
since 115 of them are discarded as the burn in period, the final sample will be of 
size 800. The results in Table 5.2 are based on this sample size since the 
autocorrelation function had a similar shape for almost all the simulated LMSV 
models. It could be argued that there are significant autocorrelations even for lags 
6 or 7 but then the size of the posterior sample would become small and possibly 
inference based on this sample would not be reliable. 
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Figure 5.7. Autocorrelation of MCMC draws for the parameters, d, a2 and 01. 11 
In general the rejection rate for the models in Table 5.2 was in the region of 
30%-48%, which is higher than the rate for the models in Table 5.1. This explains 
partly the high autocorrelation observed in the MCMC draws. An extreme case 
was for d=0.4 and 01 = 0.85, where the rejection rate was 80% and the 
autocorrelation was significant for a large number of lags. However this model 
has both very high long memory and short memory parameters and it approaches 
a unit root process. Therefore it falls in another category which is not analysed 
with the current methodology. Still the MCMC estimation with the wavelets 
succeeds in correctly estimating the parameters of the model as seen in Table 5.2. 
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A bigger sample would have to be obtained however, so that the dependence can 
be removed by selecting an observation every n values, with n being very large, 
possibly in the region of 400 as we concluded from graphs of the autocorrelation 
function. 
Jensen (2004) has already shown the advantages of using a Bayesian 
estimation methodology in the wavelet domain for stochastic volatility models 
with a fractionally integrated latent volatility process and we propose a 
generalised approach that includes the estimation of short memory parameters. 
We show with simulated examples that the wavelet decorrelation property can 
also be used for the LMSV model with an autoregressive parameter since it is 
estimated accurately together with the long memory parameter d. Based on 
examples with simulated data, the method is able to identify different degrees of 
long memory and estimate the short memory parameter of the model as well 
(Table 5.2). The mean of the posterior distribution of the long memory parameter 
is biased especially when d is close to 0.5 for the LMSV model without short 
memory parameters, but the 90% C-1. includes the true value. The C. I. seems to 
be wide especially in these cases, which means that there is a lot of uncertainty in 
the estimation of the long memory parameter. However Jensen (2004) reports that 
the GPH estimator of the LMSV model (studied in Deo and Hurvich, 2001) also 
has very wide C. I. for d, much wider than the ones he calculated with his method 
or the ones found in Table 5.1. 
Furthermore since the estimation is Bayesian, we base inference on the 
distribution of the estimated parameter rather than a point estimate which would 
require asymptotic results. One could also study the effect of different priors on 
the results of the estimation. We have used flat uniform priors for the long and 
short memory parameters d and 0, but since it seemed that there can be a 
significant amount of uncertainty in the posterior distribution of the parameters, 
we suspect that the use of slightly more informative priors could improve 
significantly the accuracy of the estimation. For example in the context of 
stochastic volatility models, one could use information from previous studies in 
order to specify prior distributions that reflect these results. 
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5.6 Summary 
In this chapter we examined volatility models (GARCH-type and stochastic 
volatility) and some important estimation methods. Our attention then turned to 
the long memory stochastic volatility model since there is evidence of long 
memory behaviour in volatility of financial assets. Based on the decorrelating 
property of wavelets we proposed a Bayesian estimation procedure in the wavelet 
domain for the LMSV model with short memory parameters as well 
(autoregressive of moving average). Our method relies on MCMC algorithms that 
have been used in the past for estimating stochastic volatility models. Since the 
estimation is in the wavelet domain we have introduced several changes at the 
steps of the algorithms to reduce the complexity and increase the speed. Until now 
the properties of wavelets have been exploited for the LMSV model with long 
memory only. However examples in the literature have shown that in the presence 
of short run dynamics, there is a risk of increased bias in the estimates unless 
short memory parameters are included in the model. We showed with simulated 
examples that our method successfully estimates the parameters of the LMSV 
model for several different parameterisations that include short term effects as 
well. Finally we used some diagnostics to check that the simulations 
in the 
algorithm have converged and that the sample from the posterior 
distribution of 
the parameters is sufficient. 
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6 An Application of the LMSV Model and Density 
Forecast Comparison with other Models 
6.1 Overview 
As described in Section 5.4.1 many recent publications have indicated the 
presence of long memory in the volatility of returns of several financial assets 
ranging from stocks or stock market indices to exchange rates and commodity 
futures contracts. Research has focused on both high-frequency intra-daily data 
(for example Andersen and Bollerslev, 1997, Deo et al., 2006) and data based on 
daily returns (for example Ray and Tsay, 2000 and Elder and Jin, 2007). Our aim 
is to apply the LMSV model on various datasets with daily returns and use the 
estimation procedure described in Section 5.5 in order to detect the presence of 
long memory or possible contamination by short-run dynamics in the form of 
autoregressive parameters. 
The methods used until now for the estimation of long memory in 
volatilities most of the times are semi-parametric methods such as the GPH and 
its modifications, or more recently wavelet-based estimation procedures. These 
were also used in Section 4.7 for the detection of long memory in returns of 
financial assets. However for volatilities, long memory is a well-known 
characteristic and our efforts focus in correctly modelling this type of behaviour 
and measuring the forecasting ability of such a model in contrast to others. The 
Bayesian estimation procedure which is employed even though it is 
computationally very intensive, it can also be used to obtain density forecasts 
from the model. Then we can use tests that have been proposed recently to 
evaluate density forecasts and establish a framework for comparing them. 
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6.2 Long Memory in Volatility of Returns of Financial 
Assets 
6.2.1 Introduction 
In this section we report the results of the Bayesian estimation procedure for 
the LMSV model. The method was applied to the same return data that were used 
in Section 4.7 and for the same time period, for which the sample size is an 
integer power of two. As in the examples in Section 5.5.4 the DWT with the 
Daubechies Least Asymmetric wavelet with filter number=8 was used, while for 
the wavelet decomposition, periodic boundary conditions were assumed. Each 
dataset has T=2048 observations and the LMSV model from equations (5.12) and 
(5.13) was used but with a fractionally integrated (ARFIMA(O, d, O)) latent 
volatility process ((5.17) instead of (5.13)). The initial values for the parameters 
in the Gibbs sampler were d=0.4 and ty, 2 = 1, while for v2 the value found from 
the estimation with simulation in Section 5.5.2 was used, which is V2 =4.93. In 
general the starting values of the parameters did not seem to affect the results of 
the estimation. The posterior sample used for inference was based on 5000 
iterations from the Gibbs sampler with a bum in period of 1000. For the 
distribution of Wjýk , the flexible approximation with a normal 
distribution with 
random v2 was used since as it was shown in the examples in Section 5.5.4 it 
increases the accuracy of the results. 
2 
Sometimes the squared returns Yt can be very small or even zero and this 
will be a problem when the log transformation is applied to get logY2 . As a t 
solution to this issue, Kim et al. (1998) or Ray and Tsay (2000) use a slightly 
different transformation, introduced by Fuller (1996), to make the estimation of 
stochastic volatility models more robust. Kim et A (1998) use log(y, 
2+ c), with 
c=0.00 I, while Ray and Tsay (2000) transform the returns according to 
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log( 22 ))_ cVar(yt') yt + cVar(Yt 
y2+ cVar 
(6.1) 
t 
(yt, 
with c=0.02. We follow the method by Ray and Tsay (2000) because it depends 
2 
on the value of each y, and since we investigate returns from various financial 
assets, setting an offset c=0.001 as in Kim et al. (1998) might be too restrictive. 
6.2.2 Results and Discussion 
The rýesults from the estimations are reported in Tables 6.1-6.4. The names 
of datasets and estimated parameters are in the first two columns, while the next 
three include the sample mean, standard deviation and 90% confidence interval 
based on 5 and 95 percentiles from the posterior distribution of long memory 
parameter d and variance parameter U2 . The results indicate a significant 
long 
E 
memory parameter in the volatility of returns of all the financial assets examined 
in this section. Stock prices and indices seem to have the highest estimates for d, 
which in most cases is larger than 0.5 which means that the series are non- 
stationary. We will now focus on each type of financial asset examined and 
compare our results with those reported in the literature, as they have been 
estimated with different methods. 
For the volatility of foreign exchange rates returns we found significant long 
memory (Table 6.1), with the South African Rand vs US Dollar having the 
highest mean of the posterior distribution of d (0.4523). This exchange rate was 
the only one from an emerging market economy indicating that possibly the series 
have different properties in terms of their long memory behaviour compared to 
the other currencies which are traded extensively. Baillie et al. (1996) have 
estimated a FIGARCH (l, d, 1) model for the Deutsche Mark vs US Dollar rate 
and found d=0.652. Our estimate for the Euro vs US Dollar series, for which DM 
vs USD can be considered a proxy, was lower (0.439 1) but the time period we 
cover is different to the one of Baillie et al. (1996). 
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Mean St. Dev. 90% C. I. 
GBPUSD d 0.3611 0.0561 0.2697 0.4531 
2 
ir 
0.1833 0.0535 0.1087 0.2788 
EURUSD d 0.4391 0.0513 0.3546 0.5251 
2 0.1399 0.0400 0.0840 0.2183 
JPYUSD d 0.4026 0.0595 0.3037 0.5005 
2 0.1793 0.0501 0.1091 0.2703 
CHFUSD d 0.3710 0.0550 0.2831 0.4625 
2 0.1781 0.0540 0.1042 0.2798 
ZARUSD d 0.4523 0.0501 0.3711 0.5338 
07 2 
Ir . 
0.1559 
I 
0.0430 0.0966 0.2315 
Table 6.1. Mean, standard deviation and 90% C. I. from the posterior distribution 
of the parameters of the LMSV model with no short memory parameters (as in 
equations 5.16 and 5.17) for FX rates. 
Crato and Ray (2000) and Elder and Jin (2007) have examined the volatility 
in the returns of various commodities' futures contracts. Crato and Ray (2000) 
have used the R/S statistic and GPH estimator and found significant long memory 
in the volatility of Com, Cotton, Pork Bellies, Soybean and Wheat futures for the 
period 1977-1997. Similarly Elder and Jin (2007) by using the GPH, the wavelet 
OLS (Jensen, 1999b) and the banded wavelet maximum likelihood estimator 
(Jensen, 2000) report that Corn, Pork Bellies, Soybean and Wheat all have long 
memory behaviour in the volatility for the period 1983-2000. Our results (Table 
6.2) corroborate these findings although the period we examined was from 1999 
to 2007. The mean from the posterior distribution of the long memory parameter 
for Corn (0.5481) and Pork Bellies (0.5008) was higher than the point estimates 
reported in these papers, while for Cotton (0.3778) and Wheat (0.2748) it was 
very close to the estimates by Crato and Ray (2000). Finally the mean of the 
posterior distribution for the long memory parameter of Soybeans (0.3434) was 
only slightly larger than the point estimates of Elder and Jin (2007). For Gold 
prices we found the long memory parameter very close to 0.5 (0.4847), while 
for 
Oil prices it was much lower (0.2869 and 0.3215). 
163 
CHAPTER 6- AN APPLICATION OF THE LMSV MODEL AND DENSITY FORECAST 
COMPARISON WITH OTHER MODELS 
=mow--- 
Mean St. Dev. 90% C. I. 
Cotton d 0.3778 0.0524 0.2932 0.4667 
2 0.1930 0.0564 0.1163 0.2960 
Wheat d 0.2748 0.0603 0.1748 0.3733 
2 
v 
0.2002 0.0602 0.1142 0.3107 
Soybeans d 0.3434 0,0556 0.2524 0.4349 
2 0.1808 0.0535 0.1073 0.2771 
Pork Bellies d 0.5008 0.0512 0.4173 0.5854 
2 
R 
0.1547 0.0422 0.0947 0.2324 
Corn d 0.5481 0.0482 0.4700 0.6290 
a2 0.1252 0.0311 0.0804 0.1811 
Gold d 0.4847 0.0483 0.4056 0.5635 
2 
R 
0.1620 0.0458 0.0988 0.2420 
WTI Oil d 0.2869 0.0660 0.1789 0.3944 
2 0.2330 0.0697 0.1346 0.3576 
Brent Oil d 0.3215 0.0617 0.2255 0.4257 
a 1 0.2319 0.0659 0.1360 0.3474 
Table 6.2. Mean, standard deviation and 90% C. I. from the posterior distribution 
of the parameters of the LMSV model with no short memory parameters (as in 
equations 5.16 and 5.17) for Commodities' futures and prices. 
For the individual stocks of the companies examined, we identified strong 
long memory behaviour in the volatility of their returns (Table 6.3). Lobato and 
Savin (1998) based on a test they have used for long memory report a statistically 
significant fractional integrating parameter d for the volatility of AA, EBM and 
JPM. They examine two different time periods (1962-1972 and 1972-1994) in 
order check the effects of non-stationarity or regime switching in the estimation of 
the long memory parameter but confirm that it is significant in both. Ray and 
Tsay (2000) for the period 1962-1995 also find a high long memory parameter for 
the volatility of AA, IBM, JPM, MER and BAC with the GPH estimator or the 
QMLE of Breidt et al (1998) for the LMSV model. The results we obtained for 
the volatility of returns of these share prices agree with those repored by Lobato 
and Savin (1998) and Ray and Tsay (2000), although they were estimated from 
data for a different time period (1999-2007), and show that long memory in 
volatility is still significant in a more recent period. The main difference is that 
our estimates are larger in value than those for example that Ray and Tsay (2000) 
estimated with the GPH method or the QMLE for the LMSV model. This might 
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be an indication that the long memory parameter is changes over time for the 
volatility of some stock prices returns. 
Mean St. Dev. 90% C. I. 
JPM d 0.6015 0.0403 0.5355 0.6695 
0.0974 0.0237 0.0637 0.1432 
AA d 0.5007 0.0467 0.4234 0.5787 
2 0.1296 0.0346 0.0821 0.1952 
IBM d 0.5913 0.0406 0.5250 0.6617 
2 0.1009 0.0262 0.0651 0.1506 
MER d 0.5776 0.0401 0.5094 0.6429 
2 
.1 
0.0943 0.0235 0.0625 0.1365 
BAC d 0.6227 0.0395 0.5612 0.6895 
2 0.0955 0.0224 0.0640 0.1377 
Table 6.3. Mean, standard deviation and 90% C. I. from the posterior distribution 
of the parameters of the LMSV model with no short memory parameters (as in 
equations 5.16 and 5.17) for Stock prices. 
Finally for stock market indices the results from our model (Table 6.4) 
indicate a particularly high long memory parameter since in all cases the upper 
limit of the 90% C. I. was larger than 0.5, while for FTSE, DAX and NASDAQ 
even the lower limit was above 0.5. For the S&P500 (0.5634) and NIKKEI 
(0.4172) indices the results agree with those of Grau-Carles (2000) but for FTSE 
our MCMC method estimated a particularly high degree of long memory (0.5941) 
while Grau-Carles (2000) based on their experiments reported that the long 
memory parameter was not significant. However the data we used for the 
estimation cover a different time period and possibly there was a change in the 
characteristics of the volatility. Especially for the S&P500 index from 1953 to 
1990, So (2002) estimated a LMSV model and found a relatively low estimate for 
d (0.154) while Bollerslev and Mikkelsen (1996) for the same period but with the 
FIEGARCH model report a much higher number (0.633) for the fractional 
integrating parameter. The mean from the sample of the posterior distribution of d 
from our estimation (0.5941) was much higher than So's (2002) and closer to the 
one reported by Bollerslev and Mikkelsen (1996), although we cover a different 
time period than these authors. However as it is shown in an example with 
simulated data in Elder and Jin (2007) a long memory parameter estimate for the 
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FIGARCH model which is higher than 0.5 does not mean stronger persistence in 
the time series, as the model has counterintuitive properties for d>0.5 compared to 
when d<0.5. 
Mean St. Dev. 90% C. I. 
FTSE d 0.5941 0.0434 0.5220 0.6674 
a2 0.1091 0.0265 0.0713 0.1552 
DAX d 0.6240 0.0409 0.5557 0.6926 
2 0.0939 0.0214 0.0622 0.1316 
Ni[ 7, El d 0.4172 0.0609 0.3185 0.5188 
2 
lp 
0,2418 0.0917 0.1216 0.4184 
S&F, d 0.5634 0.0421 0.4959 0.6330 
07 
2 0.1032 0.0244 0.0672 0.1478 
HANG SENG d 0.5082 0.0414 0.4395 0.5790 
2 0.1105 0.0274 0.0709 0.1603 
NASDAQ d 0.6181 0.0382 0.5550 0.6819 
2 
p 
0.0827 
I 
0.0204 
I 
0.0566 0.1184 
I 
Table 6.4. Mean, standard deviation and 90% C. I. from the posterior distribution 
of the parameters of the LMSV model with no short memory parameters (as in 
equations 5.16 and 5.17) for Stock market indices. 
In general the results from our model confirm the presence of long memory 
in volatility of financial assets returns. However the magnitude of the long 
memory parameter is significantly different for some financial assets, compared 
to what is reported by other researchers. This might be attributed to bias for some 
estimation methods. For example Deo and Hurvich (2001) or Wright (2000) show 
with simulations that GPH is negatively biased when estimating long memory 
from the LMSV model. In general we observed lower estimates for most of the 
results from the GPH method in papers, but since we do not know the magnitude 
of this effect it is not safe to reach definite conclusions. 
Another reason might be that the long memory parameter changes with 
time, since the time period we analyse is different from those found in the 
research papers. To investigate the existence of such dynamics 
in the long 
memory parameter we would need to estimate the LMSV model for different time 
periods and spot any changes in the estimations. In the next part of this section, 
where forecasting from the LMSV is considered, we will estimate the model 
for 
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rolling windows of observations. Although with this method the length of the 
window is decided from before and we cannot locate the time point where the 
change in the parameter occurs we are still able to examine the behaviour of the 
long memory parameter with time. In general the concept of time-varying long 
memory for volatility has attracted interest lately and extensions to already known 
models and methods for estimating long memory have been proposed. The 
availability of long series for prices of various financial assets has contributed to 
this. 
Here we discuss very briefly some models for time-varying long memory 
parameter. The first estimates the parameter for the each time point, while the 
other tests if the parameter changes significantly with time and tries to identify 
these points. 
Jensen and Whitcher (2000) have proposed a locally stationary stochastic 
volatility model. They have assumed time-varying short and long memory 
parameters and estimated the long memory differencing parameter by ordinary 
least-squares with a method similar to the one by Jensen (1999b). The difference 
is that they use the MODWT instead of DWT and for each time point the log 
relationship between the variance of the wavelet coefficients, for which their 
support contains this time point, and the scale is exploited in order to estimate the 
time-varying d. They have applied the model to high frequency DM-USD return 
data finding that the long memory parameter of volatility had positive values for 
the largest percentage of the sample. 
Alternatively Ray and Tsay (2002) in their model of time-varying long 
memory parameter in ARFIMA models have allowed d to change randomly over 
time, according to 
t 
dt = do +I gjfij 
j=l 
where the t5j's are iid Bernoulli random variables and 
8j come from a known 
distribution. If the 9i 's are found to be significant then it is accepted that the long 
167 
CHAPTER 6- AN APPLICATION OF THE LMSV MODEL AND DENSITY FORECAST 
COMPARISON WITH OTHER MODELS 
memory parameter changes with time. They estimate the model with a Gibbs 
sampler and mention a possible extension to the method for the long memory 
stochastic volatility model. 
As in the examples in Section 5.5.4, some graphs were constructed in order 
to check for convergence, appropriate selection of burn-in period and 
independence between the draws from the posterior distribution of the parameters. 
The plots displayed here are for the volatility model applied to the Cotton futures 
returns but they were similar for the other datasets as well. 
Draws from MCMC of d 
C 
C 
Draws 
Draws from MCMC of sigma 
2 
1 
(Z (0 
E ci cm u5 
C\j 
6 
Draws 
Figure 6.1. MCMC draws from the posterior distribution of the parameters 
of the LMSV model for Cotton futures. 
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As it can be seen from Figure 6.1, Gibbs sampler has converged after only a 
few iterations, so the burn-in period of size 1000 is adequate. Possibly even 
shorter burn-in periods could be used and the sample will still capture the 
properties of the posterior distribution. We exploit this ability of the MCMC 
algorithm to converge fast in the forecasting procedure in Section 6.3, where 
computational complexity increases steeply and we need to base inference on 
smaller samples. 
Furthermore the plots in Figure 6.2 show that the autocorrelation between 
the draws from the MCMC algorithm is low and they can be considered 
independent. Finally Figure 6.3 has a density plot of the sample of the posterior 
distribution for each parameter. 
Autocorrelation for sample of d 
00 
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Autocorrelation for sample of sigma 
5 10 15 20 25 30 35 
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Figure 6.2. Autocorrelation of MCMC draws for the two parameters, 
d and 
2 of the LMSV model for Cotton futures. 
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We will now change the model for the latent volatility process and instead 
of ARFIMA(O, d, O) we will use ARFIMA(l, d, O), from equation (5.24), with the 
parameter space now including an autoregressive parameter 01. Our goal is to 
examine whether there are significant short run dynamics present and how much 
this affects our estimates of long memory. 
Density plot for M CM C draws of d 
(D 
Nt 
C\j 
C) 
Density plot for MCMC draws of sigma 
(Z 
C\i 
CD 
Figure 6.3. Density plots of MCMC draws for the posterior distribution of the 
parameters from the LMSV for Cotton futures. 
We will estimate the LMSV model from (5-12) and (5.24) 
for the same 
datasets. The initial values for the parameters will be the same as before, while 
for 
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the AR parameter the initial value 01 = 0.5 was selected. This time 2000 
iterations were produced from the Gibbs sampler with a burn in period of 100. We 
preferred to have fewer iterations for this model because the estimation was 
computationally slightly more intensive than for the previous. However we saw 
that convergence is not an issue and the burn-in period does not need to be very 
long. We approximated the distribution of Wj! k , with a normal distribution with 
random v2, while again the transformation before taking the log of squared returns 
from (6.1) was used. 
The results are reported in Tables 6.5-6.8 and this time there is an extra row, 
for the mean, standard deviation and 90% C. I. of the autoregressive parameter 01 - 
In general the posterior means of the long memory parameter have increased for 
this model, compared to the results for the model in Tables 6.1-6.4, but the 
autoregressive parameter 0,, which represents the short run dynamics was also 
found statistically significant in most of the cases. 
Mean St. Dev. 90% C. I. 
GBPUSD d 0.4319 0.0732 0.3052 0.5521 
2 0.2141 0.0642 0.1219 0.3333 
0.3624 0.1812 0.0527 0.645 4 
EURUSD d 0.5416 0.0579 0.4477 0.6389 
a2 0.1947 0.0573 0.1216 0.3057 
0.6689 0.1181 0.4440 0.8411 
JPYUSD d 0.4804 0.0683 0.3688 0.5915 
a2 0.2534 0.0697 0.1480 0.3759 E 01 0.4640 0.1647 0.1901 0.7034 
CHFUSD d 0.4540 0.0682 0.3409 0.5707 
07 2 
E 
0.2232 0.0651 0.1303 0.3409 
01 0.4618 0.1716 0.1572 0.7239 
ZARUSD d 0.5088 0.0643 0.4051 0.6173 
a2 E 
0.2385 0.0653 0.1408 0.3580 
1 0, 
- L 
0.4618 0.1563 0.1865 0.7076 
Table 65. Mean, standard deviation and 90% C. I. from the posterior distribution 
of the parameters of the LMSV model with an autoregressive parameter for FX 
rates. 
Only for commodities (Table 6.6) and the exchange rate of GBP vs USD 
(Table 6.5) the C. I. of the autoregressive parameter had the lower limit very close 
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to 0 (for Cotton, Pork Bellies, Gold and Crude or Brent Oil prices it was lower 
than 0). Furthermore the standard deviation of the posterior distribution of the 
autoregressive parameter was higher than that of the other parameters, indicating 
more uncertainty in its estimation. This was also observed in the examples with 
simulated data in Section 5.5.4. 
Mean St. Dev. 90% C. 11. 
Cotton d 0.4152 0.0677 0.3034 0.5274 
2 0.2530 0.0836 0.1489 0.3911 
0.2825 0.1854 -0.0404 0.5706 
Wheat d 0.3537 0.0761 0.2255 0.4745 
2 
E 
0.2032 0.0599 0.1208 0.3119 
01 0.3220 0.1858 0.0179 0.6269 
Soybeans d 0.4135 0.0693 0.3014 0.5295 
2 0.2105 0.0607 0.1233 0.3204 
E 
01 0.3651 0.1757 0.0678 0.6450 
Pork Bellies d 0.5091 0.0678 0.3975 0.6186 
CY 
2 0.2357 0.0639 0.1430 0.3512 
E 01 0.2358 0.1807 -0.0655 0.5180 
Corn d 0.6031 0.0622 0.5010 0.7037 
cr 2 0.2213 0.0591 0.1321 0.3248 
E 01 0.5306 0.1532 0.2652 0.7479 
Gold d 0.5119 0.0651 0.4016 0.6164 
cr 
2 0.2406 0.0740 0.1385 0.3767 
01 E 0.3120 0.1874 -0.0045 0.5986 
WTI Oil d 0.3255 0.0930 0.1747 0.4691 
(T 
2 0.2571 0.0787 0.1436 0.4015 
01 E 0.1748 0.2050 -0.1581 0.5171 
Brent Oil d 0.3411 0.0859 0.2003 0.4824 
cr 
2 0.2695 0.0776 0.1529 0.4089 
01 C 1 0.1233 1 0.2134 1 -0.2327 
0.4691 
Table 6.6. Mean, standard deviation and 90% C. I. from the posterior distribution 
of the parameters of the LMSV model with an autoregressive parameter for 
Commodities' futures and prices. 
For stock prices (Table 6.7) and indices (Table 6.8) both the long memory 
and autoregressive parameters were high, meaning that the order of integration 
approached unity and the series were non-stationary. Jensen (2000) however has 
shown that when d>0.5 the decorrelating property of wavelets is not as strong as 
for AO. 5 and is affected by the number of vanishing moments of the wavelet 
function. Therefore it is not easy to interpret the results in these cases although the 
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approximation is still valid. We have shown from simulated examples that our 
estimation procedure provides accurate forecasts for stochastic volatility models 
with long memory and autoregressive parameters but we believe it is important to 
apply other estimation methods as well in order to confirm that the long memory 
and short term effects are separated correctly under the current parameterisation. 
Mean St. Dev. 90% C. i. 
JPM d 0.6412 0.0524 0.5572 0.7277 
iT 
2 
E 
0.1938 0.0551 0.1184 0.2982 
0.5842 0.1328 0.3495 0.7777 
AA d 0.5663 0.0609 0.4665 0.6655 
2 0.1947 0.0571 0.1122 0.3017 
0.5168 0.1554 0.2559 0.7494 
IBM d 0.6230 0.0539 0.5362 0.7145 
2 
c 
0.1729 0.0502 0.1032 0.2657 
01 0.4401 0.1645 0.1375 0.6814 
MER d 0.6404 0.0530 0.5475 0.7760 
2 
e 
0.1683 0.0485 0.0958 0.2558 
01 0.6627 0.1358 0.3315 0.8381 
BAC d 0.6461 0.0535 0.5585 0.7325 
2 
c 
0.1869 0.0517 0.1151 0.2797 
1 
0,1 0.4683 
1 
0.1494 
1 
0.2146 0.6872 
Table 6.7. Mean, standard deviation and 90% C. I. from the posterior distribution 
of the parameters of the LMSV model with an autoregressive parameter for Stock 
prices. 
These results provide evidence that the structure of volatility models might 
be complicated and possibly there are both long and short run dynamics in 
volatility of returns of financial assets. This shows the importance of expanded 
models and estimation methods such as the one we proposed in order to capture 
adequately all the characteristics of volatility. 
The graphs we created to check for convergence, burn-in period and 
independence between draws were similar to the ones for the previous model and 
are not reported here. Only the graphs with the autocorrelation of the MCMC 
draws showed some degree of dependence but by using the same sample thinning 
technique as in Section 5.5.4 we can resolve this issue. 
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Mean St. Dev. 90% C. I. 
FTSE d 0.6273 0.0583 0.5362 0.7266 
2 0.2130 0.0565 0.1318 0.3173 
0.5030 0.1453 0.2630 0.7198 
DAX d 0.6868 0.0512 0.5998 0.7734 
2 
E 0.1972 0.0471 0.1283 0.2776 
0, 0.7194 0.0938 0.5580 0.8551 
NIKKEI d 0.5772 0.0548 0.4918 0.6712 
07 
2 0.2072 0.0529 0.1286 0.2991 
0.7618 0.0809 0.6151 0.8802 
S&P d 0.6365 0.0520 0.5587 0.7251 
2 0.1863 0.0487 0.1211 0.2720 
0.6988 0.1340 0.3284 0.8597 
HANG SENG d 0.5810 0.0530 0.4800 0.6703 
2 
11 
0.1856 0.0479 0.1117 0.2680 
ol 0.7248 0.1092 0.4802 0.8630 
NASDAQ d 0.6875 0.0489 0.6172 0.7716 
2 0.1612 0.0417 0.1033 0.2366 
E 
10, 1 
0.7775 
1 
0.0803 
1 
0.6195 0.8861 
. 
Table 6.8. Mean, standard deviation and 90% C. I. from the posterior distribution 
of the parameters of the LMSV model with an autoregressive parameter for Stock 
indices. 
6.3 Forecasting with Volatility Models 
6.3.1 Introduction 
Volatility models have become very important when analysing financial 
data since the concept of volatility plays an important role in decisions that are 
taken for investment, pricing of derivative products, risk management and policy 
making. For example option prices are driven by the volatility of the underlying 
asset and they are usually quoted in volatilities. Options traders are practically 
trading volatility while new products have been introduced that have the volatility 
itself as the underlying asset. Furthermore risk management tools rely on models 
of volatility in order to make predictions that will be able to adequately reflect the 
conditions in the market. Finally estimates of volatility are often used 
by policy 
makers such as central banks in order to examine the uncertainty 
in financial 
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markets and understand the expectations of the participants and their insecurities 
for the future. 
Therefore selecting the appropriate volatility model is crucial for making 
informed decisions when operating in the financial markets. Our goal is to 
evaluate the forecasting performance of the LMSV model, as it was presented and 
estimated in Chapter 5 with the wavelet approximation and Bayesian 
methodology, and contrast it with other volatility models such as GARCH and 
FIGARCH. We selected GARCH because it is a well known and easy to apply 
model for volatility. FIGARCH on the other hand is more complicated but it also 
models the long memory behaviour of volatility as the LMSV model. 
6.3.2 Evaluation and Comparison of Density Forecasts 
Since we used a Bayesian methodology to estimate the LMSV model, the 
forecasts for volatilities and returns will be in the form of distributions. Therefore 
instead of evaluation with point forecast measures we rely on a test for density 
forecasts and use the statistic from this test to compare forecasts from different 
models. 
Density forecasts have attracted a lot of interest lately because they provide 
more information about uncertainty in predictions and can be used to estimate a 
variety of measures such as variance or the probability that the forecast exceeds a 
certain level. This has caused an increase in the literature of density forecast 
evaluation. Some references can be found in Bao et al. (2007). They mention that 
the most common way is by calculating the probability integral transform (pit) of 
the realisations with respect to the forecast densities of the model. This is based 
on the fact that if the model for m-step ahead density forecasts g, (y, ) with 
t=T, +m, T2+ m,..., for the realisations 
(yT, 
+m, yT2+,,,,... 
), is correct, then the pits 
V, 
zt f gt (x)dx 
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will follow a uniform distribution U(0, I). Furthermore for I-step ahead density 
forecasts the pits will also be independent. Berkowitz (2001) and Mitchell and 
Hall (2005) mention some ways to evaluate density forecasts using the pits, such 
as constructing the histogram which should be flat if the model is correct or 
testing the uniformity assumption with the Kolmogorov-Smirnov test. However 
they underline that such non-parametric tests require very big samples, which 
might not be available in many forecasting exercises. 
A test that Berkowitz (2001) then has devised is based on transforming the 
pits with the inverse standard normal cumulative density function (D-'( ). This 
way the transformed pits 
(Zt ) 
can be tested for normality N(0,1), for which tests are more powerful rather than 
the ones for uniformity. One of the main strengths of the two transformations that 
lead to z, and z* is that no distributional assumptions are made and the normality t 
test for z* is a test of whether the density forecasts are correct. t 
Given the density forecasts and some realisations 
(YTI. 
IYT2+ni 9'-) 9 the 
variables z* should be standard normal and when m=l, independent as well. t 
Berkowitz (2001) proposes a likelihood ratio test with the null hypothesis tested 
against a first-order autoregressive model with mean PB and variance aB' 
different from (0, I). Furthermore the autoregressive parameter JOB can also 
be 
used to test for independence. This model can be written as 
Zt - flB ":::: PB 
(Zt-I 
- flB 
)+. Ft (6.2) 
with Var(cj = uB' . The 
log-likelihood under the null hypothesis is L(0,1,0) and 
^, ^' ^') is the log-likelihood of the model for the estimated parameters. LýB 07B PB 
Therefore a LR test for evaluating the density forecasts z* can 
be performed by t 
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B^, a2^ X2 using the statistic LR = -2(L(0,1,0) - 
LýB 
BIPB)), which follows a 
distribution with 3 degrees of freedom under the null. However as Mitchell and 
Hall (2005) point out normality is tested only through the first 2 moments. For 
this reason some authors are proposing the use of non-parametric normality tests 
in addition. 
Bao et al (2007) have established a relationship between the Berkowitz 
statistic and the Kullback-Leibler information criterion (KLIQ in order to 
evaluate density forecasts and compare forecasts from different models. KLIC 
measures the distance between the true density and a density forecast and can be 
written as 
KLICt = E[In ft (yt) - In g, 
(yj] (6.3) 
for realisations 
(yT, 
+,, yT,,. --)ý while gjyj 
is the density forecast from the 
model and f (y, ) the true density. 
Then by using the transformation with the standard normal density function 
that Berkowitz (2001) proposed, the KLIC can be written as 
KLIC =E[Inp, 
(z*)-In(p(z*)] (6.4) 
ttt 
where p, 
(z *) is the unknown density of z* and ýo(Z *) the density of the standard ttt 
normal distribution. Consequently the KLIC can be seen as equivalent to the 
Berkowitz test and can be used to evaluate density forecasts. The benefit of using 
this transformation as Bao et al. (2007) emphasize is that p, 
(z, ) can be specified 
so that it nests N(0,1), while the true density f, 
(y, ) is not known and there is no 
way to make sure when specifying it that it includes g, 
(yj as a special case. 
Then they generalise the Berkowitz test by including more autoregressive 
parameters and relaxing the normality assumption for E, - 
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Mitchell and Hall (2005) calculate the sample mean of the KLICt statistic 
in (6.4) and then test whether it is statistically significant from 0 by using the 
distribution of the mean according to the central limit theorem. The variance of 
this statistic is estimated by setting certain assumptions but alternatively 
bootstrapping could be used to determine the distribution of the mean of the 
KLICt statistic and perform the test. 
For evaluating density forecasts from the GARCH, FIGARCH and LMSV 
models for daily prices from various financial assets we will use the Berkowitz 
test. To estimate these models, different methods are used, a Bayesian method 
that takes into account parameter uncertainty for the LMSV and QMLE methods 
for the GARCH and FIGARCH models. Therefore by using the Berkowitz 
statistic and the transformations that it involves we base inference on a statistic 
which is standardised in a way, so that direct comparisons can be made between 
the models on the basis of this measure. The transformed variables Z will follow t 
a standard normal distribution if the density forecasts are correct for each model 
and no assumptions for the distributions or about the parameter uncertainty from 
each estimation method have to be made. We can thus rely on the same method to 
evaluate and compare density forecasts not just from different models but also 
from models estimated with different methods. 
6.3.3 GARCH and FIGARCH Density Forecasting for Returns 
and Prices 
For the GARCH and FIGARCH models the returns process is 
yt = atEt , (6.5) 
with et - N(0,1). The conditional variance of yt is Var(yt I Yj) = 
qt2 
, where Yt-I 
represents all the information up to t- 1. The GARCH(l, 1) model for the 
conditional variance is written as in (5.2), 
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2 
1071-1 
+ 
The I-step ahead forecast from this model, assuming information up to time t is 
known, is 
(7 
21 
It ::::::: a2+ 
b(I. 2 + a, y2 f+Itt (6.6) 
At time t, the values of a' and y' are known, but for 2-steps ahead the forecast tt 
becomes 
22 
+b a2+a22+ (b, +a, 
)or 2 
at+21t ýaI t+l IY t+l 
::::: a t+llt 
22221 yt Ot2 since y, +, and 
E(yt+, +lit 
forecast can be written as 
or 
2 
, It 
a +(b, +a, 
)072 
n_llt t+ t+ 
Therefore for n-steps ahead the 
and as shown by Tsay (2005, p. 140) a general formula can be found, which is 
07 2- 
(T 
(I 
(a, + b, +(a, +b, 
)n-l 
,2 (6.7) 
t+nlt - I-a, t+llt' 
If the condition a, + b, <I holds,, when n -> oo the forecast becomes 
2 07t+nlt 
(T 
I-a, -b, 
and it converges to the unconditional variance of the process, also shown 
in 
Section 5.2.2. 
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For the FIGARCH(l, d, I) model the expression for the conditional variance 
is different and it can be written as in (5.7), 
a. 122 )d)y2 +bo7, +(I-bB-(I-O, B)(1-B I t-I I 
The I -step ahead forecast then is found from 
222 )d )Y2 U, 11t ---,: a+b, o7t + 
(I 
- b, B- 
(I 
- 01 B)(1 -Bt. (6.8) 
Similarly the n-steps ahead forecast is 
a22 +b 
2+ (I 
- bjB - (I - 0, B)(I - 
B)d 
)y 2 
-Ilt . (6.9) t+, It : -- (T 1(7t+n-Ilt t+n 
The setup for the forecasting procedure has been constructed as follows. We 
select a sample of 2048 observations from which the GARCH of FIGARCH 
model is estimated. Then we forecast n=50 steps ahead. Our aim is to evaluate the 
out-of-sample forecasting performance of the models for different forecast 
horizons, therefore we need a sample of various forecasts for each horizon. To 
create this sample we have used a rolling window of 2048 observations which we 
move every 50, for 2000 values. Thus a sample of 40 forecasts is produced for 
every horizon. The GARCH or FIGARCH model is estimated every 50 values. 
For example the steps for forecasting from the GARCH model are shown below 
1. Start at time t=1 and use a sample of observations from tl=l to 
TI=2048 in order to estimate the GARCH model, which we use to 
forecast the volatilities for Tl+l,..., TI+50. 
2. Then we re-estimate the model for observations t2=51 to T2=2098 
and obtain the forecasts for T2+ T2+50. 
3. ... 
40. The model for t4o=1951 to T4o=3998 is estimated to compute the 
forecasts for T40+1,..., T4o+50. 
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This way a sample of 40 m-steps ahead forecasts is produced for m=l,..., 50, 
so for example for I-step ahead, forecasts are obtained for Tl+l,..., T4o+ 1. The 
density forecasts for returns then are based on the fact that conditionally on the 
information at time T, for example, the return at Tj+I, yT, +,, T, 
follows a normal 
distribution centred at the mean, which is 0 for the GARCH models we have 
estimated as it can be seen from the model at (6.5), and with variance equal to the 
forecasted conditional variance 072 so that yT, +,, T, - 
N(O, a 2 TIAT, , T, +I Ij. Then based 
on the assumption that returns are independent and follow a normal distribution, 
the prices of the financial asset will be log-normally distributed. Since for time 
Tl+m conditionally on the information at time TI, the price is computed from the 
sum of the independent returns for this period of time, the mean of the log price 
will be E(log PT,,. log PT, , while the variance equal to the sum of the 
forecasted 
M 
1+11T * Based on this 
log volatilities up to Tl+m, which is Var(log 
PTI+. 
) 2 ai 
normal distribution therefore, density forecasts for prices can be computed as 
well. 
6.3.4 Using the LMSV model to Forecast Returns and Prices 
Density forecasts were also obtained from the LMSV model with a similar 
setup as the one used for the GARCH-type models. Since a Bayesian 
methodology with a MCMC algorithm is used to estimate the model, we obtain a 
sample from the distribution of the forecast for each horizon. At each step of the 
Gibbs sampler the model is used to predict values for each forecast horizon. For 
example if we had 5000 Gibbs iterations, a sample of 5000 values would 
be 
simulated for the distribution of the predicted volatility hT+I or return YT+I 
from a 
sample of T observations. 
As in the example with the GARCH model we start with a sample of 
T=2048 observations from t1=1 to TI=2048. We estimate the model 
from (5.12) 
and (5.17) with the Gibbs sampler described in Section 5.5.3 and at each 
iteration 
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we simulate values from the posterior distribution of each parameter at step I of 
the sampler. At the second step, the wavelet coefficients are simulated from their 
posterior distribution. 
If the estimation was not done in the wavelet domain as for example in the 
estimator of So (2002), then the model at the ith Gibbs iteration would be 
ui exp(h, / 2)ý, (6.10) 
(I -B )d'h, = e, 
with Var(E, ) = 
(07E )i. Then this model could be used to forecast for example one- 
step ahead values hTj or yTl for the ith iteration. Using a similar method as the 
one that Tsay (2005, p. 596) describes for the standard SV model, the steps for 
forecasting during the ith iteration would be 
Draw a random variable from N0 or 
2)') in order to predict the value -FT+I 
(I 
E 
kI. 
+I 
from (6.8). 
Draw a random variable ýT+j from N(0,1) and obtain y',, from (6.10). T 
0 Repeat the procedure for forecast horizons T+2,... 
This procedure is repeated for all the N runs of the Gibbs sampler and a 
sample from the distribution of each-step ahead forecast is simulated, which is 
N 
and 
(y',,,..., 
y 
) for the one-step ahead volatility and return T T+ 
forecasts for example. Therefore instead of a point estimate a predictive 
distribution is obtained, on which inference will also be based. It is also 
straightforward to obtain density estimates from this distribution, which can be 
used to evaluate the forecasts from this model. 
However the MCMC algorithm we have presented in Section 5.5.3 is 
applied on the wavelet domain. Equation (5.12) is transformed to (5-19) and 
instead of (5.17) the wavelet coefficients of the long memory process for the 
latent volatility h, are independent and normally distributed as it is shown in step 
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2 of the Gibbs sampler at 5.5.3. Therefore forecasting in the wavelet domain with 
the MCMC algorithm is not as straightforward as with the original data. In 
general there are two approaches that could be explored. 
First instead of forecasting value hT' since the model is in the wavelet T+I ý 
domain, a drawWjT+l from the posterior distribution of the wavelet coefficients 
could be simulated, since they are independent. However the wavelet coefficients 
belong to different levels of frequency and at the second step of each iteration of 
the Gibbs sampler we simulate the whole process 
ýWh, 
Wh Wh wh h 
Jog J-1.09 J-1,1111" 1,09 ... 9ý, 2j 12_1 
) 
-Therefore for forecasting purposes it is not 
easy to decide from which levels and how many coefficients should be forecasted. 
Furthermore the total number of coefficients has to be a power of 2 so that it is 
then possible to reconstruct the series in the time domain. For one-step ahead 
forecasts one could argue that it is expected that mostly high frequency 
coefficients affect the result so possibly if a single coefficient WhT, l is simulated X 
,0 
for this level is taken out, the total number of and then the first coefficient W, ' 
coefficients would still remain a power of 2. However this decision is arbitrary 
and when forecasting further in the future it might not be very clear how many 
coefficients and from which levels should be simulated. 
There is another issue with the support of the wavelet coefficients which 
makes things even more complicated. A single coefficient even from levels 
corresponding to high frequencies is related with more than one time points when 
the series are reconstructed. This means that if we replace a single wavelet 
coefficient in the high frequency level (j=l) and from the vector of coefficients 
hWhhWh 
'Wh+J), for this level 
(WI, 
0 1,2 J12_1 
)we 
create a new vector 
(W,,, 
1,2 J/2_1 I't 
when the process is reconstructed we will not see the same observation at time t 
because the new coefficient has affected more than one points and not just the one 
at t+l. If we change a coefficient at a level that affects lower frequencies and thus 
has a wider support in the time domain, the result will be that a bigger number of 
reconstructed observations will be affected. This can also be seen in Figure 2.2 
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where the support of wavelets in the frequency or time domain changes for 
various levels, affecting a different number of observations for each one. 
This leads us to the second way that forecasting can be performed. Now 
after simulatin the wavelet coefficients 
ýW h. Wjh hWh of 9 (), - 
j_1.0, 
WJI-1.1 W, 
A) 
the latent volatility process, the long memory process h, is reconstructed by using 
the inverted DWT. Then we proceed with the methodology that was shown earlier 
and is applied to SV models that have been estimated with MCMC algorithms. 
Therefore for the ith iteration of the Gibbs sampler we have 
By using the simulated sample of wavelet coefficients 
(Wjh, 
O, 
Wh 
I, OWjh 
h 
'... j- -1ý 1 1,2 _I 
)i, 
reconstruct the process h 
W, 
'O 'Wh 
J/2t' up to 
time T 
9 Draw a random variable 'CT+I from N 
(0, ) 
in order to predict the value 
from (6.11). hT+l 
Draw a random variable ýT+j from N(0,1) and obtain y',, from (6.10). T 
e Repeat the procedure for forecast horizons T+2,... 
In order to reconstruct the process ht' at the first step we also need a single 
h 
scaling coefficient 
(cj, 
o)i. This is obtained 
by simulating a variable from the 
normal distribution N(O, 
(u, 2)i (2T f /(I - d')) as it is shown by McCoy (1994, p. 
170) for synthesizing fractionally integrated processes. With this procedure we 
overcome the difficulties related with forecasting in the wavelet domain and at the 
same time still take advantage of the decorrelating property of wavelets in order 
to obtain a sample from the volatility process. 
Finally we show the setup for the forecasting exercise, which is similar to 
the one for the GARCH model described earlier. We select a sample of 2048 
observations from which the LMSV model is estimated. Then we proceed by 
forecasting the next 50 volatilities and returns before moving the window by 50 
observations. The model is updated every 100 observations since the parameters 
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did not change that much for every 50 observations and computationally the 
estimation procedure is very intensive. The steps for forecasting from the LMSV 
model are shown below 
1. Start at time t=l and use a sample of observations from tl=l to 
TI=2048 in order to estimate the LMSV model, which we use to 
forecast the volatilities and returns for Tl+l,..., TI+50. 
2. Then we use the same model for observations t2=51 to T2=2098 to 
obtain the forecasts for T2+1,..., T2+50. 
3. The window of observations then moves to the interval t3ý101 to 
T3=2148 but now a new LMSV model is estimated and the 
forecasts for T, + 1, ---, T3+50 are calculated 
4. 
39. The model for t3g=1901 to T39=3948 is estimated and forecasts for 
T39+1,..., T39+50 are computed. 
40. The same model is used for forecasting from observations 
t4o=1951 to T40=3998, to obtain forecasts for T40+1,..., T4o+50. 
Density forecasts for prices can also be calculated from the return forecasts 
of the LMSV model. At each step i of the Gibbs sampler the m-step ahead 
volatilities hý and returns y',. are calculated. The prices are then computed +M T 
iteratively from the returns by taking P; +m =exp( 
Therefore we YT+m 
)PT 
N 
obtain a sample 
(P; 
+m,..., 
P;,,,, ) for each m-step ahead price forecast and we will I 
have 40 such samples, one for each rolling window we have forecasted from, with 
the samples being 
P 
pN PIN 
+M, **15 +M T TI -(]P T40+M 40+M 
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6.4 Comparing and Evaluating Density Forecasts for 
Prices of Financial Assets 
6.4.1 Introduction 
We have investigated the forecasting performance of the GARCH(l, 1), 
FIGARCH(l, d, l) and LMSV model without any short memory parameters, for 
prices of several financial assets. A range of different forecast horizons are 
included in order to check whether any of the models perform better closer to the 
origin or further way from it. In particular for the models with fractional 
integration it is expected that they will improve the forecasts for a longer horizon 
since that is when the long memory characteristic is having a significant impact. 
For the GARCH and FIGARCH models we did the estimation and forecasting 
using the Garch42 package (Laurent and Peters, 2002) in Ox version 4.10 
(Doornik, 2002). For the LMSV model we used R (1haka and Gentleman, 1996) 
and the WaveThresM (Nason, 1998) package for all the wavelet related 
operations. 
6.4.2 Results and Discussion 
Based on the forecasting procedures presented for volatility models in 
Sections 6.3.3 and 6.3.4, we calculate the Berkowitz statistic for density forecasts 
of daily prices for each forecast horizon in the range m=1,..., 50. For m-step ahead 
forecasts from the GARCH(l, 1) and FIGARCH(l, d, 1) models, the value z, of the 
pit is calculated for t=T, + m,. - -, T40 + m. 
For prices the pits are calculated from 
the c. d. f of log-normal distributions since their log-transformations have means 
mm 
and variances for each forecast horizon. log PT . ..... 
log PT4 0 
UT, 
+11T') 
(7'40 +1 IT 
For the LMSV model we have samples from the predictive distributions of prices 
for each forecast horizon T, + m,..., T40 +m, from which it is straightforward to 
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calculate the pits. Then it is easy to obtain the transformed values z* which are t 
used in the Berkowitz test. The value of the likelihood ratio is calculated from 
these values for every model and is compared with the 95% or 97.5% critical 
values of the X' distribution with 3 degrees of freedom which are 7.815 and 
9.348. 
Since the density forecasts are calculated for several steps ahead, the aim is 
to focus on accumulated returns for a period of time, which form the price 
process. We select some datasets from each asset category and calculate the 
Berkowitz statistic for each forecast horizon, which we use as a basis for 
comparing the models. A lower number for the Berkowitz statistic for a particular 
model means density forecasts coming from this model are closer to the correct 
ones compared to those from the other models. 
We have created a table (Table 6.9) with the statistic for several assets and 
forecast horizons in order to show how each model performs as we move to 
forecast longer horizons. In most of the cases the Berkowitz statistic is lower than 
the critical values of the Y' distribution, indicating that all of the models are 
plausible. However it seems that the performance of each method varies among 
the asset categories. For example for Cotton and for longer forecast horizons the 
LMSV model is clearly performing better according to the Berkowitz statistic. For 
the GBP vs USD foreign exchange rate there are some cases where LMSV is 
superior especially to GARCH but not consistently. On the contrary for stock 
prices the GARCH-type models have a lower Berkowitz statistic for most of the 
forecast horizons. However according to results for the LMSV model in Section 
6.2.2 short term dynamics are also present in the volatility of stock prices and 
especially indices (Tables 6.5-6.8). In this forecasting exercise we have 
concentrated on the LMSV with the long memory parameter only and we expect 
that if an autoregressive parameter is included the forecasting ability of the model 
will improve significantly for stock prices and indices. 
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Steps ahead 
T+l T+2 T+S T+Ill T4. qn T. &. An TA-rn 
GBP GARCH 4.94 1.86 1.80 3.34 1.49 1.11 5.49 4.42 
FIGARCH 4.71 2.35 2.89 5.00 2.27 1.20 4.16 2.61 
LMSV 12.95 2.62 2.90 2.63 4.14 4.39 5.01 7.02 
CHF GARCH 4.18 1.54 0.54 3.06 2.11 0.14 2.84 7.02 
FIGARCH 4.63 2.02 0.29 1.64 1.34 0.11 2.53 5.11 
LMSV 8.36 3.83 7.39 14.10 12.65 9.20 10.85 8.26 
Cotton GARCH 16.97 2.26 1.80 0.51 3.11 4.44 3.32 5.11 
FIGARCH 15.79 1.64 2.56 0.80 3.60 4.50 2.74 3.64 
LMSV 19.90 6.53 1.44 2.86 0.80 0.56 1.49 0.92 
Wheat GARCH 9.23 10.86 7.47 7.82 12.74 1.12 0.92 5.81 
FIGARCH 9.95 12.57 7.81 8.22 11.76 2.41 1.25 3.24 
LMSV 5.67 5.30 3.05 0.28 2.71 9.12 8.04 7.96 
AA GARCH 13.99 3.57 3.72 1.41 3.18 1.91 1.21 1.97 
FIGARCH 16.02 5.06 3.52 2.34 4.83 2.28 1.56 2.71 
ýLMSV 5.40 3.00 7.68 3.02 1.01 5.01 7.83 15.22 
MER GARCH 0.79 1.63 3.92 3.36 5.53 8.90 3.80 3.32 
FIGARCH 0.59 1.50 3.42 2.78 5.52 10.28 5.09 3.56 
LMSV 5.40 10.83 16.62 13.54 21.68 27.88 22.46 16.79 
Table 6.9. Berkowitz statistics for GARCH(I, 1), FIGARCH(l, d, 1) and LMSV for 
various assets and forecast horizons. 
Berkowitz (2001) has shown that the power of the statistic he has proposed 
is affected by sample size. He has considered samples of size 50 as the minimum 
in this study. Because of the computational complexity of the Bayesian method 
we have employed, our samples are of size 40, while each pit is based on a 
posterior sample of 1000 values from the Gibbs sampler. Estimation of the model 
took 5 hours for 20 windows, while forecasting more than 24 hours for 40 
windows, on a Dell D410 laptop. Although the algorithm reaches convergence 
quickly and the sample is representative of the posterior distribution, for 
calculations of the c. d. f. it might be better to rely on bigger samples. Furthermore 
to keep the independence assumption valid and consider long forecasting horizons 
we had to use a rolling window of 50 observations. This poses another limitation 
to the size of the sample of pit values because of the total number of observations 
we had available from every asset. The Berkowitz statistic works better for bigger 
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samples and we have to keep that in mind when using it to evaluate and compare 
density forecasts. 
However the results indicate that even with the limitations because of 
computational complexity or sample sizes, the LMSV model we have estimated is 
able to provide sensible density forecasts. We focus on the LMSV model without 
any autoregressive parameters and find that especially for the assets that have 
non-significant or very low autoregressive parameter (Cotton, Wheat and GBP 
exchange rate) it outperforms the two GARCH-type models for several forecast 
horizons. On the contrary for the CHF exchange rate and stock prices, the 
autoregressive parameter is large and the LMSV we used provided forecasts that 
are rejected according to the Berkowitz statistic for some cases. For these assets 
we need to consider the LMSV model with short memory parameters as well. 
6.4.3 Density Forecast for Prices of Cotton Futures 
We now focus on Cotton futures' prices to show firstly that there are signs 
indicating a time changing long memory parameter in the volatility and secondly 
a more detailed comparison between the volatility models in terms of density 
forecasting. According to the results from Section 6.2.2 for Cotton futures' prices 
the autoregressive parameter in the LMSV model is not statistically significant 
(Table 6.5). Therefore we believe that the LMSV represented by equations (5.12) 
and (5.17) adequately models the behaviour of volatility. 
The next graph (Figure 6.4) plots the long memory parameter as it was 
estimated with the LMSV model and the method proposed in Section 5.5, for the 
returns of Cotton futures' prices. We use a rolling window of 2048 observations 
to obtain each estimate and move the window each time by 100. The plot has the 
mean values from the posterior distribution of parameter d. The estimation starts 
with period 19/7/1991-3/9/1999 and the mean oscillates around 0.45 until period 
26/11/1997-27/12/2005 (window 17) when it starts dropping to reach values 
slightly lower than 0.35 for the remaining periods. This offers some evidence of a 
time-varying long memory parameter. We can not reach conclusions yet as to 
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when this change occurs exactly but it supports our earlier observation that 
possibly for some assets the long memory parameter of volatility changes with 
time. Interestingly we got the same picture when estimating the FIGARCH(l, d, I) 
model for the same time periods. The long memory parameter was slightly above 
0.45 for most of the windows and reduced to values around 0.35 for the last 4. 
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Figure 6.4. Long memory parameter d for each window of observations from the 
LMSV model applied on daily returns of Cotton futures. 
For Cotton futures' prices the values of the Berkowitz statistic for each 
model and forecast horizon are shown in Figure 6.5. For the range I to 17-steps 
ahead (apart from 4) the GARCH model has the smallest Berkowitz statistic 
in 
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most cases with the FIGARCH being the second smallest. However the picture 
changes considerably from this point and up to 50-steps ahead, since the LMSV 
model has a much smaller statistic than the other 2 models. Furthermore 
FIGARCH is also performing better than GARCH in terms of density forecasting 
for the interval 30-50-steps ahead. These observations confirm the point we made 
earlier that the advantage of using volatility models that take into account long 
memory will be more evident for longer horizons. 
To test this assumption in more detail we compare sums of Berkowitz 
statistics for GARCH(l, 1) and FIGARCH(l, d, 1) models for two different 
intervals of forecast horizons, first for 1-20 and then for 30-50-steps ahead. We 
observe that the sum for the FIGARCH model (92.34) is smaller than GARCH 
(110.39) for the second interval with the longer forecast horizons, while for the 
first, GARCH has lower values for the sum of the Berkowitz statistics (41.40 for 
GARCH and 44.03 for FIGARCH). Although we have selected arbitrarily the 
intervals for comparing the 2 models, it looks as if FIGARCH gives consistently 
better density forecasts for longer horizons. 
We also noticed a spike in the Berkowitz statistic for I-step ahead forecasts 
from all 3 models. The transformed pits Z appear to have a very small mean t 
value and variance and this causes the likelihood ratio test to become very large 
and force us to reject the null hypothesis of correct density forecasts from the 
models. We believe this is also caused because of the sample size we are using. In 
general the methodology we have used shows clearly that the GARCH-type 
models are underperforming compared to LMSV for this Cotton futures dataset. 
However an increased sample size for the density forecasts would allow us to 
clarify issues such as the spike for 1 -step ahead forecasts. 
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Figure 6.5. Berkowitz statistic for Cotton futures forecasts with LMSV (bars), 
GARCH(l, 1) (white dots) and FIGARCH(l, d, 1) (black dots) - 
6.5 Summary 
In the first part of this chapter we examined long memory in the volatility of 
returns of several financial assets with the help of the LMSV model. We applied 
the estimation method proposed in Section 5.5 and found a significant long 
memory parameter for all the assets, a result which agrees with other estimation 
methods used in the past. We also observed that assets of the same type had 
similar long memory properties. We then estimated the LMSV model with an 
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autoregressive parameter to test the hypothesis that the dynamics of volatility are 
complicated and include both long and short term effects. Until now most of the 
methods focus on the long memory characteristic and estimate it semi- 
parametrically. We believe that by employing fully parametric estimation 
techniques for long and short memory parameters at the same time, we achieve a 
more accurate representation of the structure of volatility series. The results 
indicate that 20 out of 24 of the series (only Cotton and Pork Bellies futures, Gold 
and Oil prices had non-significant autoregressive parameter) have positive long 
and short memory parameters, which shows the importance of the estimation 
method we have proposed. We also observed that for some assets (for example for 
Corn and Pork Bellies futures and FTSE index) the long memory parameter we 
estimated wasdifferent in magnitude compared to other researchers and suspected 
that it might be time varying. When we estimated the LMSV or FIGARCH model 
for different time periods we saw that in some cases (Cotton futures) the long 
memory parameter changed with time, although we did not perform a special test 
to confirm this or apply a time varying long memory model. 
The second part of the chapter evaluates the forecasting ability of the 
LMSV model and compares it, based on density forecasts, with two well-known 
GARCH-type models (GARCH and FIGARCH). The estimation of the LMSV 
model is performed in the wavelet domain. We had to decide whether we should 
work with the wavelet coefficients again or reconstruct the series in the time 
domain and then forecast the future values. We compared the two approaches and 
concluded that it is safer to rely on the one in the time domain. The forecasts were 
obtained for I to 50-steps ahead on a rolling window basis. In total we had 40 
density forecasts for each forecast horizon and these samples were used to 
calculate the Berkowitz statistic. By comparing the values of the statistic with the 
critical points from the X2 distribution we found that for some assets and forecast 
horizons, both the LMSV and GARCH-type models were plausible. Specifically 
we focused on the Cotton futures data and found that for longer horizons the 
LMSV clearly outperforms the other two models (GARCH and FIGARCH). In 
addition we observed that the models that incorporate long memory have a clear 
advantage (according to the Berkowitz statistic) as forecasts move away from the 
193 
CHAPTER 6- AN APPLICATION OF THE LMSV MODEL AND DENSITY FORECAST 
COMPARISON WITH OTHER MODELS 
origin. Therefore we believe that LMSV with the estimation method we have 
proposed can be considered as a useful alternative for forecasting purposes in 
some assets. 
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7 Conclusion and Future Work 
In this thesis we have studied the long memory properties of financial time 
series. The main tool we used for this analysis was wavelet functions and the 
important property they possess of decorrelating long memory processes. 
After reviewing wavelet theory, long memory models and ways to estimate 
them, we examined a semi-parametric estimation method based on wavelets for 
the long memory parameter. We showed that for ARFIMA (O, d, O) models the 
accuracy of the method can increase if wavelet coefficients from low frequencies 
are omitted and for the first time tried to find the optimal level of trimming given 
the sample size. As it has been suggested before, the reason is that there are very 
few coefficients for these frequencies and bias is introduced because of sampling 
variability. However these low frequencies also contain information about the 
long-run dynamics and their trimming has a negative effect when short-term 
effects are present. We provided in-depth analysis of this case as well and 
concluded that for ARFIMA (l, d, O) models with a high autoregressive parameter 
it would be better to trim the high frequencies instead. 
The next step was to compare, in terms of bias and MSE, the trimmed 
wavelet OLS estimator with other semi-parametric methods such as GPH and the 
smooth periodogram and a parametric estimator, the Whittle MLE. We showed 
that the wavelet estimator has lower MSE not only than GPH, as other researchers 
have shown, but also than the smooth periodogram method. Then we compared 
the models from a different perspective by estimating the power of each method 
when testing for the significance of the long memory parameter in ARFIMA 
(O, d, O) models. The trimmed wavelet method was the most powerful from the 
semi -parametric methods in rejecting the null hypothesis of d=O when the true 
value was not equal to 0. Interestingly this estimator outperformed the other semi- 
parametric methods even for ARFIMA models with an autoregressive parameter 
and d>O. 
These results proved helpful when we investigated the magnitude of long 
memory parameter for returns of several financial assets. As it has been shown in 
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the literature in the past we find the long memory parameter for returns to be very 
close to 0 with all the estimation methods. We found significant but negative long 
memory parameter for the returns of Gold prices based on the trimmed wavelet 
and the smooth periodogram approach, which are the two most powerful from the 
methods we employed based on our Monte Carlo experiment, while for stock 
indices the conclusions varied depending on the method used. The smooth 
periodogram approach or the GPH did not reject the null, while the trimmed 
wavelet OLS estimator found a significant long memory parameter for some cases 
although it was lower than 0.1. We believe that our Monte Carlo experiment that 
illustrated the wavelet estimator's ability to distinguish long memory even when 
the parameter is very close to 0 is proving useful here since if we relied only on 
the traditional estimators we would not be able to spot the long memory 
behaviour in the series because it is very weak. As the next step some of the 
methods that correct for bias from short-run dynamics could be employed for the 
returns series. This will help confirm some of the results or clarify the situation 
when the outcomes from the methods we used contradict each other. 
Even though for returns of financial assets it is not very clear if they have 
long memory properties since the long memory parameter estimates are very 
close to 0, for volatilities it is widely accepted that they show signs of long 
memory. For the next part of our analysis we concentrated on estimating the long 
memory stochastic volatility model. We exploited the decorrelating property of 
wavelets and building on a Bayesian methodology which has been used for 
stochastic volatility models in the past we constructed an estimation procedure 
based on a Markov chain Monte Carlo algorithm. A similar estimation in the 
wavelet domain has been proposed for the LMSV model in the past but without 
considering short memory parameters. On the contrary with our method one can 
estimate a model that includes autoregressive or moving average parameters as 
well in the volatility process. 
One of the common problems in the context of stochastic volatility model 
estimation has been the approximation of the log-squared error process which 
follows a logX' distribution. The solution that has been proposed and is 
considered a standard in the literature is to use a mixture of normal distributions. 
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After applying the wavelet transform and since we noticed that the distribution of 
the wavelet coefficients of the log-squared error process is not very different from 
a normal we propose to approximate it with a single normal distribution. This 
helps speed up the estimation procedure. We also examined the possibility of 
assuming a random variance for the normal approximation in order to make the 
model more flexible. Then this variance was estimated in one of the steps of the 
MCMC algorithm as the rest of the random parameters of the model. We could 
also use a mixture of 2 normals to have the flexibility of assuming other types of 
distributions for the error process, since it is known that normal mixtures can be 
used to represent other distributions. Results on simulated data showed that our 
estimation procedure was able to estimate successfully both long memory and 
autoregressive parameters. This creates a very useful tool for modelling but also 
predicting volatility in returns of financial assets. 
We applied the model on various financial assets and found that the long 
memory parameter is significant for volatility. In addition we noticed that the 
estimates were similar for assets from the same category. For example estimates 
for commodities' futures were generally lower than those of stock prices and 
stock indices. We cannot generalise this result since we had on average five assets 
from each category but the issue could be investigated further since it seemed that 
assets of the same type shared similar properties. One other important result is 
that when we estimated the LMSV model with an autoregressive parameter we 
found it to be statistically significant for most of the financial assets (for 19 out of 
24 assets). This means that in the volatility process both long and short-term 
dynamics are present. Estimation procedures particularly for this type of volatility 
models can be very complicated and unstable but we believe it is worthwhile 
improving the estimation of parametric techniques so that all these dynamics are 
captured. 
Finally we used the LMSV model we estimated for prediction purposes. 
With the Bayesian estimation procedure we employed it was straightforward to 
obtain predictive distributions for returns and prices. From a rolling window 
scheme samples of density forecasts were obtained for several forecast horizons 
(1-50) and were evaluated using the Berkowitz statistic. This statistic was also 
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used to compare density forecasts from the LMSV with those from GARCH and 
FIGARCH models. The LMSV model provided better price forecasts for some 
assets and for longer forecast horizons. Especially for Cotton futures that were 
investigated extensively, the Berkowitz statistic showed that for forecast horizons 
of 30-50-steps ahead the LMSV model was consistently better at forecasting than 
GARCH of FIGARCH. On the contrary for stock prices it seemed that the LMSV 
underperformed. However we did not use the model with the autoregressive 
parameter to obtain the forecasts and since this parameter was found significant 
for these assets we expect the results to improve if we include it. 
We also noticed that models with long memory are more appropriate for 
longer horizons, while for shorter ones, the simple GARCH had an advantage. To 
test this we compared the sum of the Berkowitz statistics for GARCH and 
FIGARCH. In terms of their structure the difference between the two models is 
the long memory that is modelled in the FIGARCH. Since the Berkowitz statistics 
favoured the FIGARCH for 30-50-steps ahead we suspect that the long memory 
component is a factor that can improve long term forecasting. 
In general we believe there are many directions for future work in the 
context of density forecast comparison. We used an innovative methodology and 
its main strength was that we were able to compare different types of models, 
estimated with different methods. The next step is to create a formal statistical 
testing procedure and investigate properly for which forecast horizons each model 
is superior. Although forecasting with the LMSV model we estimated in the 
wavelet domain was cornputationally a very intensive procedure it offered 
promising results. The expanded model with the autoregressive parameter should 
be explored further for forecasting purposes. The Bayesian framework for the 
estimation procedure finally could be exploited by using model averaging 
methods to obtain forecasts from a mix of models. 
The volatility models and forecasting procedures we have described can be 
used to calculate risk measures and predict movements in financial derivatives 
such as options. If the volatility model used is correct it is possible to obtain 
reliable value at risk estimates that help decision making. On the other hand 
predicting volatilities offers valuable information about the movement of 
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derivative products, whether they are used for hedging or speculative purposes. 
For example a trader can have a view on volatility based on the models and then 
take positions according to the implied volatility of options. 
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