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PARTIAL SCHAUDER ESTIMATES FOR SECOND-ORDER ELLIPTIC AND
PARABOLIC EQUATIONS: A REVISIT
HONGJIE DONG AND SEICK KIM
Abstract. Under various conditions, we establish Schauder estimates for both
divergence andnon-divergence form second-order elliptic andparabolic equations
involving Ho¨lder semi-norms not with respect to all, but only with respect to some
of the independent variables. A novelty of our results is that the coefficients are
allowed to be merely measurable with respect to the other independent variables.
1. Introduction
The classical Schauder theory was established by J. Schauder about eighty years
ago and since then plays an important role in the existence theory for linear and
non-linear elliptic and parabolic equations. Roughly speaking, the Schauder the-
ory for second-order elliptic equations in non-divergence (or divergence) form says
that if all the coefficients and data are Ho¨lder continuous in all variables, then the
same holds for the second (or the first, respectively) derivatives of the solution.
For second-order parabolic equations in non-divergence (or divergence) form, the
Schauder theory reads that if the coefficients and data are Ho¨lder continuous in
both space and time variables, then the same holds for the second spatial deriva-
tives and the first time derivative of the solution (or the solution itself and the first
spatial derivatives, respectively). Such results were proved both in the interior of
the domain and near the boundary with appropriate boundary conditions, as well
as for higher-order equations and systems. See, for instance, [1].
For higher-order elliptic equations with smooth coefficients, by using the po-
tential theory as in [1], P. Fife [10] established certain Schauder estimates involving
Ho¨lder semi-norms not with respect to all, but only with respect to some of the
independent variables. It was also observed by B. Knerr [14] andG. Lieberman [24]
that, for second-order parabolic equations in both divergence and non-divergence
form, the regularity assumption on the coefficients anddatawith respect to the time
variable can sometimes be dropped, which is also known as intermediate Schauder
theory. The proofs in [14] are based on the maximum principle, while in [24] both
the maximum principle and the Campanato’s approach are used. See [26, 20] and
references therein for other more recent results in this direction. These are some
earlier work on what we shall hereafter refer to partial Schauder estimates, which is
the subject of the current paper. Partial Schauder estimates have attracted many
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attentions due to their important applications, for instance, in problems arising
from linearly elastic laminates and composite materials (cf. [3, 21, 22]).
To be more precise, we first fix some related notation. Let x = (x1, . . . , xd) be a
point in Rd, with d ≥ 2, and q be an integer such that 1 ≤ q < d. We distinguish the
first q coordinates of x from the rest and write x = (x′, x′′), where
x′ = (x1, . . . , xq) and x′′ = (xq+1, . . . , xd).
Roughly speaking, x′ denotes “good” coordinate variables while x′′ represents
“bad” coordinate variables. For a function u on a domain Ω ⊂ Rd, naturally we
define a partial Ho¨lder semi-normwith respect to x′ as
[u]x′,δ;Ω := sup
(x′ ,x′′), (y′ ,x′′)∈Ω
x′,y′
|u(x′, x′′) − u(y′, x′′)|
|x′ − y′|δ .
Throughout this article, we assume 0 < δ < 1 unless explicitly otherwise stated.
Let us mention some recent work on partial Schauder estimates in [5, 27, 9, 13],
which are closely related the current paper. In [5], we considered both divergence
and non-divergence form second-order scalar elliptic and parabolic equations.
Among other results, we proved that if the coefficients are independent of x′ and
the data are Ho¨lder continuous with respect to x′, then derivatives of solutions
with respect to x′ are Ho¨lder continuous in x′. By using a different method, G.
Tian and X.-J. Wang [27] proved similar results for non-divergence form elliptic
equations with data Dini continuous in some variables. Under certain conditions,
their results also extend to second-order fully nonlinear equations. We note that for
non-divergence form equations, in both [5] and [27] the coefficients are assumed
to be continuous in x, even though the estimates are independent of the moduli of
continuity with respect to x. In [9], the first named author studied second-order
divergence form elliptic and parabolic systems as well as non-divergence scalar
equations, with coefficients anddataHo¨lder orDini continuous in the time variable
and all but one spatial variable, i.e., q = d − 1. In particular, it is proved that for
non-divergence form equations if the coefficients and data are Dini continuous in
z′ := (t, x′) and merely measurable in xd, then any solution u is C1 in t, C1,1 in x,
and ut andDxx′u are continuous. Under the stronger condition that the coefficients
and data are Ho¨lder continuous in z′, ut and Dxx′u are Ho¨lder continuous in all
variables. In a very recent paper [13], Y. Jin, D. Li, and X.-J. Wang obtained the
following results for non-divergence form elliptic equations: If the coefficients are
independent of a direction ξ and the data is analytic in ξ, then any strong solution is
analytic in ξ; if the leading coefficients are continuous, and the coefficients and data
are analytic in a direction ξ, then any strong solution is analytic in ξ; if the leading
coefficients are continuous, and the coefficients and data are Ho¨lder continuous in
ξ, then for any strong solution u, Dxξu is Ho¨lder continuous.
The main objective of this paper is to study the regularity of solutions for both
divergence and non-divergence form elliptic and parabolic equations when the
coefficients are merely measurable in the “bad” directions, which are allowed to be
more than one. We give a brief account of ourmain results as follows. In the elliptic
case, we assume that data is Ho¨lder continuous in x′ and treat the following three
classes of coefficients:
1. The coefficients are independent of x′ and with no regularity assumption with
respect to x′′.
PARTIAL SCHAUDER ESTIMATES 3
2. The coefficients are Ho¨lder continuous in x′ and with no regularity assumption
with respect to x′′.
3. The coefficients are uniformly continuous in (x1, . . . , xd−1), merely measurable
in xd, and Ho¨lder continuous in x′.
In the first case, we show that for any W2
d
strong solution (or W12 weak solution)
u of non-divergence (or divergence) form equations, D2x′u (or Dx′u, respectively)
are Ho¨lder continuous in x′. This result improves the aforementioned results in
[5, 27] by removing the continuity condition with respect to x (see Theorem 2.2).
The main novelty of our paper lies in the second case, in which we prove that
for any W2p strong solution (or any W
1
p weak solution) with a sufficient large p,
D2x′u (or Dx′u) are Ho¨lder continuous in all the variables (see Theorem 2.6). In the
particular case when q = d− 2, one can actually estimate the Ho¨lder norm of Dxx′u
for non-divergence form equations, and the Ho¨lder norm of Dx′u for divergence
form strongly elliptic systems (see Theorem 2.10). In the last case, we show that for
any strong solution (or any weak solution), Dxx′u (or Dx′u) are Ho¨lder continuous
in all the variables (see Theorem 2.12). Analogous results for parabolic equations
are also established.
As mentioned before, for non-divergence elliptic equations, an estimate similar
to Theorem 2.12 was recently proved in [13]. Compared to [13], our proof is
technically different and we also obtain a sharper Ho¨lder exponent.
Our proofs are all based on the Campanato’s approach, but with various tech-
niques in the three different cases. Theywork equally well for both divergence and
non-divergence elliptic and parabolic equations. Let us give a short descriptions of
the proofs in the elliptic case. For Theorem 2.2, we mainly follow the outline of the
argument in [5], which in turn adopts an idea of decomposition by M. V. Safonov
and the mollification method of N. Trudinger. In the proof, we emphasize how
to use an approximation argument to remove the continuity condition and also
how to localize the estimates by using an iteration argument. The main idea of the
proof of Theorem 2.6 is to apply an Lε version of Campanato’s characterization of
Ho¨lder continuous functions (cf. Lemma 6.14). To the best of our knowledge, such
application is new, as the Campanato’s approach is usually used in the Lp setting
for p ≥ 1 (mostly in the case p = 2 or p = ∞). The proof also relies on the Krylov–
Safonov estimate, the De Giorgi–Nash–Moser estimate, and anW2ε estimate due to
F. Lin [23]. In the proof of Theorem 2.10, we exploit the reverseHo¨lder’s inequality
for elliptic systems and a recent result in [6] by the first named author and N. V.
Krylov about the W2
2+ε estimates for non-divergence form elliptic equations with
coefficients measurable in two directions. Finally, for Theorem 2.12 we appeal to
some recent work in [17, 4, 8] on W2p (or W
1
p) estimates for elliptic equations with
coefficients measurable in one direction, from which we obtain an interior C1,α (or
Cα) estimate for solutions to homogeneous equations.
The organization of this paper is as follows. We state ourmain results for elliptic
equations in Section 2. Section 3 is devoted to the proofs of these results. The main
results for parabolic equations are stated in Section 4 and their proofs are given in
Section 5, where we also use a special type of interpolation inequalities proved in
the Appendix for parabolic Ho¨lder semi-norms, which might be of independent
interest.
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2. Main Results for elliptic equations
We consider elliptic operators in non-divergence form
Lu := ai j(x)Di ju,
and in divergence form
Lu := Di(ai j(x)D ju),
where the coefficients ai j(x) are measurable functions on Rd satisfying the uniform
ellipticity condition
ν|ξ|2 ≤ ai j(x)ξiξ j ≤ ν−1|ξ|2, ∀x ∈ Rd, ξ ∈ Rd, (2.1)
for some constant ν ∈ (0, 1]. We assume the symmetry of the coefficients (i.e.,
ai j = a ji) for the operators L in non-divergence form. For the operators L in
divergence form,we do not require coefficients to be symmetric but instead assume
that they are bounded; to avoid introducing a new constant, we simply assume
that
∑d
i, j=1|ai j(x)|2 ≤ ν−2 for all x ∈ Rd instead of the second inequality in (2.1).
For k = 1, 2, . . ., we set
[u]x′,k+δ;Ω = [D
k
x′u]x′,δ;Ω = max
α∈Zq+, |α|=k
[D˜αu]x′,δ;Ω,
where we used the usual multi-index notation and D˜α := Dα1
1
· · ·Dαqq . We also use
the notation
|u|0;Ω = sup
Ω
|u|.
When Ω = Rd, we will drop the reference to the domain and simply write
[u]x′,δ = [u]x′,δ;Rd , etc.
We denote Ckx′(Ω) the set of all bounded measurable functions u on Ω whose
derivatives D˜αu for α ∈ Zq+ with |α| ≤ k are continuous and bounded in Ω. We
denote by Ck+δx′ (Ω) the set of all functions u ∈ Ckx′ (Ω) for which the partial Ho¨lder
semi-norm [u]x′,k+δ;Ω is finite. We use the notation W
k
p(Ω), k = 1, 2, . . ., for the
Sobolev spaces in Ω.
For p ∈ (1,∞), we say that u ∈ W2
p; loc
(Ω) is a strong solution of Lu = f in Ω if
u satisfies the equation Lu = f a.e. in Ω. In the first theorem below, we assume
that ai j are independent of x′ and merely measurable in x′′. We denote by Br(x0)
the Euclidean ball with radius r centered at x0. When the center is the origin, we
simply write Br for Br(0).
Theorem 2.2. Assume that a = [ai j] are independent of x′.
(i) Let u ∈ W2
d; loc
be a bounded strong solution of the equation
Lu = f in Rd,
where f ∈ Cδx′ . Then u ∈ C2+δx′ and there is a constant N = N(d, q, ν, δ) such that
[u]x′,2+δ ≤ N[ f ]x′,δ. (2.3)
(ii) Let u ∈ W2
d; loc
(B1) be a bounded strong solution of the equation
Lu = f in B1,
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where f ∈ Cδx′ (B1). Then u ∈ C2+δx′ (B1/2) and there is a constant N = N(d, q, ν, δ)
such that
[u]x′,2+δ;B1/2 ≤ N
(
[ f ]x′,δ;B1 + |u|0;B1
)
. (2.4)
(iii) Let u ∈ W1
2
(B1) be bounded weak solution of the equation
Lu = div f in B1
where f = ( f 1, . . . , f d) ∈ Cδx′ (B1). Then u ∈ C1+δx′ (B1/2) and there is a constant
N = N(d, q, ν, δ) such that
[u]x′,1+δ;B1/2 ≤ N
(
[ f ]x′,δ;B1 + |u|0;B1
)
.
Remark 2.5. Under the additional assumption that ai j are uniformly continuous
with respect to x′′, results similar to Theorem 2.2 were proved in [5] and [27].
In the next theorem, we assume that ai j are Ho¨lder continuous in x′ and merely
measurable in x′′.
Theorem 2.6. Let δ ∈ (0, 1] and p ∈ (d,∞) be such that δ − d/p > 0. Assume that
a = [ai j] are δ-Ho¨lder continuous in x′ and merely measurable in x′′. Then, there exists
a constant δ0 = δ0(d, ν) > 0 such that the following assertions hold with any δˆ ∈ (0, δ0)
satisfying δˆ ≤ δ − d/p.
(i) Let u ∈ W2p(B1) be a strong solution of the equation
Lu = f in B1,
where f ∈ Cδˆx′ (B1). Then D2x′u ∈ Cδˆ(B1/2) and there is a constant N = N(d, q, ν, p, δ)
such that
[D2x′u]δˆ;B1/2 ≤ N
(
[ f ]x′,δˆ;B1 +
(
1 + [a]x′,δ;B1
) ‖D2u‖Lp(B1)) . (2.7)
(ii) Let u ∈ W1p(B1) be a weak solution of the equation
Lu = div f in B1,
where f = ( f 1, . . . , f d) ∈ Cδˆx′ (B1). Then Dx′u ∈ Cδˆ(B1/2) and there is a constant
N = N(d, q, ν, p, δ) such that
[Dx′u]δˆ;B1/2 ≤ N
(
[ f ]x′,δˆ;B1 +
(
1 + [a]x′,δ;B1
) ‖Du‖Lp(B1)) . (2.8)
Remark 2.9. For non-divergence elliptic equations, an estimate similar to (2.7) was
obtained in [27] under the assumption that ai j are independent of x′ and continuous
in x′′.
Our next result is regarding the special case when q = d − 2.
Theorem 2.10. Assume d ≥ 3 and q = d − 2 so that x′′ = (xd−1, xd). Let δ ∈ (0, 1] and
p ∈ (d,∞) be such that δ − d/p > 0. Assume a = [ai j] are δ-Ho¨lder continuous in x′ but
merely measurable in x′′. Then, there exists a constant δ0 = δ0(d, ν) > 0 such that the
following assertions hold with any δˆ ∈ (0, δ0) satisfying δˆ ≤ δ − d/p.
(i) Let u ∈ W2p(B1) be a strong solution of the equation
Lu = f in B1,
where f ∈ Cδˆx′ (B1). Then DDx′u ∈ Cδˆ(B1/2) and there is a constant N = N(d, ν, p, δ)
such that
[DDx′u]δˆ;B1/2 ≤ N
(
[ f ]x′ ,δˆ;B1 +
(
1 + [a]x′,δ;B1
) ‖D2u‖Lp(B1)) . (2.11)
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(ii) The statement of Theorem 2.6 (ii) still holds for strongly elliptic systems.
We obtain better regularity for u when the coefficients are assumed to be uni-
formly continuous in (x1, . . . , xd−1), i.e., all but one independent variable.
Theorem 2.12. Let δ ∈ (0, 1] and p ∈ (d,∞) be such that δˆ := δ − d/p > 0. Assume
that a = [ai j] are uniformly continuous in (x1, . . . , xd−1), merely measurable in xd, and
δ-Ho¨lder continuous in x′. Let ωa denote a modulus of continuity of a = [ai j] with respect
to (x1, . . . , xd−1).
(i) Let u ∈ W2p(B1) be a strong solution of the equation
Lu = f in B1,
where f ∈ Cδˆx′ (B1). Then DDx′u ∈ Cδˆ(B1/2) and there is a constant N depending
only on d, q, ν, p, δ, and ωa such that
[DDx′u]δˆ;B1/2 ≤ N
(
[ f ]x′ ,δˆ;B1 +
(
1 + [a]x′,δ;B1
) ‖D2u‖Lp(B1)) . (2.13)
(ii) Let u ∈ W1p(B1) be a weak solution of the equation
Lu = div f in B1,
where f = ( f 1, . . . , f d) ∈ Cδˆx′ (B1). Then Dx′u ∈ Cδˆ(B1/2) and there is a constant N
depending only on d, q, ν, p, δ, and ωa such that
[Dx′u]δˆ;B1/2 ≤ N
(
[ f ]x′,δˆ;B1 +
(
1 + [a]x′,δ;B1
) ‖Du‖Lp(B1)) . (2.14)
Remark 2.15. By the interior Lp estimates established in [17] and [4], in Theorem2.12
(i) we may assume that u ∈ W2
pˆ
(B1) for some small pˆ > 1, and the term ‖D2u‖Lp(B1)
on the right-hand side of (2.13) can be replaced by the sum of a weaker norm of u
and the Lp norm of f ; for example, we would obtain an estimate like
[DDx′u]δˆ;B1/2 ≤ N
(
[ f ]x′,δˆ;B1 + ‖ f ‖Lp(B1) + ‖u‖Lpˆ(B1)
)
,
whereN depends only on d, q, ν, p, pˆ, δ, [a]x′,δ;B1 and ωa. Similarly, in Theorem 2.12
(ii) we may assume that u ∈ W1
pˆ
(B1) for some small pˆ > 1, and the term ‖Du‖Lp(B1)
on the right-hand side of (2.14) can be replaced by the sum of a weaker norm of u
and the Lp norm of f .
Remark 2.16. For non-divergence elliptic equations, an estimate similar to (2.13)
was recently shown in [13] by using a different proof. It should be pointed out that
in [13] it is assumed that δˆ is strictly less than δ − d/p.
Remark 2.17. We only consider operators without lower-order terms for the sake
of simplicity of the presentation. In Section 3.5, we will illustrate how to extend
our results to equations with lower-order terms.
3. The proofs: Elliptic estimates
3.1. Proof of Theorem 2.2. We prove the theorem in essence by following M. V.
Safonov’s idea of applying equivalent norms and representing solutions as sums of
“small” and smooth functions. However, his argument as reproduced in the proof
of [15, Theorem 3.4.1] is not directly applicable in our case by several technical
reasons and to get around this difficulty we also make use of the mollification
method of Trudinger [28].
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For a function v defined on Rd and ε > 0, we define a partial mollification of v
with respect to the first q coordinates x′ as
v˜ε(x′, x′′) :=
1
εq
∫
Rq
v(y′, x′′)ζ
(
x′ − y′
ε
)
dy′ =
∫
Rq
v(x′ − εy′, x′′)ζ(y′) dy′, (3.1)
where ζ(x1, . . . , xq) =
∏q
i=1
η(xi) and η = η(t) is a smooth function on R with a
compact support in (−1, 1) satisfying
∫
η = 1,
∫
tη dt = 0, and
∫
t2η dt = 0. We
assume further that the support of η is chosen so small that ζ ∈ C∞c (B1). Then, by
virtue of Taylor’s formula, it is not hard to prove the following lemma for partial
mollifications (see, e.g., [15, Chapter 3]).
Lemma 3.2. Let ε > 0 and x0 ∈ Rd.
(i) Suppose v ∈ Cδx′ (Bε(x0)). Then we have
ε1−δ|Dx′ v˜ε(x0)| + ε2−δ|D2x′ v˜ε(x0)| ≤ N(d, q, δ, η)[v]x′,δ;Bε(x0),
(ii) Suppose v ∈ Ck+δx′ (Bε(x0)) (k = 0, 1, 2). Then we have
|v(x0) − v˜ε(x0)| ≤ N(d, q, δ, η)εk+δ[v]x′,k+δ;Bε(x0).
For k = 0, 1, 2, . . ., denote by P˜k, which we shall refer to as the set of all kth-order
partial polynomials in x′, the set of all functions p = p(x′, x′′) on Rd such that
p(x′, x′′) is a polynomial of x′ ∈ Rq of degree at most k for any x′′. We will also use
the following notation for a partial Taylor’s polynomial of order k with respect to
x′ of a function v at a point x′0:
T˜kx′
0
v(x′, x′′) :=
∑
α∈Zq+, |α|≤k
1
α!
(x′ − x′0)αD˜αv(x′0, x′′).
First we prove assertion (i) of the theorem and derive an a priori estimate for u
assuming that u ∈ C2+δx′ (Rd). Bymollification, we can find a sequence of coefficients
an = [a
i j
n ], which are continuous, independent of x
′, satisfy (2.1), and an → a a.e. as
n→∞. Let Ln be the corresponding operator with an in place of a. Then we have
Lnu = fn, where fn = f + (a
i j
n − ai j)Di ju.
Let κ > 2 be a number to be chosen later. Since a
i j
n are independent of x
′, we have
for any r > 0,
Lnu˜
κr = f˜ κrn .
Let Br = Br(x0), where x0 is a point in R
d, and let w (= wn) ∈ W2d; loc(Bκr) ∩ C0(Bκr) be
a unique solution of the Dirichlet problem (see [12, Corollary 9.18]){
Lnw = 0 in Bκr,
w = u − u˜κr on ∂Bκr. (3.3)
By the ABP maximum principle and Lemma 3.2 (ii), we obtain
sup
Bκr
|w| = sup
∂Bκr
|w| ≤ N(κr)2+δ[u]x′,2+δ;B2κr . (3.4)
It follows from the theoryofKrylov andSafonov thatw is locallyHo¨lder continuous
in Bκr with aHo¨lder exponent δ0 = δ0(d, ν) ∈ (0, 1). Since ai j are independent of x′, it
is reasonable to expect from (3.3) a better interior estimate for wwith respect to x′.
Indeed, by using a technique of the finite difference quotients and bootstrapping
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(see, e.g., [2, §5.3]), one easily gets from theHo¨lder estimates of Krylov and Safonov
that, for any integer j ≥ 1,
|D jx′w|0;Bκr/2 ≤ (κr)− jN( j, d, q, ν) |w|0;Bκr , (3.5)
where we used notation
|D jx′w|0;Br = max
α∈Zq+, |α|= j
|D˜αw|0;Br and |w|0;Br = sup
Br
|w|.
In particular, with j = 3, we get
|w − T˜2x′
0
w|0;Br ≤ Nr3|D3x′w|0;Br ≤ Nr3|D3x′w|0;Bκr/2 (3.6)
≤ Nκ−3|w|0;Bκr ≤ Nκδ−1r2+δ[u]x′,2+δ;B2κr ,
where the last inequality is due to (3.4).
On the other hand, it is clear that v := u − u˜κr − w satisfies
Lnv = fn − f˜ κrn in Bκr;
v = 0 on ∂Bκr.
Therefore, by the ABP maximum principle and Lemma 3.2 (ii) we have
|u − u˜κr − w|0;Bκr = |v|0;Bκr ≤ Nκr‖ fn − f˜ κrn ‖Ld(Bκr)
≤ N(κr)2+δ[ f ]x′,δ;B2κr +Nκr‖(ai jn − ai j)Di ju‖Ld(B2κr). (3.7)
By Lemma 3.2 (i), we also get
|u˜κr − T˜2x′
0
u˜κr|0;Br ≤ Nr3|D3x′ u˜κr|0;Br ≤ Nr3(κr)δ−1[D2x′u]x′,δ;B(1+κ)r
≤ Nκδ−1r2+δ[u]x′,2+δ;B2κr . (3.8)
Take p = T˜2
x′
0
w + T˜2
x′
0
u˜κr ∈ P˜2. Then combining (3.6) – (3.8) yields
|u − p|0;Br ≤ |u − u˜κr − w|0;Br + |u˜κr − T˜2x′
0
u˜κr |0;Br + |w − T˜2x′
0
w|0;Br
≤ Nκδ−1r2+δ[u]x′,2+δ;B2κr +N(κr)2+δ[ f ]x′,δ;B2κr +Nκr‖(ai jn − ai j)Di ju‖Ld(B2κr). (3.9)
Letting n→∞, this together with the dominated convergence theorem implies
r−2−δ inf
p∈P˜2
|u − p|0;Br(x0) ≤ Nκδ−1[u]x′,2+δ;B2κr(x0) +Nκ2+δ[ f ]x′ ,δ;B2κr(x0), (3.10)
for any x0 ∈ Rd and r > 0. We take the supremum of the left-hand side (3.10) with
respect to x0 ∈ Rd and r > 0, and then apply [15, Theorem 3.3.1] to get
[u]x′,2+δ ≤ Nκδ−1[u]x′,2+δ +Nκ2+δ[ f ]x′ ,δ.
To finish the proof of (2.3) for u ∈ C2+δx′ (Rd), it suffices to choose a large κ such that
Nκδ−1 < 1/2.
Now we drop the assumption that u ∈ C2+δx′ (Rd) by another use of the partial
mollification method. As noted earlier in the proof, since ai j are independent of x′,
we have
Lu˜1/n = f˜ 1/n, n = 1, 2, . . . .
Since u˜1/n ∈ C2+δx′ (Rd), by the argument above, we have a uniform estimate
[u˜1/n]x′,2+δ ≤ N[ f˜ 1/n]x′,δ ≤ N[ f ]x′,δ, n = 1, 2, . . . .
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Moreover, [u˜1/n]0 ≤ [u]0 and u˜1/n converges locally uniformly to u as n tends to
infinity. We thus conclude that u ∈ C2+δx′ (Rd) and (2.3) holds. This completes the
proof of assertion (i).
Next we prove assertion (ii). In view of the proof above, without loss of general-
ity we may assume that ai j are continuous in B1 and u ∈ C2+δx′; loc(B1). For n = 1, 2, . . .,
denote rn = 3/4 − 2−n−1 and B(n) = Brn . Note that rn+1 − rn = 2−n−2 and B(1) = B1/2.
Now we fix a point x0 ∈ B(n). Let κ > 2 be a number to be fixed later. For any
r ≤ 2−n−3/κ, we have B2κr(x0) ⊂ B(n+1). It then follows from the proof of (3.10) in the
previous step that
r−2−δ inf
p∈P˜2
|u − p|0;Br(x0) ≤ Nκδ−1[u]x′,2+δ;B(n+1) +Nκ2+δ[ f ]x′,δ;B1 . (3.11)
On the other hand, for any r ∈ (2−n−3/κ, 1/4), we have
r−2−δ inf
p∈P˜2
|u − p|0;Br(x0) ≤ r−2−δ|u|0;Br(x0) ≤ (2n+3κ)2+δ|u|0;B1 . (3.12)
Combining (3.11) and (3.12), and then applying [15, Theorem 3.3.1], we get
[u]x′,2+δ;B(n) ≤ Nκδ−1[u]x′,2+δ;B(n+1) +Nκ2+δ[ f ]x′,δ;B1 +N(2n+3κ)2+δ|u|0;B1 . (3.13)
We choose a κ sufficiently large such that Nκδ−1 ≤ 1/10. By multiplying both sides
of (3.13) by 10−n and then summing over n = 1, 2, . . ., we reach
∞∑
n=1
10−n[u]x′,2+δ;B(n)
≤
∞∑
n=1
10−n−1[u]x′,2+δ;B(n+1) +N[ f ]x′,δ;B1 +N
∞∑
n=1
10−n2n(2+δ)|u|0;B1
≤
∞∑
n=1
10−n−1[u]x′,2+δ;B(n+1) +N[ f ]x′,δ;B1 +N|u|0;B1 . (3.14)
Since u ∈ C2+δx′ (B3/4), the summations in (3.14) are finite. By absorbing the first term
on the right-hand side of (3.14) to the left-hand side, we get (2.4).
Finally, we prove assertion (iii) by combining the proof of [5, Theorem 2.14]with
that of assertion (ii). The theorem is proved. 
3.2. Proof of Theorem 2.6. In order to prove the theorem, we need a slight gener-
alization of the main result of [23], which can be proved in the same way as in [23]
by using dilations and standard approximation arguments.
Lemma 3.15. Let r > 0 and w ∈ W2
d
(Br) be a function such that w = 0 on ∂Br. Then
there are constants ε ∈ (0, 1] and N, depending only on d and ν, such that we have
?
Br
|D2w|ε dx ≤ N
(?
Br
|Lw|d dx
)ε/d
.
Let δ0 = δ0(d, ν) > 0 be the Ho¨lder exponent appearing in the Krylov–Safonov
estimate. We first assume that D2x′u ∈ Cδˆ(B1/2). By mollification, we can find a
sequence of coefficientmatrices a
i j
n , which are continuous in x, δ-Ho¨lder continuous
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in x′ with [ai jn ]x′,δ ≤ [ai j]x′,δ, satisfy (2.1), and ai jn → ai j a.e. as n → ∞. Let Ln be the
corresponding operator with a
i j
n in place of a
i j. Then we have
Lnu = fn, where fn = f + (a
i j
n − ai j)Di ju.
We take a point x0 ∈ B1/2 and r,R ∈ (0, 1/4) such that 0 < r < R/4. Clearly, u satisfies
a
i j
n (x
′
0, x
′′)Di ju = fn + gn, (3.16)
where gn =
(
a
i j
n (x
′
0, x
′′) − ai jn
)
Di ju. By the classical W
2
d
solvability for elliptic equa-
tions with continuous coefficients, there is a unique solution w ∈ W2
d
(BR(x0)) of the
equation
a
i j
n (x
′
0, x
′′)Di jw = fn − f (x′0, x′′) + gn
in BR(x0) with the zero Dirichlet boundary condition. Thanks to Lemma 3.15, the
triangle inequality, and Ho¨lder’s inequality, we have
∫
BR(x0)
∣∣∣D2w∣∣∣ε dx ≤ NRd
(?
BR(x0)
∣∣∣ fn − f (x′0, x′′) + gn∣∣∣d dx
)ε/d
≤ NRd−ε
(∫
BR(x0)
| fn − f |d dx
)ε/d
+NRd+εδˆ[ f ]ε
x′,δˆ;B1
+NRd+ε(δ−d/p)[a]εx′,δ;B1‖D2u‖εLp(B1), (3.17)
where N = N(d, ν). It is easily seen that v := u − w ∈ W2
d
(BR(x0)) satisfies
a
i j
n (x
′
0, x
′′)Di jv = f (x′0, x
′′) in BR(x0). (3.18)
Note that both ai j(x′
0
, x′′) and f (x′
0
, x′′) are independent of x′. By mollification with
respect to x′, without loss of generality, we may assume that v is smooth with
respect to x′. By differentiating (3.18) with respect to x′ twice, we see that vˆ := D2x′v
satisfies
a
i j
n (x
′
0, x
′′)Di jvˆ = 0 in BR/2(x0).
Clearly, for any constant c ∈ R, the same equation is satisfied by v˜ := vˆ − c in place
of vˆ. Denote (vˆ)Br(x0) =
>
Br(x0)
vˆ. By applying the Krylov–Safonov estimate, we get
∫
Br(x0)
∣∣∣vˆ − (vˆ)Br(x0)∣∣∣ε dx =
∫
Br(x0)
∣∣∣v˜ − (v˜)Br(x0)∣∣∣ε dx ≤ Nrd+εδ0[v˜]εδ0;BR/4(x0)
≤ N
(
r
R
)d+εδ0 ∫
BR/2(x0)
|v˜|ε dx = N
(
r
R
)d+εδ0 ∫
BR/2(x0)
|vˆ − c|ε dx. (3.19)
Here, we recall the facts that for all a, b ≥ 0 we have
(a + b)ε ≤ aε + bε, (aε + bε) ≤ 2(a + b)ε.
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By (3.17), (3.19), and the above inequalities, we obtain∫
Br(x0)
∣∣∣D2x′u − (D2x′v)Br(x0)∣∣∣ε
≤ N
∫
Br(x0)
∣∣∣D2x′v − (D2x′v)Br(x0)∣∣∣ε +N
∫
Br(x0)
|D2x′w|ε
≤ N
(
r
R
)d+εδ0 ∫
BR(x0)
∣∣∣D2x′v − c∣∣∣ε +N
∫
BR(x0)
∣∣∣D2w∣∣∣ε
≤ N
(
r
R
)d+εδ0 ∫
BR(x0)
∣∣∣D2x′u − c∣∣∣ε +NRd−ε
(∫
BR(x0)
| fn − f |d
)ε/d
+NRd+εδˆ[ f ]ε
x′,δˆ;B1
+NRd+ε(δ−d/p)[a]εx′,δ;B1‖D2u‖εLp(B1). (3.20)
Taking n→∞ in (3.20), by the dominated convergence theorem, we reach∫
Br(x0)
∣∣∣D2x′u − (D2x′v)Br(x0)∣∣∣ε ≤ N
(
r
R
)d+εδ0 ∫
BR(x0)
∣∣∣D2x′u − c∣∣∣ε
+NRd+εδˆ[ f ]ε
x′,δˆ;B1
+NRd+ε(δ−d/p)[a]εx′,δ;B1‖D2u‖εLp(B1).
We set ∗
φ(x0, r) := inf
c∈R
∫
B(x0,r)
|D2x′u − c|ε.
Note that since c ∈ R is arbitrary, we get from the above inequality that
φ(x0, r) ≤ N
(
r
R
)d+εδ0
φ(x0,R)
+NRd+εδˆ[ f ]ε
x′ ,δˆ;B1
+NRd+ε(δ−d/p)[a]εx′,δ;B1‖D2u‖εLp(B1). (3.21)
The following lemma is a is variant of [11, Lemma 2.1, p. 86], the main distinction
from which is that the monotonicity of φ is not assumed below.
Lemma 3.22. Let φ(t) be a nonnegative, bounded function on (0,R0] such that
φ(ρ) ≤ A [(ρ/R)α + ε]φ(R) + BRβ (3.23)
for all 0 < ρ ≤ R ≤ R0, where A, α, β are nonnegative constants and β < α. Then there
exists a constant ε0 = ε0(A, α, β) such that if ε < ε0, for all 0 < ρ ≤ R0 we have
φ(ρ) ≤ C
R−β0
sup
(0,R0]
φ
ρβ + Bρβ

with a constant C = C(A, α, β).
Proof. Let ψ(t) = sup0<s≤t φ(s). Then ψ is a nonnegative, nondecreasing function
on (0,R0]. For any τ ∈ (0, 1], we obtain from (3.23) that
φ(τρ) ≤ A [(ρ/R)α + ε]φ(τR) + B(τR)β.
Then by taking the supremum over τ ∈ (0, 1], we find ψ also satisfies the inequality
(3.23). Therefore, by [11, Lemma 2.1, p. 86], for all 0 < ρ ≤ R0 we have
ψ(ρ) ≤ C
[
(ρ/R)βψ(R) + Bρβ
]
,
∗By abuse of notation, we use D2
x′u to denote the scalar Di ju for i, j = 1, . . . , q.
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where C = C(A, α, β). 
Observe that φ(x0, r) ≤
∫
B(x0,r)
|D2x′u|ε and thus we have
sup
{
φ(x0, r) : x0 ∈ B1/2, 0 < r < 1/2
}
≤ N(ε)
(∫
B1
|D2u| dx
)ε
.
Therefore, by Lemma 3.22, we get from (3.21) that for any x0 ∈ B1/2 and any
r ∈ (0, 1/16), there is a number cx0,r such that†∫
B(x0,r)
∣∣∣D2x′u − cx0,r∣∣∣ε ≤ Nrd+εδˆ
(
[ f ]ε
x′,δˆ;B1
+
(
1 + [a]εx′,δ;B1
)
‖D2u‖εLp(B1)
)
. (3.24)
ByCampanato’s characterizationofHo¨lder continuous functions (seeLemma6.14),
we obtain (2.7) from (3.24).
To remove the additional assumption D2x′u ∈ Cδˆ(B1/2), we use a mollification ar-
gument. Taking themollification of (3.16)with respect to x′ and thendifferentiating
with respect to x′ twice, we get that for any θ ∈ (0, 1/4),
a
i j
n (x
′
0, x
′′)Di j
(
D2x′ u˜
θ
)
= D2x′ f˜
θ
n +D
2
x′ g˜
θ
n in B3/4.
Thanks to the Krylov–Safonov estimate,D2x′ u˜
θ ∈ Cδ0 (B1/2). Then by the proof above
with uθ, f˜ θn , f˜
θ, and g˜θn in place of u, fn, f , and gn, respectively, we get (3.24) with u
replaced by u˜θ on the left-hand side. Therefore, by Lemma 6.14,
[D2x′ u˜
θ]δˆ;B1/2 ≤ N
(
[ f ]x′,δˆ;B1 +
(
1 + [a]x′,δ;B1
) ‖D2u‖Lp(B1)) ,
where N is independent of θ. Since D2x′ u˜
θ → D2x′u a.e. as θ → 0 by the Lebesgue
lemma, we obtain (2.7). This completes the proof of assertion (i).
The proof of assertion (ii) is similar. We provide the details for the completeness.
Take a point x0 ∈ B1/2 and r,R ∈ (0, 1/4) such that 0 < r < R/4. Let w ∈ W12(BR(x0))
be the weak solution of the equation
Di
(
ai j(x′0, x
′′)D jw
)
= div
(
f (x) − f (x′0, x′′)
)
+Di
(
(ai j(x′0, x
′′) − ai j(x))D ju
)
in BR(x0) with the zero Dirichlet boundary condition. By the W
1
2
estimate and
Ho¨lder’s inequality, we have∫
BR(x0)
|Dw|2 dx ≤ N
∫
BR(x0)
∣∣∣∣ f (x) − f (x′0, x′′) + (ai j(x′0, x′′) − ai j(x))D ju
∣∣∣∣2 dx
≤ N
(
Rd+2δˆ[ f ]2
x′,δˆ;B1
+ Rd+2(δ−d/p)[a]2x′,δ;B1‖Du‖2Lp(B1)
)
, (3.25)
where N = N(d, ν). It is easily seen that v := u − w ∈ W1
2
(BR(x0)) satisfies
Di
(
ai j(x′0, x
′′)D jv
)
= div f (x′0, x
′′) in BR(x0). (3.26)
Note that both ai j(x′0, x
′′) and f (x′0, x
′′) are independent of x′. By mollification with
respect to x′, without loss of generality, we may assume that v is smooth with
respect to x′. By differentiating (3.26) with respect to x′, we see that vˆ := Dx′v
satisfies
Di
(
ai j(x′0, x
′′)D jvˆ
)
= 0 in BR/2(x0). (3.27)
†The infimum in the definition of φ(x0 , r) is realized by some number c in R.
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Clearly, the above equation is still satisfied by v˜ := vˆ − (vˆ)BR(x0) in place of vˆ.
Therefore, by applying the De Giorgi–Nash–Moser estimate, we get∫
Br(x0)
∣∣∣vˆ − (vˆ)Br(x0)∣∣∣2 dx =
∫
Br(x0)
∣∣∣v˜ − (v˜)Br(x0)∣∣∣2 dx ≤ Nrd+2δ0[v˜]2δ0;BR/4(x0)
≤ N
(
r
R
)d+2δ0 ∫
BR/2(x0)
|v˜|2 dx = N
(
r
R
)d+2δ0 ∫
BR/2(x0)
∣∣∣vˆ − (vˆ)BR(x0)∣∣∣2 dx, (3.28)
where δ0 = δ0(n, ν) > 0 is the Ho¨lder exponent appearing in the De Giorgi–Nash–
Moser estimate. By (3.25), (3.28), and the triangle inequality, we obtain∫
Br(x0)
∣∣∣Dx′u − (Dx′u)Br(x0)∣∣∣2 dx
≤ N
∫
Br(x0)
∣∣∣Dx′v − (Dx′v)Br(x0)∣∣∣2 dx +N
∫
Br(x0)
|Dx′w|2 dx
≤ N
(
r
R
)d+2δ0 ∫
BR/2(x0)
∣∣∣Dx′v − (Dx′v)BR(x0)∣∣∣2 dx +N
∫
BR(x0)
|Dw|2 dx
≤ N
(
r
R
)d+2δ0 ∫
BR/2(x0)
∣∣∣Dx′u − (Dx′u)BR(x0)∣∣∣2 dx +N
∫
BR(x0)
|Dw|2 dx
≤ N
(
r
R
)d+2δ0 ∫
BR(x0)
∣∣∣Dx′u − (Dx′u)BR(x0)∣∣∣2 dx
+NRd+2δˆ
(
[ f ]2
x′,δˆ;B1
+ [a]2
x′,δ;B1
‖Du‖2
Lp(B1)
)
. (3.29)
By Lemma 3.22, we infer from (3.29) that, for all 0 < r < 1/16, we have∫
Br(x0)
∣∣∣Dx′u − (Dx′u)Br(x0)∣∣∣2 dx
≤ Nrd+2δˆ
(∫
B1/4(x0)
|Dx′u|2 dx + [ f ]2x′,δˆ;B1 + [a]
2
x′,δ;B1‖Du‖2Lp(B1)
)
≤ Nrd+2δˆ
(
[ f ]2
x′,δˆ;B1
+
(
1 + [a]2x′,δ;B1
)
‖Du‖2Lp(B1)
)
. (3.30)
Then we get (2.8) from (3.30). The theorem is proved. 
3.3. Proof of Theorem 2.10. For the simplicity of presentation, in Lemma 3.31 (ii)
and the proof of Theorem 2.10 below, we slightly abuse the notation by still using
u, ai j, and L to denote (u1, . . . , um)T, [ai jαβ]mα,β=1, and Di(a
i j
αβ
D j), respectively, where m
is a positive integer; that is, we keep using the scalar notation for the systems as
well. The following lemma is a key for the proof.
Lemma 3.31. Assume that ai j(x) = ai j(x′′) = ai j(xd−1, xd). There exist constants δ0 =
δ0(d, ν) ∈ (0, 1) and N = N(d, ν) such that the following hold.
(i) If u ∈ W22(B1) is a strong solution of Lu = 0 in B1, then we have
[Du]δ0;B1/2 ≤ N‖u‖L2(B1).
(ii) If u ∈ W12(B1) is a weak solution of a strongly elliptic system Lu = 0 in B1, then we
have
[u]δ0;B1/2 ≤ N‖u‖L2(B1).
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Proof. In the proof we shall denote Ir = (−r, r)d, I′r = (−r, r)d−2, and I′′r = (−r, r)2.
We begin with assertion (i). We recall that there exist constants p0 = p0(d, ν) > 2
and N = N(d, ν) such that if u ∈ W22(I2) is a strong solution of Lu = 0 in I2, then
u ∈ W2p0(I1) and
‖u‖W2p0 (I1) ≤ N‖u‖Lp0 (I2). (3.32)
Indeed, for 1 ≤ s < t ≤ 2 fixed, let ηˆ be a smooth function on R with a compact
support in (−s, s) such that ηˆ ≡ 1 on (−t, t), |ηˆ′|0 ≤ 2/(s − t), and |ηˆ′′|0 ≤ 6/(s − t)2.
By [6, Theorem 2.8] applied to v = ζˆu, where ζˆ(x) =
∏d
i=1 ηˆ(x
i), followed by an
interpolation inequality for the Sobolev spaces, we have
‖D2u‖Lp0 (It) ≤ N(s − t)−2 ‖u‖Lp0 (Is) +N(s − t)−1 ‖Du‖Lp0 (Is)
≤ Nε−1(s − t)−2 ‖u‖Lp0 (Is) + ε‖D2u‖Lp0 (Is).
Then, by [11, Lemma 3.1, p. 161], we obtain
‖D2u‖Lp0 (I1) ≤ N‖u‖Lp0 (I2).
This inequality and interpolation inequalities for the Sobolev spaces, we get (3.32).
Since we assume that ai j are independent of x′, by using the argument of finite-
difference quotients, the same inequality also holds for D
j
x′u ( j = 1, 2, . . . ) in place
of u. Then by successive application of (3.32) together with standard covering
argument, we obtain
‖D2D jx′u‖Lp0 (I1) + ‖DD
j
x′u‖Lp0 (I1) ≤ N‖u‖Lp0 (I3/2) ≤ N‖u‖L2(I2), j = 0, 1, 2, . . . , (3.33)
where we used Krylov–Safonov estimate in the last inequality; that is,
‖u‖L∞(I3/2) ≤ N‖u‖L2(I2).
Take δ0 = 1 − 2/p0 and set v = Du. By the Morrey-Sobolev inequality, we have
sup
x′′,y′′∈I′′
1
x′′,y′′
|v(x′, x′′) − v(x′, y′′)|
|x′′ − y′′|δ0 ≤ N
(
‖Dv(x′, · )‖Lp0 (I′′1 ) + ‖v(x′, · )‖Lp0 (I′′1 )
)
. (3.34)
On the other hand, by the Sobolev embedding, there exists k ∈N such that v(x′, x′′)
and Dx′′v(x
′, x′′) as functions of x′ ∈ I′
1
satisfy
sup
x′∈I′
1
(|v(x′, x′′)| + |Dx′′v(x′, x′′)|) ≤ N
(
‖v( · , x′′)‖Wkp0 (I′1) + ‖Dx′′v( · , x
′′)‖Wkp0 (I′1)
)
.
This implies that for all x′ ∈ I′
1
we have∫
I′′
1
|v(x′, x′′)|p0 + |Dx′′v(x′, x′′)|p0 dx′′ ≤ N
∑
0≤ j≤k
(
‖D jx′v‖p0Lp(I1) + ‖D
j
x′Dx′′v‖p0Lp(I1)
)
.
This combined with (3.34) and (3.33) shows that (recall v = Du)
[Du]x′′,δ0; I1 ≤ N‖u‖L2(I2). (3.35)
Next, again by the Sobolev embedding theorem, we find a positive integer k such
that v(x′, x′′), as a function of x′ ∈ I′
1
, satisfies
sup
x′,y′∈I′
1
x′,y′
|v(x′, x′′) − v(y′, x′′)|
|x′ − y′|δ0 ≤ N‖v( · , x
′′)‖Wkp0 (I′1). (3.36)
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By the Morrey-Sobolev inequality, for j = 0, 1, . . . , k, D
j
x′v(x
′, x′′), as a function of
x′′ ∈ I′′
1
, satisfies
sup
x′′∈I′′
1
|D jx′v(x′, x′′)| ≤ N
(
‖D jx′v(x′, · )‖Lp0 (I′′1 ) + ‖Dx′′D
j
x′v(x
′, · )‖Lp0 (I′′1 )
)
.
This together with (3.36) and (3.33) gives (recall v = Du)
[Du]x′,δ0; I1 ≤ N
∑
0≤ j≤k
(
‖D jx′Du‖Lp0 (I1) + ‖Dx′′D
j
x′Du‖Lp0 (I1)
)
≤ N‖u‖L2(I2). (3.37)
By combining (3.35) and (3.37) and using a standard covering argument, we get
assertion (i).
The proof of assertion (ii) is similar. Recall that there exist constants p0 =
p0(d, ν) > 2 and N = N(d, ν) such that if u ∈ W12(I2) is a weak solution of Lu = 0 in
I2, then Du is p0-integrable in I1 and
‖Du‖Lp0 (I1) ≤ N‖Du‖L2(I3/2).
Also, note that by the Sobolev embedding theorem, we have
‖u‖L2d/(d−2)(I1) ≤ N‖u‖W12 (I1).
Therefore, by the Caccioppoli inequality, we get (by replacing p0 by 2d/(d− 2) and
using Ho¨lder’s inequality if necessary)
‖u‖Lp0 (I1) + ‖Du‖Lp0 (I1) ≤ N‖u‖L2(I2).
Since we assume ai j are independent of x′, the same inequality also holds for D jx′u
( j = 1, 2, . . . ) in place of u. Then by successive application of the Caccioppoli
inequality together with a standard covering argument, we obtain
‖D jx′u‖Lp0 (I1) + ‖DD
j
x′u‖Lp0 (I1) ≤ N(d, ν, j) ‖u‖L2(I2), j = 0, 1, 2, . . . . (3.38)
Thenbyusing (3.38) instead of (3.33) and repeating the same argument (3.34)–(3.37)
with u in place of v, we get assertion (ii). The lemma is proved. 
We begin with the proof of assertion (i). We follow exactly the same line of the
proof of Theorem 2.6 (i) up to (3.18). As before, by the mollification argument we
may assume that DDx′u ∈ Cδˆ(B1/2). Recall that x′′ = (xd−1, xd) and observe that
vˆ := Dx′v satisfies the equation
a
i j
n (x
′
0, x
d−1, xd)Di jvˆ = 0 in BR/2(x0). (3.39)
By Lemma 3.31 with a scaling, we find that
[Dvˆ]δ0;BR/4(x0) ≤ NR−d/2−1−δ0‖vˆ‖L2(B3R/8(x0)) ≤ NR−d/ε−1−δ0‖vˆ‖Lε(BR/2(x0)), (3.40)
where we used Krylov–Safonov estimate in the last inequality; that is,
‖vˆ‖L∞(B3R/8(x0)) ≤ N
(?
BR/2(x0)
|vˆ|ε
)1/ε
.
Note that (3.39) is still satisfied with
v˜ := vˆ − (vˆ)BR/2(x0) − c · (x − x0)
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in place of vˆ, where c ∈ Rd is an arbitrary constant vector. It should be noted that
(v˜)BR/2(x0) = 0. Therefore, by applying (3.40) and the Poincare´ inequality, we get∫
Br(x0)
∣∣∣Dvˆ − (Dvˆ)Br(x0)∣∣∣ε dx =
∫
Br(x0)
∣∣∣Dv˜ − (Dv˜)Br(x0)∣∣∣ε dx
≤ Nrd+εδ0[Dv˜]εδ0;BR/4(x0) ≤ Nrd+εδ0R−d−ε−εδ0
∫
BR/2(x0)
|v˜|ε dx
≤ N
(
r
R
)d+εδ0 ∫
BR/2(x0)
|Dv˜|ε dx
= N
(
r
R
)d+εδ0 ∫
BR/2(x0)
|Dvˆ − c|ε dx. (3.41)
Then by using (3.41) instead of (3.19) and proceed as in the proof of Theorem 2.6,
we find, similar to (3.24), that for any x0 ∈ B1/2 and any r ∈ (0, 1/16), there is a
constant vector cx0,r ∈ Rd such that∫
Br(x0)
∣∣∣DDx′u − cx0,r∣∣∣ε dx ≤ Nrd+εδˆ
(
[ f ]ε
x′ ,δˆ;B1
+
(
1 + [a]εx′,δ;B1
)
‖D2u‖εLp(B1)
)
,
from which (2.11) follows as before. This completes the proof of assertion (i).
We now turn to assertion (ii), the proof of which is slightly different from that
of Theorem 2.6 (ii) in a way that we dispense with the De Giorgi–Nash–Moser
estimate so that the proof carries over to the case of strongly elliptic systems.
First, we follow exactly the same proof of Theorem 2.6 (ii) up to (3.27). Recall
that we assumed that x′′ = (xd−1, xd) and observe that (3.27) is still satisfied by
v˜ := vˆ − (vˆ)BR(x0). Therefore, by Lemma 3.31 with a scaling (note that Lemma 3.31
(ii) holds for systems), we find that v˜ satisfies an estimate
[v˜]δ0;BR/4(x0) ≤ NR−δ0−d/2‖v˜‖L2(BR/2(x0))
with δ0 = δ0(d, ν) > 0 and N = N(d, ν).
Then, by utilizing the above instead of De Giorgi–Nash–Moser estimate, we
repeat the rest of proof of Theorem 2.6 (ii) and obtain (2.8). The theorem is proved.

3.4. Proof of Theorem 2.12. For the proof of the theorem we need the following
three lemmas.
Lemma 3.42. Let p ∈ (1,∞) be a constant. Assume that a = [ai j] are continuous with
respect to (x1, . . . , xd−1) in B¯2/3 with a modulus of continuityωa and continuous in B¯1\B2/3
with amodulus of continuity ω˜a. Then for any f ∈ Lp(B1), there is a unique strong solution
u ∈ W2p(B1) to the equation ai jDi ju = f in B1 with the Dirichlet boundary condition u = 0
on ∂B1. Moreover, we have
‖u‖W2p (B1) ≤ N‖ f ‖Lp(B1),
where N depends only on d, p, ν, ωa, and ω˜a.
Proof. By following the arguments in [16, Chapter 11], the lemma is a consequence
of the a priori interior W2p estimates proved in [17, 8] for elliptic equations with
coefficients measurable in one direction and the classical boundary W2p estimate
for elliptic equations with continuous coefficients. 
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Lemma 3.43. Assume that a = [ai j] are continuous with respect to (x1, . . . , xd−1) with a
modulus of continuity ωa.
(i) Let p ∈ (1,∞). Assume that u ∈ W2p(B1) and satisfies ai jDi ju = f in B1, where
f ∈ Lp(B1). Then we have
‖u‖W2p (B1/2) ≤ N
(
‖ f ‖Lp(B1) + ‖u‖Lp(B1)
)
,
where N depends only on d, ν, p, and ωa.
(ii) If in addition f ∈ Lpˆ(B1) for some pˆ ∈ (p,∞), then we have u ∈ W2pˆ(B1/2) and
‖u‖W2
pˆ
(B1/2) ≤ N
(
‖ f ‖Lpˆ(B1) + ‖u‖Lp(B1)
)
,
where N depends only on d, ν, p, and ωa. In particular, if pˆ > d, it holds that
[Du]γ;B1/2 ≤ N
(
‖ f ‖Lpˆ(B1) + ‖u‖Lp(B1)
)
,
where γ = 1 − d/pˆ.
Proof. The first assertion follows from the main result of [8] by a standard lo-
calization argument. The second assertion is a consequence of the first one, the
Sobolev embedding theorem, and a bootstrap argument to successively improve
the integrability. 
Here is a counterpart of Lemma 3.43 for divergence form equations.
Lemma 3.44. Assume that a = [ai j] are continuous with respect to (x1, . . . , xd−1) with a
modulus of continuity ωa.
(i) Let p ∈ (1,∞). Assume that u ∈ W1p(B1) and satisfies Di(ai jD ju) = div f in B1,
where f = ( f 1, . . . , f d) ∈ Lp(B1). Then we have
‖u‖W1p(B1/2) ≤ N
(
‖ f‖Lp(B1) + ‖u‖Lp(B1)
)
,
where N depends only on d, ν, p, and ωa.
(ii) If in addition f ∈ Lpˆ(B1) for some pˆ ∈ (p,∞), then we have u ∈ W1pˆ(B1/2) and
‖u‖W1
pˆ
(B1/2) ≤ N
(
‖ f‖Lpˆ(B1) + ‖u‖Lp(B1)
)
,
where N depends only on d, ν, p, and ωa. In particular, if pˆ > d, it holds that
[u]γ;B1/2 ≤ N
(
‖ f‖Lpˆ(B1) + ‖u‖Lp(B1)
)
,
where γ = 1 − d/pˆ.
Proof. The proof is similar to that of Lemma 3.43 by appealing to [4, Theorem
2.2]. 
Now, we turn to the proof of the theorem. We begin with assertion (i). We take a
point x0 ∈ B1/2 and r,R ∈ (0, 1/4) such that 0 < r < R/8. Let ζˆ ∈ C∞0 (B1) be a smooth
cut-off function such that 0 ≤ ζˆ ≤ 1 in B1, ζˆ = 1 in B1/2, and ζˆ = 0 in B1 \B2/3. Define
aˆi j(x) = ζˆ((x − x0)/R) ai j(x′0, x′′) +
(
1 − ζˆ((x − x0)/R)
)
δi j.
Observe that aˆi j are continuous with respect to (x1, . . . , xd−1) in B¯2R/3(x0) and con-
tinuous (with respect to x) in B¯R(x0) \ B2R/3(x0). By Lemma 3.42, there is a unique
solution w ∈ W2p(BR(x0)) of the equation
aˆi jDi jw = f (x) − f (x′0, x′′) + (ai j(x′0, x′′) − ai j(x))Di ju
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in BR(x0) with the zero Dirichlet boundary data. It is crucial to observe that the
modulus of continuity of aˆ = aˆi j only improves under the affine transformation of
BR(x0) to B1 as R < 1. Therefore, we have an estimate
‖D2w‖Lp(BR(x0)) ≤ N
∥∥∥ f (x) − f (x′0, x′′) + (ai j(x′0, x′′) − ai j(x))Di ju∥∥∥Lp(BR(x0))
≤ NRδˆ+d/p[ f ]x′ ,δˆ;B1 +NRδ[a]x′,δ;B1 ‖D2u‖Lp(BR(x0)) (3.45)
with a constant N = N(d, p, ν, ωa) that is independent of R ∈ (0, 1/4).
Since aˆi j(x) = ai j(x′
0
, x′′) in BR/2(x0), it is easily seen that v := u − w ∈ W2p(BR(x0))
satisfies
ai j(x′0, x
′′)Di jv = f (x′0, x
′′) in BR/2(x0). (3.46)
Note that both ai j(x′0, x
′′) and f (x′0, x
′′) are independent of x′. By mollification
with respect to x′, without loss of generality, we may assume that vˆ := Dx′v ∈
W2p(BR/4(x0)). By differentiating (3.46) with respect to x
′, we see that vˆ satisfies
ai j(x′0, x
′′)Di jvˆ = 0 in BR/4(x0).
Clearly, the equation above still holds with
v˜ := vˆ − (vˆ)BR/4(x0) − (xi − xi0)(Divˆ)BR/4(x0)
in place of vˆ.
Take any γ ∈ (δˆ, 1). By applying Lemma 3.43 with a scaling (the modulus of
continuity only improves!) and the Poincare´ inequality, we get (cf. (3.41) above)∫
Br(x0)
∣∣∣Dvˆ − (Dvˆ)Br(x0)∣∣∣p dx ≤ N
(
r
R
)d+pγ ∫
BR/4(x0)
∣∣∣Dvˆ − (Dvˆ)BR/4(x0)∣∣∣p dx. (3.47)
By (3.45) and (3.47), we reach (cf. (3.29) above)∫
Br(x0)
∣∣∣DDx′u − (DDx′u)Br(x0)∣∣∣p dx
≤ N
∫
Br(x0)
∣∣∣DDx′v − (DDx′v)Br(x0)∣∣∣p dx +N
∫
Br(x0)
|DDx′w|p dx
≤ N
(
r
R
)d+pγ ∫
BR/4(x0)
∣∣∣DDx′u − (DDx′u)BR/4(x0)∣∣∣p dx
+NRd+pδˆ
(
[ f ]
p
x′,δˆ;B1
+ [a]
p
x′,δ;B1
‖D2u‖p
Lp(B1)
)
. (3.48)
By Lemma 3.22, we infer from (3.48) that, for all 0 < r < 1/32 we have∫
Br(x0)
∣∣∣DDx′u − (DDx′u)Br(x0)∣∣∣p dx
≤ Nrd+pδˆ
(∫
B1/16(x0)
|DDx′u|p dx + [ f ]p
x′,δˆ;B1
+ [a]
p
x′,δ;B1
‖D2u‖p
Lp(B1)
)
≤ Nrd+pδˆ
(
[ f ]
p
x′,δˆ;B1
+
(
1 + [a]
p
x′,δ;B1
)
‖D2u‖p
Lp(B1)
)
.
Therefore, we obtain (2.13) by Campanato’s theorem. This completes the proof of
assertion (i).
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The proof of assertion (ii) is similar, and actually simpler. We give the details for
the completeness. We take a point x0 ∈ B1/2 and r,R ∈ (0, 1/4) such that 0 < r < R/4.
Let w ∈ W1
2
(BR(x0)) be the weak solution of the equation
Di
(
ai j(x′0, x
′′)D jw
)
= div
(
f (x) − f (x′0, x′′)
)
+Di
((
ai j(x′0, x
′′) − ai j(x)
)
D ju
)
in BR(x0) with the Dirichlet boundary condition w = 0 on ∂BR(x0). By the classical
L2 estimate for divergence form equations and Ho¨lder’s inequality, we have
‖Dw‖L2(BR(x0)) ≤ N
∥∥∥ f (x) − f (x′0, x′′) + (ai j(x′0, x′′) − ai j(x))D ju∥∥∥L2(BR(x0))
≤ NRδˆ+d/2[ f ]x′,δˆ;B1 +NRδˆ+d/2[a]x′,δ;B1‖Du‖Lp(BR(x0)), (3.49)
where N depends only on d, p, and ν. It is easily seen that v := u − w ∈ W1
2
(BR(x0))
satisfies
Di
(
ai j(x′0, x
′′)D jv
)
= div f (x′0, x
′′) in BR(x0). (3.50)
By mollification with respect to x′, without loss of generality, we may assume that
vˆ := Dx′v ∈ W1p(BR/2(x0)). By differentiating (3.50) with respect to x′, we see that vˆ
satisfies
Di
(
ai j(x′0, x
′′)D jvˆ
)
= 0 in BR/2(x0).
Clearly, the equation above still holds with
v˜ := vˆ − (vˆ)BR/2(x0)
in place of vˆ. Take any γ ∈ (δˆ, 1). By applying Lemma 3.44 with a scaling (the
modulus of continuity only improves!) and the Poincare´ inequality, we get (cf.
(3.41) above)∫
Br(x0)
∣∣∣vˆ − (vˆ)Br(x0)∣∣∣2 dx =
∫
Br(x0)
∣∣∣v˜ − (v˜)Br(x0)∣∣∣2 dx
≤ Nrd+2γ[v˜]2γ;BR/4(x0) ≤ N
(
r
R
)d+2γ ∫
BR/2(x0)
|v˜|2 dx
≤ N
(
r
R
)d+2γ ∫
BR/2(x0)
∣∣∣vˆ − (vˆ)BR/2(x0)∣∣∣2 dx. (3.51)
Then, similar to (3.29), we get from (3.49) and (3.51) that
∫
Br(x0)
∣∣∣Dx′u − (Dx′u)Br(x0)∣∣∣2 dx ≤ N
(
r
R
)d+2γ ∫
BR(x0)
∣∣∣Dx′u − (Dx′u)BR(x0)∣∣∣2 dx
+NRd+2δˆ
(
[ f ]2
x′,δˆ;B1
+ [a]2x′,δ;B1‖Du‖2Lp(B1)
)
. (3.52)
By Lemma 3.22 and (3.52), for all 0 < r < 1/16 we have∫
Br(x0)
∣∣∣Dx′u − (Dx′u)Br(x0)∣∣∣2 dx
≤ Nrd+2δˆ
(∫
B1/4(x0)
|Dx′u|2 dx + [ f ]2x′,δˆ;B1 + [a]
2
x′,δ;B1‖Du‖2Lp(B1)
)
≤ Nrd+2δˆ
(
[ f ]2
x′,δˆ;B1
+
(
1 + [a]2x′,δ;B1
)
‖Du‖2Lp(B1)
)
.
Therefore, by Campanato’s theorem, we get (2.14). The theorem is proved. 
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3.5. Remarks on equations with lower-order terms. In this subsection, we illus-
trate how to extend the results in Section 2 to operators with lower-order terms in
non-divergence form
Lu := ai j(x)Di ju + b
i(x)Diu + c(x)u,
and in divergence form
Lu := Di(ai j(x)D ju + bˆi(x)u) + bi(x)Diu + c(x)u,
where the lower-order coefficients are bounded and measurable, which satisfies
|bi|, |bˆi|, |c| ≤ K for some K ≥ 0. As in the classical Schauder theory, the idea is to
move lower-order terms to the right-hand side. However, because we only have
estimates of partial Ho¨lder norms, the argument here is a bit more involved.
Theorem 2.2 (ii) still holds if we assume, for instance, b = [bi] are independent of
x′, and c ∈ Cδx′ . In this case, by using the Krylov–Safonov estimate and the method
of the finite difference quotients, it is easily seen that u ∈ Cδx′ (Br) for any r ∈ (0, 1), so
one can move the zeroth-order term cu to the right-hand of the equation. Because
b are independent of x′ and in the proof κr ≤ 1, the first-order term in the equation
does not cause any trouble.
In the same fashion, Theorem 2.2 (iii) can be extended to the case when b are
independent of x′, and bˆ = [bˆi] ∈ Cδx′ . Moreover, we can add g ∈ Lp(B1) to the
right-hand side of the equation, where p = d/(1 − δ). To see this, first the term cu
can be absorbed to g. Now let w ∈ W2p(B1) be the unique solution to the equation
∆w = g in B1 with the zero Dirichlet boundary condition on ∂B1. Then by the
classicalW2p estimate and the Sobolev embedding theorem, we have
[Dw]δ;B1 ≤ N‖w‖W2p (B1) ≤ N‖g‖Lp(B1),
so we can rewrite the right-hand side as div( f + ∇w). Similar to the reasoning
above, we have u ∈ Cδx′ (Br) for any r ∈ (0, 1). Thus the termDi(bˆiu) can be absorbed
to the right-hand side as well.
In Theorem2.6 (i), wemayassume that b, c ∈ Cδˆx′ . Indeed, since 1−d/p ≥ δ−d/p ≥
δˆ, by the Sobolev embedding theorem, we have Du, u ∈ Cδˆ(B1). Therefore, we can
move the lower-order terms to the right-hand side. Theorem2.6 (ii) canbe extended
to the case when bˆ ∈ Cδˆx′ with an additional term g ∈ Lp(B1) on the right-hand side.
By the Sobolev embedding theorem, u ∈ Cδˆ(B1). Thus, bˆiu can be absorbed to f ,
and biDu + cu can be absorbed to g. The same extension can be carried out in
Theorems 2.10 and 2.12.
4. Main results for parabolic equations
In this section, we consider parabolic operators in non-divergence form
Pu := ut − ai j(t, x)Di ju (4.1)
and in divergence form
Pu := ut −Di(ai j(t, x)D ju) (4.2)
where t ∈ R and x = (x′, x′′) ∈ Rd. Here, we assume the coefficients ai j(t, x) are
boundedmeasurable functions onRd+1 and satisfy the uniform ellipticity condition
ν|ξ|2 ≤ ai j(t, x)ξiξ j ≤ ν−1|ξ|2, ∀(t, x) ∈ Rd+1, ξ ∈ Rd, (4.3)
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for some constant ν ∈ (0, 1]. As in the elliptic case we assume the symmetry of
the coefficients for the non-divergence form operators P but for the operators P in
divergence form, we instead assume that
∑d
i, j=1|ai j(t, x)|2 ≤ ν−2 for all (t, x) ∈ Rd+1.
For a function u(t, x) = u(t, x′, x′′) on Q ⊂ Rd+1, we define a partial Ho¨lder
semi-norm with respect to x′ as
[u]x′,δ;Q := sup
(t,x′ ,x′′), (t,y′ ,x′′)∈Q
x′,y′
|u(t, x′, x′′) − u(t, y′, x′′)|
|x′ − y′|δ .
Similarly, we define the partial Ho¨lder semi-norm with respect to t as
[u]t,δ;Q := sup
(t,x), (s,x)∈Q
t,s
|u(t, x)− u(s, x)|
|t − s|δ ,
and the partial Ho¨lder semi-norms with respect to z′ := (t, x′) as
[u]z′,δ/2,δ;Q := [u]t,δ/2;Q + [u]x′,δ;Q, [u]z′,(1+δ)/2,1+δ;Q := [u]t,(1+δ)/2;Q + [Dx′u]z′,δ/2,δ;Q.
It should bemade clear that the above definitions for [u]z′,δ/2,δ;Q and [u]z′,(1+δ)/2,1+δ;Q
are equivalent to those defined in [5] with Q = Rd+1. Other related definitions
such as [u]x′,k+δ;Q, [u]t,k+δ;Q, and [u]z′,(k+δ)/2,k+δ;Q (k = 0, 1, 2, . . .) are accordingly
extended to functions u = u(t, x) on Q. The function spaces Ck+δx′ (Q), C
k+δ
t (Q), and
C(k+δ)/2, k+δz′ (Q) are defined accordingly for k = 0, 1, 2, . . ..
We say that u ∈ W1,2p (Q) for some p ≥ 1 if u and its weak derivatives Du, D2u,
and ut are in Lp(Q). For p ∈ (1,∞), we say that u ∈ W1,2p; loc is a strong solution of
Pu = f if u satisfies the equation Pu = f a.e.
We also denoteH−1p (Q) to be the space consisting of all functions u satisfying
inf
{
‖g‖Lp(Q) + ‖h‖Lp(Q) : u = div g + h
}
< ∞.
It is easy to see thatH−1p (Q) is a Banach space. Naturally, for any u ∈ H−1p (Q), we
define the norm
‖u‖H−1p (Q) = inf
{
‖g‖Lp(Q) + ‖h‖Lp(Q) : u = div g + h
}
.
We also define
H1p (Q) =
{
u : u, Du ∈ Lp(Q), ut ∈H−1p (Q)
}
.
Finally, for z = (t, x) ∈ Rd+1 and ρ > 0, let Qρ(z) = (t − ρ2, t) × Bρ(x) and ∂pQρ(z) be
its parabolic boundary. We write Qr = Qr(0) for simplicity. The next theorem is a
parabolic counterpart of Theorem 2.2. Hereafter, we denote
Rd+10 := (−∞, 0)×Rd.
Theorem 4.4. (i) Let u ∈ W1,2
d+1; loc
(Rd+10 ) be a bounded strong solution of the equation
Pu = f in Rd+10 .
If a = [ai j] are independent of x′ and f ∈ Cδx′ (Rd+10 ), then u ∈ C2+δx′ (Rd+10 ) and there
is a constant N = N(d, q, δ, ν) such that
[u]x′,2+δ;Rd+1
0
≤ N[ f ]x′,δ;Rd+1
0
.
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If a = [ai j] are independent of t and f ∈ Cδ/2t (Rd+10 ), then u ∈ C1+δ/2t (Rd+10 ) and there
is a constant N = N(d, q, δ, ν) such that
[u]t,1+δ/2;Rd+1
0
≤ N[ f ]t,δ/2;Rd+1
0
.
(ii) Let u ∈ W1,2
d+1; loc
(Q1) be a bounded strong solution of the equation
Pu = f in Q1.
If a = [ai j] are independent of x′ and f ∈ Cδx′ (Q1), then u ∈ C2+δx′ (Q1/2) and there is a
constant N = N(d, q, δ, ν) such that
[u]x′,2+δ;Q1/2 ≤ N
(
[ f ]x′,δ;Q1 + |u|0;Q1
)
.
If a = [ai j] are independent of t and f ∈ Cδ/2t (Q1), then u ∈ C1+δ/2t (Q1/2) and there is
a constant N = N(d, q, δ, ν) such that
[u]t,1+δ/2;Q1/2 ≤ N
(
[ f ]t,δ/2;Q1 + |u|0;Q1
)
.
(iii) Let u ∈ H1
2
(Q1) be a bounded weak solution of the equation
Pu = div f in Q1.
If a = [ai j] are independent of x′ and f ∈ Cδx′(Q1), then u ∈ C1+δx′ (Q1/2) and there is a
constant N = N(d, q, δ, ν) such that
[u]x′,1+δ;Q1/2 ≤ N
(
[ f ]x′,δ;Q1 + |u|0;Q1
)
.
If a = [ai j] are independent of t and f ∈ Cδ/2t (Q1), then u ∈ C(1+δ)/2t (Q1/2) and there
is a constant N = N(d, q, δ, ν) such that
[u]t,(1+δ)/2;Q1/2 ≤ N
(
[ f ]t,δ/2;Q1 + |u|0;Q1
)
.
We note that Theorem 4.4 (i) is an improvement of [5, Theorem 2.13], where
continuity of the coefficients was assumed. By using an interpolation inequality
in Lemma 6.1, Theorem 4.4 (i) also provides an improvement of [5, Theorem 2.15].
For the sake of record, we state it as a corollary. It should be also noted that the
same can be said to other results in this section regarding estimates for [u]z′ .
Corollary 4.5. Let u ∈ W1,2
d+1; loc
(Rd+1
0
) be a bounded strong solution of the equation
Pu = f in Rd+10 .
If a = [ai j] are independent of z′ and f ∈ Cδ/2,δz′ (Rd+10 ), then u ∈ C1+δ/2,2+δz′ (Rd+10 ) and there
is a constant N = N(d, q, δ, ν) such that
[u]z′,1+δ/2,2+δ;Rd+1
0
≤ N[ f ]z′,δ/2,δ;Rd+1
0
.
Next we consider parabolic equations in non-divergence form (4.1) and in di-
vergence form (4.2) with coefficients depending on all the variables.
Theorem 4.6. Let δ ∈ (0, 1] and p ∈ (d + 2,∞) be such that δ − (d + 2)/p > 0. Then,
there exists a constant δ0 = δ0(d, ν) > 0 such that the following assertions hold with any
δˆ ∈ (0, δ0) satisfying δˆ ≤ δ − (d + 2)/p.
PARTIAL SCHAUDER ESTIMATES 23
(i) Let u ∈ W1,2p (Q1) be a strong solution of the equation
Pu = f in Q1.
If a = [ai j] are δ-Ho¨lder continuous in x′ and f ∈ Cδˆx′ (Q1), then D2x′u ∈ Cδˆ/2,δˆ(Q1/2)
and there is a constant N = N(d, q, ν, δ, p) such that
[D2x′u]δˆ/2,δˆ;Q1/2 ≤ N
(
[ f ]x′,δˆ;Q1 +
(
1 + [a]x′,δ;Q1
)
‖D2u‖Lp(Q1)
)
. (4.7)
If a = [ai j] are δ/2-Ho¨lder continuous in t and f ∈ Cδˆ/2t (Q1), then ut ∈ Cδˆ/2,δˆ(Q1/2)
and there is a constant N = N(d, ν, δ, p) such that
[ut]δˆ/2,δˆ;Q1/2 ≤ N
(
[ f ]t,δˆ/2;Q1 + ‖ f ‖L1(Q1) +
(
1 + [a]t,δ/2;Q1
)
‖D2u‖Lp(Q1)
)
. (4.8)
(ii) Let u ∈ H1p (Q1) be a weak solution of the equation
Pu = div f in Q1.
If a = [ai j] are δ-Ho¨lder continuous in x′ and f ∈ Cδˆx′ (Q1), then Dx′u ∈ Cδˆ/2,δˆ(Q1/2)
and there is a constant N = N(d, q, ν, δ, p) such that
[Dx′u]δˆ/2,δˆ;Q1/2 ≤ N
(
[ f ]x′,δˆ;Q1 +
(
1 + [a]x′,δ;Q1
)
‖Du‖Lp(Q1)
)
. (4.9)
If a = [ai j] are δ/2-Ho¨lder continuous in t and f ∈ Cδˆ/2t (Q1), then u ∈ C(1+δˆ)/2t (Q1/2)
and there is a constant N = N(d, ν, δ, p) such that
[u]t,(1+δˆ)/2;Q1/2 ≤ N
(
[ f ]t,δˆ/2;Q1 + ‖ f‖L1(Q1) +
(
1 + [a]t,δ/2;Q1
)
‖Du‖Lp(Q1)
)
. (4.10)
For (4.10), the condition δˆ ∈ (0, δ0) is not needed.
Theorem 4.11. Let δ ∈ (0, 1] and p ∈ (d + 2,∞) be such that δˆ := δ − (d + 2)/p > 0.
Assume that a = [ai j] are uniformly continuous in (t, x1, . . . , xd−1) and merely measurable
in xd. Let ωa denote a modulus of continuity of a = [ai j] with respect to (t, x1, . . . , xd−1).
(i) Let u ∈ W1,2p (Q1) be a strong solution of the equation
Pu = f in Q1.
If a = [ai j] are δ-Ho¨lder continuous in x′ and f ∈ Cδˆx′(Q1), then we have Dx′u ∈
C(1+δˆ)/2,1+δˆ(Q1/2) and there is a constant N depending on d, p, δ, ν, andωa, such that
[Dx′u](1+δˆ)/2,1+δˆ;Q1/2 ≤ N
(
[ f ]x′,δˆ;Q1 +
(
1 + [a]x′,δ;Q1
)
‖D2u‖Lp(Q1)
)
. (4.12)
If a = [ai j] are δ/2-Ho¨lder continuous in t and f ∈ Cδˆ/2t (Q1), then ut ∈ Cδˆ/2,δˆ(Q1/2)
and there is a constant N depending on d, p, δ, ν, and ωa, such that
[ut]δˆ/2,δˆ;Q1/2 ≤ N
(
[ f ]t,δˆ/2;Q1 + ‖ f ‖L1(Q1) +
(
1 + [a]t,δ/2;Q1
)
‖D2u‖Lp(Q1)
)
. (4.13)
(ii) Let u ∈ H1p (Q1) be a weak solution of the equation
Pu = div f in Q1.
If a = [ai j] are δ-Ho¨lder continuous in x′ and f ∈ Cδˆx′ (Q1), then Dx′u ∈ Cδˆ/2,δˆ(Q1/2)
and there is a constant N depending on d, p, δ, ν, and ωa, such that
[Dx′u]δˆ/2,δˆ;Q1/2 ≤ N
(
[ f ]x′,δˆ;Q1 +
(
1 + [a]x′,δ;Q1
)
‖Du‖Lp(Q1)
)
.
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Remark 4.14. In Theorem 4.11, we may assume that ai j are uniformly continuous
in x instead of (t, x1, . . . , xd−1). All that is needed isW1,2p solvability of the equation,
and as such this condition can be relaxed to the vanishing mean oscillation (VMO)
condition or partially VMO condition; see, for instance, [17] and [8].
5. The proofs: Parabolic estimates
5.1. Proof of Theorem 4.4. The proof is similar to that of Theorem 2.2 and onlymi-
nor adjustments are needed. We begin with proving assertion (i). We consider the
both cases (i.e., the cases when a are independent of either x′ or t) simultaneously.
For a function v defined on Rd+1
0
and ε > 0, we define a partial mollification of
vwith respect to x′ as
v˜ε(t, x′, x′′) :=
∫
Rq
v(t, x′ − εy′, x′′)ζ(y′) dy′
and a partial mollification with respect to t as
v˜ε(t, x) :=
∫ ∞
0
(
2v(t − ε2s, x) − v(t − 2ε2s, x)
)
η(s − 1) ds,
where η and ζ are as defined in Section 3.1. The above definition enables us to
obtain an analogue of Lemma 3.2. In particular, we have
|v(z0) − v˜ε(z0)| ≤ Nε2+δ[v]t,1+δ/2;Qε(z0).
Notations regardingpartial Taylor polynomials such as T˜k
x′
0
v and T˜kt0v are defined in
an obviousway. Similar to the proof of Theorem2.2, wemay assume u ∈ C2+δx′ (Rd+10 )
(resp. u ∈ C1+δ/2t (Rd+10 ) ) and let an = [a
i j
n ] be a sequence of coefficients that are
continuous, independent of x′ (resp. independent of t), satisfy (4.3), and an → a
a.e. as n→∞. Let Pn be the corresponding operator with an in place of a. Then
Pnu = fn, where fn = f − (ai jn − ai j)Di ju.
Let κ > 2 be a number to be chosen later. Then, we have for any r > 0,
Pnu˜
κr = f˜ κrn ,
where u˜ε is a partial mollification with respect to x′ (resp. with respect to t). Let
Qr = Qr(z0), where z0 is a point in R
d+1, and let w (= wn) ∈ W2d+1; loc(Qκr) ∩ C0(Qκr)
be a unique solution of the problem (see [25, Theorem 7.17]){
Pnw = 0 in Qκr,
w = u − u˜κr on ∂pQκr.
By the ABP maximum principle and an analogue of Lemma 3.2 (ii), we obtain
sup
Qκr
|w| = sup
∂pQκr
|w| ≤ N(κr)2+δ[u]x′,2+δ;Rd+1
0
(
resp. ≤ N(κr)2+δ[u]t,1+δ/2;Rd+1
0
)
. (5.1)
By the Krylov–Safonov theorem, w ∈ Cδ0/2,δ0
loc
(Qκr) for some δ0 = δ0(d, ν) ∈ (0, 1).
Since a
i j
n are independent of x
′ (resp. independent of t), for any integer j ≥ 0, there
is a constant N = N(d, q, ν, j) such that we have (cf. (3.5))
|D jx′w|0;Qκr/2 ≤ N (κr)− j|w|0;Qκr
(
resp. |D jtw|0;Qκr/2 ≤ N (κr)−2 j|w|0;Qκr
)
(5.2)
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Notice that Taylor’s formula yields (see [15, Theorem 8.6.1])
|w − T˜2x′
0
w|0;Qr ≤ Nr3|D3x′w|0;Qr
(
resp. |w − T˜1t0w|0;Qr ≤ Nr4|D2tw|0;Qr
)
. (5.3)
Then we obtain from (5.3), (5.2), and (5.1)
|w − T˜2x′
0
w|0;Qr ≤ Nκ−3|w|0;Qκr ≤ Nκδ−1r2+δ[u]x′,2+δ;Rd+1
0
.(
resp. |w − T˜1t0w|0;Qr ≤ Nκ−4|w|0;Qκr ≤ Nκδ−2r2+δ[u]t,1+δ/2;Rd+10
)
.
On the other hand, v := u − u˜κr − w satisfies
Pnv = fn − f˜ κrn in Qκr,
v = 0 on ∂pQκr.
Therefore, we have (similar to the derivation of (3.7))
|u − u˜κr − w|0;Qκr ≤ N(κr)2+δ[ f ]x′,δ;Rd+1
0
+NE
(
resp. ≤ N(κr)2+δ[ f ]t,δ/2;Rd+1
0
+NE
)
,
wherewe setE = ‖(ai jn−ai j)Di ju‖Ld+1(Q2κr), which tends to zero asn→∞bydominated
convergence theorem. Also, similar to (3.8), we get
|u˜κr − T˜2x′
0
u˜κr|0;Qr ≤ Nκδ−1r2+δ[u]x′,2+δ;Rd+1
0
.(
resp. |u˜κr − T˜1t0 u˜κr|0;Qr ≤ Nκδ−2r2+δ[u]t,1+δ/2;Rd+10 .
)
Take p = T˜2
x′
0
w + T˜2
x′
0
u˜κr (resp. p = T˜1t0w + T˜
1
t0
u˜κr). Then similar to (3.9), we have
|u − p|0;Qr(z0) ≤ Nκδ−1r2+δ[u]x′,2+δ;Rd+1
0
+N(κr)2+δ[ f ]x′ ,δ;Rd+1
0
+NE.(
resp. |u − p|0;Qr(z0) ≤ Nκδ−2r2+δ[u]t,1+δ/2;Rd+1
0
+N(κr)2+δ[ f ]t,δ/2;Rd+1
0
+NE.
)
Letting n→∞, this implies
r−2−δ inf
p∈P˜2
|u − p|0;Qr(z0) ≤ Nκδ−1[u]x′,2+δ;Rd+1
0
+Nκ2+δ[ f ]x′,δ;Rd+1
0(
resp. r−2−δ inf
p∈P˜1
|u − p|0;Qr(z0) ≤ Nκδ−2[u]t,1+δ/2;Rd+1
0
+Nκ2+δ[ f ]t,δ/2;Rd+1
0
)
for any z0 ∈ Rd+1 and r > 0. We take the supremum of the above with respect to
z0 ∈ Rd+1 and r > 0, and then apply [15, Theorem 3.3.1] to get
[u]x′,2+δ;Rd+1
0
≤ Nκδ−1[u]x′,2+δ;Rd+1
0
+Nκ2+δ[ f ]x′ ,δ;Rd+1
0
.(
resp. [u]t,1+δ/2;Rd+1
0
≤ Nκδ−2[u]t,1+δ/2;Rd+1
0
+Nκ2+δ[ f ]t,δ/2;Rd+1
0
.
)
To finish the proof of assertion (i), it suffices to choose a large κ such that Nκδ−1 <
1/2. This completes the proof of assertion (i).
Assertion (ii) then follows by combining the proof of assertion (i) with that of
Theorem 2.2 (ii) (with cylinders in place of balls). Finally, assertion (iii) is obtained
similarly by a minor modification of the proof above (cf. [5, Theorem 2.16]). We
leave the details to the interested reader. The theorem is proved.
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5.2. Proof of Theorem 4.6. The following lemma is a parabolic version of Lemma
3.15, the proof of which can be found in [19, Corollary 4.2] and [7, Lemma 5.5].
Lemma 5.4. Let w ∈ W1,2
d+1
(Qr) be a function such that w = 0 on ∂pQr. Then there are
constants ε ∈ (0, 1] and N, depending only on d and ν, such that we have
?
Qr
|D2w|ε dx dt ≤ N
(?
Qr
|Pw|d+1 dx dt
)ε/(d+1)
.
5.2.1. Proof of assertion (i). Similar to the proof of Theorem 2.6, we may assume
that D2x′u ∈ Cδˆ/2,δˆ(Q1/2) (resp. ut ∈ Cδˆ/2,δˆ(Q1/2)). Moreover, we can find a sequence
of continuous coefficients an = [a
i j
n ], which are δ-Ho¨lder continuous in x
′ (resp.
δ/2-Ho¨lder continuous in t) with [an]x′,δ ≤ [a]x′,δ (resp. [an]t,δ/2 ≤ [a]t,δ/2), satisfy
(4.3), and an → a a.e. as n → ∞. Let Pn be the corresponding operator with an in
place of a. Then we have
Pnu = fn, where fn = f − (ai jn − ai j)Di ju.
We take a point z0 ∈ Q1/2 and r,R ∈ (0, 1/4) such that 0 < r < R/4. By the classical
W1,2
d+1
solvability for parabolic equations with continuous coefficients, there is a
unique solution w ∈W1,2
d+1
(QR(z0)) of the equation
wt − ai jn (t, x′0, x′′)Di jw = fn − f (t, x′0, x′′) −
(
a
i j
n (t, x
′
0, x
′′) − ai jn
)
Di ju(
resp. wt − ai jn (t0, x)Di jw = fn − f (t0, x) −
(
a
i j
n (t0, x) − ai jn
)
Di ju
)
in QR(z0) with zero Dirichlet boundary value on ∂pQR(z0). Thanks to Lemma 5.4,
we have (similar to the derivation of (3.17))
∫
QR(z0)
∣∣∣D2w∣∣∣ε ≤ NRd+2−ε(d+2)/(d+1)‖ fn − f ‖εLd+1(QR(z0))
+NRd+2+εδˆ[ f ]ε
x′,δˆ;Q1
+NRd+2+ε(δ−(d+2)/p)[a]εx′,δ;Q1‖D2u‖εLp(Q1)
and, respectively,
∫
QR(z0)
|wt|ε ≤ NRd+2−ε(d+2)/(d+1)‖ fn − f ‖εLd+1(QR(z0))
+NRd+2+εδˆ[ f ]ε
t,δˆ/2;Q1
+NRd+2+ε(δ−(d+2)/p)[a]εt,δ/2;Q1‖D2u‖εLp(Q1),
where N = N(d, ν). It is easily seen that v := u − w ∈ W1,2
d+1
(QR(z0)) satisfies
vt − ai jn (t, x′0, x′′)Di jv = f (t, x′0, x′′) in QR(z0).(
resp. vt − ai jn (t0, x)Di jv = f (t0, x) in QR(z0).
)
(5.5)
Without loss of generality, we may assume that v is smooth with respect to x′ (resp.
with respect to t). By differentiating (5.5) with respect to x′ twice (resp. with respect
to t once), we see that vˆ := D2x′v (resp. vˆ := vt) satisfies
vˆt − ai jn (t, x′0, x′′)Di jvˆ = 0
(
resp. vˆt − ai jn (t0, x)Di jvˆ = 0
)
in QR/2(z0).
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Clearly, for any constant c ∈ R, the same equation is satisfied by v˜ := vˆ − c in place
of vˆ. By applying the Krylov–Safonov estimate, we get
∫
Qr(z0)
∣∣∣vˆ − (vˆ)Qr(z0)∣∣∣ε =
∫
Qr(z0)
∣∣∣v˜ − (v˜)Qr(z0)∣∣∣ε ≤ Nrd+2+εδ0[v˜]εδ0/2,δ0;QR/4(z0)
≤ N
(
r
R
)d+2+εδ0 ∫
QR/2(z0)
|v˜|ε = N
(
r
R
)d+2+εδ0 ∫
QR/2(z0)
|vˆ − c|ε ,
for some δ0 = δ0(d, ν) > 0. We set (D2x′u = Di ju for i, j = 1, . . . , q)
φ(z0, r) := inf
c∈R
∫
Q(z0,r)
|D2x′u − c|ε
(
resp. φ(z0, r) := inf
c∈R
∫
Q(z0 ,r)
|ut − c|ε
)
.
Then, we get (similar to the derivation of (3.21))
φ(z0, r) ≤ N
(
r
R
)d+2+εδ0
φ(x0,R)
+NRd+2+εδˆ[ f ]ε
x′,δˆ;Q1
+NRd+2+ε(δ−(d+2)/p)[a]εx′,δ;Q1‖D2u‖εLp(Q1) (5.6)
and, respectively,
φ(z0, r) ≤ N
(
r
R
)d+2+εδ0
φ(z0,R)
+NRd+2+εδˆ[ f ]ε
t,δˆ/2;Q1
+NRd+2+ε(δ−(d+2)/p)[a]εt,δ/2;Q1‖D2u‖εLp(Q1). (5.7)
By Lemma 3.22, we get from (5.6) and (5.7), respectively, that for any z0 ∈ Q1/2 and
any r ∈ (0, 1/16), there is a constant cz0,r such that (cf. (3.24))∫
Qr(z0)
∣∣∣D2x′u − cz0,r∣∣∣ε ≤ Nrd+2+εδˆ
(
[ f ]ε
x′ ,δˆ;Q1
+
(
1 + [a]εx′,δ;Q1
)
‖D2u‖εLp(Q1)
)
and, respectively,∫
Qr(z0)
∣∣∣ut − cz0,r∣∣∣ε ≤ Nrd+2+εδˆ
(
[ f ]ε
t,δˆ/2;Q1
+ ‖ f ‖εL1(Q1) +
(
1 + [a]εt,δ/2;Q1
)
‖D2u‖εLp(Q1)
)
.
Here, we used
sup
{
φ(z0, r) : z0 ∈ Q1/2, 0 < r < 1/16
}
≤ N‖D2u‖εL1(Q1)
(
resp. ≤ N‖ut‖εL1(Q1)
)
and
‖ut‖L1(Q1) ≤ N‖D2u‖L1(Q1) + ‖ f ‖L1(Q1).
Therefore, we obtain (4.7) and (4.8) from the above inequalities combined with
Lemma 6.14. This completes the proof of assertion (i). 
5.2.2. Proof of assertion (ii). Wefirst consider the casewhen a is δ-Ho¨lder continuous
in x′ and f ∈ Cδˆx′ (Q1). Take a point z0 ∈ Q1/2 and denote
P0u = ut −Di
(
ai j(t, x′0, x
′′)D ju
)
.
Then we have
P0u = div f −Di
(
(ai j(t, x′0, x
′′) − ai j)D ju
)
.
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Take r,R ∈ (0, 1/4) such that 0 < r < R/4. Let w ∈ H1
2
(QR(z0)) be the weak solution
of the equation
P0w = div
(
f − f (t, x′0, x′′)
)
−Di
(
(ai j(t, x′0, x
′′) − ai j)D ju
)
in QR(z0) with the zero Dirichlet boundary condition on ∂pQR(z0). By using the
energy inequality, we have, similar to (3.25), that∫
QR(z0)
|Dw|2 dx dt ≤ N
∫
QR(z0)
∣∣∣∣ f − f (t, x′0, x′′) − (ai j(t, x′0, x′′) − ai j)D ju
∣∣∣∣2 dx dt
≤ N
(
Rd+2+2δˆ[ f ]2
x′,δˆ;Q1
+ Rd+2+2(δ−d/p)[a]2x′,δ;Q1‖Du‖2Lp(Q1)
)
,
where N = N(d, ν). It is easily seen that v := u − w ∈ H12 (QR(x0)) satisfies
P0v = div f (t, x′0, x′′) in QR(z0). (5.8)
Without loss of generality, we may assume that v is smooth with respect to x′. By
differentiating (5.8) with respect to x′, we see that vˆ := Dx′v satisfies
P0vˆ = 0 in QR/2(z0).
Clearly, the above equation is still satisfied by v˜ := vˆ − (vˆ)QR(z0) in place of vˆ.
Therefore, by applying the De Giorgi–Nash–Moser estimate, we get
∫
Qr(z0)
∣∣∣vˆ − (vˆ)Qr(z0)∣∣∣2 =
∫
Qr(z0)
∣∣∣v˜ − (v˜)Qr(z0)∣∣∣2 ≤ Nrd+2+2δ0[v˜]2δ0/2,δ0;QR/4(z0)
≤ N
(
r
R
)d+2+2δ0 ∫
QR/2(z0)
|v˜|2 = N
(
r
R
)d+2+2δ0 ∫
QR/2(z0)
∣∣∣vˆ − (vˆ)QR(z0)∣∣∣2 ,
where δ0 = δ0(n, ν) > 0 is the Ho¨lder exponent appearing in the De Giorgi–Nash–
Moser estimate. Then, we obtain (similar to the derivation of (3.29))
∫
Qr(z0)
∣∣∣Dx′u − (Dx′u)Qr(z0)∣∣∣2 ≤ N
(
r
R
)d+2+2δ0 ∫
QR(z0)
∣∣∣Dx′u − (Dx′u)QR(z0)∣∣∣2
+NRd+2+2δˆ
(
[ f ]2
x′,δˆ;Q1
+ [a]2x′,δ;Q1‖Du‖2Lp(Q1)
)
. (5.9)
By Lemma 3.22, we infer from (5.9) that, for all 0 < r < 1/16, we have (cf. (3.30))∫
Qr(z0)
∣∣∣Dx′u − (Dx′u)Qr(z0)∣∣∣2 ≤ Nrd+2+2δˆ
(
[ f ]2
x′,δˆ;Q1
+
(
1 + [a]2x′,δ;Q1
)
‖Du‖2Lp(Q1)
)
. (5.10)
Then we get (4.9) from (5.10) by Campanato’s theorem.
Next, we consider the case when a is δ/2-Ho¨lder continuous in t and f ∈ Cδˆt (Q1).
We use the idea in the proofs of Theorems 2.2 and 4.4. Let us momentarily assume
that u ∈ C(1+δˆ)/2t . Let u˜ε be a partial mollification with respect to t as defined in
Section 5.1.
For n = 1, 2, . . ., denote rn = 3/4 − 2−n−1 and Q(n) = Qrn . Now we fix a point
z0 ∈ Q(n). Let κ > 2 be a number to be fixed later. For any r ≤ 2−n−3/κ, we have
Q2κr(z0) ⊂ Q(n+1). Denote
P0u = ut −Di
(
ai j(t0, x)D ju
)
.
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Let w ∈ H1
2
(Qκr(z0)) be a weak solution of the problem{ P0w = 0 in Qκr(z0),
w = u − u˜κr on ∂pQκr(z0).
By the weak maximum principle, similar to (5.1) we obtain
sup
Qκr(z0)
|w| = sup
∂pQκr(z0)
|w| ≤ N(κr)1+δˆ[u]t,(1+δˆ)/2;Q(n+1) . (5.11)
Then similar to (5.2) and (5.3), we have
|Dtw|0;Qκr/2(z0) ≤ N (κr)−2|w|0;Qκr(z0), |w − T˜0t0w|0;Qr(z0) ≤ Nr2|Dtw|0;Qr(z0). (5.12)
We obtain from (5.12) and (5.11) that
|w − T˜0t0w|0;Qr(z0) ≤ Nκ−2|w|0;Qκr(z0) ≤ Nκδˆ−1r1+δˆ[u]t,(1+δˆ)/2;Q(n+1) .
On the other hand, v := u − u˜κr − w satisfies{P0v = div(g − g˜κr) in Qκr(z0),
v = 0 on ∂pQκr(z0),
where
g = (g1, . . . , gd) and gi = f i +
(
ai j − ai j(t0, x)
)
D ju.
Therefore, by the De Giorgi–Nash–Moser estimate, we have
|u − u˜κr − w|0;Qκr(z0) ≤ N(κr)1+δˆ[ f ]t,δˆ/2;Q1 +N(κr)1−(d+2)/p
∥∥∥∥(ai j − ai j(t0, x))D ju
∥∥∥∥
Lp(Q2κr(z0))
≤ N(κr)1+δˆ[ f ]t,δˆ/2;Q1 +N(κr)1−(d+2)/p+δ[a]t,δ/2;Q1‖Du‖Lp(Q1)
≤ N(κr)1+δˆ
(
[ f ]t,δˆ/2;Q1 + [a]t,δ/2;Q1‖Du‖Lp(Q1)
)
.
Also, similar to (3.8), we get
|u˜κr − T˜0t0 u˜κr|0;Qr(z0) ≤ Nκδˆ−1r1+δˆ[u]t,(1+δˆ)/2;Q(n+1) .
Taking p = T˜0t0w + T˜
0
t0
u˜κr, we have
r−1−δˆ|u − p|0;Qr(z0) ≤ Nκδˆ−1[u]t,(1+δˆ)/2;Q(n+1) +Nκ1+δˆ
(
[ f ]t,δˆ/2;Q1 + [a]t,δ/2;Q1‖Du‖Lp(Q1)
)
.
On the other hand, for any r ∈ (2−n−3/κ, 1/4), we have
r−1−δˆ inf
p∈P˜0
|u − p|0;Qr(z0) ≤ r−1−δˆ|u|0;Qr(z0) ≤ (2n+3κ)1+δˆ|u|0;Q1 ,
where P˜0 denotes the set of zeroth-order partial polynomials in t. Combining the
two inequality above, we get similar to (3.13) that
[u]t,(1+δˆ)/2;Q(n) ≤ Nκδˆ−1[u]t,(1+δˆ)/2;Q(n+1)
+Nκ1+δˆ
(
[ f ]t,δˆ/2;Q1 + [a]t,δ/2;Q1‖Du‖Lp(Q1)
)
+N(2n+3κ)1+δˆ|u|0;Q1 .
By choosing κ sufficiently large and following the proof of (3.14), we obtain
[u]t,(1+δˆ)/2;Q1/2 ≤ N
(
[ f ]t,δˆ/2;Q1 + [a]t,δ/2;Q1‖Du‖Lp(Q1) + |u|0;Q1
)
.
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To estimate the last term on the right-hand side above, we note that by subtracting
a constant we may assume that
∫
Q1
u = 0. It then follows from a variant of the
parabolic Poincare´ inequality (cf. [16, Lemma 4.2.1]) that
‖u‖Lp(Q1) ≤ N‖ f‖L1(Q1) +N‖Du‖Lp(Q1).
Using the equation, we further get
‖u‖H 1p (Q1) ≤ N‖ f‖L1(Q1) +N‖Du‖Lp(Q1),
which together with the parabolic Sobolev embedding theorem yields
|u|0;Q1 ≤ N
(
‖ f‖L1(Q1) + ‖Du‖Lp(Q1)
)
.
To remove the smoothness condition that u ∈ C(1+δˆ)/2t , we apply the mollification
argument (with respect to t) as in the proof of Theorem 2.6 (i). 
5.3. Proof of Theorem 4.11. For the proof of the theorem, we need the following
three lemmas, which are parabolic counterparts of Lemmas 3.42 – 3.44.
Lemma 5.13. Let p ∈ (1,∞) be a constant. Assume that a = [ai j] are continuous with
respect to (t, x1, . . . , xd−1) in Q¯2/3 with a modulus of continuity ωa and continuous in
Q¯1 \ Q2/3 with a modulus of continuity ω˜a. Then for any f ∈ Lp(Q1), there is a unique
strong solution u ∈ W1,2p (Q1) to the equation ut − ai jDi ju = f in Q1 with the Dirichlet
boundary condition u = 0 on ∂pQ1. Moreover, we have
‖u‖W1,2p (Q1) ≤ N‖ f ‖Lp(Q1),
where N depends only on d, p, ν, ωa, and ω˜a.
Proof. Similar to Lemma 3.42, the lemma is a consequence of the a priori interior
W1,2p estimatesproved in [18, 8] for parabolic equationswith coefficientsmeasurable
in one spatial direction together with the classical boundary W1,2p estimates for
parabolic equations with continuous coefficients. 
The following lemma is the parabolic analogy of Lemma 3.43, which is also a
consequence of the main results in [8].
Lemma 5.14. Assume that a = [ai j] are continuous with respect to (t, x1, . . . , xd−1) with
a modulus of continuity ωa.
(i) Let p ∈ (1,∞). Assume that u ∈W1,2p (Q1) and satisfies ut− ai jDi ju = f in Q1, where
f ∈ Lp(Q1). Then we have
‖u‖W1,2p (Q1/2) ≤ N
(
‖ f ‖Lp(Q1) + ‖u‖Lp(Q1)
)
,
where N depends only on d, ν, p, and ωa.
(ii) If in addition f ∈ Lpˆ(Q1) for some pˆ ∈ (p,∞), then we have u ∈ W1,2pˆ (Q1/2) and
‖u‖W1,2
pˆ
(Q1/2)
≤ N
(
‖ f ‖Lpˆ(Q1) + ‖u‖Lp(Q1)
)
,
where N depends only on d, ν, p, and ωa. In particular, if pˆ > (d+ 2)/2, it holds that
[u]γ/2,γ;Q1/2 ≤ N
(
‖ f ‖Lpˆ(Q1) + ‖u‖Lp(Q1)
)
,
where γ = 2 − (d + 2)/pˆ. If pˆ > d + 2, it holds that
[Du]γ/2,γ;Q1/2 ≤ N
(
‖ f ‖Lpˆ(Q1) + ‖u‖Lp(Q1)
)
,
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where γ = 1 − (d + 2)/pˆ.
The next lemma is the parabolic analogy of Lemma 3.44, which follows from
the main results in [4].
Lemma 5.15. Assume that a = [ai j] are continuous with respect to (t, x1, . . . , xd−1) with
a modulus of continuity ωa.
(i) Let p ∈ (1,∞). Assume that u ∈ H1p (Q1) and satisfies ut − Di(ai jD ju) = div f in
Q1, where f = ( f
1, . . . , f d) ∈ Lp(Q1). Then we have
‖u‖H 1p (Q1/2) ≤ N
(
‖ f‖Lp(Q1) + ‖u‖Lp(Q1)
)
,
where N depends only on d, ν, p, and ωa.
(ii) If in addition f ∈ Lpˆ(Q1) for some pˆ ∈ (p,∞), then we have u ∈ H1pˆ (Q1/2) and
‖u‖H 1
pˆ
(Q1/2) ≤ N
(
‖ f‖Lpˆ(Q1) + ‖u‖Lp(Q1)
)
,
where N depends only on d, ν, p, and ωa. In particular, if pˆ > d + 2, it holds that
[u]γ/2,γ;Q1/2 ≤ N
(
‖ f‖Lpˆ(Q1) + ‖u‖Lp(Q1)
)
,
where γ = 1 − (d + 2)/pˆ.
Nowwe are ready to prove the theorem. Estimate (4.13) is proved bymodifying
the proof of (4.8) using Lemmas 5.13 and 5.14 instead of Lemma 5.4 and theKrylov–
Safonov estimate. Similarly, assertion (ii) can be proved by modifying the proof of
(4.9) using Lemma 5.15 instead of the De Giorgi–Nash–Moser estimate.
The proof of (4.12) is slightly more involved. We are not able to directly estimate
DDx′u − (DDx′u)Qr(z0) as in the proof of Theorem 2.12 (i) due to lack of a parabolic
analogue of the Poincare´ inequality, which is needed to derive a counterpart of
(3.47). Our idea is to instead estimate (Dx′u = Diu for i = 1, . . . , q)
Dx′u − (Dx′u)Qr(z0) − (x − x0) · (DDx′u)Qr(z0).
We take a point z0 ∈ Q1/2 and r,R ∈ (0, 1/4) such that 0 < r < R/8. Let ζˆ ∈ C∞(Q¯1)
be a smooth cut-off function such that 0 ≤ ζˆ ≤ 1 in Q1, ζˆ = 1 in Q1/2, and ζˆ = 0 in
Q1 \Q2/3. Define
aˆi j(t, x) = ζˆ((t − t0)/R2, (x − x0)/R) ai j(t, x′0, x′′) +
(
1 − ζˆ((t − t0)/R2, (x − x0)/R)
)
δi j.
Observe that aˆi j are continuous with respect to (t, x1, . . . , xd−1) in Q¯2R/3(z0) and
continuous in Q¯R(z0) \ Q2R/3(z0). By Lemma 5.13, there is a unique solution w ∈
W1,2p (QR(z0)) of the equation
wt − aˆi jDi jw = f (t, x) − f (t, x′0, x′′) − (ai j(t, x′0, x′′) − ai j(t, x))Di ju
in QR(z0) with zero Dirichlet boundary value on ∂pQR(z0). As in the proof of
Theorem 2.12 (i), we have
‖wt‖Lp(QR(z0)) + ‖D2w‖Lp(QR(z0))
≤ N‖ f (t, x)− f (t, x′0, x′′) − (ai j(t, x′0, x′′) − ai j(t, x))Di ju‖Lp(QR(z0))
≤ NRδˆ+(d+2)/p[ f ]x′ ,δˆ;Q1 +NRδ[a]x′,δ;Q1‖D2u‖Lp(QR(z0)) (5.16)
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with a constant N = N(d, p, ν, ωa) that is independent of R ∈ (0, 1/4). By (5.16) and
[16, Lemma 4.2.2], we obtain
‖Dw − (Dw)QR(z0) − (x − x0) · (D2w)QR(z0)‖Lp(QR(z0))
≤ ‖Dw − (Dw)QR(z0)‖Lp(QR(z0)) + ‖(x − x0) · (D2w)QR(z0)‖Lp(QR(z0))
≤ NR‖wt‖Lp(QR(z0)) +NR‖D2w‖Lp(QR(z0))
≤ NR1+δˆ+(d+2)/p[ f ]x′,δˆ;Q1 +NR1+δ[a]x′,δ;Q1‖D2u‖Lp(QR(z0)) (5.17)
It is easily seen that v := u − w ∈ W1,2p (QR(z0)) satisfies
vt − ai j(t, x′0, x′′)Di jv = f (t, x′0, x′′) in QR/2(z0). (5.18)
Note that both ai j(t, x′0, x
′′) and f (t, x′0, x
′′) are independent of x′. By mollification
with respect to x′, without loss of generality, we may assume that vˆ := Dx′v ∈
W1,2p (QR/4(z0)). By differentiating (5.18) with respect to x
′, we see that vˆ satisfies
vˆt − ai j(t, x′0, x′′)Di jvˆ = 0 in QR/4(z0).
Clearly, the equation above still holds with
v˜ := vˆ − (vˆ)QR/4(z0) − (xi − xi0)(Divˆ)QR/4(z0)
in place of vˆ. Also, note that
V := vˆ − (vˆ)Qr(z0) − (xi − xi0)(Divˆ)Qr(z0) = v˜ − (v˜)Qr(z0) − (xi − xi0)(Div˜)Qr(z0)
satisfies the same equation and we have
(V)Qr(z0) = 0, DV = Dv˜ − (Dv˜)Qr(z0).
Therefore, by [16, Lemma 4.2.1] applied to V, we have
I :=
∫
Qr(z0)
∣∣∣vˆ − (vˆ)Qr(z0) − (xi − xi0)(Divˆ)Qr(z0)∣∣∣p dxdt ≤ Nrp
∫
Qr(z0)
|Dv˜ − (Dv˜)Qr(z0)|p dxdt.
Take any γ ∈ (δˆ, 1). By applying Lemma 5.14 (ii) with a scaling (the modulus of
continuity only improves!) to v˜, we derive from the above inequality that
I ≤ Nrd+2+p(1+γ)[Dv˜]p
γ/2,γ;QR/8(z0)
≤ N
(
r
R
)d+2+p(1+γ) ∫
QR/4(z0)
|v˜|p dxdt
= N
(
r
R
)d+2+p(1+γ) ∫
QR/4(z0)
∣∣∣vˆ − (vˆ)QR/4(z0) − (xi − xi0)(Divˆ)QR/4(z0)∣∣∣p dxdt. (5.19)
By (5.17), (5.19), and the triangle inequality, we reach∫
Qr(z0)
∣∣∣Dx′u − (Dx′u)Qr(z0) − (xi − xi0)(DiDx′u)Qr(z0)∣∣∣p
≤ N
(
r
R
)d+2+p(1+γ) ∫
QR/4(z0)
∣∣∣Dx′u − (Dx′u)QR/4(z0) − (xi − xi0)(DiDx′u)QR/4(z0)∣∣∣p
+NRd+2+p(1+δˆ)
(
[ f ]
p
x′ ,δˆ;Q1
+ [a]
p
x′,δ;Q1
‖D2u‖p
Lp(Q1)
)
. (5.20)
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By Lemma 3.22, we infer from (5.20) that, for all 0 < r < 1/32 we have∫
Qr(z0)
∣∣∣Dx′u − (Dx′u)Qr(z0) − (xi − xi0)(DiDx′u)Qr(z0)∣∣∣p
≤ Nrd+2+p(1+δˆ)
∫
Q1/16(z0)
∣∣∣Dx′u − (Dx′u)Qr(z0) − (xi − xi0)(DiDx′u)Q1/16(z0)∣∣∣p
+Nrd+2+p(1+δˆ)
(
[ f ]
p
x′ ,δˆ;Q1
+ [a]
p
x′,δ;Q1
‖D2u‖p
Lp(Q1)
)
≤ Nrd+2+p(1+δˆ)
(
[ f ]
p
x′ ,δˆ;Q1
+
(
1 + [a]
p
x′,δ;Q1
)
‖D2u‖p
Lp(Q1)
)
.
Therefore, we obtain (4.12) by Campanato’s theorem. The theorem is proved. 
6. Appendix
The proof of Corollary 4.5 uses the following special type of interpolation in-
equalities for parabolic Ho¨lder semi-norms. For the sake of completeness and
future references, we give a sketched proof. Recall that Rd+1
0
:= (−∞, 0)×Rd.
Lemma 6.1. Let R ∈ (0,∞), δ ∈ (0, 1), and u ∈ L∞(QR). Then we have
[u]z′,(1+δ)/2,1+δ;QR/2 ≤ N
(
[u]x′,1+δ;QR + [u]t,(1+δ)/2;QR
)
, (6.2)
[u]z′,1+δ/2,2+δ;QR/2 ≤ N
(
[u]x′,2+δ;QR + [u]t,1+δ/2;QR + R
−2−δ|u|0;QR
)
, (6.3)
where N = N(d, δ). If in addition we assume u ∈ L∞(Rd+10 ), then
[u]z′,1+δ/2,2+δ;Rd+1
0
≤ N
(
[u]x′,2+δ;Rd+1
0
+ [u]t,1+δ/2;Rd+1
0
)
. (6.4)
Proof. We use the method of finite-difference approximations. By scaling and
mollifications, without loss of generality, we may assume that R = 1 and u is
infinitely differentiable inQ1 with bounded derivatives. For any unit vector ℓ ∈ Rd
and r > 0, we define
∆ℓ,ru(t, x) = u(t, x + rℓ) − u(t, x).
Also, for any r > 0, we define
δt,ru(t, x) = u(t, x)− u(t − r, x).
To show (6.2), it then suffices to prove
[Dx′u]t,δ/2;Q1 ≤ N
(
[u]x′,1+δ;Q1 + [u]t,(1+δ)/2;Q1
)
. (6.5)
For any (t1, x), (t2, x) ∈ Q1/2 such that −1 < t2 < t1 < 0, we denote
r =
√
t1 − t2/2 ∈ (0, 1/2).
Using Taylor’s formula, for any unit vector ℓ = (ℓ′, ℓ′′) ∈ Rd such that ℓ′′ = 0, we
have
|Dℓu(t j, x) − ∆ℓ,ru(t j, x)/r| ≤ rδ[Dx′u]x′ ,δ;Q1
for j = 1, 2, and
|∆ℓ,ru(t1, x)/r − ∆ℓ,ru(t2, x)/r|
= r−1|(u(t1, x + rℓ) − u(t2, x + rℓ)) − (u(t1, x) − u(t2, x))| ≤ 22+δrδ[u]t,(1+δ)/2;Q1 .
Combining the two inequalities above, we get
|Dℓu(t1, x) −Dℓu(t2, x)| ≤ 2rδ[Dx′u]x′,δ;Q1 + 22+δrδ[u]t,(1+δ)/2;Q1 ,
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which yields (6.5).
For (6.3), it suffices to show
[D2x′u]t,δ/2;Q1/2 + [ut]x′,δ;Q1/2 + [Dx′u]t,(1+δ)/2;Q1/2
≤ N
(
[u]x′,2+δ;Q1 + [u]t,1+δ/2;Q1 + |u|0;Q1
)
. (6.6)
Let (t, x) ∈ Q1/2, r ∈ (0, 1/8), and ℓ = (ℓ′, ℓ′′) ∈ Rd be a unit vector such that ℓ′′ = 0.
By using Taylor’s formula, we have
|δ2
t,r2
D2ℓu(t, x)− r−2δ2t,r2∆2ℓ,ru(t, x)| = |δ2t,r2(D2ℓu(t, x) − r−2∆2ℓ,ru(t, x))|
≤ 4|D2ℓu − r−2∆2ℓ,ru|0;Q1/2 ≤ 4rδ[D2x′u]x′,δ;Q1
and
r−2|δ2
t,r2
∆2ℓ,ru(t, x)| = r−2|∆2ℓ,rδ2t,r2u(t, x)| ≤ 4r−2|δ2t,r2u|0;Q1/2 ≤ 4rδ[ut]t,δ/2;Q1 .
Combining the two inequalities above, we get
|δ2
t,r2
D2ℓu(t, x)| ≤ 4rδ
(
[D2x′u]x′,δ;Q1 + [ut]t,δ/2;Q1
)
. (6.7)
Using the simple identity
2δt,r2 = δt,2r2 − δ2t,2r2 ,
we deduce from (6.7) by an iteration that
[D2x′u]t,δ/2;Q1/2 ≤ N
(
[D2x′u]x′,δ;Q1 + [ut]t,δ/2;Q1 + |D2x′u|0;Q3/4
)
≤ N
(
[D2x′u]x′,δ;Q1 + [ut]t,δ/2;Q1 + |u|0;Q1
)
, (6.8)
where in the last inequality we used the classical interpolation inequality with
respect to x′. Similarly, we have
|∆3ℓ,rut(t, x) − r−2∆3ℓ,rδt,r2u(t, x)| ≤ 8rδ[ut]t,δ/2;Q1
and
r−2|∆3ℓ,rδt,r2u(t, x)| = r−2|δt,r2∆3ℓ,ru(t, x)| ≤ 2rδ[D2x′u]x′ ,δ;Q1 ,
which yields
|∆3ℓ,rut(t, x)| ≤ 8rδ[ut]t,δ/2;Q1 + 2rδ[D2x′u]x′ ,δ;Q1 . (6.9)
Using the identity
3∆ℓ,ru(t, x) = ∆ℓ,3ru(t, x − ℓr) − ∆3ℓ,ru(t, x − ℓr),
we deduce from (6.9) by an iteration that
[ut]x,δ;Q1/2 ≤ N
(
[D2x′u]x′,δ;Q1 + [ut]t,δ/2;Q1 + |ut|0;Q3/4
)
≤ N
(
[D2x′u]x′,δ;Q1 + [ut]t,δ/2;Q1 + |u|0;Q3/4
)
. (6.10)
where in the last inequality we used the classical interpolation inequality with
respect to t. Moreover, combining
|δ2
t,r2Dℓu(t, x) − (2r)−1δ2t,r2∆ℓ,2ru(t, x − rℓ)| ≤ Nr1+δ[D2x′u]x′ ,δ;Q1
and
r−1|δ2
t,r2
∆ℓ,2ru(t, x − rℓ)| = r−1|∆ℓ,2rδ2t,r2u(t, x − rℓ)| ≤ Nr1+δ[ut]t,δ/2;Q1 ,
we get
|δ2
t,r2
Dℓu(t, x)| ≤ Nr1+δ
(
[D2x′u]x′,δ;Q1 + [ut]t,δ/2;Q1
)
. (6.11)
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Similar to (6.8) and (6.10), we deduce from (6.11) that
[Dx′u]t,(1+δ)/2;Q1/2 ≤ N
(
[D2x′u]x′,δ;Q1 + [ut]t,δ/2;Q1 + |Dx′u|0;Q3/4
)
≤ N
(
[D2x′u]x′,δ;Q1 + [ut]t,δ/2;Q1 + |u|0;Q1
)
. (6.12)
From (6.8), (6.10), and (6.12), we reach (6.6), and thus (6.3). Finally, (6.4) follows
from (6.3) by sending R→ ∞. 
Remark 6.13. From the proof it is easily seen that (6.2) still holds when δ = 1. In
general, estimate (6.3) is not true without the lower-order term R−2−δ|u|0;Q1 on the
right-hand side. For instance, if u = |x′|2t, then we have [u]x′,2+δ;QR = [u]t,1+δ/2;QR =
0, but [u]z′,1+δ/2,2+δ;QR/2 > 0.
As we are not able to find an explicit reference in the literature, we also include
the following version of Campanato’s theorem for p ∈ (0, 1)‡. We only present the
elliptic case, since the parabolic case is similar.
Lemma 6.14. Let p ∈ (0, 1), R0 ∈ (0, 1/2), δ ∈ (0, 1], and u ∈ Lp; loc(B1) be a function.
Suppose that for any x0 ∈ B1/2 and r ∈ (0,R0), we can find a constant cx0,r such that?
Br(x0)
∣∣∣u − cx0,r∣∣∣p dx ≤ Mprpδ (6.15)
for some constantM > 0 independent of x0 and r. Then there exists a function v ∈ Cδ(B1/2)
such that u = v in B1/2 a.e. and
[v]δ;B1/2 ≤ N(δ, p,R0)M.
Proof. For any x0 ∈ B1/2, r ∈ (0,R0), and r′ ∈ [r/2, r), by the triangle inequality,
|cx0,r − cx0,r′ |p ≤
(
|u(x)− cx0,r′ | + |u(x) − cx0,r|
)p ≤ |u(x) − cx0,r′ |p + |u(x) − cx0,r|p
holds for any x ∈ Br′(x0). Taking the average with respect to x ∈ Br′(x0), we get
|cx0,r − cx0,r′ | ≤ NMrδ. (6.16)
Therefore, for fixed x0 ∈ B1/2, cx0,r converges as r → 0. We denote the limit to be
v(x0). Then again by (6.16)
|cx0,r − v(x0)| ≤ NMrδ.
This and (6.15) imply that ?
Br(x0)
|u − v(x0)|p dx ≤ NMprpδ. (6.17)
Now for any x0, y0 ∈ B1/2 such that τ := |x0 − y0| < R0, we have
|v(x0) − v(y0)|p ≤
(
|u(x) − v(x0)| + |u(x) − v(y0)|
)p ≤ |u(x) − v(x0)|p + |u(x) − v(y0)|p.
Taking the averagewith respect to x ∈ Bτ(x0)∩Bτ(y0), we easily get from (6.17) that
|v(x0) − v(y0)| ≤ NMτδ,
which implies that v ∈ Cδ(B1/2) and [v]δ;B1/2 ≤ NM.
‡We would like to thank Prof. Mikhail Safonov for the simplified proof of this lemma.
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On the other hand, becauseu ∈ Lp; loc(B1), for anyfixed constant c anda.e. x0 ∈ B1,
by the Lebesgue differentiation theorem we have?
Br(x0)
|u − c|p dx→ |u(x0) − c|p as r → 0.
Therefore, for a.e. x0 ∈ B1 and any c ∈ Q, we have?
Br(x0)
|u − c|p dx→ |u(x0) − c|p as r → 0.
Next, for any such x0, we take a sequence of rational number {ck}which converges
to u(x0). Since ?
Br(x0)
|u − u(x0)|p dx ≤
?
Br(x0)
|u − ck|p dx + |ck − u(x0)|p,
letting k sufficiently large and then r sufficiently small, we see that?
Br(x0)
|u − u(x0)|p dx → 0 as r→ 0.
Therefore, v = u a.e. in B1/2 . The lemma is proved. 
Remark 6.18. It is worth noting that when p ∈ (0, 1), in general the following
inequalities, which may seem very plausible, actually do not hold:∫
Br
|u(x)− (u)Br |p dx ≤ N
∫
Br
|u(x)|p dx,
∫
Br
|u(x) − (u)Br |p dx ≤ N
∫
B2r
|u(x) − (u)B2r |p dx.
In fact, one can easily construct a function such that
∫
B2r
|u(x)|p dx ≤ 1, (u)B2r = 0, but
(u)Br is as large as we want.
Acknowledgment. The authors would like to thank the referees for reading of the
manuscript and many useful comments.
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