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iAbstract
Modelling of non-Newtonian fluid flow through and over porous media
with the inclusion of boundary effects
Diﬀerent generalized Newtonian ﬂuids (where the normal stresses were neglected) were
considered in this study. Analytical expressions were derived for time independent,
fully developed velocity proﬁles of Herschel-Bulkley ﬂuids (including the simpliﬁcations
thereof: Newtonian, power law and Bingham plastic ﬂuids) and Casson ﬂuids through
open channel sections. Both ﬂow through cylindrical pipes (Hagen-Poiseuille ﬂow) and
parallel plates (plane Poiseuille ﬂow) were brought under consideration. Equations were
derived for the wall shear stresses in terms of the average channel velocities. These
expressions for plane Poiseuille ﬂow were then utilized in the modelling of ﬂow through
homogeneous, isotropic porous media.
Flow through parallel plates was extended and a possibility of a moving lower wall (plane
Couette-Poiseuille ﬂow) was included for Herschel-Bulkley ﬂuids (and the simpliﬁcations
thereof). The velocity of the wall was assumed to be opposite to the pressure gradient
(thus in the streamwise direction) yielding three diﬀerent possible ﬂow scenarios. These
equations were again revisited in the study on ﬂow over porous structures.
Averaging of the microscopic momentum transport equation was carried out by means
of volume averaging over an REV (Representative Elementary Volume). Flow through
parallel plates enclosing a homogeneous porous medium (assumed homogeneous up to
the external boundary) was studied at the hand of Brinkman’s equation. It was as-
sumed (also for non-Newtonian ﬂuids) that the term dominating outside the external
boundary layer area is directly proportional to the superﬁcial velocity that is, since only
the viscous ﬂow regime was considered, referred to as the ‘Darcy’ velocity if the diﬀusive
Brinkman term is completely neglected. For a shear thinning or shear thickening ﬂuid,
the excess superﬁcial velocity term was included in the proportionality coeﬃcient that
is constant for a particular ﬂuid traversing a particular porous medium subjected to a
speciﬁc pressure gradient. For such ﬂuids only the inverse functions could be solved.
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If the ‘Darcy’ velocity is not reached within the considered domain, Gauss’s hypergeo-
metric function had to be utilized. For Newtonian and Bingham plastic ﬂuids, direct
solutions were obtained. The eﬀect of the constant yield stress was embedded in the
proportionality coeﬃcient.
For linear ﬂow, the proportionality coeﬃcient consists of both a Darcy and a Forch-
heimer term applicable to the viscous and inertial ﬂow regimes respectively. Secondary
averaging for diﬀerent types of porous media was accomplished by using an RUC
(Representative Unit Cell) to estimate average interstitial properties. Only homoge-
neous, isotropic media were considered. Expressions for the apparent permeability as
well as the passability in the Forchheimer regime (also sometimes referred to as the
non-Darcian permeability) were derived for the various ﬂuid types.
Finally ﬂuid ﬂow in a domain consisting of an open channel adjacent to an inﬁnite porous
domain is considered. The analytically derived velocity proﬁles for both plane Couette-
Poiseuille ﬂow and the Brinkman equation were matched by assuming continuity in the
shear stress at the porosity jump between the two domains.
An in-house code was developed to simulate such a composite domain numerically. The
diﬀerence between the analytically assumed constant apparent permeability in a macro-
scopic boundary layer region as opposed to a dependency of the varying superﬁcial
velocity was discussed. This code included the possibility to alter the construction of
the domain and to simulate axisymmetrical ﬂow in a cylinder.
Department of Mathematical Sciences,
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Private Bag X1, Matieland 7602, South Africa.
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Opsomming
Modulering van nie-Newtoniese vloeistofvloei deur en oor poreuse
media met die insluiting van randeffekte
(“Modelling of non-Newtonian fluid flow through and over porous media with the
inclusion of boundary effects”)
Verskeie veralgemeende Newtoniese vloeistowwe (waarvan die normaalspannings ignoreer-
baar is) word in hierdie studie beskou. Analitiese uitdrukkings vir tyd-onafhanklike, ten
volle ontwikkelde snelheidsproﬁele vir Herschel-Bulkley vloeistowwe (wat die vereen-
voudigde weergawes daarvan insluit: Newtoniese, magswet- en Bingham-plastiek vloei-
stowwe), sowel as Casson vloeistowwe, is afgelei vir vloei deur ‘n oop kanaal. Beide vloei
deur silindriese pype (Hagen-Poiseuille vloei) en parallelle plate (vlak-Poiseuille vloei)
is oorweeg. Vergelykings vir die skuifspannings op ‘n wand in terme van die gemiddelde
snelhede is afgelei. Hierdie uitdrukking wat vir vlak-Poiseuille vloei verkry is, is in die
modellering van vloei deur homogene, isotropiese poreuse media ook gebruik.
Vloei deur parallelle plate is uitgebrei en die moontlikheid van ‘n bewegende onderste
wand (vlak-Couette-Poiseuille vloei) is ondersoek vir Herschel-Bulkley vloeistowwe (en
die vereenvoudigings daarvan). Dit word aangeneem dat die snelheid van die wand in
die teenoorgestelde rigting as die drukgradie¨nt georie¨nteer is (dus in die stroomgewyse
rigting) wat dan tot drie verskillende moontlike vloeigevalle lei. Hierdie vergelykings is
weer in die studie van vloei oor poreuse strukture gebruik.
Die gemiddelde van die mikroskopiese momentum transportvergelyking is bereken oor
die volume van ‘n REV (“Representative Elementary Volume”). Vloei deur parallelle
plate wat ‘n homogene poreuse medium omsluit (waar die medium homogeen aanvaar
word tot by die eksterne grens) is bestudeer aan die hand van Brinkman se vergelyking.
Daar is aanvaar (ook vir nie-Newtoniese vloeistowwe) dat die dominante term buite
die eksterne grenslaaggebied direk eweredig is aan die oppervlaksnelheid en, aangesien
slegs vloei in die viskeuse gebied oorweeg word, daarna verwys word as die “Darcy”-
snelheid, indien die diﬀusiewe Brinkman-term heeltemal weglaatbaar is. Vir ‘n span-
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ningsverdunnende of -verdikkende vloeistof, word die oortollige oppervlaksnelheidsterm
ingesluit by die proporsionaliteitskoe¨ﬃsie¨nt wat konstant is vir ‘n spesiﬁeke vloeistof wat
deur ‘n sekere poreuse medium, onderhewig aan ‘n spesiﬁeke drukgradie¨nt, vloei. Vir
sulke vloeistowwe kon slegs die inverse funksies opgelos word. As die “Darcy”- snelheid
nie binne die betrokke gebied bereik word nie, is daar van Gauss se hipergeometriese
funksie gebruik gemaak. Vir Newtoniese en Bingham-plastiek vloeistowwe is egter di-
rekte oplossings verkry. Die eﬀek van die konstante toegeespanning is ingebed in die
proporsionaliteitskoe¨ﬃsie¨nt.
Vir lineeˆre vloei bestaan die proporsionaliteitskoe¨ﬃsie¨nt uit beide ‘n Darcy- en ‘n Forch-
heimer-term wat van toepassing is in die viskeuse- en traagheidsvloeigebiede onder-
skeidelik. Sekondeˆre gemiddeldes vir verskillende tipes poreuse media is verkry; deur
gebruik te maak van ‘n RUC (“Representative Unit Cell”) kan interstisie¨le gemiddelde
eienskappe geskat word. Slegs homogene, isotrope media is in oorweging gebring. Uit-
drukkings vir die oe¨nskynlike deurlaatbaarheid sowel as die deurdringbaarheid in die
Forchheimer-gebied (ook soms na verwys as die nie-Darcy deurlaatbaarheid) is afgelei
vir die verskillende vloeistoftipes.
Ten slotte is vloeistofvloei in ‘n gebied wat bestaan uit ‘n oop kanaal aangrensend
aan ‘n oneindige poreuse domein ondersoek. Die analities-afgeleide snelheidsproﬁele
vir beide vlak-Couette-Poiseuille vloei en die Brinkman-vergelyking is gekoppel deur
‘n kontinu¨ıteit in die skuifspanning by die poreuse-sprong tussen die twee gebiede te
aanvaar.
‘n Interne numeriese kode is ontwikkel om so ‘n saamgestelde domein numeries te
simuleer. Die verskil tussen die analities konstant-aanvaarde deurlaatbaarheid in ‘n
makroskopiese grenslaagstreek, eerder as ‘n afhanklikheid met die veranderende opper-
vlaksnelheid, is bespreek. Hierdie kode sluit ook die moontlikheid in om die domein
te herkonstrueer, asook om die simulasie van aksiaal-simmetriese vloei in ‘n silinder te
ondersoek.
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Nomenclature
The descriptions as well as the dimensions of the various symbols are listed below. If no
dimension is speciﬁed, the particular symbol is dimensionless. (The temporary variables
used in the respective appendices are not listed.)
Acronyms, abbreviations and some thesis-terminology
apparent permeability this permeability is not only structural dependent
‘Darcy’ velocity this includes generalized Newtonian






- if the external wall eﬀects are not negligible: K = K
KD(qD)
qn−1D
ADI alternating direction implicit
CV control volume
LHS left hand side
REV Representative Elementary Volume
RHS right hand side
RRUC Rectangular Representative Unit Cell
RUC Representative Unit Cell
SIMPLE Semi-Implicit Method for Pressure-Linked Equations
SIMPLEC Semi-Implicit Method for Pressure-Linked Equations Consistent
TDMA tridiagonal matrix algorithm
Variables utilized with reference to literature studies (arranged chronologically)
The dimensions are omitted in this section
KDar viscosity dependent permeability coeﬃcient (Darcy (1856))
a, b, n variables utilized in equation (3.6) (Forchheimer (1930))
HCM parameter deﬁned in equation (3.326)
(Christopher & Middleman (1965))
αBJ empirical, dimensionless slip coeﬃcient
(Beavers & Joseph (1967))




second order permeability tensor (Whitaker (1969))
Y, Z parameters used in equation (2.104) (Churchill & Usagi (1972))
D drag on a single sphere as deﬁned by Chhabra (1986) as referred
to by Getachew et al. (1998)
f ∗A an extra friction term that sprouts from the yield stress
(Al-Fariss (1989))
φs sphericity factor as deﬁned by Macdonald et al. (1979) and
calculated by Chhabra (1993)
ζ coeﬃcient utilized for modelling in the Forchheimer regime,
equation (3.138) (Du Plessis (1992))
Λ, s,Ω, λ1, λ2 general variables deﬁned in equation set (2.179)
(Lawal et al. (1993))
Φ the ratio of the resisting force exerted by a porous structure on
a Newtonian ﬂuid and the viscosity
(Ochoa-Tapia & Whitaker (1995a))
T
s
, T b, TB surface stress, bulk stress and average Brinkman stress
(Ochoa-Tapia & Whitaker (1995a))
C1, C2; 3; 4; 5; 6; 7; 8. adjustable parameters used in Paragraph 4.1.1
(Ochoa-Tapia & Whitaker (1995a))
h0, y
′, uc, λ, λu, λl, λp general variables utilized and deﬁned in Paragraph 2.2.2.3
(Joshi et al. (2002))
FMor electrical resistivity ratio (Moreira & Coury (2004))
Up, Co, Bn,Re⊥ general variables deﬁned in equation set (2.233)
(Tsangaris et al. (2007))
Subscripts referring to various publications (arranged chronologically)
Dar Darcy (1856)
B Blake (1922)
KC Kozeny-Carman: Kozeny (1927) and Carman (1937)
CM Christopher & Middleman (1965)
BJ Beavers & Joseph (1967)
NN Neale & Nader (1974)
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KM74 Kemblowski & Mertl (1974)
Shah Shah & London (1978)
KM79 Kemblowski & Michniewicz (1979)
Mc Macdonald et al. (1979)
K Kumar et al. (1981)
A Al-Fariss (1989)
Sab Sabiri & Comiti (1995)
ZK Zhang & Knackstedt (1995)
OW Ochoa-Tapia & Whitaker (1995a)
Get Getachew et al. (1998)
Mor Moreira & Coury (2004)
Cl Cloete (2006)
Miscellaneous
Ω∗ guessed value in the numerical study
Ω
′
correction in the numerical study
Ω˜ non-dimensionalized scalar
Ω average value over a speciﬁed region or corrected value in the numerical
study
Ω˘ relaxed parameter in the numerical study
|Ω| absolute value of the scalar, Ω
{Ω} deviation relative to the intrinsic phase average: {Ω} = Ω− 〈Ω 〉f
〈Ω 〉o phase average of Ω
〈Ω 〉αo phase average of Ω in free ﬂow region of composite domain (corresponds
to Ω)
〈Ω 〉ωo phase average of Ω in the homogeneous porous region of composite do-
main (corresponds to 〈Ω 〉o)
〈Ω 〉f intrinsic phase average of Ω
〈Ω 〉αf intrinsic phase average of Ω in free ﬂow region of composite domain
(corresponds to Ω)
〈Ω 〉ωf intrinsic phase average of Ω in the homogeneous porous region of com-
posite domain (corresponds to 〈Ω 〉f)
Ω vector
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Ω̂ vector parallel to the local streamwise direction
‖Ω‖ magnitude of a vector
Ω second order tensor
Ω˜ transpose of a second order tensor







O(Ω) the order of magnitude of Ω
Re(Ω) real part of Ω
rMAD% mean absolute diﬀerence (a relative percentage)
rMAE% mean absolute error (a relative percentage)
∂Ω relative %-error in Ω
∂
(d)
Ω relative %-diﬀerence in Ω
C the set of complex numbers
R+ the set of positive, real values
Z the set of integers
Operators, functions and mathematical symbols
∆, δ the change in an entity
∇ del operator, m−1
∇s gradient operator along the ωα-boundary, m−1
∇2 ∇ · ∇, m−2
∇·Ω divergence, m−1
∇Ω gradient, m−1
D/Dt total time derivative, s−1
Ω1
⋃
Ω2 the set of those elements which are either in Ω1, or in Ω2, or in both
Ω1 \Ω2 the set that contains all those elements of Ω1 that are not in Ω2
[[Ω1,Ω2]] the greater of Ω1 and Ω2
2F1[a, b; c; z] Gauss’s hypergeometric function deﬁned by equation (3.98)
Γ (Ω) the Gamma-function deﬁned by equation (3.105)
Subscripts
‖ parallel to the local streamwise direction or the interstitial streamwise
channel of the RRUC
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⊥ perpendicular to the local streamwise direction or the interstitial trans-
verse channel of the RRUC
0 value of an entity where the ﬁrst spatial derivative of the entity is zero
1 plane Couette-Poiseuille: Scenario (1)
2 plane Couette-Poiseuille: Scenario (2)
3 plane Couette-Poiseuille: Scenario (3)
∞ consisting of a porous medium and an open channel




BP Bingham plastic ﬂuids
c core or plug region for viscoplastic ﬂuids
C Casson ﬂuids
[cp] ﬂow in a cylindrical pipe




e eastern interface of the control volume, P
E the eastern main, scalar grid point









G granular porous media
H homogeneous porous medium where the eﬀects of the external boundaries
are negligible





n northern interface of the control volume, P
N the northern main, scalar grid point
nb neighbouring grid points
ne north-eastern point or arc on the interfaces of the 2D and 3D control
volumes, P , respectively
nE northern interface of the control volume, E
Ne eastern interface of the control volume, N
NE the north-eastern main, scalar grid point
New Newtonian ﬂuids
norm normalized entity
nn northern interface of the control volume, N
nw north-western point or arc on the interfaces of the 2D and 3D control
volumes, P , respectively
nW northern interface of the control volume, W
Nw western interface of the control volume, N
NW the north-western main, scalar grid point
o ﬂuid as well as solid phase
p particle
P plane Poiseuille ﬂow
P the main, scalar grid point under consideration
PL power law ﬂuids
plug plug region for viscoplastic ﬂuids
[pp] ﬂow between parallel plates
s solid phase
s southern interface of the control volume, P
S the southern main, scalar grid point, or reference to a scalar control
volume
S foams and sponges
Sff ﬂuid-ﬂuid interface on the outer surface of the REV
Sfs ﬂuid-solid interface in an RRUC
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Sfs ﬂuid-solid interface in the REV
[sd] ﬂow in a square duct
se south-eastern point or arc on the interfaces of the 2D and 3D control
volumes, P , respectively
sE southern interface of the control volume, E
Se eastern interface of the control volume, S
SE the south-eastern main, scalar grid point
ss southern interface of the control volume, S
sw south-western point or arc on the interfaces of the 2D and 3D control
volumes, P , respectively
sW southern interface of the control volume, W
Sw western interface of the control volume, S
SW the south-western main, scalar grid point
tR residence time
u x-component of the microscopic velocity, or reference to a westerly shifted
control volume
v y- or radial component of the microscopic velocity, or reference to a
southernly shifted control volume
w solid wall
w western interface of the control volume, P
W the western main, scalar grid point
ww western interface of the control volume, W
y yield
α inside the free-ﬂow channel (α-region in a composite channel)
φ parameter relevant to a governing equation of the dependent variable, φ
ω inside the homogeneous porous domain (ω-region in a composite channel)
ωα the ﬂuid-solid interfacial boundary
Superscripts
D diﬀusion
ex excess over the outer surface, A∞
L lower wall (for ﬂow between parallel plates)
(k) numerical iterations step
Stellenbosch University  http://scholar.sun.ac.za
xxxiv
q phase average of the velocity
u intrinsic phase average of the velocity
U upper wall (for ﬂow between parallel plates)
α inside the free-ﬂow channel (α-region in a composite channel)
ω inside the homogeneous porous domain (ω-region in a composite channel)
Roman symbols
a, b, c, z temporary variable used in discussion on the hypergeometric function
a a characteristic acceleration, m.s−2
aE;N ;P ;S;W coeﬃcient of dependent variable in discretized equation (for the momen-
tum transport equation, kg.s−1)
anb coeﬃcient of neighbouring grid points (for the momentum transport equa-
tion, kg.s−1)
avd dynamic speciﬁc surface area, m
−1
a∗vd dynamic speciﬁc surface area incorporating macroscopic wall eﬀects, m
−1




Ae;n;s;w respective interfacial areas of control volume, P , m
2
A a temporary, positive variable deﬁned in equation set (3.83), Pa.sn
A y-intercept of a plot of fRe versus Re
A‖ cross-stream area of the streamwise channel in an RUC, m2
A⊥ eﬀective (or virtual) cross-stream area in the transverse channel of an
RUC, m2
A∞ outer surface area of U∞, m2
Aα that part of A∞ in the open channel, m2
Aω that part of A∞ in the homogeneous porous domain, m2
Aωα the plane in U∞ presenting the ωα-surface area, m2
b constant source term times control volume in discretized equation of the
scalar component of the velocity, N
bp′ constant term in discretized pressure correction equation, kg.s
−1
B a temporary, positive variable deﬁned in equation set (3.83), Pa.s/m2
B gradient of a plot of fRe versus Re
cd drag coeﬃcient
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C a temporary, positive variable deﬁned in equation set (3.83), Pa.m−1
C ratio of the pore width to the outer dimension of the RUC
C a temporary constant value
C circumference of Aωα, m
d outer dimension of the RUC, m
d‖ outer dimension of the RRUC along the local streamwise direction, m
d⊥ outer dimension of the RRUC along the local transverse direction, m
d′⊥ the projection of the ﬂuid’s centroid displacement across the transverse
channel for a fully staggered array on a cross-stream plane, m
dc linear dimension of the pore width in the RUC, m
dc‖ width of the pore orientated along the local transverse direction in the
RRUC, m
dc⊥ width of the pore orientated along the local streamwise direction in the
RRUC, m
dct cross-sectional diameter of a capillary in a capillary tube model, m
dp eﬀective particle diameter, m
dpe hypothetical spherical particle diameter, m
ds linear dimension of the solid phase in the RUC, m
ds‖ linear dimension of the solid phase along the local streamwise direction
in the RRUC, m
ds⊥ linear dimension of the solid phase along the local transverse direction in
the RRUC, m
D,De;n;s;w diﬀusion conductance (for the momentum transport equation, kg.s
−1)
Dc dimension of the core diameter where the shear rate is zero, m
Dclmn the diameter of a cylindrical container used in an experimental setup, m
Dh hydraulic diameter, m
Dobs the observable pore diameter of a foam, m
D rate of linear deformation, s−1
er unit vector in the radial direction of the cylindrical coordinate system
eθ unit vector in the angular direction in the cylindrical coordinate system
∆Ek kinetic energy loss per unit volume, N.m
−2
∆Ev viscous energy loss per unit volume, N.m
−2
f Fanning friction factor
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fapp the apparent friction factor in interstitial channels
fe;n;s;w ratio of the distances between the outer grid point and interface to this
outer grid point and the considered grid point
F, Fe;n;s;w convection ﬂuxes (for the momentum transport equation, kg.s
−1)
F b total body force, N.m
−3
FD shear ﬂow resistance relevant to the Darcy regime, m
−n−1
FH a resistance factor on ﬂuid ﬂow due to the presence of a homogeneous
porous structure of which the macroscopic boundary eﬀects are neglected,
m−n−1
F s total surface force, N.m
−3
F τw shear force due to a bounding surface acting on a ﬂuid, N
g gravitational acceleration, m.s−2
G(ζ, n) function in terms of ﬂuid parameters: variance from the constant fRe of
Newtonian ﬂuids
h distance between the stationary upper wall and the y-coordinate where
the ﬁrst derivative of the velocity is zero (applicable to plane Couette-
Poiseuille ﬂow), m
H distance between parallel plates or width of free-ﬂow domain above
porous structure, m
H(ζ) function in terms of ﬂuid parameters: diﬀerence between fRe for New-
tonian and Casson ﬂuids
i unit vector parallel to the x-axis in the rectangular Cartesian, as well as
the cylindrical, coordinate system
IC1 , IC2 integration constants
IΩ ﬁrst invariant of Ω written in matrix form: trace
IIΩ second invariant of Ω written in matrix form
IIIΩ third invariant of Ω written in matrix form: determinant
ÎD total resisting force of homogeneous porous structure on ﬂuid ﬂow in
Darcy regime, N.m−3
ÎF total resisting force of homogeneous porous structure on ﬂuid ﬂow in
Forchheimer regime, N.m−3
ÎH total resisting force of homogeneous porous structure on ﬂuid ﬂow, N.m
−3
i, j grid indices in numerical study
j unit vector parallel to the y-axis in the rectangular Cartesian coordinate
system
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J2 invariant related to shear rate, s
−2
Jφ the total ﬂux at the boundaries of a control volume
k counter over a sum formula
k a constant coeﬃcient
k unit vector parallel to the z-axis in the rectangular Cartesian coordinate
system
K consistency index of a generalized Newtonian ﬂuid, Pa.sn
K coeﬃcient denoting the inverse of the mobility of a homogenous porous
that is independent of macroscopic wall eﬀects, Pa.s/m2
KD apparent permeability in the Darcy regime, m
n+1
K˜D dimensionless apparent permeability in the Darcy regime
l a characteristic length, m
ℓ length of an RRUC for uni-directional ﬁbre beds, m
(may also denote liters in the experimental studies, dm3)
∆lmax maximum average linear dimension of REV for non-homogeneous porous
structures, m
∆lmin minimum average linear dimension of REV, m
L streamwise height of settling column in experimental studies, m
Le actual distance travelled by a ﬂuid particle within a porous medium over
a displacement L, m
∆ L length scale of the exterior boundaries of a porous domain, m
Mana,Mexp the gradient of a graph depicting the absolute value of the pressure gra-
dient divided by the superﬁcial velocity as a function of the superﬁcial
velocity in the Forchheimer regime, Pa.s2/m3
M∗h dimensionless parameter forming part of the redeﬁned hydraulic radius
n behaviour index of a generalized Newtonian ﬂuid (shear thickening or
shear thinning)
n unit, normal vector at a ﬂuid-solid interface directed into the solid phase
n˜ unit vector orientated in interstitial ﬂow direction at a microscopic point
within the ﬂuid phase
n̂ unit vector in the local streamwise direction
ns normal vector on C, tangential to the ω/α-boundary, directed outwards
nα normal vector on Aα directed outwards
nω normal vector on Aω directed outwards
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nωα normal vector on Aωα directed from the homogeneous porous domain
towards the open channel (nωα = −nαω)
Nana, Nexp the gradient of a graph depicting the absolute value of the pressure
gradient as a function of the superﬁcial velocity in the Darcy regime,
Pa.sn/mn+1
p microscopic, static pressure, Pa
pb pressure, where the body force is included, Pa
〈pb 〉f intrinsic phase average of the pressure (where the body force is included),
Pa
Pw wetted perimeter, m
Pe Peclet number: ratio of the convection ﬂux to the diﬀusion conductance
q magnitude of the phase average of the velocity, m.s−1
qH the constant magnitude of phase average of the velocity that is not inﬂu-
enced by the eﬀect of external boundaries, m.s−1
q̂ phase average of the interstitial velocity (corresponds to 〈 v 〉o), m.s−1
q
D
‘Darcy’ velocity where the eﬀects of the external walls are negligible,
m.s−1
Q volumetric ﬂow rate, m3.s−1 (or ℓ/min if so speciﬁed)
r radial distance in the cylindrical coordinate system, m
rct radius of a capillary in a capillary tube model, m
rp eﬀective particle radius, m
ro, r1, ri position vectors of the centroid of the REV (or RRUC) with respect to
a ﬁxed point, m
δrn distance between grid points, P and N , m
δrn+ distance between grid point, N and the interface at, n, m
δrn− distance between grid point, P , and the northern interface, n, m
δrs distance between grid points, P and S, m
δrs+ distance between grid point, P , and the southern interface, s, m
δrs− distance between grid point, S and the interface at, s, m
∆rP radial width of control volume P , m
R radius of cylindrical pipe, m
Ro radius of a spherical REV
Rc dimension of the core radius where the shear rate is zero, m
Rclmn the radius of a cylindrical container used in an experimental setup, m
Stellenbosch University  http://scholar.sun.ac.za
xxxix
RF resistance coeﬃcient in Forchheimer regime, m
−1
R˜F dimensionless resistance coeﬃcient in Forchheimer regime
Rh hydraulic radius, m
R∗h redeﬁned hydraulic radius incorporating the macroscopic wall eﬀects, m
Re Reynolds number
Re‖ Reynolds number in interstitial streamwise channel
Rec critical Reynolds number at the transition between the viscous (Darcy)
and the inertial (Forchheimer) regimes
s shifting parameter for matching wall shear stress asymptotes
SC constant term in linearized source term (for the momentum transport
equation, N.m−3)
SDuu;vu;uq;vq the diﬀusive source terms, N.m
−3
SDηuu;vu;uq;vq diﬀusive source term added due to the non-Newtonian nature of a ﬂuid,
N.m−3
SDǫuu;vu diﬀusive source term added (if discretized with respect to the intrinsic
phase average of the velocity) due to the a sharp porous jump in the
domain, N.m−3
Sp average particle outer surface, m
2
SP constant coeﬃcient in linearized source term (for the momentum trans-
port equation, N.s/m4)
SPvu diﬀusive source term added for discretization via cylindrical coordinates,
N.s/m4
Sface total ﬂuid-solid interface in the RRUC orientated perpendicular to the
streamwise direction, obstructing the ﬂow along that direction, m2
Sff total ﬂuid-ﬂuid interface on the outer surface of the REV, m2
Sfs total ﬂuid-solid interface in the REV, m2
Sfs total ﬂuid-solid interface in the RRUC, m
2
Sfs‖ ﬂuid-solid interface in the streamwise channels of the RRUC, m2
Sfs⊥ ﬂuid-solid interface in the transverse channels of the RRUC, m2
Sss total solid-solid interface on the outer surface of the REV, m2
Sφ source term of the general governing diﬀerential equation
t time, s
tclmn the thickness of a square duct container in an experimental setup, m
u x-component of the microscopic velocity, m.s−1
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u˜ non-dimensionalized velocity in a x-orientated channel
u average velocity in a x-orientated channel, m.s−1
u‖ average speed within the interstitial streamwise channel of RRUC, m.s−1
u⊥ average speed within the interstitial transverse channel of RRUC, m.s−1
umax maximum velocity in a x-orientated channel, m.s
−1
unorm a normalized velocity proﬁle in a x-orientated channel
uplug magnitude of constant velocity in the plug region in a x-orientated chan-
nel, m.s−1
uq x-component of the phase average of the velocity, m.s−1
uq0 x-component of the phase average of the velocity where the ﬁrst deriva-
tive with respect to y is zero, m.s−1
uqD x-component of the ‘Darcy’ velocity where the external, macroscopic,
boundaries have no inﬂuence (where the Brinkman-eﬀect is negligible),
m.s−1
uq average x-component of the phase average of the velocity where the eﬀect
of the external boundaries are incorporated, thus the superﬁcial velocity,
m.s−1
uqωα magnitude of the velocity at the ω/α-interface in a composite domain,
m.s−1
uu x-component of the intrinsic phase average of the velocity, m.s−1
û intrinsic phase average of the interstitial velocity (corresponds to 〈 v 〉f ),
m.s−1
ûD the ‘Darcy’ velocity where the external, macroscopic, boundaries condi-
tions have no inﬂuence, m.s−1
ûtR drift velocity, m.s
−1
U speed of moving wall for plane Couette-Poiseuille ﬂow, m.s−1
U‖ volume of the RRUC occupied by ﬂuid ﬂowing parallel to the local stream-
wise direction, m3
U⊥ volume of the RRUC occupied by ﬂuid ﬂowing perpendicular to the local
streamwise direction, m3
U∞ the volume of the REV located across the ω/α-boundary, m3
Uf volume of the void space in the RRUC, m
3
Uf volume of the void space in the REV, m3
Ug volume of the void space in a REV occupied by stagnant ﬂuid, m3
Uo volume of the RRUC, m
3
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Uo volume of the REV, m3
Umaxo maximum allowable volume of the REV for non-homogeneous porous
structures, m3
Umino minimum allowable volume of the REV (corresponds to Uo), m3
Us volume of the solid phase in the RRUC, m
3
Us volume of the solid phase in the REV, m3
Uα that part of U∞ in the open free-ﬂow channel, m3
Uω that part of U∞ in the homogeneous porous medium, m3
v y/r-component of the microscopic velocity or the magnitude of the speed
at a point (thus ‖ v‖), m.s−1
vθ θ-component of the microscopic velocity, m.s
−1
v microscopic velocity, m.s−1
〈 v 〉f intrinsic phase average of the velocity, m.s−1
〈 v 〉o phase average of the velocity, m.s−1
VCV volume of a control volume, m
3
V p average particle volume, m
3
w z-component of the microscopic velocity, m.s−1
wclmn the width of a square duct container used in an experimental setup, m
wm velocity of a measuring point, m.s
−1
wSff velocity at which the ﬂuid-ﬂuid outer surface moves – velocity of REV,
m.s−1
wSfs velocity at which the ﬂuid-solid interface moves – velocity of porous struc-
ture, m.s−1
W vorticity tensor, s−1
x x-distance applicable to both the Cartesian and cylindrical coordinate
systems, m
δxe distance between grid points, P and E, m
δxe+ distance between grid point, E and the interface at, e, m
δxe− distance between grid point, P , and the eastern interface, e, m
δxw distance between grid points, P and W , m
δxw+ distance between grid point, P , and the western interface, w, m
δxw− distance between grid point, W and the interface at, w, m
∆xP width of control volume P , along streamwise direction, m
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X a temporary, positive variable deﬁned by equation (3.97), Pa.m−1
y y-distance in Cartesian coordinate system, m
y˜ non-dimensionalized y-value
Y yield number
z z-distance in Cartesian coordinate system, m
Greek symbols
α the free-ﬂow open channel in a composite domain
αp relaxation factor for the pressure correction
αu;v relaxation factors for the velocity (with respect to values from the previ-
ous iteration step)
βNN the square root of the ratio of the eﬀective viscosity of a Newtonian ﬂuids
in a porous medium to the viscosity in a free-ﬂow channel
βu ratio between the average speeds in the transverse - to that in the stream-
wise interstitial channels of RRUC
βτ ratio between the wall shear stress in the transverse - to that in the
streamwise interstitial channels of RRUC
γ˙ shear rate under simple shearing conditions, s−1
γ˙Sfs shear rate (under simple shearing conditions) at the interstitial ﬂuid-solid
interface of RRUC, s−1
γ˙w shear rate (under simple shearing conditions) at a channel wall or at the
walls of a capillary in a capillary tube model, s−1
γ˙ strain rate tensor, s−1
Γφ the diﬀusion coeﬃcient in the general governing diﬀerential equation
δ width of the transition layer, m
δNN width of the transition layer deﬁned such that u
q
ω is within 1% of the
Darcy velocity, m
∆ width of an REV utilized in a free-ﬂow open channel, m
ǫ small positive value tending towards zero
ε porosity: the fraction of a porous medium occupied by void space
ζ the ratio between the yield stress and the wall shear stress
η apparent ﬂuid viscosity, Pa.s
ηSfs ﬂuid kinematic viscosity at the interstitial ﬂuid-solid interfaces of the
RRUC, Pa.s
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ηSfs ﬂuid kinematic viscosity at the interstitial ﬂuid-solid interfaces of an
REV, Pa.s
ηw apparent ﬂuid viscosity at a channel wall or at the walls of a capillary in
a capillary tube model, Pa.s
θ angular coordinates in radians
Θ relative diﬀerence between the volumetric ﬂow rate of plane Couette-
Poiseuille and plane Poiseuille ﬂow
∆λ interstitial microscopic length scale of porous structure, m
µ shear rate independent viscosity of a Newtonian ﬂuid, Pa.s
µω eﬀective shear rate independent viscosity of a Newtonian ﬂuids in a
porous medium, Pa.s
Ω an arbitrary tensor of any order
ξ cross-stream staggerdness factor
ρ ﬂuid density, kg.m−3
σ ratio of the free-ﬂow channel width and the square root of the Darcian
permeability
dσ inﬁnitesimal increment on circumference, C, m
σ state of stress on a ﬂuid element, N.m−2
τ shear stress under simple shearing conditions, Pa
|τw| absolute value of the wall shear stress, Pa∣∣∣τw‖∣∣∣ absolute value of the wall shear stress at Sfs‖, Pa
|τw⊥| absolute value of the wall shear stress at Sfs⊥, Pa
|τy| absolute value of the yield stress of a viscoplastic ﬂuid, Pa
τw wall shear stress vector directed parallel to the adjacent solid phase in
the direction of the stress, Pa
τ local viscous stresses (or, since the normal stresses are assumed to be
negligible, only the shear stresses), Pa
τ
w
wall shear stress dyad deﬁned ﬁrst by the unit vector on the bounding
surface and then by the direction of the stress, Pa
Υ a weighting factor for Ψ between the constant source term and the source
coeﬃcient
φ a dependent arbitrary scalar variable considered in numerical discussion
ϕ factor deﬁned to alter the interstitial ﬂow assumption of the RUC foam
model
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χ the ratio of the volume of the void space to the volume occupied by ﬂuid
ﬂowing parallel to the local streamwise direction in an RRUC (if βu = 1,
this symbol denotes the tortuosity: Le/L)
ψ ratio between the streamwise and the transverse channel widths
Ψ resistance coeﬃcient that is a function of the phase average of the velocity
utilized in the numerical study (correlating to K(qH)), Pa.s/m2
Π the potential function of the gravitational force, N.m−2
ω the homogeneous porous medium region in a composite domain
Ω an arbitrary scalar, vector or second order tensor used throughout the
study
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1Chapter 1
Introduction
Objective of this work
In this study an attempt is made to derive an analytical expression for the velocity
proﬁle of a generalized Newtonian ﬂuid in and over a porous region, as is illustrated in
Figure 1.1. Such a study thus requires the modelling of ﬂow in an open channel, as well
as in a porous domain.
The study of such ﬂow phenomena has many practical applications in ﬁelds such as
geophysics, mechanical engineering and physiology. It is important in both an indus-















Figure 1.1: Schematic representation of a two-dimensional velocity profile in an open channel
with an adjacent porous medium.
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trial (with applications such as thermal insulation, ﬁltration processes, drying processes,
spreading on porous substrates, etc.) and an environmental context (utilized in geother-
mal systems, ground-water pollution, etc.). This study is also applied to bio-mechanical
problems such as the study of knee joints where synovial ﬂuid, lubricating the knee joint,
ﬂows over the porous articular cartilage covering the bones.
An attempt will also be made to solve this problem via an in-house developed numerical
code. This code will be written in cylindrical coordinates to include the possibility of
simulating axisymmetrical ﬂow in cylindrical pipes with porous walls.
Overview of this study
This work may be subdivided into two categories: an analytical study and a numerical
study. The focal point will however be the analytical study, where the numerical study
should be regarded as a conﬁrmation of the analytically derived expressions, as well as
a way to create the space for wider implementation possibilities.
The analytical study consists of three divisions, each of which may be subdivided into
diﬀerent parts.
• Chapter 2 – Flow in an open free-ﬂow channel where the governing equations
are considered on a microscopic, continuum level:
– Plane Poiseuille ﬂow: Fully developed ﬂow between parallel plates is the
assumed velocity proﬁle within the interstitial channels in the porous media
models presented. Therefore, the equations derived in this section form the
backbone of the models discussed in Chapter 3.
– Plane Couette-Poiseuille ﬂow: These equations will be revisited in the study
of a composite domain as they represent the velocity proﬁles of the respective
ﬂuid types in the free-ﬂow region.
– Hagen-Poiseuille ﬂow: Since ﬂow through a cylindrical pipe will also be model-
led numerically, these equations will serve as a control to validate the numer-
ical results – at least for open channel ﬂow. Some of these equations will also
be referred to in the review of published works on the capillary tube model for
porous media. The expressions applicable to Newtonian ﬂuids were also uti-
lized in an analytical comparative study (Appendix F) of ﬂow in a cylindrical
tube to ﬂow in a square duct and ﬂow between parallel plates.
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• Chapter 3 – Flow through porous media where averages of the governing equa-
tions were taken with respect to a representative volume and therefore, contrary
to Chapter 2, these equation were considered on a macroscopic level:
– The volume averaged momentum transport equation was applied to one-
dimensional, uniform, fully developed, time independent ﬂow, where only
the pressure gradient term, the resisting term due to the porous mass and
the macroscopic diﬀusion term (or Brinkman eﬀect) remained. This equation
was applied to ﬂuid traversing a porous structure enclosed by parallel plates.
– Assuming that the Brinkman eﬀect is negligible, secondary averaging was
achieved by utilizing a representative unit cell. Models were derived for ﬂow
through various types of porous structures. Some of these models were then
compared to other analytical and experimental studies.
• Chapter 4 – Macroscopic averaged ﬂow proﬁles are linked to the microscopic
plane Couette-Poiseuille ﬂow equations:
– Newtonian ﬂuids: Reference is made to a double volume averaging tech-
nique over a porosity jump by Ochoa-Tapia & Whitaker (1995a), but the
two-domain model of Neale & Nader (1974) is utilized.
– Generalized Newtonian ﬂuids: The shear stress matching procedure of Neale
& Nader (1974) were extended and implemented for generalized Newtonian
ﬂuids and analytical equations were derived for a velocity proﬁle such as the
one depicted in Figure 1.1.
The other component of this study involved the development of a numerical code.
• Chapters 5 and 6:
– An overview of the discretization and solution methods are given. Discretiza-
tion was done with respect to control volumes in cylindrical coordinates.
Modelling generalized Newtonian ﬂuids, ﬂow through porous media and ﬂow
over a porosity jump directed along the streamwise direction, were all incor-
porated in these discussions.
– The numerical results were then compared to the analytical solutions and
further implementations of the numerical code are shown.
The contributions made by this present study and possible extensions to both the ana-
lytical and the numerical study were discussed in the ﬁnal, concluding chapter.
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Microscopic modelling
In this chapter the governing equations for ﬂuid ﬂow are discussed. In this study, the
microscopic scale refers to the ﬂuid continuum level. At this level the molecular structure
of the ﬂuid is disregarded. Also in this study, an incompressible ﬂuid refers to a ﬂuid of
which the density is constant with respect to both time and space. The ﬂuid properties
are assumed to be temperature independent and the only applicable governing equations
are mass and momentum conservation.
Fully developed ﬂow between inﬁnity wide parallel plates, as well as ﬂow through a
cylindrical duct, is considered. Therefore most of the expressions derived are written in
both the two-dimensional Cartesian and the cylindrical coordinate systems. These two
axes systems are depicted in Figures A.1 and A.2 and discussed in Appendix A.
Diﬀerent types of generalized Newtonian ﬂuids are discussed. Expressions for the wall
shear stresses in terms of the average channel velocities were derived. These expressions
will be utilized in Chapter 3.
2.1 Introductory overview
In this section a wide variety of important topics are brieﬂy reviewed. The applicable
governing equations and ﬂuid models are discussed. Special attention is given to the
deﬁnition of the wall shear stress, the apparent viscosity - shear rate dependency and
simple shearing conditions.
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2.1.1 Various fluid types
Non-Newtonian ﬂuids are ﬂuids where the strain rate - viscous stress - dependency is non-
linear. Following Chhabra (1993), non-Newtonian ﬂuids may be divided into three main
categories: time independent, time dependent and viscoelastic ﬂuids. Time independent
ﬂuids are sometimes also referred to as purely viscous or generalized Newtonian ﬂuids.
In these ﬂuids, all the deviatoric normal stresses are assumed to be zero and the shear
rate only depends on the current values of the remaining shear stress components in the
viscous stress dyadic.
For a time dependent ﬂuid the shear properties not only depend on the strain rate, but
also on the duration of shearing. This is due to the fact that the internal structure
breaks down or builds up in time until dynamic equilibrium is reached. There are two
diﬀerent types of time dependent ﬂuids namely thixotropic and rheopectic ﬂuids. For
a constant shear rate, in the ﬁrst ﬂuid type, the apparent viscosity decreases with time
and for the latter, the apparent viscosity increases with time.
In viscoelastic ﬂuids both ﬂuid and solid characteristics are observed. In these ﬂuids,
the linear elongating deformation components (which are the spatial derivatives of the
respective velocity components with respect to their directions – thus the values on
the main diagonal if rate of linear deformation, D, is written in matrix form), play a
signiﬁcant role in the elastic recovery process after deformation.
In this study only some generalized Newtonian ﬂuids are considered that may be cate-
gorized as follows:
Shear thinning fluids (Pseudoplastics): A shear thinning ﬂuid is a
liquid where the apparent viscosity decreases with an increase in the shear
rate. Most shear thinning ﬂuids have an upper and a lower viscosity limit
where the viscosity remains constant with a further decrease or increase in
the shear rate. The region between these two extremes, where the viscosity
is shear rate dependent, is referred to as the intermediate region. Most
non-Newtonian ﬂuids show shear thinning behaviour.
Shear thickening fluids (Dilatant fluid): Some non-Newtonian
ﬂuids (in particular concentrated suspensions) show a shear thickening be-
haviour. For such ﬂuids, as the shear rate increases, the apparent viscosity
also increases.
Stellenbosch University  http://scholar.sun.ac.za
Chapter 2 Microscopic modelling 6
Viscoplastic fluids: A plastic material has negligible deformation up to
a certain stress level. If this stress limit (or yield stress) is exceeded, the ﬂuid
will deform (or ﬂow). Once the yield stress is exceeded, the viscosity can
be either shear rate dependent or independent. A concentrated suspension
of solid particles in a Newtonian liquid often has a yield stress lower limit.
Greases, house paints, blood and substances such as margarine, mayonnaise
and ketchup are all examples of viscoplastic ﬂuids.
For the remainder of this study, the term non-Newtonian fluid refers to a generalized
Newtonian ﬂuid. For these ﬂuids, if a possible yield stress is exceeded, the viscous stress
and the strain rate are linearly dependent:
τ = η
(∣∣∣γ˙∣∣∣) γ˙ . (2.1)
In equation (2.1), τ denotes the viscous stress, γ˙ denotes the strain rate tensor and the
apparent viscosity is denoted by η which is a function of
∣∣∣γ˙∣∣∣, the magnitude of the shear
rate. These parameters will be discussed in more detail in Paragraph 2.1.3.2.
A special subset of generalized Newtonian ﬂuids is Newtonian ﬂuids. Here the propor-
tionality coeﬃcient in equation (2.1) is the constant viscosity and does not dependent
on the viscous stress or the shear rate, but may however depend on the temperature and
the pressure. In this study this shear rate independent Newtonian viscosity is denoted
by µ.
2.1.2 Mass conservation
The continuity equation states that the rate at which the mass of a ﬂuid element increases
is equal to the net ﬂow rate across the boundaries into the considered element. This
mass conservation equation is given by
∂ρ
∂t
+ ∇· (ρ v) = 0 , (2.2)
where ρ is the ﬂuid density and v denotes the three-dimensional microscopic velocity.
For an incompressible ﬂuid (therefore, in this study, the density is assumed to be constant
with respect to both time and space), equation (2.2) reduces to
∇· v = 0 . (2.3)
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2.1.2.1 Cartesian coordinates
In Cartesian coordinates, where the microscopic velocity is denoted by
v = u i+ v j + w k , (2.4)












= 0 . (2.5)









= 0 . (2.6)
2.1.2.2 Cylindrical coordinates
In cylindrical coordinates the microscopic velocity is denoted by
v = ver + vθeθ + u i (2.7)
















= 0 . (2.8)













= 0 . (2.9)
2.1.3 Momentum transport
From the law of momentum conservation, the rate of change in the momentum of a ﬂuid
element is equal to the resultant force acting on the said element. There are two types




= F s + F b , (2.10)
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where F s and F b denote the surface and the body forces respectively. Surface forces
include viscous and pressure forces and, for the purpose of this study, the only applicable
body force is gravity (unless explicitly stated otherwise). In equation (2.10), the total
time derivative consists of the local and the transport time derivative. Equation (2.10)




+ ρ v · ∇ v = ∇·σ + F b , (2.11)
where σ denotes the state of stress on a ﬂuid element. In a viscous ﬂuid, the stress
tensor is deﬁned in terms of the static pressure, p, and the viscous stress, τ , as follows:
σ = −p1 + τ . (2.12)
(For a non-viscous ﬂuid, τ = 0 .)
Substituting equation (2.2) into equation (2.11) yields:
∂(ρ v)
∂t
+ ∇· (ρ v v) = ∇·σ + F b . (2.13)
2.1.3.1 Body forces
The only body force under consideration is gravitation, therefore
F b = ρ g , (2.14)
and all the various vector components of the body force are uniform vector ﬁelds. Since
the curl of a uniform vector ﬁeld is zero (and since ∇ × ∇Ω = 0 ∀ Ω), all these
components may be written in terms of a gradient, ∇Π. This body force term may
therefore be incorporated as part of the pressure gradient term such that
∇pb = ∇ (p+Π) , (2.15)
where
∇Π = −ρ g . (2.16)
Here Π represents the potential function of the conservative, gravitational force. Unlike
the potential deﬁned by Whitaker (1969), here the density has been included.
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2.1.3.2 Viscous forces
From equation (2.12), the stress tensor can be expressed in matrix form as
σ =

−p+ τ11 τ12 τ13
τ21 −p + τ22 τ23
τ31 τ32 −p + τ33
 (2.17)
which, by means of the principle of angular momentum, can be shown analytically to
be a symmetrical matrix (Whitaker (1968)). A single component of the viscous stress
is denoted by τab where a describes the surface on which the viscous stress acts and
b describes the direction of the viscous stress on that particular surface. The viscous
stresses exerted on the faces of a cube within a ﬂuid phase are illustrated in Figure
2.1 for a rectangular Cartesian coordinate system. For clarity, only the stresses on the












Figure 2.1: Viscous stresses exerted on a cube.
For a purely viscous ﬂuid, the viscous stress is linearly proportional to the strain rate
vector, γ˙, which in turn is a function of the velocity gradient. Since the stress tensor
is symmetrical and ∇ v may not be, ∇ v is split into the symmetrical rate of linear
deformation tensor and the skew symmetric rotation rate tensor:






∇ v − ∇˜ v
]
, (2.19)
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represents the rate of rigid body rotation and will not cause internal deformations and
will therefore not contribute to shear stresses (τab where a 6= b) inside the material. (In
this study, Ω˜ denotes the transpose of a second order tensor.) In a purely viscous ﬂuid,






∇ v + ∇˜ v
]
, (2.20)
and the apparent viscosity, η, through the following relation:
τ = 2ηD . (2.21)
The apparent viscosity may depend on the deformation tensor. Since η is a positive
scalar which must be invariant under axes transformation, it only depends on the scalar
invariants of D. Since D is symmetrical it has three invariants:
• First invariant:
ID = trD
= D11 +D22 +D33 . (2.22)
This invariant is equivalent to the volumetric deformation, ∇· v. If the ﬂuid is







)2 − tr (D ·D)]
= D11D22 +D22D33 +D33D11 −D12D21
−D13D31 −D23D32 . (2.23)
• Third invariant:
IIID = detD
= D11(D22D33 −D23D32) +D12(D23D31 −D21D33)
+D13(D21D32 −D22D31) . (2.24)
As will be discussed later on, for simple shearing ﬂows (for which all the compo-
nents of D are zero except for one deformation pair such as D12 = D21), IIID = 0.
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For incompressible ﬂuids where ID = 0, it follows that IID < 0. Following Fung (1981),
a more convenient parameter to consider in analyzing the dependency between the






















+D12D21 +D13D31 +D23D32 . (2.26)
Since ID = 0 and IID < 0, from equation (2.25) it follows that J2 = |IID|. This scalar















In Appendix B expressions for J2 are derived in Cartesian as well as cylindrical coordi-
nates. The apparent viscosity in equation (2.21) it thus a function of J2.
Following Bird et al. (2002), the rate-of-strain is deﬁned as
γ˙ = 2D (2.28)
and substituting this expression into equation (2.21) yields
τ = η (J2) γ˙ . (2.29)






γ˙ : ˜˙γ) = 2√J2 . (2.30)
This deﬁnition diﬀers from some published work (for example Getachew et al. (1998))
by a factor 2 where this magnitude is set equal to
√
|IID|.
2.1.3.2.1 Wall shear stress
Consider a ﬂuid element adjacent to the bounding surface. Let n denote the unit
normal vector directed into the solid phase. The stress on this ﬂuid element may be
determined by (n · σ ) or, since the stress tensor is symmetrical, ( σ · n). The wall shear
stress vector, τw, is deﬁned as the component of the stress on the ﬂuid adjacent to the
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bounding surface that lies in the local tangent plane. This is determined by subtracting
the normal component as follows:
τw = n · σ −
(
n · σ · n
)
n . (2.31)
The magnitude of the wall shear stress is deﬁned as the norm of the vector, |τw|. Equa-
tion (2.31) may also be written into the following form:





Since, in the stress tensor, the pressure term will not contribute to the wall shear stress,
only the viscous stress, denoted by equation (2.21), has to be considered. Equation
(2.32) may therefore be written as









represents the second order wall shear stress tensor. The frictional force due
to wall shear stress on a ﬂuid adjacent to a solid wall is
F τw = An · τ w , (2.34)
where A is the area of the ﬂuid subjected to the frictional force at the wall at a certain
instant (or thus, the area of the surface).
As an illustration, consider the wall shear stress acting on the ﬂuid at y = 0 (where
n = − j) or at y = h (where n = j) as depicted in Figure 2.2. Both these two surfaces
have an area, A = d2.























































k k . (2.36)
Stellenbosch University  http://scholar.sun.ac.za












Figure 2.2: An illustrative example to determine wall shear stress.
The wall shear stress vector at the two respective surfaces shown in Figure 2.2 are



































Assume that the y-component of the velocity vector is zero, i.e. the ﬂuid is ﬂowing
parallel to the xz-plane only. If the ﬂuid is ﬂowing in the positive xz-direction, due to
the shearing eﬀect at the walls, the partial derivatives are negative at the top wall and
positive at the bottom wall. Thus, the shear forces (opposing the ﬂow direction) acting
on the ﬂuid at the two surfaces are equal and denoted by







2.1.3.3 The momentum transport equations




+ ∇· (ρ v v) = ∇·σ + F b . (2.40)
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In the above equation, no assumptions were made regarding the incompressibility of the
ﬂuid. From the deﬁnition of the stress (equation (2.12)), and the discussion (following
equation (2.13)) on the body forces,
∇·σ + F b = −∇pb + ∇·τ . (2.41)
Following from equations (2.20) and (2.21), the divergence of the viscous stress may be
split as follows:





= ∇·(η∇ v) +∇ v · ∇η + η∇ (∇· v) . (2.43)
2.1.3.3.1 Cartesian coordinates
In Cartesian coordinates the velocity is deﬁned by equation (2.4). By utilizing equa-
tions (2.41) and (2.42), equation (2.40) may be split into these three scalar momentum
transport equations:
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2.1.3.3.2 Cylindrical coordinates
In cylindrical coordinates the velocity is deﬁned by equation (2.7). By utilizing equations
(2.41) and (2.42), equation (2.40) may be split into the following three scalar momentum
transport equations:


























































































































































































































2.1.4 Different fluid models
As was discussed in the Paragraph 2.1.3.2, the viscous stress and the strain rate has the
following relation:
τ = η (J2) γ˙ . (2.50)
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Here η (J2) is the non-constant apparent viscosity which is a function of the magnitude
of the shear rate. This magnitude can be calculated by means of equation (2.30):∣∣∣γ˙∣∣∣ = 2√J2.
Following Macosko (1994), brief overviews of the diﬀerent generalized Newtonian models
applicable to this study are given below. Note that 4 times |IID| deﬁned in this study
corresponds to |II2D| utilized by Macosko (1994).
2.1.4.1 Newtonian fluid
The viscosity of a Newtonian ﬂuid is shear rate independent and denoted by µ. The
linear relation between the shear stress and the strain rate may therefore be expressed
as follows:
τ = µ γ˙ . (2.51)
2.1.4.2 Herschel-Bulkley fluid
A Herschel-Bulkley ﬂuid is a viscoplastic ﬂuid which may show shear thinning or shear
thickening characteristics if a prescribed yield stress, |τy|, is exceeded. Utilizing the von
Mises yield criterion (Macosko (1994)), where the second invariant of the stress tensor
is used, the three parameter Herschel-Bulkley model is deﬁned by




 γ˙ for |IIτ | > |τy|2 . (2.52)
In equation (2.52), K and n are the consistency and behaviour indices respectively. IIτ




From equations (2.1) and (2.52), in the region where |IIτ | > |τy|2, it follows that
η
(∣∣∣γ˙∣∣∣) = |τy|∣∣∣γ˙∣∣∣ +K
∣∣∣γ˙∣∣∣n−1 . (2.54)
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2.1.4.3 Power law or Ostwald-de Waele fluid




∣∣∣γ˙∣∣∣n−1] γ˙ . (2.56)
Although chosen to be constants, K as well as n may however depend slightly on the
shear rate. There is no lower yield limitation for the viscous stresses in this model.
From equations (2.1) and (2.56), the apparent viscosity can be expressed by
η
(∣∣∣γ˙∣∣∣) = K ∣∣∣γ˙∣∣∣n−1 . (2.57)
If n < 1, the ﬂuid is shear thinning. As n decreases, the degree of shear thinning
increases. If n > 1, the ﬂuid is shear thickening and if n = 1 the ﬂuid is Newtonian and
K ≡ µ. From equations (2.30) and (2.57), the apparent viscosity of a power law ﬂuid is
given by







An obvious shortcoming of the power law model is that, for a highly shear thinning ﬂuid,
as the shear rate decreases, the apparent viscosity tends to inﬁnity. This model therefore
has no upper limit where the viscosity remains constant with respect to a change in the
shear rate.
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2.1.4.4 Bingham plastic fluid
Similar to the Herschel-Bulkley model, a Bingham plastic also has a yield stress. The
governing equation for this model is given by
γ˙ = 0 for |IIτ | ≤ |τy|2 ,
τ =
 |τy|∣∣∣γ˙∣∣∣ +K
 γ˙ for |IIτ | > |τy|2 . (2.59)
From equations (2.1) and (2.59), in the region where |IIτ | > |τy|2, it follows that
η
(∣∣∣γ˙∣∣∣) = |τy|∣∣∣γ˙∣∣∣ +K . (2.60)









A Casson ﬂuid is a viscoplastic ﬂuid that may be modelled as follows:









γ˙ for |IIτ | > |τy|2 .
(2.62)
From equation (2.62), where |IIτ | > |τy|2, and equation (2.1), the apparent viscosity for
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Applying equation (2.30), the apparent viscosity can be written into the following form:

















Simple shear is a constant-volume strain. If only one component of the velocity is
non-zero and the spatial gradient of the velocity is constant and perpendicular to the
direction of the velocity, the special case of deformation is referred to as simple shear.
The magnitude of the shear rate is then the absolute value of the velocity gradient as
indicated by equations (B.6) and (B.10) for the respective coordinate systems. The
three elongating linear deformation components, D11, D22 and D33 are therefore zero
and only two of the six shearing linear deformation components prevail. Under such













respectively. In the above matrices, since D is a symmetric tensor, D12 = D21. The
simple shear tensor is denoted by D+W and the magnitude of the scalar shear rate by
|γ˙21| = 2 |D21|. From equation (2.26), it follows that J2 = |IID| = D212.
For such simple shearing conditions, the only non-vanishing terms of the viscous forces
are the shear stress components: τ12 = τ21. In the case of a generalized Newtonian ﬂuid,
following from equation (2.1), the shear stress - shear rate dependency is denoted by
|τ21| = η |γ˙21| = 2η |D21| . (2.66)
All the equations are one-dimensional and the positive direction is chosen in the direction
of the ﬂuid velocity. The remainder of this chapter abide by these simple shearing
conditions. The 21-subscripts are dropped for the sake of notational simplicity. The
scalar τ therefore represents the shear stress tangential to the ﬂow direction and is
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Figure 2.3: The shear stress under simple shearing conditions.
deﬁned in this study as
τ = η γ˙ . (2.67)
The sign of the scalar shear stress is therefore chosen to correspond to the sign of the
shear rate. Considering Figure 2.3, the scalar shear stress in equation (2.67) denotes
the shear stress applied by the ﬂuid on the positive y-side (or on the positive radial side
for cylindrical coordinates) of an imaginary plane on the ﬂuid at that plane.










correlating with the deﬁnition by Liu & Zhu (2010).
The respective ﬂuid models for linear motion are listed below:
• Newtonian ﬂuids:
τ = µ γ˙ . (2.69)
• Herschel-Bulkley ﬂuid:
γ˙ = 0 for |τ | ≤ |τy| ,
τ = (|τy|+K |γ˙|n) sign (γ˙) for |τ | > |τy| .
(2.70)
• Power law or Ostwald-de Waele ﬂuid:
τ = K |γ˙|n sign (γ˙) . (2.71)
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• Bingham plastic ﬂuid:
γ˙ = 0 for |τ | ≤ |τy| ,
τ = |τy| sign (γ˙) +K γ˙ for |τ | > |τy| .
(2.72)
• Casson ﬂuid:







|γ˙| for |τ | > |τy| .
(2.73)
Assuming |τ | > |τy| for the viscoplastic ﬂuids, equations (2.69) to (2.73) may all be
written into the form of equation (2.67), where τ is equal to a single non-zero shear stress
component of the viscous stress tensor. The η (J2)-expressions derived in Paragraph 2.1.4
are also applicable for simple shearing conditions.
In Figure 2.4, the relations between the shear rate and the shear stress (denoted by












Herschel−Bulkley (n < 1)
Bingham Plastic
Herschel−Bulkley (n > 1)
Power Law (n < 1)
Newtonian
Power Law (n > 1)
Figure 2.4: Qualitative flow curves of different fluid types.
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2.2 Parallel plate flow
Flow through inﬁnitely wide parallel plates will be modelled by means of the rectangular
Cartesian coordinate system. The y-axis is orientated perpendicular to the plates and
the x-axis in the general ﬂow direction. Since there is no ﬂow in the direction of
the z-axis, only the xy-plane needs to be considered in the modelling process. The







Figure 2.5: The parallel plates with the corresponding coordinate system utilized.
For fully developed ﬂow, the velocity has no y-component. Equation (2.6) reduces to
∂u
∂x
= 0 . (2.74)
Since the fully developed velocity proﬁle is time independent, it follows from equation
(2.74) that u (y). From equation (2.74) and the scalar momentum transport equations
(equations (2.45) and (2.44)), in the y-direction,
∂pb
∂y
= 0 ⇒ pb (x) , (2.75)












In this paragraph – purely on a notational basis – the gravitational body force is neg-
lected and pb is replaced by p in equations (2.75) and (2.76). All the derivations below
are however still applicable had the gravitational force not been neglected.
Fully developed ﬂow comply with the conditions for simple shear and the magnitude of
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In this study, the parallel plates are placed a distance H apart and 0 ≤ y ≤ H .
2.2.1 Plane Poiseuille flow
In this paragraph both the external parallel plates are assumed to remain stationary,
i.e. U = 0. In Paragraphs 2.2.1.1 to 2.2.1.5, expressions for the velocities and wall shear
stresses of the diﬀerent ﬂuid models are given. The analytical results obtained for these
diﬀerent ﬂuid models are compared to one another in Paragraphs 2.2.1.6 and 2.2.1.7.
2.2.1.1 Newtonian fluids







Integrating the latter equation twice with respect to y and assuming that the no-slip
boundary condition holds, it follows that the fully developed velocity proﬁle between





∣∣∣∣∣ (H − y) . (2.79)
The pressure gradient can be eliminated and the shape of velocity proﬁle retained by
















Stellenbosch University  http://scholar.sun.ac.za
Chapter 2 Microscopic modelling 24
where u(y)norm is thus a dimensionless quantity.




































For ﬂow between two parallel plates a distance H apart, the shear stress and the yield











respectively. In equation (2.87), Dc denotes the dimension of the core region where the
shear rate is zero and the velocity is at a maximum. Let ζ denote the ratio between the
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magnitude of the yield stress and the wall shear stress, thus
ζ =
∣∣∣∣ τyτw
∣∣∣∣ = DcH . (2.88)












if |τ | > |τy|.
Only the top half of the ﬂow domain (y ≥ H/2), where du/dy ≤ 0, is considered.




























From the no-slip boundary condition it follows that u = 0 at y = H. Integrating equa-























Equation (2.91) is thus an expression for the velocity proﬁle outside the plug region.
Deﬁne the plug section as the region between the parallel plates where the shear rate is
zero. The maximum (or plug) velocity is at y = (H +Dc) /2. It thus follows that

















The pressure gradient can be eliminated and the velocity proﬁle normalized (as well as








Integrating the velocity proﬁle over half the domain and dividing by half the distance
between the parallel plates, the following expressions for the average velocity are ob-
Stellenbosch University  http://scholar.sun.ac.za






































































































The width of the core region, Dc, can be determined analytically by means of a computer
code such as Mathematica by substituting numerical values for H , K, |τy|, u and n into
equation (2.97).
From equation (2.96) it is evident that to ﬁnd an analytical expression for the wall
shear stress in terms of the mean velocity (similar to equation (2.85) for Newtonian
ﬂuids) may be an arduous task. From the deﬁnition of a Herschel-Bulkley ﬂuid, two
asymptotic conditions exist: one where the shear rate is zero over the entire channel
width and |τw| = |τy|; the other, the power law limit (where the no-shear plug region
becomes negligible) and |τw| >> |τy|. As expected, from the no-slip boundary condition,
in the ﬁrst circumstance equation (2.96) yields:
u = 0 . (2.98)
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Equation (2.101) may then be written into the following form:
Y (Z) = (1 + Zs)
1
s . (2.104)
By setting Z = 1, the average velocity at the intercept of the two asymptotic condi-
tion can be determined. Following Churchill & Usagi (1972), the shifting parameter of





If this shifting parameter is utilized, the two functions for the wall shear stress (given
by equations (2.96) and (2.101)) will intersect at the same average velocity as at the
intersection of the two asymptotes.





























− 1 + n
1 + 2n
= 0 (2.107)
for Z = 1. The ratio ζ was determined for various n-values. The shifting parameter is
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Table 2.1: The analytically obtained shifting parameter, sanalytical, for various n values of
the Herschel-Bulkley model in Cartesian coordinates.
Shear Thinning Shear Thickening
n ζ sanalytical n ζ sanalytical
0.1 0.4845 0.9566 1 0.4142 0.7864
0.2 0.4719 0.9230 1.5 0.3936 0.7434
0.3 0.4613 0.8958 2 0.3777 0.7118
0.4 0.4521 0.8732 2.5 0.3646 0.6871
0.5 0.4441 0.8539 3 0.3536 0.6667
0.6 0.4369 0.8372 3.5 0.3440 0.6495
0.7 0.4305 0.8224 4 0.3354 0.6346
0.8 0.4246 0.8092 4.5 0.3278 0.6215
0.9 0.4192 0.7973 5 0.3209 0.6098
1 0.4142 0.7864 5.5 0.3145 0.5992





The calculations were done by means of Mathematica and the values obtained are listed
in Table 2.1.
Utilizing the least square ﬁt method, a third order polynomial was ﬁtted through the
shear thinning data points. The following polynomial function was obtained:
s(n) = 0.9941− 0.4110n+ 0.3155n2 − 0.1126n3 (2.109)
and plotted together with the analytical data points in Figure 2.6(a).
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(a) Shear thinning data points from Table 2.1
and equation (2.109).


















(b) Shear thickening data points from Table 2.3
and equation (2.112).
Figure 2.6: Plane Poiseuille flow: A third order polynomial approximation for the shifting
parameter, s.




















= 0.9999 . (2.111)
A similar procedure was followed for the shear thickening data in Table 2.1 (where
n > 1). Here the polynomial function
s(n) = 0.8924− 0.1277n+ 0.0220n2 − 0.0015n3 (2.112)
was obtained. The R2-error of this polynomial ﬁt is
R2 = 0.9997 . (2.113)
A plot of equation (2.112) with the relevant data points are shown in Figure 2.6(b).
In Figure 2.7, equations (2.96) and (2.101) (where s was obtained from equation (2.109)),
as well as the two asymptotic conditions, |τw| = |τy| and equation (2.100), are plotted
on a log-log scale.
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Analytically obtained relation: Equation (2.96)
Asymptote matching: Equation (2.101)
Figure 2.7: Herschel-Bulkley fluid: A plot of the wall shear stress versus the mean velocity
where H = 0.002m, K = 0.0405Pa.sn, n = 0.6 and |τy| = 0.071Pa .
From equations (2.69) to (2.72) it follows that:
• If the yield stress and Dc are zero, the Herschel-Bulkley model reduces to the
power law model.
• If n = 1, the Herschel-Bulkley model reduces to the Bingham plastic model.
• If |τy| = 0; Dc = 0 and n = 1, the Herschel-Bulkley model reduces to a Newtonian
model where K denotes the constant viscosity.
2.2.1.3 Power law model
Substituting |τy| = 0 and Dc = 0 into the expressions obtained for a Herschel-Bulkley
ﬂuid model, the following equations follow for a power law ﬂuid:
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which, as expected, correspond to equations (2.95) and (2.96) where |τy| = 0 and Dc = 0.
The following simpliﬁed expressions for respectively the velocity proﬁle, the maximum

























Equation (2.121) presents a direct analytical function of the wall shear stress in terms
of the average velocity.
Note that if n = 1, all the equations obtained for a fully developed power law ﬂuid reduce
to those of a Newtonian ﬂuid given in Paragraph 2.2.1.1. Under such circumstances, K
is equivalent to the constant Newtonian viscosity, µ.
2.2.1.4 Bingham plastic model
Substituting n = 1 into the expressions obtained for a Herschel-Bulkley ﬂuid model, the
following equations follow for a Bingham plastic ﬂuid:
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−Dc (H − y)
]
. (2.122)

















































Note that if the yield stress is zero, equations (2.122) to (2.125) reduce to equations
(2.79) to (2.83) that are applicable to the fully developed velocity proﬁle of a Newtonian
ﬂuid.
















Substituting numerical values for H , K, |τy| and u into equation (2.127), an analytical
value for Dc can be obtained by means of for example Mathematica.
From equation (2.126), it is clear that, to write |τw| as function of u, will be an ardu-
ous task. Again, as was done in the case of a Herschel-Bulkley ﬂuid, two asymptotic
conditions of the wall shear stress are matched by means of the method discussed by
Churchill & Usagi (1972). The two asymptotic conditions are again |τw| = |τy|, where
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Writing equation (2.130) into the form of equation (2.104),
































= 0 . (2.134)
Solving the ratio yields
ζ = 0.4142 . (2.135)
This value is thus independent of H , K and u. Substituting this fraction into equation
(2.108), it follows that the shifting parameter for a Bingham plastic ﬂuid ﬂowing between
two parallel plates is
s = 0.7864 . (2.136)
Note that this is equal to the analytical shifting parameter obtained for a Herschel-
Bulkley ﬂuid if n = 1, listed in Table 2.1.
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Analytically obtained relation: Equation (2.126)
Asymptote matching: Equation (2.130)
Figure 2.8: Bingham plastic fluid: A plot of the wall shear stress versus the mean velocity
where H = 0.002m, K = 0.0405Pa.s and |τy| = 0.071Pa .
In Figure 2.8, equations (2.126) and (2.130), as well as the two asymptotic conditions,
|τw| = |τy| and equation (2.129), are plotted on a log-log scale.
2.2.1.5 Casson model











if |τ | > |τy|.
Only the top half of the ﬂow domain (y ≥ H/2), where du/dy ≤ 0, is considered.
























From the no-slip boundary condition it follows that u = 0 at y = H. Integrating equa-















2 − (2y −H) 32
)
+Dc (H − y)
]
. (2.139)
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2 − (2y −H) 32
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Thus, for given values of H , K, |τy| and u, an analytical value for Dc can be obtained.
As was done with the Herschel-Bulkley and the Bingham plastic model, |τw| is now writ-
ten in terms of the mean velocity by means of asymptote matching. The two asymptotic












This is identical to equation (2.130). Writing equation (2.145) into the form of equation
(2.104) therefore yield expressions for Y and Z equivalent to equations (2.131) and
(2.132) respectively. Also, if Z = 1, equation (2.133) follows. From equations (2.133)















= 0 . (2.146)
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Analytically obtained relation: Equation (2.143)
Asymptote matching: Equation (2.145)
Figure 2.9: Casson fluid: A plot of the wall shear stress versus the mean velocity where
H = 0.002m, K = 0.0405Pa.s and |τy| = 0.071Pa .
Solving the ratio, |τy| / |τw|, through means of Mathematica yields
ζ = 0.2120 . (2.147)
Substituting this fraction into equation (2.108), the shifting parameter for a Casson ﬂuid
ﬂowing between two parallel plates is
s = 0.4469 . (2.148)













where s∗ = 2s = 0.8937, corresponds better to the deﬁnition of the Casson ﬂuid ex-
pressed by equation (2.73).
In Figure 2.9, equations (2.143) and (2.145) (where s = 0.4469), as well as the two
asymptotic conditions, |τw| = |τy| and equation (2.129), are plotted on a log-log scale.
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2.2.1.6 Comparison between the different fluid models
In this paragraph the diﬀerent ﬂuid models are compared to one another. The distance
between the parallel plates was chosen as H = 0.1 m. The consistency index and the
magnitude of the yield stress were set equal to K = 0.004Pa.sn and |τy| = 0.003Pa
respectively. For the shear thinning ﬂuids, the behaviour index was set equal to n = 0.8,
and for a shear thickening ﬂuid, n = 1.2.
By utilizing equations (2.97), (2.127) and (2.144), the critical Dc-values were determined
for a speciﬁed average velocity. By substituting these values into equation (2.87) the
respective pressure gradients were determined. In Figure 2.10 these pressure gradients
are shown as a function of the average velocity.
For small velocities, a higher pressure gradient is required for shear thinning ﬂuids than
for shear thickening ﬂuids for a speciﬁc discharge. As the average velocity increases, this
situation changes and higher pressure gradients are needed for shear thickening ﬂuids.
This phenomenon can be explained by referring to Figure 2.4. For a Casson ﬂuid, much
greater pressure gradients are required.
In Figure 2.11 typical normalized velocity proﬁles are depicted. Here the critical
Dc-value was determined by setting the pressure gradient equal to dp/dx = −0.175 Pa.m−1.
By utilizing equation (2.87), it followed that Dc = 0.0343 m.
In Figure 2.11 it is shown that the velocity proﬁle of a shear thinning power law ﬂuid


































Herschel−Bulkley (n > 1)
Bingham Plastic
Herschel−Bulkley (n < 1)
Power Law (n > 1)
Newtonian
Power Law (n < 1)
Figure 2.10: Plane Poiseuille flow: The required pressure gradient for a specified mean
velocity for the various fluid types.
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(n < 1) is broader, and that of a shear thickening power law ﬂuid (n > 1) is narrower,
than the velocity proﬁle of a Newtonian ﬂuid. The same holds for the velocity proﬁles
of a Herschel-Bulkley ﬂuid where n < 1 and where n > 1 with respect to the velocity
proﬁle of a Bingham plastic ﬂuid. This is due to the fact that, for a shear thinning ﬂuid,
the apparent viscosity decreases at the higher shear rate regions close to the wall and
therefore the ﬂuid velocity is higher compared to that of a ﬂuid where n = 1 in those
regions. The opposite holds for shear thickening ﬂuids.















Herschel−Bulkley (n < 1)
Bingham Plastic
Power Law (n < 1)
Newtonian
(a) Shear thinning Herschel-Bulkley and power
law fluids versus Newtonian, Casson and Bing-
ham plastic fluid models.
















Herschel−Bulkley (n > 1)
Newtonian
Power Law (n > 1)
(b) Shear thickening Herschel-Bulkley and
power law fluids versus Newtonian, Casson and
Bingham plastic fluid models.
Figure 2.11: Plane Poiseuille flow: The various fully developed, normalized, dimensionless
velocity profiles.
2.2.1.7 Fanning friction factor and Reynolds numbers





Following Alabi (2011), in 1883 Osborne Reynolds1 showed experimentally that whether
the ﬂow in a closed conduit is laminar or turbulent depends on the diameter of the pipe
(or in this case the distance between the parallel plates), the density and the viscosity
1Reynolds, O. (1883). An experimental investigation of the circumstances which determine whether
the motion of water shall be direct or sinuous, and of the law of resistance in parallel channels. Philo-
sophical Transactions of the Royal Society, 174, pp. 935–982. doi:10.1098/rstl.1883.0029.
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of the ﬂuid, as well as its velocity. He combined these parameters and derived a non-
dimensional factor that is the critical parameter determining the transition from laminar
to turbulent ﬂow. Generally the Reynolds number is deﬁned as the ratio between the
magnitude of the inertial forces and the magnitude of the viscous forces. Many diﬀerent
expressions exist for Reynolds numbers of non-Newtonian ﬂuids. Since for generalized
Newtonian ﬂuids the apparent viscosity is a function of the shear rate, in this study we




In equation (2.151), l and a denote a characteristic length and a characteristic acceler-
ation respectively. For ﬂow in an open channel (thus where there is no porous medium





Here the hydraulic diameter, Dh, is taken as the characteristic length and is deﬁned by




where Rh is the hydraulic radius, A denotes the cross-sectional area and Pw represents
the wetted perimeter. In this case of ﬂow between parallel plates a distance H apart,
Dh = 2H . (2.154)
In equation (2.152), ηw denotes the apparent viscosity at the no-slip wall. For a New-
tonian ﬂuid, this apparent viscosity is the constant viscosity, µ. Substituting equation
(2.85) into equation (2.150), it follows that fRe = 24 for a Newtonian ﬂuid ﬂowing
between parallel plates. For generalized Newtonian ﬂuids, the apparent viscosity in




The product of the Reynolds number and the Fanning friction factor is therefore denoted
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The shear rate at the wall, γ˙w, may be determined by calculating the ﬁrst derivative
of the velocity proﬁle with respect to y and then setting y = H . By diﬀerentiating
















Substituting equations (2.95) and (2.157) into equation (2.156), it follows that
fRe = 24G(ζ, n)[pp] , (2.158)
where
G(ζ, n)[pp] =
(1 + n) (1 + 2n)
3n (1− ζ) (1 + n (1 + ζ)) (2.159)
and ζ is the ratio deﬁned in equation (2.88). By making the relevant substitutions,
equation (2.158) may be applied to a Herschel-Bulkley, a power law, a Bingham plastic
and a Newtonian ﬂuid.
For a Casson ﬂuid the following expression is obtained:





1− 2√ζ + ζ
)
10− 24√ζ + 15ζ − ζ3 . (2.161)
In Figure 2.12 the function fRe are plotted for the various ﬂuids. The behaviour index
was taken in the range 0.3 ≤ n ≤ 1.7 and the ratio, ζ , was considered between 0
(thus when there is no yield stress) and 0.8. In Figures 2.12(a) and 2.12(b), fRe (ζ, n)
and fRe (n) are depicted for a Herschel-Bulkley and a power law ﬂuid respectively. In
Figures 2.12(c) and 2.12(d), the functions fRe (ζ) for a Bingham plastic and a Casson
ﬂuid are shown. The red dots in Figures 2.12(b), (c) and (d) represent fRe for a
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Newtonian ﬂuid.





















































Figure 2.12: Plane Poiseuille flow: Plots of fRe as a function of the ratio between the
magnitude of the yield stress and the wall shear stress and / or the behaviour index, n.
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2.2.2 Plane Couette-Poiseuille flow
In this paragraph the lower plate has a velocity component in the streamwise direction,
thus the opposite direction of the pressure gradient. As was illustrated in Figure 6.1,
the speed of this moving wall is denoted by U . It is assumed that the no-slip boundary
condition holds on the stationary, upper wall that is located at y = H , as well as the
moving, lower wall at y = 0.
2.2.2.1 Newtonian fluids
There exist three possible scenarios if a negative pressure gradient is applied. For both
Newtonian and power law ﬂuids, in Scenario (1) and (2), the maximum velocity is
located at y = 0, and in Scenario (3), at y = H − h3, as schematically depicted in
Figure 2.13. The lengths hk={1,2,3} are deﬁned such that, for Scenario (k), du/dy = 0 at










Figure 2.13: Three scenarios for plane Couette-Poiseuille flow of non-viscoplastic fluids.
Integrating equation (2.78) twice with respect to y and enforcing the Dirichlet boundary
















∣∣∣∣∣H2 + U2 . (2.163)
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As was illustrated in Figure 2.3, this shear stress deﬁnition refers to the force applied
on a ﬂuid element by matter on the positive side of that element. The force exerted by




Taking the ﬁrst derivative of equation (2.162) with respect to y and eliminating the
pressure gradient by means of equation (2.163), from equations (2.164) and (2.165), the













respectively. Eliminating U by substituting equation (2.163) into equations (2.166) and





Thus, from equation (2.84), for a Newtonian ﬂuid subjected to a speciﬁc pressure gra-
dient, the resisting shear force is equivalent whether plane Poiseuille or plane Couette-
Poiseuille ﬂow is considered – as is expected from force equilibrium.
Scenario (1)
In this scenario, the position where du/dy = 0 varies since it is dependent on the
distance between the plates, the velocity of the moving wall and the pressure gradient.
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Since H < h1, from equation (2.169) it follows that∣∣∣∣∣dpdx
∣∣∣∣∣ < 2µ UH2 . (2.170)
The maximum velocity is umax = U and is located at y = 0.
Substituting equation (2.170) into equation (2.163) the upper limit for the average ve-




≤ u < 2U
3
. (2.171)
From equations (2.166), (2.167) and (2.171) it follows that τUw < 0 and that τ
L
w > 0 as
expected.
Scenario (2)
In the second scenario, the maximum velocity is located at y = 0 and is equal to










yielding τLw = 0 if substituted into equation (2.167).
Scenario (3)
In Scenario (3), the position of the maximum velocity varies, since it is dependent on
the distance between the plates, the velocity of the moving wall, as well as the pressure
gradient. This maximum velocity is situated at
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Unlike Scenario (1), since H > h3, following from equation (2.174)∣∣∣∣∣dpdx
∣∣∣∣∣ > 2µ UH2 . (2.176)
The magnitude of the pressure gradient is therefore positive, yielding the following lower
limit for the average velocity:
2U
3
< u . (2.177)
Thus, both τUw and τ
L
w are negative values.
2.2.2.2 Herschel-Bulkley model
As was shown in Figure 6.1, the velocity of the external boundary is in the positive x-
direction. For a viscoplastic ﬂuid, there are three possible scenarios: The ﬁrst scenario
is where the velocity of the wall and the pressure gradient are such that no plug region
develops and where the ﬂuid velocity at the wall is the maximum velocity between the
parallel plates. The second is where the velocity of the wall is equal to the plug velocity
and the third is where a plug region forms and the velocity of the wall is less than this
maximum plug velocity. These three situations are illustrated schematically in Figure
2.14.
In this paragraph on Herschel-Bulkley ﬂuids, veriﬁcation from the literature will be done












H − h3 −Dc
(1) (2) (3)
Figure 2.14: Three scenarios for plane Couette-Poiseuille flow of viscoplastic fluids.
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of a Herschel-Bulkley ﬂuid ﬂowing between parallel plates for various circumstances. In
their study the upper wall was non-stationary, and a possible slip was assumed at both
walls. Therefore, to apply their work to this study, their slip parameter, β, must be set
equal to zero. Both y˜ and u˜ are dimensionless quantities denoting measurements of the
y position between the plates and the velocity respectively. These quantities are deﬁned
by











∣∣∣∣∣ , s = 1n , Ω = uU , λ1 = hkH and λ2 = hk +DcH , (2.179)
(where hk refers to h of Scenario (k)) to correlate their expressions with those obtained
in this paragraph.



















In the ﬁrst scenario considered, the pressure gradient is too small for a plug region to
develop and du/dy < 0 over the entire region between the plates. In equation (2.180),
both the yield stress and the consistency index are constant with respect to y. Equation











Integrating this equation with respect to y and utilizing a von Neumann boundary







∣∣∣∣∣ (y −H + h1) , (2.182)
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where h1 > H . Rewriting the latter equation and integrating it with respect to y yields











(y −H + h1)
n+1
n + IC1 . (2.183)
Enforcing the two Dirichlet boundary conditions, u(0) = U and u(H) = 0, yields






























































Equation (2.186) may be utilized to solve h1 for a speciﬁc case study of which the
pressure gradient is known.
The average velocity may be determined by integrating equation (2.185) over the channel
width and dividing the result by the distance between the plates, yielding
u =
n

















Therefore, for a given average velocity, h1 and |dp/dx| are the only unknowns in equa-
tions (2.186) and (2.187) and can therefore be solved for a speciﬁc case study.
Conditions for this case
At H = h1, the ﬁrst derivative of the velocity is zero at y = 0 and thus corresponds
to the limiting condition for Scenario (2), as will be discussed in the following section.
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−1 1n+1 < h1 . (2.188)
Veriﬁcation with results from literature
Lawal et al. (1993) obtained the following expression for the dimensionless velocity







(λ1 − y˜)s+1 (2.189)
where 0 ≤ y˜ ≤ 1 and where λ1 is given by
Λs
(s+ 1)
(λ1 − 1)s+1 − Λ
s
(s+ 1)
λs+11 + 1 = 0 . (2.190)
Furthermore, the dimensionless volume ﬂow rate was denoted by
Ω =
Λs
(s + 1) (s+ 2)
[






By making the appropriate substitutions from equation sets (2.178) and (2.179), after
some algebraic manipulations, equation (2.189) reduces to equation (2.185) in the region
0 ≤ y ≤ H . Equations (2.190) and (2.191) reduce to equations (2.186) and (2.187)
respectively.
Scenario (2)
In the second scenario, the velocity of the lower parallel plate, U , is equal to the velocity
in the plug region. The two limiting conditions for the width of the core region are
ﬁrstly where the entire plug region forms (and the width is Dc) and, secondly, where no
plug forms and du/dy is zero at y = 0.
From equation (2.180), considering the upper part of the domain outside the plug region,
where du/dy ≤ 0, equation (2.181) follows. Similar to equation (2.182), integrating
equation (2.181) with respect to y and enforcing the boundary condition, du/dy = 0 at







∣∣∣∣∣ (y −H + h2) , (2.192)
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where, in this scenario, h2 ≤ H . Like equation (2.185), enforcing the boundary condition,





















The plug velocity at y = H − h2 is therefore















For a known pressure gradient, the width outside the plug region, h2, can thus be solved
with ease.
Integrating equation (2.193) outside the plug region, H − h2 ≤ y ≤ H , adding the
plug velocity times the width of the plug region, and dividing the sum by the distance
between the parallel plates, yields
u =
n












2 (H (2n+ 1)− h2n)
]
. (2.195)
(Note that this integration outside the plug region is possible, since both H and h2 are
positive values and n > −1/2 is satisﬁed.)
Therefore, for a speciﬁc case study, from equations (2.194) and (2.195), h2 and |dp/dx|
may be solved if the average velocity is known.
Conditions for this case
Equation (2.87) still holds for plane Couette-Poiseuille ﬂow. The maximum possible
dimension of the core region, Dc, may thus be determined. Equation (2.87) may be
rewritten as





For this second scenario then to occur,
H −Dc ≤ h2 ≤ H . (2.197)
Also, the maximum possible dimension of the plug region must be smaller than the
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distance between the parallel plates, in other words
Dc < H . (2.198)
Veriﬁcation with results from literature
Lawal et al. (1993) obtained the following expression for the dimensionless velocity







(λ1 − y˜)s+1 (2.199)









λs+11 = 0 . (2.201)






(s+ 1) (s+ 2)
λs+21 . (2.202)
By making the appropriate substitutions form equation sets (2.178) and (2.179), after
some algebraic manipulations, equation (2.199) reduces to equation (2.193) in the region
H − h2 ≤ y ≤ H , and equation (2.200) reduces to equation (2.194) in the region
0 ≤ y ≤ H − h2. Equations (2.201) and (2.202) reduce to equations (2.194) and (2.195)
respectively.
Scenario (3)
In equation (2.180), again considering the upper part of the domain outside the plug
region, where du/dy ≤ 0, equation (2.181) follows. Similar to Scenarios (1) and (2),
integrating equation (2.181) and utilizing the boundary condition, du/dy = 0 at







∣∣∣∣∣ (y −H + h3) . (2.203)
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that corresponds to the plug velocity obtained in equation (2.194).
In the lower part of the channel outside the core region, where du/dy ≥ 0, equation










Integrating equation (2.206) with respect to y and again utilizing the von Neumann
boundary condition adjacent to the plug region: du/dy = 0 at y = H −h3−Dc and the













(H − h3 −Dc)
n+1





At y = H − h3 − Dc, equation (2.207) yields the maximum plug velocity. Thus, from





















Integrating equation (2.207) (where equation (2.208) has been substituted) from y = 0
to y = H − h3 − Dc, the maximum velocity over the plug region and equation (2.204)
over the upper part outside the plug region, H − h3 ≤ y ≤ H , adding the solutions
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Integration outside the core region is possible if n > −1/2, Dc + h3 < H and both H
and h3 are positive values – all restrictions that are satisﬁed.
Therefore, again for a speciﬁc case study, for a given average velocity, h3 and |dp/dx| is
solvable from equations (2.208) and (2.209).
Conditions for this case
For this scenario to occur, the plug region must be detached from the two walls. There-
fore
0 < h3 < H −Dc . (2.210)
Also, the plug region must be smaller than the distance between the parallel plates, in
other words
Dc < H . (2.211)
Veriﬁcation with results from literature
Lawal et al. (1993) obtained the following expressions for the respective dimensionless







(λ1 − y˜)s+1 (2.212)
where 0 ≤ y˜ ≤ λ1,








(1− λ2)s+1 − Λ
s
(s+ 1)
(y˜ − λ2)s+1 + 1 (2.214)
where λ2 ≤ y˜ ≤ 1.




(1− λ2)s+1 − Λ
s
(s+ 1) (s+ 2)
[
(1− λ2)s+2 + λs+21
]
+ 1 . (2.215)
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According to Lawal et al. (1993),













(1− λ2)s+1 = 0 . (2.217)
By making the relevant substitutions from equation sets (2.178) and (2.179), equation
(2.212) reduces to equation (2.205) in the region H − h3 ≤ y ≤ H . The dimensionless






















which is merely equation (2.207) evaluated at y = H − h3 − Dc (that corresponds to
equation (2.205)), and is applicable in the region H−h3−Dc ≤ y ≤ H−h3. The latter
velocity proﬁle denoted by equation (2.214) renders to equation (2.207) and is relevant
between the moving wall and the plug region, 0 ≤ y ≤ H − h3 −Dc.
Equation (2.216) corresponds directly to equation (2.196) and equations (2.215) and
(2.217) reduce to equations (2.209) and (2.208) respectively.
2.2.2.3 Power law model
Joshi et al. (2002) used generalized pressure ﬂow for developing a ﬂow model for a
ceramic tape-casting process. The slurry ﬂow was represented as a part of a channel
in which plane Poiseuille ﬂow was the assumed velocity proﬁle. In eﬀect, analytical
expressions were obtained for plane Couette-Poiseuille ﬂow of Newtonian, power law
and Bingham plastic ﬂuids. These developed models correlated well with experimental
data. Their results will be utilized to verify the equations derived in this paragraph for
power law ﬂuids.
Filip & David (2003) investigated the ﬂow of a Robertson-Stiﬀ ﬂuid in a concentric
annuli where the inner cylinder moved along its axis. Pressure gradients opposing and
assisting the drag caused by the moving cylinder was considered. By making the relevant
substitutions, the analytical expressions obtained cover both power law and Bingham
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plastic ﬂuids.
The three scenarios depicted in Figure 2.13 are also relevant to power law ﬂuids. From
equation (2.71) and (2.76), for fully developed, time independent ﬂow, it follows for a


















The ﬁrst scenario for a power law ﬂuid is where the ﬁrst derivative never reaches zero
between the parallel plates. Since the consistency index in equation (2.219) is constant,
this equation may be rewritten into the form of equation (2.181). Since, in Scenario (1)
of a Herschel-Bulkley ﬂuid, the yield stress does not have any eﬀect, these two cases are
identical and all the expressions obtained there are also applicable to a power law ﬂuid.
Conditions for this case
For this scenario to occur, h1 > H . The minimum value for h1 may be determined by
equation (2.188).
Scenario (2)
As was depicted in Figure 2.13, the second scenario is where the ﬁrst derivative of the
velocity is zero at the lower wall. Thus h2 = H and du/dy ≤ 0 over the entire channel
width. This situation corresponds to Scenario (2) of a Herschel-Bulkley ﬂuid above the
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By setting n = 1 in equations (2.221) and (2.222), the latter equation may be rewritten
as equation (2.163), the average velocity obtained for Newtonian ﬂuids in Paragraph
2.2.2.1.
Conditions for this case
For this condition to occur, the pressure gradient, the width of the channel and U must








Consider the upper part of the domain where du/dy ≤ 0. In this region, since K is
constant, equation (2.219) reduces to equation (2.181). Integrating and enforcing the
boundary condition, du/dy = 0 at H − h3, and setting u(H) = 0, equation (2.204)
















In the lower part of the domain where du/dy ≥ 0, equation (2.219) reduces to equation
(2.206). Integrating and enforcing the boundary conditions: du/dy = 0 at H − h3 and



















+ U . (2.225)





















Thus, for a speciﬁc case study of which the pressure gradient is known, h3 can be
determined by means of equation (2.226). From equation (2.226) it follows that equation



















+ U . (2.227)
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Setting Dc = 0, equation (2.209) reduces to equation (2.228).
For a known average velocity, the pressure gradient and h3 may be solved for a speciﬁc
case study by utilizing equations (2.226) and (2.228).
Conditions for this case
For this scenario to occur, H/2 < h3 < H , and, following from equations (2.224) and
(2.226), U < umax.
Verification of the three scenarios from literature
In this study, the plane Couette-Poiseuille power law results are compared to that of
Joshi et al. (2002). The dimensions deﬁned in the referred paper for the three diﬀerent
scenarios are presented in Figure 2.15. The width of the actual opening is h0 in all the
respective cases. From the various scenarios depicted in Figures 2.13 and 2.15, h0 = H .



























To compare the results of Joshi et al. (2002) to the expressions obtained for the diﬀerent
scenarios in this paragraph, a speciﬁc case study is considered. Let K = 0.004 Pa.sn,
H = 0.1 m, U = 0.05 m.s−1 and, for convenience, set n = 0.5.
Scenario 1:
For the ﬁrst scenario, set |dp/dx| = 0.01Pa.m−1. From equation (2.186), it then follows
that h1 = 0.331366 m. Substituting this into either equation (2.184) or (2.185), the
velocities, u(y), listed in the third column of Table 2.2 followed for y ∈ [0, H ].
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Figure 2.15: Scenarios (1) to (3) by Joshi et al. (2002).





























From Scenario (1) depicted in Figures 2.13 and 2.15, |λuh0| = h1. From this it follows
that λu = 3.313657 which is greater than unity as required by Joshi et al. (2002). From
equation (2.230) it then follows that uc = U = 0.05m.s
−1. Solving equation (2.229) over
the domain −h1 ≤ y′ ≤ H − h1, velocities identical to u(y) are obtained, as are listed
in Table 2.2.
Scenario 2:
For the second scenario, from equation (2.221), set |dp/dx| = 0.04899 Pa.m−1. The
velocities obtained by means of equation (2.220) are listed in Table 2.2, column ﬁve.
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Table 2.2: Comparisons with the results obtained from the model by Joshi et al. (2002).
Scenario (1) Scenario (2) Scenario (3)
y y′ u(y) = u(y′) y′ u(y) = u(y′) y′ u(y) = u(y′)
0.1 -0.331366 0 -0.1 0 -0.065503 0
0.09 -0.321366 0.00666 -0.09 0.01355 -0.055503 0.02293
0.08 -0.311366 0.01291 -0.08 0.02440 -0.045503 0.03892
0.07 -0.301366 0.01878 -0.07 0.03285 -0.035503 0.04923
0.06 -0.291366 0.02427 -0.06 0.03920 -0.025503 0.05510
0.05 -0.281366 0.02940 -0.05 0.04375 -0.015503 0.05778
0.04 -0.271366 0.03417 -0.04 0.04680 -0.005503 0.05852
0.03 -0.261366 0.03861 -0.03 0.04865 -0.004497 0.05853
0.02 -0.251366 0.04271 -0.02 0.04960 -0.014497 0.05792
0.01 -0.241366 0.04651 -0.01 0.04995 -0.024497 0.05549
0 -0.231366 0.05 0 0.05 -0.034497 0.05





















From equation (2.231) it then follows that uc = U = 0.05 m.s
−1. Solving equation
(2.229) over the domain −H ≤ y′ ≤ 0, velocities identical to those obtained by means
of equation (2.220) followed.
Scenario 3:
For the ﬁnal scenario, set |dp/dx| = 0.1 Pa.m−1. From equation (2.226), it then follows
that h3 = 0.065503 m. The velocity proﬁle is then obtained by means of equation
(2.225) in the region 0 ≤ y ≤ H − h3 and by means of equation (2.227) in the region
H − h3 ≤ y ≤ H . These values are listed in the last column of Table 2.2.
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From Scenario (3) depicted in Figures 2.13 and 2.15, |λlh0| = h3. It thus follows that
λl = 0.655032 which is less than unity as required by Joshi et al. (2002). From equation
(2.232) it then follows that uc = U = 0.05 m.s
−1.
Since, in the analytical derivation of equation (2.229) it was assumed that du/dy ≥ 0,
the y′-axis was chosen such that this condition is satisﬁed above and below the maximum
velocity. These y′-values are listed in the second last column of Table 2.2. Therefore,
solving equation (2.229) over the domain −h3 ≤ y′ ≤ 0, the velocities obtained are
identical to u(y) solved by means of equation (2.227). Considering the domain
h3 −H ≤ y′ ≤ 0 equation (2.229) yields values identical to those obtained by equation
(2.225).
2.2.2.4 Bingham plastic model
Figure 2.14 and the dimensions deﬁned therein are also relevant to this viscoplastic ﬂuid
model.
In this section, to conﬁrm the results from published work, the analytical equations
derived by Tsangaris et al. (2007) for plane Couette-Poiseuille ﬂow of a Bingham plastic
ﬂuids will be compared to the expressions obtained here. Unlike this study, the lower
wall was stationary and the upper wall was moving. Also, in their derivations, the walls
were porous (thus permeable) and there existed a velocity component in the y-direction.
There ﬁnal expression were written in terms of a transverse Reynolds number, Re⊥,
that is zero for the purpose of this study. Their derivations was done by means of
dimensionless quantities. The deﬁnition of y˜ corresponds to that in Paragraph 2.2.2.2.





∣∣∣∣∣ , Co = UUp and Bn = HKUp |τy| . (2.233)
In these equations, Bn and Co are the dimensionless Bingham and the Couette numbers
respectively. In the work by Tsangaris et al. (2007) the deﬁnition of the dimensionless








Chen & Zhu (2008) extended the model of Tsangaris et al. (2007) to allow for a slip
parameter at the porous walls. This slip parameter was chosen so that the boundary
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condition enforced correlates with the two-domain Newtonian model of Beavers & Joseph
(1967). (The work of Beavers & Joseph (1967) will be discussed extensively in Chapter
4.)
The results obtained by Filip & David (2003) (referred to in Paragraph 2.2.2.3) and Chen
& Zhu (2008) are essentially the same as Tsangaris et al. (2007) if applied to this present
study. (Liu & Zhu (2010) extended the work of Filip & David (2003) for Bingham plastic
ﬂuids through annular channels by incorporating two new possible scenarios.)



















Here the pressure gradient is too small for a plug region to develop. In this scenario,
du/dy < 0. Since both the yield stress and the consistency index are constant with







Integrating equation (2.236) twice with respect to y yields
u (y) = − 1
2K
∣∣∣∣∣dpdx
∣∣∣∣∣ y2 + IC1y + IC2 . (2.237)
The integration constants may be solved by means of the following Dirichlet boundary











Solving h1 by setting n = 1 in equation (2.186) and substituting it into equation (2.185),
equation (2.238) follows.
As expected, equation (2.238) also corresponds to equation (2.162) for Newtonian ﬂuids
if µ is set equal to K, since the yield stress eﬀect has not come into play. Therefore, by
substituting µ with K, all the equations derived in Paragraph 2.2.2.1 for a Newtonian
ﬂuid are applicable to this scenario for a Bingham plastic ﬂuid.
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Conditions for this case
In this scenario, the ﬁrst derivative of the velocity with respect to y never reaches zero
inside the allowable region, 0 ≤ y ≤ H . Since du/dy is negative, a value of du/dy = 0
will be reached below the lower plate where y < 0, as was depicted in Figure 2.14 by h1.








< 0 . (2.239)




−1 12 < h1 . (2.240)
Veriﬁcation with results from literature









)eRe⊥ y˜ − 1
eRe⊥ − 1
 . (2.241)
Applying l’Hopital’s rule by taking the second order derivatives of the denominators and
the numerators and considering the limit where Re⊥ → 0, equation (2.241) reduces to
u˜ (y˜) =




y = H (1− y˜) ,
∣∣∣∣∣dpdx
∣∣∣∣∣ = UpKH2 , U = Co Up and |τy| = Bn K UpH (2.243)
into equation (2.238), and then dividing it by Up, equation (2.242) follows.
Conditions:
Following Tsangaris et al. (2007), for a positive Couette number (which is the situation
in this present study),
−1 +Re⊥ + e−Re⊥
Re2⊥
< Co (2.244)
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if Re⊥ → 0. Substituting the relevant equations from equation set (2.243) into equation
(2.239), equation (2.245) follows.
Scenario (2)
In the second scenario, the velocity of the lower parallel plate, U , is equal to the max-
imum plug velocity. The width of the core region varies anywhere from zero to Dc.
Considering the upper part of the domain outside the plug region, du/dy ≤ 0, equation
(2.235) reduces to equation (2.236). Integrating equation (2.236) with respect to y and
enforcing the boundary condition, du/dy = 0 at y = H − h2, yields∣∣∣∣∣dudy
∣∣∣∣∣ = 1K
∣∣∣∣∣dpdx
∣∣∣∣∣ (y −H + h2) . (2.246)





∣∣∣∣∣ [h22 − (y −H + h2)2] . (2.247)
The plug velocity at y = H − h2 is therefore









−1 12 . (2.249)
Integrating the respective velocity proﬁles over their applicable regions and dividing the











The height, h2, may be written in terms of the average velocity by eliminating the
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Substituting equation (2.251) into equation (2.249), the magnitude of the pressure gra-







By substituting equations (2.251) and (2.252) into equation (2.247), the velocity proﬁle
can be determined by means of the average velocity (without the need of a known
pressure gradient).
Conditions for this case
In this scenario, the distance between the plates, the velocity of the lower plate, the
pressure gradient, and the non-Newtonian ﬂuid properties are such that h1 (that may
be obtained from equation (2.186) by setting n = 1), does not satisfy the condition
stipulated by equation (2.240).
For this second scenario then to occur,
H −Dc ≤ h2 ≤ H . (2.253)
Also, the plug region (of which the maximum possible dimension is Dc) must be smaller
than the distance between the parallel plates, in other words
Dc < H . (2.254)
















−1 ≤ 1 . (2.255)
Veriﬁcation with results from literature
For the second scenario, Tsangaris et al. (2007) obtained the following velocity proﬁle
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eRe⊥ y˜ − 1
)
. (2.256)
Here λ1 denotes the dimensionless width of the velocity proﬁle outside the core region
as deﬁned in Paragraph 2.2.2.2, equation set (2.179). Again applying l’Hopital’s rule, it
follows that, in the limit where Re⊥ → 0, equation (2.256) reduces to
u˜ (y˜) =




h2 = λ1H , (2.258)
and substitution from equation set (2.243) into equation (2.247), the velocity obtained
is such that, if divided by Up, equation (2.257) follows.
Conditions:
According to Tsangaris et al. (2007), the range of the Couette number is limited by
Re⊥ (1− 2Bn)− 1 + e−Re⊥(1−2Bn)
Re2⊥




Following from equation (2.253), the lower limit was preferred to form part of the al-
lowable domain in this present study. Therefore, including the lower limit and applying
l’Hopital, equation (2.259) simpliﬁes to
1
2
(2Bn− 1)2 ≤ Co ≤ 1
2
(2.260)
where Re⊥ → 0.
Substitution from equation set (2.243) into equation (2.255) yields
1− 4Bn + 4Bn2 ≤ 2Co ≤ 1 . (2.261)
Equations (2.261) and (2.260) are equivalent.
Scenario (3)
In the ﬁnal scenario considered, the whole plug region develops between the plates.
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There exist two regions outside the plug: adjacent to the stationary wall, as well as
adjacent to the moving wall.
Considering the upper part of the domain outside the plug region where du/dy ≤ 0,
equation (2.235) reduces to equation (2.236). Following a route similar to Scenario (2),





∣∣∣∣∣ [h23 − (y −H + h3)2] . (2.262)






Since for plane Poiseuille ﬂow the velocity proﬁle is symmetric, substituting Dc in equa-
tions (2.122) and (2.123) with (H − 2h3), equations (2.262) and (2.263) follow.
In the lower part of the channel outside the core region where du/dy ≥ 0, equation




∣∣∣∣∣ = − 1K
∣∣∣∣∣dpdx
∣∣∣∣∣ . (2.264)
Integrating equation (2.264) with respect to y and again utilizing the von Neumann
boundary condition adjacent to the plug region: du/dy = 0 at y = H −h3−Dc and the
Dirichlet boundary condition at the wall: u (0) = U , it follows that
u (y) = − 1
2K
∣∣∣∣∣dpdx
∣∣∣∣∣ y2 + yK
∣∣∣∣∣dpdx
∣∣∣∣∣ (H − h3 −Dc) + U . (2.265)
At y = H − h3 − Dc equation (2.265) yields the maximum plug velocity. Thus, from





∣∣∣∣∣ (H −Dc) (Dc + 2h3 −H) . (2.266)







∣∣∣ + KUH ∣∣∣ dp
dx
∣∣∣− 2 |τy| . (2.267)
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For a Newtonian ﬂuid, where |τy| = 0 and where K is replaced by µ, from equation
(2.267), the oﬀset of the maximum velocity below the center between the parallel plates
corresponds to that denoted by equation (2.174): (µU/H) |dp/dx|−1. From equations











The average velocity may be determined by integrating equation (2.265) from y = 0 to
y = H−h3−Dc (where equation (2.266) is substituted), equation (2.263) over the plug
region, H − h3 − Dc ≤ y ≤ H − h3, and equation (2.262) over the upper part outside






∣∣∣∣∣ (h23 (3H − h3)− (H − h3 −Dc)3) . (2.269)
This also follows from equation (2.209) if n = 1. The pressure gradient and h3 may be




















Therefore, for a speciﬁed average velocity, yield stress and consistency index, the dimen-
sion of the core region can be determined by means of equation (2.270) andMathematica.
The width of the domain above the plug region, h3, may then be determined by means of
equation (2.268). Only the applicable solutions, where Dc + h3 < H , are then selected.
Alternatively, if equation (2.266) is not substituted into equation (2.265), integrating






∣∣∣∣∣ [h23 (3Dc + 2h3)− 2 (Dc + h3 −H)3]− UH (Dc + h3 −H) . (2.271)











equation (2.163), obtained for Newtonian ﬂuids, follows.
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Conditions for this case
For this scenario to occur, the plug region must be detached from the two walls. There-
fore
0 < h3 < H −Dc . (2.273)
Also, the plug region must be smaller than the distance between the parallel plates, in
other words
Dc < H . (2.274)

































Veriﬁcation with results from literature
For this case, Tsangaris et al. (2007) obtained the following expression for the dimen-







1− 2 Bn− Co Re⊥
e 2Re⊥ Bn − eRe⊥ e
2Re⊥ Bn
(
eRe⊥ y˜ − 1
)
. (2.277)
Between the plug region and the non-stationary wall, they obtained






1− 2Bn− Co Re⊥
e 2Re⊥ Bn − eRe⊥
(
eRe⊥ y˜ − eRe⊥
)
. (2.278)
From l’Hopital, in the limit where Re⊥ → 0, equations (2.277) and (2.278) reduce to
u˜ (y˜) =




(2Bn− y˜) (1 + 2Co+ 2Bn (y˜ − 1)− y˜)
4Bn− 2 (2.280)
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respectively.
Substituting equations (2.196) and (2.267), along with the expression from equations set
(2.243), into equations (2.262) and (2.265), and then dividing by Up, equations (2.279)
and (2.280) follow – thus conﬁrming equations (2.262) and (2.265).
Conditions:
For this scenario, Tsangaris et al. (2007) obtained the following limiting conditions for
the Couette and the Bingham number:
Re⊥ (1− 2Bn) + 1− eRe⊥(1−2Bn)
Re2⊥









In this study, following from equation (2.273), it was preferred that the boundaries are
not included in the permissible region of h3. From l’Hopital’s rule (in the limit where
Re⊥ → 0), applying the limits of the condition stated by equation (2.281) to this present
study, it follows that
−1
2
(2Bn− 1)2 < Co < 1
2
(2Bn− 1)2 . (2.283)



















from which, after some manipulation, equation (2.283) follows. From equation (2.276)
and equation set (2.233), it is evident this restriction is identical to equation (2.282).
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2.3 Flow through a cylindrical pipe
Flow through a cylindrical pipe will be modeled by means of cylindrical coordinates.
Axisymmetrical fully developed ﬂow is assumed, and therefore there is no velocity com-
ponent tangential to the circumference of the pipe. The θ-component of the velocity, as
well as all the derivatives with respect to θ, are thus assumed to be zero.
r
xθ 2R
Figure 2.16: The cylindrical pipe with the corresponding coordinate system utilized.




= 0 , (2.285)
since the radial component of the velocity is zero and the fully developed velocity proﬁle
is time independent.
In this paragraph (as was done in Paragraph 2.2) the gravitational body force is neglected
on a notational basis. It then follows from equation (2.285) and the linear momentum




and therefore p(x) is only a function of x. From the linear momentum transport equation














Fully developed ﬂow comply with the simple shearing conditions and the magnitude of
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In this study R denotes the radius of the pipe.
2.3.1 Hagen-Poiseuille flow
In this paragraph the external pipe wall, where no-slip is assumed, is stationary. In
Paragraphs 2.3.1.1 to 2.3.1.5, the velocity proﬁles and the resulting wall shear stresses
of the respective ﬂuids are given. In Paragraphs 2.3.1.6 and 2.3.1.7, the results obtained
for the diﬀerent ﬂuids are discussed and compared.
2.3.1.1 Newtonian fluids














Integrating equation (2.289) twice with respect to r and assuming that the no-slip bound-
ary condition holds, it follows that the fully developed velocity proﬁle of a Newtonian





∣∣∣∣∣ (R2 − r2) . (2.290)
The pressure gradient can be eliminated and the shape of velocity proﬁle retained by
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The magnitude of the shear stress is denoted by














For non-Newtonian models where yield stresses are relevant, Rc refers to the critical
radius. For such non-Newtonian ﬂuids, if r ≤ Rc, the shear rate is zero and the ﬂuid
moves as a rigid body. If Rc < r ≤ R, the conditions of the speciﬁc non-Newtonian
model under consideration hold. For pipe ﬂow, from equation (2.295), it follows that
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if |τ | > |τy|.
Consider only the top half of the pipe where du/dr ≤ 0. Substituting equation (2.288)

















From the no-slip boundary condition it follows that the velocity is zero at r = R.





















Equation (2.303) is thus the velocity proﬁle of a Herschel-Bulkley ﬂuid outside the plug
region.
Inside the plug region the velocity is
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The mean velocity is determined by integrating the velocity proﬁle, expressed by equa-
tion (2.303), over the circular area between R and Rc, adding uplug × Aplug and then






























R2 (2n2 + 3n+ 1) + 2n (1 + n)RRc + 2n
2R2c












(1− ζ) 1+nn ×[
2n2 + 3n+ 1 + 2nζ (1 + n) + 2n2ζ2
6n2 + 5n+ 1
]
. (2.308)
Equation (2.307) times πR2 can be rewritten into the same form (and is equivalent to)
the ﬂow rate obtained by Balhoﬀ & Thompson (2004).
Substituting equation (2.298) into equation (2.307), the pressure gradient may be elim-















R2 (2n2 + 3n+ 1) + 2n (1 + n)RRc + 2n
2R2c






The radius of the plug region, Rc, can be obtained analytically by means of, for example,
Mathematica by substituting numerical values for K, τy, R, u and n.
An asymptote matching technique will be used to obtain an explicit expression for the
wall shear stress in terms of the average pipe velocity. From the deﬁnition of a Herschel-
Bulkley ﬂuid, two asymptotic conditions exist: one where the shear rate is zero over the
entire channel width and |τw| = |τy|; the other, the power law limit (where the no-shear
plug region becomes negligible) and |τw| >> |τy|. As expected from the no-slip boundary
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condition, in the ﬁrst circumstance equation (2.308) yields:
u = 0 . (2.310)




















These two asymptotic conditions can be combined yielding the following analytical ex-













Equation (2.313) can be rewritten into the form given by equation (2.104) and the
shifting parameter, s, can be calculated by means of equation (2.105).
From equations (2.313) and (2.104) it follows that






























2n2 + 3n+ 1 + 2nζ (1 + n) + 2n2ζ2
6n2 + 5n + 1
]
− 1 + n
1 + 3n
= 0 (2.317)
for Z = 1. Utilizing Mathematica, the ratio |τy| / |τw| was determined for various
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Table 2.3: The analytically obtained shifting parameter, sanalytical, for various n values of
the Herschel-Bulkley model in cylindrical coordinates.
Shear Thinning Shear Thickening
n ζ sanalytical n ζ sanalytical
0.1 0.4854 0.9591 1 0.4336 0.8295
0.2 0.4747 0.9302 1.5 0.4208 0.8008
0.3 0.4662 0.9084 2 0.4112 0.7799
0.4 0.4594 0.8910 2.5 0.4033 0.7634
0.5 0.4536 0.8768 3 0.3966 0.7496
0.6 0.4486 0.8647 3.5 0.3908 0.7377
0.7 0.4442 0.8542 4 0.3855 0.7272
0.8 0.4403 0.8451 4.5 0.3808 0.7178
0.9 0.4368 0.8369 5 0.3764 0.7093
1 0.4336 0.8295 5.5 0.3723 0.7015
n-values and the shifting parameters were obtained by means of equation (2.108).
From the least square ﬁt method, a third order polynomial was ﬁtted through the data
points of the viscoplastic model for a shear thinning ﬂuid, listed in Table 2.3.
The following polynomial function was obtained:
s(n) = 0.9913− 0.3597n+ 0.3201n2 − 0.1227n3 (2.318)
and plotted together with the analytical data points in Figure 2.17(a).
Utilizing equation (2.110), the R2-error of this function was calculated as
R2 = 0.9998 . (2.319)
A similar procedure was followed for the shear thickening data in Table 2.3. Here the
third order polynomial function obtained was
s(n) = 0.8994− 0.0841n+ 0.0144n2 − 0.0010n3 . (2.320)
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(a) Shear thinning data points from Table 2.3
and equation (2.318).




















(b) Shear thickening data points from Table 2.3
and equation (2.320).
Figure 2.17: Hagen-Poiseuille flow: A third order polynomial approximation for the shifting
parameter, s.
The R2-error of this polynomial ﬁt is
R2 = 0.9997 . (2.321)
This ﬁt and data points are illustrated in Figure 2.17(b).
In Figure 2.18, equations (2.308) and (2.313) (where s was obtained from equation
(2.318)), as well as the two asymptotic conditions, |τw| = |τy| and equation (2.312), are
depicted on a log-log scale.
From equations (2.69) to (2.72) it follows that:
• If the yield stress and Rc is zero, the Herschel-Bulkley model reduces to the power
law model.
• If n = 1, the Herschel-Bulkley model reduces to the Bingham plastic model.
• If |τy| = 0; Rc = 0 and n = 1, the Herschel-Bulkley model reduces to a Newtonian
model where K denotes the constant viscosity.
2.3.1.3 Power law model
From equations (2.295) and (2.296), as well as the no-slip boundary condition, integrat-
ing equation (2.71) from an arbitrary r to R yields the following velocity proﬁle for a
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Analytically obtained relation: Equation (2.308)
Asymptote matching: Equation (2.313)
Figure 2.18: Herschel-Bulkley fluid: A plot of the wall shear stress versus the mean velocity
where R = 0.001m, K = 0.0405Pa.sn , n = 0.6 and |τy| = 0.071Pa .















n − r 1+nn
]
. (2.322)
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Note that, if |τy| = 0 and Rc = 0, equations (2.322) to (2.326) are equivalent to equations
(2.303) to (2.308) of a Herschel-Bulkley ﬂuid. Equation (2.325) times πR2 corresponds
to the ﬂow rate obtained by Balhoﬀ & Thompson (2004) for ﬂow in a cylindrical tube.
From the above equations, the velocity proﬁle, the maximum velocity and the wall shear




























If n = 1 the power law model reduces to a Newtonian model where K ≡ µ and all the
above equations reduce to those of a fully developed Newtonian ﬂuid, as discussed in
Paragraph 2.3.1.1.
2.3.1.4 Bingham plastic model
Substituting n = 1 into the expressions obtained for a Herschel-Bulkley ﬂuid model, the
following equations follow for a Bingham plastic ﬂuid:





∣∣∣∣∣ [R2 − r2 − 2Rc (R− r)] (2.330)
and the maximum (or plug) velocity (which is the constant velocity in the region





∣∣∣∣∣ (R−Rc)2 . (2.331)
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by means of equation (2.306). Equation (2.333) times πR2 corresponds to the ﬂow rate
obtained by Balhoﬀ & Thompson (2004).
Note that if the yield stress is zero, thus if there is no plug region and Rc = 0, equations
(2.330) to (2.333) reduce to equations (2.290) to (2.293) that are applicable to the fully
developed velocity proﬁle of a Newtonian ﬂuid.













− Rc . (2.335)
Thus, substituting numerical values for R, K, |τy| and u into equation (2.335), an
analytical value for Rc can be calculated.
In order to obtain an explicit expression for the wall shear stress, |τw|, the two asymptotic
conditions of the wall shear stress are matched (Churchill & Usagi (1972)). The two
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Analytically obtained relation: Equation (2.334)
Asymptote matching: Equation (2.337)
Figure 2.19: Bingham plastic fluid: A plot of the wall shear stress versus the mean velocity
where R = 0.001m, K = 0.0405Pa.s and |τy| = 0.071Pa .
Writing equation (2.337) into the form of equation (2.104),

























− 1 = 0 . (2.341)
Solving the |τy/τw|-ratio through means of Mathematica yields
ζ = 0.4336 . (2.342)
This value is thus independent of R, K and u. Substituting this ratio into equation
(2.108), it follows that the shifting parameter for a Bingham plastic ﬂuid ﬂowing through
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a cylindrical pipe is
s = 0.8295 . (2.343)
Note that this is equal to the analytical shifting parameter obtained for a Herschel-
Bulkley ﬂuid if n = 1 that is listed in Table 2.3.
In Figure 2.19, equations (2.334) and (2.337) (where s = 0.8295), as well as the two
asymptotic conditions, |τw| = |τy| and equation (2.336), are represented on a log-log
scale.
2.3.1.5 Casson model











if |τ | > |τy|.
Only the top half of the pipe (r ≥ 0), where du/dr ≤ 0, is considered. Substituting

















From the no-slip boundary condition it follows that u = 0 at r = R. Integrating equation














2 − r 32
]
+ 2Rc [R− r]
)
. (2.346)
This velocity proﬁle is only applicable outside the inner plug region.




















+ 2Rc [R− Rc]
)
. (2.347)
The pressure gradient can be eliminated and the shape of the velocity proﬁle still main-
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tained, by dividing the velocity by the maximum velocity. It then follows that:
u(r)norm =







2 − r 32
]
+ 2Rc [R − r]











+ 2Rc [R −Rc]
. (2.348)
































































− Rc . (2.351)
Thus, for given values of R, K, |τy| and u, an analytical value for Rc can be obtained.
Again, as was done with the Herschel-Bulkley and the Bingham plastic model, |τw|
is written in terms of the mean velocity by means of asymptote matching. The two












This is identical to equation (2.337). Rewriting equation (2.352) into the form of equa-
tion (2.104) therefore yield expressions for Y and Z equivalent to equations (2.338) and
(2.339) respectively. Also, if Z = 1, equation (2.340) follows. From equations (2.350)














− 1 = 0 . (2.353)
Solving the ratio |τy| / |τw| through means of Mathematica yields
ζ = 0.2205 . (2.354)
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Analytically obtained relation: Equation (2.350)
Asymptote matching: Equation (2.352)
Figure 2.20: Casson fluid: A plot of the wall shear stress versus the mean velocity where
R = 0.001m, K = 0.0405Pa.s and |τy| = 0.071Pa .
Substituting this fraction into equation (2.108), the shifting parameter for a Casson ﬂuid
ﬂowing through a pipe is
s = 0.4585 . (2.355)













where s∗ = 2s = 0.9170, corresponds to the deﬁnition of the Casson ﬂuid expressed by
equation (2.73).
In Figure 2.20, equations (2.350) and (2.352) (where s = 0.4585), as well as the two
asymptotic conditions, |τw| = |τy| and equation (2.336), are shown on a log-log scale.
2.3.1.6 Comparison between the different fluid models
Similar to Paragraph 2.2.1.6, the diﬀerent ﬂuid models are compared to one another for
ﬂow through a cylindrical pipe. The diameter of the pipe was chosen as 2R = 0.1 m.
Again the consistency index and the magnitude of the yield stress were set equal to
K = 0.004Pa.sn and |τy| = 0.003Pa respectively. For the shear thinning ﬂuids, the
behaviour index was set equal to n = 0.8, and for a shear thickening ﬂuids, n = 1.2.
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Herschel−Bulkley (n > 1)
Bingham Plastic
Herschel−Bulkley (n < 1)
Power Law (n > 1)
Newtonian
Power Law (n < 1)
Figure 2.21: Hagen-Poiseuille flow: The required pressure gradient for a specified mean
velocity for the various fluid types.
By utilizing equations (2.309), (2.335) and (2.351), the critical Rc-values were deter-
mined for a speciﬁed average velocity. By substituting these values into equation (2.298)
the respective pressure gradients were determined. In Figure 2.21 these pressure gradi-
ents are shown as a function of the average velocity.
Typical normalized velocity proﬁles are depicted in Figure 2.22. Here the critical Rc-
value was determined by setting the pressure gradient equal to dp/dx = −0.175 Pa.m−1
(as was also done in Paragraph 2.2.1.6). By utilizing equation (2.298) it followed that
Rc = 0.0343 m.
A similar trend to that of ﬂow between parallel plates are observed in both Figures 2.21
and 2.22. If the diameter of the pipe is set equal to the distance between the parallel
plates, the pressure gradient required for a speciﬁc velocity discharge through the pipe
is of the order two times greater than for ﬂow through the parallel plates. This is due to
the fact that the eﬀective solid surface (thus also the force due to the wall shear stress)
is of the order two times greater for a pipe than parallel plates if the cross-sectional
areas are equal. Comparing equations (2.87) and (2.298), as indicated by Figure 2.22,
the critical radius is equal to the Dc-value.
2.3.1.7 Fanning friction factor and Reynolds numbers
Similar to Paragraph 2.2.1.7, a function for fRe is derived for the ﬂow of the diﬀerent
types of ﬂuids through a cylindrical pipe.
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The hydraulic diameter for ﬂow through a cylinder is equal to the diameter of the pipe,
2R. The Fanning friction factor and the Reynolds number are deﬁned by equations
(2.150) and (2.152) respectively. From equation (2.297) it follows that fRe = 16 for






By diﬀerentiating equation (2.303) with respect to r, the shear rate at the wall for a












Substituting equations (2.358) and (2.307) into equation (2.156), it follows that
fRe = 16G(ζ, n)[cp] (2.359)
where
G(ζ, n)[cp] =
(1 + n) (1 + 5n+ 6n2)
4n (1− ζ) [(1 + n) (1 + 2n (1 + ζ)) + 2n2ζ2] (2.360)















Herschel−Bulkley (n < 1)
Bingham Plastic
Power Law (n < 1)
Newtonian
(a) Shear thinning Herschel-Bulkley and power
law fluids versus Newtonian, Casson and Bing-
ham plastic fluid models.
















Herschel−Bulkley (n > 1)
Newtonian
Power Law (n > 1)
(b) Shear thickening Herschel-Bulkley and power
law fluids versus Newtonian, Casson and Bing-
ham plastic fluid models.
Figure 2.22: Hagen-Poiseuille flow: The various fully developed, normalized, dimensionless
velocity profiles.
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and ζ is the ratio deﬁned in equations (2.299) and (2.300). By making the relevant
substitutions, equation (2.359) may be applied to a Herschel-Bulkley, a power law, a
Bingham plastic as well as a Newtonian ﬂuid.
For a Casson ﬂuid the following expression is obtained for this product:





1− 2√ζ + ζ
)
21− 48√ζ + 28ζ − ζ4 . (2.362)
In Figure 2.23 the function fRe are plotted for the various ﬂuids. The behaviour index
was taken in the range 0.3 ≤ n ≤ 1.7 and the ratio, ζ , was considered between 0
(thus when there is no yield stress) and 0.8. In Figures 2.23(a) and 2.23(b), fRe (ζ, n)
and fRe (n) are depicted for a Herschel-Bulkley and a power law ﬂuid respectively. In
Figures 2.23(c) and 2.23(d), the functions fRe (ζ) for a Bingham plastic and a Casson
ﬂuid are shown. The solid red dots in Figures 2.23(b), (c) and (d) represent fRe for a
Newtonian ﬂuid.
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Figure 2.23: Hagen-Poiseuille flow: Plots of fRe as a function of the ratio between the
magnitude of the yield stress and the wall shear stress and / or the behaviour index, n.





Modelling ﬂuid traversing a porous medium is of interest in many ﬁelds of science and
engineering. Many diﬀerent analytical modelling techniques describing such ﬂow phe-
nomena exist and this in itself is a very broad ﬁeld of study in ﬂuid dynamics. In this
study the modelling techniques followed are volume averaging of the microscopic equa-
tions over a Representative Elementary Volume (REV), as was discussed by e.g. Bear
(1972), and further pore-scale modelling by means of a Representative Unit Cell (RUC),
as was initially introduced by Du Plessis & Masliyah (1988).
3.1 Earlier semi-empirical approaches
In this paragraph all the scalar equations denote linear motion and, following the earlier
work that is considered here, the magnitude of the velocity will be referred to as the
velocity, since its orientation is evident.
Following Carman (1937), by considering the ﬂow of water through sands and sandstones,





where KDar is the permeability coeﬃcient, ∆p is the pressure drop over a distance L
and u is the “rate of flow of water across a unit cube” or the “true velocity”. The form
of equation (3.1) shows close correspondence to that of Poiseuille’s equation and one
1Darcy, H. P. G. (1856). De´termination des lois d’e´coulement de l’eau a´ travers le sable. Les
Fontaines Publiques de la Ville de Dijon, Paris, Victor Dalmont, pp. 590–594.
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could presume that the permeability coeﬃcient is inversely proportional to the viscosity
of the traversing ﬂuid.
Dupuit (1863)2 proposed that the “apparent velocity”, q, is less than the velocity, u,
that was utilized by Darcy (equation (3.1)), and diﬀers by the void space fraction (the
porosity, ε) as follows: q = εu . An empirical relation between the pressure gradient
and the superﬁcial velocity (speciﬁc discharge or ﬁlter velocity), q̂, of a Newtonian ﬂuid
through a porous medium may thus be written as follows:
−∇p = µ
KD
q̂ − ρ g . (3.2)
In the present study, equation (3.2) will be referred to as Darcy’s law. For a Newtonian
ﬂuid, KD will denote the hydrodynamic permeability in the Darcy ﬂow regime – that
is (unlike the permeability coeﬃcient initially deﬁned in equation (3.1)) only dependent
on the properties of the porous structure and does not depend on the nature of the
traversing ﬂuid.
Brinkman (1947) proposed a modiﬁcation to Darcy’s equation to obtain consistent
boundary conditions. In Darcy’s law, only the damping force of a porous mass is re-
tained, while the viscous shearing forces due to macroscopic boundaries are neglected.
As was mentioned by Brinkman (1947), though this is a good assumption for small
permeabilities, it does not retain its validity for high permeabilities. In these situations,
the equation should tend to Stokes’s equation, that, following directly from the time in-
dependent, microscopic Navier-Stokes equation, where the inertial terms are neglected,
is denoted by:
∇p = µ∇2 v . (3.3)
Setting up an equation from the equilibrium between the forces acting on a volume
element of a ﬂuid, i.e. the absolute pressure gradient is set equal to the divergence of
the viscous stress and the damping force caused by a porous mass, utilizing Darcy’s law,
Brinkman (1947) suggested that
−∇p = −µω∇2 q̂ + µ
KD
q̂ − ρ g . (3.4)
Here the microscopic velocity in equation (3.3) was replaced by the apparent superﬁcial
2Dupuit, A. J. E. J. (1863). Etudes theoriques et practiques sur le mouvement des eaux dans les
canaux decouverts et a travers les terrains permeables. 1st and 2nd Ed. Dunod, Paris
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velocity (from here onwards referred to as the superﬁcial velocity) and µω 6= µ. This
equation is known as Brinkman’s equation. In this study, the ﬁrst term on the RHS of
equation (3.4) will be loosely referred to as the Brinkman term or the Brinkman eﬀect.
According to Ergun (1952), Reynolds (1900)3 was the ﬁrst to express the resistance due
to the porous mass on the motion of a ﬂuid as the sum of two terms where the ﬁrst
is proportional to the ﬁrst power of the velocity and the second term to the product
of the second power of the velocity and the ﬂuid density. These ﬁrst and the second
terms represent the viscous and the kinetic energy losses respectively that are, accord-
ing to the later work by Blake, both responsible for the pressure loss. Following the
work of Reynolds on smooth circular pipes, Blake (1922)4 obtained the following two

















The ﬁrst of these groups is referred to as the modiﬁed friction factor, and the latter as
the modiﬁed Reynolds number. In these expressions, dp denotes the average particle
diameter of a granular porous medium.
Following Carman (1937), when the modiﬁed Reynolds number of Blake exceeds approx-
imately 2, the pressure loss over the bed increases more rapidly than the rate of ﬂow
and Darcy’s law is no longer relevant. Forchheimer (1930)5 suggested that this eﬀect




= aq + bqn , (3.6)
where 1.6 < n < 2 and where a and b are constants dependent on the nature of the
traversing ﬂuid as well as the porous structure.
A dimensionless Reynolds number may also be deﬁned for porous media where the
average velocity is replaced by the speciﬁc discharge. Following Chhabra et al. (2001)
the superﬁcial velocity range where the ﬁrst term on the RHS dominates is referred to
as the Darcy (or creeping ﬂow) regime and is typically for Re < 1. In this regime the
ﬂow is dominated by viscous forces. The region where the second term on the RHS of
3Reynolds, O. (1900). Papers on Mechanical and Physical Subjects. Cambridge University Press.
4Blake, F. C. (1922). The Resistance of Packing to Fluid Flow. Transactions of the American
Institute of Chemical Engineers, 14, pp. 415–421.
5Forchheimer, P. (1930). Hydraulik. Leipzig, Berlin, B.G. Teubner.
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equation (3.6) dominates is referred to as the Forchheimer (or inertial ﬂow) regime. This
ﬂow regime begins in the range 1 < Re < 10 and this steady non-linear laminar ﬂow
continues up to Re ≈ 150. For higher Reynolds numbers, the ﬂow becomes unsteady and
thereafter, turbulent. (It was however shown experimentally (considering ﬂow through
soils) by Alabi (2011) that there are deviations from Darcy’s law even at Reynolds
numbers less than unity. This critical Reynolds number was found to be dependent on
the grain size due to the absorbent eﬀect of ﬁne-grained sands on water reducing the
permeability. Also, for a speciﬁc Reynolds number, in very coarse-grained soils, the ﬂow
may be turbulent, but may still be laminar for ﬁne-grained media since the dimension of
the interstices are very small.) The deﬁnition for the Reynolds number diﬀers in diﬀerent
studies (especially for traversing non-Newtonian ﬂuids), and the above mentioned critical
values are not exact and not applicable to all studies. Following Chhabra (1993), widely
divergent critical Reynolds numbers (for both the transition between the Darcy and the
Forchheimer regime and the transition between laminar and turbulent ﬂow) have been
reported for ﬂow through porous media.
Following from equations (3.2) and (3.4), the dimension of the permeability, KD, for a
traversing Newtonian ﬂuid is m2. Whitaker (1969) suggested that the permeability is a






· ∇ 〈p 〉o
)
, (3.7)
where 〈p 〉o is the phase average of the pressure – as will be deﬁned and discussed later.
They showed (that was also conﬁrmed by earlier studies as referred to by them) that the
permeability tensor is symmetrical. Assuming the porous medium to be symmetrical
with respect to two orthogonal planes (thus, following Whitaker (1969), also including
symmetry with respect to a third orthogonal plane), only the diagonal elements of the
second order permeability tensor are non-zero. If the porous medium is assumed to be
isotropic, these three dyadic components are equal. Since only permeability along the
local streamwise direction is considered in this study, the permeability will be regarded
as a scalar quantity.
Over the years diﬀerent models were proposed to estimate the coeﬃcients b and, even
more so, a in equation (3.6). Conduit or capillary models are probably the most common
approach. In this present study, expressions for these coeﬃcients are derived for ﬂow
through various types of porous structures by considering an RUC approach – as was
initially proposed by Du Plessis & Masliyah (1988).
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In Paragraph 3.6.1 a brief historical background on the capillary-type model is given
and various models from publications on both Newtonian and non-Newtonian ﬂuids are
given and compared to the RUC-models derived in this study.
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3.2 Volume averaging
Analytical modelling of ﬂuid traversing porous media on a microscopic scale is impossible,
since the geometry of the bounding surfaces, where the boundary conditions are deﬁned
are, in general, too complex to describe or might not even be observable. Microscopic
partial diﬀerential equations can therefore not be solved. Another continuum approach
at a coarser level of averaging is required. Thus, describing the transport phenomena in
a porous medium has to be, in most cases, on a macroscopic level. The average of each
term (taken with respect to an arbitrary volume) in the microscopic governing equations
has to be determined. This arbitrary volume is known as an REV (Representative
Elementary Volume) and the technique as volume averaging.
3.2.1 The REV
The REV is deﬁned as an arbitrary volume chosen large enough to be statistically
representative of all the physical properties in the immediate vicinity of a point. The
average of a physical property taken with respect to the REV therefore represents the
property itself at the centroid of the REV. For this to be possible, the REV must be
much smaller than the exterior domain of the porous medium.
Following Bear (1972), since the porosity (the void space fraction) is regarded as the
most basic property of a porous structure, the magnitude of the REV is deﬁned by
means of the said parameter. The order of magnitude of the REV, O(Uo), is related to
the local average porosities and local gradients of the average porosities in the considered
porous medium.
Below a certain minimum volume, Umino , the average of the porosity over the REV will
show large ﬂuctuations which will increase as the volume of the REV decreases. As the
REV tends to zero, thus converging to a mathematical point, the porosity becomes either
zero or unity – depending on whether the REV’s centroid is located inside a solid phase





is approximately equal to O(Umino ). If a parameter, ∆λ, is deﬁned as the distance
between two grains of an unconsolidated porous medium (or the average diameter of
the interstitial pores), the following constraint must be abided by: ∆λ << ∆lmin.
For non-homogeneous porous structures where the spatial variance in the porosity may
be quite signiﬁcant, an upper limit for the REV is of extreme importance. For such
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and ε is the void space fraction in a volume tending to Umino .
The characteristic length expressed by equation (3.8) is used for the upper limit of the




is approximately equal to O(Umaxo ). If a parameter,
∆ L, is deﬁned as a length scale for the exterior porous domain, ∆lmax << ∆ L.
Following Bear (1972), in Figure 3.1 the REV-size range with the corresponding porosi-








Domain of porous medium
Domain of microscopic effects
Non−homogeneous medium
Homogeneous medium
Figure 3.1: The REV size and the porosity.
Umino Umaxo
The acceptable range for the representative volume lies within the two dashed lines of
Figure 3.1. The minimum adequate volume, Umino , is selected as the size of the REV
and is, from here on, denoted by Uo.
The volume of the REV, Uo, consists of a ﬂuid occupied volume, Uf , and Us, the total
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Figure 3.2: A spherical REV inside a granular porous domain.




should be equal to the average porosity of the porous medium in the vicinity of ro,
where ro is the position vector of the centroid of the REV.
The outer surface of the REV consists of a ﬂuid-ﬂuid interface, Sff , and a solid-solid
interface, Sss. Uf is enclosed by Sff and the ﬂuid-solid contact area inside the REV
which is denoted by Sfs. The REV is illustrated schematically in Figure 3.2 depicting
these diﬀerent volumes and areas. Also shown in this ﬁgure is the position vector of the
centroid, ro.






Ω dU , (3.11)
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where Ω is a tensorial quantity of any order deﬁned within Uf . The intrinsic phase






Ω dU = 1
ε
〈Ω 〉o . (3.12)
The deviation of Ω at any point within Uf , with respect to a speciﬁc REV, is deﬁned as
{Ω} = Ω− 〈Ω 〉f . (3.13)
Let n˜ denote the direction of the interstitial velocity, v. This microscopic velocity (and
its unit vector) is relevant at a speciﬁc time to a particular point within Uf , as illustrated
in Figure 3.3. The phase average of the interstitial velocity with respect to an REV is
given by





v dU . (3.14)
The local streamwise direction, n̂, is relevant at every point within the porous medium
and denotes the direction of this phase average through the speciﬁc REV pertaining to
that speciﬁc point. The local streamwise direction is therefore deﬁned as
n̂ =
q̂
‖ q̂‖ . (3.15)
The superﬁcial velocity is the average velocity determined by measuring the volumetric
ﬂow rate and dividing it by the cross-sectional area of the domain. This velocity is also
referred to as the ﬁlter velocity or the speciﬁc discharge. Considering a homogeneous
porous structure where the external, macroscopic boundary eﬀects are negligible, the
superﬁcial velocity and the phase average of the velocity may be regarded as equivalent.
The intrinsic phase average of the interstitial velocity is






and is also directed in the local streamwise direction. In this chapter, all the hatted
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Figure 3.3: A schematic representation of an REV showing the different unit vectors and
velocity variables.
vectors are orientated towards this streamwise direction. From equations (3.10), (3.14)
and (D.34) the Dupuit-Forchheimer relationship (Dupuit (1863)6, as was referred to by
Carman (1937)),
q̂ = ε û , (3.17)
follows. Dupuit, however, referred to q̂ as the “apparent velocity” and to û as the “true
velocity”, as was discussed in Paragraph 3.1.
There might be stagnant ﬂuid regions present within the REV and therefore û is not
necessarily the average velocity of the ﬂuid. We deﬁne the drift velocity as the actual
average velocity of the ﬂuid meandering through the REV and this velocity is deﬁned
6Dupuit, A. J. E. J. (1863). E´tudes the´oriques et pratiques sur le mouvement des eaux dans les
canaux de´couverts et a` travers les terrains perme´ables: avec des conside´rations relatives au re´gime des
grandes eaux, au de´bouche´ a` leur donner, et a` la marche des alluvions dans les rivie´res a` fond mobile.
Dunod, Paris.
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v dU , (3.18)
where Ug denotes the total volume occupied by stagnant ﬂuid. The tR-subscript refers to
the residence time (the time spend by a ﬂuid particle in the REV), since this entity is in-
versely proportional to the drift velocity. The average residence time can be determined
experimentally by injecting a non-reactive tracer pulse into the ﬂowing ﬂuid as it enters
a porous domain and then measuring the concentration of this tracer as a function of
time at the exit of the domain. This method is referred to as the stimulus-response
technique (Moreira & Coury (2004)). In the present study it is assumed that there are
no stagnant region and thus ûtR = û.
The unit vector n is deﬁned everywhere on the outer boundary of Uf , thus Sff and Sfs,
and is orientated perpendicularly to these surfaces and directed into the solid phase or
to the outside of the REV.
In Figure 3.3 these respective unit vectors and velocities are illustrated schematically.
3.2.2 Averaging rules
In this paragraph the volume averaging rules, as were derived by, e.g., Slattery (1969),
Whitaker (1969) and Bear (1972), are discussed to improve the understanding of Para-
graphs 3.2.3 and 3.2.4, where the microscopic continuity and momentum transport equa-
tions are volume averaged respectively.
3.2.2.1 Spatial derivatives







nΩ dS , (3.19)
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where Ω is a scalar, spatial vector, or second order tensor associated with the ﬂuid. By









nΩ dS . (3.20)
Dividing equations (3.19) and (3.20) by the spatial constant Uo, the spatial average of
the gradient of a tensorial quantity can be expressed by the gradient of the average plus
an integral of the tensor taken over the ﬂuid-solid interfacial surfaces as follows:





nΩ dS . (3.21)
This equation will be referred to as the averaging theorem for gradients and is of
paramount importance in the volume averaging process of the respective governing equa-
tions. This equation may also be written into the following form:





n {Ω} dS . (3.22)
For a spatially constant porosity it follows from equation (3.21) that












nΩ dS . (3.24)
The latter equation also follows from dividing equations (3.19) and (3.20) by Uf and
assuming ∇Uf = 0.
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A variation on equation (3.21) is the averaging theorem for a divergence and is given by





n · Ω dS (3.25)





n · {Ω} dS . (3.26)
Again, for a spatially constant porosity,





n · Ω dS (3.27)
or, equivalently,





n · Ω dS . (3.28)
From the above equations, if Ω is replaced by the interstitial velocity vector v, from the
no-slip boundary condition it follows that
〈∇ v 〉o = ∇〈 v 〉o (3.29)
and
〈∇· v 〉o = ∇· 〈 v 〉o . (3.30)
For a spatially constant porosity, these equations also hold for the intrinsic phase aver-
ages:
〈∇ v 〉f = ∇〈 v 〉f (3.31)
and
〈∇· v 〉f = ∇· 〈 v 〉f . (3.32)
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3.2.2.2 Time derivatives
For a stationary REV where the void volume, Uf , is changeable over time, applying the













n · wSff Ω dS +
∫∫
Sfs
n · wSfs Ω dS , (3.33)
where wSff and wSfs are the velocities of microscopic points on the respective surfaces.
Since Sff coincide with the outer boundary of the stationary REV, wSff = 0. No-slip
is assumed at the ﬂuid-solid interfaces, thus on Sfs, wSfs = v.
The general total time derivative operator may be written as the sum of the local and





+ wm · ∇ . (3.34)
Here wm denotes the velocity of the measuring point. Therefore, since the REV is
stationary, from equation (3.34) it follows that the derivative on the LHS of equation
(3.33) may be replaced by the partial derivative. Furthermore, since Uo is constant with

























n · v {Ω} dS . (3.36)












n · vΩ dS . (3.37)
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3.2.3 Volume averaging of the continuity equation
Equation (2.2) describes mass conservation within the interstitial channels of an REV
and is rewritten below:
∂ρ
∂t
+ ∇· (ρ v) = 0 . (3.38)
Volume averaging of equation (3.38) implies that the phase average of each and every






+ 〈∇· (ρ v) 〉o = 〈0 〉o . (3.39)
Since the REV is kept stationary, the velocity of the ﬂuid-ﬂuid interface, wSff , which
coincides with the outer boundary of the REV, is equal to zero. From the averaging
rules discussed in Paragraph 3.2.2 (also see the averaging rules by Bear & Bachmat







n · wSfsρ dS + ∇·
(
































In equation (3.40), wSfs denotes the velocity of the porous structure and therefore
v − wSfs is the velocity of the ﬂuid relative to the porous structure.
The following assumptions are made in this study:
• It is assumed that the ﬂuid is homogeneous. Therefore {ρ} = 0, and thus, from
equation (3.13) it follows that 〈ρ 〉f = ρ.
• The ﬂuid is incompressible (therefore, in this study, the density is assumed to be
constant with respect to both time and space).
• The considered porous structure is assumed to be rigid (thus, implicitly the poros-
ity is assumed to be constant with respect to time: ∂ε/∂t = 0). It is also assumed
Stellenbosch University  http://scholar.sun.ac.za
Chapter 3 Macroscopic modelling: Porous Media 103
that the no-slip boundary condition holds, thus wSfs = v at the ﬂuid-solid inter-
faces. Therefore the ﬁnal term of equation (3.40) is zero.
Additionally, in this chapter, the porous structure is assumed to be stationary,
therefore wSfs = 0 .
From these assumptions, equation (3.40) simpliﬁes to
0 = ∇·
(
ε 〈 v 〉f
)
= ∇·〈 v 〉o = ∇· q̂ , (3.41)
which, in this study, will be referred to as the macroscopic continuity equation.
3.2.4 Volume averaging of the momentum transport equation
From equations (2.12) and (2.13), the momentum transport equation is given by
∂
∂t
(ρ v) + ∇· (ρ v v) = −∇p+ ∇·τ + F b (3.42)
where the dimension of each term is force per unit volume.












+ 〈F b 〉o . (3.43)
Again, assuming that wSff = 0, from the averaging rules it follows that
∂
∂t





n · wSfs (ρ v) dS + ∇·
(







n · ρ v v dS


















n · τ dS + 〈F b 〉o .
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+∇·
(

















































dS + 〈F b 〉o . (3.44)
According to Kleinstreuer (2003), in the case of multi-phase ﬂow, the ﬁrst surface integral
in equation (3.44) would be the interfacial momentum ﬂux accounting for the momentum
change in the ﬂuid phase due to mass transfer (i.e. the interfacial momentum ﬂux
due to phase change mass transfer). Here however, since there is no combustion nor
condensation and from the assumed no-slip boundary condition, this integral is zero.






















{p} n− n · τ
)
dS + 〈F b 〉o . (3.45)
The ﬁrst term is the time rate of change of the linear momentum and the second, the
convection rate of the linear momentum, both per unit volume.
The ﬁrst term on the RHS is, according to Kleinstreuer (2003), the contribution of
the turbulent Reynolds stress acting on Uf per unit volume. Following Getachew et al.
(1998), this term is also referred to as the dispersive ﬂux which is due to the variation
of q̂ in the elementary volume. This term is referred to as the momentum dispersion by
Du Plessis & Diedericks (1996), and is considered as negligible if the study is limited to
uniform average ﬂow through a porous structure of which the porosity is locally uniform.





û û+ 〈{ v}{ v} 〉f
)]
. (3.46)
Following Bear & Bachmat (1991), it may be assumed that
∣∣∣〈{ρ v} { v} 〉f ∣∣∣ << ∣∣∣〈ρ v 〉f 〈 v 〉f ∣∣∣ ≈ ∣∣∣〈ρ 〉f û û∣∣∣ . (3.47)
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(a b : b a) (3.48)
where a and b denote two arbitrary vectors. Since the ﬂuid is assumed to be homoge-
neous, equation (3.47) may be rewritten as
∣∣∣〈{ v} { v} 〉f ∣∣∣ << | û û| (3.49)
and therefore, from equations (3.46) and (3.49), in this study the momentum dispersion
term will be regarded as negligible in comparison to the convection rate.
The second and the third term on the RHS, are the contributions of the pressure gradient
and the viscous stresses to the force on the ﬂuid per unit volume respectively.
The ﬁrst term in the integral accounts for the diﬀerence between the area averaged





{p} n dS = 1Uo
∫∫
Sfs
p n dS + 〈p 〉f (∇ε) . (3.50)
In studies where the porosity is spatially constant, the pressure deviation may therefore
be replaced by the pressure itself (as was done in the modelling approach by Lloyd et al.
(2004) that will be discussed later on.)
The second term in the integral of equation (3.45) accounts for the interfacially averaged
viscous stress in the ﬂuid phase. The entire integral represents the drag force per unit
volume due to the presence of the solid structure (Getachew et al. (1998)).
All the non-Newtonian ﬂuids discussed in this study obey the generalized Newtonian
idealization, thus equation (2.1) holds. In Appendix C, after making some assumptions,








〈η 〉f ∇ (ε û)
)





n · η∇ v dS . (3.51)
Though Brinkman’s extension to Darcy’s law was formulated for Newtonian ﬂuids only
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(see Paragraph 3.1), in this study the ﬁrst term on the RHS of equation (3.51) will be
referred to as the Brinkman term.
Utilizing equation (3.51), equation (3.45) may alternatively be written as follows:
∂
∂t
[ρ (ε û)] + ∇· [ρ û (ε û)] = −ε∇〈p 〉f + ∇·
[
〈η 〉f ∇ (ε û)
]




({p} n− n · η∇ v) dS + 〈F b 〉o. (3.52)
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3.3 Macroscopic boundary effects
In this paragraph two possible boundary eﬀects are considered. Firstly, it is assumed
that the eﬀects of the external macroscopic boundaries to the velocity proﬁle are negligi-
ble. Secondly, ﬂow between two stationary parallel plates, on which no-slip is assumed,
is considered.
3.3.1 No macroscopic boundaries present
The Brinkman term and the second term on the RHS of equation (3.51) are only of
importance in the vicinity of a macroscopic boundary where there is a large gradient
in the phase average of the velocity. In this paragraph it is assumed that the eﬀect of
the external boundaries of the porous domain is negligible and therefore these terms
may be set equal to zero. If the phase average of the velocity (here also the superﬁcial
velocity) is assumed to be time independent and uniform, and the ﬂuid is assumed to
be incompressible, equation (3.52) simpliﬁes to





({p} n− n · η∇ v) dS . (3.53)
From here on, for ﬂow through a homogeneous porous medium, where the eﬀects of the
external boundaries are negligible, the superﬁcial velocity will be denoted by q̂
H
.
In equation (3.53), the interstitial pressures, as well as the gradients of the interstitial
velocities (or more speciﬁcally the wall shear stresses), at the ﬂuid-solid interfaces are
needed. Thus, this equation is still open in the sense that actual interstitial quantities
are called for, which therefore requires further modelling on a pore-scale level. A method
to ﬁnd an estimation for this integral will be discussed in Paragraph 3.4 and is referred
to as secondary averaging.
For Newtonian ﬂuids, from Darcy’s law as expressed by equation (3.2), at lower Reynolds
numbers, the surface integral in equation (3.53) should be directly proportional to µqH .
At higher Reynolds numbers, this integral should incorporate the non-linear eﬀect of the
Forchheimer regime (as expressed by equation (3.315)) and should be directly propor-
tional to ρq2H . The main objective of secondary averaging is to, by means of analytical
manipulations, write the proportionality coeﬃcients in terms of measurable quantities.
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A semi-empirical approach is considered for the Forchheimer regime by utilizing experi-
mental data to estimate a drag coeﬃcient.
3.3.2 Flow enclosed between stationary parallel plates
In this paragraph the eﬀect of the Brinkman term on the velocity proﬁle in a porous
domain enclosed by solid, stationary walls, where no-slip is assumed, is examined. The
orientation of the rectangular Cartesian axes system utilized in this paragraph is de-
picted in Figure 3.4. Unlike in Chapter 2, here the x-axis is positioned on the symmetry









Figure 3.4: The parallel plates enclosing a homogeneously assumed porous medium with the
corresponding coordinate system utilized.
Modelling ﬂow through a porous medium with an adjacent solid wall is a more demand-
ing problem than one may anticipate at ﬁrst glance. On a microscopic, interstitial scale,
the velocity, v, at these exterior boundaries are zero. But, since volume averages are
considered in the modelling of ﬂow phenomena in a porous medium, neither the phase
average of the velocity, q̂, nor the interstitial phase average of the velocity, û, is zero.
For unconsolidated porous media an increased porosity is expected close to the solid,
exterior boundary. On the other hand, for bounded consolidated media, since there are
no packing of granules and a smooth cut may be made through the foamlike structure,
the porosity is expected to remain unchanged close to these walls. However, one may
expect the eﬀective void volume available for ﬂuid transport to possibly decrease near
solid exterior walls, since stagnant zones (dead end pores: depicted in black in Figure 3.5)
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Solid, stationary boundary: no-slip
(a) (b)
y
Figure 3.5: A two-dimensional schematic representation of (a) an unconsolidated porous
structure and (b) a foamlike medium adjacent to a solid exterior no-slip boundary.
may be introduced in those regions. The actual porous structure is therefore expected
to be of paramount importance in analyzing averaged velocity proﬁles subordinate to
exterior boundary conditions.
In this paragraph however, the porous medium is assumed to remain homogeneous
(thus the porosity uniform) up to the solid walls. Also, the x-component of the phase
average of the velocity, uq, is assumed to be zero at the stationary solid parallel plates.
Although due to these assumptions the derived equations may not portray a physical,
practical case, it does not reduce the theoretical value that is added to understand and
demonstrate the Brinkman eﬀect.
Assuming only one-dimensional, uniform, fully developed, time independent ﬂow, equa-














along the x-direction (also the local streamwise direction) in the Darcy regime. Under
these assumed conditions, the second term on the RHS of equation (3.51) yields no
component in the x-direction. In equation (3.54), the streamwise component of the
resultant body force is incorporated as part of the pressure gradient term and the second
term on the RHS is assumed to stem from the surface integral in equation (3.52).
Note the similarity between equation (3.54) and the Brinkman equation as was expressed
by equation (3.4). If the eﬀects of the external boundaries are negligible, the ﬁrst term
on the RHS of equation (3.54) may be neglected and Darcy’s law is expected to follow.
It is therefore assumed that, following from equation (3.2) and the integral with respect
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to the ﬂuid-solid interface (equation (3.53)),
K = fluid kinematic viscosity at the interstitial f luid−solid interfaces
the traversability1 through a porous structure
.
(3.55)
In this study, the coeﬃcient K is estimated by assuming a homogeneous porous structure
where there are no external macroscopic boundaries present, as will be discussed under
secondary averaging in Paragraph 3.4. In some studies, e.g. Wang & Hwang (2011),
K−1 is referred to as the mobility of ﬂow in a porous medium. For an incompressible
ﬂuid, K−1 is directly proportional to the hydraulic conductance as was deﬁned by Bear
& Bachmat (1991).
The ﬂuid kinematic viscosity, ηSfs, referred to in equation (3.55), diﬀers from the intrinsic
phase average of the apparent viscosity (or the eﬀective kinematic viscosity), 〈η 〉f , in the
ﬁrst term on the RHS of equation (3.54). For generalized Newtonian ﬂuids, in this ﬁrst
term, the eﬀective kinematic viscosity is a function of the varying phase average of the
velocity between the parallel plates. On the other hand, the ﬂuid kinematic viscosity in
the second term on the RHS is a function of the average interstitial velocity gradient at
the ﬂuid-solid interfaces of the porous structure. In Paragraphs 3.4.2 to 3.4.4 it will be
assumed that this kinematic viscosity (later also referred to as the average viscosity at
the interstitial walls), may be written in terms of K and qn−1H (where qH is the constant
phase average of the velocity through a homogeneous porous medium not inﬂuenced by
any external macroscopic boundary eﬀects).
In the case of Newtonian ﬂuids, 〈η 〉f , ηSfs and K are equal to the constant viscosity,
µ. Therefore following from equations (3.2) and (3.55), the traversability is equivalent
to the hydrodynamic permeability, KD, in the Darcy regime and only dependents on
the porous structure itself. But, for non-Newtonian ﬂuids this permeability in the
Darcy regime, KD, is dependent on the properties of both the porous structure and
the traversing ﬂuid (as was initially also the case for the permeability coeﬃcient, KDar,
deﬁned in equation (3.1)). Since not only structural dependent, the permeability for a
traversing non-Newtonian ﬂuids will be referred to as the apparent permeability.
Expressions for KD are derived in Paragraphs 3.4.2 to 3.4.4 for diﬀerent ﬂuid types
traversing diﬀerent kind of porous structures.
1The perviousness of a porous structure.
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3.3.2.1 Newtonian fluids
















Solving this second order diﬀerential equation, the following general equation is obtained:















Enforcing uq = 0 at y = −H/2 and at y = H/2, it follows that
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sech (Ω) = 0 (3.64)
and
sech (0) = 1 . (3.65)
Since the permeability is a very small number, equation (3.64) is the expected condition,
resulting in the Darcy velocity at the symmetry line:






But, if H is very small and the wall eﬀect dominates, uqmax could be much smaller than
uqD.
Integrating equation (3.62) over the domain, the superﬁcial velocity (the average of the
phase average of the velocity) can be calculated as





















In Appendix D boundary layer theory was considered in an attempt to solve equation
(3.54) (rewritten in non-dimensional form). For Newtonian and Bingham plastic ﬂuids
(n = 1) a rather elegant and simple solution was obtained (see equation (D.33)), that
was found to correlate very well with equation (3.62) normalized with respect to uqD (see
Figure D.1).
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3.3.2.2 Bingham plastic fluids
For a Bingham plastic ﬂuid, following from equation (2.60), the intrinsic phase average







Since the assumed conditions satisfy the simple shearing requirements, and both the
consistency index and the yield stress are constant, equation (3.68) may be rewritten as
follows:






where u denotes the x-component of the interstitial microscopic velocity. Since equation
(3.54) is in terms of the x-component of the phase average of the velocity, it is necessary











Utilizing equation (3.31), which is only applicable if ∇ε = 0, the RHS of equation (3.70)










where uu denotes the x-component of the intrinsic phase average of the velocity. From


























where the porosity is assumed to be spatially constant. Since the yield stress and the
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consistency index are both spatially constant, whether duq/dy is positive or negative,









Note the correspondence between equation (3.56) of Newtonian ﬂuids and equation
(3.74). Therefore, enforcing the same boundary conditions to those in Paragraph 3.3.2.1
yields the following phase average velocity proﬁle for a Bingham plastic traversing a



















Integrating equation (3.75) over the domain, the superﬁcial velocity can be calculated
from




















3.3.2.3 Power law fluid
For a power law ﬂuid, following from equation (2.57), the intrinsic phase average of the







Since the consistency factor is constant, equation (3.77) may be written as follows for
simple shearing conditions:






Similar to equation (3.70), to be able to solve equation (3.54), 〈η 〉f has to be written
in terms of uq. Therefore, assuming that the average of the exponent may be written
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Since the porous medium is uniform and the porosity spatially constant, following from


























This diﬀerential equation cannot be solved analytically and an expression for uq(y) can
thus not be obtained directly.8 In Appendix D an attempt is made to ﬁnd an expression
to estimate uq(y) by means of boundary layer theory. Unfortunately the eﬀort was
unsuccessful for n 6= 1.
In the following paragraph an inverse approach will be considered to try and ﬁnd an
analytical expression for y (uq).
3.3.2.3.1 Solving the inverse function
Since the velocity proﬁle is symmetric about the x-axis, only the lower half of the proﬁle,
where duq/dy ≥ 0, is considered. Since the consistency index is positive, equation (3.81)








− Buq + C , (3.82)




, B = K and C = −d〈pb 〉f
dx
. (3.83)
8The author is not aware of any analytical method to solve equation (3.81).
Stellenbosch University  http://scholar.sun.ac.za
Chapter 3 Macroscopic modelling: Porous Media 116

































(uq)2 + Cuq + IC1 = 0 (3.85)
where IC1 denotes the integration constant. If u
q
0 denotes the magnitude of the stream-





2 − Cuq0 . (3.86)
The Brinkman effect on the velocity at the symmetry line is negligible
If it is assumed that the Brinkman effect has a negligible influence on the magnitude of
the maximum velocity, thus assuming that for a speciﬁc pressure gradient,
































= f (uq) . (3.89)






and solving the second integration constant by enforcing uq (−H/2) = 0 yields
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Since the velocity proﬁle is symmetric, an expression for the proﬁle of the upper half
may be obtained by replacing y with −y.
Integrating equation (3.91) from uq = 0 to uq = C/B and dividing it by H/2, the




− 2 11+n A
BH
(





The Brinkman effect may have a large influence on the velocity at the
symmetry line
In this section it is assumed that the wall effect may dominate the velocity profile and
























= f (uq) . (3.94)
Following the method expressed by equation (3.90), by utilizing Mathematica, indeﬁnite
integration of equation (3.94) and solving the second integration constant by enforcing
uq (−H/2) = 0 yields
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C2 + 2IC1B (3.96)
and from equation (3.86) it follows that
X = C − Buq0 . (3.97)
The Gauss’s hypergeometric function may be written in series form as follows:








Following the work of Pearson (2009), as k →∞ the ratio of the coeﬃcients of zk tends
to one, so the radius of convergence is unity. Therefore the series expressed by equation
(3.98) converges uniformly and absolutely for |z| < 1. The series is deﬁned for any
a ∈ C, b ∈ C, b ∈ C \
{
Z−1
⋃ {0}}. Following Korn & Korn (1868) the convergence
may extend to the unit circle |z| = 1 under the following conditions:
(1) for z = −1 if Re(a+ b− c) < 1 ;
(2) for z = 1 if Re(a+ b− c) < 0.
In this study, since a, b and c are all R+ \ {Z} and (a+ b− c) < 0, convergence is
expected for |z| ≤ 1.
For z outside the radius of convergence, it is necessary to transform z such that the
hypergeometric function is expressed in terms of other hypergeometric functions of a
new argument laying within the circle of convergence. Referring to the work of Pearson
(2009) (that followed the work of Forrey (1997)9, six diﬀerent cases are considered:
• Case 1: −∞ < z < −1:
2F1 [a, b; c; z] = (1− z)−a Γ (c) Γ (b− a)
Γ (b) Γ (c− a)2F1
[
a, c− b; a− b+ 1; 1
1− z
]
+ (1− z)−b Γ (c) Γ (a− b)
Γ (a) Γ (c− b) 2F1
[




9Forrey, R. C. (1997). Computing the Hypergeometric Function. Journal of Computational Physics,
137, pp. 79–100.
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• Case 2: −1 ≤ z < 0:
2F1 [a, b; c; z] = (1− z)−a 2F1
[




• Case 3: 0 ≤ z ≤ 1
2
:
2F1 [a, b; c; z] = 2F1 [a, b; c; z] ; (3.101)
• Case 4: 1
2
< z ≤ 1:
2F1 [a, b; c; z] = (1− z)c−a−b Γ (c) Γ (a + b− c)
Γ (a) Γ (b)
2F1 [c− a, c− b; c− a− b+ 1; 1− z]
+
Γ (c) Γ (c− a− b)
Γ (c− a) Γ (c− b) 2F1 [a, b; a+ b− c+ 1; 1− z] ; (3.102)
• Case 5: 1 < z ≤ 2:
2F1 [a, b; c; z] = z
a−c (1− z)c−a−b Γ (c) Γ (a+ b− c)
Γ (a) Γ (b)
2F1
[




Γ (c) Γ (c− a− b)
Γ (c− a) Γ (c− b) 2F1
[




• Case 6: 2 < z < +∞:
2F1 [a, b; c; z] = (−z)−a Γ (c) Γ (b− a)
Γ (b) Γ (c− a) 2F1
[
a, a− c+ 1; a− b+ 1; 1
z
]
+ (−z)−b Γ (c) Γ (a− b)
Γ (a) Γ (c− b) 2F1
[








tΩ−1e−t dt , (3.105)
and the ﬁnal arguments in the hypergeometric functions are less than or equal to 0.5
– thus not merely ensuring convergence, but also rapid convergence. (From the conver-
gence criteria, Cases 2 and 4 are thus not a necessity, but will quicken the convergence.)10
By substituting equations (3.86) and (3.97), equation (3.95) may be rewritten in terms
10In MATLAB, these substitutions have already been build into the hypergeom-function and z (see
equation (3.98)) need not lay within the unit circle, thus in the radius of convergence.
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of uq0:






































































From equation (3.87) and (3.106), z is
uq0
2 (uq0 − uqD)
and
uq0 − uq
2 (uq0 − uqD)
(3.107)
in the ﬁrst and the second hypergeometric functions respectively. Utilizing the transfor-
mations (Cases 1 to 6), the hypergeometric function may be solved for z ∈ R.
The distance between the parallel plates may be determined by ensuring that the deriva-
tive, duq/dy, is zero at y = 0. Utilizing Mathematica, after specifying n > 0, it follows





















= 0 . (3.108)
In this limiting condition, the second hypergeometric function itself is unity. Therefore,
substituting the limiting condition given in equation (3.108) and y = 0 into equation



































From symmetry, replacing y with −y in equation (3.106) the velocity proﬁle in the upper
domain can be obtained.
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To plot equation (3.106), uq0 must ﬁrst be obtained for a speciﬁc pressure gradient either
from numerical or experimental data.
3.3.2.4 Herschel-Bulkley fluid








Following identical assumptions to those expressed by equations (3.70) to (3.72) and
equations (3.78) to (3.80), for a homogeneous porous structure it follows that












































because both the yield stress and the porosity are spatially constant.
Since equation (3.113) and equation (3.81) is one and the same, identical derivations
to those discussed for power law ﬂuids are applicable. Equations (3.91) and (3.106)
are therefore also relevant to Herschel-Bulkley ﬂuids. As was the case with Bingham
plastics versus Newtonian ﬂuids, the yield stress eﬀect is only incorporated through
the coeﬃcient K, that, following the discussion in Paragraph 3.3.2, is obtainable by
secondary averaging methods.
In Appendix E an alternative view is discussed for viscoplastic ﬂuids traversing a porous
structure where the Brinkman eﬀect is dominating the resulting velocity proﬁle.
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3.4 Secondary averaging
Equation (3.53) followed from volume averaging of the governing equations and assuming
that the eﬀect of the macroscopic boundaries are negligible. This equation is still open,
since the actual interstitial velocity gradients at the ﬂuid-solid interfaces are needed
for a quantitative evaluation of this integral. Closure of this equation requires further
modelling on a pore-scale level.
Du Plessis & Masliyah (1988) introduced a theoretical pore-scale model, where the in-
terstitial ﬂow of a Newtonian ﬂuid was analyzed through an RUC (Representative Unit
Cell). This model was applicable to time independent laminar ﬂow of Newtonian ﬂuids
through spongelike porous media. Later, Du Plessis & Masliyah (1991) extended this
model by analyzing ﬂow through granular porous media. The RUC varies for diﬀerent
types of porous structures: e.g. foams, granules and unidirectional ﬁbre beds. The
main objective of this RUC-model was to describe the average geometrical properties
of the porous medium in order to quantify the ﬂuid-solid dynamic interaction required
in equation (3.53). From 1988 to recent years the RUC-models were scrutinized by
diﬀerent researchers and modiﬁcations were made to the original models. Later, the
cubic (or in two dimensions, the square) RUC was extended to the RRUC (Rectangular
Representative Unit Cell), where the possibility of various dimensional ratios were in-
cluded. In this study, referral to the RUC-model by deﬁnition implies that the considered
cell is cubic.
3.4.1 The RRUC
In the RRUC modelling technique only the average morphology over an REV is required.
Through means of simplifying assumptions, the interstitial resistance due to friction is
determined from an assumed fully developed velocity proﬁle in the interstitial channels.
For mathematical simplicity, the RRUC has a rectangular shape. The model is based
on the assumption that the ﬂuid traverses the porous medium in imaginary streamtubes.
In other words, it is assumed that ﬂuid particles will stay within a speciﬁc streamtube
whilst travelling through the porous structure and will not exchange places with particles
from other streamtubes. In a three-dimensional case study, four of the outer surfaces of
the RRUC are orientated parallel to an enclosed streamtube and two faces (the cross-
stream faces) are orientated perpendicular to the ﬂow direction. In Figure 3.6, a section
Stellenbosch University  http://scholar.sun.ac.za
Chapter 3 Macroscopic modelling: Porous Media 123
Figure 3.6: A schematic representation of a streamtube enclosed by three RUCs.
of a streamtube enclosed by three RUCs is shown.
An RRUC is deﬁned as the smallest possible cell in which the statistical average geomet-
rical properties of the REV can be imbedded. Therefore, properties such as the local
average porosity and the tortuosity of the REV are imbedded in the RRUC representing
it. The REV was in turn deﬁned as an arbitrary volume, statistically representative of
all the physical properties in the immediate vicinity of a point represented by a position
vector ri. The RRUC representing this REV is also located with its centroid at ri.
Figure 3.7 is a schematic representation of the positioning of the RRUCs inside two
respective REVs. (Note that both REVs and RRUCs may overlap. The RRUC should
therefore not be viewed as a repetitive building block with which the porous medium
can be reconstructed theoretically.)
The total volume of the RRUC is denoted by Uo and consists of two respective volumes
namely Us and Uf . The ﬁrst being the volume of the solid phase and the latter the total
volume occupied by ﬂuid (or the void space). The ﬂuid-solid interface is denoted by Sfs.
The linear dimension of the solid phase is denoted by ds, the interstitial channel widths
by dc and the outer dimensions of the RRUC by d. Figure 3.8 is a two-dimensional
representation of the RRUC where the diﬀerent applicable volumes, surfaces and linear
dimensions are indicated.
The interstitial channel ﬂow is assumed to be stepwise linear. Two of these streamlines
are depicted in Figure 3.8. The void space can therefore be split into two sub-volumes:
one in which the interstitial ﬂow is parallel and the other where it is transverse with
respect to the streamwise direction. These sub-volumes are denoted by U‖ and U⊥
respectively. In the following paragraphs on pore-scale modelling, the parallel and per-
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Figure 3.7: RRUCs inside their respective spherical REVs, where the dark grey indicates
the volume where the two RRUCs overlap.
pendicular subscripts relate to the direction relative to the local streamwise direction.




( n˜ · n̂) dU (3.114)






( v · n̂) dU . (3.115)






The average velocities in the transverse channels cancels vectorially if the integral in
equation (3.14) is applied over the void space of an RRUC. From this and equation
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Figure 3.8: A two-dimensional representation of the different dimensions defined in the
RRUC for fully staggered, granular porous media.

















In equation (3.119), qH denotes the magnitude of the superﬁcial velocity, q̂H , that is
directed in the local streamwise direction. If the tortuosity is deﬁned as the total path
length of a ﬂuid particle rendering through a porous structure divided by the streamwise
displacement of the particle (thus Le/L), after an extensive study by Cloete (2006) it
has been shown that χ denotes the tortuosity of the RRUC (and thus also the porous
structure) if βu = 1 . Under such circumstances, equation (3.119) is identical to the
relation proposed by Carman (as will be discussed in Paragraph 3.6.1.1).
Following from the deﬁnition of the RRUC, the gradient of the average pressure over
the RRUC should be the same as over the REV. Multiplying equation (3.53) by the
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({p} n− n · η∇ v) dS = ÎH (3.120)
in terms of RRUC dimensions. Here 〈pb 〉f denotes the intrinsic phase average with
respect to the RRUC. Following from equations (2.29) and (2.33), the second term in
the surface integral represents the wall shear stress vector at the ﬂuid-solid interfaces.
As is the case for the superﬁcial velocity, the H-subscript in equation (3.120) refers
to the fact that the porous medium is homogeneous (∇ε = 0) and that the eﬀects of
the macroscopic boundaries are negligible. Therefore, from equation (3.50), {p} in the
integrand may be replaced by p at any time if so required in the modelling process.
For the laminar ﬂow regime, ÎH may be split into two asymptotic conditions applicable
to the Darcy and the Forchheimer regimes respectively. Following Churchill & Usagi
(1972), if the shifting parameter is (conveniently) chosen as unity (see equation (2.104)
and the preceding discussion), the two asymptotes of equation (3.120) may be combined
by splitting this integral as follows:
ÎH = ÎD + ÎF . (3.121)
From equations (3.120) and (3.121), as well as the well-known Ergun equation (Ergun







and ÎF = εRFρqH q̂H (3.122)
where the hydrodynamic Darcy permeability, KD, and resistance coeﬃcient in the Forch-
heimer regime, RF , are expressions in terms of measurable parameters. R
−1
F is sometimes
referred to as the passability (i.a. Crosnier et al. (2006)) or the non-Darcian permeability
parameter (i.a. Moreira & Coury (2004), Innocentini et al. (1998)). Referring to other
Newtonian ﬂuid RUC studies, we deﬁne a factor FH , which is the resistance against the
ﬂuid ﬂow due to the homogeneous porous structure, as follows
ÎH = FHµ q̂H . (3.123)
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This friction factor may be written into the following form:
FH = FD (1 + ΩRe) , (3.124)





In equation (3.124), Re denotes the Reynolds number that is modiﬁed for ﬂow through
porous media. The Reynolds number has been deﬁned in Paragraph (2.2.1.7) as the
ratio between the absolute values of the inertial forces to the viscous forces. From equa-
tion (2.151), the modiﬁed Reynolds number for generalized Newtonian ﬂuids traversing
porous media is deﬁned as
Re‖ =
ρu‖2∣∣∣τw‖∣∣∣ . (3.126)
In equation (3.126), the ‖-subscript implies that this Reynolds number is with respect to
the streamwise direction. For the Herschel-Bulkley ﬂuid, applying the wall shear stress








































For an RUC, from equation (3.119) and the relation
dc = Cd , (3.129)
equation (3.128) may be rewritten into the form:
Re‖ (qH , d) =
ρqH
2−ndn
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where the yield number is deﬁned as












By making the appropriate substitutions, equations (3.130) and (3.131) are also appli-
cable to the other ﬂuid models under consideration.
Three diﬀerent types of porous structures are considered, namely unconsolidated, isotropic
porous media (granular material), unidirectional ﬁbre beds and consolidated, isotropic
porous media (foams or spongelike material). The ratios χ and C, deﬁned in equations
(3.118) and (3.129) respectively, varies for the diﬀerent types of porous media considered.
In Paragraphs 3.4.2 to 3.4.4, the diﬀerent RRUC-models are discussed and applied to
both Newtonian and non-Newtonian traversing ﬂuids.
3.4.2 Unconsolidated, isotropic porous media
3.4.2.1 Introduction
Unconsolidated porous media consist of discrete particles as shown in Figure 3.9. In
packed beds, the particles are allowed to settle under gravity. For uniform spheres, an
upper limit of approximately 0.476 is reached for the porosity by means of cubic packing.
Following Carman (1956) the porosity ranges between 0.26 and 0.476, and, for a random
packing, the porosity may be taken as approximately 0.38. In a ﬂuidized bed, where
Figure 3.9: Sand, ground and stones are practical examples of unconsolidated porous media.
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Figure 3.10: The initial RUC for unconsolidated porous media.
an upward motion of the ﬂuid expands the solid particles to a certain extent, a much
greater porosity is reached for granular material.
3.4.2.1.1 The original RUC-model for granular media
The initial RUC-model for laminar ﬂow of incompressible, Newtonian ﬂuids through
rigid, stationary, isotropic porous media of varying permeability consisting of separate
particles was introduced by Du Plessis & Masliyah (1991). This RUC-model is depicted
in Figure 3.10.
Following Shah & London (1978), the following two limiting conditions for (fappRe)[pp]
in the interstitial channels were considered: fully developed ﬂow between inﬁnite wide
parallel plates a distance dc apart (where (fappRe)[pp] = 24) and ﬂow development along
a short ﬂat plate of length ds. These conditions were combined by means of asymp-
tote matching (Churchill & Usagi (1972)). Substituting equation (2.154) into equation
(2.152), the Reynolds number for ﬂow between parallel plates, applicable to the stream-





In equation (3.132), u‖[pp] denotes the average speed of an assumed fully developed plane
Poiseuille velocity proﬁle in the interstitial streamwise channels.
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The arrangement of the solid particles are such that they are staggered to a maximum.
This ensures that isotropy is maintained and that the ﬂuid is forced through all the
transverse channel sections.
Since, in the transverse channels, the shear stresses cancel vectorially, it was assumed
that the pressure deviation term in equation (3.120) contributes to these momentum
losses in the transverse channels. The wall shear stresses in these channels were therefore
assumed to be manifested through the pressure deviation term and that the magnitude
of these frictional eﬀects are imbedded in {p}. This assumption was made due to
the fact that the shear stresses would cause pressure gradients with respect to the
streamwise direction over these transverse channels. In the streamwise channels the
pressure deviation term cancels vectorially.
Assuming βu = 1, from the deﬁnition of the apparent friction factor it then follows that








(fappRe)[pp] n̂ , (3.134)
where the wall shear stress, the average speed, the Reynolds number and the friction
factor are all applicable to both the streamwise and transverse channels.
After substituting the geometric dimensions of the granular RUC-model and the asymp-
totic equation for (fappRe)[pp], an equation of the following form followed:
ÎH = µ (FD + Ω
√
qH) q̂H , (3.135)
where FD (KD) is deﬁned by equation (3.125). Unlike the quadratic relation found in
the Forchheimer equation, in this regime,
∣∣∣∇〈p 〉f ∣∣∣ ∝ q 32H (3.136)
followed for the non-linear part of equation (3.135).
Since, in the RRUC-models for granular media, plane Poiseuille ﬂow is assumed in all
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the interstitial channel sections, the [pp]-subscript is dropped for notational simplicity,
though it is implied throughout Paragraph 3.4.2.
3.4.2.1.2 Modelling of the Forchheimer regime
Du Plessis (1992) derived an expression for the Forchheimer regime where IF ∝ q2H .
This modelling process was semi-empirical since a drag coeﬃcient in the Forchheimer
term was obtained by means of experimental data.
For higher Reynolds numbers the inertial forces are assumed to predominate the viscous
forces. The shear stress part in equation (3.120) is thus assumed to be negligible in







{p} ndS . (3.137)
In the Forchheimer regime, recirculation is assumed at the lee side of the solid phase
particles. Form drag stems from the recirculation and this dominates the shear strain
rate. On the surfaces of the channel sections parallel to the streamwise direction, the
pressures cancel vectorially. The diﬀerence between the pressure on the upstream face
of the solid cube and that on the downstream face is determined by applying Bernoulli’s
equation. The considered streamline is between a stagnation point on the upstream
ﬂuid-solid surface and the inﬂexion point at the back of the particle where the pressure
is assumed to be equal to that at the downstream ﬂuid-solid surface. These two points









In equation (3.138), Sface was deﬁned as that part of the ﬂuid-solid interface obstructing
the ﬂuid ﬂowing in the streamwise direction. Substituting equation (3.138) and the ﬁrst
term resulting from equation (3.134) into equation (3.121) resulted in an equation which
was shown to correlate well with the Ergun equation for ε = 0.5 and ζ2 = 2.
3.4.2.1.3 Incorporating different interstitial channel speeds
A deﬁnite distinction was made by Du Plessis (1994) between the diﬀerent sides of the
solid phase in the RUC with respect to the streamwise direction. It was found that twice
the pore volume is available for ﬂow in the streamwise direction than in the transverse
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direction and from continuity requirements it then followed that βu =
√
2.
Again assuming fully developed plane Poiseuille ﬂow for the low Reynolds number regime
in the interstitial channels and applying the Bernoulli equation for the laminar inertial




























 n̂ . (3.140)
3.4.2.1.4 Adaptation of the RUC-model for the Darcy regime
Du Plessis & Diedericks (1996) applied various RUC-models to electric charge transport





∣∣∣τw‖∣∣∣ n̂ . (3.141)
This equation was said to be applicable to all the diﬀerent types of porous structures
for ﬂow in the Darcy regime.
3.4.2.1.5 Non-Newtonian fluids traversing granular media
Power law fluids
The RUC-model of Du Plessis (1994) was expanded for a traversing power law ﬂuid by
Smit & Du Plessis (1997). Again, for the Darcy regime, fully developed ﬂow between
parallel plates was the assumed interstitial velocity proﬁle and the wall shear stress was
written in terms of the average interstitial channel velocities. Here however, βu was set
equal to unity. In the Forchheimer regime, form drag was assumed over the solid particle
where the drag coeﬃcient, cd, was set equal to 2. It was shown that the ﬁnal expression
correlated well with experimental data over a relative large range of Reynolds numbers.
Shear thinning fluids in general
As was stated in Paragraph 2.1.1, a shear thinning non-Newtonian ﬂuid may generally
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Figure 3.11: An illustration of the different types of staggering.
be split into three regimes. In the two extreme regimes, the viscosities are constant (thus
not shear rate dependent) and between these limits is the region where the apparent
viscosity decreases as the shear rate increases. Smit & Du Plessis (2000) modelled the
ﬂow of such a general shear thinning ﬂuid traversing any one of the three diﬀerent types
of porous structures by means of the applicable RUC-model for both the Darcy and
Forchheimer regimes.
3.4.2.1.6 Two-dimensional simplification
Different types of streamwise staggering
In later work by Lloyd et al. (2004), Newtonian ﬂuids travelling through two-dimensional
arrays of squares were considered for the Darcy regime only. In their study, the term,
〈p 〉f (∇ε), in equation (3.50) was neglected, thus the pressure deviation term in equation
(3.120) was replaced by the actual pressures at the ﬂuid-solid interfaces.
Diﬀerent types of staggering along the streamwise direction were introduced as illus-
trated in Figures 3.11(a) to (c). Figure 3.11(c) is a purely theoretical model where the
double lines represent frictionless boundaries.








1 Over−staggered array .
(3.142)
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Figure 3.12: The shifting method of Lloyd et al. (2004) for a theoretical over-staggered
configuration.
Different geometrical possibilities for the RUC
The concept of transfer volumes were also introduced by Lloyd et al. (2004). These
transfer volumes were deﬁned as volumes where there are no walls inducing wall shear
stresses and therefore no pressure drops. These volumes are depicted in Figure 3.12
by the crisscross areas. The RUC was shifted relative to the porous structure in the
streamwise direction and two diﬀerent possible geometries for the RUC were observed.
These RUCs are indicated by the dotted rectangles in Figure 3.12. Closure was done
with respect to both RUC structures and each result was then weighed by its relative
frequency of occurrence and then added.
In conclusion it was found that the right hand side of equation (3.141) should be multi-
plied by a χ-coeﬃcient as deﬁned by equation (3.118).
Different linear dimensions in the streamwise and transverse directions
The ﬂow of Newtonian ﬂuids through two-dimensional rectangles with arbitrary shapes
was modelled (in a similar fashion as Lloyd et al. (2004)) by Cloete & Du Plessis (2006).
Redeﬁning the transfer volumes by neglecting the wall shear stresses on the surfaces in
the transverse channels facing the parallel channel sections, a χ-coeﬃcient for the right
hand side of equation (3.141) was again obtained. These transfer volumes are depicted
in Figure 3.13 by the crisscross areas.




(∣∣∣τw‖∣∣∣Sfs‖ + ψξ |τw⊥|Sfs⊥) n̂ . (3.143)
Thus, it was found that the transverse ﬂuid-solid interface in equation (3.141) should
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Figure 3.13: The shifting method of Cloete & Du Plessis (2006) for a theoretical over-
staggered configuration.





and βu = ψξ . (3.144)




∣∣∣τw‖∣∣∣ n̂ . (3.145)
3.4.2.1.7 Isotropic requirements for the RUC-model
The three-dimensional granular RUC was revisited by Woudberg et al. (2006). Both
Lloyd’s staggering and shifting procedures were incorporated in three dimensions. It
was assumed that for an isotropic porous medium, about 33% of the ﬂuid will traverse a
fully-staggered conﬁguration and about 66% will ﬂow through a porous structure where
the solid granules are aligned in a regular array. Following Du Plessis (1994), βu was
set equal to
√





















4.4714 (1− ε) 23
d
χ
∣∣∣τw‖∣∣∣ n̂ . (3.147)
In equation (3.146) the ﬁrst term is applicable to a fully staggered array and from
equation (3.142), ξ = 0.5.
Following Du Plessis (1992), the Bernoulli equation, where ζ = βu =
√
2, was utilized
for the Forchheimer regime. The traversing ﬂuid considered was a purely viscous non-
Newtonian power law ﬂuid. Similar to Smit & Du Plessis (1997) and Smit & Du Plessis
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(1999),
∣∣∣τw‖∣∣∣ was replaced by the wall shear stress of a power law ﬂuid which (as was
shown in Paragraph 2.2.1.3) can be written directly as a function of the average inter-
stitial streamwise velocity.
Redefining the ξ-factor in equation (3.146)
In a later work by Du Plessis & Woudberg (2008), the ξ-factor in equation (3.146) was
found to be 0.25 for a fully staggered conﬁguration in three dimensions. From this it
followed that equation (3.147) was to be replaced by
ÎD =
4.2357 (1− ε) 23
d
χ
∣∣∣τw‖∣∣∣ n̂ . (3.148)
3.4.2.1.8 Wall shear stress relations of power law and Herschel-Bulkley
fluids
Smit & Cloete (2008) discussed the relation between the average wall shear stress at
the streamwise and transverse channel walls of a two-dimensional RRUC (of arbitrary
dimensions). In this study, Newtonian, power law and Herschel-Bulkley ﬂuids were
considered. It was observed that, in equation (3.145), ξψ2 in the second term represents
the ratio between the wall shear stresses. For power law and Herschel-Bulkley ﬂuids
















)n∣∣∣∣∣ (refer to equation (2.100)). Both
the Lloyd et al. (2004) (extended to rectangles) and the Cloete & Du Plessis (2006) model
were evaluated through means of commercial CFD codes for Newtonian ﬂuids only. It
was observed that as u‖ becomes greater than u⊥, the model by Lloyd et al. (2004)
predicts the numerical data better and vice versa.
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3.4.2.2 The present study: RRUC for granular porous media
In Figure 3.14 two three-dimensional RRUCs for granules, of which the streamwise stag-
gering diﬀers, are shown. To calculate the βu-value for the fully staggered array, consider
the two cross-stream planes depicted by the diagonal lines in Figure 3.14(a). The pro-
jection of the displacement of the centroid of the ﬂuid from the upstream perpendicular
































(d⊥ + ds⊥) . (3.152)





















From equations (3.149) and (3.153), the ratio between the wall shear stress in the trans-














∣∣∣τw‖∣∣∣ n̂ . (3.155)
In the Darcy regime, applying equation (3.155) to a cubic RUC, where the interstitial
channel widths are equal, and from the isotropic assumption by Woudberg et al. (2006),
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Figure 3.14: The RRUC-model for granular porous media.














































which corresponds to equation (3.146) where the ξ-correction of Du Plessis & Woudberg
(2008) has been incorporated.
In the Forchheimer regime, following Smit & Du Plessis (1997), form drag is assumed










where, following Du Plessis (1992), cd = 2 represents the drag coeﬃcient.
In Table 3.1, the linear dimensions, areas and volumes for the granular RUC-model are
written in terms of the measurable porosity. Substituting the expressions from this table
into equations (3.156) and (3.158) yield the following general equation applicable to all
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Table 3.1: Geometric coefficients of the granular RUC-model in terms of the porosity and d.











1− (1− ε) 23
)
Sfs 6d
2 (1− ε) 23
Sfs‖ 4d2 (1− ε)
2
3




2 (1− ε) 23
χ
ε
1− (1− ε) 23
the various generalized Newtonian ﬂuids under discussion:
ÎH =








1− (1− ε) 23
) ∣∣∣τw‖∣∣∣ n̂+ ρcd
2d
(1− ε) 23(
1− (1− ε) 23
)2 qH q̂H . (3.159)
3.4.2.2.1 Newtonian fluids
For Newtonian ﬂuids equation (3.159) reduces to
ÎH =








1− (1− ε) 23
) ∣∣∣τw‖∣∣∣ n̂ + ρcd
2d
(1− ε) 23(
1− (1− ε) 23
)2 qH q̂H , (3.160)
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1− (1− ε) 13
) (
1− (1− ε) 23
) . (3.161)
Thus, for Newtonian ﬂuids,
ÎD =
4.2357 (1− ε) 23
d
χ
∣∣∣τw‖∣∣∣ n̂ , (3.162)
which is equivalent to the expression obtained by Du Plessis & Woudberg (2008).





1 + (1− ε) 13
) . (3.163)
Substituting equation (3.119) into equation (3.132), that Reynolds number deﬁnition
that followed directly from ﬂow between parallel plates, diﬀers with a constant coef-
ﬁcient of 12 from the modiﬁed Reynolds number (that, in general, incorporates the
non-Newtonian ﬂuid models) expressed by equation (3.163) for Newtonian ﬂuids.
Following from equation (3.160), the friction factor deﬁned in equation (3.123) may be









ε (1− ε) 23(
1− (1− ε) 23
)2 (























1− (1− ε) 23
)2 (




and the critical Reynolds number for the transition from the Darcy regime to the Forch-
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1− (1− ε) 23
. (3.166)
3.4.2.2.2 Herschel-Bulkley model
For a non-Newtonian ﬂuid with a behaviour index n, in an attempt to keep the format
similar to equation (3.123), the following is assumed:
ÎH = FHKq
n−1
H q̂H . (3.167)
In Chapter 2, equations (2.101) and (2.109), the following approximation for the wall














where, if n < 1,
s(n) = 0.9941− 0.4110n+ 0.3155n2 − 0.1126n3 . (3.169)




1− (1− ε) 13
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1− (1− ε) 13
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)n ε (1− ε) 23 [(YGHB)s + 1] 1s(
1− (1− ε) 13
)n (
1− (1− ε) 23
)n+1 +
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)n ε (1− ε) 23 [(YGHB)s + 1] 1s(
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1− (1− ε) 23
. (3.176)
3.4.2.2.3 Power law model
The wall shear stress for a power law ﬂuid could be written directly as a function of the
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1− (1− ε) 23
)n−2(















)n (1− (1− ε) 13)n (1− (1− ε) 23)n+1
(1− ε) 23
(3.180)










1− (1− ε) 23
. (3.181)
Note that all these equations correspond to the equations derived for a Herschel-Bulkley
ﬂuid where the yield stress was set equal to zero.
3.4.2.2.4 Bingham plastic model
For a Bingham plastic, as for a Newtonian ﬂuid, n = 1 and equation (3.160) holds. For
such a non-Newtonian ﬂuid, equation (3.123) should be rewritten as
ÎH = FHK q̂H . (3.182)
In Chapter 2, equations (2.130) and (2.136), the following approximation for the wall
shear stress in terms of the average channel speed was obtained by means of asymptote
matching:






s = 0.7864 . (3.184)
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1− (1− ε) 13
) (
1− (1− ε) 23
) [(YGBP )s + 1] 1s (3.185)
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Since the Bingham plastic model corresponds to the Herschel-Bulkley model where the









ε (1− ε) 23 [(YGBP )s + 1]
1
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1− (1− ε) 13
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1− (1− ε) 13
) (
1− (1− ε) 23
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1− (1− ε) 23
. (3.190)
3.4.2.2.5 Casson model
Since equations (2.130) and (2.145) are equivalent, all the expressions obtained above
for Bingham plastic ﬂuids still hold for Casson ﬂuids. For completeness, some of the
relevant equations are repeated below:
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The following approximation for equation (3.120) was obtained:
ÎH =








1− (1− ε) 23
) ∣∣∣τw‖∣∣∣ n̂ + ρcd
2d
(1− ε) 23(
1− (1− ε) 23
)2 qH q̂H . (3.191)









ε (1− ε) 23 [(YGC)s + 1]
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) (






















1− (1− ε) 13
) (
1− (1− ε) 23
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For the Casson ﬂuid model, the relation between ÎH and FH is also denoted by equation
(3.182).




1− (1− ε) 13
) (
1− (1− ε) 23
) [(YGC )s + 1] 1s (3.194)












Here, YGC = YGBP , as was deﬁned by equation (3.186), and the critical Reynolds number
corresponds to that obtained in equation (3.190).
The only diﬀerence in the above equations between a Bingham plastic ﬂuid and a Casson
ﬂuid is the shifting parameter. As was discussed in Chapter 2 (equation (2.148)), for a
Casson ﬂuid,
s = 0.4469 . (3.196)
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3.4.3 Unidirectional fibre beds
3.4.3.1 Introduction
This paragraph is a speciﬁc case of unconsolidated media where the solid phase parti-
cles are elongated (mathematically to inﬁnity) transversely to the streamwise direction.
Assuming that the ﬂuid has no velocity component along the length of the solid phase,
a two-dimensional simpliﬁcation of this RRUC-model may be made without loosing any
information. Such a porous model is of great signiﬁcance in the analysis of e.g. the
drying process of wood (as depicted in Figure 3.15).
Figure 3.15: The drying process of timber.
3.4.3.1.1 The original RRUC-model for unidirectional fibre beds
An RRUC-model was developed by Du Plessis & Van der Westhuizen (1993) for unidi-
rectional ﬁbre beds and is shown in Figure 3.16.
In this paper, saturated two-dimensional crossﬂow through a prismatic porous medium
is modelled. As was the case for granular porous media, in the Darcy regime, plane
Poiseuille ﬂow is assumed for both the streamwise and transverse interstitial channel ve-
locity proﬁles. The Forchheimer eﬀect (similar to Du Plessis (1992)) is said to stem from
the microscopic inertial ﬂow phenomena. Thus, again, in the higher Reynolds Forch-





where ∆p denotes the pressure drop over the solid phase particle and cd the pressure
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Figure 3.16: The RRUC for prismatic porous media (Du Plessis & Van der Westhuizen
(1993)).





















Since, in Paragraph 3.4.3, plane Poiseuille ﬂow will always be the assumed velocity
proﬁle, the [pp]-subscript is regarded as redundant and dropped for notational simplicity.
3.4.3.1.2 Incorporating different interstitial channel speeds
It was found by Du Plessis & Diedericks (1996), that the βu-factor relating the stream-





∣∣∣τw‖∣∣∣ n̂ . (3.198)
3.4.3.1.3 Non-Newtonian fluids traversing unidirectional fibre beds
Shear thinning fluids in general
General shear thinning ﬂuids traversing such porous media was discussed by Smit &
Du Plessis (2000) and applied to both the Darcy and Forchheimer regimes.
3.4.3.1.4 Two-dimensional representation
This model may be expressed by means of only two dimensions, as indicated by the
vertical, square planes in Figure 3.16 with areas, d2. The two-dimensional studies:
Lloyd et al. (2004), Cloete & Du Plessis (2006) and Smit & Cloete (2008) as discussed
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in Paragraph 3.4.2.1 are also relevant to unidirectional ﬁbre beds and the ﬁndings may
be applied directly to this model.
3.4.3.2 The present study: RRUC for unidirectional fibre beds










Figure 3.17: The RRUC-model for unidirectional fibre beds.
Since only ﬂow across the four dℓ-areas are possible, following the procedure of Woudberg
et al. (2006) for granules, to ensure isotropy, it is assumed that the probability is 50% for
the ﬂuid to traverse a fully staggered array and 50% for it to travel through an aligned






















for the Darcy regime.










It has been shown by Du Plessis & Van der Westhuizen (1993) that an appropriate value
for the drag coeﬃcient is 0.5 ≤ cd ≤ 1.
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Table 3.2: Geometric coefficients of the RRUC-model for unidirectional fibre beds in terms





























The expressions for the linear dimensions, areas and volumes are listed in Table 3.2 for
an RRUC where the interstitial channel widths are equal (thus where ψ = 1).
If ψ = 1, it follows from mass conservation that βu = 0.5. Under such circumstances,
from Table 3.2 and equations (3.199) and (3.200), it follows that the general equation,















)2ρcdqH q̂H . (3.201)
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3.4.3.2.1 Newtonian fluids













)2 qH q̂H , (3.202)













































1−√1− ε . (3.207)
3.4.3.2.2 Herschel-Bulkley model
In Chapter 2, equations (2.101) and (2.109), the following approximation for the wall
shear stress in terms of the average channel speed was obtained by means of asymptote
Stellenbosch University  http://scholar.sun.ac.za














where, if n < 1,
s(n) = 0.9941− 0.4110n+ 0.3155n2 − 0.1126n3 . (3.209)
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. (3.213)
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and the critical Reynolds number by
RecHB =
2 (2 + 2−n−1)
cd
ε
1−√1− ε . (3.215)
3.4.3.2.3 Power law model
The wall shear stress of a power law ﬂuid could be written directly as a function of the










































2 (2n + 1)
)n
. (3.218)









and the critical Reynolds number by
RecPL =
2 (2 + 2−n−1)
cd
ε
1−√1− ε . (3.220)
Note that all these equations correspond to the equations derived for a Herschel-Bulkley
ﬂuid with the yield stress set equal to zero.
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3.4.3.2.4 Bingham plastic model
In Chapter 2, equations (2.130) and (2.136), the following approximation for the wall
shear stress of a Bingham plastic, in terms of the average channel speed, was obtained
by means of asymptote matching:






s = 0.7864 . (3.222)














Since the Bingham plastic model corresponds to the Herschel-Bulkley model where the
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1−√1− ε . (3.228)
3.4.3.2.5 Casson model
Since equations (2.130) and (2.145) are equivalent, all the expressions obtained above
for Bingham plastic ﬂuids hold for Casson ﬂuids. For completeness, the applicable
equations are repeated below:













)2 qH q̂H . (3.229)





































)2 [(YFC)s + 1] 1s (3.232)








Here, YFC = YFBP , as was deﬁned by equation (3.224), and the critical Reynolds number
corresponds to that obtained in equation (3.228).
The only diﬀerence in the above equations between a Bingham plastic ﬂuid and a Casson
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ﬂuid is the shifting parameter. As was discussed in Chapter 2 (equation (2.148)),
s = 0.4469 . (3.234)
3.4.4 Consolidated, isotropic porous media
3.4.4.1 Introduction
In consolidated porous media the solid phase consists of a continuous structure. In some
circumstances such a structure may be formed from separate particles that went through
a partial melting process or deformed under high pressure, e.g. sandstones, porous
carbons, sintered metals and - glass. Porosities much lower than those of unconsolidated
media can be reached. Also, on the other hand, foams may have very high porosities
close to unity. Due to these high porosities and large ﬂuid-solid surface areas, foams
have a wide variety of usage, for example: gas distributors in fuel cells (Crosnier et al.
(2006)) or ﬁlters, acoustic absorbers, bioreactors (Moreira & Coury (2004)), etc. A
consolidated porous structure is shown in Figure 3.18.
Figure 3.18: Consolidate medium and a microscopic image of the surface of a foam (Photo-
graph: Smit & Du Plessis (1999)).
3.4.4.1.1 The original RUC-model for foams
The initial RUC-model, that focussed on Newtonian ﬂuids traversing consolidated porous
media, was introduced by Du Plessis & Masliyah (1988). The RUC is depicted in Figure
3.19.
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Figure 3.19: The RUC introduced by Du Plessis & Masliyah (1988) for consolidated porous
media.
Following Shah & London (1978), the two extreme situations for (fappRe)[sd] of fully
developed ﬂow in an inﬁnite long square duct, and developing ﬂow in a very short duct
over a distance ds, were combined by means of asymptote-matching (Churchill & Usagi





Since the magnitudes of the interstitial velocities in each of the three orthogonal channel





As was assumed for granular media, though the shear stresses in the transverse channels
will cancel vectorially, from force equilibrium these shear stresses are assumed to be
equal in magnitude to the streamwise pressure deviation drops in these channels. Since
the pressure deviation term in equation (3.120) cancels vectorially in the streamwise
















(fappRe)[sd] n̂ . (3.237)
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The geometrical entities were written in terms of measurable RUC dimensions and
ratios. The (fappRe)[sd]-function obtained through the asymptote matching was then
substituted into equation (3.237). Equation (3.237) can then also be written into the
form of equation (3.135). Again the ﬁrst term followed from the fully developed asymp-
totic condition and the latter from the ﬂow development. As was the case for granular
material, in the Forchheimer regime,
∣∣∣∇〈p 〉f ∣∣∣ ∝ q 32H . (3.238)
3.4.4.1.2 Adaptation and modelling of the Darcy and Forchheimer regimes
In the work by Du Plessis et al. (1994), for the Darcy regime, plane Poiseuille ﬂow was
















Following the work done by Du Plessis (1992), recirculation was assumed on the lee side
of the solid structure. It was found that the viscous shear stresses become insigniﬁcant















and u[pp] is deﬁned in equation (3.240).
Also, in the study by Du Plessis et al. (1994), the microstructure of an actual foam
was considered microscopically. Since the RUC-model is such that the porosity may be
changed without altering the nature of the conﬁguration, the RUC was re-represented as
depicted in Figure 3.20(c). It was stated that the observable pore diameter corresponds
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than dc, as is shown in Figure 3.20(c).




(a) Du Plessis & Masliyah (1988)
dc ds
Figure 3.20: The RUC-model for consolidated porous media.
3.4.4.1.3 Alternative expression for the Darcy regime model




∣∣∣τw[pp]∣∣∣ n̂ , (3.244)
for ﬂow in the Darcy regime. (For foams, βu = 1.)
3.4.4.1.4 Non-Newtonian fluids traversing foamlike material
Power law fluids
Power law ﬂow through high porosity synthetic foams were considered by Smit &
Du Plessis (1999). Also in this work, the following expression for the tortuosity (which
is the ratio between the path travelled by a ﬂuid particle and the actual streamwise
displacement) in terms of the porosity was obtained:
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It was shown that for lower Reynolds numbers the inﬂuence of the macroscopic charac-
teristic length on the pressure gradient is greater than for higher Reynolds numbers. For
low Reynolds numbers, care must therefore be taken in passing from the actual foamlike
material to the RUC-model. This is discussed in Paragraph 3.6.2.5.
Shear thinning fluids in general
General shear thinning non-Newtonian ﬂuids traversing sponges were discussed by Smit
& Du Plessis (2000).
3.4.4.1.5 Different geometrical possibilities for the RUC
Similar to Lloyd et al. (2004), Smit et al. (2005) updated the model of Smit & Du Plessis
(1999) by including the χ-factor, deﬁned by equation (3.118), to the Darcy regime of





∣∣∣τw[pp]∣∣∣ n̂ , (3.246)
This model was expanded to include the possibility of stagnant regions. In doing this,
diﬀerent possible types of staggering, as depicted in Figure 3.21, were evaluated. In
conclusion it was found that the initial RUC-model (referred to as the doubly staggered
conﬁguration) produced the best correlation with experimental data.










Figure 3.21: The differently staggered RUC-models for foams considered by Smit et al.
(2005).
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RUC-model for high porosity foams, depicted in Figure 3.20(c), was replaced by cylin-
ders. This study focussed speciﬁcally on Newtonian ﬂuids ﬂowing over (or by) this
consolidated obstacle in the viscous Darcy regime. It was found however that the small
improvement in results (compared to the experimental data) did not justify the analyti-
cal complexity added to this new model. The possible non-generalizability also presented
a problem for further studies.
In Appendix F, the double parallel plate assumption made by Du Plessis & Masliyah
(1988) was evaluated by comparing its results to that of ﬂow through a square duct (as
depicted in Figure 3.20(a)), as well as ﬂow through cylindrical duct sections with the
same cross-sectional areas as that of the square ducts.
3.4.4.2 The present study: RUC for foams and sponges
In the preceding models, in the Darcy regime, fully developed ﬂow between parallel
plates was assumed for the ﬂow in the interstitial channels, and the corresponding wall
shear stress was calculated. In Appendix F, ﬂow through circular and square ducts, as
well as ﬂow through parallel plates, were considered. In equation (F.72), the relation
between the average wall shear stresses in such channel sections were given. In these
derivations, the cross-stream areas were assumed to be equal. Multiplying these average
shear stresses with the ﬂuid-solid interfaces they act on, the following relation for the










for an assumed parallel plate velocity proﬁle in a square duct, a square duct and a
circular pipe respectively.





Circular or square ducts
1 Flow between parallel plates .
(3.248)
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For the purpose of this study, the Forchheimer term remains unchanged. In equation
(3.249),
∣∣∣τw[pp]∣∣∣ and u[pp] denote the wall shear stress and the average speed between
parallel plates, a distance dc apart, respectively.
In Table 3.3, linear dimensions, areas and volumes of the RUC for foams is given in
terms of the tortuosity. Following Smit & Du Plessis (1999), the tortuosity is also given
in terms of the porosity.
Substituting the expressions from Table 3.3 into equation (3.249) yields the following
general equation for foams applicable to all the generalized Newtonian ﬂuids discussed:
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(χ− 1) qH q̂H . (3.250)
Note that, unlike the other two porous models, in this general expression there is no
dependency on the non-Newtonian behaviour index, n, because the average speed in all
the channel sections are equal.
3.4.4.2.1 Newtonian fluids








Substituting equation (3.119), as well as the relevant expressions from Table 3.3, into



































If ϕ = 1, equation (3.254) corresponds to the doubly staggered model (where there are
no stagnant regions), utilized by Crosnier et al. (2006).
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3.4.4.2.2 Herschel-Bulkley model
In Chapter 2, equations (2.101) and (2.109), the following approximation for the wall














where, if n < 1,
s(n) = 0.9941− 0.4110n+ 0.3155n2 − 0.1126n3 . (3.257)
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3.4.4.2.3 Power law model
The wall shear stress of a power law ﬂuid could be written directly as a function of the




































































Setting ϕ = 1, this model corresponds to that derived by Smit et al. (2005) for ﬂow in
the Darcy regime.
Note that all these equations correspond to the equations derived for a Herschel-Bulkley
ﬂuid if the yield stress is set equal to zero.
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3.4.4.2.4 Bingham plastic model
In Chapter 2, equations (2.130) and (2.136), the following approximation for the wall
shear stress in terms of the average channel speed was obtained by means of asymptote
matching:






s = 0.7864 . (3.270)



















2 |τy| . (3.272)
Since the Bingham plastic model corresponds to the Herschel-Bulkley model where the
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Since equations (2.130) and (2.145) are equivalent, all the expressions obtained above
for Bingham plastic ﬂuids still hold for Casson ﬂuids. For completeness, the applicable
equations are repeated below:
















(χ− 1) qH q̂H . (3.277)






















































Here, YSC = YSBP , as was deﬁned by equation (3.272), and the critical Reynolds number
corresponds to that obtained in equation (3.276).
The only diﬀerence in the above equations between a Bingham plastic ﬂuid and a Casson
ﬂuid is the shifting parameter. As was discussed in Chapter 2 (equation (2.148)),
s = 0.4469 . (3.282)
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3.5 Analysis of the analytical models
In this section the diﬀerent predicted permeability for each of the various types of
porous structures are compared for traversing Newtonian ﬂuids. The eﬀect that the
non-Newtonian characteristics of the traversing ﬂuid have on the predicted apparent
permeability is also illustrated schematically. Only the RUC-models for foams will be
considered in this evaluation. Similar processes may be followed for both unconsolidated,
granular media and unidirectional ﬁbre beds.
The equations that were derived in Paragraph 3.3.2, where the macroscopic wall eﬀects
were incorporated, are revisited in Paragraph 3.5.1.3. In this discussion, only the derived
apparent permeability for the diﬀerent types of ﬂuid traversing granular media were
utilized.
3.5.1 Evaluation and comparisons
The purpose of this paragraph is to give schematic representations and brieﬂy discuss
some of the formulas derived through secondary averaging in Paragraphs 3.4.2 to 3.4.4.
For comparison purposes, the following parameters are kept constant throughout this
paragraph: The consistency index, K, as well as the constant viscosity for Newtonian
ﬂuids, µ, is set equal to 0.001Pa.sn. A ﬂuid density of ρ = 900 kg.m−3 is speciﬁed and
ds of the porous structures is kept constant at ds = 1mm.
Note that in this paragraph the eﬀect of external boundaries are regarded as negligible.
3.5.1.1 Various porous structures: Newtonian fluids
To start oﬀ the discussion on the derived RUC-models, only traversing Newtonian ﬂuids
will be considered to compare the predicted permeability of the various types of porous
structures. Unfortunately the various models are not applicable over the same porosity
range. For a granular media the porosity has a wide applicable range (for packed beds,
ε ≈ 0.38, to ﬂuidized beds that may have very high porosities), whereas the discussed
RUC-models for consolidated media are only applicable to high porosity foams – typically
above 0.9. However, only for theoretical purposes, the entire porosity range, 0 < ε < 1,
is considered in this comparison.
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Consolidated media: Two pairs of parallel plates
Consolidated media: Square duct
Figure 3.22: The Darcy permeability as a function of the porosity for traversing Newtonian
fluids.
In Figure 3.22 the predicted Darcy permeability by means of the respective models are
depicted as a function of the porosity. It is interesting to note that the ﬁbre bed model
tends to the granular model as the porosity tends to zero, but correlate to the foam
model (where the wall shear stress was estimated by assuming two pairs of parallel
plates) for higher porosities.
Comparing the two foam models: as expected from equation (3.247), since the resistive
force due to the interstitial wall shear stresses is less for the square duct (or cylindrical
pipe) model, the permeability for this model is higher than that of the parallel plate
model for corresponding porosities.
3.5.1.2 Various traversing fluids: Foams
In this paragraph the eﬀects the behaviour index, n, and the yield stress, |τy|, have on
the predicted apparent permeability, are illustrated schematically. Also, the eﬀect of
the apparent viscosity versus that of the apparent permeability on the pressure gradient
- superﬁcial velocity relation, is considered. In the following plots, d − dc was kept









In the respective ﬁgures, the black graphs relate to a traversing Newtonian ﬂuid. In
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Figure 3.23: The apparent Darcy permeability as a function of the porosity for a power law
fluid traversing a foamlike structure.
this paragraph, where relevant, the drag coeﬃcient was set equal to cd = 2.05 and
in Figures 3.24 to 3.31, the porosity was set equal to ε = 0.95. At this porosity the
tortuosity is χ = 1.27 and, following from equation (3.283), the interstitial channel
width is dc = 6.4mm.
3.5.1.2.1 Power law fluid
In this section on power law ﬂuid, in the respective ﬁgures, the dotted lines correspond
to the square duct model, thus ϕ = 0.5, and the solid lines to the double parallel plate
model, thus ϕ is unity.
The RUC-model for foams is only applicable to high porosity regions and in Figure 3.23
apparent permeability for the Darcy regime, deﬁned by equation (3.267), is depicted as
a function of the porosity within the following range: 0.9 ≤ ε < 1. Following from this
ﬁgure, according to the derived equations in this study, a higher apparent permeability
is predicted for shear thinning ﬂuids than for shear thickening ﬂuids. As expected,
following Figure 3.22 and the discussion thereof, the permeability for the square duct
model is greater than that of the double parallel plate model.
Utilizing equations (3.120), (3.167), (3.265) and (3.283), a graph of the gradient of
intrinsic phase average of the pressure is presented in Figure 3.24 as a function of the
superﬁcial velocity.
Note that even though the predicted apparent permeability is greater for a shear thinning
ﬂuid, a larger pressure gradient is required for a speciﬁed discharge at lower superﬁcial
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Figure 3.24: The pressure gradient as a function of the superficial velocity.
velocities. This could be due to a much greater apparent viscosity for shear thinning
ﬂuids in this region. From equation (2.157), eliminating the pressure gradient by means
of equation (2.117), setting H = dc and utilizing the relation given in equation (3.119),














In Figure 3.25, for comparison purposes, equation (3.284) is depicted for the same

































Figure 3.25: The apparent viscosity as a function of the superficial velocity.
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superﬁcial velocity values as in Figure 3.24, also on a log-scale. In conclusion it is
evident that, even though the apparent permeability also include ﬂuid properties, the
apparent viscosity also plays a vital role in the relation between the gradient of the
intrinsic phase average of the pressure and the superﬁcial velocity.
3.5.1.2.2 Bingham plastic fluid
Since the graphs of the square duct foam model and the double parallel plate foam
model show the same trends, considering both models in this theoretical analysis seems
redundant. Thus, for Bingham plastic ﬂuids (and for Herschel-Bulkley ﬂuids that fol-
lows) only the double parallel plate RUC-model is taken into consideration. In all the
following graphs the x-axes denote the superﬁcial velocity and are depicted on log-scales.
The black graphs represent Newtonian ﬂuids and are equivalent to the corresponding
graphs for power law ﬂuids.
A direct line can be drawn between the work done in Chapter 2, on ﬂow in open channels,
and ﬂow in the interstitial channels of a porous medium. Following from this study of
ﬂow between stationary parallel plates, for a Bingham plastic ﬂuid the pressure gradient
must be large enough as to overcome the yield stress limit. As soon as the ﬂuid starts
to ﬂow, a large core (or plug) region is observed and only at the walls a shear rate
starts to develop. For ﬂow to be possible, from the model expressed by equation (2.72),
|τ(y)| > |τy| where 0 ≤ y ≤ dc. Considering only the upper half of the region for the
discussion, the moment that the ﬂuid starts to ﬂow, the shear stress is only applicable







the ﬂuid is ﬂowing and below this minimum threshold pressure gradient, γ˙ = 0. From
the deﬁnition of the RUC, it is said to be statistically representative of the REV which,
on its turn, must be statistically representative of the porous domain. The gradient of
the intrinsic phase average of the pressure with respect to the REV has already been
estimated by the gradient of the intrinsic phase average of the pressure with respect to
the RUC (refer to equations (3.53) and (3.120)). We now go a step further and assume
that the actual interstitial pressure gradient over an interstitial streamwise channel is
very close to the gradient of the intrinsic phase average of the pressure with respect to
the RUC (thus also the pressure gradient over the porous domain) and equation (3.285)
is also regarded as the lower limit for this latter referred to gradient of the intrinsic
phase average. Furthermore, since equation (3.285) follows from averaging techniques,
Stellenbosch University  http://scholar.sun.ac.za
Chapter 3 Macroscopic modelling: Porous Media 172
this limiting condition should not be regarded as exact, but rather an estimate (as will
be discussed in Paragraph 3.6.1.1).
From equation (2.127), setting H = dc and utilizing the relation given in equation
(3.119), the superﬁcial velocity may be written in terms of the plug diameter in the

















For a well deﬁned porous structure, by specifying a range for the core diameter as
0 < Dc < dc, the corresponding superﬁcial velocities may be determined by making use
of equation (3.286). Utilizing equations (3.120), (3.182), (3.272), (3.273), and (3.283),
graphs of the gradient of intrinsic phase average of the pressure as a function of the
superﬁcial velocity could be constructed for various yield stress values. These graphs
are depicted in Figure 3.26. By employing the restriction stipulated in equation (3.285),
the smallest superﬁcial velocity values where the graphs in Figure 3.26 present practical
information (thus where γ˙ > 0) can be determined. Figure 3.27 again represents the
gradient of intrinsic phase average of the pressure as a function of the superﬁcial velocity,
but here however the velocity domain ranges from the superﬁcial velocity at smallest
allowable pressure gradient, as estimated by equation (3.285), to qH = 0.1m.s
−1.
From equation (2.157), eliminating the pressure gradient by means of equation (2.125),






































|τy| = 0 Pa
|τy| = 0.001 Pa
|τy| = 0.002 Pa
|τy| = 0.003 Pa
|τy| = 0.004 Pa
Figure 3.26: The pressure gradient as a function of the superficial velocity.
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|τy| = 0 Pa
|τy| = 0.001 Pa
|τy| = 0.002 Pa
|τy| = 0.003 Pa
|τy| = 0.004 Pa
Figure 3.27: The pressure gradient as a function of the superficial velocity.





(dc −Dc) (2dc +Dc) +K , (3.287)


































|τy| = 0 Pa
|τy| = 0.001 Pa
|τy| = 0.002 Pa
|τy| = 0.003 Pa
|τy| = 0.004 Pa
Figure 3.28: The apparent viscosity as a function of the superficial velocity.
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|τy| = 0 Pa
|τy| = 0.001 Pa
|τy| = 0.002 Pa
|τy| = 0.003 Pa
|τy| = 0.004 Pa
Figure 3.29: The apparent Darcy permeability as a function of the superficial velocity for a
Bingham plastic fluid traversing a foamlike structure.
The applicable superﬁcial velocity range and the corresponding apparent viscosities
(from equations (3.286) and (3.288)) are shown in Figure 3.28. At a speciﬁc superﬁcial
velocity, as the yield stress increases the apparent viscosity also increases. As Dc tends
to dc, from equation (3.288), the apparent viscosity tends to inﬁnity, and, from equation
(3.286) and l’Hopital’s rule, it follows that qH tends to zero as expected.
The apparent Darcy permeability, deﬁned in equation (3.275), was plotted for ε = 0.95
over the valid range of the superﬁcial velocity in Figure 3.29.
Note that, irrespective of the yield stress, for high velocities, the apparent viscosity and
permeability, as well as the required pressure gradient for a speciﬁc discharge, tends to
that of a Newtonian ﬂuid.
3.5.1.2.3 Herschel-Bulkley fluid
Seven diﬀerent ﬂuids, that include two Bingham plastic ﬂuids, that correspond to the
graphs in the previous section, and a Newtonian ﬂuid, depicted in black, will be consid-
ered in this evaluation.
The constraint expressed by equation (3.285) is also applicable to Herschel-Bulkley ﬂuids.
Following a similar process as for Bingham plastic ﬂuids, a range for Dc is speciﬁed and





























Stellenbosch University  http://scholar.sun.ac.za
Chapter 3 Macroscopic modelling: Porous Media 175







































n = 1.0, |τy| = 0 Pa
n = 0.6, |τy| = 0.001 Pa
n = 1.0, |τy| = 0.001 Pa
n = 1.4, |τy| = 0.001 Pa
n = 0.6, |τy| = 0.004 Pa
n = 1.0, |τy| = 0.004 Pa
n = 1.4, |τy| = 0.004 Pa
Figure 3.30: The pressure gradient as a function of the superficial velocity.
where equations (2.97) and (3.119) have been employed.
Utilizing the equations derived by means of the RUC-model (refer to equations (3.259),
(3.260) and (3.261)), the gradient of the intrinsic phase average can be determined by
considering equations (3.120) and (3.167). In Figure 3.30 only the relevant range of
the pressure gradient (adhering to equation (3.285)) is depicted as a function of the
superﬁcial velocity.
From equations (2.95), (2.157) and (3.119), the shear rate at the streamwise orientated




















Substituting equation (3.290) into equation (2.54) (note that simple shearing conditions
are assumed in the interstitial streamwise channels), the apparent viscosity may be
determined in terms of the superﬁcial velocity. This relation was depicted in Figure
3.31(a) as a function of the same superﬁcial velocity range, obtained from Figure 3.30,
where the x-axis has been presented on a log-scale. Both the viscoplastic eﬀect at lower
velocities and the power law eﬀect at higher velocities can be observed. Alternative, from
equations (3.289) and (3.290), the apparent viscosity may also be determined directly
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n = 1.0, |τy| = 0 Pa
n = 0.6, |τy| = 0.001 Pa
n = 1.0, |τy| = 0.001 Pa
n = 1.4, |τy| = 0.001 Pa
n = 0.6, |τy| = 0.004 Pa
n = 1.0, |τy| = 0.004 Pa
n = 1.4, |τy| = 0.004 Pa
(a) The x-axis depicted on a log-scale.































n = 1.0, |τy| = 0 Pa
n = 0.6, |τy| = 0.001 Pa
n = 1.0, |τy| = 0.001 Pa
n = 1.4, |τy| = 0.001 Pa
n = 0.6, |τy| = 0.004 Pa
n = 1.0, |τy| = 0.004 Pa
n = 1.4, |τy| = 0.004 Pa
(b) The x-axis depicted on a linear-scale.
Figure 3.31: The apparent viscosity as a function of the superficial velocity over the same
velocity range utilized in Figure 3.30.
From equation (3.291) it is evident that – as was the case for Bingham plastic ﬂuids
(following from equation (3.288)) – in the limit where Dc tends to dc (thus where there
is no shear rate), the apparent viscosity tends to inﬁnity. Therefore, as soon as the
threshold pressure gradient is reached, and the ﬂuid starts to ﬂow, the apparent viscosity
rapidly decreases. To better illustrate this eﬀect, in Figures 3.31(b) and 3.33(a) the
viscosity-velocity relation was depicted on a linear-scaled x-axis.
A critical superﬁcial velocity value can be calculated where the eﬀect of the viscoplastic
part and the power law part on the apparent viscosity weighes equally. From equation




























n = 0.6, |τy| = 0.001 Pa
n = 1.0, |τy| = 0.001 Pa
n = 1.4, |τy| = 0.001 Pa
n = 0.6, |τy| = 0.004 Pa
n = 1.0, |τy| = 0.004 Pa
n = 1.4, |τy| = 0.004 Pa
Figure 3.32: The shear rate as a function of the superficial velocity.
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Table 3.4: The critical transition values following from equation (3.293) and Figure 3.32.
|γ˙|Sfs‖ (s−1) qH (m.s−1) ηSfs‖ (Pa.s)
n = 0.6 1 3.867× 10−4 0.002
|τy| = 0.001Pa : n = 1.0 1 4.975× 10−4 0.002
n = 1.4 1 5.682× 10−4 0.002
n = 0.6 10.08 3.898× 10−3 0.000793
|τy| = 0.004Pa : n = 1.0 4 1.990× 10−3 0.002
n = 1.4 2.69 1.530× 10−3 0.00297
(2.54), for simple shearing conditions, it follows that
η (|γ˙|) = |τy||γ˙| +K |γ˙|
n−1 . (3.292)






































n = 1.0, |τy| = 0 Pa
n = 0.6, |τy| = 0.001 Pa
n = 1.0, |τy| = 0.001 Pa
n = 1.4, |τy| = 0.001 Pa
n = 0.6, |τy| = 0.004 Pa
n = 1.0, |τy| = 0.004 Pa
n = 1.4, |τy| = 0.004 Pa





































n = 1.0, |τy| = 0 Pa
n = 0.6, |τy| = 0.001 Pa
n = 1.0, |τy| = 0.001 Pa
n = 1.4, |τy| = 0.001 Pa
n = 0.6, |τy| = 0.004 Pa
n = 1.0, |τy| = 0.004 Pa
n = 1.4, |τy| = 0.004 Pa
(b) The critical superficial velocity values where
the viscoplastic part and the power law part
weighs equally.
Figure 3.33: The apparent viscosity as a function of the superficial velocity where the lower
limit of the superficial velocity tends to zero.
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n = 1.0, |τy| = 0 Pa
n = 0.6, |τy| = 0.001 Pa
n = 1.0, |τy| = 0.001 Pa
n = 1.4, |τy| = 0.001 Pa
n = 0.6, |τy| = 0.004 Pa
n = 1.0, |τy| = 0.004 Pa
n = 1.4, |τy| = 0.004 Pa
Figure 3.34: The apparent Darcy permeability as a function of the superficial velocity for a
Herschel-Bulkley fluid traversing a foamlike structure.
In Figure 3.32 equations (3.290) and (3.293) are shown. The black dashed line represents
the critical shear rate for all the ﬂuids where |τy| = K. The critical superﬁcial velocity
values at the intersections are listed in Table 3.4
These critical velocities are depicted in Figure 3.33(b) by the dashed lines and the
corresponding apparent viscosities are also listed in Table 3.4. Substituting equation
(3.293) into equation (3.292) it is evident that these critical apparent viscosities values
must correspond to







Thus, for Bingham plastics ﬂuids this critical value is constant and equal to ηSfs‖ = 2K.
The apparent permeability in the Darcy regime (equation (3.214)) is represented in
Figure 3.34 as a function of the same range of the superﬁcial velocity as in Figure 3.30.
As expected from Figure 3.23, a higher permeability is observed for shear thinning ﬂuids.
As the superﬁcial velocity increases, the shear rate also increases (see equation (3.290))
and the inﬂuence of the yield stress becomes very small in comparison to the power
law limit. Therefore, as the superﬁcial velocity increases, the permeability tends to the
permeability for power law ﬂuids (for n = 0.6, KD = 4.819 × 10−5m1.6; for n = 1.0,
KD = 3.126× 10−6m2 and for n = 1.4, KD = 2.075× 10−7m2.4). At lower shear rates,
the eﬀect of the yield stress becomes more signiﬁcant and the greater the yield stress,
the lower apparent permeability is predicted for a speciﬁc discharge.
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3.5.1.3 Macroscopic boundary effects revisited: Granular media
In Paragraph 3.3.2 the Brinkman equation was scrutinized for the diﬀerent ﬂuid types
and various equations were derived. In this paragraph these analytically derived velocity
proﬁles are illustrated by utilizing the models for ﬂow through granular porous media
developed in Paragraph 3.4.2 for the Darcy regime. From equations (3.55), (3.120),




in the viscous ﬂow regime. The mere diﬀerence between the expressions derived in
Paragraph 3.3.2 for Newtonian ﬂuids and for Bingham plastic ﬂuids lies in K that
diﬀers due to an added yield stress. A similar situation was applicable to power law
versus Herschel-Bulkley ﬂuids.
In this paragraph the porosity is set equal to ε = 0.8. This porosity is much larger as for
example a packed bed – however, the large porosity helps to make the Brinkman eﬀect
more observable in the respective graphs. Throughout, the average particle diameter
was set equal to 2.5mm yielding an average interstitial channel diameter of ∼ 1.8mm.
Since the largest yield stress that will be considered in this paragraph is |τy| = 0004Pa,
adhering to the condition stipulated in equation (3.285), the pressure gradient was kept
constant at ∣∣∣∣∣d〈pb 〉fdx
∣∣∣∣∣ = 5Pa.m−1 . (3.296)
The consistency index of the respective ﬂuids is set equal to K = 0.001Pa.sn. Unless
stated otherwise, all the black graphs correspond Newtonian ﬂuids where µ = 0.001Pa.s.
3.5.1.3.1 Bingham plastic fluid
Equation (3.75) was derived for a Bingham plastic ﬂuid traversing a porous structure en-
closed by two parallel plates. From equation (3.295) it is evident that the magnitude of
the phase average of the velocity (where the external boundary eﬀect are neglected) has
to be determined for a given pressure gradient to be able to utilize equation (3.75). This





, K,KD (YGBP (qH))
)
– therefore qH is a function of itself and cannot
be made the subject of the formula. However, utilizing the fzero-function in MAT-
LAB (which is a combination of bisection, secant, and inverse quadratic interpolation
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|τy| = 0 Pa
|τy| = 0.001 Pa
|τy| = 0.002 Pa
|τy| = 0.003 Pa
|τy| = 0.004 Pa
Figure 3.35: The velocity profile illustrating the Brinkman effect for Bingham plastic fluids.
methods) to solve
qH (qH)− qH = 0 , (3.297)
this parameter can be obtained numerically for a given pressure gradient. In Paragraph
3.3.2, this velocity is referred to as the ‘Darcy’ velocity, uqD. In Figure (3.35), equation
(3.75) was depicted for diﬀerent Bingham plastic ﬂuids. Here the distance between the
parallel plates was speciﬁed as H = 10 cm.


























|τy| = 0 Pa
|τy| = 0.001 Pa
|τy| = 0.002 Pa
|τy| = 0.003 Pa
|τy| = 0.004 Pa
Figure 3.36: Increasing the Brinkman effect by decreasing the distance between the parallel
plates.
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Figure 3.37: The velocity profile illustrating the Brinkman effect for power law fluids without
the need of solving a hypergeometric function.
Decreasing the distance between the plates, the eﬀect of the Brinkman term increases.
In Figure 3.36, this distance was set equal to H = 1.5 cm, H = 1 cm and H = 0.5 cm
respectively. As soon as the wall eﬀect is too large for the velocity to reach the maximum
‘Darcy’ velocity, a parabolic-like shape is observed. For a ﬂuid producing a higher
apparent permeability a break away from the ‘Darcy’ velocity is observed at greater
values of H .
3.5.1.3.2 Power law fluid
In Paragraph 3.3.2.3, two scenarios were discussed for power law ﬂuids. For the ﬁrst,
‘Darcy’ velocity, uqD, was assumed where du
q/dy = 0. Equation (3.91) was derived for
the lower half outside the region where the ﬁrst derivative may be regarded as negligible.
The ‘Darcy’ velocity (to determine K), H and the pressure gradient are required to
implement this inverse function. In Figure 3.37 typical graphs are depicted for various
power law ﬂuids.
In the second scenario, from the substitutions discussed in equations (3.99) to (3.104)
the maximum velocity may range from 0 to uqD. Brake-away from the ‘Darcy’ velocity is
therefore permitted and will be discussed under Herschel-Bulkley ﬂuids in the following
section. In Figure 3.38, both equations (3.91) and (3.106) were depicted on the same
axes system. The black graphs correspond to the solution of equation (3.91) that was
also presented in Figure 3.37. A perfect match between these graphs is observed.
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Figure 3.38: Equation (3.91) and (3.106) yield the same solution (for uq0 ≈ uqD).
3.5.1.3.3 Herschel-Bulkley fluid
Here, as was the case for Bingham plastic ﬂuids, equation (3.297) is solved by employing
the fzero-function in MATLAB. Utilizing equation (3.91), the solutions to equation
(3.113) for diﬀerent Herschel-Bulkley ﬂuids are depicted in Figure 3.39. The distance
between the parallel plates was set equal to H = 10 cm.
Using equation (3.106), velocity proﬁles where uq0 < u
q
D can be obtained. Here however,
both the pressure gradient and uq0 has to be speciﬁed. From u
q
0, the appropriate distance
between the parallel plates can be determined by utilizing equation (3.109). Therefore,






























n = 0.8, |τy| = 0 Pa
n = 1.0, |τy| = 0 Pa
n = 1.2, |τy| = 0 Pa
n = 0.8, |τy| = 0.001 Pa
n = 1.0, |τy| = 0.001 Pa
n = 1.2, |τy| = 0.001 Pa
n = 0.8, |τy| = 0.004 Pa
n = 1.0, |τy| = 0.004 Pa
n = 1.2, |τy| = 0.004 Pa
Figure 3.39: Velocity profiles of different Herschel-Bulkley fluids where uq0 ≈ uqD.
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in practise, to compare for example numerical data to this analytical solution, the max-
imum velocity obtained from the numerical output has to be used as input in equation
(3.106). The diﬀerence between the analytically obtained H-value and the distance that
was speciﬁed as an input parameter in the numerical study will give an indication of the
correlation between the two methods.
As an illustration, in Figure 3.40, uq0 was set equal to 0.25u
q
D for each of the respective
ﬂuids. Since in equation (3.60), H must be speciﬁed and uq0 follows directly from the
solution, neither a Newtonian nor a Bingham plastic proﬁle have been depicted in Figure
3.40.






























n = 0.8,  |τy| = 0 Pa
n = 1.2,  |τy| = 0 Pa
n = 0.8, |τy| = 0.001 Pa
n = 1.2,  |τy| = 0.001 Pa
n = 0.8,  |τy| = 0.004 Pa
n = 1.2,  |τy| = 0.004 Pa
Figure 3.40: Velocity profiles where values for uq0 < u
q
D was specified and the corresponding
H-value was determined analytically.
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3.6 Assessment of the RUC-models with results from
published works
This paragraph consists of a brief overview of some analytical models that are then
compared to the RUC-models for granular porous structures. Some experimental data
from literature are also compared to the appropriate RUC-models. In this paragraph,
as was the case in Paragraph 3.1, following some of the work in the literature, the
magnitude of the velocity will be referred to as the velocity, since only linear motion is
considered and its orientation is evident.
In later studies (especially after 2000), as computer technology progresses, the models
for ﬂow through porous media and the solutions thereof become increasingly more code-
based. Simulating ﬂow through the actual pore space on a microscopic level however
not only holds major challenges regarding grid construction, such simulations are also
computationally very expensive and one is often faced with convergence diﬃculties.
Following the discussion by Sochi (2010), an alternative is the widely used pore-scale
network model developed by i.a. Blunt (2001).11 This model accounts for the void
space structure at pore level, but is still aﬀordable computationally wise. It is said that
this model may be regarded as a compromise between continuum models and numerical
approaches. The basic idea behind the pore-scale network model is to use the void
space characteristics of the porous structure and the rheological properties of the ﬂuid
as input parameters. The void space is described as a network of ﬂow channels and
the simulation starts by modelling ﬂow in a single capillary (thus ﬁnding the relation
between the ﬂow rate and the pressure gradient). For a network of capillaries, a set
of equations has to be solved simultaneously by also incorporating mass conservation.
These code-based procedures are however outside the scope of this present study.
3.6.1 A comparative analytical study
According to Macdonald et al. (1979), Dullien (1975)12 subdivided analytical models of
ﬂow through porous media as follows:
- phenomenological models;
11Blunt, M. J. (2001). Flow in porous media – pore-network models and multiphase flow. Colloid
nd Interface Science, 6(3), pp. 197–207.
12Dullien, F. A. L. (1975). New network permeability model of porous media. AIChE Journal, 21(2),
pp. 299–307. doi:10.1002/aic.690210211.
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- models based on conduit ﬂow: geometrical models, statistical models and models
based on solutions of the Navier-Stokes equation;
- models based on ﬂow around submerged objects.
Both the RUC- and capillary models are continuum models where statistical averages
of the structure’s geometry are considered. Therefore, some capillary tube models pro-
posed in published works, that are applicable to ﬂow through spherical unconsolidated
particles, will be compared to the granular RUC-models of this present study. For com-
pleteness, a brief historical background will be given in Paragraph 3.6.1.1 on modelling
ﬂow in porous media, mostly via capillary-type models. This discussion will include the
analytical equations used for comparative purposes.
3.6.1.1 Background on the capillary (or conduit) model
In the capillary model, the porous medium is represented by tortuous conduits with
constant cross-sectional areas on average. The diameters, dct, and the lengths, Le, of
these conduits are chosen such that the resistance to the ﬂow is equal to that of the
porous structure it represents. Following Carman (1937), the mean velocity in these







where L denotes the streamwise dimension of the porous medium.
In the study on porous media via conduit ﬂow, some variables are widely used. These
parameters are now brieﬂy deﬁned and discussed.
Dynamic specific surface area: This surface area is denoted by avd
and is deﬁned as the ratio of the total ﬂuid-solid surface presented by the
porous structure to the ﬂow to the volume of solid phase structure. For a








avd (1− ε) (3.300)
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that was suggested by i.a. Comiti & Renaud (1989).
Static specific surface area: This surface area is denoted by avs and
deﬁned as the ratio of the total ﬂuid-solid surface to the volume of solid phase










as was also suggested by Ergun (1952). If the particles are not spherical,
Macdonald et al. (1979) recommended that the particles may be replaced
analytically by hypothetical spheres having the average volume of the actual
particles. Then
dp = dpeφs , (3.303)
where dpe is the hypothetical spherical particle diameter and φs is the spheric-
ity factor deﬁned by the ratio of the surface area of the hypothetical sphere
to the average surface area of the actual particles. It has been shown that if
the porous domain consists of a wide range of particle sizes, this procedure
is inappropriate. Chhabra (1993) obtained the sphericity factor (for Raschig
rings and gravel chips) by substituting equation (3.303) into the Ergun equa-
tion (that will be discussed shortly) and ﬁtting it to experimental Newtonian
test run data.
Hydraulic radius: Similar to equation (2.153), let the hydraulic diam-
eter be denoted by Dh = 4Rh, where the hydraulic radius is deﬁned by the
ratio of the void space to the total ﬂuid-solid interface of the porous domain.









One of the ﬁrst models was by Blake where these capillaries were merely a bundle of
straight tubes characterized by their average hydraulic diameter, Rh (Chhabra (1993)).
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Following Carman (1937), multiplying the dimensionless groups deﬁned by Blake (equa-









where gravitation has been included in the pressure gradient term.
By modelling the granular bed by means of similar, parallel channels, Kozeny (1927)13
also determined the void space - viscous energy loss dependency as




The length of these similar channels were chosen as Le (the actual average path length of
a ﬂuid particle through the medium), thus so incorporating the tortuous eﬀect. There-
fore, in equation (3.305), Kozeny replaced the displacement L with the distance Le.
However, following Carman (1937), a clear distinction must be made between the inter-
stitial velocity average with respect to the entire void space, previously referred to as u
(in the beginning of Paragraph 3.1), and the average streamwise interstitial velocity, u‖.
Utilizing the Dupuit relation and considering the pressure drop with respect to length
Le (like Kozeny) is not adequate to relate the apparent velocity qH to u‖. An extra
tortuosity term must be included, since the time taken for a ﬂuid particle to travel a
distance L at a velocity u, must be equal to the time travelled a distance Le at a velocity
u‖, thus yielding equation (3.298). This corresponds directly to equation (3.119). From












where kKC is a constant coeﬃcient. The relation to the porosity for viscous ﬂow was
veriﬁed experimentally by many authors by employing diﬀerent empirically obtained
estimations for the tortuosity.
Following a discussion by Chhabra (1993), replacing the average velocity in equation
(2.293) with the interstitial velocity, the diameter 2R with the hydraulic diameter and
13Kozeny, J. (1927). Ueber kapillare Leitung des Wassers im Boden. Sitzungsber. Akademie der
Wissenschaften Wien, 136(2a), pp. 271–306.
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Still following Chhabra (1993), Carman suggested that the interstitial capillaries lies
somewhere between ﬂow through parallel plates and ﬂow in a cylindrical tube. Assuming
ﬂow through parallel plates, from equations (2.82) and (2.154), after making similar












By injecting colouring into water ﬂowing vertically downward through a bed of glass
spheres, Carman (1937) observed that the colouring band made an almost constant
angle of 45◦ with the main vertical axis of the settling tube. From this it was assumed
that the tortuosity is approximately
√
2. From this empirical tortuosity and the average









Instead of modelling the resistance by means of parallel channels, Burke & Plummer
(1928)14 regarded the total resistance as the sum of the resistances of the single individual
solid phase particles. They obtained the following relation between the apparent velocity
and the porosity for the viscous regime:
qH ∝ ε
2
1− ε . (3.311)
Since the relation obtained by Blake, Kozeny and Carman (equation (3.306)) was al-
ready justiﬁed experimentally, the Burke-Plummer expression in the viscous regime was
abandoned. Burke and Plummer also proposed that the kinetic energy loss is directly
proportional to
∆Ek ∝ 1− ε
ε3
. (3.312)
14Burke, S. P. & Plummer, W. B. (1928). Gas Flow Through Packed Columns. Journal of Industrial
and Engineering Chemistry, 20, pp. 1196–1200.
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This term is due to the inertial resistance and corresponds to kinetic-energy losses caused
by interstitial direction changes (see Comiti & Renaud (1989)). Equation (3.313) sup-
ports the porosity dependency of Burke and Plummer denoted by equation (3.312).
Burke and Plummer however failed to recognize the additive nature of the viscous and
kinetic energy losses.
Ergun & Orning (1949)15 recommended that the total energy loss is the sum of the
viscous energy loss (that, following Kozeny, satisﬁes equation (3.306)) and the kinetic
energy loss (that, following Burke and Plummer, satisﬁes equation (3.312)). On the
basis of many experimental studies, mostly on spherical particles, Ergun (1952) found







(diﬀering from the Kozeny-Carman equation by a factor 5/6) and, for higher Reynolds






















ρqH q̂H . (3.316)















ρqH q̂H , (3.317)
15Ergun, S. & Orning, A. A. (1949). Fluid Flow Through Randomly Packed Columns and Fluidized
Beds, 41, pp. 1179–1184.
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where kMc lies somewhere between 1.8 for smooth to 4.0 for rough particles. Although
they stated that the porosity dependency of the Ergun equation is superior to other
models over a wide porosity range, Macdonald et al. (1979) suggested that replacing ε3
in the denominators with ε3.6 yields an even better correlation to experimental data.
Incorporating external macroscopic wall effects
In all the above models, no exterior wall eﬀects have been incorporated (therefore the
H-subscripts). Cohen & Metzner (1981) considered ﬂow through a granular porous
domain enclosed by a cylindrical column. To incorporate the friction due to the column
walls, the work of Mehta & Hawley (1969)16 was followed where the hydraulic radius
(equation (3.304)) was redeﬁned as:
R∗h =
V olume of voids
V olume of bed
Wetted surface area of sphere
V olume of bed
+ Wetted surface of wall
V olume of bed
.
(3.318)
Modelling the ﬂow through the porous structure inside a cylinder by means of a capillary
model, from the deﬁnition of the static speciﬁc surface area and equation (3.302), this






M∗h = 1 +
2dp
3Dclmn (1− ε) . (3.320)
Here Dclmn denotes the inner diameter of the cylindrical column. Cohen & Metzner
(1981) divided the cross-sectional area into three domains where the porosity was de-
noted as a spatial varying functions in the outer two regions. Both these porosity
functions and the newly deﬁned hydraulic radius were then utilized at the wall regions
in the capillary model and the volumetric ﬂow rate was determined by integrating over
the three respective regions. Following Rao & Chhabra (1993), Nield (1983)17 used a
two domain approach yielding similar results to the three domain approach of Cohen &
Metzner (1981).
16Mehta, D. & Hawley, H.C. (1969). Wall Effect in Packed Columns. Industrial & Engineering
Chemistry Process Design and Development, 8, pp. 280-282. doi:10.1021/i260030a021.
17Nield, D. A. (1983). Alternative model for wall effect in laminar flow of a fluid through a packed
column. AIChE Journal, 29(4), pp.688–689. doi:10.1002/aic.690290426.
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Comiti & Renaud (1989) considered a capillary-type model by utilizing the tortuosity
and the dynamic speciﬁc surface area as the mean structure parameters. They incor-
porated the external macroscopic wall eﬀect by correcting the speciﬁc dynamic surface
area. Unlike its original deﬁnition, the total ﬂuid-solid interfacial surface subjected to
the ﬂuid ﬂow was replaced by the sum of this surface and the internal surface area of








Substituting this deﬁnition into their Newtonian model (where cylindrical pores are





































 ρq q̂ . (3.323)
Incorporating non-Newtonian fluids
The capillary-type model has also been extended to incorporate non-Newtonian ﬂuids.
Christopher & Middleman (1965) was one of the earlier models developed for power law
ﬂuids. From the average velocity - pressure gradient dependency of a power law ﬂuid in
a cylindrical pipe (see equation (2.325)), they deﬁned a friction factor, fCM identical to
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The relation obtained by Christopher &Middleman (1965) between the pressure gradient



















For n = 1, and K = µ, this model reduces to that of Blake-Kozeny (equation (3.305))
where kB = 150 . In equation (3.327) and the expressions for the pressure gradient of
traversing non-Newtonian ﬂuids that follows, in the viscous regime, as far as possible,
the equations are written in a similar form as the Ergun equation. The constant co-
eﬃcient in the Ergun equation trade places with the square brackets that contain the
non-Newtonian eﬀects.
By deﬁning a friction factor as fKM74 = 2fCM , a Reynolds number as ReKM74 =





Kemblowski & Mertl (1974) obtained identical results to Christopher & Middleman
(1965) (thus the relation denoted by equation (3.327)).
Rewriting the expressions derived by Kumar et al. (1981)18 (as are referred to by Sabiri
& Comiti (1995)) an expression also identical to equation (3.327) follows for the Darcy




+ 1.75 . (3.329)
Thus for n = 1 and K = µ, this model reduces to the Ergun equation (equation (3.316)) .
Including the
√
2 -tortuosity factor obtained by Carman (1956) by redeﬁning the Reynolds






ReKM74, utilizing the friction factor deﬁned by Blake
(thus fKM79 = fKM74/2) and redeﬁning equation (3.328) with a coeﬃcient of 180 instead
of 300, the pressure gradient - superﬁcial velocity relation obtained by Kemblowski &
18Kumar, S.,Kishore, J., Lal, P. & Upadhyay, S. N. (1981). Non-Newtonian flow through packed
beds and porous media. Journal of Scientific & Industrial Research, pp. 236–245.
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For n = 1, the square brackets reduces to 180 and for Newtonian ﬂuids (where K = µ)
the Kozeny-Carman equation (see equation (3.310)) follows.
Similar to Comiti & Renaud (1989), Sabiri & Comiti (1995) introduced wall eﬀects for a
power law ﬂuid. First, neglecting the external wall eﬀects: Substituting equation (2.325)
into equation (2.358) (where Rc = 0) it follows that for a power law ﬂuid in a cylindrical









The average velocity in the interstitial capillary may be linked to the superﬁcial velocity
by implementing equation (3.298). Eliminating rct from equations (3.331) and (3.300),










(1− ε) avd . (3.332)
Furthermore, following from equations (3.331) and (2.329),
|τw| = K |γ˙w|n . (3.333)
Then, from equation (2.296) (where R = rct is eliminated through means of equation
(3.300)), Kozeny’s statement that the pressure drop should be determined with respect
to Le rather that L, and equation (3.333), the Darcian part of the model by Sabiri &











Rewriting equation (3.334) and including the Forchheimer regime, the complete model
of Sabiri & Comiti (1995), where the eﬀects due to the external walls are neglected, is
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ρqH q̂H . (3.335)
Including the macroscopic column wall eﬀects by substituting avd with a
∗
vd and by making
a small adjustment to the inertial coeﬃcient of equation (3.323), the model of Sabiri &




















 ρq q̂ .
(3.336)
Considering only the Darcy regime, substituting equation (3.302) into equation (3.320),







A similar expression could be derived by utilizing R∗h. Following Rao & Chhabra (1993)
by considering the model derived by Kemblowski & Michniewicz (1979), the friction fac-





















Replacing the hydraulic radius in the above equations with the modiﬁed hydraulic radius
(equation 3.319), from the relation fKM79 ∝ (ReKM79)−1, equation (3.337) also follows.
Note that this method varies slightly from that of Cohen & Metzner (1981). There the
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modiﬁed hydraulic radius (along with the varying porosity) was only utilized close to
the exterior wall. In this method discussed by Rao & Chhabra (1993), the wall eﬀect
is introduced globally over the entire porous structure by altering the hydraulic radius
used for modelling ﬂow in the capillary tubes.
The idea behind the model of Getachew et al. (1998) is to ﬁnd the sum the drag forces
exerted on the particles by the ﬂuid, that, from Newton’s third law, will have the same
magnitude as the total force exerted on the ﬂuid by the solid particles. Equation (3.120)
was approximated for a power law ﬂuid traversing granular structures by multiplying





by the number of spheres. (Equation (3.340) was directly obtained by following the
work of Chhabra (1986)19.) The drag coeﬃcient, cd, was written in terms of a Reynolds
number and a correction factor, YGet, that is a function of the behaviour index only.
















YGetρqH q̂H . (3.341)
Following earlier work of Kawase & Ulbrecht (1981)20 and Kawase &Moo-Young (1986),21




[ −22n2 + 29n+ 2











19Chhabra, R. P. (1986). Steady non-Newtonian flow about a rigid sphere. Encyclopedia of Fluid
Mechanics, 1, pp. 983–1033.
20Kawase, Y. & Ulbrecht, J. (1981). Newtonian fluid sphere with rigid or mobile interface in a shear
thinning liquid drag and mass transfer. Chemical Engineering Communications, 8, pp. 213–228.
21Kawase, Y. & Moo-Young, M. (1986). Approximate solution of power law fluid past a particle at
low Reynolds number. Journal of Non-Newtonian Fluid Mechanics, 21, pp. 167–175.
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ρqH q̂H , (3.344)
correlating to the Kozeny-Carman equation in the Darcy regime. The relation between
the kinetic energy loss - porosity relation diﬀers however slightly from that of Burke and
Plummer (see equation (3.312)). The reason for this could be the accidental omission
of a factor ε2 in the drag coeﬃcient of Getachew et al. (1998) (their equation (29)).
Al-Fariss (1989) incorporated the yield stress eﬀect and derived the following relation




+ f ∗A (3.345)
where the friction factor, fA, is equivalent to that deﬁned by Blake (equation (3.5)), the














































|τy| n̂ , (3.348)
that is equivalent to the model of Christopher & Middleman (1965) for |τy| = 0. If
applied to a Bingham plastic ﬂuid, equation (3.348) reduces to














yielding the Blake-Kozeny equation (equation (3.305) where kB = 150) for Newtonian
ﬂuids.
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Present study: RUC−model for granular media
Figure 3.41: Comparison between the threshold pressure gradient obtained by Al-Fariss
(1989) and that of the present study (equation 3.285).













must be exceeded for ﬂow to occur interstitially. The threshold pressure gradient pro-





2 (1− ε) 13(




where ds was set equal to dp. In Figure 3.41 these lower limits were compared by plotting
the dimensionless parameter |dp/dx|th (dp/ |τy|) as a function of the porosity. It is noted
that for a speciﬁc viscoplastic ﬂuid traversing a speciﬁc granular medium, equation
(3.350) predicts a much larger threshold pressure gradient than equation (3.351) and this
diﬀerence increases with a decrease in the porosity. However, following the discussion by
Sochi (2010), the complex shapes of the actual interstitial channels have a vital impact
on the yield point. Thus, predicting the threshold pressure gradient through means of
a continuum model may be an over simpliﬁcation of the physical processes involved,
because the complex geometries of the pores are lost in the averaging processes. In
this study, equation (3.351) will therefore only serve as an estimation for the order of
magnitude of the lower limiting conditions for the pressure gradient. Equation (3.285)
should therefore not be regarded as an exact result.
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3.6.1.2 Comparison to models proposed in publications
In this paragraph the analytical models, discussed in Paragraph 3.6.1.1, where the eﬀects
due to the external boundaries are regarded as negligible, are compared to the granular
RUC-model. It is common practice to compare analytical models to other models in
terms of dimensionless parameters such as Reynolds numbers and friction factors. This
permit comparison between various models where only the porosity (and behaviour
index for power law ﬂuids) need to be speciﬁed as input parameter.
Since ﬂow through a homogeneous porous medium is considered, following Smit (1997),
the friction factor is deﬁned in this study at the hand of Newtonian ﬂuids ﬂowing
through parallel plates a distance dc apart. This corresponds to the non-Newtonian
models discussed in Paragraph 3.6.1.1 where, except for f ∗A deﬁned by Al-Fariss (1989),
all the non-Newtonian eﬀects were incorporated in the Reynolds numbers and the friction
factors correspond to those deﬁned for Newtonian ﬂuids. From equations (2.84), (2.150),









where C can be read from Tables 3.1, 3.2 and 3.3 for the respective types of porous
media.
Still following Smit (1997), the equations will be written into the following form:
fRe = A+ BRe (3.353)
where, in this present study, the Reynolds number is deﬁned by equation (3.130).
The constant and coeﬃcient, A and B, in equation (3.353) can be determined from
the respective RUC-models (for completeness, ﬁbre beds and foams are included) for
Herschel-Bulkley ﬂuids. These equations are also relevant to power law, Bingham plastic
and Newtonian ﬂuids.









1 + (1− ε) 13
(3.354)
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1− (1− ε) 13
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. (3.355)













1− ε . (3.357)
• Foams: Following from equations (3.167), (3.260), (3.261) and (3.352)





(χ− 1) . (3.359)
In order to compare the RUC-model to analytical models from literature, those models
have to be rewritten in terms of RUC dimensions.
Specific surface areas and the RUC-model: Since the entire inter-
stitial ﬂuid-solid interface is subjected to the ﬂow, the dynamic and static
surface areas are equal if applied to the respective RUC-models. Here




Therefore, following from Table 3.1, for the granular model
avRUCG =
6
d (1− ε) 13
. (3.361)





1− ε , (3.362)
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and for the RUC-model for foams (see Table 3.3),
avRUCS =
3 (3− χ) (χ− 1)
d (1− ε) . (3.363)
Equation (3.363) corresponds to the expression suggested by Du Plessis
(1994).
The particle diameter: As will be discussed in Paragraph 3.6.2.4, there
are various ways to correlate the average particle diameter to the granular
RUC-model. To keep it simple, in this section dp will be set equal to ds.
Thus, for granular media
dp = d (1− ε)
1
3 . (3.364)
In Tables 3.5 and 3.6 the constant, A, and the coeﬃcient, B, are listed for the various
models discussed in the previous paragraph. In Figures 3.42 and 3.43, fRe is depicted
as a function of the Reynolds number on a log-log scale for these diﬀerent models. In all
these ﬁgures the porosity was set equal to ε = 0.4 and the drag coeﬃcient, applicable
to ﬂow in the inertial regime, of the RUC-model was set equal to cd = 2.
Note that from Figure 3.43(b) it is clear that the eﬀect the behaviour index has on
this graph is much less for the RUC-model than it has for other models. For the
Newtonian case (illustrated by dashed lines) both models by Getachew et al. (1998)









RUC−model for Newtonian fluids
Ergun (1952)
Macdonald et al. (1979): smooth granules
Macdonald et al. (1979): rough granules
Carman (1937)
Comiti & Renaud (1989)
(a) fRe as a function of Re: ε = 0.4










RUC−model for Newtonian fluids
Ergun (1952)
Macdonald et al. (1979): smooth granules
Macdonald et al. (1979): rough granules
Carman (1937)
Comiti & Renaud (1989)
(b) Figure 3.42(a) enlarged such that 1 ≤ fRe ≤
2.
Figure 3.42: The different Newtonian models listed in Table 3.5 are depicted on a log-log
scale.
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RUC−model for power law fluids
Christopher & Middleman (1965)
Kemblowski & Michniewicz (1979)
Kumar et al. (1981)
Sabiri & Comiti (1995)
Getachew et al. (1998): YGet
81
Getachew et al. (1998): YGet
86
(a) fRe as a function of Re: ε = 0.4
solid lines: n=0.7, dashed lines: n=1










RUC−model for power law fluids
Christopher & Middleman (1965)
Kemblowski & Michniewicz (1979)
Kumar et al. (1981)
Sabiri & Comiti (1995)
Getachew et al. (1998): YGet
81
Getachew et al. (1998): YGet
86
(b) Figure 3.43(a) enlarged such that 1 ≤ fRe ≤
2.
Figure 3.43: The different power law models listed in Table 3.6 are depicted on a log-log
scale.
tend to that of Kemblowski & Michniewicz (1979) as the Reynolds number tends to
zero. This corresponds to the Kozeny-Carman equation depicted in Figure 3.42 (legend:
Carman (1937)). However, for n 6= 1, the models by Getachew et al. (1998) deviate
quite signiﬁcantly from the other models shown. For n = 1, the model by Kumar et al.
(1981) corresponds to the Ergun equation tending towards the model by Christopher &
Middleman (1965) as the Reynolds number tends to zero.
For completeness, the Herschel-Bulkley model by Al-Fariss (1989) may also be written
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1+(1−ε) 13
)
1For rough particle 1.8 was replaced by 4.0.




































Table 3.6: Corresponding A- and B-values to be substituted into equation (3.353) from other power law granular models.
Reference A and B
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3.6.2 A comparative experimental study
The main idea behind the RUC-model is to use only physical measurable properties to
solve equation (3.120). Thus no artiﬁcial adjusting parameters are introduced to ﬁt the
RUC-models to experimental data. However, some of these ‘measurable’ parameters are
very vaguely deﬁned and correlation between the models and the actual porous structure
is not always as clear-cut as one would prefer.
The main focus of this section is to serve as an illustration of how one should relate
the RUC-model to experimental data and common pitfalls one should try and avoid.
Though some models are evaluated, this section should not be seen as a thorough com-
parative study of each RUC-model and of all the diﬀerent types of ﬂuid with respect to
experimental results, but rather regarded as a brief veriﬁcation of the RUC-model.
3.6.2.1 Porosity
If not speciﬁed, the porosity is usually easily obtainable by (among other methods) a
water adsorption test or, for a given weight and volume of a porous domain, if the
density of the solid phase is known, the porosity (where the void space will include
stagnant regions) may be calculated. Care must however be taken in the mass-volume
method, since, for example, the struts of some foams are hollow (ceramic replication of
organic substrates as was discussed by Innocentini et al. (1998) and hollow strands of
stainless steel foams utilized by Crosnier et al. (2006)). As was referenced by Crosnier
et al. (2006), to overcome this, Zhao et al. (2001)23 introduced a parameter namely the
inner-outer diameter ratio wherefrom the “open” porosity may be determined.
For foams, following Moreira & Coury (2004), the eﬀective porosity (thus the porosity
that contributes to the ﬂow) is deﬁned as the volume occupied by ﬂowing ﬂuid divided
by the total volume. Since many times stagnant regions are included in the porosity
measurements, the eﬀective porosity is less than the actual porosity. As the ﬂow rate
increases, due to a decrease in the stagnant regions, the eﬀective porosity will increase.
The visual void fraction obtained by tomography increases with a decrease in the thick-
ness of the considered porous domain. This is because of a fusion of pores due to a lack
of strut intersections in the visualized plane. Thus, the cross-sectional porosity obtained
through this experimental technique was said to decrease with an increase in the slice
23Zhao, C. Y., Kim, T., Lu, T. J. & Hodson, H. P. (2001). Thermal Transport Phenomena in Porvair
Metal Foams and Sintered Beds. Final Report, Department of Engineering, University of Cambridge.
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thickness (Innocentini et al. (1999)).
Although it was assumed in the RUC-models of this study that there exist no stagnant
regions, for experimental comparative purposes, only the actual porosity (ratio between
void space and the total volume) is considered.
3.6.2.2 Tortuosity
The tortuosity of a porous medium can be determined experimentally by, for example
permeametry (where the mechanical energy dissipation in the ﬂow is measured, Montillet
et al. (1992)) or measuring the electric resistivity of the medium. Moreira & Coury (2004)
deﬁned the tortuosity as
χMor = εFMor , (3.366)
where FMor denotes the ratio between the electrical resistivity (determined from the
potential diﬀerence over the domain) of the porous medium completely saturated with
the conductive solution and the solution itself.
A similar process was investigated by Zhang & Knackstedt (1995) for granular material
and the electrical streamline tortuosities was compared to the hydraulic tortuosities for













where N is the number of streamlines considered in the averaging process. The tortu-
osities of the streamlines, χk, were weighed by the overall volumetric ﬂow (proportional
to t−1k ) associated with the particular streamline. From ﬁrst principles, Cloete (2006)
deﬁned a kinematic hydraulic tortuosity (with respect to an REV) as
χCl =
〈v 〉f
〈 n̂ · v 〉f
(3.368)
applicable to the local streamwise direction. In equation (3.368), v denotes the in-
terstitial, microscopic ﬂuid velocity. Application to physical case studies reveals that
this deﬁnition generally corresponds to equation (3.367) of Zhang & Knackstedt (1995).
Zhang & Knackstedt (1995) found that the hydraulic tortuosity obtained from their deﬁ-
nition diﬀered signiﬁcantly from the electrical streamline tortuosity over a large porosity
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range. Therefore, the empirical obtained tortuosities through electrical resistivity mea-
surements will not be utilized.
If the ﬂuid speed in the respective interstitial channels are equal – as is the case for the
RUC-foam model – equation (3.368) reduces to equation (3.118). On the other hand, if
these interstitial speeds are not equal (as in the study on granular media where equation
(3.153) has been derived), equation (3.118) is not a measurement of the tortuosity, Le/L,
anymore. The factor χ, that is utilized in the RUC-models (and sometimes incorrectly,
loosely referred to as the tortuosity in published works), should simply be regarded as
the ratio Uf/U‖ and nothing more. Thus, in this present study, regardless of any exper-
imentally obtained tortuosities, the χ-ratio of the diﬀerent types of porous structures
are determined from the respective RUC-models and is a function of the porosity only.
3.6.2.3 Characteristic interstitial lengths
Unlike the porosity and the tortuosity, the linear dimensions: d, ds and dc, are not so
easily obtainable. In this study, all the expressions derived by means of the RUC-model
were written in terms of d and ﬁnding a correlation between the d-factor and a practical,
experimental case study is a little vague. In fact, ﬁnding an appropriate estimate for d is
usually the main obstacle one has to face in comparing the RUC-models to experimental
work. (Note that pinpointing ds or dc, d can be determined for a known porosity.)
All the porous models are equally sensitive to a change in this parameter. Following

























Applying equation (3.369) to a Herschel-Bulkley ﬂuid traversing any of the considered
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and
∂FF = −∂d (3.371)
for the Darcy and the Forchheimer regime respectively. By making the relevant substi-
tutions, equations (3.370) and (3.371) are also applicable to Newtonian, power law and
Bingham plastic ﬂuids. Therefore, the inﬂuence of d on the pressure gradient - superﬁ-
cial velocity relation is substantial. Because of this, in the work of Smit (1997), besides
the function in terms of d, a 15% increase and decrease in d were also depicted on the
graphs comparing analytical results to experimental data. However not implemented,
this idea is ardently supported in this study.
One should note that this parameter is only dependent on the porous structure. As will
be shown, for a given set of experimental data, d may be approximated experimentally.
Since this d-value is then ﬁxed for the particular porous medium and may thus be utilized
to compare the analytical expressions to experiments conducted with other types of ﬂuid,
this value cannot be regarded as an artiﬁcial parameter that has to be adjusted for each
experimental set of data.
However, reporting more that one data set relevant to a particular porous structure is
not common practice, and there are thus not many suitable publications available for
comparison purposes. If no prior experimental data set of the particular porous domain
is available, the best estimation must be made with the given information on the porous
structure. As will be seen in the following paragraphs, such estimated d-values can vary
quite signiﬁcantly.
3.6.2.3.1 Estimating the characteristic length (and drag coefficient) from
experimental data
Since d is ﬁxed for a speciﬁc porous structure, it is suggested that a Newtonian ﬂuid is
used as testing ﬂuid to ﬁnd an estimation thereof. Following Du Plessis (1994), from
equations (3.120) and (3.122), the pressure gradient - superﬁcial velocity relation may






Note: following from the discussion in Paragraph 3.3.1 (since equation (3.120) was
utilized), in equation (3.372) it is assumed that no external macroscopic boundaries are
present or that the inﬂuence is negligible. From equations (3.165), (3.206) and (3.254) it
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where, for unconsolidated media, K˜D(ε), and for consolidated media, K˜D(ε, χ, ϕ).





Again for unconsolidated media, R˜F (ε), and for consolidated media, R˜F (ε, χ, ϕ).
It is proposed in this study that only ﬂow in the Darcy regime should be considered in
approximating d. Thus, measuring the pressure gradient in the porous domain and the
volumetric ﬂow rate (from where the superﬁcial velocity can be determined), Nexp can
be solved by ﬁnding the gradient of the linear graph of the pressure gradient versus the
superﬁcial velocity.




= Nana +ManaqH . (3.375)
Here ﬂow in both the Darcy and the Forchheimer regime were considered and the y-
intercept of a graph, where ∆p/ (LqH) was depicted as a function of qH , denotes Nexp.
The gradient of a least square ﬁt through data points is expected to yield a more
trustworthy estimate than the intersect, since a small change in the data could have a
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Considering ﬂow in the Forchheimer regime, from equation (3.375),Mexp can be obtained
from the gradient of the linear least square ﬁt. Considering equation (3.374) and utilizing











Though not recommended, since for a power law ﬂuid the Darcian permeability is not
a function of the phase average of the velocity, this ﬂuid type may also be utilized as a







Thus, similar to equation (3.377), from the gradient, Nexp, of a graph depicting ∆p/L













Unfortunately, due to the interdependence of the variables, neither a Bingham plas-
tic nor a Herschel-Bulkley ﬂuid can by utilized as test ﬂuid to ﬁnd an experimental
approximation for d.
The Brinkman effect
In the experimental method discussed above, it was assumed that the eﬀects of the
external walls are negligible. If the ratio of the microscopic length scales of the porous
structure, ∆λ, to the dimension of the porous domain, ∆ L, is small, this is an acceptable
assumption. However, as this ratio increases or as the porosity increases, these eﬀects
may play a signiﬁcant role. Since the experimentally measured volumetric ﬂow rates
and pressure gradients already incorporate the macroscopic boundary eﬀect, one should
in fact also include these eﬀects analytically to better approximate d. If not, a lower
analytical permeability will be obtained from the experimental measurements (due to
the resisting eﬀects of the macroscopic boundaries) and the magnitude of d will be
underestimated. Neglecting the macroscopic wall eﬀects by using equation (3.377), the
estimated d-value will change for the same porous structure enclosed by diﬀerent column
sizes. This value is then not constant for a speciﬁc porous structure (as should be the
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case), but is then an adjustable parameter depending on the experimental setup.
This boundary eﬀect is not only dependent on the porous structure, but also on the
type of traversing ﬂuid. Equation (3.76) (where, in the Darcy regime, following from
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Equation (3.381) is applicable to Newtonian and Bingham plastic ﬂuids and equation
(3.382) to Herschel-Bulkley and power law ﬂuids. These two equations are relevant
to ﬂow through porous media enclosed between two parallel plates where no-slip are
assumed. As was stated in Paragraph 3.3.2, although no-slip is not necessarily the
‘correct’ assumption (since averages are considered), these equations may serve as the
lower limit for the superﬁcial velocity.
Since the Brinkman term embodies the shear stress eﬀect due to the walls of the con-
tainer enclosing the porous medium, to ﬁnd a correlation between the dimensions of
the container used in an experimental setup and the parallel plate Brinkman expres-
sions derived analytically in terms of H in Paragraph 3.3.2, equivalent friction factors
are brought under consideration. Though applicable to ﬂow in open channels, from
Paragraph 2.2.1.7, since the hydraulic diameter (equation (2.153)) incorporates both
the volume and the surface area of the considered domain, the hydraulic diameter of
the column used in the particular experiment will be set equal to 2H (equation (2.154)).
Thus, following from Paragraph 2.3.1.7, for a cylindrical container, H = Rclmn.
An equivalent result follows from considering the deﬁnition for the modiﬁed hydraulic
radius (equation (3.318). For ﬂow between parallel plates enclosing a porous domain





H (1− ε) + 2 . (3.383)
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Rclmn (1− ε) + 2 , (3.384)
and for a square duct with a cross-sectional dimension of wclmn × tclmn (where these













(1− ε) + 2
. (3.385)
Setting equation (3.383) equal to equations (3.384) and (3.385) respectively, it follows
that H = Rclmn and that H = wclmntclmn/ (wclmn + tclmn). Therefore, regardless of the
enclosed porous domain, the hydraulic radii will be set equal.
For a speciﬁed pressure gradient, equation (3.381) may be utilized to ﬁnd the upper
limit for d from experimental data. For Newtonian test ﬂuids, in the Darcy regime,

























Here however d must be solved numerically (where again the fzero-function in MATLAB
may be utilized). This d-value is now only dependent on the porous structure and is
applicable to a homogeneous porous domain as if the macroscopic boundary eﬀects are
negligible. Therefore, this value may be utilized to solveKD for the various RUC-models,
since this was the assumed condition. To compare analytical data to experimental data,
equations (3.381) and (3.382) should then be utilized to ﬁnd the analytical superﬁcial -
pressure gradient relation.
For a Bingham plastic ﬂuid, in equation (3.381), the apparent Darcian permeability
is a function of qH that depends on the pressure gradient. Therefore an expression
such as equation (3.386), where Nana is independent of the pressure gradient, cannot
be obtained. For a power law and a Herschel-Bulkley ﬂuid, following from equation
(3.382) the pressure gradient cannot be made the subject of the formula (recall from
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Figure 3.44: The Brinkman effect on the superficial velocity of a Newtonian fluid traversing
different porous domains for an assumed no-slip external boundary condition.
equation set (3.83) that C = ∆p/L). For Herschel-Bulkley ﬂuids, like Bingham plastic
ﬂuids, the apparent Darcian permeability is also dependent on the pressure gradient.
Therefore, none of these non-Newtonian ﬂuids can be utilized as a test ﬂuid to estimate
d experimentally.
The second term in the square brackets of equations (3.381) and (3.382) denotes the
eﬀect of the Brinkman term – more speciﬁcally, the ratio with which the analytically
derived superﬁcial velocity decreases by incorporating the eﬀects due to the said bound-
ary conditions. In Figure 3.44 this resisting Brinkman eﬀect is shown for a Newtonian
ﬂuid traversing diﬀerent granular porous structures. Porosities of ε = 0.7 and ε = 0.4
and solid phase dimensions of ds = 2.5mm and ds = 1 cm were brought under consid-
eration – all four combinations thereof. The distance between the parallel plates, H ,
varies between d (obtained from Table 3.1) and 30d.
In Figures 3.44, structure A has a permeability of KD = 6.3381× 10−9m2, structure B,
KD = 1.2328× 10−7m2, structure C has a permeability of KD = 1.0141× 10−7m2 and
structure D, KD = 1.9725× 10−6m2. As expected, the eﬀect of the external boundary
increases as the permeability increases. What is however interesting to note, for a speciﬁc
porosity, if the ratios of the average granule diameter to that of the distance between
the parallel plates are equal, the same eﬀect due to the Brinkman term is observed.
This is indicated by the dashed lines on Figure 3.44(a) and for conﬁrmation in Figure
3.44(b) on a log-log scale. For larger porosities this ratio must be much smaller to yield
equivalent resisting wall eﬀects. Thus the ratio of the microscopic length scales to that
of the macroscopic length scale of the porous domain plays a signiﬁcant role in the
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Figure 3.45: The Brinkman effect on the superficial velocity of various fluid types for an
assumed no-slip external boundary condition. In this figure, ⋄ corresponds to n = 0.8 and/or
|τy| = 0.001Pa, ⊳ to n = 0.8 and |τy| = 0.004Pa, ⋆ to n = 0.5 and |τy| = 0.001Pa and •
corresponds to n = 0.5 and/or |τy| = 0.004Pa, as well as Newtonian fluids.
resisting eﬀect of the external boundaries.
If no Newtonian ﬂuid is available for test data to estimate d, care must be taken to
make certain that the porous domain is large enough so that the said ratio is small –
thus ensuring that the macroscopic boundary eﬀects are negligible. For completeness,
the resisting eﬀect (as was shown, for Newtonian ﬂuids, in Figure 3.44) is illustrated in
Figure 3.45 for diﬀerent ﬂuid types. In Figure 3.45 the porosity and average granule size
were kept constant at ε = 0.7 and ds = 2.5mm respectively (structure B in Figure 3.44).
The results show that the Brinkman eﬀect is ﬂuid dependent. Note that for a shear
thinning power law ﬂuid, the wall eﬀects are greater than that of Newtonian ﬂuids. For
a Bingham plastic, as the yield stress increases, the contribution of the resisting wall
eﬀects decreases.
3.6.2.4 The granular model
Consider a granular structure. If the shapes of the granules are unknown (and may
diﬀer from one another), but the amount of granules, as well as the density is known,
the average particle volume can be determined from the porosity. The best estimation
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In equation (3.388) and those that follow, the curly brackets denote the corresponding
d-values applicable to a porous medium consisting of uniform spheres with a diameters
dp = 2rp. If the shape is still unknown, but only the eﬀective particle diameter, dp is




d = 2 rp(1− ε) 13
 . (3.389)
Since the ﬂuid-solid interface plays a signiﬁcant role in the viscous Darcy regime, if the
















In the Forchheimer regime, since form drag is dominant in the analytical RUC-model,
setting a given Spface (cross-sectional area of a granule facing the oncoming ﬂuid) equal






d = √π rp(1− ε) 13
 . (3.391)
For uniform spheres, the percentage diﬀerences with respect to the smallest estimated
d-value (that is where the ﬂuid-solid surfaces were set equal) are 11.39%, 38.20% and
22.47% for equations (3.388), (3.389) and (3.391) respectively. This support the argu-
ment by Smit (1997) where a 15% deviation on their estimated d-value was proposed.
Approximating the characteristic length is therefore not an exact study and depends
greatly on the information given. In the following comparative studies, since uniform
spheres are considered where the particle average diameter is known, only equation
(3.389) will be utilized.
Kuar et al. (2011)
The experimental results obtained by Kuar et al. (2011), where two diﬀerent concen-
trations of carboxymethyl cellulose (CMC) solutions in water were considered, are used
as our ﬁrst experimental comparative study. They used a packed bed with a porosity,
ε = 0.37, where the average diameter of the spherical glass beads is dp = 4.23mm. The
diameter of the column is Dclmn = 0.04m. The CMC solutions are shear thinning power
law ﬂuids and the experiments were conducted at a temperature of 30◦C. Under these
Stellenbosch University  http://scholar.sun.ac.za
Chapter 3 Macroscopic modelling: Porous Media 215


























Figure 3.46: Kuar et al. (2011): Power law fluid where ds was set equal to dp.
conditions the following rheological parameters are applicable to the two solutions:
- Conc. 0.50% (wt/vol.): ρ = 999.07 kg.m−3; K = 0.1135Pa.s0.749; n = 0.749,
- Conc. 0.33% (wt/vol.): ρ = 995.56 kg.m−3; K = 0.0594Pa.s0.794; n = 0.794.
For simplicity, ds of the RUC-model is set equal to dp, yielding d = 4.93mm. From the
RUC-model where the resisting eﬀect due to the column wall is neglected, for a drag
coeﬃcient of cd = 2, apparent Darcian permeabilities of 1.626× 10−7m1.749 and 1.034×
10−7m1.794 are obtained for the 0.50% and the 0.33% solution respectively. These results
are shown in Figure 3.46 with solid lines. The dots denote the digitized experimental
data points from Kuar et al. (2011).
Since the ratio of H (Dclmn/2) to the microscopic length scale (in this study, d) is of the
order 4, from Figure 3.45 it is clear that the Brinkman term will have an observable eﬀect,
though it is expected to be small (from Figure 3.45: between approximately 5% to 10%
decrease in the superﬁcial velocity prediction). Specifying the pressure gradient range,
a ‘better’ (or rather, physically more correct) estimation for the superﬁcial velocity may
be determined from equation (3.382). These solutions are presented in Figure 3.46 by
dashed lines.
Sabiri & Comiti (1995)
Among other types of media, Sabiri & Comiti (1995) considered ﬂow of a 0.1M solution
of carboxymethyl cellulose sodium salt in water through spheres with diameters dp =
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2.92mm. The rheological parameters of these solutions varies over the applicable shear
rate region as follows:
- 38 < γ˙ < 450 s−1 : K = 0.116Pa.s0.771 and n = 0.771 ,
- 400 < γ˙ < 3500 s−1 : K = 0.262Pa.s0.634 and n = 0.634 .
To ﬁnd the applicable shear rate region for a speciﬁc superﬁcial velocity, equation (3.332)
was utilized. Here χSab = 1.44 – varying by approximately 3% with the χ-ratio of the
granular RUC-model. From this deﬁnition, the shear rate region for speciﬁc qH -values
are calculated and thus the applicable indices of the power law ﬂuid is obtained.
In Figure 3.47, the experimental data points were obtained from digitized data of a
graph depicting the experimental friction factor versus a modiﬁed friction factor deﬁned
by Sabiri & Comiti (1995), from where a pressure gradient versus superﬁcial velocity
plot was constructed. Both the analytical models by Sabiri & Comiti (1995) where the
exterior wall eﬀects have and have not been incorporated (equations (3.335) and (3.336))
are shown and show close correspondence to the experimental data.
Also depicted in Figure 3.47 is the RUC-model for power law ﬂuids (denoted by a
solid line) and the RUC-model where the extra resisting eﬀect of the cylindrical column
(Dclmn = 60mm) is included (denoted by the dashed line). In Figure 3.47(b), a point of
Figure 3.47(a) has been enlarged to illustrate the much larger wall eﬀect predicted by




















Analytical model of Sabiri & Comiti (1995)
RUC−model: d
s
 = dp or d = 6 / (avd(1−ε)
1/3)
(a) The solid and the dashed lines correspond to
the respective models where no wall effects and




















Analytical model of Sabiri & Comiti (1995)
RUC−model: d
s
 = dp or d = 6 / (avd(1−ε)
1/3)
(b) A point on Figure 3.47(a) has been enlarged
to illustrate the difference in the estimated wall
effect.
Figure 3.47: Sabiri & Comiti (1995): Power law fluid where ds was set equal to dp.
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the model of Sabiri & Comiti (1995) than the equations derived in this present study
for the Brinkman eﬀect.
For simplicity and illustration purposes, consider a Newtonian ﬂuid. Following from
equations (3.320) and (3.337), the superﬁcial - intrinsic phase average of the velocity (or
‘Darcy’ velocity if only the viscous regime is considered) ratio of the model by Sabiri &

























in this current study. The four porous structures depicted in Figure 3.44 are again
considered in Figure 3.48. In these equations the hydraulic radii were set equal, thus
Dclmn = 2H . In this ﬁgure, H ranges from d to 30d for each of the respective porous
structures.
As expected (following from Figure 3.47(b)), the estimated resisting eﬀect by utiliz-































A: ε = 0.4, d
s
 = 2.5mm, d = 2.96mm
B: ε = 0.7, d
s
 = 2.5mm, d = 3.74mm
C: ε = 0.4, d
s
 = 10.0mm, d = 11.86mm
D: ε = 0.7, d
s
 = 10.0mm, d = 14.94mm
30dB15dB 15dC 15dD 30dC 30dD
Figure 3.48: The effect of the stationary wall on the superficial velocity - Darcy velocity
relation of a Newtonian fluid traversing different porous domains: a comparison between
equation (3.392) (denoted by ⋆) and equation (3.393) (denoted by •).
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Brinkman wall eﬀect. Rao & Chhabra (1993) considered a similar technique to that of
Sabiri & Comiti (1995) by substituting the hydraulic radius in the expression derived
by Kemblowski & Michniewicz (1979) with the modiﬁed hydraulic radius (denoted by
equation (3.318)). The representation of equation (3.392) in Figure 3.48 corresponds to
the statement by Rao & Chhabra (1993): the wall eﬀects “will always be present even for
beds of aspect ratios (column/particle) as high as 200”, but has little inﬂuence “beyond
a column to particle diameter of 50 or so”. This present Brinkman study however tells
a diﬀerent story: here the wall eﬀect becomes negligibly small at much lower column to
particle aspect ratios.
Chase & Dachavijit (2003)
In the packed bed experiments (ε = 0.37) by Chase & Dachavijit (2003), aqueous
solutions of Carbopol 941 (Bingham plastic ﬂuids), of which the concentrations are
known, were utilized as traversing ﬂuid.
In this comparative study two possible d-values are brought under consideration. Firstly,
as was done in the previous two comparative studies, ds will be set equal to the average
particle diameter, yielding d1 = 2.461mm. Secondly, since the yield stress of the 0.15%-
concentration is zero (or very close to it), the experimental data of this concentration
was regarded as Newtonian test data from where a d-value could be approximated
utilizing equation (3.387). From a linear ﬁt through the digitized experimental data,
N = 1539800Pa.s/m2 and a viscosity of K = µ = 0.00335Pa.s were obtained. Using the
fzero-MATLAB function, a characteristic RUC length of d2 = 2.017mm was determined.
This value has a relative percentage diﬀerence of merely 0.27% to a d-value estimated
from equation (3.377) where the external walls are neglected.
The packed column they used has an inside diameter of 5.7 cm and the glass beads
had a narrow size distribution with an average diameter of 0.211 cm. These dimensions
yield a H to d1 ratio of approximately 11.6. Since the yield stresses varies between
approximately 0.9Pa and 26.7Pa for the diﬀerent concentrations considered, from Figure
Table 3.7: The characteristics of the different fluids considered by Chase & Dachavijit (2003).
Conc. (%) 0.37 0.40 0.45 0.54 0.60 0.65 0.86 1.0 1.3
K (Pa.s) 0.025 0.031 0.041 0.059 0.071 0.081 0.123 0.151 0.211
|τy| (Pa) 0.906 1.737 3.124 5.619 7.282 8.668 14.490 18.371 26.688
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(a) The experimental data points that were uti-
lized as test data to estimate d2.


































(b) The experimental data points are de-
noted by • and the network model by×. The
dashed and solid lines represent the RUC so-
lutions to d1 and d2 respectively.
Figure 3.49: Chase & Dachavijit (2003): Bingham plastic fluid where ds was set equal to dp
and where d was also estimated from Newtonian test data.
3.45 one may expect the Brinkman eﬀect to be very small. Thus explaining the above
mentioned small %-diﬀerence obtained. All the experiments were conducted within the
viscous, Darcy regime.
In Table 3.7 the consistency indices (or viscous parameters, as referred to by Chase &
Dachavijit (2003)), K, and the yield stresses, |τy|, are listed for the diﬀerent solution
concentrations. Both these values were determined from a linear least square ﬁt with
respect to the concentration through digitized data points that Chase & Dachavijit
(2003) obtained from stress - strain rate measurements.
As was the case in Figure 3.47, the diﬀerence between a graph of equation (3.381) and
that of the Darcy equation is very small and the distinction almost not observable. In
Figure 3.49 only equation (3.381) is illustrated schematically for both d1 (the dashed
lines) and d2 (the solid lines). Note that in most cases the experimental data points lies
somewhere between these two graphs.
Balhoﬀ & Thompson (2004) compared their network model to the experimental data sets
of the 0.37%, the 0.60% and the 1.0% solution. The network model solutions (digitized
from Balhoﬀ & Thompson (2004)) to these case studies are also depicted on Figure 3.49.
Similar discrepancies from the experimental data are observed.
Al-Fariss & Pinder (1987)
Al-Fariss & Pinder (1987) considered three diﬀerent types of oils and two diﬀerent packed
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Table 3.8: The characteristics of the three fluids utilized by Al-Fariss & Pinder (1987) con-
sidered in this study.
Temp. (◦C) 2 8 10 12 14 16 18
Clarus-B: Wax 2.5 wt.%
|τy| (Pa) - - 0.605 0.231 0.142 - 0.071
K (Pa.sn) - - 0.675 0.3827 0.3002 - 0.2010
n - - 0.89 0.96 0.96 - 0.97
Clarus-C: Wax 2.5 wt.%
|τy| (Pa) - - 1.174 0.8 0.267 0.231 0.142
K (Pa.sn) - - 1.763 1.458 0.997 0.7276 0.489
n - - 0.88 0.86 0.93 0.94 0.96
Crude Oil
|τy| (Pa) 2.106 0.943 0.676 - 0.356 - -
K (Pa.sn) 0.6726 0.2779 0.1274 - 0.04054 - -
n 0.54 0.61 0.70 - 0.81 - -
columns. The two columns had internal diameters of 4.83 cm and 10.16 cm. Small
particles were especially used to reduce the wall eﬀects of the column wall. Sands of
0.77mm and 1.28mm mean particle diameters were used in the small column (ε = 0.36)
and large column (ε = 0.44) respectively. Clarus-B and Clarus-C oils, with diﬀerent
wax percentages, and crude oil were considered at various temperatures. Only three
scenarios (including all three oil types) are discussed here. The rheological parameters
of these Herschel-Bulkley oils are listed in Table 3.8.
From Newtonian ﬂuid test runs, Al-Fariss & Pinder (1987) obtained a permeability of
KD = 3.15×10−10m2 for the small column andKD = 1.58×10−9m2 for the large column
by ﬁtting Darcy’s equation. Since the wall eﬀects are negligible, the characteristic
lengths, d, can be calculated from equation (3.165), yielding d = 0.8059mm for the small
column and d = 1.2046mm for the larger column. In Figures 3.50 the granular RUC-
model for Herschel-Bulkley ﬂuids are shown with the experimental results of Al-Fariss
& Pinder (1987). (The actual experimental data points were obtained from Al-Fariss
(1984).)
Sochi & Blunt (2008) also considered the experimental data of the Clarus-B (wax 2.5
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(a) Clarus-B (wax 2.5 wt.%) through the
small column where the dot-dash lines rep-
resent the network model of Sochi & Blunt
(2008).































(b) Clarus-C (wax 2.5 wt.%) through the
large column.



























(c) Crude oil through the large column where
the dot-dash lines represent the network
model of Sochi & Blunt (2008).
Figure 3.50: Al-Fariss & Pinder (1987): Herschel-Bulkley fluids where d was determined
from Darcian permeability obtained from Newtonian test data.
wt.%) and the crude oil to compare their network model to. These solutions, obtained
from digitizing the data of Sochi & Blunt (2008), are depicted in Figures 3.50(a) and
(c). Their solutions show similar trends to the RUC-model and they obtained similar
discrepancies from the experimental data.
3.6.2.5 The foam model
In practise, synthetic foams are deﬁned by their number of pores per inch that is referred
to as the grade. This value is however subject to a certain amount of uncertainty, since
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the method for determining this entity diﬀers from manufacturer to manufacturer. As
was mentioned in Paragraph 3.4.4.1.2, equation (3.243), Du Plessis et al. (1994) sug-
gested that the observable pore diameters for high porosity foams (that can be obtained





The reasoning behind this estimation was illustrated schematically in Figure 3.20(c).
From the pore diameter and Table 3.3, the characteristic RUC-dimension, d, may then





Since both Dobs and equations (3.394) and (3.395) are subject to a great amount of
uncertainty, and since the value of d has a signiﬁcant inﬂuence on the analytically pre-
dicted pressure gradient - superﬁcial velocity relation – especially in the Darcy regime,
determining this value directly from physical properties is not the ideal approach. A
better technique would be to estimate d from an earlier experimental data set of a New-
tonian test ﬂuid traversing the particular foam material, as was discussed in Paragraph
3.6.2.3.
Moreira & Coury (2004)
As an example of the vagueness in deﬁning an appropriate d-value, consider the experi-
mental study of Moreira & Coury (2004).
In this study three diﬀerent ceramic foams were considered and water was used as
traversing ﬂuid. Eﬀective porosities were determined by measuring the residence time,
and the pore diameter and surface were determined by means of image analysis. The
volumetric ﬂow rate was determined by the ratio between the volume of ﬂowing ﬂuid
and the time of residence, wherefrom the superﬁcial velocity is calculated for diﬀerent
applied pressure gradients. In their study the actual porosities of the three foams varies
from 0.76 to 0.94. Since the RUC-model is only applicable to high porosity foams, only
the data relevant to the foam with ε = 0.94 will be considered. The particulars of the
foam is speciﬁed in Table 3.9.
The eﬀective porosity values refer to volumetric ﬂow rates of Q = 0.4 ℓ/min and Q =
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Table 3.9: The geometrical properties of the relevant foam considered by Moreira & Coury
(2004).
Porosity Tortuosity Speciﬁc surface area
Grade dpore (mm) ε εeff χexp χeff χana avs (m
−1) avseff (m
−1)
8ppi 2.30 0.94 0.74/0.77 1.68 1.38 1.298 1.83× 104 0.63× 104
2.0 ℓ/min respectively. The eﬀective tortuosity and speciﬁc surface area were determined
for a volumetric ﬂow rate of Q = 2.0 ℓ/min. For the purpose of this study the analytical
tortuosity has been included in this table. This parameter was determined from the
actual porosity by utilizing equation (3.245) as was initially formulated by Smit &
Du Plessis (1999).
From Table 3.9 various possible d-values may be derived and some of the possibilities
are listed in Table 3.10. Dobs was determined from the speciﬁed pores per inch (where
the width of the solid strands were regarded as negligible) yielding Dobs = 3.175mm. In
columns 4 to 6, the d-values were determined from dc by utilizing ε, χana and Table 3.3.
In the latter column, d was obtained from the speciﬁc surface area by means of equation
(3.363).
In Figure 3.51 the experimental results of Moreira & Coury (2004) are compared to the
RUC-model. The analytical data were obtained by substituting the various d-values
from Table 3.10, the actual porosity and the analytically obtained tortuosity into the
RUC-model of Du Plessis (1994) (depicted by solid line) and the two models of this
study. The dashed lines represent the duct model, where ϕ = 0.5, and the dash-dot
lines the double parallel plate model where, ϕ is unity. The double parallel plate model
diﬀers from the model by Du Plessis (1994) with a χ-factor in the Darcy regime. In
Figure 3.51, following Du Plessis (1994), a drag coeﬃcient of cd = 2.05 has been utilized.
Table 3.10: The possible d-values (in mm) that may be derived from Table 3.9.













2.300 1.328 1.833 2.703 1.560 2.154 1.386
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Figure 3.51: The average experimental data set, as well as the deviation of each point, of
Moreira & Coury (2004) for a 8ppi foam is shown. The solid lines represent the RUC-model
by Du Plessis (1994) and the dashed and dash-dot lines, the RUC-models in this study where
ϕ = 0.5 (duct model) and ϕ = 1 (plate model) respectively.
The black graph denotes the RUC-model of Du Plessis (1994) where d = dpore and
where χexp (determined from measuring the variance in the electrical resistivity between
a porous medium saturated in a conductive solution, and the solution alone) has been
utilized – as was done by Moreira & Coury (2004). Evidently, complying with the
discussion in Paragraph 3.6.2.2, utilizing this tortuosity yields a much larger deviation
from the experimental data.
Crosnier et al. (2006)
In the work of Crosnier et al. (2006), the superﬁcial velocities were determined by
measuring the volume ﬂuid ﬂowing through the porous medium over a speciﬁc time
period, for a known pressure gradient (that was measured in the porous medium over
a domain where the ﬂow is fully developed). Equation (3.375) was implemented and d
and cd were obtained by means of equations (3.377) and (3.378) utilizing the y-intercept
and the gradient of the graph where ∆p/ (LqH) is depicted as a function of qH (or more
precisely, in the work of Crosnier et al. (2006), ρqH).
In this method it is assumed (analytically) that the diﬀusive term in the Brinkman
equation (equation (3.54)), that in practice plays the dominant role near external macro-
scopic boundaries, is negligible. Therefore, following from the discussion on Figure 3.44,
if the average microscopic porous length approaches the same order of magnitude as the
domain, this technique will falter.
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Table 3.11: Three of the foam types considered by Crosnier et al. (2006) and the thickness
dependent variable under discussion.
tclmn (cm) H (cm) Nexp/µ (m
−2) d1 (mm) d2 (mm)
Grade 20ppi: ε = 0.940, χ = 1.299
20 16.36 8.148× 106 1.587 1.624
40 27.69 7.799× 106 1.622 1.644
60 36.00 7.576× 106 1.646 1.663
Grade 10ppi: ε = 0.948, χ = 1.278
20 16.36 5.396× 106 1.836 1.889
40 27.69 5.077× 106 1.893 1.925
60 36.00 4.975× 106 1.912 1.938
Grade 5ppi: ε = 0.928, χ = 1.328
20 16.36 3.824× 106 2.515 2.604
40 27.69 3.321× 106 2.698 2.757
60 36.00 3.311× 106 2.703 2.747
Though it was not the objective of their study, the work of Crosnier et al. (2006) is
considered to support this argument in Paragraph 3.6.2.3. They studied air (a Newto-
nian ﬂuid) ﬂow through a number of foams with diﬀerent grades and diﬀerent sample
thicknesses. Among other foam sheets, Crosnier et al. (2006) examined three grades of
aluminium test foam sheets of 250mm×90mm×20mm. Three sheets of each type were
considered and stacked in all seven combinations, altering the sample thickness (there-
fore 3 combinations of 20mm, 3 combinations of 40mm, and 1 combination of 60mm).
The porosities of these sheets diﬀered slightly for a speciﬁc grade. In this discussion
this deviation is of little consequence and only the average porosity and tortuosity for a
particular grade will be considered. These averages are given in Table 3.11 .







Neglecting the wall eﬀect, d1-values may be determined from equation (3.377). These
values are listed in Table 3.11. Since the boundary eﬀects were not brought under
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consideration, the permeability is underestimated, an underestimation that increases as
the column thickness decreases. These d1-values are thus not structural dependent only
and are too small.
Incorporating the Brinkman eﬀect, d2-values may be determined from equation (3.387)
where Nana is set equal to Nexp. Here, following from equations (3.383) and (3.385), H





These H- and corresponding d2-values are also listed in Table 3.11. Theoretically, these
d2-values should be constant for a particular foam structure. The inconsistencies could
be ascribed to experimental imprecision.
In Figure 3.52 the d1- and d2-values for the diﬀerent grades and sample thicknesses are
presented and the least square linear ﬁts through these points are also shown. The
5ppi foam will have the largest permeability yielding higher d-values. Note that as the
sample thickness increases, the d1-values tend towards the d2-values. This is expected,
because the wall eﬀects decreases. Also noteworthy is the variation in the diﬀerences
between the d1- and the d2-values. As expected, since the microscopic dimensions of the
5ppi foam is the largest, and thus also the wall eﬀects, these diﬀerences are also larger.
At tclmn = 60mm, the d1 to d2 diﬀerences of the respective foam types are according to
the order of their microscopic to column thickness ratio. Therefore, to be able to regard
the wall eﬀects as negligible, a larger column is required for the 5ppi foam than for the
10ppi foam, that, on its turn, requires a larger column than the 20ppi foam.
Though the Forchheimer regime is not relevant in this discussion, Crosnier et al. (2006)
estimated the drag coeﬃcients experimentally by substituting the estimated their d1-
values into equation (3.378). It might be interesting to note here that, since the cross-
sectional shape of the solid stands of an aluminium foams varies with the porosity, the
drag coeﬃcient was also found to be dependent on the porosity and the following second
order polynomial was ﬁt through the experimental data:
cd = 332.87ε
2 − 607.65ε+ 278.37 . (3.398)
Examining the porous media on a microscopic level is however outside the scope of this
present study.
Du Plessis (1994) and Sabiri et al. (1997)
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5 ppi, d2: Brinkman effect
5 ppi, d1: Darcy
10 ppi, d2: Brinkman effect
10 ppi, d1: Darcy
20 ppi, d2: Brinkman effect
20 ppi, d1: Darcy
Figure 3.52: The change in the experimentally obtained d-values as the thickness of the
domain increases.
Both RUC foam models of the present study will be considered in the following com-
parative study on power law ﬂuids. The doubly staggered RUC-model utilized by Smit
et al. (2005) corresponds to that of this study if ϕ = 1 and diﬀered from that of Smit
& Du Plessis (1999) by a χ-factor that was initially proposed by Lloyd et al. (2004)
for granular media. Both Smit & Du Plessis (1999) and Smit et al. (2005) compared
RUC-models to experimental data of Sabiri et al. (1997). In these studies d-values were
estimated by means of equation (3.395) where the grades of the foams were utilized. In
this study, these d-values will be approximated from experimental published data.
Du Plessis (1994) considered three foam structures and aqueous solutions of glycerol
(ρ = 1152 kg.m−3) as working ﬂuids. From experimental data of ﬂow in the Darcy
regime, an appropriate d-value was estimated (assuming that the external wall eﬀects
are negligible). This estimated d-value was utilized to compare experimental data (that
included the Forchheimer regime) of water traversing the same experimental setup to
their RUC-model.
Sabiri et al. (1997) investigated the ﬂow of the same power law ﬂuid utilized by Sabiri
& Comiti (1995) through four diﬀerent grades of synthetic foams (of which three corre-
spond to the foams considered by Du Plessis (1994)). The consistency and behaviour
indices of the power law ﬂuid diﬀers over diﬀerent shear rate regions as follows:
- 2 < γ˙ < 60 s−1 : K = 0.064Pa.s0.912 and n = 0.912 ,
- 38 < γ˙ < 450 s−1 : K = 0.116Pa.s0.771 and n = 0.771 ,
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- 400 < γ˙ < 3500 s−1 : K = 0.262Pa.s0.634 and n = 0.634 .
Equation (3.332) was used to determine the applicable shear rate region for the measured
superﬁcial velocity values. As an example, only the G100 foam that was considered in
both studies are used here for comparative purposes. This foam has a porosity of
ε = 0.973, and following from the RUC-model and equation (3.245), has a tortuosity of
χ = 1.196. Following the work of Sabiri et al. (1997), χSab = 1.20 and avd = 439000m
−1
will be utilized in equation (3.332) to ﬁnd an estimation for the mean shear rate.
In the experimental setup of Du Plessis (1994), in the test run, a cylindrical column with
a diameter of 60mm was utilized. Glycerol (Newtonian ﬂuid: µ = 0.00779Pa.s) was used
as test ﬂuid and from experimental data in the Darcy regime, Nexp = 4396000Pa.s/m
2
was obtained.
Firstly d1-values were estimated by assuming the Brinkman eﬀect to be negligible in
both experimental setups. Here equation (3.377) was implemented and these d1-values
were then utilized to determine the permeability of each model. The pressure gradients







Sabiri et al. (1997) used a square duct of 55mm by 55mm as experimental column. The














































(b) The square duct model where ϕ = 0.5.
Figure 3.53: The experimental data of Sabiri et al. (1997) for a G100 foam is compared to the
RUC-models where the characteristic lengths, d, were estimated from experimental Newtonian
data of Du Plessis (1994).
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are negligible in both experimental setups (that from previous discussions will increase
as the grade decreases), utilizing d1 and equation (3.399) is incorrect. Therefore, a d2-
value, that is only structural depended and does not depend on Brinkman eﬀects of the
macroscopic walls, must be determined.
Using the fzero-function in MATLAB, d2-values were determined from equation (3.387)
where Nana was set equal to Nexp and H was set equal to the radius of the column,
H = 30mm. These d2-values were then substituted into equation (3.382) where, fol-
lowing from equation (3.385), H = 27.5mm. As depicted in Figures 3.53(a) and (b)
the corresponding superﬁcial velocity value of each experimentally measured pressure
gradient was determined.
The various experimentally obtained d-values are listed below:
Brinkman effect neglected:
Here d1 is dependent on the experimental setup, as well as the geometrical properties
of the porous structure.
- Double parallel plate model (ϕ = 1): d = 0.1376mm
- Square duct model (ϕ = 0.5): d = 0.0973mm
Brinkman effect incorporated:
Here d2 is only dependent on the geometrical properties of the porous structure.
- Double parallel plate model (ϕ = 1): d = 0.1397mm
- Square duct model (ϕ = 0.5): d = 0.0988mm
For smaller grades, these diﬀerences are expected to increase.
In Figures 3.53(a) and (b) the experimental data were compared to the parallel plate and
square duct models respectively. Only the two higher shear rate regions were applicable
to the superﬁcial velocity range measured. Larger deviations from the experimental
data are observed for the power law ﬂuid model at higher shear rates.
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Chapter 4
Free-flow over a porous domain
In this chapter, ﬂow through a two-dimensional channel with an upper no-slip and a
lower porous wall is considered. Such a domain is illustrated in Figure 4.1.
The coupling between the governing equations for ﬂow through porous media and free-
ﬂow is thus the challenge at hand. Understanding the ﬂow phenomena at the ﬂuid-
porous interface and specifying appropriate boundary conditions are thus of the utmost
importance. Several approaches are utilized to model this phenomenon, for example
volume averaging techniques, as well as direct analytical methods.
In this study, an analytical method is considered (as was developed by Neale & Nader
(1974) for Newtonian ﬂuids) where both the open channel and the porous domain is
assumed to be homogeneous up to the ﬂuid-porous interface. A shear stress continuity
was enforced at this interface, resulting in a shear rate discontinuity. Ochoa-Tapia &
Whitaker (1995a) investigated the diﬀerence between an assumed homogeneity up to the
interface and averaging with respect to an REV located across the interface. A jump
condition was obtained resulting in a continuity in the velocity proﬁle.
In unconsolidated media, the irregular pore distribution near the interface (resulting in a
higher permeability) plays a signiﬁcant role and a homogeneously assumed two-domain
model is in general not suﬃcient for such problems. For a rapid spatial variation in the
macroscopic properties from the porous domain to the free-ﬂow channel, the constant
stress-jump coeﬃcient, as proposed by Ochoa-Tapia & Whitaker (1995a), may be ade-
quate. For a more gradual variation, the porous domain cannot be seen as homogeneous
in its entirety anymore, but must be split into a homogeneous region (where ∇ε = 0)
and a non-homogeneous or heterogeneous interfacial layer (where ∇ε 6= 0). This method
is discussed by Ochoa-Tapia & Whitaker (1995b) and Goyeau et al. (2003). “Evolving
heterogeneities” in the eﬀective properties of the porous structure (such as porosity, per-
meability and the eﬀective viscosity) are considered in the heterogeneous region near the
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Figure 4.1: Schematic representation of a two-dimensional velocity profile in an open channel
with an adjacent porous boundary layer.
interface. Goyeau et al. (2003) derived a stress-jump coeﬃcient, similar to the constant
coeﬃcient of Ochoa-Tapia & Whitaker (1995a), in terms of the velocity and the varying
eﬀective properties. This study provides a complete description of the ﬂow over the
entire channel without the need to specify an adjustable parameter as is the case for
the model by Ochoa-Tapia & Whitaker (1995a). But, in such a study, a function of the
spatial variation in the porosity in the non-homogeneous layer is required. Since this in
itself is a ﬁeld of study in its own right, and since the previous chapters focus only on
homogeneous domains, in this study a rapid spatial variation is assumed.
Considering Figure 4.1, the smooth ﬂuid-porous interface (referred to as the nominal
boundary by Beavers & Joseph (1967)) is deﬁned as the surface where the outermost
perimeters of the porous structure are embedded. This interface is at y = 0 (Figure
4.1). Following Gualtieri (2010), in this study, the transition layer is deﬁned as the
porous region adjacent to an external boundary (whether it be slip or no-slip) where
the eﬀects of the conditions at the boundaries still has an eﬀect on the velocity proﬁle.
In this layer the velocity decreases sharply from the interfacial velocity at y = 0 to
(following Neale & Nader (1974)) within 1% of q̂
D
at y = −δ. Here q̂
D
denotes the
phase average of the velocity in the viscous ﬂow regime obtainable from the Darcy’s law
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that is applicable to ﬂow though a homogeneous porous structure where the eﬀects of
the external boundaries are negligible.
The interface layer is deﬁned as the section required for the porous structure to reach
the properties of the homogeneous porous medium. The thickness of the interface layer
will diﬀer from porous structure to porous structure. In this study, the thickness of this
interface layer is assumed to be negligibly small.
The free-ﬂow, open channel, where the porosity is unity, is referred to as the α-region.
Following Ochoa-Tapia & Whitaker (1995a), the homogeneous porous domain, where
the porosity is constant, is referred to as the ω-region.
Stellenbosch University  http://scholar.sun.ac.za
Chapter 4 Free-flow over a porous domain 233
4.1 Double volume averaging
In this paragraph the work of Ochoa-Tapia & Whitaker (1995a) is followed closely. The
reasoning behind the inclusion of this paragraph is to better understand the actual (and
sometimes hidden) assumptions that are made in the paragraphs that follow.
Two homogeneous domains, the free-ﬂow domain (referred to as the α-region in this
study) and the homogeneous porous medium (the ω-region), were considered as shown
in Figure 4.2.
Through a Taylor series expansion, they found that in the α-region, for the volume
average of the velocity to be equal to the microscopic velocity at the centroid of the
REV, the following constraint must be abided by:
R2o << H2 , (4.1)














〈 v 〉o = v
Figure 4.2: Schematic representation depicting the notation of Ochoa-Tapia & Whitaker
(1995a). The following REVs were introduced:
A: REV applicable to a homogeneous porous medium (as in Chapter 3) with volume Uo ,
B: REV applicable to one-dimensional flow, such that 〈 v 〉o = v, with volume Uo ,
C: REV at a porous jump utilized in double volume averaging with volume U∞ .
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Chapter 3 where ∆lmax << ∆ L.) To model ﬂow in a channel as the one shown in Figure
4.2, since only ﬂow in the x-direction is considered, REV B (of which the representative
volume is a thin disk) was utilized for the α-domain. Thus the microscopic velocity at
a point and the average velocity with respect to a volume pertaining to that point are
equal if the following constraint is satisﬁed:
∆2 << H2 . (4.2)
For the chosen REV, the above constraint is (theoretically) easily satisﬁed. REV A
corresponds to the REV discussed in Chapter 3 and is utilized for the homogeneous
porous domain.
After volume averaging of the continuity equation, Ochoa-Tapia & Whitaker (1995a)
also arrived at equation (3.41):
0 = ∇·〈 v 〉o , (4.3)
which is relevant to any domain of which the porosity may be a spatial variable.
After volume averaging of the Stokes’s equation, Ochoa-Tapia & Whitaker (1995a) ob-
tained







−{p} 1 + µ∇ v
)
dS (4.4)
which is equivalent to equation (3.52) applied to a Newtonian ﬂuid ({µ} = 0) where the
convective acceleration terms are ignored. It was also assumed that the only applicable
body force is gravitation, therefore 〈F b 〉o = ερ g. Ochoa-Tapia & Whitaker (1995a)
however preferred to also write the second term of the integral in equation (4.4) in
terms of the deviation of the gradient of the interstitial velocity, since this pressure and
velocity-gradient deviations appeared in the closure problem of Darcy’s law in Whitaker
(1986). From the no-slip boundary condition at the ﬂuid-solid interfaces and the zero
deviation assumption regarding the constant viscosity, equation (4.4) may be rewritten
into the following form:
0 = −∇ 〈p 〉f + ρ g +
µ
ε
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{p} 1− µ {∇ v}
)
dS . (4.5)
According to Ochoa-Tapia & Whitaker (1995a) the ﬁrst viscous term is usually referred
to as the Brinkman correction. The second viscous term which is dependent on the
porosity gradient was referred to as the second Brinkman correction. Since equation
(4.5) is applicable to any domain of which the porosity may be a spatial variable, it is
valid everywhere in the channel shown in Figure 4.2 – also at the ωα-boundary.
Following Ochoa-Tapia & Whitaker (1995a), in the Darcy regime the integral term in







{p} 1− µ {∇ v}
)
dS = µΦ . (4.6)
From equations (4.4) and (4.5) it follows that, for a homogeneous porous medium where












{p} 1− µ {∇ v}
)
dS . (4.7)





where 〈 v 〉ωo denotes the phase average of the velocity in the homogeneous ω-domain.
Thus, for a spatially constant porosity, following from equation (4.7), the permeabilities,
KD, obtained from the RUC-models discussed in Chapter 3 are directly applicable to
Darcy’s law for homogeneous porous media. Unfortunately the porosity is generally not
necessarily spatially constant (refer to REV C depicted in Figure 4.2) and equation (4.8)
does not apply.
To distinguish between the general equations and those applicable only to the homoge-
neous ω- or α-region respectively, ω and α superscripts and subscripts are used in this
chapter.
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The general governing equations applicable over the entire domain
Consider the general case where ∇ε 6= 0. From mass conservation it follows that
∇· 〈 v 〉o = 0 (4.9)
and substituting equation (4.6) into (4.5) yields
0 = −∇ 〈p 〉f + ρ g +
µ
ε









− µΦ . (4.10)
The homogeneous ω-region
Over this domain, ∇εω = 0. For a homogeneous porous structure, from equation (4.9),
∇· 〈 v 〉ωo = 0 , (4.11)
and equation (4.10) simpliﬁes, yielding
0 = −∇〈p 〉ωf + ρ g +
µ
εω
∇2 〈 v 〉ωo −
µ
KD
〈 v 〉ωo . (4.12)
The homogeneous α-region
In the free-ﬂow channel, since there is no porous obstruction εα = 1 and the surface
integral in equation (4.6) is not applicable. The Darcy-term is therefore zero, i.e. µΦ = 0
in equation (4.10), and the governing equations are
∇· 〈 v 〉αo = 0 (4.13)
and
0 = −∇〈p 〉αf + ρ g + µ∇2 〈 v 〉αo . (4.14)
Following Ochoa-Tapia & Whitaker (1995a), though the phase average of the velocity
is utilized, “the intrinsic” phase average of the “pressure is preferred because it closely
resembles the pressure that one could measure or that one could impose as a boundary
condition.” Therefore, in equation 4.14, 〈p 〉αf corresponds to the microscopic pressure, p.
Furthermore, from the choice of a thin circular disk for REV B, in the free-ﬂow channel,
〈 v 〉αo = v. Thus equation (4.14) is merely Stokes’s equation.
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Although equations (4.11) to (4.14) do not yield the correct local volume averages inside
the boundary region where the porosity gradient plays a signiﬁcant role, they were also
utilized in this non-homogeneous domain by Ochoa-Tapia & Whitaker (1995a). The
errors made were corrected by developing a jump condition in the stress (and requiring
the velocity to be continuous at the ωα-interface) ensuring that, on average, equations
(4.9) and (4.10) are satisﬁed.
4.1.1 Volume averaging of the volume averaged equations
The volume average of the general volume averaged governing equations (equations (4.9)
and (4.10)) with respect to a larger REV (REV C in Figure 4.2) were determined. The
volume of this larger REV is denoted by U∞ and consists of a homogeneous Uω - and
Uα -volume. The average of equations (4.11) and (4.13), as well as equations (4.12) and
(4.14), were also determine in the applicable regions of U∞ and added. The diﬀerences
(or errors made) due to utilizing the homogeneous volume average equations opposed to
the general volume averaged equations are then determined.
4.1.1.1 Dealing with excess functions
The excess of the volume average of an arbitrary vector quantity Ω over the outer surface
of U∞ is denoted by
〈Ω 〉ex⊥o A∞ =
∫∫
Aω
nω · (〈Ω 〉o − 〈Ω 〉ωo ) dA+
∫∫
Aα
nα · (〈Ω 〉o − 〈Ω 〉αo ) dA . (4.15)
The sum of Aα and Aω represents the outer surface of U∞ (which is denoted by A∞)
as depicted in Figure 4.3. The nα and nω unit vectors are perpendicular on A∞ and
directed outwards. These integrals will thus tend to zero in the homogeneous regions.
This excess eﬄux may be written as a eﬄux across a surface of a length δ and a circum-
ference, C, as follows:




ns · (δ 〈Ω 〉exo ) dσ . (4.16)
Here, C is a closed curve on the ωα-boundary, ns is the unit vector perpendicular to
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C and tangential to the ωα-boundary and δ is the assumed thickness of the boundary
layer. These entities are shown schematically in Figure 4.3. From the surface divergence




ns · (δ 〈Ω 〉exo ) dσ =
∫∫
Aωα







is the gradient operator along the ωα-surface.
Considering a one-dimensional example where
〈Ω 〉o =

〈Ω 〉ωo y ≤ − δ2















Figure 4.3: Notation for double volume averaging.
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it follows that








(〈Ω 〉o − 〈Ω 〉αo ) dy . (4.20)
The diﬀerent phase averages in equation (4.20) are illustrated in Figure 4.4. Equation
(4.20) thus merely represents the diﬀerence in the indicated areas between the respective
functions:
δ 〈Ω 〉exo = A2 − A1 . (4.21)
It can be shown that this area diﬀerence is proportional to the slope diﬀerence between
the two respective utilized functions (〈Ω 〉ωo and 〈Ω 〉αo ) within the boundary region. Note
also that as 〈Ω 〉ωo |y=0 tends to 〈Ω 〉αo |y=0, the slope diﬀerence will tend to zero, because
this corresponds to the situation where the porosity of the homogeneous structure tends
to unity. Following Ochoa-Tapia & Whitaker (1995a), this diﬀerence in the extrapolated
functions is therefore a good scaling function for the areal diﬀerence. It is thus assumed
that
δ 〈Ω 〉exo = C1
(
〈Ω 〉ωo |y=0 − 〈Ω 〉αo |y=0
)
, (4.22)
where C1 is an adjustable parameter.
In this study, if Ω is a ﬁrst or second order tensor, we assume that
δ 〈Ω 〉exo =
(







is an adjustable second order tensor.
4.1.1.2 Continuity equation
The double volume average of equation (4.9),
∫∫∫
U∞
∇· 〈 v 〉o dU = 0 , (4.24)
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Figure 4.4: The general function, 〈Ω 〉o (represented by the solid line), with asymptotic
functions, 〈Ω 〉ωo and 〈Ω 〉αo , relevant to the respective homogeneous domains.
requires equation (4.9) to be satisﬁed on average over REV C. The total volume, U∞,
consists of an α- and a ω-volume and equation (4.24) may therefore be split into two
integrals. Applying the divergence theorem to both these volume integrals, equation
(4.24) may be rewritten as
∫∫
Aω
nω · 〈 v 〉o dA+
∫∫
Aα
nα · 〈 v 〉o dA = 0 . (4.25)
Applying the double volume averaging method to equations (4.11) and (4.13) over the
porous part and the free-ﬂow part of REV C, respectively, yield
∫∫
Aω
nω · 〈 v 〉ωo dA+
∫∫
Aωα




nα · 〈 v 〉αo dA+
∫∫
Aωα
nαω · 〈 v 〉αo dA = 0 . (4.27)
In these equations, nαω is the normal unit vector on the interfacial area in REV C
directed towards the porous domain. The normal unit vector on the ωα-surface of the
Uω volume, pointing towards the α-region is denoted by nωα. Therefore, nωα = −nαω
(Figure 4.3).
Stellenbosch University  http://scholar.sun.ac.za
Chapter 4 Free-flow over a porous domain 241
The error made (on average) by utilizing equations (4.11) and (4.13) instead of equation
(4.9) inside the boundary layer may be determined by subtracting equations (4.26) and




nω · (〈 v 〉o − 〈 v 〉ωo ) dA+
∫∫
Aα




nωα · (〈 v 〉αo − 〈 v 〉ωo ) dA . (4.28)
In equation (4.28), the ﬁrst two integrals represent the average eﬄux diﬀerence over
A∞ between the excepted suitable equation and the utilized equations applicable to
homogeneous regions only. These integrals will thus tend to zero in the homogeneous
regions. The latter integral represents the net volumetric ﬂow rate over the ωα-boundary
where the divergence with respect to the α-region and the ω-region were determined
separately.
Excess surface velocity
The average eﬄux diﬀerence over the outer boundaries (or the excess surface velocity)





ns · (δ 〈 v 〉exo ) dσ , (4.29)
where 〈 v 〉exo is the net surface velocity.




[∇s · (δ 〈 v 〉exo ) + nωα · (〈 v 〉αo − 〈 v 〉ωo )] dA (4.30)
where the gradient operator, ∇s, is deﬁned by equation (4.18). Since Aωα represents an
arbitrary area,
∇s · (δ 〈 v 〉exo ) = nωα · (〈 v 〉ωo − 〈 v 〉αo ) (4.31)
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at the ωα-boundary. According to Ochoa-Tapia & Whitaker (1995a), the surface veloc-
ity, 〈 v 〉exo , is unimportant in the study of ﬂuid-porous interfaces, but may however play
a signiﬁcant role in ﬂow at the boundary between a porous medium and a homogeneous
solid. This excess velocity was neglected in Paragraph 3.3.2.
From equations (4.23) and (4.31), we assume that
∇s · (δ 〈Ω 〉exo ) = nωα · (δ 〈Ω 〉exo ) · C3 , (4.32)




4.1.1.3 Momentum transport equation
A similar method was followed for the momentum transport equation. Though not
applicable inside the boundary region, equations (4.12) and (4.14) were utilized. The
average error over an arbitrary volume, U∞, was determined by subtracting the sum of
the double volume averages of the utilized equations from the double volume average of
equation (4.10).
To follow the double averaging procedure, the Brinkman term was written in the form














(∇ε)2 〈 v 〉o − µΦ , (4.33)
since µ is constant, where
(∇ε)2 = (∇ε) · (∇ε) . (4.34)
Utilizing the divergence theorem, the volume averages of equations (4.33), (4.12) and




























(∇ε)2 〈 v 〉o − µΦ+ ρ g
]
dU , (4.35)
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ρ g dU (4.37)
respectively. Subtracting the sum of equations (4.36) and (4.37) from equation (4.35)






































































(∇ε)2 〈 v 〉o dU . (4.38)
Except for the areal integral over the ωα-boundary that will not be applicable, all the
other integrals tend to zero in both the homogeneous regions. In the homogeneous
porous region, Φ = 〈 v 〉ωo /KD, and in the free ﬂow area, Φ = 0. Following the method
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discussed under the continuity equation where the excess surface velocity was written
into expression (4.29), these vanishing integrals may al be presented as excess stress
functions.
Excess surface stress
The ﬁrst two areal integrals in equation (4.38) represent the average excess surface
stresses over the outer surfaces of U∞ in the ω- and α-domain respectively. As was
the case for the excess surface velocity in the double averaged continuity equation, the
















































From equations (4.32) and (4.40) it then follows that the excess surface stress may be



























an adjustable second order tensor. Note that the form of equation (4.41)
substituted into equation (4.39) is identical to the areal integral over the ωα-boundary
in equation (4.38).
Excess bulk stress
The volume average of the diﬀerence in the Darcy terms in both the ω- and α-regions
are referred to as the excess bulk stress. The sum of these two volume integrals are
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δ 〈 T b 〉exo dA . (4.42)
Similar to equation (4.23), since this term is zero in the α-region,
δ 〈T b 〉exo =







an adjustable second order tensor.
Excess Brinkman stress



































, over Uω and Uα of REV C is approximated by determining the
average after substituting the porosities and phase averages of the velocities of the





















where εα = 1. In equation (4.45) the porosity gradient was determined over the entire
width of the transition zone, δ, and the porosity and the phase average of the velocity
was approximated by the averages between the extrapolated asymptotic functions.
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In equation (4.45), C
6
, is an adjustable second order tensor.
Neglecting excess stresses
If all the excess stresses are neglected, equation (4.38) simpliﬁes to










∇〈 v 〉ωo −∇〈 v 〉αo
)]
(4.47)
at the ωα-interface. Also, for uniform ﬂow, at this interface,
〈p 〉ωf = 〈p 〉αf , (4.48)
and equation (4.47) reduces to






∇〈 v 〉ωo −∇〈 v 〉αo
)]










where 〈 v 〉αo = uqα i + vqα j and 〈 v 〉ωo = uqω i + vqω j. Equation (4.50) is referred to as
the Brinkman solution for the stress jump condition. This boundary condition results
from assuming the domain to consist of two homogeneous regions, therefore a piece-wise
constant porosity proﬁle, and a shear stress continuity at the ﬂuid-porous interfaces – as
will be discussed in Paragraphs 4.3.1.2 and 4.3.2. According to Goyeau et al. (2003), after
citing several authors, the Brinkman model strongly overestimates the ﬂow penetration
as well as the slip velocity, uqωα.
4.1.1.4 Stress jump boundary condition for direct analytical modelling
From the adjustability of C
4
, since equation (4.41) is of the same form as the areal
integral over the ωα-boundary in equation (4.38), the eﬀect of the excess surface stress
is lost in the total excess function. Since Aωα is an arbitrary area and C5 and C6 are
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δ−1 (εω − 1)2
(〈 v 〉ωo
ε3ω












at the ωα-boundary. For uniform ﬂow, equation (4.48) holds and at the ﬂuid-porous
interface,
〈 v 〉ωo = 〈 v 〉αo = 〈 v 〉ωαo . (4.52)
Substituting boundary conditions (4.48) and (4.52) into the jump condition (equation


























where, from Figure 4.2, nωα is merely j. From equation (4.48), there is no pressure
gradient in the y-direction across the interfacial area, and therefore 〈 v 〉ωαo = uqωα i.





. Thus, not neglecting the excess stresses, referring to equation (4.53), equa-
tion (4.50) is to be replaced by the following scalar function, denoting the ﬁrst boundary































· i , (4.55)
and is, according to Ochoa-Tapia & Whitaker (1995a), expected to be of the order one.
In equation (4.54), uqω and u
q
α represent the x-components of the volume average velocity
vectors in the homogeneous porous and free-ﬂow domains respectively.
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Length-scale of boundary layer
After some experimental analysis, Ochoa-Tapia & Whitaker (1995b) found that the
structure of the boundary cannot be described by a single length-scale,
√
KD. Following
Ochoa-Tapia & Whitaker (1995b), both Larson & Higdon (1987)1,2, as well as Sahraoui
& Kaviany (1992) 3 suggested that δ is in the order of the pore or particle diameter of
the speciﬁc porous medium.
Describing the ﬂow in the α-region by the Navier-Stokes equation and in the ω-region
(consisting of homogeneous granular media) by the Brinkman equation, from numerical
simulations Gualtieri (2010) found the transition layer width (as shown in Figure 4.1)
to be of the order of the granular size.
1Larson, R. E. & Higdon, J. J. L. (1987). Microscopic flow near the surface of two-dimensional
porous media – I. Axial flow. Journal of Fluid Mechanics, 166, pp. 449–472.
2Larson, R. E. & Higdon, J. J. L. (1987). Microscopic flow near the surface of two-dimensional
porous media – II. Transverse flow. Journal of Fluid Mechanics, 178, pp. 119–136.
3Sahraoui, M. & Kaviany, M. (1992). Slip and no-slip velocity boundary conditions at interface of
porous, plain media. International Journal of Heat and Mass Transfer, 35, pp. 927–943.
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4.2 Single domain approach
In this paragraph it is shown that the volume averaged momentum transport equation
is applicable over the entire composite domain. Therefore, only this equation has to be
considered in a numerical implementation of ﬂow inside a domain as the one depicted
in Figure 4.1.
In this section, the two regions are regarded as purely homogeneous domains. The
porosity is therefore assumed to be piece-wise constant: unity in the open channel and
constant in the porous region.
Applying a scenario of an open channel, where there is no porous medium present (thus
where Sfs = 0, ε = 1, χ = 1 and where v = q̂ = û, since REV B is utilized), to the








∇ v + ∇˜ v
)]
+ F b . (4.57)
In equation (4.57) it is assumed that equation (2.3) is abided by. Since, substituting
equations (2.20) and (2.28) into equation (2.29) yields
τ = η
(
∇ v + ∇˜ v
)
, (4.58)
from equations (2.12) and (2.13) it follows that equation (4.57) is merely the momen-
tum transport equation for ﬂow at a microscopic level. For one-dimensional, uniform,
fully developed, time independent ﬂow (thus neglecting the convective acceleration) of







Subjected to these same conditions, for a Newtonian ﬂuid traversing a homogeneous











which is known as the Brinkman equation.
The whole composite region may therefore be treated as a continuum and the porous
Stellenbosch University  http://scholar.sun.ac.za
Chapter 4 Free-flow over a porous domain 250
layer as a pseudo-ﬂuid where the eﬀective viscosity is depended on the porosity of the
domain the ﬂuid traverses.
In this modelling technique, the entire region is therefore regarded as a single domain.
Thus, equation (3.52) may be solved numerically over the entire domain, −H ′ ≤ y ≤ H .
No boundary conditions are speciﬁed at the ωα-interface. In the numerical computation
of the composite channel depicted in Figure 4.1, a symmetry line was deﬁned at y = −H ′
and a no-slip boundary at y = H . The switch between the two domains are accomplished
by deﬁning the continuous spatial variation of properties (such as the permeability and
the eﬀective viscosity) by specifying the applicable porosities (thus the porosity of the
homogeneous porous structure or unity) at the respective gridpoints.
Following from equations (4.59) and (4.60), the numerically attained velocity proﬁle
following this method is expected to correspond to the velocity proﬁles obtained by
means of direct analytical modelling where the Stokes’s and Brinkman’s equation were
solved. Setting the velocity and the pressure of the two domains equal at the ωα-
















which is of the same form as equation (4.54). If βOW = 1/
√
KD equations (4.61) and
(4.54) are equivalent.
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4.3 Two-domain approach: Direct analytical method
To derive an analytical expression for the velocity proﬁle shown in Figure 4.1, the domain
is split into separate regions. The velocity proﬁles in each of these regions are then
determined separately.
In the following direct analytical models, although not stated in the respective publi-
cations, only the phase average of the velocity is considered. Following the discussion
regarding REV B in Figure 4.2, this is also true for the α-domain, since the phase av-
erage and the microscopic velocities are equivalent in this region. In these following
direct analytical studies, since only fully developed linear motion along the x-axis pre-
vails, these velocity vectors are replaced by their scalar x-components where a positive
value denotes ﬂow in the positive x-direction and vice versa. The pressure is therefore
constant over the width of the channel. In the following paragraphs, the Darcy velocity
is denoted by q
D
= uqD i .
4.3.1 Newtonian fluids
For completeness, the pioneer work of Beavers & Joseph (1967) that served as a corner
stone of many future work will be discussed ﬁrst. The model of Neale & Nader (1974)
will be discussed in full and compared to the models by Beavers & Joseph (1967) and
Ochoa-Tapia & Whitaker (1995a).
4.3.1.1 Beavers and Joseph: Plane Couette-Poiseuille and Darcy
Beavers & Joseph (1967) studied the ﬂow of Newtonian ﬂuids over a porous surface
both analytically and experimentally. They assumed that the forced ﬂow in the open
channel was described by Stokes’s equation. Shear eﬀects (tangential drag due to the
forward momentum transfer across the permeable interface) are transmitted into the
porous structure through a transition layer region. Below this transition layer, in the
isotropic, homogeneous porous medium, Darcy’s law was assumed to be abided by. The
velocity proﬁle in the transition layer was not modelled analytically. However, from
experimental results they observed that the velocity at the interface, uqωα, can be much
greater than the Darcy velocity. They derived semi-empirical expressions for the ﬂow
in the free-ﬂow domain, uqα (y), as well as u
q
ωα.
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The following boundary conditions were speciﬁed:
1. At the upper solid wall, the no-slip boundary condition holds, therefore
uqα (H) = 0 . (4.63)
2. At the ωα-interface,
uqα (0) = u
q
ωα . (4.64)
3. They assumed that the slip velocity at the ωα-interface is proportional to the
shear rate at the interface. It was suggested that the following semi-empirical ad








(uqωα − uqD) , (4.65)







Intuitively, as the permeability of the porous structure increases, more ﬂuid will
traverse the porous structure and the smaller the continuous velocity gradient at
the interface will be.
From dimensional analysis, Beavers & Joseph (1967) found that αBJ , in equation
(4.65), is dimensionless and independent of the ﬂuid viscosity. This dimension-
less αBJ is an empirical slip coeﬃcient characterizing the local geometry of the
permeable material within the transition layer (actually, more speciﬁcally, at the
interface layer). This coeﬃcient is independent of the ﬂuid properties. A good
correlation between the analytical model by Beavers & Joseph (1967) and experi-
mental data was obtained for an αBJ chosen between 0.1 and 4 – depending on the
nature of the porous material. The porous structure at the ωα-interface is there-
fore of great importance, since even though the macroscopic averaged properties
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of diﬀerent structures may be the same, αBJ will vary.
According to Neale & Nader (1974) and Goyeau et al. (2003), Saﬀman (1971)4
derived a theoretical justiﬁcation for a slip boundary condition such as equation




. Since, from the
Darcy equation, the seepage velocity was of the order O(KD), this velocity was



















In this free-ﬂow domain, where 0 ≤ y ≤ H , plane Couette-Poiseuille ﬂow is thus applica-
ble where the velocity of the ‘moving boundary’ is stipulated by equation (4.64). From











Integrating equation (4.69) twice and solving the respective integration constants by
enforcing boundary conditions (1) and (2) yields




















+ uqωα . (4.70)






















wherefrom an expression for uqωα may be derived. Substituting the RHS of equation
(4.71) into the square brackets of equation (4.70) yields




















4Saffman, P., (1971). On the boundary condition at the surface of a porous media. Studies in
Applied Mathematics, 50, pp. 93–101.
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From equations (4.66), (4.71) and (4.72), the velocity in the open channel and the slip





σ (σ + 2αBJ)







σ (σ + 2αBJ)




















4.3.1.2 Neale and Nader: Plane Couette-Poiseuille and Brinkman
Following Neale & Nader (1974), the fully developed velocity proﬁles of both regions
were derived analytically for Newtonian ﬂuids. Analysis similar to Beavers & Joseph
(1967) followed for the velocity proﬁles in the α-domain. In the porous medium, the









to hold. In equation (4.76), µω is referred to as the eﬀective viscosity. Following from





Utilizing the Brinkman equation, both the transition layer and the constant-velocity
Darcy region is compensated for. Close to the interior ﬂuid-porous boundary the sec-
ond derivative (or Brinkman term) dominates, whereas, outside the boundary layer the
Brinkman term in negligible in comparison to the Darcy term.
Corresponding to equation (3.58), solving equation (4.76) yields
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where IC1 and IC2 are integration constants.
As depicted in Figure 4.1, ﬂow in a two-dimensional region ranging from y → −∞ to
y = H is considered. The stagnant exterior wall, on which no-slip is assumed is situated
at y = H . Similar boundary conditions to that of Beavers & Joseph (1967) were stated
for the α-domain. The following conditions were enforced:
1. At the upper solid wall, the no-slip boundary condition holds, therefore
uqα (H) = 0 . (4.79)
2. At the ωα-interface,
uqα (0) = u
q
ω (0) = u
q
ωα . (4.80)
3. Unlike equation (4.65), Neale & Nader (1974) assumed the shear stresses just
above and just the below the interface to be equal. Therefore, from the parameters












This boundary condition thus imposes a shear stress continuity over the ωα-
interface. There is thus a shear-rate discontinuity at the interface which, following
from equation (4.77), will increase as the porosity decreases.
From equation (4.50), in the volume averaging, single domain approach (where
equation (4.77) holds), if the excess stresses are neglected, this boundary condition
is implicitly enforced.
4. The pressure gradient with respect to the streamwise direction in both the open









= constant . (4.82)
The pressure is constant along the transverse direction.
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In the open channel, from equation (4.69) and boundary conditions (1) and (2), equation
(4.70) follows. In the homogeneous porous domain, the most general solution following
from the Brinkman equation was presented by equation (4.78). Enforcing boundary
conditions (2), (4) and (5), the following solution for the velocity proﬁle in the porous
domain is obtained:



















Following Neale & Nader (1974), equations (4.70) and (4.84) may be written in terms of






























The shear stress interfacial condition still has to be imposed. From equations (4.85) and
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σ (σ + 2βNN)






σ (σ + 2βNN)

































After comparison between equations (4.73) and (4.74) and equations (4.91) and (4.92),
it is evident that the interfacial slip velocity and the velocity proﬁle in the open channel
of Beavers & Joseph (1967) and Neale & Nader (1974) would be identical if βNN = αBJ .
Width of boundary layer
Neale & Nader (1974) deﬁned the thickness of the transition layer, δ, as the distance



































(50 (σ2 − 2)
1 + σβNN
)βNN . (4.96)
From equation (4.96) it was estimated that, from a Brinkman solution in the porous
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From a volume averaging point of view, where βNN = 1/
√
ε, from equation (4.95) the
boundary layer thickness is of the order 1/
√
FD, where the friction factor applicable to
the Darcy regime, FD = ε/KD, was deﬁned in equation (3.125).
According to Goyeau et al. (2003), James & Davis (2001)5 showed that for very large
porosities (ε > 0.9), the Brinkman equation overestimates the ﬂow penetration into
the porous domain and the interfacial slip velocity, whether the ﬂow be pressure- or
shear-driven.
In later work by Goharzadeh et al. (2005), Gualtieri (2010) and Ochoa-Tapia &Whitaker
(1995b), δ was found to be in the order of the grain diameter and thus larger than
√
KD as
was proposed by Ochoa-Tapia and Whitaker Ochoa-Tapia & Whitaker (1995a). Figure
4.5(a) is a plot of equation (4.95) portraying δ (ε, ds) by utilizing the Darcy permeability
obtained by means of the RUC-model for granular media. (The traversing ﬂuid is water.)
The transition layer width shows an exponential-like increase as the porosity increases.
Clearly δ is of the same order of magnitude as the particle size and resembles a more-or-
less linear relation as was depicted by Figures 4.5(a) and (b) for the various RUC-models.
As shown in Figure 4.5(c), following from the RUC-model, δ is considerably larger than√
KD.
Shortcomings of the Brinkman model
Following Goyeau et al. (2003) the two main limitations of the Brinkman are, ﬁrstly, that
the Brinkman correction is only applicable to highly porous structures and, secondly,
µω depends on the structure of the porous material and there might be a vast diﬀerence
between µω and µ. For dilute suspensions it was found that the reduced viscosity is
close to Einstein’s Law: µω/µ = 3.5 − 2.5εω. Saﬀman (1971) examined the Brinkman
correction for denser beds of spheres and found that the eﬀective viscosity is not only
dependent on the porous medium, but also on the ﬂuid velocity (thus Reynolds number
dependent) and the ﬁrst derivative of the velocity. In moderately dense suspensions,
it was found that µω/µ = 1/ (2.5εω − 1.5). Much study is still required to ﬁnd an
adequate, geometrically dependent, analytical expression (if possible) for µω. In this
5James, D. F. & Davis, A.M.J (2001). Flow at the Interface of a Low-Solidity Porous Medium.
Journal of Fluid Mechanics, 426, pp. 47–72.
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study however, following from volume averaging, equation 4.77 was used.
Furthermore in the Brinkman model there is a shear rate discontinuity at the interface
which, following from equation (4.77), will increase as the porosity decreases. This
increase is depicted in Figure 4.6 where the permeability is estimated from the derived































(a) 0.1 ≤ ε ≤ 0.9 and 0 m< ds ≤ 0.02 m



























Consolidated media: Two pairs of parallel plates
Consolidated media: Square duct
(b) ε = 0.65 and 0 m< ds ≤ 0.02 m


























Consolidated media: Two pairs of parallel plates
Consolidated media: Square duct
(c) 0.1 ≤ ε ≤ 0.9 and ds = 0.01m
Figure 4.5: In (a) the transition layer width, δ, for the unconsolidated RUC-model with
respect to the particle size and the porosity is shown. Figures (b) and (c) depict δ as a
function of the particle size and of the square root of the Darcy permeability for the various
analytical porous models discussed.
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A B C D
Figure 4.6: The shear rate discontinuities at the ωα-interface where the ω-domain is a
granular porous structure with an effective particle diameter of 5mm and with porosities of
A: ε = 0.4, B: ε = 0.45, C: ε = 0.5 and D: ε = 0.55.
4.3.1.3 Ochoa-Tapia and Whitaker: A direct analytical approach
In the double volume averaging technique discussed in Paragraph 4.1, boundary condi-
tions (1), (2), (4) and (5) stipulated by Neale & Nader (1974) were also enforced. From
volume averaging equation (4.77) holds.
3. The third boundary condition of Neale & Nader (1974) is replaced by equation















As was the case for Neale & Nader (1974), the ﬁrst term on the RHS compensates
for the change in the shear stress due to the eﬀective viscosities that diﬀer in
the open channel and the homogeneous porous medium. On both sides the ﬁrst
derivatives are positive. Thus the new stress jump term incorporates the fact that,
even if the ﬂuid viscosity and the eﬀective viscosity were equal, the shear stress at
the interface in the open channel diﬀers from that in the porous domain. This dif-
ference depends on the permeability and the geometry of the porous structure (as
deduced from equation (4.55)), as well as the ﬂuid speed at the ωα-interface. The
stress-jump coeﬃcient, βOW , is adjustable and must be determined experimentally.
The sign of βOW is not evident and may be either positive or negative.
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As expected, equations (4.99), (4.100) and (4.101) reduce to equations (4.91), (4.92) and
(4.93) of Neale & Nader (1974) for βNN = 1/
√
εω and βOW = 0.
4.3.1.4 Concluding remarks
In general the two-domain approaches correspond well to experimental data after the
empirical parameters, αBJ or βOW (that are structure dependent) or βNN (that is both
ﬂuid and structure dependent), have been correctly adjusted. (According to Goyeau
et al. (2003), in some circumstances, a βNN (or αBJ ) which is less than unity yields a
good correlation with experimental data. From a volume averaging perspective, where
βNN = 1/
√
ε, such a substitution would however be non-physical.) Unfortunately (as far
as the author’s knowledge is concerned) no explicit relation between these parameters
and the actual geometric characteristics of the porous structure at the ωα-interface has
yet been found. Also (following Goyeau et al. (2003)) its not clear in what situation
the stress-jump condition gives a better approximation than the model by Beavers and
Joseph and the one by Neale and Nader.
Both Beavers & Joseph (1967) and Neale & Nader (1974) compared the relative diﬀer-
ence in the total discharge between the channel enclosed by solid walls (plane Poiseuille
ﬂow) to that of ﬂow in a open channel where one exterior boundary is a permeable porous
structure (plane Couette-Poiseuille ﬂow), subjected to the same pressure gradient.
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A general expression for the diﬀerence in the total discharge for the three models dis-





3 (σΩ1 + 2Ω2)
σ (Ω1 (1− Ω3σ) + σΩ2) . (4.102)
Comparing experimental and analytical data by means of a Θ versus σ plot is common
practice in such boundary layer studies.
In equation (4.102) the total discharge for the plane Couette-Poiseuille ﬂow, QCP , is
determined by integrating equations (4.74), (4.92) and (4.100) over the free-ﬂow domain.
The total discharge for plane Poiseuille ﬂow, QP , is calculated by integrating the general









(H − y) , (4.103)
over the channel width, H . The values to be substituted into equation (4.102) for the
various models are listed in Table 4.1.
Table 4.1: Parameters to be substituted into equation (4.102).
Ω1 Ω2 Ω3
Beavers and Joseph 1 αBJ 0




4.3.2 Generalized Newtonian fluids
In this paragraph the analytical model of Neale & Nader (1974) is expanded for a
Herschel-Bulkley ﬂuid. The expressions derived in this paragraph reduces to a power
law ﬂuid if |τy| = 0Pa. For n = 1, the velocity expressions for the open channel reduce
to that of a Bingham plastic ﬂuid. The velocity function for the transition layer is not
deﬁned for n = 1 and that situation will be handled separately.
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4.3.2.1 Herschel-Bulkley fluid
Following the method by Neale & Nader (1974) and utilizing expressions derived in
Chapters 2 and 3 the fully developed velocity proﬁles over the two respective regions
are derived analytically for Herschel-Bulkley ﬂuids. Again a plane Couette-Poiseuille
proﬁle is assumed in the free-ﬂow channel. In the porous domain, a Brinkman eﬀect is
assumed close to the ﬂuid-porous interface that is located at y = 0.
The same boundary conditions speciﬁed by Neale & Nader (1974) hold. However, since
generalized Newtonian ﬂuids are considered, some of these conditions have to be ad-
justed.
3. From the third boundary condition of Neale & Nader (1974), the shear stress just
above and just the below the interface must be set equal. From the discussion
following equation (3.54), the third term on the RHS of equation (3.52) yields
no streamwise components under the assumed conditions. (This might be more
observable by considering equation (2.44) where all the partial derivatives with
respect to x and z are set equal to zero.) Following from equation (3.54) (where
the porous domain is assumed to be homogeneous, thus the porosity a spatial















From equation (3.112) and equation (2.70) applied to simple shearing conditions,
as well as the fact that du/dy > 0 at the interface in both the α- and ω-region,
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5. Again, in the limit where y tends to −∞, a constant ‘Darcy’ velocity is assumed.
Following from equation (3.54), this velocity (where the Brinkman eﬀect is negli-


















Following the discussions in Paragraphs 3.3.2.2 to 3.3.2.4, equation (3.113) followed.








− Buqω + C , (4.110)




, B = K and C = −dpb
dx
. (4.111)
Since, from boundary condition (5), ‘Darcy’ speed is reached below the transition layer,
the hypergeometric function route need not be taken. The inverse function is solved
by means of method (a) discussed in Paragraph 3.3.2.3. Following exactly the same





















and after integration (as was described in equation (3.90)), it follows that













(Buqω − C) , (4.113)
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where IC2 is the second integration constant. This constant is solved by enforcing the























Since the porous medium will have a resisting eﬀect on the ﬂow proﬁle, only the third
scenario for plane Couette-Poiseuille ﬂow, discussed in Paragraph 2.2.2.2, is considered
here. The dimensions shown in Figure 2.14 are still relevant. The velocity of the lower
plate is replaced by the velocity at the ﬂuid-porous interface, uqωα. The core diameter
was deﬁned by equation (2.196) and is rewritten below for convenience:





By substituting equation (2.70) into equation (2.76), equation (2.181) followed.
• Above the core region, H − h3 ≤ y ≤ H:
Enforcing boundary condition (1) at y = H and duqα/dy = 0 at y = H − h3 to





















• At the core region, H − h3 −Dc ≤ y ≤ H − h3:
















• Below the core region, 0 ≤ y ≤ H − h3 −Dc:
Enforcing duqα/dy = 0 at y = H−h3−Dc and boundary condition (2) to equation
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(H − h3 −Dc)
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By utilizing the third boundary condition, h3 may be determined. From equation (4.112)
and the ﬁrst derivative of equation (4.118) with respect to y, setting uqω = u
q
ωα and y = 0,





























Equations (4.119) and (4.120) may be utilized to solve h3 and uωα.
4.3.2.2 Power law fluid
For a power law ﬂuid, all the equations derived for a Herschel-Bulkley ﬂuid are relevant.
In the porous domain, since the apparent permeability for a Herschel-Bulkley ﬂuid diﬀers
from that of a power law ﬂuid, B will diﬀer – however, in this domain, equation (4.114)
still holds. Setting Dc = 0, equations (4.116), (4.118) and (4.119) describes the ﬂow in
the open channel.
4.3.2.3 Bingham plastic fluid
In the open channel, by setting n = 1 into equations (4.116), (4.117) and (4.119), the
velocity proﬁle for a Bingham plastic ﬂuid follows. Following from equation (2.267), h3
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∣∣∣− 2 |τy| . (4.121)
Substituting n = 1 into equation (4.114) yields an undeﬁned equation for the porous
domain. Following the discussions in Paragraphs 3.3.2.1 and 3.3.2.2, equation (3.58)
is the general solution for the Brinkman equation for both a Newtonian ﬂuid and a
Bingham plastic ﬂuid. Enforcing boundary conditions (2) and (5), where uqD is deﬁned
in equation (4.108), it follows that IC2 = 0 and the solution of the velocity proﬁle in the
















Determining the ﬁrst derivatives of equations (4.118) and (4.122) with respect to y,












wherefrom, after substituting equations (4.108), (4.109), (4.115) and (4.121), the velocity












Setting |τy| = 0 and making all the relevant substitutions, the equations derived for a
Bingham plastic ﬂuid reduce to those derived by Neale & Nader (1974) for a Newtonian
ﬂuid.
4.3.2.4 Concluding remarks
In this paragraph the velocity proﬁles of diﬀerent Herschel-Bulkley, power law and Bing-
ham plastic ﬂuids are shown. Analytically, the yield stresses and the behaviour indices
may be any value greater than zero. For presentation purposes though, since the rhe-
ological parameters of the ﬂuid have a large inﬂuence on the velocity proﬁle subjected
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Figure 4.7: Velocity profiles of different types of fluid flowing through a composite open-
porous domain.
to a speciﬁc pressure gradient, only weak non-Newtonian eﬀects are considered in this
section.
An unconsolidated ω-region with a porosity of 0.8 was considered. The granular size (ds
of the RUC-model) was set equal to 2.5mm, yielding an interstitial channel diameter of
dc = 1.77mm. The consistency index of the ﬂuid was speciﬁed as K = 0.001Pa.s
n, and
three diﬀerent yield stresses and behaviour indices were included in the study, namely
|τy| = 0Pa; |τy| = 0.001Pa; |τy| = 0.004Pa and n = 0.8; n = 1.0 and n = 1.2. All the
possible combinations were considered. The width of the open channel was speciﬁed as
1 cm and the pressure gradient as 5 Pa.m−1. (Note that this pressure gradient is larger
that 4.507Pa.m−1 and thus satisfy the condition stated in equation (3.285) for all the
chosen yield stresses.)
For a ﬂuid where a yield stress is applicable, following the discussion in Paragraph 3.5.1.2,
the fzero-function in MATLAB had to be employed to solve the superﬁcial velocity
through a homogeneous, unbounded porous domain, from where the permeability was
then calculated.
Substituting equation (4.119) into equation (4.120), the fzero-function in MATLAB6
may be used to solve h3. Substituting this solution back into equation (4.119) the
velocity at the ωα-interface may be calculated. Equations (4.116) to (4.118) are now
6Note: This equation may yield more that one real root. Specify a starting value just greater that
(H −Dc)/2.
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Figure 4.8: Figure 4.7 enlarged at the ωα-interface.
employed to determine the velocity proﬁles for the respective ﬂuids in the open channel.
In the porous region, for n = 1, equation (4.122) was used, otherwise equation (4.114)
was utilized.
For comparison, in Figure 4.7, equations (4.92) and (4.93) of Neale & Nader (1974) were
depicted in black.
Figure 4.8 is an enlargement of Figure 4.7 at the ωα-interface. Since εω = 0.8, the shear
rate discontinuity is almost not observable.
4.3.2.4.1 The volumetric flow rate
The average velocity, for a speciﬁc pressure gradient, over the composite domain may
be determined by integrating over the various regions. Obtaining an expression for
this average is of the utmost importance, because it will be used as input parameter
in later comparisons between the single domain numerical approach and the analytical
two-domain approach. Conforming with the single domain, let −H ′ ≤ y ≤ H .
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Figure 4.9: The function y (uq)− (−H ′) is not a well-behaved and tends to −∞ very sharply
for uq values close to uqD.
Equation (4.125) may be applied to all four ﬂuid models. For a Newtonian ﬂuid, follow-











In the ω-region, if n = 1, velocity expressions were obtained in terms of the position.
But, for n 6= 1, inverse functions were determined expressing the position in terms of
the velocity. Substituting n = 1 into the inverse function yields an undeﬁned value,
therefore, these two conditions have to be handled separately. For n = 1, integrating





















For n 6= 1 two diﬀerent scenarios are possible. Firstly |−H ′| ≥ |y (uq0)ω|, where ‘Darcy’
velocity is reached, and secondly |−H ′| < |y (uq0)ω|, where the ‘Darcy’ velocity has not
been reached. In the ﬁrst scenario, the volumetric ﬂow rate may be computed by inte-
grating equation (4.114) with respect to the velocity over the range uqω ∈ (uqD, uqωα) and
then adding the rectangular area uqDH
′. In this circumstance, the following expression
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Table 4.2: The volumetric flow rates and average velocities of the flow profiles shown in
Figure 4.7.
|τy| (Pa) n Qα (m2.s−1) Qω (m2.s−1) uq (m.s−1)
0.8 9.93× 10−4 4.52× 10−5 5.19× 10−2
0 1.0 4.91× 10−4 2.78× 10−5 2.59× 10−2
1.2 3.08× 10−4 2.01× 10−5 1.64× 10−2
0.8 9.09× 10−4 3.42× 10−5 4.72× 10−2
0.001 1.0 4.80× 10−4 2.18× 10−5 2.51× 10−2
1.2 2.88× 10−4 1.62× 10−5 1.52× 10−2
0.8 6.86× 10−4 1.53× 10−5 3.51× 10−2
0.004 1.0 4.56× 10−4 1.10× 10−5 2.34× 10−2
1.2 2.33× 10−4 8.96× 10−6 1.21× 10−2
In the second scenario, the velocity at y = −H ′ (denoted by (uqω)min) has to be de-
termined by utilizing equation (4.114) and the fzero-function in MATLAB. Since the
function y (uqω)−(−H ′) is not a well-behaved function and tends to −∞ very sharply for
uqω-values close to u
q
D, solution are not always obtainable by means of the fzero-function
and sometimes (from experience: especially for shear thinning ﬂuids) alternative, inno-
vative methods have to be implemented. This function is depicted in Figure 4.9 with
the same input parameters utilized in Figure 4.7 for the ﬂuid where |τy| = 0.004Pa and
n = 0.8.





and adding the extra rectangular
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In Table 4.2 the average velocities were listed where these equations were applied to the
ﬂuids in Figure 4.7, subjected to the said pressure gradient.




This chapter is a summary of the discretization schemes, solution methods, etc., used to
numerically solve the equations describing the ﬂow processes in the previous chapters. A
standard method will be used with some adjustments to incorporate both ﬂow through
porous media, as well as the generalized Newtonian ﬂuids that were discussed in Chapter
2. Some speciﬁc adaptations have also been made for the porous-open channel boundary.
In this chapter the general governing equation is discretized in the cylindrical coordinate
system. Since this is an orthogonal axes system, only minor adjustments are needed
to rewrite these discretized equations into the two-dimensional Cartesian coordinate
system.
5.1 General form of the differential equations
The diﬀerential equations governing the physical processes discussed in the previous
chapters will be written into the following general form:
∂
∂t
(ρφ) + ∇· (ρ vφ) = ∇· (Γφ∇φ) + Sφ . (5.1)
In equation (5.1), the dependent variable, φ, is a scalar quantity such as: the mass-
concentration of a specie in a chemical process or a velocity component in the momentum
transport equation. In general, φ is a function of the three-dimensional space and time.
The ﬁrst term of equation (5.1) expresses the rate of change of φ. In this study, since
steady state ﬂow is assumed and the ﬂuid is assumed to be incompressible, this term
will be discarded. The second term denotes the convection and the third the diﬀusion.
The last term is the source producing (or increasing) φ if positive or results in a decrease
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in φ if negative. Independent of the chosen coordinate system, the considered governing
equation will be casted into the form expressed by equation (5.1). Any remaining terms
resulting from the total diﬀusion due to the ﬁxed form of the above mentioned diﬀusive
term is incorporated as part of the source term.
In the continuity equation the source term is zero, since no mass is created or lost, and









ensures that the mass is conserved.
In the numerical code, both Cartesian and cylindrical coordinates are included. The
two-dimensional rectangular Cartesian coordinate system is utilized in the modelling
process of ﬂow between two parallel plates and the cylindrical coordinate system in pipe
ﬂow. These coordinate systems were depicted in Figures A.1 and A.2. The general ﬂow
direction in both situations are parallel to the x-axis.
In this chapter the general governing equation (equation (5.1)) is discretized. Discretiza-
tion will be done in cylindrical coordinates. (Converting these discretized equations to
the two-dimensional Cartesian coordinate system is simple and only minor modiﬁcations
have to be made.)
















































+ Sφ , (5.3)
with the velocity as deﬁned in equation (2.7).
Axisymmetric ﬂow is assumed, therefore all the derivatives with respect to θ are assumed



























+ Sφ . (5.4)
In this study, a ﬁnite volume approach is followed in the discretization process. The
ﬂuid domain is thus subdivided into control volumes. Since symmetry is assumed, only
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a segment of the cylinder has to be considered. Choosing the angle of the representative
segment as 1 radians reduces the complexity of the numerical work signiﬁcantly. The
control volumes in such a segment are illustrated in Figure 5.1(a). Since the segment
angle of the cylindrical grid is chosen as 1 radians, the arc length of the plane cutting
through the r-axis at point r0 is equal to r0.
In Cartesian coordinates, where ﬂow between two inﬁnitely wide parallel plates is mod-
elled, only ﬂow in the xy-plane is considered. This plane is illustrated in Figure 5.1(b).
There is no velocity component in the z-direction and all the partial derivatives with
respect to z are zero. Thus, the velocity is given by v = u i+ v j.
In terms of control volumes, in equation (5.1), the second term describes the net outﬂow
rate of φ across the boundaries of the control volume through means of convection. The
third term represents a part of the net inﬂow rate of φ over the outer surfaces of the
control volume by means of diﬀusion.










Figure 5.1: The control volumes in (a) cylindrical coordinates and (b) Cartesian coordinates.
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5.2 Discretization of the general governing
equation: The finite volume method
Figure 5.2 is a schematic representation of the grid in the xy- or rx-plane which will be
used in the discretization process. The variables denoting the values at the various grid
points or speciﬁc interfacial areas will be represented by subscripts in the discretization
procedure. The main grid point north of point P is denoted by N and the northern
interfacial areas with respect to grid points P and N by n and nn respectively. The









nW nw ne nE
ww ee







Figure 5.2: The general grid utilized in the discretization process.
Two single control volumes in the cylindrical and the Cartesian coordinate system are
depicted in Figures 5.3(a) and (b). In these ﬁgures, the northern (An), southern (As),
eastern (Ae) and western (Aw) areas enclosing the control volumes are distinguished
by the various subscripts deﬁned in Figure 5.2. These areas correspond to the lines
nw−n−ne, sw−s−se, ne−e−se and nw−w−sw, depicted in Figure 5.2, respectively.
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Figure 5.3: Control volumes where the general flow direction is parallel to the x-axes.
The grid is constructed such that the grid points are located in the center of the control
volumes (Practice B of Patankar (1980)). Thus generally the faces may not lie midway
between the neighbouring nodes.
In Figure 5.4 a single control volume pertaining to node P is shown. The diﬀerent linear
dimensions are also depicted.













Figure 5.4: The linear dimensions relevant to the control volume of node P in cylindrical
coordinates.
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Table 5.1: The interfacial areas and control volume.
Ae Aw An As VCV
3D Cylindrical coordinates rP∆rP rP∆rP rn∆xP rs∆xP rP∆xP∆rP
2D Cartesian coordinates ∆y ∆y ∆x ∆x ∆x∆y
volume is denoted by δxe− and the distance to the western boundary, by δxw+. Though
not shown in Figure 5.4, similar notations hold for the radial direction: the distance
between the grid point and the northern boundary of the control volume is given by
δrn− and the distance between P and interface s is deﬁned as δrs+. From the deﬁnition
of Practice B, δrs+ = δrn− and δxw+ = δxe−.














In case of a uniform grid, ∆xP = δxw = δxe = ∆x and ∆rP = δrs = δrn = ∆r. Under
these circumstances it follows that fe = fw = fn = fs = 1/2. The interfacial areas and
control volume, where P is the midpoint, are listed in Table 5.1.
The general governing equation was given in cylindrical coordinates by equation (5.4)





























Each component (as are indicated by the brackets in equation (5.6)) will be discretized
separately by integrating them over a control volume, CV .
5.2.1 Convection term












(rρvφ) r dr dx dθ
= Feφe − Fwφw + Fnφn − Fsφs , (5.7)
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where the convection ﬂux is deﬁned as
F = ρuA (5.8)
at the eastern and the western control volume faces and as
F = ρvA (5.9)
at the northern and southern control volume faces.
Both the eastern and the western surface areas of the control volume surrounding node
P , are given by












(rn − rs) = rP∆rP (5.10)
whereas the northern and the southern areas are deﬁned as
An = rn∆xP and As = rs∆xP , (5.11)
respectively.
Note that in equation (5.7), the actual values of φ are required at the interfaces of
the control volumes. These dependant variables, however, are only deﬁned at the grid
points. Therefore, the φ-values at the interfaces need to be approximated by the known
φ-values at their respective neighbouring grid points. Diﬀerent diﬀerencing schemes for
estimating these φ-values will be discussed in Paragraph 5.4.
5.2.2 Diffusive term
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In the latter expression the partial derivatives may be approximated by the quotient of
































= De (δ|xφ)e −Dw (δ|xφ)w +Dn (δ|rφ)n −Ds (δ|rφ)s . (5.14)
The following shorthand notation was introduced in equations (5.13) and (5.14):
(δ|xφ)e = φE − φP ; (δ|xφ)w = φP − φW ;
(δ|rφ)n = φN − φP ; (δ|rφ)s = φP − φS . (5.15)
In equation (5.14), D denotes the diﬀusion conductance over a speciﬁc face of the control
















As with δrs = rP − rS . (5.19)






































where fe, fw, fn and fs were deﬁned as in equation set (5.5).
Note that in equation (5.13), the gradients of the dependant variable, φ, at the interfaces
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of the control volumes are required, unlike in equation (5.7) where the actual φ-values
at these interfaces were called for. This hurdle is overcome by approximating the spatial
derivatives utilizing a second order piece-wise linear scheme (see equation (5.13)), i.e. an
estimation for the gradient of φ with respect to r or x at a particular interface is obtained
by the gradient of an assumed piece-wise linear φ-proﬁle between its neighbouring grid
points. If the considered interface is situated midway between its neighbouring node
points, this scheme renders to the central diﬀerencing scheme. Under such circumstances,
since the inﬂuence due to the diﬀusion from a particular node on all its neighbouring
nodes is the same, central diﬀerencing is considered to be a good approximation scheme
with regards to this physical process. (In Paragraph 5.4 the piece-wise linear scheme,
along with other diﬀerencing schemes, will be discussed in more detail.)
5.2.3 The source terms
Often the source term is not constant, but a function of the dependent variable φ.
Following Patankar (1980), the average source term over a control volume is written as
Sφ = SC + SPφP , (5.24)
where it is assumed that φP is constant over the control volume. Integration of the
source term with respect to the control volume yields
∫∫∫
CV
Sφ dV = Sφ VCV = (SC + SPφP ) VCV , (5.25)
where VCV is deﬁned in Table 5.1. In equation (5.25), SC and SP were assumed to be
constant over the control volume.
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5.3 Fundamental properties for a discretized method
Substituting equations (5.7), (5.14) and (5.25) back into equation (5.6) yields
Feφe − Fwφw + Fnφn − Fsφs
= De (φE − φP )−Dw (φP − φW ) +Dn (φN − φP )−Ds (φP − φS)
+ (SC + SPφP )VCV . (5.26)
Substituting φ = 1 and setting the source terms equal to zero, from equation (5.26), the
discretized continuity equation for incompressible ﬂuids follows, namely
Fe − Fw + Fn − Fs = 0 . (5.27)
5.3.1 Objective and fundamental properties
The objective of the discretization process is to write equation (5.26) into the form:
aPφP = aEφE + aWφW + aNφN + aSφS + b , (5.28)
where mass conservation (equation (5.27)) is also accounted for. In equation (5.28):
aP = aE + aW + aN + aS − SPVCV
=
∑
(anb)− SPVCV ; (5.29)
b = VCV SC . (5.30)
For a discretized equation to yield a realistic solution, it must have certain fundamental
properties (as was discussed by Versteeg & Malalasekera (2007)), namely: conservative-
ness, boundedness and transportiveness.
5.3.1.1 Conservativeness
In the absence of a source term, conservativeness ensures that the ﬂux entering a speciﬁc
control volume equals the ﬂux exiting it. The total ﬂux consists of both the convection
and the diﬀusion ﬂux. In a one-dimensional example, where the cross-sectional areas
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are taken as unity, the total ﬂux at the boundaries of the control volume is given by
Jφ = ρuφ− Γφdφ
dx
. (5.31)




“When a face is common to two adjacent control volumes, the flux across it must
be represented by the same expression in the discretization equations for the two
control volumes.”
(Patankar (1980))
Recalling from Paragraph 5.2.2, equation (5.20), for a uniform grid, the diﬀusion coeﬃ-





where the subscripts 1 and 2 refer to the grid points adjacent to the said interface. Thus,
the diﬀusion coeﬃcient is uniquely deﬁned at the control volume interfaces.
For the law of conservative to be upheld, the diﬀerencing scheme must therefore be such
that both φ and the gradient of φ are also uniquely deﬁned at all the interfaces.
5.3.1.2 Boundedness
For iterative methods, Scarborough (1962) stated that:
“The process of iteration will converge if in each equation of the system the absolute
value of the largest coefficient is greater than the sum of the absolute values of all the
remaining coefficients in that equation.”




≤ 1 at all nodes
< 1 at one node at least .
(5.33)
Equation (5.33) is generally referred to as the Scarborough criterion. Note that in
equation (5.33) (following from equation (5.29)), the gradient of the source term, SP ,
was included in aP .
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If the source term is zero, the only processes inﬂuencing the dependent variable is
convection and diﬀusion. Therefore, to be physically realistic, if the φ-value at a speciﬁc
grid point increases (or decreases), it results in an increase (or decrease) of the φ-values
at its neighbouring grid points. Therefore all the neighbouring coeﬃcients, anb, must
have the same sign as the coeﬃcient, aP . Since, when negative, one can divide by −1,
the following rule must be abided by:
Rule 2:
.
All the neighbouring coefficients, anb, as well as aP must be positive.
(Patankar (1980))
Still neglecting the source term: from the basic rules of diﬀerential equations, if φP is
a solution to the initial diﬀerential equations, then φP + C, where C is a constant with
respect to space (and time), is also a valid solution. Thus increasing all the φ-values of
equation (5.28) with a constant yields:
aPφP + aPC = aEφE + aWφW + aNφN + aSφS +
∑
(anb)C .
Subtracting equation (5.28) from the equation above yields the following rule:
Rule 3:
.




From this rule it is evident that the ﬁrst line of the Scarborough criterion (equation
(5.33)) is always satisﬁed in the absence of a source term. From the speciﬁed boundary
conditions, where |aP | = 1 and ∑ |anb| = 0, the second line of the Scarborough criterion
is also satisﬁed.
From equation (5.29) it follows that, even if all the neighbouring coeﬃcients are positive,
aP can still become negative if SP > 0 and Rule 2 will be violated. Even if aP does not
become negative, since from equation (5.29) |aP | < ∑ |anb|, the Scarborough criterion
will not be satisﬁed. Also physically: SP > 0 would imply that as φP increases, the
source also increases, resulting in an even higher increase in φP , again increasing the
source. Clearly this will result in an unstable physical process, escalating to inﬁnity. A
ﬁnal rule that must therefore be abided by is:
Rule 4:
.
The linearized source term, Sφ = SC + SPφP , must have a negative slope, therefore
SP ≤ 0.
(Patankar (1980))
Stellenbosch University  http://scholar.sun.ac.za
Chapter 5 Numerical modelling 285
5.3.1.3 Transportiveness
Transportiveness describes the inﬂuence the ‘upwind’ node (against the convection ﬂux)
has on the ‘downwind’ node. The dimensionless ratio between the convection and the








is often used as an indication or measurement of the transportiveness.
If Pe = 0 there is no convection and no velocity ﬁeld to inﬂuence the value of the depen-
dent variable, φ. Since the diﬀusion process tends to spread equally in all directions, in
a uniform grid, all the neighbouring nodes experience the same eﬀect of a speciﬁc node.
The best approximation of a value at an interface would be a linear interpolation scheme
between neighbouring nodes yielding a geometrical average. If Pe > 0 the ‘upstream’
node against the convection ﬂux will have a greater inﬂuence on the φ-value at interface
than the neighbouring node ‘downstream’. As Pe→∞, the convection becomes much
greater than the diﬀusion, and the value at the adjacent node positioned ‘downstream’
with respect to an interface will have no inﬂuence on the value at the said interface
anymore.
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5.4 Differencing schemes and applications
5.4.1 The second order piece-wise linear scheme
In this scheme, a piece-wise linear φ-proﬁle is assumed between neighbouring grid points
in the x- as well as the r-direction. This assumption is illustrated on a one-dimensional,
non-uniform grid in Figure 5.5.







Figure 5.5: A piece-wise linear φ-profile assumed between neighbouring grid points.
In this scheme, the φ-values at the interfaces of a control volume are approximated by
φe =
φP δxe+ + φEδxe−
δxe
= feφP + (1− fe)φE , (5.34)
φw =
φW δxw+ + φP δxw−
δxw
= fwφP + (1− fw)φW , (5.35)
φn =
φP δrn+ + φNδrn−
δrn
= fnφP + (1− fn)φN , (5.36)
φs =
φSδrs+ + φP δrs−
δrs
= fsφP + (1− fs)φS . (5.37)
This scheme is a good approximation for small Peclet numbers and has already been
utilized in the approximation of the gradient of φ on the interfaces of the control volume
in the diﬀusion term.
Central differencing scheme
This is a piece-wise linear scheme where the interfaces are situated midway between
their neighbouring grid points. The diﬀerencing scheme follows directly from the sum of
the truncated Taylor series of the φ-values at the grid points adjacent to the considered
interface (terms of O(∆x2) and higher were neglected).
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Since only the ﬁrst two terms in the truncated Taylor series were used, a second order
accuracy is expected.
5.4.1.1 Applying the second order piece-wise linear scheme
This scheme is now implemented for estimating the φ-values at the interfaces in the
convection terms of the ﬁnal general discretized equation (equation (5.26)). Substitution
of equations (5.34) to (5.37) into equation (5.26) yields
Fe
(















φSδrs+ + φP δrs−
δrs
)
= De (φE − φP )−Dw (φP − φW ) +Dn (φN − φP )−Ds (φP − φS)
+ (SC + SPφP )VCV , (5.39)
which may be rewritten as
φP
(


































− φP (Fe − Fw + Fn − Fs) + SCVCV . (5.40)
5.4.1.1.1 Final discretized equation
Equation (5.40) may be written into the following form:
aPφP = aEφE + aWφW + aNφN + aSφS + b (5.41)
where
aE = De − Fe (1− fe) or aE
De
= 1− (Pe)e (1− fe) , (5.42)
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aW = Dw + Fw (1− fw) or aW
Dw
= 1 + (Pe)w (1− fw) , (5.43)
aN = Dn − Fn (1− fn) or aN
Dn
= 1− (Pe)n (1− fn) , (5.44)
aS = Ds + Fs (1− fs) or aS
Ds
= 1 + (Pe)s (1− fs) . (5.45)
Utilizing equation (5.27),
aP = aE + aW + aN + aS − SPVCV (5.46)
and
b = SCVCV . (5.47)
The convection ﬂuxes and the diﬀusion conductance are denoted by equations (5.8) and
(5.9) and equations (5.16) to (5.19) respectively.
Constraints
From equations (5.42) and (5.44), if the convection ﬂux is positive with respect to the
x-directions and (Pe)e > 1/(1− fe), aE < 0 and if the convection ﬂux is positive with
respect to the radial directions and (Pe)n > 1/(1− fn), then aN < 0. From equations
(5.43) and (5.45), if the convection ﬂuxes are negative with respect to the x- and the ra-
dial directions and (Pe)w < 1/(1− fw) and/or (Pe)s < 1/(1− fs) then aW < 0 and/or
aS < 0, respectively. Therefore, under these circumstances, Rule 2, entailing the posi-
tivity of the neighbouring coeﬃcients, is violated.




1− fe = δxe/δxe− and/or |(Pe)n| ≤
1
1− fn = δrn/δrn−,
and if it is in the western and/or southern direction
|(Pe)w| ≥
1
1− fw = δxw/δxw+ and/or |(Pe)s| ≥
1
1− fs = δrs/δrs+ .
If the interfaces of the control volumes are situated midway between neighbouring grid
points (thus if this scheme reduces to the central diﬀerencing scheme),
1− fe = 1− fn = 1− fw = 1− fs = 1
2
. (5.48)
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Therefore, for such a grid, if |Pe| > 2, the ﬁrst rule under boundedness (Rule 2) is
violated and the central diﬀerencing scheme yields an unphysical result. Thus, for large
Peclet numbers the Scarborough criterion may not be satisﬁed.
5.4.2 The first order upwind scheme
In this scheme, that is typically used for high Peclet numbers, the φ-values at the
unknown interfaces are set equal to the values upwind against the convection ﬂuxes in
the respective directions. In other words, if:
• uw > 0 and ue > 0 (thus Fw > 0 and Fe > 0): set φw = φW and φe = φP ,
• vs > 0 and vn > 0 (thus Fs > 0 and Fn > 0): set φs = φS and φn = φP ,
• uw < 0 and ue < 0 (thus Fw < 0 and Fe < 0): set φw = φP and φe = φE,
• vs < 0 and vn < 0 (thus Fs < 0 and Fn < 0): set φs = φP and φn = φN .
These approximations are depicted in Figure 5.6 for a one-dimensional, non-uniform
grid.
In this diﬀerencing scheme only the ﬁrst term in the truncated Taylor series is used,
thus only ﬁrst order accuracy is reached. No rule violations are encountered and the
Scarborough criterion is also satisﬁed.
5.4.2.1 Applying first order upwind scheme
In this paragraph, this scheme is implemented to estimate the φ-values at the interfaces
in the convection terms of the ﬁnal general discretized equation. Incorporating the
various possible convection ﬂux directions over the respective boundaries, equation (5.26)
may be written into the following format
φP [(De + Fe + [[−Fe, 0]]) + (Dw − Fw + [[Fw, 0]]) + (Dn + Fn + [[−Fn, 0]])
+ (Ds − Fs + [[Fs, 0]])− SPVCV ]
= φE (De + [[−Fe, 0]]) + φW (Dw + [[Fw, 0]]) + φN (Dn + [[−Fn, 0]])
+φS (Ds + [[Fs, 0]]) + SCVCV (5.49)
where [[a, b]] is the greater of a and b.
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The convection is from
west to east: thus u > 0.





The convection is from
east to west: thus u < 0.
Figure 5.6: The upwind scheme where the value of φ at an interface depends on the direction
of the convection flux.
5.4.2.1.1 Final discretized equation
Equation (5.49) may be rewritten into the following form:
aPφP = aEφE + aWφW + aNφN + aSφS + b (5.50)
where
aE = De + [[−Fe, 0]] or aE
De
= 1 + [[− (Pe)e, 0]] , (5.51)
aW = Dw + [[Fw, 0]] or
aW
Dw
= 1 + [[(Pe)w, 0]] , (5.52)
aN = Dn + [[−Fn, 0]] or aN
Dn
= 1 + [[− (Pe)n, 0]] , (5.53)
aS = Ds + [[Fs, 0]] or
aS
Ds
= 1 + [[(Pe)s, 0]] . (5.54)
Substituting (5.27) into (5.49),
aP = aE + aW + aN + aS − SPVCV (5.55)
and
b = SCVCV . (5.56)
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The interfacial areas and control volumes are deﬁned in Table 5.1 and the diﬀusion
conductance and the convection ﬂuxes in Paragraph 5.4.1.1. In the upwind scheme all
anb > 0 and Rule 2 is not violated.
5.4.3 The hybrid scheme
The hybrid scheme is only applicable to a structured, uniform grid where the interfaces
are assumed to be situated midway between neighbouring grid points.
The exact solution and exponential scheme
The one-dimensional, time independent diﬀerential equation, where
the source term is zero (thus where the diﬀusion term is set equal
to the convection term) and the diffusion coefficient is constant can
be solved analytically. Utilizing this solution, the exponential scheme
follows yielding the following discretized equation:



















e(Pe)w − 1 .
From the discretized continuity equation for incompressible ﬂuids
(equation (5.27)) written in one-dimensional form, Fw = Fe, yielding
aP = aE + aW .
In Figure 5.7 the variations of aE/De with respect to (Pe)e in the exact solution (the
exponential scheme above), the central diﬀerencing scheme and the ﬁrst order upwind
scheme for the special one-dimensional convection-diﬀusion case study are shown. From
this graph it is evident that as |(Pe)e| becomes greater, the worst the central diﬀerencing
approximation becomes, but simultaneously, the better the ﬁrst order upwind scheme
predicts the correct gradient. This is what one intuitively expects – the greater the
convection relative to the diﬀusion, the greater the inﬂuence of the upstream grid point.
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From equations (5.42) and (5.48) it also follows that in the central diﬀerencing scheme,
if |(Pe)e| > 2, aE becomes negative – violating the ﬁrst rule under boundedness (Rule
2) and thus also the Scarborough criterion.
The hybrid scheme is a combination of central diﬀerencing and the ﬁrst order upwind
scheme yielding a closer resemblance to the exponential scheme. If |Pe| ≤ 2 (thus if
the convection is relatively small), the central diﬀerencing scheme is used, otherwise
the upwind scheme is implemented. This scheme is also depicted in Figure 5.7. From
the truncated Taylor series used in the upwind scheme, only a ﬁrst order accuracy is






















Figure 5.7: The three different differencing schemes for the one-dimensional, steady state,
convection-diffusion case study are shown.
5.4.3.1 Applying the hybrid scheme
Observing equation (5.26) it follows that the source term will only have φ-values at
the main grid point, P , and will not contribute to the eastern, western, northern and
southern coeﬃcients of the discretized equation. Since the neighbouring φ-values will
only come in play due to the convection and the diﬀusion term, one could conclude that
this scheme could be implemented as a good estimation for the φ-values at the control
volume interfaces in general. One should however not forget that the analytical solution
on which the hybrid scheme was (to a certain extent) based, is only applicable to a one-
dimensional, time independent case study, where the diﬀusion coeﬃcient was constant,
the one-dimensional continuity equation satisﬁed and the source term neglected.
Following Leonard & Drummond (1995), in two dimensions, this exponentially based
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scheme works best if the Peclet numbers along one of the main axes are very small.
In this study where pipe ﬂow and ﬂow between parallel plates are considered, the v-
component of the velocity is very small and thus also the Peclet number in the radial
(or y-) direction. Had this not been the case, one may deﬁne δx (distance between the
grid points) as very small, thus also ensuring small Peclet numbers with respect to this
direction. (In three dimensions the Peclet numbers along two of the main axes need to
be small.) If the problem satisﬁes this condition, it is said to be quasi-one-dimensional.
The hybrid scheme also works best in case of steady ﬂow where the source terms are
not strong.
5.4.3.1.1 Final discretized equation
Implementing the hybrid scheme, equation (5.26) may be written as
aPφP = aEφE + aWφW︸ ︷︷ ︸
A
+ aNφN + aSφS︸ ︷︷ ︸
B
+b (5.57)
where b has a small eﬀect and eitherA dominatesB or vice versa. If the Peclet number at
an interface is greater than 2 or less than -2, the applicable upwind equation (equations
(5.51) to (5.54)) is utilized, whereas if −2 ≤ Pe ≤ 2, the applicable central diﬀerencing
equation (equations (5.42) to (5.45), where equation (5.48) holds) is utilized. From
equations (5.46) and (5.55),
aP = aE + aW + aN + aS − SPVCV (5.58)
and, from equations (5.47) and (5.56),
b = SCVCV . (5.59)
In the hybrid scheme all anb > 0 and Rule 2 is not violated.
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5.4.4 The general discretized equation: Two dimensions
Assuming that the interfaces are located midway between the neighbouring grid points
and the ﬂow adhere to quasi-one-dimensional conditions, following Patankar (1980) (who
considered the one-dimensional, steady state convection-diﬀusion case study), the vari-
ous schemes discussed may be combined in a single discretized expression, namely:
aPφP = aEφE + aWφW + aNφN + aSφS + b (5.60)
where
aE = De [A (|(Pe)e|)] + [[−Fe, 0]] (5.61)
aW = Dw [A (|(Pe)w|)] + [[Fw, 0]] (5.62)
aN = Dn [A (|(Pe)n|)] + [[−Fn, 0]] (5.63)
aS = Ds [A (|(Pe)s|)] + [[Fs, 0]] (5.64)




b = SCVCV . (5.66)
The function, A (|Pe|), is deﬁned as in Table 5.2. The diﬀusion conductance and the
convection ﬂuxes are deﬁned as in Paragraph 5.4.1.1 and the interfacial areas and control
volumes in Table 5.1.
Table 5.2: A (|Pe|) for the different scheme.
Scheme A (|Pe|)
Central Diﬀerence 1− 0.5 |Pe|
Upwind 1
Hybrid [[0, 1− 0.5 |Pe|]]
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5.5 Momentum transport equation
Thus far in this chapter only the general governing equation (equation (5.1)) along
with the continuity equation (equation (5.2)) were considered. In this paragraph the
focus will be on momentum transport in particular. From Chapter 2 (and speciﬁcally








∇ v + ∇˜ v
))
−∇p+ F b . (5.67)
In equation (2.40), the body force consists of the gravitational force only, thus F b = ρ g.
In the momentum transport equation the dependent variable (φ in equation (5.1)) is
either one of the respective velocity components. Assuming steady state and substituting























































+ Sv − ∂p
∂r
(5.69)
for the x- and the radial direction respectively. Though the pressure gradient forms
part of the momentum source, it is kept separately, since this term will be linked with
the velocity components in a unique fashion. (This interconnection will be discussed in
Paragraphs 5.5.3 and 5.5.4.)
5.5.1 The momentum source terms
5.5.1.1 Diffusive and gravitational source





∇ v + ∇˜ v
))





= ∇·(η∇ v) +∇ v · ∇η + η∇ (∇· v) . (5.71)
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By substituting equations (5.72) and (5.73) into equation (5.67), and then writing it in




















+ ρgx = S
D
























+ ρgr = S
D
v + ρgr . (5.75)
In equations (5.74) and (5.75), the gravitational acceleration was assumed to be
g = gx i+ grer
to incorporate any possible orientation of the pipe (or parallel plates) relative to the
inertial axes system.
Note that for an incompressible ﬂuid, where equation (2.3) holds, the third term on the














+ ρgx = S
D
















+ ρgr = S
D
v + ρgr . (5.77)
From equations (5.76) and (5.77), for an incompressible ﬂuid, the diﬀusive source terms,
SDu and S
D
v , will only come in play for ﬂuids with variable viscosities and/or modelling
in the cylindrical axes system. In Cartesian coordinates, for incompressible, Newtonian
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ﬂuids, these source terms are zero.
The source terms, Su and Sv, are discretized similar to the general source term in
Paragraph 5.2.3. The discretized forms of these two source terms for incompressible
ﬂuids are given in Appendix H, Paragraphs H.1.2.1, H.1.2.2, H.2.2.1 and H.2.2.2.
5.5.1.2 Pressure gradient source
The pressure gradient is kept separately from the other two source terms in the dis-
cretization process. Since axial symmetry is assumed, the pressure gradient term can











The pressure gradient is assumed to be constant over the control volume (with respect










(∆xP rP∆rP ) er
= (pw − pe) (rP∆rP ) i+ (ps − pn) (∆xP rP ) er . (5.79)
5.5.2 Grid staggering
The essence of the work discussed in the previous paragraphs is also relevant for the
momentum transport equation, but one could run into unrealistic solutions, such as a
‘checkerboard’ solution, as was thoroughly discussed by Patankar (1980). To prevent
such a scenario, the pressure and the velocity are deﬁned at diﬀerent grid points. The
control volumes of the velocity components are deﬁned with their midpoints at the
interfaces of the scalar control volumes, whereas the pressures are still deﬁned at the
scalar (previously referred to as the ‘main’) grid points depicted in Figure 5.4. These
nodes are referred to as the scalar grid points, since all the scalar quantities are deﬁned
there, e.g. pressure, density, viscosity, etc.
In Figure 5.8, the scalar control volume (CVS), as well as the control volumes of the u-
and v-velocity components (CVu and CVv respectively) are depicted in two dimensions.
Unlike Patankar (1980), in this study, CVu and CVv are respectively shifted west and
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Figure 5.8: The respective control volumes for the two velocity components as well as the
pressure: Practice B (Versteeg & Malalasekera (2007)).
south as was done by Versteeg & Malalasekera (2007).
Note that, since initially the grid was constructed such that the grid points (now referred
to as the scalar grid points) were located in the middle of the control volumes (Practice
B – Patankar (1980)), the interfaces of CVu and CVv are situated midway between
neighbouring vector grid points. The ﬁnal discretized equation (discussed in Paragraph
5.4.4) as well as the results listed in Table 5.2 may be utilized. (Therefore, in particular,
the central diﬀerencing scheme (and thus also the hybrid scheme) may be used in the
determination of the velocity ﬁeld for such a staggered grid.)
In Figure 5.9, control volumes for modelling in cylindrical coordinates are shown in three
dimensions. In both Figures 5.9(a) and (b), three scalar control volumes are illustrated
by solid lines. In Figure 5.9(a) and in Figure 5.9(b), two complete control volumes for
the radial velocity component, CVv, and for the x-velocity component, CVu, respectively,
are indicated by dashed lines. The boundaries of these velocity control volumes intercept
the scalar grid points (also shown in Figure 5.9).
Since Practice B is utilized, for a non-uniform grid, the surfaces of the scalar control
volumes (where the vectorial grid points are allocated), of which the areas are denoted
by As, An, Aw and Ae, are not midway between the main grid points. We deﬁne the
areas in the middle of a vectorial control volume (or the average areas), depicted by the
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Figure 5.9: The areas utilized in the discretization process of the momentum transport
equation.
dotted lines in Figure 5.9, as As, An, Aw and As. The volume of a vectorial control
volume is thus this average area times the height (for VCVv) or the length (for VCVu) of
the control volume. For a grid, such as depicted in Figure 5.9(b), where all the grid lines
are parallel with respect to an axis, Ae = Ae = Aw = Aw. However, in the analytical
work that follows there will still be distinguished between the actual areas utilized with
respect to both directions.
From equations (5.60), (5.65) and (5.66), it follows that, along the x-direction,
awuw = aeue + awwuww + aNwuNw + aSwuSw + b+ (pW − pP )Aw , (5.80)
where
aw = ae + aww + aNw + aSw − SDPuVCVu =
∑
(anb) , (5.81)
since SDPu = 0, and





The diﬀusive source term, SDCu , is denoted by the terms in the square brackets in equation
(5.74). For an incompressible ﬂuid, these terms in equation (5.74) may be replaced by
the terms in the square brackets of equation (5.76). The discretized form of this diﬀusive
source term is given in Paragraph H.1.2.1.
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Along the radial direction (or y-axis in Cartesian coordinates),
asvs = asEvsE + asW vsW + anvn + assvss + b+ (pS − pP )As , (5.83)
where
as = asE + asW + an + ass − SDPvVCVv =
∑
(anb)− SPvVCVv , (5.84)
and





The total diﬀusive source in the radial direction, SDv , is denoted by the terms in the
square brackets in equation (5.75). For an incompressible ﬂuid, these terms in equation
(5.75) may be replaced by the terms in the square brackets of equation (5.77). The




Pvvs, is given in Paragraph







which is the average xθ-cross-sectional area of CVv. For a grid applicable to the rectan-
gular, Cartesian coordinate system, along the y-direction, As = As = An = An.
Due to the geometric complexity, it could be rather diﬃcult to implement this method
for unstructured meshes, since the CVu, CVv and CVS are staggered with respect to one
another and overlap. Another way to alter the ‘checkerboard’ problem is through an
added-dissipation scheme where momentum interpolation is used. Since only structured
meshes are considered in this study, this technique will not be discussed.
5.5.3 Pressure correction
The velocity components in the momentum transport equation can only be solved if the
pressures at the various grid points are known – or given. Only the correct pressure pro-
ﬁle will result in the correct velocity proﬁle which will abide by the continuity equation.
Since the correct pressure proﬁle is not known, a guessed proﬁle is initiated. This will
result in an incorrect velocity proﬁle. These guessed pressure values and the resulting
incorrect velocity components are denoted by p∗, u∗ and v∗. Following the notation of
Van Doormaal (1985), the initial or guessed values are updated by new improved values,
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namely p, u and v, at the end of every iteration step, such that
p = p∗ + p′ (5.87)
u = u∗ + u′ (5.88)
v = v∗ + v′ , (5.89)
where p′, u′ and v′ denote the pressure and velocity corrections.






















































∗ + (p∗S − p∗P )As . (5.91)
Since, in equations (5.90) and (5.91), p∗ is the incorrect pressure, u∗ and v∗ are also
incorrect and will not satisfy the continuity equation. Substituting the guessed pres-
sures and velocities in equations (5.90) and (5.91) with the improved estimated values




∗ + u′)nb] + b





∗ + v′)nb] + b
∗ + (pS − pP )As . (5.93)

















nb). Applying the relevant






∗ + (pW − pP )Aw (5.94)
= a∗wu
∗
w − (p∗W − p∗P )Aw + (pW − pP )Aw (5.95)
⇒ uw = u∗w +
Aw
a∗w
(p′W − p′P ) , (5.96)
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∗ + (pS − pP )As (5.98)
= a∗sv
∗
s − (p∗S − p∗P )As + (pS − pP )As (5.99)
⇒ vs = v∗s +
As
a∗s
(p′S − p′P ) , (5.100)




(p′S − p′P ) = d∗s (p′S − p′P ) . (5.101)
Following from equations (5.8), (5.9) and (5.27), discretization of the continuity equation
over the scalar control volume yields
(ρuA)e − (ρuA)w + (ρvA)n − (ρvA)s = 0 . (5.102)
Substituting the corrected velocities expressed by equations (5.96) and (5.100), as well





P − p′E)] ρeAe − [u∗w + d∗w (p′W − p′P )] ρwAw




P − p′N)] ρnAn − [v∗s + d∗s (p′S − p′P )] ρsAs = 0 . (5.103)
















e, aW = ρwAwd
∗
w, aN = ρnAnd
∗




aP = aE + aW + aN + aS (5.106)
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and
bp′ = (ρAu
∗)w − (ρAu∗)e + (ρAv∗)s − (ρAv∗)n . (5.107)
Equation (5.107) is the mass imbalance due to the starred velocities. If bp′ = 0, thus
u∗ and v∗ satisfy continuity, the pressure need not be corrected and hence, in equation
(5.104), all p′ = 0.
If the actual pressure at a boundary is known (thus a Dirichlet boundary conditions are










nb) resulted in a straightforward discretized equation
(given by equation (5.104)) for estimating p′. For ﬁnal convergence, bp′ (equation (5.107))
must be zero. In other words, the starred velocities should satisfy the continuity equation
and therefore p∗ is equal to the pressure of the ﬁnal solution – thus the pressure correction
would be zero. The ﬁnal convergent solution is not dependent on the pressure correction
and will thus not be inﬂuenced by how p′ was determined in the iteration process. The
convergence rate however will depend on the formulation of the approximation for p′.
Furthermore, if this formulation is derived with too many simplifying assumption, e.g.
the omission of the terms mentioned above, divergence could occur. A way to overcome
this problem is by means of underrelaxation where, though the convergence rate is de-
creased, the solution process is more stable. In determining p at every iteration step,
only a fraction of the correction values are utilized, whereas for the velocity components,
a weighed average between the newly calculated velocity and the velocity at the begin-
ning of the iteration step is determined. Thus, following Versteeg & Malalasekera (2007)
(their equations (6.33) to (6.35)),
p˘
(k)
= p∗ (k) + αpp′ (k) , (5.108)
u˘∗ (k) = αuu∗ (k) + (1− αu) u (k−1) (5.109)
v˘∗ (k) = αvv∗ (k) + (1− αv) v (k−1) , (5.110)
where, according to Patankar (1980), αp = 0.8 and αu = αv = 0.5 would generally
be satisfactory relaxation factors. The relaxed pressure and velocity components are
denoted by a ‘˘ ’ -sign. In equations (5.109) and (5.110), u (k−1) and v (k−1) refer to the
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ﬁnal values of the velocity components at the end of the previous iteration step. Since
values of two iteration steps are utilized in underrelaxation, the explicit referral to (k)
is important in the following derivations.








































for the (k)’th iteration step. Substituting these equations into the RHS of equations
























































which is similar to equations (6.36) and (6.37) of Versteeg & Malalasekera (2007). Again,
following a similar route as earlier, equations (5.92) and (5.93) can also be written into
the form of equations (5.111) and (5.112) and substituted into the RHS of equations
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(p′S − p′P ) = d∗s (p′S − p′P ) (5.118)
respectively. The explicit referral to (k) is dropped, since values from only the particular
iteration step are relevant. Note that here, unlike in equations (5.97) and (5.101), the
relaxation factors, αu and αv, are present in d
















On a purely notational basis, equations (5.88) and (5.89) are replaced by
u = u˘∗ + u′ (5.119)
v = v˘∗ + v′ , (5.120)
since the starred values are now relaxed.
Substituting equations (5.117) and (5.118) into equations (5.119) and (5.120), it again














S − p′P ) , (5.122)
at every iteration step.
Substituting the updated (or corrected) velocity components from equations (5.121) and





P − p′E)] ρeAe − [u˘∗w + d∗w (p′W − p′P )] ρwAw




P − p′N )] ρnAn − [v˘∗s + d∗s′ (p′S − p′P )] ρsAs = 0 . (5.123)











S + bp′ (5.124)
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e, aW = ρwAwd
∗
w, aN = ρnAnd
∗




aP = aE + aW + aN + aS (5.126)
and
bp′ = (ρAu˘
∗)w − (ρAu˘∗)e + (ρAv˘∗)s − (ρAv˘∗)n . (5.127)
5.5.4 Numerical algorithms
The equations derived in Paragraph 5.5.3 are utilized in numerical procedures solving
ﬂuid ﬂow problems. There are diﬀerent well-known algorithms which can be used, for
example: SIMPLE, SIMPLER, SIMPLEC, SIMPLEX, the PISO algorithm, etc. The
SIMPLE algorithm will be discussed in full, whereas the small adaptation to it yielding
the SIMPLEC algorithm is discussed brieﬂy.
5.5.4.1 The SIMPLE algorithm
Semi-Implicit Method for Pressure-Linked Equations
In Figure 5.11, a ﬂow diagram is given, illustrating the SIMPLE procedure. In Tables
5.3 and 5.4, the various coeﬃcients of the discretized momentum equations are given.
In Table 5.5 the coeﬃcients of the pressure correction equation are listed.
The initial step is that a pressure, as well as a velocity ﬁeld, is guessed. Equations
(5.113) and (5.114) are solved at the ﬁrst iteration step, where (k) = (1), by utilizing
the initialized velocity ﬁeld as the values of the ‘previous iteration’: u¯(k−1) = u∗ (0) and
v¯(k−1) = v∗ (0).
For convenience, the two velocity control volumes depicted in Figure 5.8 are again
depicted in Figure 5.10. In Figure 5.10 the grid is non-uniform, illustrating that the
interfaces are situated midway between two neighbouring vector grid points.
The diﬀusion conductance and the convection ﬂuxes in Step 1 of the ﬂow diagram
presented in Figure 5.11, which are applicable to the momentum transport equation
and shifted grid in particular, are listed in Tables 5.3 and 5.4. The velocity components
resulting from Step 1, namely u˘∗(k) and v˘∗(k), satisfy the momentum transport equations.
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In Step 2 the pressure correction is determined by means of equation (5.124). The new
velocity ﬁeld, which was calculated in Step 1, is utilized in the source term of equation
(5.124), as well as in the convection ﬂux part of the velocity coeﬃcients in the d∗-values
in the pressure correction coeﬃcients.
In Step 3 these pressure corrections and relaxed velocity components are now imple-
mented to calculate the ﬁnal velocities and relaxed pressures at the end of the particular
iteration. These velocity components now satisfy the continuity equation, but they do
not satisfy the respective momentum transport equations anymore.
After the velocities have been updated in Step 3, in Step 4 any other velocity dependent
variables are determined, for example the variable viscosity of a generalized Newtonian
ﬂuid. (If there are no such variables, Step 4 is omitted.)
Finally there are convergence tests. The momentum transport, as well as the continuity
equation has to be satisﬁed. (One test, for example, could be checking whether the
source term of the pressure correction equation is less than a user speciﬁed maximum
value – therefore, whether the velocity ﬁeld obeys the continuity equation.) As a whole,
the convergence tests will diﬀer from user to user and the speciﬁc problem at hand.
If the convergence tests are satisﬁed, the velocity and pressure ﬁelds are regarded as
correct. If not, the ﬁnal incorrect velocity and pressure ﬁelds are implemented as the
starred values in Step 1.
ss
SW Sw S Se SE
sW sw s se sE
ww W w P e E
nW nw n ne nE
NW Nw N Ne NE
CVu
CVv
Figure 5.10: The control volumes for the two velocity components: Practice B.
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Table 5.3: Coefficients of the momentum equation of Step 1 (flow diagram) along the x-axis.
Coeﬃcients of the u∗w-equation as well as the source term.
a∗e = D
∗
P [A (|(Pe)∗P |)] + [[−F ∗P , 0]]
a∗ww = D
∗
W [A (|(Pe)∗W |)] + [[F ∗W , 0]]
a∗Nw = D
∗
nw [A (|(Pe)∗nw|)] + [[−F ∗nw, 0]]
a∗Sw = D
∗
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Start
u∗(0) = uGuess; v∗(0) = vGuess;
p∗(0) = pGuess; φ∗(0) = φGuess.
k = 1
u∗(1) = u(0) = u∗(0);


















































































S − p′P )












Nou∗(k+1) = u(k); v∗(k+1) = v(k);
p∗(k+1) = p˘
(k)
; φ∗(k+1) = φ(k).
k = k + 1
Figure 5.11: The SIMPLE algorithm.
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Table 5.4: Coefficients of the momentum equation of Step 1 (flow diagram) along the r/y-axis.
Coeﬃcients of the v∗s -equation as well as the source term.
a∗sE = D
∗
se [A (|(Pe)∗se|)] + [[−F ∗se, 0]]
a∗sW = D
∗
sw [A (|(Pe)∗sw|)] + [[F ∗sw, 0]]
a∗n = D
∗
P [A (|(Pe)∗P |)] + [[−F ∗P , 0]]
a∗ss = D
∗
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Table 5.5: Coefficients of the pressure correction equation: Step 2 (flow diagram).
The source term of the p′P -equation.
bp′ = ρwAwu˘
∗
w − ρeAeu˘∗e + ρsAsv˘∗s − ρnAnv˘∗n
































5.5.4.2 The SIMPLEC algorithm
Semi-Implicit Method for Pressure-Linked Equations Consistent









nb) = 0, in the SIMPLE algorithm. Subtracting











W − p′P )Aw , (5.128)
where, in the SIMPLE algorithm, the sum on the RHS was neglected. Subtracting∑
(a∗nbu
′










nb − u′w]) + (p′W − p′P )Aw . (5.129)
Since the velocity correction at western boundary (of the scalar control volume) is
expected to be close to the velocity correction at all its neighbouring nodes, assuming
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(p′W − p′P ) . (5.130)
The same holds for the velocity component in the radial direction.
The only diﬀerence between the SIMPLE and the SIMPLEC algorithm is the velocity
corrections of Step 3. In SIMPLE, the velocity corrections are given by equations (5.117)






(p′S − p′P ) (5.131)
respectively.
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5.6 Solution techniques
There are diﬀerent solution techniques for solving discretized equations, namely direct
methods and iterative methods. A direct method is where the discrete momentum trans-
port and continuity equations are written as an algebraic system, e.g.
Aφ = b , (5.132)
and then solved. A solution for the vector φ is guaranteed if the inverse of the matrix A
can be found. However, the calculation of A−1 in typical computational ﬂuid dynamic
problems could be rather computer memory expensive and therefore alternative methods
are used.
Another direct method is the one-dimensional tridiagonal matrix algorithm (TDMA). In
this study, since only uncomplicated and straightforward simulations are necessary, and
computation speed does not present to be a problem, the widely used TDMA-method
will be employed.
In the mid-1950s, the alternating direction implicit (ADI) technique was developed for
solving elliptic and parabolic partial diﬀerential equations. This method was applied in
particular to multi-dimensional, time dependent studies. In the ADI method the time
step is split into two parts, with each interval ∆t/2. Integrating the momentum transport
equation over a control volume and the ﬁrst time interval, all the partial derivatives
with respect to r are assumed to be constant, whereas all the partial derivatives with
respect to x are handled similar to those in Paragraphs 5.2.1 and 5.2.2. The TDMA
is then applied along the x-direction and this sweep is repeated for each row in the
radial direction and φW , φP and φE at half a time step are solved. Conversely, over the
second interval, all the partial derivatives with respect to x are assumed to be constant.
Utilizing the variables solved at half the time step, the TDMA is applied along the radial
direction and repeated for each column in the x-direction solving φS, φP and φN at time
t+∆t. (Refer to Manoranjan & Gomez (1995) and Anderson (1995) for more thorough
discussions on the topic.)
An example of an iterative method, is the Gauss-Seidel method. For this iterative
method to be possible, A (equation (5.132)) must be a positive deﬁnite matrix or diag-
onally dominant. From the latter condition the Scarborough criterion followed. Among
other techniques are Cramer’s Rule (a direct method), the Jacobi Method (an iterative
method), etc. – all that are however outside the scope of this study.
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5.6.1 TDMA
The TDMA, also known as the Thomas algorithm, is a simpliﬁed form of Gaussian
elimination where a system of linear equations are written in vector-matrix form and
where, by means of elementary row operations (or Gaussian elimination), the matrix is
reduced to an upper triangular form. (The original system of linear equations are thus
reduced to a system where, when solving the variables from the last one to the ﬁrst,
there is only one unknown assigned to each equation.) For Gaussian elimination to be
numerically stable, the matrix must be diagonally dominant or positive-deﬁnite.
The TDMA is only applicable to a one-dimensional problem. Thus from equation (5.60),
if the variables are solved along the x-axis,
aPφP = aEφE + aWφW + b . (5.133)
On a notational basis, the referral to eastern and western (or northern and southern)
interfaces and grid points are replaced by the subscripts in terms of i (or j) as are
depicted in Figure 5.12. This will allow for the same general notation whether φ denotes
u(i, j + 1)
u(i, j − 1)
u(i− 1, j) u(i+ 1, j)
v(i, j + 1)
v(i, j − 1)






CVvp(i, j − 1)
p(i− 1, j) p(i+ 1, j)
p(i, j + 1)
Figure 5.12: Figure 5.8, where the subscripts are replaced by i and j values indicating the
positioning of the grid points relative to the considered grid point of the particular variable.
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the pressure, deﬁned at the scalar grid points, or the u-velocity or the v-velocity, which
is deﬁned at the interfaces of the scalar control volumes.
Thus equation (5.133) can be rewritten into the following form:
aiφi = ai+1φi+1 + ai−1φi−1 + bi . (5.134)
Again, purely on a notational basis, let all the coeﬃcients referring to the considered i
node be expressed by bi (not to be confused with bi in equation (5.134)), the coeﬃcients
at the western (or i − 1) position by ai and the coeﬃcients at the eastern i + 1 node
by ci. Also let the source term be denoted by di. Equation (5.134) can therefore be
rewritten as
biφi = ciφi+1 + aiφi−1 + di
⇒ di = −aiφi−1 + biφi − ciφi+1 . (5.135)
If Φ1 and Φn are the speciﬁed boundary conditions, equation (5.135) can be written into
vector-matrix form as follows:
1 0 0 0 0 · · · 0
−a2 b2 −c2 0 0 · · · 0

























Applying Gaussian elimination to equation set (5.136) an upper triangular matrix is
obtained that may be written into the following general form:

1 −C1 0 0 0 · · · 0
0 1 −C2 0 0 · · · 0







0 0 0 · · · 0 1 −Cn−1
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where C and D are determined using a forward sweep:
Ci =
ci




bi − aiCi−1 where i = {2; 3; . . . ;n} . (5.139)
Since the boundary condition at node point n is speciﬁed, the unknown φ-values can
now be determined by backward substitution as follows:
φn = Φn
φi = Di + φi+1Ci where i = {n− 1;n− 2; . . . ; 2}
φ1 = Φ1 .
The i-subscript refers to the i’th row in equation (5.136), which corresponds to the
speciﬁc equation used in solving φi.
The TDMA can also be implemented in the radial (or the y-) direction. Identical
equations follow.
5.6.1.1 Proposed method for multi-dimensions
In two or more dimensions, the TDMA can be extended to a row-by-row or column-by-
column algorithm. Here all the terms in the discretized equation not referring to the
speciﬁc solving direction, are incorporated as part of the source term. Therefore from
equation (5.60), if the variables are solved along the x-axis,
aPφP = aEφE + aWφW + aNφN + aSφS + b
= aEφE + aWφW + b
′ , (5.140)
where b′ = aNφN + aSφS + b. Such a sweep is depicted in Figure 5.13(a). Equation
(5.140) is of the same form as equations (5.134) and (5.135). If the TDMA is solved
along the radial direction shown in Figure 5.13(b), in equation (5.134), the i’s are merely
replaced by j’s and (aWφW + aEφE) is incorporated in the b
′
j-term.
In two dimensions, the proposed multi-dimensional TDMA method becomes an iterative
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(a) TDMA solved along the x-axis (b) TDMA solved along the radial axis
Figure 5.13: Alternating the direction of the TDMA for two-dimensional flow problems.
process. The TDMA is implemented grid line by grid line over the entire mesh, each time
utilizing updated coeﬃcients and φ-values. This line-by-line procedure can be vertically
(from south to north or vice versa) or horizontally (from west to east or vice versa) – or
alternating in all four directions.
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5.7 Porous media and numerical modelling
The volume averaged equations derived in Chapter 3 are discretized here that allows for
the numerical modelling of ﬂow through porous media. If the porosity is unity, these
discretized equations reduce to the discretized equations of the general momentum trans-
port equation (as was obtained in Paragraph 5.5). Note that in the volume averaging
process, it was assumed that the ﬂuid is incompressible and therefore that
∇· v˜ = 0 (5.141)
holds. Since the incompressible ﬂuid was assumed to be homogeneous and the porosity
of the rigid, stationary porous structure was assumed to be constant with respect to
time, equation (3.41) followed from the volume averaged continuity equation and is
rewritten below:
∇· q̂ = 0 . (5.142)
In the following derivations, again only pipe ﬂow is considered and modelled by means
of the three-dimensional cylindrical coordinate system (where, since axial symmetry is
assumed, only a section of 1 radians is considered). To apply these equations to the
modelling of ﬂow between two parallel plates in the Cartesian xy-plane, only minor
adjustments have to be made.
Following earlier notation, in cylindrical coordinates, the phase average of the velocity
is deﬁned as
q̂ = 〈 v˜ 〉o = uq i+ vqer , (5.143)
and the intrinsic phase average of the interstitial velocity, as
û = 〈 v˜ 〉f = uu i+ vuer , (5.144)
where q̂ = ε û. If there are no stagnant zones present within the REV, û also denotes
the drift velocity. The superscript q was introduced in Paragraph 3.3.2 to diﬀerentiate
between the scalar components of q̂ and the scalar components of the interstitial velocity,
v, which here corresponds to the microscopic velocity used in Paragraph 5.5. The
superscripts u corresponds to the scalar components of the intrinsic phase averages of
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the velocity in the vicinity of a speciﬁc point within the porous domain.
For the numerical modelling of ﬂow traversing porous media, either the scalar compo-
nents of the phase average, q̂, or of the intrinsic phase average, û, may be regarded
as the dependent variables. In this study the scalar components of the intrinsic phase
average are considered as the dependent variables (thus φ in equation (5.1)) and solved
numerically. In Appendix I, discretization in terms of the phase average, as well as the
assumptions made for such a modelling process, are discussed.
Similar to the discussion in Paragraph 5.5.2, the control volumes of uu (as well as uq)
and vu (as well as vq) are shifted half a control volume in the western and the southern
directions relative to the scalar control volume, CVS, and are also denoted by CVu and
CVv respectively. Scalar entities such as pressure, apparent viscosity and porosity are
deﬁned at the scalar grid points.
5.7.1 Discretization with respect to the intrinsic phase average
In this paragraph the volume averaged equations are discretized. The volume averaged
time independent continuity and momentum transport equations may be written into
the following forms respectively:
0 = ∇· (ερ û) (5.145)
and
∇· [ρ û (ε û)] = −ε∇〈p 〉f + ∇·
[
〈η 〉f ∇ (ε û)
]
+∇ (ε û) · ∇ 〈η 〉f
−Ψ (ε û) + 〈F b 〉o . (5.146)
In Chapter 3, the ﬁnal volume averaged momentum transport equation was presented by
equation (3.52). In the expansion of the volume averaged Brinkman term (see Appendix
C), incompressibility was assumed on an interstitial microscopic level. Therefore, in
equation (3.52), equation (5.141) was assumed to hold.
Comparing with equation (3.52), in equation (5.146), Ψ (ε û) denotes the surface inte-
gral that may be approximated by means of the various RUC-models. For generalized
Newtonian ﬂuids, and Newtonian ﬂuids in the Forchheimer regime, Ψ will be a function
of the magnitude of the phase average of the velocity.
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5.7.1.1 Discretization of the volume averaged continuity equation
By assuming that an incompressible ﬂuid traversing a porous structure is homogeneous
(thus {ρ} = 0) and that the no-slip boundary condition holds at the ﬂuid-solid interfaces,
equation (5.145) followed (see equation (3.40)). If the porosity is unity, the volume
averaged equation (equation (5.145)) renders to the microscopic continuity equation
(equation (2.2)).
Comparing equations (5.1) and (5.145), the dependent variable φ is replaced by the
porosity and the velocity vector, v, by the intrinsic phase average of the velocity. Rewrit-








= 0 . (5.147)
From equation (5.146), since the components of the intrinsic phase average of the velocity
are the dependent variables, q̂ = ε û is the velocity ﬁeld responsible for the convection
ﬂux. Therefore, following from equation (5.27), the discretized form of equation (5.147)
is given by
Fe − Fw + Fn − Fs = 0 , (5.148)
where the convection ﬂuxes are deﬁned as:
Fe = (ρεu
uA)e , Fw = (ρεu
uA)w ,
Fn = (ρεv
uA)n , Fs = (ρεv
uA)s . (5.149)
Thus, for porous media, the convection ﬂuxes are in fact written in terms of the scalar
components of the phase average of the velocity.
5.7.1.2 Discretization of the volume averaged momentum transport equation
Substituting the reduced form of equation (5.71), which is relevant to incompressible
ﬂuids exclusively, into equation (5.67) yields
∇· (ρ v v) = −∇p+ ∇·(η∇ v) +∇ v · ∇η + F b (5.150)
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for time independent ﬂow. Note that in equation (5.150), incompressibility was not
yet incorporated in the convection term. By considering equations (5.146) and (5.150),
it is evident that there are many correlations between them. If the porosity is unity,
after considering the respective RUC-models: equations (3.159), (3.201) and (3.250), it
follows that Ψ = 0. Under such conditions, since the intrinsic phase average, as well as
the phase average, of a variable is simply the variable itself, equation (5.146) reduces to
equation (5.150).
Since the dependent variables are the respective scalar components of û, from equation





























































in the radial direction. Similar to equations (5.68) and (5.69), axisymmetric ﬂow was
assumed in equations (5.151) and (5.152). If the porosity is unity, equations (5.151) and
(5.152) reduce to equations (5.68) and (5.69).
Each term of equations (5.151) and (5.152) may be discretized, similar to Paragraph
5.2, by integrating over a control volume. The discretized form of the various terms are
discussed below.
5.7.1.2.1 The convection part
From equation (5.7), integrating the convection term with respect to the control volume
yields
(Fuu)P − (Fuu)W + (Fuu)nw − (Fuu)sw (5.153)
along the x-direction, and
(Fvu)se − (Fvu)sw + (Fvu)P − (Fvu)S (5.154)
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along the radial direction. The convection ﬂuxes were deﬁned in equation set (5.149).
5.7.1.2.2 The diffusive part
For a modelling process with respect to the components of the intrinsic phase average,
assumptions have to be made regarding the diﬀusion that may have major implications
for ﬂow problems such as that depicted in Figure 4.1, if not dealt with correctly.
Two of the terms, which resulted from the volume averaged Brinkman term (equation
(C.10)), that are present in equation (5.146), denote the total diﬀusion in the momentum
transport equation for an incompressible ﬂuid traversing a porous medium. The total
diﬀusion may be written into cylindrical coordinates as follows:
∇·
[
〈η 〉f ∇ (ε û)
]






































































































To match the general form of the partial diﬀerential equation (expressed by equation
(5.4)), only the second order derivatives with respect to the scalar components uu and vu
may be present in the ﬁnal diﬀusive terms that have to be discretized for the respective
directions. The discussion in Paragraph 5.5 on the diﬀusive source is thus also relevant
for ﬂow in porous media.
The A-marked terms in equation (5.155), which are not present in the diﬀusive terms
of equations (5.151) and (5.152), must be incorporated as part of the source terms and







for the respective directions. These terms
correspond to SDu and S
D
v (see equations (5.76) and (5.77)) for microscopic ﬂow.
The resulting excess B-marked terms in equation (5.155) will also be incorporated as
part of the diﬀusive source. If the porosity is a spatial constant or the change in the
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porosity over adjacent control volumes is very small (thus, if there are no major jumps
in the porosity), these source terms are zero or may be regarded as negligibly small.
From equation (5.14), discretization of the diﬀusive part along the x-direction by in-

































with δrsw = rw − rSw . (5.160)
Along the radial direction, again following from equation (5.14),
Dse (v
u
sE − vus )−Dsw (vus − vusW ) +DP (vun − vus )−DS (vus − vuss) , (5.161)




























with δrS = rs − rss . (5.165)
5.7.1.2.3 The source terms
All the respective source terms in the micro- and macroscopic momentum transport equa-
tions (excluding the pressure gradients), are discretized similar to the general source term
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in Paragraph 5.2.3. As was discussed in that paragraph, the average source term over a
control volume may be linearized with respect to the dependent variable. Therefore, in
general, the average source term may be written as
Sφ = SC + SPφP (5.166)
where φP denotes the dependent variable at grid point P and where, according to Rule
4 in Paragraph 5.3.1.2, SP ≤ 0.
The source terms, Sv and Su, diﬀers and are also applicable to diﬀerent control volumes,
namely CVv and CVu (as depicted in Figure 5.10) respectively. The scalar components
of the source term in the respective directions are therefore handled separately.
Discretization of the most general form of the source term (applicable to this study)
will be discussed. This source term is that of a generalized Newtonian ﬂuid traversing
a composite channel with a porosity jump where modelling is done by means of the
cylindrical coordinate system. A brief summary will be given in Appendix H where
these general equations are simpliﬁed for the modelling of free ﬂow, modelling in the
Cartesian coordinate system and also modelling of all the above for Newtonian ﬂuids.
The diffusive, gravitational and porous-structure-flow-resistive sources
The ﬁnal source (excluding the pressure gradient) consists of:
1. the force per unit volume due to the gravitational vector ﬁeld.
2. the interstitial viscous and inertial forces acting on the ﬂuid due to the (assumed
homogeneous) porous structure which are obtainable from the respective RUC-
models.
3. the constant diﬀusive source coeﬃcient resulting from modelling in the cylindrical
coordinate system (term marked A1 in equation (5.155)).
4. the constant diﬀusive source term due to the non-Newtonian nature of the travers-
ing ﬂuid (terms marked A2 in equation (5.155)).
5. the constant diﬀusive source term due to a spatial variable porosity (terms marked
B in equation (5.155)).
Stellenbosch University  http://scholar.sun.ac.za
Chapter 5 Numerical modelling 325
The x-component of the source term
Similar to equation (5.166) it follows for the x-direction that
Suu = SCuu + SPuu (εu
u)w . (5.167)
Note that though uu is chosen as the dependent variable in this numerical study, since
the interfacial stresses are written in terms of the magnitude of the phase average in the
RUC-models (see equation (3.167) and the yield numbers obtained for the viscoplastic
ﬂuids), to avoid confusion, in equation (5.167) the porosity is written separately from uu
and SPuu . Thus, although equation (5.167) is not in exactly the same form as equation
(5.166), it presents to be no problem, since the porosity may be seen to, in eﬀect, form
part of the constant coeﬃcient.
Integration of the source term with respect to the applicable control volume yields
∫∫∫
CVu
Suu dV = Suu VCVu = (SCuu + SPuuεw (u
u)w)VCVu , (5.168)
where
VCVu = rwδxw∆rP = Aw δxw , (5.169)
with Aw depicted in Figure 5.9(b). In equation (5.168) the porosity is assumed to be
constant over the control volume.
For an axes system that remains stationary with respect to the gravitational ﬁeld, this
average source term is denoted by
Suu = −Ψεuu + ερgx + SDuu . (5.170)
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Equation (5.170) may be split into
SCuu = Υ (−Ψεuu) + ερgx + SDCuu (5.172)
and
SPuu = (1−Υ) (−Ψ) + SDPuu , (5.173)
where 0 ≤ Υ ≤ 1. This parameter is merely deﬁned such that the user is able to choose
whether the interfacial stresses must form part of the constant source term, SCuu , or the
coeﬃcient, SPuu , or weighed between the two.






= 0 . (5.174)
The constant source term in equation (5.174) is split into the sum of two parts: ﬁrstly
the diﬀusive source due to the non-Newtonian nature of the ﬂuid, SDηuu , and secondly
















































Since the considered source terms are due to diﬀusion, the velocity components at the
scalar grid points are determined by means of the second order piece-wise linear scheme
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(reducing to the central diﬀerencing scheme for a grid such as the one depicted in Figure
5.10). In fact, all the derivatives were approximated by a piece-wise linear scheme. The









































































+Υ (−Ψεw) (uu)w + (1−Υ) (−Ψεw) (uu)w] . (5.179)
The intrinsic phase averages of the apparent viscosity that are not situated at the scalar
grid points are determined by means of equations (5.20) to (5.23).
The radial component of the source term
Similar to equation (5.166) it follows for the r-direction that
Svu = SCvu + SPvu (εv
u)s . (5.180)
Again, from the discussion following equation (5.167), in equation (5.180) the porosity
may be seen to form part of the constant coeﬃcient and the diﬀerence between equations
(5.166) and (5.180) holds no problem.
Integration of the source term with respect to the applicable control volume yields
∫∫∫
CVv
Svu dV = Svu VCVv = (SCvu + SPvuεs (v













= As δrs , (5.182)
with As depicted in Figure 5.9(a). In equation (5.181), εs, SCvu and SPvu are all assumed
to be constant over the control volume.
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For an axes system that remains stationary with respect to the gravitational ﬁeld, this
average source term is denoted by
Svu = −Ψεvu + ερgr + SDvu . (5.183)




































Equation (5.183) may be split into
SCvu = Υ (−Ψεvu) + ερgr + SDCvu (5.185)
and
SPvu = (1−Υ) (−Ψ) + SDPvu , (5.186)
where 0 ≤ Υ ≤ 1.










The non-zero coeﬃcient, SDPvu , followed from modelling in the cylindrical coordinate
system. In Cartesian coordinates this coeﬃcient will be zero. The constant source term
in equation (5.187) is again split into the sum of two parts: ﬁrstly the diﬀusive source
due to the non-Newtonian nature of the ﬂuid, SDηvu , and secondly the source due to the
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Since diﬀusion is considered, by utilizing the central diﬀerencing scheme, it follows that

















































































The intrinsic phase averages of the apparent viscosity that are not situated at the scalar
grid points are determined by means of equations (5.20) to (5.23).
The eﬀect of the diﬀusive source due to the porosity variance on the velocity output
Modelling via the phase average of the velocity, the B-marked terms in equation (5.155)
are not relevant, thus the SDεuu - and S
D
εvu
-term are no longer applicable. This is due to
the fact that in the general forms of the partial diﬀerential equations (equations (5.151)
and (5.152)), the diﬀusion terms are written in terms of the phase average of the velocity
– thus so incorporating the porosity change. This is discussed in Appendix I, along with
certain geometrical conditions that have to be satisﬁed for such a modelling procedure.
For modelling via the intrinsic phase average it is important not to neglect these terms.
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Including the porosity gradient diffusion source terms
Neglecting the porosity gradient diffusion source terms
(a) ε = 0.5






























Including the porosity gradient diffusion source terms
Neglecting the porosity gradient diffusion source terms
(b) ε = 0.9
Figure 5.14: An illustration of the effect of SDεuu and S
D
εvu
on the numerical results.
As an example, consider Figure 5.14 where water was used as traversing ﬂuid. The
ω-domain is an unconsolidated structure where ds = 2.5mm and the porosity was set
equal to ε = 0.5 and ε = 0.9 respectively (the latter perhaps unrealistically large, but
this is only for visualization purposes). From the results it seems that the proﬁle in
the α-region is shifted downwards relative to the analytical results (better observable in
Figure 5.15(a)) yielding a sharp velocity discontinuity at the ﬂuid-porous interface (best
illustrated in Figure 5.15(b)). The Darcy velocity is underestimated in both situations.
The numerical results where these source term were included show good correspondence
to the analytical solution. A comparative study between the numerical and analytical



























Including the porosity gradient diffusion source terms
Neglecting the porosity gradient diffusion source terms
(a) ε = 0.5





























Including the porosity gradient diffusion source terms
Neglecting the porosity gradient diffusion source terms
(b) ε = 0.9
Figure 5.15: Enlargements of Figures 5.14(a) and (b).
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work however follows in Chapter 6.
The pressure gradient source
Again the pressure gradient is kept separately from the other source terms in the dis-
cretization process. Since axial symmetry is assumed, the pressure gradient term can
be written into cylindrical coordinates as










Both the porosity and the gradient of the intrinsic phase average of the pressure are
assumed to be constant over the control volumes CVu and CVv.
In the discretized momentum transport equation along the x-direction, discretization of












 (δxwAw) εw = [(〈p 〉f)W − (〈p 〉f)P ] εwAw . (5.194)













 (δrsAs) εs = [(〈p 〉f)S − (〈p 〉f)P ] εsAs . (5.195)
5.7.1.3 Numerical algorithm
Combining the respective discretized terms, equations very similar to those obtained in
Paragraph 5.4.4 can be derived. The major diﬀerence is that the source term includes
the interstitial viscous and inertial forces due to the porous structure (that is a function
of the apparent permeability) and extra diﬀusive terms due to a possible spatial jump
in the porosity. Also, the convection ﬂuxes and diﬀusion conductances are multiplied by
the porosity of the porous medium. The same numerical algorithms, such as SIMPLE
and SIMPLEC, may be utilized for ﬂow through porous media.
Besides the convection ﬂuxes and the diﬀusion conductance parameters that have to be
altered, in the SIMPLE algorithm (see the ﬂow diagram), minor modiﬁcations also have
to be made:
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• Step 1:
From equations (5.194) and (5.195), the areas in the pressure gradient terms have


































































S + bp′ ,
but here, following from the newly deﬁned convection ﬂuxes in equation set (5.149),
aE = ρeAeεed
∗
e, aW = ρwAwεwd
∗
w, aN = ρnAnεnd
∗




























For a similar reason why, in Step 1, the pressure terms had to be multiplied by














S − p′P ) ,
Stellenbosch University  http://scholar.sun.ac.za









The rest of the SIMPLE procedure remains unchanged.
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5.8 Non-Newtonian fluids
As was shown in Figure 5.11 representing the SIMPLE algorithm, in Step 4 other
velocity dependent variables must be calculated and updated at the scalar grid points. In
the modelling of generalized Newtonian ﬂuids, the apparent viscosity is such a variable.
For modelling ﬂow through porous media, where 〈η 〉f is the variable of interest, following
from equation (3.71) and the assumptions prior to this equation, the microscopic velocity
may be replaced directly by the intrinsic phase average of the velocity. Even if modelling
is via the phase average of the velocity, these values must either be temporarily converted
to the intrinsic phase averages before the apparent viscosities at the various grid points
are determined or an extra porosity term must be included (see equation (3.72)).
Following from Chapter 2, the apparent viscosities may be expressed in terms of the
invariant, J2, that is denoted by equations (B.5) and (B.9) for Cartesian and cylindrical
coordinates respectively. Incorporating a possible porous domain, from the discussion in
Paragraphs 3.3.2.2 and 3.3.2.3 that was mentioned above, it is assumed that 〈η 〉f may be


















































These equations have to be discretized with respect to CVS. The partial diﬀerential













([0.5 ([(1− fe) vunE + fevun] + [(1− fe) vusE + fevus ])]
− [0.5 ([fwvun + (1− fw) vunW ] + [fwvus + (1− fw) vusW ])]) . (5.199)
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([0.5 ([(1− fn) uuNe + fnuue ] + [(1− fn) uuNw + fnuuw])]
− [0.5 ([fsuue + (1− fs) uuSe] + [fsuuw + (1− fs)uuSw])]) . (5.201)
Replacing ∆rP with ∆yP , equations (5.200) and (5.201) are also applicable to the Carte-









Thus, after the velocity components and pressure have been updated for a particular
iteration step, a subroutine is called where equations (5.198) to (5.202) are solved and
then substituted into either equation (5.196) or equation (5.197). Since all the rheo-
logical ﬂuid parameters are constant, these 〈J2 〉f -values (applicable at the scalar grid
points) may be substituted into equations (2.55), (2.58) (2.61) or (2.64), depending on
the type of traversing ﬂuid, to solve 〈η 〉f at the respective grid points for a particular
iteration step.
For a fully developed velocity proﬁle, vu, as well as the partial derivatives with respect
to x, tends to zero and equations (5.196) and (5.197) reduce to |duu/dy| and |duu/dr|
respectively. In a plug region of a viscoplastic ﬂuid, since duu/dy also tends to zero, the
possibility of 〈J2 〉f = 0 occurs that will result in an indeﬁnite solution if substituted into
the expression of the intrinsic phase averages of the apparent viscosities. The problem
can be circumvented by specifying a minimum value for 〈J2 〉f . If 〈J2 〉f becomes less than
〈Jmin2 〉f in a particular control volume, 〈Jmin2 〉f is then utilized to solve the apparent
viscosity yielding a very large value resulting in a no-ﬂow plug region.
In all the above expressions, if there is no porous medium present, the intrinsic phase
averages may be replaced by the respective values applicable to a microscopic point.
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Chapter 6
Analytical versus numerical data
In this chapter the analytically derived expressions are compared to data obtained from
an in-house developed numerical code. Modelling of non-Newtonian ﬂuids (Bingham
plastic ﬂuids, Casson ﬂuids and a variation on Casson ﬂuids) by means of the cylindrical
coordinate system was introduced by Smit (1988) into an existing code (developed with
co-workers) for blood ﬂow applications. In this present study this particular code was
modiﬁed, altering the shifting direction of CVu and CVv relative to the scalar control
volumes, and extended, incorporating power law and Herschel-Bulkley ﬂuids, as well as
ﬂow through the various types of porous structures considered in Chapter 3. The purpose
of this chapter is not only to consider the correspondence (or lack thereof) between the
analytical and numerical study, but also to hopefully strengthens the conﬁdence in both
modelling techniques.
In this study standard grid independency evaluations were done to obtain suitable grid
sizes for the particular problems that were investigated. Also, in the majority of the
cases the numerical results could be compared to analytical solutions which assisted
with the choice of suitable grids (and also with the selection of convergence criteria). It
was therefore considered to be superﬂuous to report on the grid independency tests that
were routinely done as part of the numerical investigations.
Various values for |τy| and n were considered. A stable, converged solution was ob-
tained for a wide range of n-values for power law ﬂuids traversing a composite channel.
The stability of the simulation of a viscoplastic ﬂuid depends strongly on the choice
of 〈Jmin2 〉f . For ﬂuids with large viscoplastic eﬀects, the simulation became unstable.
In this chapter, in correspondence to Chapter 4, only weak non-Newtonian eﬀects are
brought under consideration.
As was discussed in Paragraph 5.8, the numerical output is very sensitive to the choice of
〈Jmin2 〉f . In the following studies the selection of 〈Jmin2 〉f (or Jmin2 if there is no porous
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medium present) ranges between approximately 10−7 s−2 and 10−12 s−2. The relative
errors and diﬀerences should thus not be regarded as exact, but rather be seen as an
estimation of the order of magnitude of typical errors obtained.
Unfortunately, because of the endless number of combinations that exist in the choice
of domain, porous structure, the various ﬂuid models, and numerical speciﬁcation, for
example: the grid size, solving technique, diﬀerencing scheme, input parameter (such as
pressure gradient or average velocity), only a limited number of representative examples
were considered in this chapter.
Though both SIMPLE and SIMPLEC and all three diﬀerencing schemes discussed in
Chapter 5, were implemented in the numerical code, the diﬀerences in the converged
solutions were so small that it does not warrant any further discussion. In this chapter
all the numerical results were obtained by implementing the SIMPLE procedure and
utilizing an upwind diﬀerencing scheme. Specifying a pressure gradient, average veloc-
ities were determined analytically which were then used as input parameters for the
numerical simulations. The pressure gradient output over a fully developed region was
then compared to the initially speciﬁed pressure gradient. (Had a constant pressure gra-
dient been speciﬁed as numerical input, since the pressure is then known over the entire
domain, the pressure correction, p′, should be set equal to zero at all the respective grid
points (refer to Paragraph 5.5.3)).
In the ﬁrst part of this study the analytically derived expressions in Chapters 2 and 3
are compared to the numerical output, merely to establish the accuracy of the code for
such simple scenarios. In Paragraph 6.2.2, where the Brinkman eﬀect dominates the ﬂow
proﬁle, a major diﬀerence between the analytically derived expressions and numerical
output is discussed. The comparative study is concluded with the initial objective of
this thesis: analyzing ﬂow of a non-Newtonian ﬂuid in a composite channel, such as the
one depicted in Figure 1.1. Finally, this code will also be implemented to tackle more
advanced problems that were not attempted analytically in this thesis.
Errors and differences specified
In the comparisons that follow, the relative errors were calculated with respect to the
analytical solutions. If a set of data points is applicable, such as comparing velocity
proﬁles, the mean absolute percentage error, rMAE% (where the ‘r’ indicates that this
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Here N denotes the number of data points considered. If the analytical model is also
subjected to a number of assumptions and uncertainties, the mean absolute percentage







0.5 (|Ωnum|+ |Ωana|) . (6.2)
At a no-slip boundary, the particular velocity data point is neglected. If a single value
is compared, such as the pressure gradient, the percentage errors and diﬀerences are















× 100 . (6.4)
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6.1 Flow in an open channel
In this paragraph the numerical output will be compared to the results obtained in
Chapter 2. No simplifying assumptions were made in those derivations and the diﬀer-
ences between the code’s output and that of the analytical expressions are therefore
speciﬁed as percentage errors.
6.1.1 Plane and Hagen-Poiseuille flow
In this paragraph the various types of ﬂuids that were discussed in this study, all with
a density of ρ = 1000 kg.m−3, are considered. The consistency index and the constant
Newtonian viscosity were set equal to 0.004Pa.sn. The viscoplastic ﬂuids have yield
stresses of |τy| = 0.001Pa and both the power law and Herschel-Bulkley ﬂuid are shear
thinning with behaviour indices, n = 0.8. The pipe diameter and the distance between
the parallel plates were set equal to 10 cm. For the plane Poiseuille case study, a pressure
gradient of |dp/dx| = 0.05Pa.m−1 was applied. The ﬂow in the cylindrical pipe was
subjected to a pressure gradient of |dp/dx| = 0.1Pa.m−1. In this latter numerical case
study, a no-slip northern boundary was speciﬁed and symmetry was enforced at the
southern boundary.
The analytically determined average velocities, that are listed in Table 6.1, were used



































(a) Plane Poiseuille flow


































Figure 6.1: Analytical solutions versus the numerical output for the velocity profiles of the
various fluids types through open, stationary channels.
Stellenbosch University  http://scholar.sun.ac.za
Chapter 6 Analytical versus numerical data 340
Table 6.1: The Reynolds numbers, fRe-numbers and average velocities of the different types
of fluids considered.
Plane Poiseuille (0.05 Pa.m−1) Hagen-Poiseuille (0.1 Pa.m−1)
Re fRe u (m.s−1) Re fRe u (m.s−1)
Newtonian 520.83 24.00 1.042× 10−2 195.31 16.00 7.813× 10−3
Herschel-Bulkley 74.90 36.79 3.190× 10−3 31.36 21.97 2.672× 10−3
Power law 380.08 26.00 8.549× 10−3 145.33 17.00 6.538× 10−3
Bingham plastic 135.00 33.33 4.500× 10−3 55.69 20.20 3.713× 10−3
Casson 5.33 42.82 7.886× 10−4 2.28 24.99 6.758× 10−4
as input parameters in the numerical code. Also listed in Table 6.1 are the Reynolds
numbers and their respective products with the Fanning friction factors.
The analytical solutions of the respective velocity proﬁles (discussed in Paragraphs 2.2.1
and 2.3.1) along with the numerical output are depicted in Figures 6.1(a) and (b). The
mean absolute errors of the velocity proﬁles and the percentage errors of the numerically
obtained pressure gradient in the fully developed region are listed in Table 6.2.
Table 6.2: Plane and Hagen-Poiseuille flow: The rMAE% and the percentage errors of the
numerically obtained velocities and pressure gradients respectively.
Plane Poiseuille Hagen-Poiseuille
rMAE% ∂| dpdx | rMAE% ∂| dpdx |
Newtonian 0.350 −0.161 0.062 −0.082
Herschel-Bulkley 0.812 −0.234 0.446 −0.558
Power law 0.312 −0.080 0.074 −0.076
Bingham plastic 0.813 0.588 0.474 −0.589
Casson 0.288 −0.258 0.239 0.180
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6.1.2 Plane Couette-Poiseuille flow
In this paragraph all three scenarios for a negative applied pressure gradient of a shear
thinning, Herschel-Bulkley ﬂuid (n = 0.8, |τy| = 0.001Pa) and shear thickening, power
law ﬂuid (n = 1.2) are considered. The consistency index for both of these ﬂuids is
K = 0.004Pa.sn and the average velocity of all the respective case studies was set equal
to u = 0.001m.s−1.
Table 6.3: The plane Couette-Poiseuille cases considered.
Herschel-Bulkley ﬂuid Power law ﬂuid∣∣∣∣∣dpdx
∣∣∣∣∣ (Pa.m−1) U (m.s−1)
∣∣∣∣∣dpdx
∣∣∣∣∣ (Pa.m−1) U (m.s−1)
Scenario 1: 3.7673× 10−3 1.750× 10−3 1.4669× 10−3 1.750× 10−3
Scenario 2: 1.3858× 10−2 1.300× 10−3 2.5532× 10−3 1.54˙5˙× 10−3
Scenario 3: 7.3115× 10−2 0.725× 10−3 4.8886× 10−3 1.070× 10−3
For illustration purposes in Figures 6.2(a) and (b) the velocity proﬁles were non-dimen-
sionalized with respect to the speed of the moving wall and the distance between the
plates (that was in fact speciﬁed as H = 0.05m) was normalized. In Table 6.3 the actual
speeds of the moving wall and corresponding analytically determined pressure gradients
are listed. The mean absolute and percentages errors are listed in Table 6.4.






































(a) Power law fluid







































Figure 6.2: Analytical solutions versus the numerical output of the velocity profiles for plane
Couette-Poiseuille flow.
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Table 6.4: Plane Couette-Poiseuille flow: The rMAE% and the percentage errors of the
numerically obtained velocities and pressure gradients respectively.
Herschel-Bulkley ﬂuid Power law ﬂuid
rMAE% ∂| dpdx | rMAE% ∂| dpdx |
Scenario 1: 0.063 5.412× 10−5 0.021 −0.225
Scenario 2: 0.470 3.305 0.034 −0.188
Scenario 3: 1.011 −1.675 0.055 −0.201
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6.2 Flow through porous media
In the analytical study of Chapter 3, in equation (3.54), it was assumed that K is a
function of qH – the superﬁcial velocity that would correspond to the speciﬁc pressure
gradient if the eﬀects of the external boundaries were neglected. Therefore, following

















where, if |τy| > 0, the apparent permeability is a function of qH .
In predicting the apparent permeability for a viscoplastic ﬂuid one may argue that,
since the RUC-models are only relevant to a situation where the external wall eﬀects
are negligible (since closure was done on equation (3.120) and equation (3.119) was
assumed), the yield number is indeed a function of qH . Thus the apparent permeability
of a medium does not depend on the eﬀect of the exterior walls. On the other hand one
might reason that the yield number applicable to an RUC should be a function of the
phase average of the velocity applicable to the REV that is represented by the said RUC.
Under these circumstances KD will vary over the domain, since it will be a function of
uq(y).
Referring back to Paragraph 5.7.1 on the discussion of the discretization of the volume
averaged momentum transport equation: In equation (5.146), the resisting force per
unit volume due to the porous mass, Ψ (ε û), (that corresponds to the second term on
the RHS in equation (6.5) under the same negligible macroscopic inertia conditions),
forms part of the source term in the numerical code. This source term is updated at
every iteration step by utilizing the current values of the velocity components at the
respective grid points. Therefore, numerically, KD is solved as a function of q(y) where,
at each grid point,
q =
√
(uq)2 + (vq)2 (6.6)
and where vq = 0 in the fully developed region. Also, as an alternative and for com-
parative purposes, simulations with KD(qH), where qH is solved for a speciﬁc pressure
gradient (via MATLAB by employing the fzero-function), speciﬁed as an input parame-
ter, will also be considered.
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Additionally, in the assumed analytical expression (equation (6.5)), the coeﬃcient of uq
in the second term on the RHS was assumed to be a function of qn−1H , merely to write
this expression in a solvable form (even if only via the inverse function). Numerically,
at each respective grid point, Ψ ∝ qn−1. Therefore, even for a speciﬁed KD(qH), a slight
variation is still expected between the numerical data and analytical results. Since
the author is more at ease by the numerical approach, a constant qH-term will not be
enforced artiﬁcially as was done with the apparent permeability.
Having said the above, in the present paragraph, as well as in Paragraph 6.3.1, if the
Brinkman-eﬀect is included in the study there will no longer be referred to as relative
errors, but rather the relative diﬀerences, because both solving techniques are merely
models subject to their own assumptions.
6.2.1 Neglecting external boundary effects
Verifying the credibility of the numerical code for ﬂow through a porous domain, the
Brinkman eﬀect will at ﬁrst be disregarded. The same shear thinning Herschel-Bulkley
ﬂuid and thickening power law ﬂuid that were considered in Paragraph 6.1.2 are again
used here. A foamlike porous structure (where ϕ = 1 in the RUC-model) with a porosity
of ε = 0.97 and interstitial channel width, dc = 5mm, was considered. Superﬁcial
velocities from 0.0005m.s−1 to 0.0035m.s−1 were speciﬁed. These velocities correspond
to Reynolds numbers ranging between 0.0775 and 1.046 for the Herschel-Bulkley ﬂuid
and from 0.1147 to 1.185 for the power law ﬂuid – thus all within the viscous ﬂow
regime. The pressure gradients obtained as numerical output were then compared to
the analytically determined values and the mean absolute percentage errors are listed
in Table 6.5.
Table 6.5: The mean absolute percentage errors and differences, rMAE% and rMAD%, of
the results depicted in Figures 6.3 and 6.4(a) respectively.
Brinkman eﬀect neglected Brinkman eﬀect incorporated
Herschel-Bulkley: KD (qH) 0.519 0.558
KD (u
q) 0.283
Power law 0.668 0.929
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Figure 6.3: Neglecting the Brinkman effect: The numerical and analytical relations between
the pressure gradient and the superficial velocity, qH .
6.2.2 Brinkman effect incorporated
In this paragraph the case studies correspond to ﬂow in a porous medium enclosed
between parallel plates as is illustrated in Figure 3.4 and discussed in Paragraph 3.3.2.
6.2.2.1 Brinkman effect negligible at symmetry plane
In this paragraph ﬂow in a porous medium, where a Brinkman eﬀect has been incorpo-
rated, is considered. In this study the ratio of ∆λ to ∆ L was chosen small enough such
that the Brinkman eﬀect is only relevant close to the external walls and ‘Darcy’ velocity
is reached within the considered domain. In this paragraph the behaviour indices and
yields stress of the ﬂuids corresponds to those considered in Paragraphs 6.1.2 and 6.2.1.
The consistency index of both ﬂuids was set equal to K = 0.001Pa.sn. Contrary to the
Paragraph 6.2.1, here a unconsolidated porous structure is considered. A porosity of
ε = 0.8 was speciﬁed and the average particle diameter was set equal to ds = 2.5mm.
The parallel plates were placed a distance H = 10 cm apart.
In Figure 6.4(b), typical phase average velocity proﬁles are shown with the corresponding
numerical results. In this graph, for the Herschel-Bulkley ﬂuid, the apparent permeabil-
ity was determined as a function of uq. For these proﬁles, the following mean absolute
diﬀerences for the phase average of the velocities and the relative error percentages
for the pressure gradients were obtained: Power law ﬂuid: rMAD% = 1.362% and
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(a) The numerical and analytical relations be-
tween the pressure gradient and the superficial
velocity, uq.
































(b) The macroscopic velocity profile, uq (y),
where |dp/dx| = 5Pa.m−1.
Figure 6.4: Incorporating the Brinkman effect: In Figure 6.4(a), for the Herschel-Bulkley
fluid, × corresponds to the situation where KD (uq) and • where KD (qH) .
∂| dpdx | = 0.527%; Herschel-Bulkley ﬂuid: rMAD% = 0.746% and ∂| dpdx | = −0.229%.
Unlike Paragraph 6.2.1, in this paragraph superﬁcial velocities were determined analyt-
ically for speciﬁed pressure gradients. These superﬁcial velocities were then speciﬁed
as numerical input. Keeping in the similar range as Figure 6.3, the magnitude of the
speciﬁed pressure gradients varied between 1Pa.m−1 and 7Pa.m−1. In Figure 6.4(a) the
numerically obtained and analytically determined superﬁcial velocity - pressure gradient
relations are shown. For the Herschel-Bulkley ﬂuid, both KD (qH) and KD (u
q) were con-
sidered. On this scale the diﬀerence is hardly observable. The reason for this could be
the small eﬀect of the Brinkman term relative to its Darcian counterpart. The absolute
mean percentage diﬀerences for the pressure gradient - superﬁcial velocity relations are
listed in Table 6.5.
6.2.2.2 Brinkman effect dominating the velocity profile
Assuming that ‘Darcy’ velocity is not reached within the considered domain holds major
consequences for viscoplastic ﬂuids – as will be discussed in the following paragraphs.
For Newtonian and power law ﬂuids, this dominating eﬀect does not present to be a
problem.
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6.2.2.2.1 On the yield criterion with respect to volume averaged equations
Following the discussion in Paragraph 5.8, numerically 〈η 〉f -values were solved in terms
of the gradients of the intrinsic phase averages at all the scalar grid points over the
domain. If these gradients became very small, 〈Jmin2 〉f was put into operation resulting
in 〈η 〉f -values tending to inﬁnity yielding no ﬂow on a macroscopic level. Therefore, due
to the eﬀect of solving volume averaged governing equations numerically, in essence, ﬂow
will occur only if the macroscopically averaged shear stress is greater than the speciﬁed
yield stress. This yield stress eﬀect in the numerical study is illustrated in Figure 6.5.
Dash et al. (1996) considered the ﬂow of a Casson ﬂuid in a cylindrical tube ﬁlled with
a homogeneous porous medium (with regard to blood ﬂow applications). Expressions
were derived analytically and solved numerically. A plug region was also obtained for
the averaged velocity proﬁle. It was found that the size of the plug region will depend
on the permeability of the porous structure.
However, in Paragraphs 3.3.2.2 and 3.3.2.4, if the Brinkman eﬀect dominates the velocity
proﬁle and the ‘Darcy’ velocity is not reached within the domain, there exists a shearing
eﬀect (or ﬂow) across the entire region and no macroscopic plug is observed. The
yield stress were therefore assumed to be only applicable to the microscopic interstitial
velocity proﬁles within the pores. Following the discussion by Sochi (2010), the yield
criterion depends on the actual microscopic geometry and connectivity and not on the
ﬂow conductance. It was also stated that in reality the yield across a porous domain is































Yield stress only applied to microscopic flow
Yield stress also applied to macroscopic flow
Figure 6.5: A plug region is observed on a macroscopic level in the numerical output: here
KD (qH) was specified along with the pressure gradient as input parameters.
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a gradual process.
Thus, although one may assume that the analytical equations derived in Paragraphs
3.3.2.2 and 3.3.2.4 may correspond better to the physical process of ﬂow in a porous
medium inside a very small channel, these equations cannot be related to the numerical
output. Though not often encountered in practise, this eﬀect may be regarded as a
noteworthy shortcoming of implementing volume averaged equations for viscoplastic
ﬂuids numerically.
In Appendix E an alternative argument was investigated. Following Brinkman’s reason-
ing by assuming that as the porosity increases the velocity proﬁle should tend to that of
ﬂow in an open channel, a macroscopic plug region was incorporated in those analytical
derivation. As illustration, equations (3.75) and (E.2) were applied to a Bingham plastic
ﬂuid traversing a porous domain, with a permeability of the order KD = 3 × 10−7m2,
subjected to a pressure gradient, −5Pa.m−1. This pressure gradient was speciﬁed as
numerical input and the results are shown in Figure 6.5. Evidently the plug eﬀect ob-
tained from the numerical code is more complex than the mere assumptions made in
Appendix E and further studies are required.
6.2.2.2.2 Comparative study
Considering the same power law and Herschel-Bulkley ﬂuid as in Paragraph 6.2.2.1,
traversing a porous structure where the apparent permeabilities are in the order of
10−6m2 and 10−7m2 respectively, enclosed between a very narrow opening between
parallel plates, equation (3.106) together with equation (E.4), for the Herschel-Bulkley
ﬂuid, and equation (3.109), for the power law ﬂuid, may be utilized to estimate the
velocity proﬁles. (In this study, the maximum velocity was speciﬁed as 0.25 of the
‘Darcy’ velocity.) These analytical proﬁles, as well as the width between the plates,
were normalized and are shown in Figures 6.6(a) and (b).
Table 6.6: Brinkman effect dominates: The absolute mean differences of the profile of the




rMAD 5.522× 10−3 1.319× 10−2 1.378× 10−2
∂
(d)
| dpdx | −4.396% 21.269% 11.109%
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(a) Power law fluid






































Figure 6.6: Dominating Brinkman effect: In Figure 6.4(b), for the Herschel-Bulkley fluid, ×
corresponds to the situation where KD (u
q) and • where KD (qH) .
The average velocities were determined from analytical data and speciﬁed as input for
the numerical simulations. In Figures 6.6(a) and (b) the numerically obtained data, that
were non-dimensionalized with respect to the maximum analytical speed, are depicted.
In Table 6.6 the percentage diﬀerences for the particular case studies are listed. Note
the signiﬁcant reduction in the percentage diﬀerence in the pressure gradient between
the two Herschel-Bulkley simulations. This reduction could be due to the signiﬁcant
diﬀerence between the phase average of the velocity and the ‘Darcy’ velocity: uq(y) ≤
0.25qH . This higher pressure gradient required in the numerical code (for the viscoplastic
ﬂuid) for a speciﬁc volumetric ﬂow rate, corresponds to the illustrative example in Figure
6.5 where the pressure gradient was speciﬁed as numerical input.
6.2.2.2.3 Closing remarks
Care must be taken for viscoplastic ﬂuids traversing a porous domain where either the
resisting external wall eﬀect or the shearing ﬂuid-ﬂuid eﬀect (due to very high porosities)
overshadows the resisting eﬀect of the porous domain. Note that under these circum-
stances, regardless the type of traversing ﬂuid considered, though the volume averaged
momentum transport equation was utilized, from a theoretical point of view, the volume
averaging technique falters. Here ∆λ and ∆ L is of the same order of magnitude and the
constrictive requirements discussed in Paragraph 3.2.1:
∆λ << ∆lmin and ∆lmax << ∆ L (6.7)
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cannot be satisﬁed.
In this study, both numerically and analytically, although equation (3.81) (that resulted
from volume averaging) was also used to ﬁnd the velocity proﬁles inside a Brinkman
dominating channel, it is preferred that under such circumstances, the volume averaging
technique (as well as secondary averaging via the RUC) should be seen as an intermediate
step merely to approximate µω and KD in equation (3.4). Solving Brinkman’s equation
(equation (3.4)) thus boils down to the fact that equation (3.81) should actually be
solved.
Considering commercial packages such as ANSYS Fluent and ANSYS CFX, the govern-
ing equation (according to the user’s manuals of ANSYS Fluent and ANSYS CFX (both
accessed October 2012)) for ﬂow in an isotropic porous medium, may be rewritten into
the notation used in this present study as follows:
∂
∂t
(ερφ) + ∇· (ερ ûφ) = ∇· (εΓ∇φ)− εSφ . (6.8)
In equation (6.8), the dependent variable, φ, was set equal to the scalar components
of the intrinsic phase average in the numerical procedure. Note that equation (6.8) is
merely the general equation (represented by equation (5.1)), where each term is ad-
justed by incorporating a porosity term. (Thus, a “generalization” of the Navier-Stokes
equations is solved numerically.)
Written into vector form, the source in equation (6.8) consists of
εSφ = −ε∇〈p 〉f − εΨ û+ ε 〈F b 〉f , (6.9)
where an “empirically determined flow resistance” (user’s manual: ANSYS Fluent) forms
part of the source term as an added momentum sink. The diﬀusion term was replaced
by




∇ û+ ∇˜ û
)]
, (6.10)
where µeff was referred to as the “effective viscosity - either the laminar viscosity or
a turbulent quantity” (solver theory guide: ANSYS CFX). The RHS of equation (6.10)
corresponds closely to the assumptions made by Getachew et al. (1998) as was discussed
in Appendix C (see equation (C.9)).
In ANSYS Fluent the user can choose whether the code should solve via the phase aver-
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age or the intrinsic phase average of the velocity. It was stated however that (user’s man-
ual: ANSYS Fluent): “For more accurate simulations of porous media flows, it becomes
necessary to solve the true, or physical velocity ( û in this present study) throughout the
flowfield (sic), rather than the superficial velocity ( q̂ in this present study).”
Considering equations (6.8) to (6.10) and comparing it to equation (5.146) (or equation
(3.52)) that was derived in this present study, an important diﬀerence immediately arise
in the diﬀusion term. Following from the volume averaging procedure (also refer to
Appendix C), the porosity should form part of the spatial gradient. Neglecting this
porosity gradient term will result in a discontinuity in the averaged velocity proﬁle as
was illustrated in Figures 5.14 and 5.15. Indeed it was stated (solver theory guide:
ANSYS CFX): “... you are working with the actual velocity components (thus the scalar
components of û in this present study) which are discontinuous at discontinuity in
porosity, rather than the continuous averaged superficial velocity (or more precisely, the
scalar components of q̂ in this present study)”. It is believed in this study, with reference
to Paragraph 5.7 and Appendix I, that the discontinuity occurs due to the incorrect
placement of the porosity in diﬀusion term in equation (6.8).
What is also important to note, according to the solver theory guide of ANSYS CFX:
“In deriving the continuum equations, it is assumed that ‘infinitesimal’ control volumes
and surfaces are large relative to the interstitial spacing of the porous medium, but small
relative to the scales that you want to resolve.” This requirements correspond to those
expressed by equation set (6.7) where the ‘inﬁnitesimal’ control volume refers to the
REV. However (as was also the case in the present numerical study), regardless of the
magnitude of the speciﬁed permeability (or the physical structure of the corresponding
porous medium) – whether the speciﬁed conditions in equation set (6.7) are satisﬁed or
not – numerically, there are no restrictions on the size of the speciﬁed domain. Users
thus have to guard against losing track of the actual theoretical credibility, as well as
the physical validity of the speciﬁed input.
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6.3 Non-Newtonian fluid flow through and over a
porous medium
Modelling two diﬀerent regions (such as depicted in Figure 1.1) via a single domain
approach, the numerical results were found to be very sensitive to the grid speciﬁcations
close to the transition interface between the regions. As a ﬁrst attempt, no special
attention was given to the grid at the porous jump. The porosities at the grid points of
the CVuu and scalar control volumes closest to the ﬂuid-porous boundary were set equal
to ε. The porosity at the southern surface areas of these control volumes were set equal
to ε and those at the northern surface areas were set equal to unity. The relative velocity
errors at the interfacial region were found to be proportional to the distance between
the main grid point of the scalar control volume (where the porosity was deﬁned as ε)
and the actual transverse coordinate of the interface. Even for ﬁne grids these results
still yielded unsatisfactory results.
The grid was then split into two separate regions by enforcing either the CVvu or the
CVuu grid points exactly on the interface. Though they produced similar results, since
the percentage diﬀerences between the numerically obtained and analytically determined
uqαω-values were utilized in the comparative study, the grid was constructed such that the
grid points of the CVuu coincide with the interface. Three diﬀerent possible porosities
at these interfacial grid points were investigated: unity, ε or an interpolation between
the two. Setting these values equal to ε yielded the most satisfactory results. Provision
was made to increase the grid ﬁneness towards the interfacial area, but no signiﬁcant
reduction in the percentage diﬀerences was attained.
6.3.1 The two-domain analytical approach versus the single
domain numerical code
In the following section the ω-region is represented by a consolidated structure with a
porosity of ε = 0.95 and an average interstitial channel width of dc = 3mm. The reason
for selecting such a high porosity structure with relatively large microscopic dimensions
is purely for presentation purposes to able to illustrate the eﬀects at the transition layer
graphically. Only the double parallel plate RUC-model where ϕ = 1 is considered. A
Herschel-Bulkley ﬂuid, as well as a traversing power law ﬂuid, was considered, both with
a consistency and behaviour index of K = 0.004Pa.sn and n = 0.9 respectively.
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Figure 6.7: Power law fluid flowing over a porous domain.
The width of both regions were set equal to 1 cm. A pressure gradient of −10Pa.m−1
was applied, yielding Reynolds numbers below 0.5 in the ω-region and below 300 in the
α-region for ρ ≈ 1000 kg.m−3.
In the numerical study a symmetry boundary was speciﬁed at the southern boundary.
The results discussed in this paragraph was also presented in Cloete & Smit (2012a).
6.3.1.1 Power law fluid
For a power law ﬂuid the apparent permeability of the porous domain is KD = 1.471×
10−6m1.9. Under these conditions, uωα = 1.3085× 10−2m.s−1 and the average velocity
over the composite domain, that was used as numerical input, is uq = 1.8025×10−2m.s−1.
The analytically derived equations and the numerically obtained data was plotted in
Figure 6.7.
By utilizing analytical determined uq-values at the numerical grid points just above and





= 13.4 s−1. In Table
6.7 the absolute mean percentage diﬀerence of the velocity proﬁle, the percentage error
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q (y)) 2.714 7.053 1.667








dy |y=0 -6.677 -11.135 -8.350
6.3.1.2 Herschel-Bulkley fluid
The yield stress of the Herschel-Bulkley ﬂuid was set equal to |τy| = 0.004Pa. The
velocity at the interface is uqωα = 9.298 × 10−3m.s−1 and the average velocity over the
entire 20mm channel, uq = 1.478× 10−2m.s−1, was used as numerical input parameter.
Both apparent permeabilities as a function of uq and qH (where KD(qH) = 9.489 ×
10−7m1.9 for the −10Pa.m−1 pressure gradient applied) were considered. The diﬀerence
between these two permeability conditions are shown in Figures 6.8(a) and (b). As
expected, since the porous domain was chosen such that the transition layer has a con-
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(a) The permeabilities in the developing region.































Constant apparent permeability: KD(qH)
Varying apparent permeability: KD(u
q)
(b) The permeabilities in the fully developed re-
gion.
Figure 6.8: The apparent permeabilities in the ω-region.
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(a) Varying apparent permeability over the ω-
region: KD (u
q)































(b) Constant apparent permeability in the ω-
region: KD (qH)
Figure 6.9: Herschel-Bulkley fluid flowing over a porous domain.
Similar to the power law ﬂuid, the analytical shear rate at the ωα-interface was deter-






= 12.1 s−1. In Figure 6.9(a) and (b) the numerical results are plot-
ted with the corresponding analytical solution and in Table 6.7 the relevant percentage
errors and diﬀerences are listed.
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6.4 Wider implementations for quasi-three-dimen-
sional flow
In this section it is shown that without further major modiﬁcations, the code can be
used to tackle much more advanced problems.
For interest sake the following paragraphs are more practice oriented and the study
is related to simpliﬁed blood ﬂow scenarios. Blood is in reality a connective, ﬁbreless
tissue, made up of the red corpuscles (erythrocytes) (normally about 50% of the blood
volume), the white corpuscles (leucocytes) (1/600th of the total cellular volume), the
blood-platelets (thrombocytes) (1/800th of the total cellular volume) and the ﬂuid ma-
trix, the plasma. As a whole the plasma is a complex mixture consisting of about 90%
water. For bio-mechanical purposes, blood plasma may be regarded as a Newtonian
ﬂuid. Modelling blood ﬂow by simplifying it to a homogeneous, non-Newtonian ﬂuid,
the considered arteries have to be large enough so that the erythrocytes can travel freely
through them. (The study of blood ﬂow in arterioles, capillaries and venules has to be
extended to multiphase ﬂow.) Since the erythrocytes have the tendency to travel to-
wards the center of an artery, modelling the ﬂow of blood may be done by incorporating
a Newtonian plasma layer between a non-Newtonian viscoplastic ﬂuid and the edges of
the arteries. Blood vessels are also regarded as porous to i.a. water, but impermeable
to larger molecules, such as proteins. Another interesting application is blood ﬂowing in
a stenosed artery. Typical rheological parameters for blood with a hematocrit (volume
percentage of red blood cells in blood) of 45% are approximately |τy| = 0.00393Pa and
K = 0.004418Pa.s.
Simplifying the vessels to non-conformable straight cylinders and assuming a time inde-
pendent constant gradient, many of these above mentioned conditions are fundamentally
accounted for in this study and can be simulated numerically. In all the following simula-
tions axisymmetric ﬂow is assumed, hence quasi-three-dimensional ﬂow. If two separate
ﬂuids are considered within the domain, it is assumed that those ﬂuids are non-mixing
liquids. In the following examples, since this section is only illustrative, the diameters
and lengths of the considered cylinders, as well as the velocity output, were normalized.
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6.4.1 Newtonian outer layer
As a ﬁrst example, ﬂow of a Casson ﬂuid inside a cylindrical pipe is considered where the
thickness of a Newtonian ‘plasma’ layer is speciﬁed between the cylinder’s wall and the
Casson ﬂuid. The rheological parameters of the Casson ﬂuid were set equal to that of
blood having a hematocrit of 45%. In this introductory example, the constant viscosity
of the Newtonian ﬂuid was set equal to the consistency index.
As was illustrated by Figure 6.10(a), an average velocity input was speciﬁed. A New-
tonian layer of 50% and 10% of the cylinder’s radius were speciﬁed and the results are
depicted in Figure 6.10(b) and (c) respectively. For comparative purposes, in Figure













































(a) A Casson fluid with a Newtonian outer
layer of 0.5×radius.











    radial coordinate















































    radial coordinate





























(c) A Casson fluid with a Newtonian outer
layer of 0.1×radius.
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(d) A Casson fluid with no Newtonian layer.
Figure 6.10: A Casson fluid flow in a cylindrical pipe with a Newtonian outer layer.
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6.4.2 Adding a stenosis to the domain
Similar to the illustrative study by Cloete & Smit (2010) and Cloete & Smit (2012b),
consider a ﬂuid ﬂowing through a cylindrical pipe of which the solid wall is lined with
a porous layer, as illustrated in Figure 6.11.
Figure 6.11: A schematic representation of the three-dimensional, stenosed cylinder and the
specified dimensions.
An average input velocity has been speciﬁed for a traversing, shear thinning Herschel-
Bulkley ﬂuid (|τy| = 0.0003Pa, K = 0.005Pa.s0.8, n = 0.8). The considered porous
domain is a foamlike material where the porosity adjacent to the wall is ε = 0.97 and
the stenosis has a porosity, ε = 0.94.
The converged velocity proﬁles over the length of the pipe is presented in Figure 6.12.
Figure 6.12: Phase average of the velocity, uq(x, r), of a Herschel-Bulkley fluid in a stenosed
pipe with a porous region adjacent to the cylinder’s wall.
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6.4.3 Newtonian outer layer and porous walls
As a ﬁnal example, consider ﬂow of a Herschel-Bulkley ﬂuid (|τy| = 0.001Pa, K =
0.002Pa.s0.9, n = 0.9) within a pipe lined by a porous domain where a Newtonian ﬂuid
outside layer not only traverses the porous structure, but also a small fraction inside the
free ﬂow domain. A similar simulation may be utilized for blood ﬂow, since blood cells,
that typically do not migrate through the porous vessel walls, form congregates moving
towards the center of the lumen.
Purely for visualization purposes a very coarse granular medium with an unrealistically
high porosity (ε = 0.9) was considered. The width of the porous region and the Newto-
nian layer (µ = 0.001Pa.s) was speciﬁed as 50% and 70% of the pipe’s radius respectively.
A constant average velocity was again speciﬁed as numerical input.














































































































Figure 6.13: Herschel-Bulkley fluid with a Newtonian outer layer enclosed by a cylinder with
porous walls.




In this study, analytical equations were derived for the ﬂow of Newtonian, power law,
Bingham plastic and Herschel-Bulkley ﬂuids over a porous domain. This was accom-
plished by solving Brinkman’s equation in the porous domain and Stokes’s equation in
the open channel.
To achieve this, ﬂuid ﬂow were ﬁrstly considered on a microscopic level. The said
generalized Newtonian ﬂuid models (including the Casson ﬂuid model) were discussed
and equations for plane Poiseuille, plane Couette-Poiseuille and Hagen-Poiseuille ﬂow
were derived from ﬁrst principles. By making use of the asymptote matching technique
of Churchill & Usagi (1972), expressions for the wall shear stress in terms of the average
ﬂuid channel velocity were derived (for both ﬂow between stationary parallel plates
and in a stationary cylindrical tube) for the viscoplastic ﬂuids where yield stresses are
applicable. In this matching technique a shifting parameter was obtained that was a
function of the behaviour index for Herschel-Bulkley ﬂuids. This shifting factor ensured
that at the average velocity value where the two asymptotic conditions intercept, the
function u(|τw|) and the newly estimated function, |τw(u)|, coincide. A Reynolds number
was deﬁned in terms of the apparent viscosity at the wall. The eﬀect the behaviour index
and the yield stress have on the fRe-product (that is constant for Newtonian ﬂuids) were
also investigated.
In order to model the ﬂow in a porous domain, volume averages of the governing mi-
croscopic equations were determined over a ‘Representative Elementary Volume’. For
time independent, uniform ﬂow in the viscous regime in a large porous domain (where
the external wall eﬀects are negligible), the pressure gradient was found to be directly
proportional to the superﬁcial velocity to the power of n – for conﬁrmations, see also
i.a. Christopher & Middleman (1965) and Sabiri & Comiti (1995). Although this is a
commonly accepted fact, in order to solve the Brinkman equation, it was assumed in
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this study – similar to the work of Wang & Hwang (2011) where a mobility coeﬃcient
was deﬁned – that the pressure gradient is directly proportional to the superﬁcial ve-
locity (that is dependent on the external boundary eﬀects) only. The proportionality
coeﬃcient (denoted by K) was a function of the consistency index, the phase average
of the velocity or ‘Darcy’ velocity (where the external boundary eﬀects are assumed
negligible) to the power of (n− 1) and the apparent, Darcian permeability (that is also
a function of the ‘Darcy’ velocity if |τy| > 0). This assumption enabled us to solve
the Brinkman equation directly for n = 1 and to derive an inverse function in terms
of a Gauss’s hypergeometric function for situations where n 6= 1. If ‘Darcy’ velocity
is reached where the ﬁrst spatial derivative of the velocity is zero, this hypergeometric
route may be avoided by enforcing this von Neumann boundary condition earlier on in
the derivation process.
In the second part on the modelling of ﬂow through porous media, it was assumed that
the Brinkman eﬀect is negligible. Under these conditions, it is tantamount whether the
qn−1H -term is separated from the ‘Darcy’ velocity and forms part of the proportionality
coeﬃcient (as was described above) or not. In this section, a Representative Unit Cell
was used to estimate the viscous and inertial resisting forces applied by a particular
porous structure on a speciﬁc type of traversing ﬂuid. Although the inertial Forchheimer
regime was also considered, the focal point was the apparent viscosity dependent Darcy
regime, since it is in this viscous regime where the non-Newtonian eﬀects play a vital
role. By assuming fully developed plane Poiseuille ﬂow in the interstitial channel (except
for foams where ﬂow in square - or cylindrical ducts was included), models were derived
for ﬂow in consolidated, unconsolidated and ﬁbrous media. The non-Newtonian eﬀects
were incorporated through the viscous terms into these models by utilizing the wall
shear stress equations that were derived in the preceding chapter. A brief discussion on
these models followed, after which the granular model was compared to some analytical
models obtained from studies found in literature.
In comparing the foam and the granular models to experimental studies, the charac-
teristic lengths, d, had to be estimated. It was shown that if the boundary eﬀect are
neglected, these d-values are underestimated. The Brinkman eﬀect was shown to be
dependent on the ratio of the interstitial microscopic length scale of porous structure
to the length scale of the exterior boundaries. This eﬀect also increases as the shear
thinning nature of the ﬂuid increases, but decreases as the yield stress increases (as
one would intuitively expect). Characteristic lengths that are independent of the width
of the container were obtained by incorporated an assumed no-slip boundary eﬀect by
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means of a Brinkman term.
In the following chapter, the knowledge gathered and equations derived from the two
preceding chapters were utilized to model ﬂow across a porous jump analytically. Follow-
ing Neale & Nader (1974), a shear-stress continuity was assumed over the porous-ﬂuid
boundary (or equivalently, the excess stresses, attained by Ochoa-Tapia & Whitaker
(1995a), were neglected). Analytical equations that were derived for Herschel-Bulkley,
power law, Bingham plastic and Newtonian ﬂuids ﬂowing in and over any one of the
three types of porous media considered in this study.
An in-house developed code was extended to incorporate Herschel-Bulkley and power
law ﬂuids, as well as ﬂow through a porous domain. The intrinsic phase average of the
velocity was selected as the dependent variable in the numerical study. The reason for
this was two-fold: Firstly, following from the discretization process and the discussion in
Paragraph 5.7, unlike modelling via the phase average of the velocity (as was discussed in
Appendix I), there are no restrictive requirements on the construction of the composite
domain – thus the discretized equations permit ﬂuid ﬂow into a porous medium, whether
it be orthogonally or at an angle. Secondly, since the porosities and the average velocities
were not combined and solved as single terms, this code can be extended to multiphase
ﬂow in future studies where the porosities and, even more so, the solid volume fraction
(1− ε) at all the grid points over the domain are of the essence.
The analytical and numerical results were compared and excellent correlations were
obtained in most cases. It was however noted that care should be taken in utilizing
discretized volume averaged equations for viscoplastic ﬂuids ﬂowing in a porous domain
where the Brinkman term has the dominating eﬀect on the velocity proﬁle. Two ana-
lytical approaches were considered for such a scenario (Paragraph 3.3.2 and Appendix
E), but neither yielded very good correspondence to the numerical output.
Contributions of this study
Chapter 2
• Following the work of Smit (1997), the wall shear stress for a viscoplastic ﬂuid was
written as a function of the average channel speed by considering two asymptotic
conditions. In this present study a shifting parameter was deﬁned in terms of the
behaviour index for both a shear-thinning and a shear-thickening ﬂuid yielding a
closer correspondence to the actual average speed - wall shear stress relation.
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• Plane Couette-Poiseuille ﬂow: If rewritten into a diﬀerent format, the derived
equations correlated exactly to other analytical models found in literature. These
studies followed completely diﬀerent modelling techniques and mostly considered
non-dimensionalized or scaled quantities. However, the format of the equations
derived in the present study (where all the dimensions were retained) provided
a direct link to the Brinkman equation that was required for modelling ﬂow in
composite channels.
Chapter 3 and relevant Appendixes
• Although the stated arguments surrounding the assumptions were not necessarily
infallible, an attempt was made in Appendix C to ﬁnd the volume average of the
divergence of the shear stress for a generalized Newtonian ﬂuid from ﬁrst principles.
(The author is unaware of such a direct derivation in published literature.) The
ﬁrst two terms of the ﬁnal expression showed a direct correlation to the microscopic
momentum transport equation for ε = 1, enabling a single domain approach to
the composite problem in the numerical study. These two terms could also be
combined and written as a single diﬀusive term that showed a direct connection
to Brinkman’s extension to Darcy’s law for Newtonian ﬂuids.
• By making an assumption regarding a linear relation between the pressure gradient
and the superﬁcial velocity (that was thoroughly discussed in this study) and
assuming that the intrinsic phase average of a power may be approximated by
the exponent of the intrinsic phase average of the base, expressions were derived
for ﬂow through porous media enclosed by external, macroscopic parallel plates.
A no-slip condition was assumed for the phase average of the velocity at these
macroscopic boundaries. Direct solutions for the phase average of the velocity
were obtained for ﬂuids where n = 1. Inverse functions were derived that are
applicable to both shear thinning - and shear thickening ﬂuids. According to
the author’s knowledge, the method followed in these derivations is an original
approach.
• For n = 1, boundary layer theory may be applied to the non-dimensionalized form
of equation (3.54) and a very simple solution was obtained for the non-dimensional,
normalized velocity proﬁle (expressed by equation (D.33)). No literature were
found where such a simple expression for the solution to the Brinkman equation
has been proposed.
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• In the work by Du Plessis (1994), βu =
√
2 was obtained for the ratio between the
speeds in the transverse and the streamwise interstitial channels. By making use
of a similar technique (by considering the projection on the transverse plane of the
displacement of the centroid of the ﬂuid across the transverse channel) applied to
a fully staggered array (not an over-staggered array that was previously the case),
in this study, the relation βu =
√
2ψξ was attained.
Also in this study, following from the work of Cloete (2006) (refer to equations
(3.143) and (3.145)) and the work of Smit & Cloete (2008) (refer to equation
(3.149)), by making some assumptions regarding Herschel-Bulkley ﬂuids, ψξ (βuψ)
n
was obtained for the coeﬃcient of Sfs⊥(χ/Uo)τw‖ (together forming the viscous
term applicable to ﬂow in the transverse channels). By substituting the newly
derive velocity ratio mentioned above, equation (3.155) followed. Applying this
latter equation (that is applicable to a general RRUC) to the isotropic assumption




















For a Newtonian ﬂuid and an RUC-model where the interstitial channel widths
are assumed to be equal (thus ψ = 1), equation (7.1) reduces to equation (3.157)
obtained by Du Plessis & Woudberg (2008) where a ξ-correction on a previously
published paper has been incorporated. The possibly inaccurate estimation of
βu could be reason why this ξ-correction was required. Therefore, by following a
completely diﬀerent route, this study managed to arrive at the same conclusion.
Equation (7.1) is however more general as it includes both the possibility of a
diﬀerence in the respective interstitial channel widths, as well as a non-Newtonian
traversing ﬂuid.
• In Appendix F the velocity proﬁle for ﬂow in a square duct was derived form ﬁrst
principles by implementing Fourier series expressions. The average force on the
ﬂuid due to the wall shear stresses for ﬂow through a square duct, a cylindrical
pipe and parallel plates (where the area of two sets of plates were considered) were
compare to one another. This enabled an extension to the RUC-model for foams.
By introducing a ϕ-parameter, either ﬂow between two sets of parallel plates or
ﬂow inside square duct sections (equivalently: ﬂow in cylindrical pipes) could be
used in the modelling process.
• This present study holds the ﬁrst attempt to ﬁnd a d-value for RUC-models that is
Stellenbosch University  http://scholar.sun.ac.za
Chapter 7 Conclusion 365
only dependent on the porous medium and does not depend on the experimental
setup (thus the width of the experimental column). This allows one to use the
characteristic length, d, determined for a speciﬁc porous structure from test data
in an experimental setup, for an analytical-experimental comparative study in a
completely diﬀerent experimental setup.
Though not stated in the thesis: Incorporating the boundary eﬀects enables us to
estimate the volumetric ﬂow rate for a speciﬁc pressure gradient now also for a
relatively coarse porous structure via an RUC-modelling approach.
Chapter 4
• A two-domain approach was considered and analytical equations were derived for
the ﬂow of generalized Newtonian ﬂuids in a composite domain. The author is not
aware of such existing purely analytical equations in literature.
Although the expressions were not explicitly derived in this thesis: this study also
includes the possibility of a no-slip boundary in the porous region of a composite
domain, if the porous region is such that the ﬁrst derivative of the velocity proﬁle
is zero at the ‘Darcy’ velocity (thus, if the two transition layers do not overlap).
A second equation (excluding a possible constant ‘Darcy’ velocity domain), corre-
sponding to the equations derived in Paragraph 3.3.2, will have to be included in
the ω-region.
Chapter 5
• The in-house developed code was extended to include generalized Newtonian ﬂuids
traversing diﬀerent types of porous media. A possible porous boundary layer was
incorporated by means of a single domain approach.
• From the discretization process it followed that special care must be taken with
regard to the volume averaged diﬀusive terms, since incorrect implementation or
application can have severe consequences in simulating ﬂow through a composite
channel or in a homogeneous porous domain where the Brinkman eﬀect is predom-
inant.
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Future work
Both the analytical and the numerical work in this thesis yield an opportunity for further
studies over a relatively broad spectrum of topics.
Improvements directly applicable to this present study
• Following a similar process to Ochoa-Tapia & Whitaker (1995a), a jump condition
may be derived for non-Newtonian ﬂuids and implemented as a boundary condition
at the ωα-boundary, thereby excluding the discontinuity in the average velocity
proﬁle at this ﬂuid-porous interface. Such a study will be very useful for ﬂow over
a dense porous domain.
• Variable porosity functions in the transition layer towards an open channel can be
incorporated. Similar to the Newtonian study by Goyeau et al. (2003), one may
attempt to derive such analytical expressions for non-Newtonian ﬂuids. Such a
study may however prove to be analytically quite complex.
Similarly, adjacent to a solid exterior boundary, variable porosity functions (such
as those derived by Cohen & Metzner (1981)) could be used to solve equation
(3.54) stepwise over the domain. One might however have to considered constant
(averaged) porosity values in respective regions adjacent to the solid wall. It will
then be interesting to see by how much the Brinkman eﬀect increases and whether
better correlation will be obtained for Figure 3.48.
• The analytical derivations similar to Paragraph 3.3.2 could be done for ﬂow in a
porous structure enclosed by a cylinder. The approximation made in this study
by setting H = Rclmn can only then be truly validated.
• It was mentioned that a no-slip boundary condition assumption at a solid wall
adjacent to porous structure is not theoretically accurate. Further studies is still
required in the ﬁeld of porous media regarding this issue.
Wider implementations of this present study and prospect work
• A recent study by Smit et al. (2011) on the modelling of multiphase ﬂow via
a modiﬁed unconsolidated RUC-model (where only a Newtonian ﬂuid phase was
brought under consideration) can now be extended to generalized Newtonian ﬂuids
– both analytically and numerically. Most of the fundamental groundwork for such
a study has already been completed.
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• Deriving analytical expressions for the velocity proﬁles for non-mixing generalized
Newtonian ﬂuids in an open channel could be considered in future studies. The
work done in Chapter 2 (especially the equations derived for the various plane
Couette-Poiseuille ﬂow scenarios) may prove to be of great help in such a study.
Subject to possible numerical challenges that might arise, from the success of
simulating a Newtonian ﬂuid adjacent to a generalized Newtonian ﬂuid one can
assume that the current code should be easily extendable to implement two non-
mixing generalized Newtonian ﬂuids.
• Many non-Newtonian ﬂuids exhibit viscoelastic properties and therefore a logic
extension to this study is to evaluate these ﬂuid properties in connection with an
RUC modelling approach.
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Appendices




Since ﬂow between parallel plates, as well as pipe ﬂow, is considered in this study, both
the rectangular, Cartesian and the cylindrical coordinate systems will be used. In both
situations, the average ﬂow direction is taken parallel to the x-axis.
A.1 The Cartesian coordinate system
In Figure A.1, the rectangular, Cartesian coordinate system is illustrated along with the
orientation of the inﬁnite wide parallel plates and the ﬂow direction with respect to the
axes.
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Figure A.1: The three dimensional rectangular, Cartesian coordinate system.
The diﬀerential volume is denoted by
dV = dx dy dz . (A.4)
A.2 The cylindrical coordinate system
The cylindrical coordinate system, the ﬂow direction and the pipe orientation are shown
in Figure A.2
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The diﬀerential volume is denoted by
dV = r dr dθ dx . (A.8)
Stellenbosch University  http://scholar.sun.ac.za
379
Appendix B
Derivation of an expression for J2
In non-Newtonian ﬂuids, the viscosity is a function of the magnitude of the shear rate









∇ v : D
}
(B.1)
and the magnitude of the shear rate is deﬁned as
∣∣∣γ˙∣∣∣ = √2D : D˜ = 2√J2 . (B.2)
In equation (B.1), D is a symmetrical tensor describing the rate of deformation as
deﬁned by equation (2.20). In this study, for both analytical and numerical purposes,
J2, has to be written into cylindrical as well as Cartesian coordinates.
B.1 Cartesian coordinates
In Cartesian coordinates, since D is a symmetrical tensor, the rate of linear deformation
is denoted by
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The invariant relating to the shear rate, namely J2, can therefore be written as
1
2














































in general. Considering only two dimensional ﬂow in the xy-plane, it follows that
1
2





















B.1.1 Fully developed velocity profile
For a fully developed, plane Poiseuille ﬂow, velocity proﬁle,
∂Ω
∂x
= 0 ∀ Ω and v = 0.
From equations (B.2) and (B.5) (applicable to two dimensions) it follows that the shear











Under such simple shearing conditions, since only the derivative of one velocity compo-
nent with respect to one direction is considered, in determining the magnitude of the
shear rate, the referral to the shear rate as a tensor is redundant.
B.2 Cylindrical coordinates
The rate of deformation tensor and its transpose is given by
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Therefore, in cylindrical coordinates, J2 is given by
1
2

























































If it is assumed that vθ and all the derivatives with respect to θ is zero, it follows that
1
2


























B.2.1 Fully developed velocity profile
For a fully developed, Poiseuille ﬂow, velocity proﬁle where
∂Ω
∂x
= 0 ∀ Ω and v = 0,
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Appendix C
Volume averaging: Viscous stress
Volume averaging of the momentum transport equation requires the volume averaging
of the divergence of the viscous stresses (see equation (3.43)). Substituting equation




∇ v + ∇˜ v
)
. (C.1)



























































∇ v + ∇˜ v
)]
dS (C.2)
Similar to Paragraph 3.2.4 where, by following Bear & Bachmat (1991), the momentum
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dS . (C.4)
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n · ∇˜ v dS
 , (C.5)







〈η 〉f ∇〈 v 〉o
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Following the example on the wall shear stress in Chapter 2, from equation (2.33) it
is evident that the wall shear stress dyad is deﬁned by ‘ﬁrst face, second stress’. The






= [({η}∇ v) · n], is equal to the perpendicular
projection of a vector orientated parallel to the shear stress vector (thus tangential to the
ﬂuid-solid interface), on a line orthogonal to the adjacent ﬂuid-solid interfacial surface.
Therefore the latter integral in equation (C.6) is zero.







〈η 〉f ∇〈 v 〉o
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n · (η∇ v) dS . (C.7)
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After assuming negligible variance in shear rate (thus also the apparent viscosity),
















= ∇〈 v 〉f + ˜∇〈 v 〉f . (C.9)
In the latter equation a factor 1/2 was accidentally left out (equation (2.20) corresponds
to their equation (7)). Their assumption where {η} was neglected thus eﬀectively cor-
responds to the omission of the term on the RHS of equation (C.3).







〈η 〉f ∇ (ε û)
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n · (η∇ v) dS .(C.10)
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Appendix D
Boundary layer theory applied to
the Brinkman equation
In this appendix the Brinkman equation is solved by means boundary layer theory. Since
the proﬁle is symmetrical, only the lower half between the parallel plates is considered.
For convenience, the x-axis is chosen to coincide with the lower plate, thus the boundary
layer that will be solved is adjacent to y = 0 where no-slip is assumed.
D.1 Formulating the problem
D.1.1 Non-dimensionalization














Following the discussions in Paragraphs 3.3.2.2 to 3.3.2.4 on 〈η 〉f , it follows that the
general equation above may be rewritten into the form of equation (3.82) for the con-









− Buq + C , (D.2)




, B = K and C = −d〈pb 〉f
dx
. (D.3)
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where the ‘Darcy’ velocity, uqD, is deﬁned by equation (3.87). Substituting these dimen-























− u˜+ 1 . (D.6)










− u˜+ 1 . (D.7)
Equation (D.7) may be simpliﬁed by deﬁning u˜∗ as
u˜∗ = u˜− 1 . (D.8)










− u˜∗ . (D.9)
D.1.2 Boundary conditions
In this appendix (unlike Paragraph 3.3.2) the axes are conveniently chosen such that
the two parallel plates are situated at y = 0 and at y = H . For the Brinkman equation
the initial boundary conditions for the lower half between the parallel plates were
uq (0) = 0 and uq (H/2) = uqD (D.10)
where 0 ≤ y ≤ H and 0 ≤ uq ≤ uqD. (This was assuming that H is not very small or ε
almost unity; equation (3.64) is here the expected condition at the symmetry line.)
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It therefore follows from equation set (D.4) that the boundary conditions for equation
(D.7) are
u˜ (0) = 0 and u˜ (H/2) = 1 (D.11)
where 0 ≤ y˜ ≤ 1 and 0 ≤ u˜ ≤ 1. For equation (D.9) however, the boundary conditions
are
u˜∗ (0) = −1 and u˜∗ (H/2) = 0 (D.12)
where 0 ≤ y˜ ≤ 1 and −1 ≤ u˜∗ ≤ 0.
D.2 Solving by means of boundary layer theory
Since the permeability is small, B >> 1 and thus the constant coeﬃcient in the ﬁrst















From equation (D.14) it follows that ǫ << 1 and ǫ > 0 .
D.2.1 Outside the boundary layer
Outside the boundary layer, the inﬂuence of the ﬁrst term in equation (D.13) is negligible.
Setting ǫ = 0 it follows from equation (D.13) that
u˜∗ = 0 . (D.15)
Stellenbosch University  http://scholar.sun.ac.za
Appendix D Boundary layer theory applied to the Brinkman equation 388
D.2.2 Inside the boundary layer
Deﬁne the following:
Y = δ y˜ and U (Y ) = u˜∗ (y˜) . (D.16)





















− U . (D.18)














− U . (D.20)
It is now assumed that U (Y ) may be written into the following form:
U = U0 + ǫU1 + ǫ
2U2 + ǫ































+ . . .
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+ . . .
)
− (U0 + ǫU1 + . . .) , (D.21)

























+ǫ2 [. . .] + ǫ3 [. . .] + . . . (D.22)
Since ǫ << 1, in equation (D.22) the ﬁrst square brackets on the RHS dominates. Ne-









− U0 . (D.23)
Unfortunately an analytical solution for this equation where n 6= 1 could not be found.
D.2.2.1 Newtonian and Bingham plastic fluids




− U0 . (D.24)




where IC1 and IC2 are integration constants. From the boundary condition U0(0) = −1,
it follows that






− e−Y . (D.27)
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U0 insideBL = L . (D.28)
Considering equation (D.27) in the limit where Y →∞, since
lim
y˜→0+
u˜∗outsideBL = 0 , (D.29)
it follows that IC1 = 0. Thus from equation (D.26), IC2 = −1 and substitution into
equation (D.25) yields
U0 = −e−Y . (D.30)
Following from equation set (D.16) and equation (D.19), equation (D.30) may be rewrit-
ten as
u˜∗insideBL = −e−δy˜ = −e−y˜/
√
ǫ . (D.31)
From Prandtl’s boundary layer theory, the ﬁnal solution is denoted by
u˜∗ = u˜∗outsideBL + u˜
∗
insideBL − L = −e−y˜/
√
ǫ (D.32)
From equation (D.8), the following non-dimensional, normalized velocity proﬁle is ob-
tained:
u˜ = 1− e−y˜/
√
ǫ . (D.33)
D.2.2.1.1 Solving the non-dimensional normalized Brinkman equation
For n = 1 equation (D.6) can be solved directly by enforcing a no-slip boundary condition
at y˜ = 0 and at y˜ = 1. The following expression for the velocity proﬁle is obtained















Alternatively, from the solution of equation (D.1) (for n = 1), denoted by equation
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normalizing this equation by dividing it by uqmax (as was expressed by equation (3.66)
for Newtonian ﬂuids), replacing y with y˜ − H/2 and setting H = 1, equation (D.34)
follows directly.
In Figure D.1 the expression obtained by means of boundary layer theory (equation
(D.33)) was compared to the analytical solution (equation (D.34)). Note that, since the
velocity proﬁle is symmetrical, only the lower half between the plates was considered in
the boundary layer method. A very good match between the equations is observed.




















































































Figure D.1: Comparison between equations (D.33) and (D.34). Enlarging the figure, a near
perfect match is observed in the applicable domain.
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Appendix E
Yield criterion applied to volume
averaged equations
In the following paragraphs analytical equations will be derived for both Bingham plas-
tic ﬂuids and Herschel-Bulkley ﬂuids, where, unlike Paragraphs 3.3.2.2 and 3.3.2.4, a
macroscopic plug region is assumed to develop between the enclosing parallel plates.
The motivation for adding this appendix to the study is the following: although it has
been proposed in Paragraphs 3.3.2.2 and 3.3.2.4 that the yield across a porous domain is
a gradual process (as was stated by Sochi (2010)) and that the ﬁrst derivative thus only
becomes zero at y = 0, following the idea of Brinkman (as was discussed in Paragraph
3.1), one may presume that as the porosity tends to unity, the velocity proﬁle in a porous
structure between parallel plates should tend to the equations derived in Paragraph 2.2.1
for microscopic ﬂow in an open channel. Therefore, from this perspective, it is quite
reasonable to assume that a macroscopic plug region might be encountered in a physical
process.
In this appendix the size of the plug region is assumed to be only dependent on the yield
stress and applied pressure gradient and not on the permeability of the porous structure
(as was numerically obtained by Dash et al. (1996)).
E.1 Bingham plastic fluid
Following the Newtonian derivation, equation (3.74) was solved over the entire domain
by enforcing the two Dirichlet boundary conditions at the exterior walls. This resulted
in a single equation that is applicable over the whole domain where uq0 is only relevant
at the symmetry plane, y = 0.
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(a) Illustrating the break away from ‘Darcy’ ve-
locity.



































(b) Tending towards the velocity profile in a free-
flow channel.
Figure E.1: Illustration of the fluid-fluid shearing effect of a Bingham plastic fluid dominating
the resisting force of the porous structure.









Under these conditions, the general solution expressed by equation (3.58) still follows
from equation (3.74). Similar to the derivations in Paragraph 2.2.1.1 on viscoplastic ﬂu-
ids, the upper and the lower part of the domain must be split and considered separately.
In the lower part of the domain outside the plug region, the two integration constants






































From symmetry, the velocity proﬁle in the upper region above the assumed plug is
denoted by equation (E.2) where y is substituted with −y. The maximum velocity
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corresponding to equation (3.63) if applied to a Newtonian ﬂuid.
As soon as the ﬂuid-ﬂuid shear and the external wall eﬀects dominates the resisting
eﬀect of the porous structure, the velocity proﬁle breaks away from the ‘Darcy’ velocity
(as is demonstrated in Figure E.1(a)). In Figure E.1(b) it is shown that as the porosity
increases the velocity proﬁle denoted by equations (E.2) and (E.3) tend towards equa-
tions (2.122) and (2.123) applicable to ﬂow in an open channel. The virtual ‘Darcy’
velocity increases very rapidly as the permeability increases (lim
ε→1KD →∞). Note that
in Figures E.1(a) and (b) the same constant pressure gradient was applied to all the
scenarios – in fact, only the porosity value was adjusted. The break away points rela-
tive to the porosities (speciﬁed in the legends) should thus not be regarded as absolute,
but only an indication of the eﬀect of an increase or a decrease in the said parameter.
These break away points will depend on the setup, the pressure gradient and the porous
structure itself.
In Figure E.2(a) the diﬀerence between equations (E.2) and (E.3) and the equation
derived in Paragraph 3.3.2.2 (equation (3.75)) is illustrated. In this ﬁgure (unlike Figure
E.1 where the porosity was increased) the Brinkman eﬀect is enhanced by decreasing
the size of the porous domain. Here, for illustration, the following substitutions were
made: K/ε = 0.001Pa.s, K = 2000Pa.s/m2, dp/dx = −5Pa.m−1, |τy| = 0.001Pa
and H = 0.001m. It might be interesting to note that the virtual ‘Darcy’ velocity is
uqD = 0.0025m.s
−1 for this speciﬁc case study.





























Yield stress only applied to microscopic flow
Yield stress also applied to macroscopic flow
(a) Bingham plastic fluid



























Yield stress only applied to microscopic flow
Yield stress also applied to macroscopic flow
(b) Herschel-Bulkley fluid
Figure E.2: Applying the yield stress also to a macroscopic level.
Stellenbosch University  http://scholar.sun.ac.za
Appendix E Yield criterion applied to volume averaged equations 395
E.2 Herschel-Bulkley fluid
In the derivation of equation (3.106), nowhere was it assumed that uq0 is located at
the symmetry line, y = 0. If a plug region would develop, this equation will therefore
still be applicable below this region. In equation (3.109), where the applicable distance
between the parallel plates was determined, this assumption was introduced to the
derivation process for the ﬁrst time. Following the notation in Paragraph 3.3.2.3, from
equation (E.1) it follows that the ﬁrst derivative of the phase average of the velocity may
be assumed zero at y = − |τy| /C. Thus, substituting this coordinate and the limiting
condition expressed by equation (3.108) into equation (3.106), the following function is






































As expected, for a particular speciﬁed pressure gradient and uq0 -value, a larger distance
between the parallel plates is required.
Two velocity proﬁles, one where the yield stress is assumed to aﬀect both the macroscopic
and interstitial microscopic velocity proﬁles and the other where the yield stress is
only applicable in the interstitial channels (captured within K), are shown in Figure
E.2(b). In this ﬁgure, for illustration purposes, the following substitutions were made:
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Appendix F
Interstitial flow assumptions for
foams
In the RUC-model (Du Plessis & Masliyah (1988)) for foams of lower porosities (de-
picted in Figure 3.20(a)), geometrically, the interstitial channels were assumed to have
a square cross-stream area, although fully developed plane Poiseuille ﬂow was the as-
sumed velocity proﬁle. In this validating study, the velocity proﬁle of a Newtonian ﬂuid
in a duct with a square circumference will be compared to a fully developed Poiseuille
velocity proﬁle through a circular duct with the same cross-sectional area. The average
wall shear stresses for these two velocity proﬁles and plane Poiseuille ﬂow between two
pairs of parallel plates are compared.
F.1 Square duct flow
F.1.1 Velocity profile
The Navier-Stokes equation describing the momentum transport of a Newtonian ﬂuid




+ ρ v · ∇ v − µ∇2 v +∇p = 0 . (F.1)
Flow through a square duct orientated parallel to the x-axis of a rectangular Cartesian
coordinate system is considered. For a fully developed, time independent velocity proﬁle,
all the partial derivatives with respect to x and t, as well as the y and z velocity
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Equation (F.2) is a scalar equation, since only motion along the x-axis is considered.
For notational simplicity, as is commonly done in partial diﬀerential study, the second
order derivatives are written as
∂2u
∂y2




and the ﬁrst order as
∂u
∂y
≡ uy and ∂u
∂z
≡ uz .
Since the right hand side of equation (F.2) is a constant, for notational simplicity, the





≡ K , (F.3)
where K denotes an arbitrary constant that should not be confused with the consistency
index of a non-Newtonian ﬂuid. Equation (F.2) can therefore be rewritten as
uyy + uzz = K . (F.4)
The objective is to ﬁnd a velocity component u in terms of y and z satisfying equation
(F.4). The no-slip boundary condition is enforced at the circumference of the duct. Let
y ∈ [−Y/2, Y/2] and z ∈ [−Z/2, Z/2].
For a second order partial diﬀerential equation with respect to two independent variables
to be constant, the simplest calculated ‘guess’ would be that the dependant variable may












⇒ uyy = K
2
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⇒ uzz = K
2
.
Therefore equation (F.5) satisﬁes equation (F.4). At the corner points, the following



















































































































Figure F.1: Poisson equation: equation (F.6), where K = −2 and Y = Z = 6.
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From equations (F.7) and (F.8), as well as Figure F.1, evidently equation (F.6) does
not obey the no-slip boundary condition. These boundary conditions may be enforced
by adding two Laplace solutions to the Poisson solution, equation (F.6), such that the
sum of the three solutions at the circumference of the square duct is u = 0.
F.1.1.1 Fourier series























































































Generally the following holds for a Fourier series expansion of f(x) over a domain
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Since f(y) = f1(y) + f2(y) + f3(y) is an even function whereas sin is an uneven func-
tion, bk = 0 ∀ k in the general Fourier series expansion. Utilizing Mathematica, from



















































because k ∈ Z and therefore sin (kπ) = 0. Since division by zero is not allowed, a0 has

















= 0 . (F.15)



















































In Figure F.2, the close resemblance between the Fourier series expansion (equation
(F.16)) and the actual functions (equations (F.9) to (F.11)) are shown.
















Find u(y, z) where
uyy + uzz = 0 (F.18)
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f1(y), f2(y) and f3(y)
Fourier series
(a) k = {1}

















f1(y), f2(y) and f3(y)
Fourier series
(b) k = {1, 3, 5}
Figure F.2: Equations (F.9), (F.10) and (F.11) as well as the Fourier series expansion denoted
by equation (F.16) where K = −2 and Y = 6.


















































Equation (F.18) may be solved by separation of variables where it is assumed that
u(y, z) = Y(y)Z(z). By choosing the separation variables as negative, zero and positive,
three general solutions follow. Addition of these three solutions yields the following
most general solution:








[Ek cosh(µky) + Fk sinh(µky)] [Gk cos(µkz) +Hk sin(µkz)]
+Myz +Ny +Oz + P , (F.20)
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where λ and µ are the separation variables, both greater than zero.
The constants can now be determined by enforcing the boundary conditions. Substitut-
ing the ﬁrst and the second boundary conditions into equation (F.20) respectively and























+2Ny + 2P . (F.21)
It therefore follows that Ck = N = P = 0 and that
µkZ = kπ , k ∈ {1, 3, 5, 7, . . .} . (F.22)































+Myz +Oz . (F.23)


















































From equation (F.24) it follows that Dk = Hk = M = O = 0. Therefore, the most
Stellenbosch University  http://scholar.sun.ac.za
Appendix F Interstitial flow assumptions for foams 403



























































































































Equation (F.29) is depicted in Figure F.3. Note that adding the boundary values at
z = 3 (as well as z = −3) to the corresponding boundary values of equation (F.6)
(depicted in Figure F.1) satisﬁes a no-slip boundary condition.
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Figure F.3: Laplace 1: equation (F.29), where K = −2 and Y = Z = 6.
F.1.1.3 Laplace 2
Find u(y, z) where
uyy + uzz = 0 (F.30)


















































Following the derivation of the solution to the ﬁrst Laplace equation (equation (F.29))























Equation (F.32) is depicted in Figure F.4. Addition of the boundary values at y = 3
and at y = −3 with those boundary values of equation (F.6) (depicted in Figure F.1)
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Figure F.4: Laplace 2: equation (F.32), where K = −2 and Y = Z = 6.
F.1.1.4 The final solution
The ﬁnal solution to equation (F.4), which satisﬁes the no-slip boundary condition at
the circumference of the square duct, is the sum of the three respective solutions: the





























































This ﬁnal equation for the velocity proﬁle in a square duct is illustrated in Figure F.5.
If Y = Z = dc (applying the dimensions to that of an RUC-model), it follows (by means












u(y, z) dy dz
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The percentage error of the average velocity for various kmax-values were determined
with respect to the average velocity obtained for kmax = 49. As kmax increases, the
average velocity converge rapidly as indicated by Figure F.6. At kmax = 9, the relative
percentage error made was 0.0018%. Therefore kmax = 9 was assumed to be adequate.
From here on, in the sum formulas only the ﬁrst 5 non-zero terms were considered, thus
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Figure F.6: Relative percentage error made on the average velocity with respect to the
average velocity if k ∈ [1, 49] as kmax increases.









for k = {1, 3, 5, 7, 9}. From this it follows that
umax
u
= 2.09622 . (F.37)
Shah & London (1978) also obtained an analytical expression for the velocity of a New-

































and then integrating over y ∈ [−dc/2, dc/2] and z ∈ [−dc/2, dc/2], the average velocity
can be determined by dividing the ﬁnal expression by the area d2c . The average velocity
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if n = {1, 3, 5, 7, 9}.







F.1.2 Wall shear stress
In the closure procedures by means of an RUC-model, the interstitial wall shear stresses
are of paramount importance.
Following from equations (2.33) and (2.35) the wall shear stress tensor for a Newtonian








For a fully developed velocity proﬁle where all the partial derivatives with respect to
x, as well as the y- and z-components of the velocity vector, is zero, it follows from

















( i k + k i) . (F.41)
The wall shear stress tensor at the two surfaces where nf = j (thus where y = dc/2)




















( i k + k i) . (F.42)
In Figure F.7 the velocity at the boundary, y = dc/2, is presented as a function of z.
The same input parameters as in Figure F.5 were utilized. For such dimensions and
K-value, the maximum velocity is umax = 5.304m.s
−1. Note that as kmax increases, the
velocity proﬁle tends to zero as one would expect.
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Figure F.7: The velocity at the wall.
It is assumed that the amplitudes of the wave function is negligibly small and the velocity
is set equal to zero at all the points at the wall (thus satisfying the no-slip boundary
condition). This assumption was made regarding all four walls.








j i . (F.43)
At the two surfaces in the xy-plane, where nf = k (at z = dc/2) and nf = − k (at




















( k i) . (F.44)
Similar, from the no-slip boundary condition, at z = ± dc/2 the partial derivative,








k i . (F.45)
The gradient with respect to y of equation (F.33) was determined for Y = Z = dc, and
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Surface at y = d
c
/2














as a function of z
































Surface at z = d
c
/2














as a function of y
Figure F.8: The first derivatives of the velocities perpendicular to the respective surfaces
with the same input parameters as utilized in Figure F.5.



























































This derivative has a parabolic shape with respect to z as shown in Figure F.8(a).

















Similarly, the partial derivative of equation (F.33) with respect to z at z = dc/2 yields a
parabolic shape with respect to y as is shown in Figure F.8(b). Integrating the partial
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The partial derivatives ∂u/∂y and ∂u/∂z at y = −dc/2 and z = −dc/2 respectively are

















Consider a square duct section of length ds. The forces acting on the ﬂuid due to the
wall shear stresses at the respective surfaces in the xz-plane are therefore
F τw |y= dc
2

































F τw |y=− dc
2
































Similarly, from equations (F.45), (F.48) and (F.49), the forces due to the wall shear
stresses at the surfaces in the xy-plane are also
F τw |z= dc
2










From equations (F.35) and (F.50) to (F.52) it then follows that the total frictional force
applied is





i = −28.4536µ ds u i . (F.53)
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F.2 Flow in circular ducts
F.2.1 Velocity profile
The velocity proﬁle of a Newtonian ﬂuid under the inﬂuence of a constant pressure










To ensure that the porosities of an RUC with square duct sections and one with cylin-
drical channel sections are equivalent, the cross-stream areas of the duct and the square




























In Figure F.9 the velocity proﬁles for a square and circular ducts are depicted for a given
pressure gradient. The ﬂuid viscosity and the pressure gradient are µ = 0.001003Pa.s
and dp/dx = −10Pa.m−1 respectively. The cross-sectional areas are the same and the
diameter of the circular duct is 2R ≈ 3.385mm (Y = Z = 3mm). Here the maximum
velocity for the square duct is 0.0066 m.s−1 and for the circular duct, it is 0.0071 m.s−1 .
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(b) Round cylinder: equation (F.54)
Figure F.9: The velocity profiles in a square and a circular duct subjected to the same
conditions.
F.2.2 Wall shear stress








(er i+ ier) . (F.57)
Thus, from equations (2.33) and (2.35) it follows that the wall shear stress tensor at the

















er i . (F.58)


















er i . (F.59)
The total force applied by the friction on the walls of a circular duct with length, ds, is
F τw = Sfser · τw
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corresponding to equation (F.53)
From equations (F.56) and (F.60), this ﬁctional force due to the shear stress at the
surface may also be written into the following form:
F = −25.1327µ ds u i . (F.61)
F.3 Plane Poiseuille flow
F.3.1 Velocity profile
The velocity proﬁle of a Newtonian ﬂuid under the inﬂuence of a constant pressure






























F.3.2 Wall shear stress








i j + j i
)
. (F.64)
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Thus, following equations (2.33) and (2.35), the wall shear stress tensor at the two




















j i . (F.65)
The total force applied by the friction on the two pairs of parallel plates of width, dc,
and length, ds, is
































































The frictional force may also be written in terms of the average velocity as follows
F τw = −24µ ds u i . (F.67)
F.4 Relations between the different profiles
Comparing equations (F.35), (F.56) and (F.63), the following relations follow:
2.371u[sd] = 2.094u[cp] = u[pp] , (F.68)
where the footnotes are incorporated to distinguish between ﬂow in a square duct, a
circular duct and ﬂow between parallel plates.
From the wall shear stress tensors derived for each of the three case studies, the shear
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πτw [cp] = τw [pp] . (F.72)
The surfaces over which the wall shear stresses act are equal for the parallel plates and
the square duct, but diﬀer for the circular duct ﬂow. From equations (F.53), (F.60) and
(F.66), the ratios between the viscous forces in a channel section (all of length ds) are
denoted by
2Fτw[sd] = 2Fτw[cp] = Fτw [pp] . (F.73)
Note that, though the average velocity and shear stress in a circular and square duct
diﬀer, if the cross-stream areas and length of the ducts are equal, the viscous force due
to the ﬂuid-solid surfaces are equal.
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Appendix G
REV smoothing at exterior
boundaries
In this appendix the REV is assumed to be spherical with a radius Ro. Note that an
REV is an arbitrary volume and it is impossible to pin it down to a known shape and
size. However, the purpose of this appendix is only to illustrate the smoothing eﬀect
of volume averaging over a porous jump. Thus, only the concept is illustrated and the
particular shape and size chosen is insigniﬁcant.
Let Zo denote the distance from the centroid of the spherical REV to the ﬂuid-porous
interface. Considering Figure G.1, integrating over ∆φ, θ from 0 to 2π and the radius
from 0 to Ro yields the volume of the porous domain plus the volume of the cone with a
height Zo. The volume of the REV in Figure G.1 that is occupied by a porous medium
may thus be calculated as follows:
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Had the centroid been inside the porous domain, integration with respect to dφ would
be from arccos (Zo/Ro) to π and the volume of the cone have to be added. Deﬁning
Zo as a vector directed from the centroid of the REV towards the ωα-interface crossing
this interface perpendicularly, equation (G.1) may be rewritten into the following form:
(Uo)ε 6=1 and ε 6=0 =
2πR3o
3
+ πR2o (Zo · nωα)−
π
3
Z2o (Zo · nωα) (G.2)
where nωα is deﬁned in Figure 4.3
As was discussed in Chapter 3, modelling ﬂow through porous media yields a proﬁle







Figure G.1: Volume determined through integration.
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Figure G.2: Schematic representation of REVs at the porous boundaries.
jumps between a porous boundary layer and the open channel as well as the external
boundaries are discussed. In Figure G.2 these two jumps are shown schematically.
In Chapter 3, Paragraph 3.2.1, it was mentioned that the porosity is actually the average
porosity in the vicinity of the centroid of the REV. Therefore, for REVs 1 to 5 in Figure







(1 + ε) + (ε− 1)
[
πR2o (Zok · nωα)−
π
3









ε dU . (G.4)







+ πR2o (Zok · nωκ)−
π
3
Z2o (Zok · nωκ)
]
. (G.5)
Clearly, from equations (G.3) and (G.5) the size of the REV will play a signiﬁcant role
in the calculation of the volume averaged porosity. These equations may however yield
an unrealistic smoothing eﬀect in the porosity at macroscopic boundaries.
In Figures G.3 and G.4 equations (G.3) and (G.5) were depicted respectively for the
various REVs depicted in Figure G.2.
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Figure G.3: Change of the average porosity with respect to the distance from the porous
boundary layer. REVs 1 to 5 represent the respective REVs in Figure G.2.
Ochoa-Tapia & Whitaker (1995b) obtained a similar expression for the variable porosity
over the ωα boundary layer:











where −δ ≤ y ≤ 0 . Here, one must decide the thickness of the boundary layer. Equation
(G.6) and equation (G.3) (where δ = 2Ro) yields equivalent results – as was depicted
in Figure G.3. As was stated by Ochoa-Tapia & Whitaker (1995b), while this result is
plausible, other choices could be made. (See Goyeau et al. (2003) for various porosity
functions in non-homogeneous transition layer.)
























Figure G.4: Change of the average porosity with respect to the distance from the external
wall. REVs 6 to 8 represents the respective REVs in Figure G.2.
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Appendix H
Discretized expressions for the
diffusive source term
In this appendix the discretized forms of equations (5.178) and (5.191) are given for
diﬀerent situations, illustrating the variance in complexity.
H.1 Cylindrical coordinates
H.1.1 Porous medium






































































( [(εuu)w + (εuu)e]− [(εuu)ww + (εuu)w]
2δxw
)
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H.1.2 No porous medium















[uw + ue]− [uww + uw]
2δxw
)]
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( [(εuu)w + (εuu)e]− [(εuu)ww + (εuu)w]
2δxw
)
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H.2.2 No porous medium















[uw + ue]− [uww + uw]
2δxw
)]
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I.1 Porous media: A different approach
For the numerical modelling of ﬂow traversing porous media, either the scalar compo-
nents of the phase average, q̂, or the intrinsic phase average, û, may be regarded as
the dependent variables. In Chapter 5 the components of the intrinsic phase average
of the velocity were solved numerically. In this appendix, discretization of the volume
averaged equations with respect to the scalar components of the phase average of the
velocity follow.
In the modelling process by means of the intrinsic phase average, extra diﬀusion terms
that followed from a possible spatial variance in the porosity, had to be incorporated as
part of the total source. These source terms are irrelevant here, however, this modelling
process holds its own challenges. For such a modelling approach to be successful, a
composite domain must comply with certain conditions, as will be discussed in this
appendix.
I.1.1 Discretization with respect to the phase average
In this paragraph the volume averaged equations are again discretized. In the volume
averaged momentum transport equation the scalar components of the phase average, q̂,
are taken as the dependent variables (φ in equation (5.1)). The essential diﬀerences
between the discretized equations and the assumptions made for solving uq and vq, as
opposed to uu and vu, are pointed out.
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I.1.1.1 Discretization of the volume averaged continuity equation
The volume averaged continuity equation is expressed by equation (5.147) in cylindrical








= 0 . (I.1)
From equation (5.146), since the components of the phase average of the velocity are the
dependent variable, û is the velocity ﬁeld responsible for the convection ﬂux. Therefore,
contrary to equation (5.148), the discretized form of equation (I.1) is given by
(εF )e − (εF )w + (εF )n − (εF )s = 0 , (I.2)
where the convection ﬂuxes are now in terms of the components of the intrinsic phase
average of the velocity:
Fe = (ρu
uA)e , Fw = (ρu
uA)w ,
Fn = (ρv
uA)n , Fs = (ρv
uA)s . (I.3)
I.1.1.2 Discretization of the volume averaged momentum transport equation
The volume averaged momentum transport equation was presented by equation (5.146)





= −ε∇〈p 〉f + ∇·
[
〈η 〉f ∇ q̂
]
+∇ q̂ · ∇ 〈η 〉f −Ψ q̂ + 〈F b 〉o . (I.4)
From the axisymmetric ﬂow assumption, equations (5.151) and (5.152) followed. These




























































holds in the radial direction. Equations (I.5) and (I.6) reduce to equations (5.68) and
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(5.69) if ε = 1.
I.1.1.2.1 The convection part
From equation (5.7), integrating the convection term with respect to the control volume
yields
(Fuq)P − (Fuq)W + (Fuq)nw − (Fuq)sw (I.7)
along the x-direction, and
(Fvq)se − (Fvq)sw + (Fvq)P − (Fvq)S (I.8)
along the radial direction. The convection ﬂuxes were deﬁned in equation set (I.3).
In the process of writing the volume averaged momentum transport equation into ﬁnal
discretized form (as in Paragraph 5.4.4, equation (5.60)), the necessity arises to assume
that
Fe − Fw + Fn − Fs = 0 . (I.9)
For a homogeneous region where the porosity remains constant over the whole domain,
equation (I.2) reduces to equation (I.9).
For a variable porosity, from equation (I.2), this is not the case. However, assuming
fully developed ﬂow along the x-direction such that duu/dx = 0 and vu = 0, equation
(I.2) reduces to
Fe (orw) (εe − εw) = 0 . (I.10)
Thus, following from equation (I.10), if in addition dε/dx = 0, equation (I.2) satisﬁes
the requirements of equation (I.9).
Therefore, if a steep porous jump (as discussed in Chapter 4 – see Figure 4.1) is consid-
ered along the fully developed ﬂow direction, the link between the discretized volume
averaged convection term and discretized volume averaged continuity equation presents
to be no problem. On the other hand, if the pressure jump was perpendicular to the
fully developed ﬂow direction (thus εe 6= εw in equation (I.10)), equation (I.2) does not
adhere to the requirements of equation (I.9). An alternative approach, such as mod-
elling via the scalar components of the intrinsic phase average of the velocity (where no
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such restriction on the domain was required in the discretization process), must then be
considered.
I.1.1.2.2 The diffusive part
In equations (I.5) and (I.6), the diﬀusion terms are already in terms of the second order
partial derivative with respect to the dependent variables. Therefore, a possible porosity
jump is already compensated for in the diﬀusion terms and no extra terms have to be
incorporated as part of the total source – which was the case for modelling via the
intrinsic phase average.
The discussion in Paragraph 5.5 on the total diﬀusion and the diﬀusive source terms is




〈η 〉f ∇ q̂
]































































 er . (I.11)
TheA-marked terms in equation (I.11) are not present in the diﬀusive terms of equations
(I.5) and (I.6) and must be incorporated as part of the source terms. Note that these
terms correspond directly to the diﬀusive source in the microscopic equation where
incompressibility was assumed (refer to SDu and S
D
v in equations (5.76) and (5.77)).
Each term of equations (I.5) and (I.6) may be discretized similar to Paragraph 5.2 by
integrating over a control volume.
From equation (5.14), discretization of the diﬀusive part along the x-direction by inte-
grating these terms with respect to CVu yields
DP (u
q
e − uqw)−DW (uqw − uqww) +Dnw (uqNw − uqw)−Dsw (uqw − uqSw) , (I.12)
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with δrsw = rw − rSw .
Along the radial direction, again following from equation (5.14),
Dse (v
q
sE − vqs)−Dsw (vqs − vqsW ) +DP (vqn − vqs)−DS (vqs − vqss) , (I.13)




























with δrS = rs − rss .
I.1.1.2.3 The source terms
The diffusive, gravitational and porous-structure-flow-resistive sources
The average source terms (which are constant with respect space) are linearized, similar
to equation (5.24), in both the x- and radial direction as follows:




Svq = SCvq + SPvqv
q
s . (I.15)
The ﬁnal source (excluding the pressure gradient) consists of:
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1. the force per unit volume due to the gravitational vector ﬁeld.
2. the interstitial viscous and inertial forces acting on the ﬂuid due to the (assumed
homogeneous) porous structure which are obtainable from the respective RUC-
models.
3. the constant diﬀusive source coeﬃcient resulting from modelling in the cylindrical
coordinate system (term marked A1 in equation (I.11)).
4. the constant diﬀusive source term due to the non-Newtonian nature of the travers-
ing ﬂuid (terms marked A2 in equation (I.11)).
The frictional resistance due to the porous mass was split between SCvq (or SCuq ) and
SPvq (or SPuq ) with a weighting factor Υ. Following a method similar to the discussion
































+Υ (−Ωx) (uq)w + (1−Υ) (−Ωx) (uq)w] (I.16)









































in the radial direction.
The pressure gradient source
From equations (5.146) and (I.4), the pressure gradient term remains unchanged and
the discussion on the pressure gradient source in Paragraph 5.7.1.2 is still relevant. The
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along the radial direction.
I.1.1.3 Numerical algorithm
Combining the respective discretized terms, equations very similar to those obtained in
Paragraph 5.4.4 can be derived. The only diﬀerence is that the source terms include the
surface stresses at the ﬂuid-solid interfaces (a function of the apparent permeability).
From the above discretized equations, in the SIMPLE procedure (see the ﬂow diagram
in Figure 5.11), only the following minor modiﬁcations have to be made:
• Step 1:
From the volume averaged momentum transport equation (equation (I.4)), the


































































S + bp′ ,
where, unlike the discussion in Paragraph 5.7.1.3,
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aE = ρeAed
∗
e, aW = ρwAwd
∗
w, aN = ρnAnd
∗
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