Introduction
The design of control systems is accomplished in order to make the closed-loop system attain some performance indices. The final design is always a trade-off among several distinct ͑and probably conflicting͒ control objectives, associated with the system physical properties. The multiobjective control design can be viewed as the search for a suitable trade-off among conflicting objectives as, for instance, the control effort minimization versus the accomplishment of some stringent performance specifications ͓1͔.
Standard optimization-based control design methods, in general, do not allow the performance specifications to be formulated directly in terms of these primary objectives. The classical control structure called Linear Quadratic Regulator ͑the LQR design has been renamed, in the robust control terminology, as the H 2 optimal design͒, for instance, provides an optimal linear state feedback gain, with the optimality assured with respect to a weighted quadratic cost functional.
In this case, all variables that must be kept ''as low as possible'' are quadratically weighted in that functional. The relative weightings of the system variables in the cost functional are chosen in order to attain such objectives, in a procedure that involves much of ''designer sensibility. '' The same can be stated for other single-functional optimizationbased controller design procedures, like the H ϱ optimal controller, the L 1 optimal controller, and others.
This note presents a systematic method for the choice of the weightings in these optimization-based controller design algorithms, in the particular case of problems with two weighting variables ͑which comes, for instance, from the optimal design of controllers for automotive active suspensions͒. The method proposed here is based on the multiobjective optimization concept, and takes into account the primary objectives of the problem directly. The resulting controller, as a consequence, attains ͑at least locally͒ the limits of performance ͑relative to these objectives͒ in the considered ''space of optimal controllers,'' at the same time inheriting the properties associated with that space.
Although there are other methods to handle inequality constraints ͑see ͓1͔ and references therein͒, some of them cannot be used in a multiobjective context where the aim is to characterize Pareto-optimal solutions.
Motivated by the active suspension control design problem, a quadratic cost functional depending linearly on three parameters ͑␣, ␤, and ͒ is considered as the optimal criterion for the basic controller design, defined by J͑␣,␤, ͒
where ␣у0, ␤у0, and , which is the weighting associated with the control effort, must be strictly greater than zero in order to avoid the optimization problem becoming singular ͓2͔.
The choice of an optimal control design based on a normminimization procedure ͑e.g., the quadratic cost͒ is due to: ͑i͒ the computation of the state feedback control gain is straight forward ͑other optimal control strategies require more involved numerical procedures which may represent prohibitive computational burden͒; ͑ii͒ a large class of feedback controllers can be obtained through the minimization of such objective functions; ͑iii͒ as a byproduct, the closed-loop system presents nice robustness properties ͑not usually guaranteed by other control strategies͒. Note that a large amount of optimal control design methods cannot be directly applied in a multiobjective design context.
Three conflicting objectives will be considered, being denoted by F ͑associated with the control force͒, H and R ͑other performance requirements͒. For a given multiobjective control problem, these objectives receive precise definitions in terms of some suitable physical variables. In the example, H and R are respectively associated with the road-holding ability and with the required rattlespace, in a simplified active suspension control design.
The present work addresses the more fundamental problem of how to construct the objective function ͑1͒ with a sensible choice of the primary objective components relative weightings. The methodology developed here is summarized:
1 Choose an optimal controller design algorithm as the basis of the control synthesis. The optimal H 2 ͑the classical LQR͒ controller is employed here, as an example of such choice. The control gain can be easily obtained through the solution of an algebraic Riccati equation.
2 As the absolute values of the weightings are not relevant, but their relative values, take a fixed value for one of the weightings. As must be strictly positive, it is chosen to be fixed.
3 Let the other weightings, ␣ and ␤, vary in given intervals. Map the behavior of the three primary objective functions F, R, and H with this two-dimensional weighting variation.
4 Apply the multiobjective optimization concept ͓3͔ in order to constrain the search for suitable weighting vectors to the region of Pareto-optimal ones.
5 Choose a Pareto-optimal pair ͑␣,␤͒ directly from specifications given in terms of the primary objectives.
In this way, the natural design flux from primary objective specifications to the weighting vector and from this to the controller gains is guaranteed. Additionally, the solutions attained are ͑at least locally͒ Pareto-optimal ones, meaning that any enhancement in any primary objective will necessarily lead to a degradation in at least one other objective ͓3͔.
As an application, the problem of vehicle suspension design is addressed. It is shown that a controller achieved in a classical reference ͓4͔ ͑which considered the same simplifying assumptions͒ is an inferior solution, which means that it is possible to enhance at least one objective without any degradation in the other ones, so there is no reason for not doing that. For a review on the classical LQR control design, the reader is referred to ͓2͔.
Multiobjective Weighting Selection
The construction of a cost function that indirectly represents the primary objectives H, F, and R has been presented in the previous section. This cost function has given rise to a transfer matrix H(s). The minimization or the assessment of constraints on some norms of this transfer matrix has in turn lead to the controller gain matrix K. The point to be stressed is that, although the design procedure has started with the primary objectives, the direct connection between them and the resulting controller has been lost. There is not, up to now, any systematic means of designing a K such that, for instance, HϽH c , FϽF c , and R is minimal.
A key point for the analysis to be developed in this work is the fact that if the weighting vector ͓␣ ␤ ͔Ј is multiplied by any constant factor, the resulting controller K will remain unchanged. In this way, one may take, for instance, ϭ1, defining the free variables involved in the controller determination to be the pair ͑␣,␤͒ without loss of generality. This allows the variables dependence graphical analysis in two dimensions ͑contour plots of functions͒ and three dimensions ͑surface plots͒.
The methodology of multiobjective optimization will be used to assure Pareto-optimal solutions ͓3͔. Defining the vector V of objectives ͑ is fixed͒ V͑␣,␤ ͒ϭ͓H͑ ␣,␤͒R͑␣,␤͒F͑␣,␤͔͒Ј
and also the ordering relation, iϭ1, 2,3:
the set of Pareto-optimal weightings denoted P is characterized by
As the overall problem is generally nonconvex in this case, there will be no attempt to guarantee global solutions. The methodology developed here will enhance the solutions until a local Pareto-optimum set is reached. A local search algorithm will be based on the characterization of local Pareto-optima in Theorem 1. A technical lemma is first presented.
Let f, r, and h denote, respectively, the gradients of F, R, and H with respect to the coordinates ͑␣,␤͒. 
is not a locally Pareto-optimal solution. Theorem 1. Define the functions:
The search algorithm that leads to the Pareto-optimal regions of the plane ͑␣,␤͒ is built on the basis of Theorem 1:
Search Algorithm.
1 Make a contour plot ''at large'' of F, H, and R with a coarse grid in ␣ and ␤ coordinates.
2 Take feasible design specifications FрF c , RрR c , and H рH c . Take a feasible point (␣ 0 ,␤ 0 ) which leads to ''reasonable '' values of F, H. 3 Take a rectangle with center in (␣ 0 ,␤ 0 ) and ranging in the intervals ␣ 0 Ϫ␦р␣р␣ 0 ϩ␦ and ␤ 0 Ϫр␤р␤ 0 ϩ.
4 Take a grid inside this rectangle and compute, by finite differences, the functions r , f , and h over this grid.
5 If the three functions are always positive inside the grid, take the contour plots of F, H, and R. Thus, project the ''feasible'' region into the sides of the rectangle, taking the ''minimizing'' projection.
6 Construct a new rectangle that touches the older rectangle at the borders of the above projection. There are two possible cases: (i) There is no superposition ͑the projection is over only one side͒. In this case, take a side of the new rectangle with twice the size of the projection segment, and centered in the projection center. The other side may be kept the same, if possible. (ii) There is a superposition ͑the projection includes one corner͒. In this case, take a new rectangle with sides of twice the projection size in each direction, and centered at the corner.
7 If any of the functions cross the zero value inside the rectangle, then compute the curve ͑␣,␤͒ϭ0 inside the rectangle. Otherwise, go back to step 4.
8 Take new rectangles so that the center of one side will be at a point in the boundary of each former rectangle in which ϭ0. In this way, the boundary of the Pareto-optimal set is mapped.
9 Take now the contour curves of F, R, and H inside the Pareto-optimal set. With these curves, select suitable pairs ͑␣,␤͒ with direct reference to these primary design objectives.
Design Example
To illustrate the multiobjective optimization procedure, a vehicle suspension design is addressed. A very simple vehicle model ͑the classical ''a quarter-car''͒ is adopted here. The following performance measures are used: H: road-holding ability, associated with the dynamic tire deflection; R: required rattlespace, i.e., the range of the relative body to axle displacement; F: control force.
The state space variables are selected as x 1 being the unsprung mass (M 1 ) displacement from equilibrium, x 2 being the sprung mass (M 2 ) displacement from equilibrium, x 3 and x 4 their respective derivatives. The road input w is a step, applied to the tire ͑whose spring stiffness is K͒. The control force u is assumed to be applied equally to both masses. The state space representation is
The following system parameters are considered: M 1 ϭ28.58 kg; M 2 ϭ288.9 kg; Kϭ1.559ϫ10 5 N/m, and the weighting matrices are ͑similarly to the ones used in ͓4͔͒
The performance indices are
In all cases, the signals are defined as the responses to a disturbance unit step input.
The H 2 design is now described. Take ␤ 0 ϭ1 and make ␣ 0 ϭ10 and 0 ϭ8ϫ10 Ϫ10 . These are the system parameters used in the classical reference ͓4͔ for an LQR design, that have been found after a ''trial-and-error'' procedure. For brevity, the symbol will be employed in this section for denoting ϫ10 Ϫ10 . The value of F will always be expressed in kN and of H and R in cm.
Take the rectangle 8р␣р12 and 0р␤р2. Functions are positive in the whole rectangle. A walk along the constant values curves of any function allows, in fact, the simultaneous enhancement of both other two objectives.
For the rectangle center, the values of the primary objectives are: F max ϭ7.295, R max ϭ1.237, and H max ϭ1.281. These will be adopted as the maximum admissible values for the objectives. The feasible region for these constraints is also shown in Fig. 1 .
The projection of the feasible region in the rectangle boundaries leads to the segment 1.267р␤р1.672 and ␣ϭ8. The new rectangle is taken with ␣ side 4р␣р8. Once more, functions are always positive. The feasible region is now projected over the ␣ side: 4р␣р7.196. The new rectangle sides become: 3р␣р8 and 1р␤р4.
The feasible region projection is now the segment 2.198р␤р3.501. A new rectangle is defined with sides 1р␤р4 and 0р␣р3. Now, the feasible region projects over two sides of the rectangle: 0р␣р1.560 and 3р␤р4. Note that the first segment above is already a subset of the Pareto-optimal solutions set. The algorithm will continue with the other segment. The new rectangle becomes: 2р␤р6, 0р␣р3. The results are shown in Fig. 2 .
For the first time, the functions have become negative. The boundary ϭ0 is shown in Fig. 2 , marked with asterisks. The region above this boundary has Pareto-optimal solutions. Inside this region, any walk along a constant value curve of any objective always leads to an enhancement in one of the other two objectives and also to a degradation in the other one. However, the feasible set is not mapped into this region. The feasible Paretooptimal set reduces to the segment 3р␤р4.5 with ␣ϭ0. With only the parameter ␤ free, this set is in fact a Pareto-optimal set, since F conflicts with H and R over this set. Any controller with weighting parameters chosen as an interior point of this set will be better than the original controller in all performance indices. For instance, choose ␤ϭ4.2. The resulting performance indices become: Fϭ7.149, Rϭ1.115, Hϭ1.214. 
Conclusion
A multiobjective optimization methodology for finding Paretooptimal sets has been developed in this work. The method pro- vides a way of attaining the maximal resources utilization while at the same time allows the direct specification of constraints in the primary objectives. 
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Preliminaries and Background
This work was originally motivated by the need for reliable actuators and control laws to suppress vibrations in structures caused by seismic excitations or wind loads. In earthquake applications, for example, the actuators could be unused for long periods of time, and then suddenly be called upon to produce extremely large forces. Consequently, active control laws may not be practical in such applications since large, expensive, hydraulic pumps must operate continuously to provide power to the seldomused system. In such cases, techniques are needed that require low power and are highly reliable ͑through simplicity of design͒.
In many instances, the actuators and the corresponding control laws are designed such that no sizable amounts of energy can be added to the system and only a low power source is required to operate the control system. In this case, energy can only be taken out of the controlled system ͑hence the term ''semi-active''͒. A variety of techniques have been developed for many actuation mechanisms. Electrorheological, magnetorheological, and hydraulic devices ͑see ͓1-4͔ for a sample͒ have been developed for use on variable damping mechanisms, for which a variety of control laws ͑or logic͒ are developed. The primary mechanism used for control in most of these techniques is manipulation of the effective damping ͑i.e., rate of energy dissipation͒ in the overall system.
The concept of varying the stiffness of the structure has also been used in a variety of instances ͑see Utkin ͓5͔ as an early example͒. Unlike variable damping, in which increasing the effective damping can be accomplished rather easily by changing the orifice size, electric or magnetic fields, increasing effective stiffness may require substantial energy ͑e.g., when the spring elements are not at their unstretched position͒. Consequently, semiactive or low power implementation of variable stiffness techniques often requires additional constraints. Nemir et al. ͓6͔, Yang et al. ͓7͔ , and Nagarajaiah ͓8͔ are representative of the papers dealing with the variable stiffness ͑active and/or semi-active implementation͒ technique. Note that manipulating stiffness can often yield large resisting forces with relatively simple hardware requirements.
In this paper, we discuss a new class of low power ͑i.e., semiactive͒ devices along with the corresponding control laws. The principle idea behind the approach is to manipulate the stiffness of the structure, by setting the effective stiffness of the element to high so that it can store energy. At appropriate times, the device is ''reset''; i.e., the stiffness is first reduced for a short time, which reduces the stored strain energy and then reset to the high value. After the reset has occurred, the stored strain energy is converted to heat. While a variety of mechanisms can be used for such an approach, the schematic shown in Fig. 1 is a model for the prototype actuators developed at UCI. This work was originally developed for hydraulic systems in Bobrow et al. ͓9͔. In this paper, new results are developed on the design of gas actuators, on the placement of the actuators, and on disturbance rejection properties. More details can be found in Thai ͓10,11͔, and Srisamang ͓12͔.
In Fig 1 , the piston and cylinder are connected to a one-degreeof-freedom system ͑Fig. 1͑a͒͒. The double acting cylinder is used to provide additional stiffness to the system. When the valve located between the two sides of the cylinder is closed, the fluid in the cylinder compresses as the mass moves. We will show that the net effect of the compression can be approximated by a linear spring, with an effective spring constant of k 1 . By opening the valve for a short time and then closing it, it is possible to transform the potential energy stored in the fluid into heat. As a result, it also resets the unstretched length of the spring to whatever value x is when the valve is opened. Consequently, the mass experiences a stiffness of k 0 ϩk 1 at all times, but the resetting of the actuator creates a forcing function in the equation of motion. This can also be seen by considering the potential energy in the system while writing the equations of motion. For the system in Fig. 1 , the equation of motion is
In effect, the resetting of the device is equivalent to adjusting the unstretched length of the spring k 1 . The basic hardware used here ͑and much of the analysis and control logic developed͒ can also be used for the variable stiffness form of the proposed semiactive technique, where the valve is closed only when the spring element passes through zero the stretch position ͑see ͓11͔ for details͒. For brevity, we focus on the resetting approach in this paper, which has certain advantages over the variable stiffness approach. These include the fact that the resettable stiffness element is storing energy at all times ͑to be released at appropriate instances͒ and the fact that the notions of natural frequency and mode-shapes are still applicable, even though the system is nonlinear ͑i.e., the homogeneity property discussed in Inaudi ͓13͔͒.
The control law discussed below is to open the solenoid valve for a short time whenever the energy stored in the cylinder has reached a peak value. At these times, maximum energy is transferred from the vibrating system into heat in the actuator. As a result, the resetting logic-which can easily be extended to the multi-degree of freedom case-is the following: reset the actuator whenever ẋ ϭ0. This control logic is based on the assumption that extraction of energy in very short time interval is practical.
There are several hardware designs that could be used to obtain the basic features of the actuator described in this paper. The choice of the actuator used depends on the stiffness requirements. A simple and reliable actuator can be obtained by using a gas such as air as the working fluid in the actuator. Air is easy to work with and, as shown below, can achieve a wide range of effective stiffness k 1 values. We first determine the relationship between the cylinder dimensions and the stiffness k 1 . Let the pressure on the left-hand side of the actuator in Fig. 1 be p 2 , and the pressure on the right-hand side be p 1 . Assuming an ideal gas with no heat transfer through the cylinder walls, the pressures on both sides of the cylinder are governed by isentropic compression pV ␥ ϭc where ␥ is the ratio of specific heats, ͑␥ϭ1.4 for air͒, V is the volume on one side of the cylinder, and c is a constant. Assuming we start motion from the mid-stroke position with the initial pressures on both sides of the cylinder equal to p 0 and initial volumes V 0 , with p 0 V 0 ␥ ϭc, we have
where we have used pV ␥ ϭc on each side of the cylinder, and let the volume change with the cylinder position x. A local approximation for the effective spring constant of the gas and cylinder is obtained if one linearizes ͑2͒ for small motions of x. The result is
Hence the effective spring constant is k 1 ϭ2A 2 ␥p 0 /V 0 . This relationship has been tested in Srisamang ͓12͔, where the linear approximation was compared experimentally to measured nonlinear data. The linear relation in ͑3͒ matched the nonlinear data over a range of about 60 percent of the cylinder stroke. In addition, tests were made regarding the cylinder reset time. It was found that the solenoid/cylinder combination tested took approximately 20 milliseconds to discharge to the point where p 2 Ϸp 1 . This discharge time is fast enough to control systems with frequencies up to about 20 Hz. Systems with higher frequencies would require faster valves and larger orifices to achieve faster reset rates.
Analysis of One-Degree-of-Freedom Systems
In this section, we briefly discuss the motivation for the resetting approach. While most of the results presented here are later generalized to multi-degree-of-freedom systems, a single-degreeof-freedom system can be used to better describe the benefits of the proposed approach. As mentioned earlier, the control law for the system ͑1͒ is set x s ϭx whenever ẋ ͑ t ͒ϭ0, and ͉x͉Ͼ⑀,
where ⑀ is a small positive constant that keeps the controller from opening the valve near equilibrium configurations. At the instants when ẋ ϭ0, the energy and displacement of the actuator are at a maximum, so the energy is discarded at these times. One can express the transient response of the unforced system analytically as follows ͑also see ͓9,10,13͔͒. Let the initial x s be set to zero and time t 1 be the first time the actuator is reset, i.e., x s (t 1 )ϭx(t 1 ) and ẋ (t 1 )ϭ0. The motion for this system can be expressed as x͑t ͒ϭa 0 cos͑w n ͑ tϪt 0 ͒ϩ ͒ for t 0 рtϽt 1
where w n ϭͱ(k 0 ϩk 1 )/m, and and a 0 are constants that depend on the initial conditions. At the time of the first reset, tϭt 1 and from the control logic, ẋ (t 1 )ϭ0. Hence, ϭϪ(t 1 Ϫt 0 ), and x(t 1 )ϭa 0 . From t 1 until the next reset time t 2 , the system becomes
where, x s (t 1 )ϭx(t 1 )ϭa 0 . Taking the appropriate initial conditions into account
After a half cycle, i.e., (t 2 Ϫt 1 )ϭ/w n , we have ẋ (t 2 )ϭ0 and another actuator resetting. Thus
This process can be continued forward in time. In general, after resetting the actuator nϪ1 times the motion and the initial conditions for the next resetting time t n can be expressed as
for t nϪ1 Ͻtрt n , and so on. Since qϭ(k 0 Ϫk 1 )/(k 0 ϩk 1 )Ͻ1, as n→ϱ, we have x(t n )→0. Therefore the amplitude of the system decays exponentially with each half cycle. Note that the rate of decay depends on the fraction q. As k 1 , the spring constant of the actuator increases from zero to k 0 the value of q decreases from 1 to zero, therefore the rate of decay increases. At the critical value of k 1 ϭk 0 , qϭ0, and the system reaches the desired equilibrium state one half cycle after the first piston reset with tϭt 1 ϩ/w n . It is easy to show that if the variable stiffness approach was used ͑i.e., the valve is not closed immediately, but at the next instant of crossing the zero stretch position͒, the decay rate would be q ϭ(k 1 )/(k 0 Ϫk 1 ), which can be significantly slower than the resetting approach. Also, note that the natural frequency is not changed in the resetting approach, while the variable stiffness approach would have resulted in two distinct alternating regimes ͑one corresponding to low stiffness and the other to the high stiffness͒.
3 One-Degree-of-Freedom Example: Shock Absorber
As an application of the previous analysis, consider an example where mϭ1, and k 0 ϭ100 in a consistent set of units. We show three responses in Fig. 2 , all with the initial conditions xϭϪ1 and ẋ (0)ϭ0. The undamped response, is the dash-dotted line with ϭͱk 0 /mϭ10 rad/second. The solid line shows the response obtained with the new control law. In this case, the constants were k 0 ϭk 1 ϭ100, so that qϭ0 from the above analysis. In this case it is assumed that the system is initially reset with x s ϭϪ1. Note that the system settles after one half cycle as predicted above. Also shown for reference is the response ͑dashed line͒ that would be achieved with a viscous damper with damping ratio ϭ0.707. Note that the ideal damper cannot achieve settling times faster than the resetting type of control law.
Control Law for Multiple-Degree-of-Freedom Structures
This concept can be generalized easily to multi-degree-offreedom systems with multiple devices as shown in Fig. 3 by considering the energy stored in the l actuators via
where K i is the stiffness matrix associated with the ith actuator ͑in Fig. 1 , K i would be rank 1, but different mechanisms might have a more complicated structure for K i ͒. Here, x is the vector of generalized coordinates and x s,i is the piece-wise continuous vector denoting the zero force position of the ith actuator ͑i.e., the value of x at the last resetting of the actuator͒. Using this expression in the total potential energy of the system yields the following equations of motion
where M and K are the nominal mass and stiffness matrices of the structure ͑i.e., without the resettable actuators͒. To develop the logic for switching ͑i.e., instances when the valve is opened to release energy and closed quickly to recover the original stiffness͒, we consider the total energy of the system; i.e., the structure plus the actuator/braces:
The first two terms are the kinetic and potential energy in the structure ͑which will be used as a Lyapunov candidate͒ and the last term is the energy stored in the resettable actuators.
Since the left-hand side of ͑11͒-in the absence of damping-is constant when the actuators are locked ͑i.e., valves are closed͒, energy is moved from the structure to the actuators and back. As a result, the resetting logic is chosen to reset ͑i.e., release all stored energy in͒ each actuator when the maximum amount of energy is stored in it. This prevents the transfer of the stored energy back to the structure. As a result, the control logic can be summarized as set x s,i ϭx whenever U i ϭ0, for iϭ1,2, . . . l
where U i is the energy in the ith actuator; i.e,
The control logic in ͑12͒ appears to need all of the states ͑x and ẋ vectors͒. In practice, however, the stiffness matrix associated with the ith actuator, K i , is low rank and ͑12͒ can be simplified. As mentioned earlier, the stiffness associated with the actuator shown in Fig. 1 will be rank 1. Let z i denote the relative displacement of the ends of the ith such actuator, and z s,i its value at the last resetting. It is relatively easy to show ͓11͔ that for the actuators discussed here, the control law becomes set z s,i ϭz i whenever ż i ␣ i ͑ z i Ϫz s,i ͒ϭ0
where ␣ i is the stiffness of the ith actuator. The last equation shows the similarity between the control law for MDOF systems and the SDOF discussed earlier. Also note that the control law requires local measurement only and is thus decentralized. Since the mass and stiffness properties of the structure do not play an explicit role in the control law, the control law is robust with respect to modeling errors in mass and stiffness properties.
Stability and Actuator Placement.
For the control law in ͑12͒, it is straightforward to show that
where
This is accomplished in several steps. In the first step, the total mechanical energy of the structure ͑but not the energy stored in the additional stiffness elements͒ is used as a candidate Lyapunoy function (V). Taking the derivative of this Lyaponuv function along the solution of ͑10͒, yields V ϭϪ͚ U i . The resetting logic ensures that each actuator only absorbs energy so U i (t)у0 and is increasing, therefore, U i у0 ͑note that U i is reset to zero at the instant U i ϭ0͒. Thus ͑12͒ vields V р0 which establishes Lyapunov stability and boundedness of the state vector. Next, following standard arguments in invoking the LaSalle's theorem, it can be shown that lim t→ϱ ẋ T (t)K i (x(t)Ϫx s,i )ϭ0. Transforming to the local coordinates z i , yields ż i ϭ0 which implies ͑14͒. The details are straightforward and are omitted for brevity.
Consequently, the state of the system will be steered to the intersection of S i (t)ϭ0. In presence of structural damping, the Transactions of the ASME state is steered to the intersection of the S i (t) and S c (t) ϭẋ T (t)Cẋ (t), where C is the damping matrix, i.e.,
Furthermore, due to the homogeneity ͑see Inaudi et al. ͓13͔͒, concepts of mode shapes and natural frequencies can still be used, even though the system is nonlinear. This is due to the fact that the stiffness matrix for the system does not change and the resetting of the actuators only affects the right-hand side of Eq. ͑10͒ through the K i x s,i terms. This fact can be useful for developing ''hybrid'' control approaches in which a combination of semiactive devices and active control techniques are employed.
The model in ͑10͒ can be diagonalized through a state transformation, using the mode shapes associated with the M and K 0 matrices. These can be used to study the effect of the location of the elements and to develop general guidelines for actuator placement. For example, let q i be the ith mode shape of the nominal structure; i.e., with stiffness K 0 . Use of the standard transformation x(t)ϭQy(t), where Q contains the mode shapes and y(t) is the modal coordinates, yields the following for each modal coordinate
where m j and j are generalized mass and stiffness for the jth mode. The stiffness elements can be modeled as Thus if v i T q j 0, then y j (t)→0, but if v i T q j ϭ0 then the ith actuator does not have any impact on the jth mode. Indeed, the larger the v i T q j , the faster the vibration in the jth mode is eliminated. This can be used to help identify desirable locations for the actuators ͑e.g., placed such that highly excited modes are the ones most affected͒.
Generally, the results above establish that only the relative velocity, ż i (t), will go to zero as t→ϱ ͑and not the whole state vector͒. Depending of the number and location of these actuators, the resulting system may not be asymptotically stable. However, if the inner product of every mode with at least one of the v j is not zero, the whole state vector will go to zero.
It is also possible that combinations of modes will cause an actuator to reset when its displacement is at relative maxima, rather than the global maximum, during the motion of the structure. In this case, energy is absorbed at a slower rate than would be achieved if the control logic waited until the global maxima was reached. This modification would be difficult to implement in practice since one cannot distinguish between the relative maxima. Simulations conducted in ͓11͔ show that although resetting sometimes occurs before the maximum displacement has been reached, the immediate stabilizing effect of the energy absorption yields desirable damped-like behavior of the structural oscillations.
Conclusions
We developed a new control law and actuation approach to vibration suppression based on the concept of actuator resetting. The actuators used can be constructed from existing components at low cost. We developed a semi-active pneumatic actuator for this application and tested its force-position characteristics and its resetting capability experimentally. We have shown with Lyapunov methods that the variable structure control technique used will efficiently suppress vibrations in multiple degree of freedom structures. We also developed guidelines for the most effective placement of actuators in structural applications.
Introduction
An absolute rotary encoder is a transducer that provides a digital value for an angular movement. Because of its advantages of high accuracy, direct use of its output digits in a computer, and mechanical storage, it has been widely used for monitoring and measuring angular positions ͑Thyer ͓1͔, Oono et al. ͓2͔, and Walcher ͓3͔͒. So far, the codes for conventional absolute encoders have been primarily binary code and Gray code, and generally the encoder has 10-14 tracks. Gray code is a unit-distance or progressive code. A change in the decimal number necessitates a change of only one bit. Therefore, Gray code is more accurate in that there is no ambiguity error as there is in binary code. In an encoder using the binary code, an additional outermost track called the anti-ambiguity track is provided to eliminate the ambiguity error. In any case, to improve accuracy, the number of tracks has to be increased, and consequently, the encoder is large in size and complicated in structure.
In this paper, the authors apply the results of the shared control theory ͑Wang and Yan ͓4͔͒ achieved thus far to the code pattern design of an absolute encoder, and propose a new kind of encoder called the shared track Gray encoder. This encoder has two significant features: only one single track and Gray code. It is much smaller in size and higher in accuracy than the conventional one.
Principle and Coding of Shared Track Gray Encoder
2.1 Working Principle. A shared track encoder uses a shared control code. The shared control code consists of elements 0 and 1 representing two states ͑e.g., conduction and insulation͒. The elements in its order constitute a binary sequence ͑Visme ͓5͔͒. An element is also called a control point in shared control theory. This code is developed on the basis of shared control schemes ͑Wang and Yan ͓4͔͒. A shared control scheme consists of a periodic sequence and position combination of the output terminals. In the shared track encoder, all the output or readout terminals are located around the same track with each in a certain position. The circumferential arrangement of the output terminals is called the position combination represented by the numbers of control points, taking one of them as the base point. When this sequence is shifted cyclically, no combination state is repeated over one period. This is the basic coding rule of the shared control code.
In the following, taking the shared control code ͑binary sequence͒ 0000101100111101 with the position combination of the output terminals 1-3 as an example, we explain the working principle of the shared track encoder. Figure 1 shows the shared track encoder for the code. In the encoder, the state sequence along the counterclockwise shared track is the shared control code with the white sector being 0 and black being 1, and the output terminals denoted by a, b, c, and d, which are successive. In this case, the code is a shift register sequence. Shifting the sequence the numbers of the bits specified in the position combination or 1, 2, 3 to the left yields the outputs of terminals b, c, and d, as shown in Table 1 . Furthermore, their combination state numbers 0000, 0001, . . . ,1000 are obtained, which are the digits in the columns in Table 1 . Each state number represents a specific angle in the encoder.
The shared control code is a code such that no combination state numbers are repeated over a period. Among the shared control codes, there exist some particular codes with the characteristics of Gray code. That is, only one bit in two successive binary state numbers is different. This code is defined as the shared control Gray code. An encoder using this code is called the shared track Gray encoder. This kind of encoder has only one track instead of multiple tracks. Therefore its radial size is much smaller and its structure is much less complicated than the conventional one. Moreover, it has the merit of being Gray code so that the ambiguity problem can be solved and, furthermore, measurement accuracy can be improved.
Existence Condition of Shared Control Gray Code.
Of the shared control codes, only a small percentage is shared control Gray codes. The necessary existence condition of the shared control Gray codes can be derived from an analysis of the coding characteristics as follows.
Take the shared control Gray code 00000111 and the position combination 2-4-6 as an example, where the period nϭ8 and the number of output terminals Zϭ4. Their combination states are shown in Table 2 . It can be seen that only one bit changes in two successive state numbers. Therefore, the states change n times over a period. On the other hand, the following relationships can be obtained from the side of a terminal. The states ͑0 or 1͒ that one output terminal passes through over one period just constitute this binary sequence or the shared control Gray code. Evidently, only when 0 changes to 1 or 1 changes to 0 does the terminal change its states once. In addition, the number of times over a Transactions of the ASME period that one terminal passes from 0 to 1, which is the number of elements ''01'' in the sequence, equals that from 1 to 0, which is the number of ''10'' in the same sequence. The number of times here is just the number k of state changes in the reference ͑Yan and Wang ͓6͔͒. From the above analysis, it follows that one output terminal changes its states a total of 2k times over a period. Furthermore, Z terminals have their states change 2 kZ times. This number should equal the period. Therefore, the necessary existence condition of the shared control Gray code is expressed as nϭ2 kZ (1) where n is the period of the sequence, k the number of the state changes, and Z the number of the output terminals. Equation ͑1͒ shows that the period of a shared control Gray code is even and, moreover, that it is a multiple of the number of terminals.
To improve the measurement accuracy or the resolution of the encoder, given the number of terminals Z, the period should take its maximum value satisfying Eq. ͑1͒ and the following inequality. Table 3 gives some values of maximum periods n and state changes k for a given Z.
Searching Techniques for Shared Control Gray Codes.
To search for the shared control Gray codes, the first step is to evaluate n, Z, and k satisfying Eqs. ͑1͒ and ͑2͒. Then the number n 1 of element 1 in the sequences of period n is calculated, applying the following inequality derived by Yan and Wang ͓6͔:
Furthermore, applying the Mobius inversion formula and combinatorial counting theory gives the number of binary periodic sequences satisfying the above three formulas.
where cϭ(n 0 ,n 1 ,k) is the greatest common divisor and (d) is the Euler function. Given the period n and the number of terminals Z, the number of all of the binary sequences for the shared control Gray codes is ͚ n 0 ,n 1 P(n 0 ,n 1 ,k), where n 0 and n 1 cover all possible integers satisfying Eq. ͑3͒ and n 0 ϩn 1 ϭn. For instance, when nϭ30 and Zϭ5, we have kϭ3 from Table 3 , and n 0 ϭn 1 ϭ15 from Eq. ͑3͒. Therefore, the number of the binary sequences is found by Eq. ͑4͒ to be P (15, 15, 3) ϭ2761.
On the basis of the above parameter calculations, we can search for the shared control Gray codes by applying the computation techniques ͑Yan and Wang ͓7͔͒.
First, a binary sequence ͑the total number is ͚ n 0 ,n 1 P(n 0 ,n 1 ,k)͒ is constructed. Then the following discriminations are performed.
Independent position combinations of output terminals are constructed by applying the algorithm of searching for shared control schemes, and discriminated to see if the sequence and each of the position combinations construct a shared control scheme one after another. If not, the next step is to return to the constitution of the next sequence; if so, the next step is to discriminate if the code has the characteristics of Gray code, using the exclusive OR instruction XOR in X86 assembler language. If it does, the shared control Gray code ͑binary sequence and position combination͒ is saved. The next step is to return to constitution of the next sequence. These steps are performed until no more sequences are constructed. Finally, all the shared control Gray codes are obtained.
Generally, among the binary sequences, there exist self-mutual inverse sequences. A shared track encoder using a code of selfmutual inverse sequence is symmetric in shape, and hence has an excellent geometric feature.
Code Pattern of a Shared Track Gray Encoder
In a conventional encoder, the elements of its output terminals are radially located with each in a track. The position accuracy of the output terminals has to be extremely high, especially of the innermost output terminal, considering that the track is only 1 mm wide or less. In contrast, in the shared track Gray encoder, there is only one track, and its terminals are arranged around the track. Therefore, not only can its diameter be reduced greatly, but its manufacturing process can be simplified a dozen-fold or more. Moreover, the mounting of the elements is easier since the space requirements are not so strict.
The accuracy of a rotary encoder depends on its count in one revolution. It is described by its resolution. The resolution of the encoder is calculated as
In the following, the method for designing the code pattern of a shared track Gray encoder will be demonstrated through the example of nϭ30 and Zϭ5 ͑Yan and Wang ͓8͔͒.
First, the shared control Gray codes for nϭ30 and Zϭ5 are searched out with the self-developed assembly program ͑Yan and Wang ͓7͔͒ on an X86 computer. All these codes are listed in Table  4 .
Scheme No. 1 in Table 4 is chosen for the encoder to be designed. The elements of the sequence are shifted 6, 12, 18, and 24 bits which are the position combination, to the left. Then the state numbers are written down. The combination states and state numbers are shown in Table 5 . From Table 5 , it can be seen that, in two successive binary numbers, only one bit changes, and the 30 digits in sequence for each output terminal constitute the same periodic sequence, except that the sequences are shifted left 6, 12, 18, and 24 bits compared with the original one.
Let element 0 in the sequence be the state of insulation which is white, and element 1 be the state of conduction which is black. Now the 30 elements of the sequence are arranged around a proper circle counterclockwise. In the circle, each element of the sequence takes an angle of ␣ϭ360 deg/30ϭ12 deg, which is called the unit position angle. From the position combination of the output terminals, with the circumferential position of the leftmost element 0 of the original sequence as the base, 6, 12, 18, and -6-9-12 3-6-12-24 3-9-12-21 6-12-18-24 10 000000001110000111100011111111 6-12-18-24 24 unit position angles are turned counterclockwise to obtain 5 locations including the base. At each location, an output terminal such as a brush or a readout device is placed, which is denoted by a, b, c, d, or e in Fig. 2 . Finally, the pattern of the shared track Gray encoder is designed, as shown in Fig. 2 . When the encoder rotates during measurement, the output terminals will generate binary digits sequentially, as shown in Table 5 . These digits represent the angular positions of the measured object, generally a shaft.
Conclusion
Based on shared control theory, a new type of encoder called the shared track Gray encoder has been proposed. This encoder has two distinguishing features: only one track instead of multiple tracks, and usage of Gray code. Its size can be reduced greatly compared with that of the conventional encoder, and there is no ambiguity problem.
The kernel of the shared control theory is achieving the maximum conversion function with the simplest shared controller. In addition to its application to the shared track Gray encoders, the theory has been or will be applied to such systems as the shift transmission of machine tools ͑Yan et al. ͓9͔͒ and dot matrix display/print systems.
Introduction
In this paper we consider orifice and leakage flows between a servovalve spool and valve body. Such flow is a key consideration in precision positioning applications. An ideal servovalve has perfect geometry, so that leakage flows are zero. In this case the theoretical orifice equation
where ⌬ P is the pressure drop across the orifice, x is the orifice opening, and K is the servovalve gain, holds over the whole range of spool travel. However, for actual servovalves, this relation only holds outside the null region. In practice, servovalves have considerable leakage flow at small valve openings. Indeed, experimentation and analysis indicate that at small spool displacements this flow is much larger than orifice flow. Most servohydraulic designs are based on the ideal orifice relation ͑e.g. ͓1͔͒, applied through the entire range of spool motion. The use of such models for design appears somewhat questionable, given the applicability of ideal relations only outside of the null region and the dominance of leakage flow within the null region. An accurate model that ͑1͒ includes both leakage flow and orifice flow and ͑2͒ makes a smooth transition between them would likely improve precision servohydraulic system design and performance. Although models of leakage flow in servovalves are available in the literature, these models impose limitations on the spool geometry and valve properties. The leakage flow model developed in ͓2͔ assumes a small and symmetric overlap between the spool lands and the valve control ports. However, this model is only valid for a small positive spool displacement limited to approximately 2 percent of maximum spool travel. Furthermore, the model predicts nonsmooth flow rate curves for small orifice openings, due to the nonsmooth transition from leakage to orifice flow.
The model developed in ͓3͔ circumvents this problem and provides smooth transition from leakage to orifice flow. But the resulting model is too complex to be used for practical design of nonlinear controllers to improve hydraulic system performance. This model approximates the leakage flow path in a servovalve as a short annulus of fine clearance and employs the flow model
where the parameters k 1 and k 2 are functions of various geometric and fluid properties ͓4͔. Since these parameters appear nonlinearly in the flow relation, their identification is very difficult and will likely require data that is not readily available from the manufacturers.
In this paper, we develop a mathematically convenient nonlinear servovalve model that accurately captures the servovalve leakage behavior. The leakage behavior is modeled as turbulent flow with a flow area inversely proportional to the overlap between the spool lands and the servovalve orifices. The model only assumes a critical center spool, and is valid over the entire range of spool travel. In particular, at zero spool displacement, the expressions of orifice flow for positive openings and leakage flow due to spoolvalve overlap predict identical flows, producing a continuous flow relation. Moreover, the model parameters can be calculated from the manufacturer data for servovalves with symmetrical and matched construction.
Servovalve Model With Internal Leakage
A servovalve and a hydraulic actuator are key components of a typical hydraulic control system. The flow through the servovalve control ports into the actuator chambers controls the motion of a hydraulic piston. The control flow rates are nonlinear functions of spool displacement and control port pressures. The derivation of the governing equations for a servovalve without internal leakage is described in standard texts such as ͓5͔. The derivation results in the square-root type of pressure-flow relation shown in Eq. ͑1͒. However, within the null region, the leakage flow between the spool lands and the valve body dominates the servovalve behavior. That is, in this region, the standard square-root law ͑1͒ used to express orifice flows does not provide a valid representation of the flow rates. An improved mathematical model that accurately characterizes the servovalve behavior over the whole range of spool motion ͑especially around null͒ would improve hydraulic system analysis and facilitate subsequent control design. Such a model is developed in this section.
A common servovalve configuration, shown in Fig. 1 , consists of two control ports with variable orifices that regulate the flow rates. The flow rates through the control ports of the servovalve are expressed in terms of the supply-side and return-side flow rates as
where the flow components are shown in Fig. 1 . The flow rates through the supply and return ports are expressed as
The net flow rate at each control port involves two distinct flow regimes: orifice and leakage flows. Consider, for example, the flows associated with the control port 1 of a servovalve for a positive spool displacement, as shown in Fig. 1 . The flow rate at the supply side of this port is given by the orifice equation
where the parameter x 0 accounts for the leakage flow rate at null (xϭ0). Note that x 0 is equivalent to a spool displacement that would result in the same amount of flow in a nonleaking servovalve as the leakage flow rate in a leaking servovalve with a centered spool. The flow rate at the return side of the control port 1 cannot be expressed using a simple orifice flow equation. Larger positive spool displacements increase the length of the leakage flow path to the left of the control port 1, hence increasing the resistance to flow. The leakage path is the result of the overlap between the valve body and the spool land, which forms a short annulus of fine clearance ͓4͔.
Since leakage resistance increases at larger valve openings, the leakage flow rate is inversely proportional to spool displacement. The flow rate at the return side of the control port 1 can thus be expressed as
The term x 0 is again added to account for the presence of leakage flow at zero spool displacement. The value of the parameter k 1R determines the flow resistance of the leakage path in the overlap region as a function of spool displacement. 
Determination of Model Parameters
In this section we determine servovalve model parameters K, x 0 , and k from readily available manufacturer data for a symmetric servovalve with matched ports. The required data consists of the rated flow values, leakage flow rate at null, and the pressure sensitivity curve at a given supply pressure.
The rated flow Q max is the flow rate obtainable when the rated input current I max is applied to the valve at a given valve pressure drop P V ϵ P S Ϫ P R Ϫ P L . Rated flow is usually specified for noload condition ( P L ϭ0).
The maximum leakage flow occurs at the neutral spool position and is only a few percent of the rated flow rate. The leakage flow decreases rapidly with valve stroke because of the larger overlap between the spool lands and the valve body ͓5͔. Thus, at rated flow conditions (Q max , I max ) and no-load flow at servovalve ports, leakage terms in Eqs. ͑4͒ and ͑5͒ can be ignored. The result is the classical servovalve flow equation at rated flow values ͓5, p. 85͔. Solving this equation for the flow gain K, we have
The equivalent orifice opening x 0 results from using the leakage flow expression ͑10͒ and the null flow rate (Q S (xϭ0)). We obtain 578 Õ Vol. 122, SEPTEMBER 2000
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Finally, we solve for the leakage coefficient k using the pressure sensitivity expression ͑11͒ evaluated at xϭx 0 , so that
Model Evaluation
The servovalve model with leakage ͑Eqs. ͑4͒ and ͑5͒͒ has been validated using a Moog 760-723A servovalve with 40 lpm noload rated flow at 70 bar valve pressure drop and 25 mA rated current. The model parameters are calculated using servovalve data measured at P S ϭ137.9 bar in Eqs. ͑12͒-͑14͒. The resulting parameters are as follows:
Kϭ1.46ϫ10
Ϫ5 , x 0 ϭ8.28ϫ10 Ϫ5 , kϭ2.93ϫ10 Ϫ1 .
The same estimated parameters are used in subsequent simulations for various supply pressures. The simulated leakage flow curves are plotted together with the experimental results in Fig. 2 , where we used the above parameters in Eq. ͑10͒ for simulations. Similarly, the pressure sensitivity curves are generated using Eq. ͑11͒. These curves are plotted together with the experimental results in Fig. 3 .
A comparison of simulated and experimental results in Figs. 2 and 3 confirms the accuracy of the servovalve model equations ͑4͒ and ͑5͒. However, as seen in Fig. 2 , the leakage flow model in Eq. ͑10͒ slightly overestimates the leakage flow around the neutral spool position. Since we neglected the effect of leakage flow at rated flow conditions for parameter estimation, Eq. ͑12͒ results in a slightly larger value of the flow gain K. As the parameter K is a multiplier in Eq. ͑10͒, a larger value shifts the leakage flow curve upwards, more at larger flow rates around null. However, note that the parameter K does not appear in pressure sensitivity relation ͑11͒, so that the resulting curves in Fig. 3 are not affected and remain accurate.
Conclusions
This paper presents an improved nonlinear servovalve model that accurately combines servovalve orifice and leakage flow behavior. The leakage behavior is modeled as turbulent flow with a flow area inversely proportional to the overlap between the spool lands and the servovalve body. The model only assumes a critical center spool and is valid over the entire range of spool travel. In particular, the model provides a continuous flow relation at zero spool displacement, where the transition from orifice flow to leakage flow occurs.
The validity of the model is demonstrated by comparing experimental and simulated behavior of a servovalve. The model parameters are calculated using manufacturer data. The experimental data demonstrates that the model can accurately predict the leakage performance of a servovalve at different operating pressures.
Nomenclature
k iR͑S͒ ϭ port i return ͑supply͒ side leakage coefficient K iR͑S͒ ϭ port i return ͑supply͒ side flow gain P i ϭ port i pressure P L ϭ load pressure P R͑S͒ ϭ return ͑supply͒ pressure P V ϭ valve pressure drop Q i ϭ port i net flow rate Q iR͑S͒ ϭ port i return ͑supply͒ side flow rate Q R͑S͒ ϭ total return ͑supply͒ flow rate x ϭ valve spool position x 0 ϭ equivalent orifice opening
