ABSTRACT The sparse uniform linear array (SULA) with larger array aperture is adopted to improve the accuracy of direction of arrival (DOA) estimation with a limited number of physical antennas. In the case of single working frequency configuration, spatial aliasing problem occurs due to the spatial under-sampling. However, with a sufficient anti-aliasing condition for multiple frequencies, the unique DOA estimations can be obtained without ambiguity by using multiple integer frequencies. The multiple equivalent array structures of the multiple integer frequencies are analyzed. To perform DOA estimation, in the first part of the paper, a pair of fast DOA estimation methods are proposed. Based on the fact that a real DOA and its ambiguous positions are periodic distributed in the sine domain, the two proposed methods are applied to each equivalent array separately to obtain the real DOA positions as well as their replica positions. Then, an effective matching algorithm is proposed to pick out the real DOAs from the ambiguous ones. The first algorithm is a partial spectral search-based algorithm, and the second algorithm is a search-free-based method. These two algorithms are referred to as matching partial spectral search-based algorithm (matching PPS) and matching root-multiple signal classification algorithm (matching root-MUSIC), respectively. Our third proposed algorithm is a combined root-MUSIC which is applied to the multiple equivalent arrays by taking them as sub-arrays of a common filled ULA. The combined root-MUSIC algorithm utilizes the MUSIC null-spectrum functions of all equivalent arrays to form a new polynomial, and the DOA estimations can be obtained efficiently without any spatial ambiguity by applying polynomial rooting to the new polynomial. Simulations are provided to verify the validity of the proposed algorithms.
I. INTRODUCTION
Direction of arrival (DOA) estimation is a very important application of array signal processing. It is well known that the angle resolution of an antenna array is heavily dependent on the array aperture. A larger array aperture usually means a better angular resolution, while the spacing between two adjacent sensors should no larger than a half wavelength of the working frequency to avoid the spatial aliasing problem [1] . With a given number of sensors, one approach to obtain the tradeoff between the aperture size and the sensor spacing is to use a sparse array. There are many kinds of sparse linear arrays such as minimum redundancy arrays (MRAs) [2] , [3] , Nested arrays [4] , [5] and co-prime linear arrays [6] . Given N sensors, the co-arrays of these sparse arrays all have O(N 2 ) degrees of freedom (DOF), which can be exploited to identify O(N 2 ) sources by applying an extension of multiple signal classification (MUSIC) algorithm to the co-array domain [4] . For MRAs, there is no closed form expression for the array construction and achievable DOF, while Nested and co-prime arrays can be designed for any specified N .
When the number of sources is less than the sensor number N , multiple signal classification (MUSIC) or some similar algorithms can be directly applied to the sparse array rather than its co-array. For a given number of sensors, the unambiguous identifiability property has been studied in [7] , it also shows that nested and co-prime arrays have higher resolvability than the filled uniform linear array (ULA) owing to array sparsity. Since MUSIC on a co-prime array requires total spectral search over the angular field-of-view, it suffers from high computational cost. To reduce the computation complexity, a co-prime array is decomposed into a pair of sparse uniform linear sub-arrays in [8] and [9] , then the conventional MUSIC is applied to each sub-array separately, which brings some reduction of computation at the expense of phase ambiguity in the MUSIC spectrum of each subarray. To remove the phase ambiguity, common peaks of the spectra of the two sub-arrays are searched and the real DOAs can be uniquely estimated. To further reduce the complexity, a partial spectral search-based DOA estimation method is proposed [10] and [11] . The partial spectral search-based method only searches the peaks of the MUSIC spectrum over a limited angular sector rather than the whole angular field of view by using the fact that peaks are uniformly distributed in the transformed sine domain.
On the one hand, since the two sub-arrays in the co-prime arrays both have the uniform linear array structure, the manifold array of each sub-array has a Vandermonde form, which allows the search step to be replaced by the polynomial rooting. These are so-called search-free algorithms, which includes root-MUSIC [12] , ESPRIT [13] and MODE [14] . A fast search-free DOA estimation algorithm for co-prime arrays based on MODE is proposed in [15] , which operates on each sub-array and uses a projection-like method to combine the estimations from the two different sub-arrays. This method greatly reduces the computational complexity. However, it requires the DOA matching processing, which is proven to be invalid since multi-target matching error exists in some extreme scenarios as pointed out in [16] . To tackle this problem, an improved DOA estimation algorithm based on root-MUSIC algorithm is proposed in [16] which solves the matching error problem by using the data of co-prime rather than its sub-arrays. However, it uses the steer arrays of the sub-arrays to perform polynomial root finding separately. Like methods that operate on the sub-arrays of the co-prime arrays separately, only the DOFs of the sub-arrays rather than that of the co-prime array are used to obtain the DOA estimations, thus it can only resolve a smaller number of sources than that of the sensors in both sub-arrays.
On the other hand, the co-prime array is actually a nonuniform array, the methods for arbitrary arrays that transform the arbitrary arrays to equivalent ULAs can be applied to the co-prime array. These methods include manifold separation [17] , array interpolation [18] , [19] and FourierDomain(FD) root-MUSIC [20] , which take advantage of efficient algorithms for ULAs by approximating the steering vector of an arbitrary array by that of a virtual ULA. However, they have the following disadvantage, a large number of virtual elements is always required to achieve a satisfactory performance, which increase the computational complexity. What's more, they do not coverage to Cramer-Rao Low Bound (CRLB) when the noise-to-signal ratio (SNR) is high, because the approximating error dominates the performance at high SNR.
Unlike the co-prime array, which uses two sparse uniform linear sub-arrays to form a sparse nonuniform array with a large array aperture. The authors in [21] - [23] propose an alternative structure to implement the co-prime arrays, which uses a single sparse uniform linear array with multiple co-prime frequencies to increase the DOF of the proposed system in the co-prime domain. This structure mainly aims at the increased DOF benefiting from the usage of the cross-lags between equivalent sub-arrays of two co-prime frequencies. The main difference between the co-prime array and co-prime frequency array is that the reflection characteristic in the latter is different due to the differences in the propagation phase and possible the target reflectivity. Therefore, the equivalent arrays corresponding to different frequencies cannot directly combined to form a non-uniform liner array. To make full use of the informations provided by all co-prime frequencies, the DOA estimation problem of co-prime frequency array is formulated as a group sparse problem, which can be solved utilizing some algorithms such as the group LASSO algorithm [24] , Block OMP [25] and the CMT-BCS algorithm [26] . One common drawback of these methods is that they suffer from dictionary mismatches. To solve the this problem, the group sparsity based method proposed in [27] . Another common disadvantage of these algorithms have high computational complexities.
Following the spirit in [23] , we use a sparse ULA with a large aperture in this paper to improve angle resolution with a limited number of physical array elements. Different from the analysis in [23] , our study mainly focuses on the occasion where the number of source is less than that of the physical elements in the array with multiple frequencies. Therefore, we do not need to perform DOA estimation on the co-prime domain. Such scheme can be taken as a special case in [1] and [28] . However, the DOA estimation method proposed in [1] only takes the single target scenario into consideration, which fails in the multi-target scenario due to the influence of different target reflection characteristic at different frequencies. Meanwhile, the sparse signal representation (SSR) method used in [28] also suffers from the dictionary mismatches and requires large computational complexity.
Different from the SSR method, MUSIC has no dictionary mismatches and it has lower computation complexity. By judiciously choosing the frequencies combinations, the spatial aliasing problem can be completely avoided. On the one hand, we can extend the scheme in [8] and [10] or directly apply the complex strategy in [11] to the equivalent arrays of the multiple frequencies for the genuine DOAs. On the other hand, the combined MUSIC algorithm in [29] can be used, however, it needs a total spectral search over the angular field-of-view. To reduce the computation complexity, at the first stage, two fast matching-based VOLUME 6, 2018 algortihms are proposed, the first one is a partial spectral search-based algorithm based on the peaks matching of the MUSIC spectra (matching PPS), which is similar to the method in [8] . The difference is that the matching algorithm in our paper is applicable to multiple sub-arrays, while the matching scheme used in [8] is only applicable to co-prime array with two sub-arrays. The second algorithm is a search-free method which applies root-MUSIC to each equivalent array separately for the real DOAs and ambiguous DOAs just as the matching PPS method does. Then the same matching algorithm as used in matching PPS is utilized to select the real DOAs. The third one is also a search-free method called combined root-MUSIC which takes average of the MUSIC spectrum null functions of all the equivalent arrays. This proposed algorithm takes full advantage of the inherent connections between these equivalent arrays and a filled ULA. Unlike the first two algorithms, the combined root-MUSIC can uniquely determine the DOAs directly without any matching processing.
The rest of the paper is organized as follows. The signal mode of a sparse ULA with multiple integer frequencies is introduced in Section II. In Section III, The proposed three fast DOA estimation algorithms for multiple integer frequencies are presented. In Section IV, Cramer-Rao Lower Bound for multiple integer frequencies is introduced. Section V provides some discussions on the choice of the multiple integer frequencies combinations. The computation complexity comparison for different algorithms are provided in Section VI. Then, simulation results are provided in section VII to compare the performances of the three proposed methods. Finally, some conclusions are provided in Section VIII.
Notation: Throughout this paper, bold symbols are used for vectors and matrices. A −1 A * , A H and A T are inverse, conjugate, conjugate transpose and transpose of the matrix A, respectively. C denotes the sets of real numbers and complex numbers. | · | denotes the absolute value of a scalar or cardinality of a set. · 2 denotes the 2-norm, and · F denotes Frobenius norm. denotes the Hadamard product, is the angle operator.
[A] j,k is the (j, k) th entry of a matrix A. I denotes an identity matrix, denotes the real part of the expression. E{·} is the expectation notion.
II. SPARSE UNIFORM LINEAR ARRAY WITH MULTIPLE INTEGER FREQUENCIES SIGNAL MODEL
Consider a multiple frequencies radar system consisting of a single transmitting antenna and an N -element receiving array which is a sparse uniform linear array (SULA) with element spacing d 0 , which is a half wavelength of the reference frequency f 0 , i.e. d 0 = λ 0 /2 = c/2f 0 , where c is the light speed. The transmitting antennas transmit L continuous-wave signals with integer frequencies f l , l = 1, . . . , L simultaneously. By integer frequencies, we mean frequency f l is integer multiples of the reference frequency f 0 , i.e. f l = M l f 0 , where M l is an integer. By sparse ULA, we mean that M l > 1. Suppose that there are K < N far field targets in the field of view with DOAs θ = [θ 1 , θ 2 , . . . , θ K ], the received signal for the frequency f l can be expressed as
where s k,l (t) is the complex envelop of the echoed signal of the source k corresponding to the frequency f l , which depends on the transmitting power, the receiving antenna gain, the propagation loss and the radar cross section (RCS) of the target.ñ l (t) is the additive noise vector whose elements are spatially and temporally white following the complex Gaussian distribution CN (0, σ 2 n I N ) and are independent of the target signals. We use the same assumption in [23] that s k,l (t) is independent with the receive antenna channel, but is essentially frequency-dependent due to the different propagation phase delays. s k,l (t) is also uncorrelated for different targets over one scan due to target RCS fluctuations (Swerling II) or target motion. In addition, a l (θ k ) is the steering vector corresponding to θ k at the frequency f l , which is expressed as
where λ l is the wavelength of frequency f l . To obtain the baseband signal, we make demodulation utilizing the respective frequencies. Filtering through the low-pass filter, we obtain
where
T . We use σ 2 n,l to denote the noise variance at the filter output with frequency f l .
Without loss of generality, we assume that the inte-
It is noted that our signal model is the same with the one in [23] if M l are mutually co-prime integers. With f l = M l f 0 , we have λ 0 = M l λ l , then we can rewrite the steering vectors in a reference frequency-independent form as
By analyzing the structure of (4), we can take it as a steer vector of a virtual sparse ULA with inter-element spacing of M l d 0 whose working frequency is the reference frequency f 0 . As a result, we can obtain L equivalent arrays. These arrays have the same number of elements, N . In addition, the array aperture of the l th equivalent array is M l (N − 1)d 0 . Since the signals corresponding to different virtual arrays have distinct phases or RCSs, DOA estimation method needs to take this fact into account.
The covariance matrix corresponding to the l th equivalent array can be written as
is the signal covariance matrix. In practical situations, the exact array covariance matrix R l is not available, we can use T snapshots to obtain its estimatê
The eigenvalue decomposition ofR l yieldŝ
whereÛ s,l ∈ C N ×K andÛ n,l ∈ C N ×(N −K ) are the signal-subspace and noise-subspace, respectively.
III. SPARSE UNIFORM LINEAR ARRAY WITH MULTIPLE INTEGER FREQUENCIES SIGNAL MODEL
In this section, we firstly introduce the spatial aliasing problem of the sparse equivalent arrays, then the anti-aliasing condition for multiple integer frequencies system is presented. After that, two algorithms are proposed, which are the matching based partial spectral searching algorithm (matching PPS) and the matching based root-MUSIC (matching root-MUSIC). These two fast DOA estimation algorithms both consist of two steps: in the first step, the aliasing peaks (roots) and the real peaks (roots) are obtained. To pick out the real ones corresponding to the real targets, an efficient matching algorithm is proposed in the second step. Another two match-free algorithms are also presented here, one is a conventional combined MUSIC based on spectral searching, the other is a combined root-MUSIC which is actually a search free version of the former.
A. SPATIAL ALIASING PROBLEM FOR MULTIPLE INTEGER FREQUENCIES
Since the distance between two adjacent elements in the lth equivalent array is M l λ 0 /2 with M l > 1, this has the same effect as we under-sample a signal by a factor of M l in the temporal domain. According to the spatial sampling theorem, if the interval of the elements is larger than λ 0 /2, the DOAs of the targets are not able to resolve uniquely because more than one different DOAs will produce the same steering vector, which leads to the problem of angular ambiguity. According to [11, Th. 1] , for each real DOA, there exist other (M l -1) distinct replicas that are uniformly distributed in sine domain from -1 to 1. The relationship between a real DOA, θ k and its ambiguous DOA, θ
a,l is expressed as [8] , [10] , [11] 
wherem l is a nonzero integer between −(M l −1) and (M l −1).
B. ALIASING SUPPRESSION FOR MULTIPLE INTEGER FREQUENCIES
The sufficient anti-aliasing condition for multiple integer frequency with a sparse ULA is given in [1] and [28] : If there exist at least two frequencies, say f m and f n , satisfying
then the unique DOA of a true target can be obtained without any aliasing. This condition only aims at avoiding the overlap of spatial aliasing corresponding to different frequencies instead of avoiding spatial aliasing for each frequency. Therefore, it can be view as a relaxed constraint. Using the sufficient anti-aliasing condition, since
Considering the fact that M m and M n are integers, we have |M m − M n | = 1. Without loss of generality, we set M m > M n , then M m = M n + 1. According to the above analysis, only two integer frequencies can be utilized to obtain the unique DOAs. If only two frequencies are used, say M 1 f 0 and M 2 f 0 , then we have M 1 = M 2 + 1, which means that M 1 and M 2 are mutually co-prime. As a consequence, the two corresponding equivalent arrays can be taken as sparse sub-arrays of a co-prime array as expressed in [9] and [10] . However, unlike a real co-prime array, in which the number of sub-array sensors is different, the two corresponding equivalent arrays share the same number of sensors. According to the two propositions in [9] , if the inter-element spacings in two sub-arrays are mutually coprime, the unique DOA estimation in the case of single signal can be obtained without aliasing by using MUSIC spectrum peaks match processing, which is consistent with the anti-aliasing condition in (9) .
Note that, the sufficient anti-aliasing condition in (9) only prevents the alignment of false replicas belonging to the same direction of arrival. It is still possible that two spatial spectra for M m and M n share the replicas of different directions of arrivals. This type of false alignment is referred to as crossnulling, which has been analysed in [16] . To identify crossnulls, additional spatial spectra are needed. It can be shown that at least K + 1 frequencies are required to eliminate potential cross-nulls for K sources.
C. PEAKS MATCHING BASED ALGORITHMS FOR MULTIPLE INTEGER FREQUENCIES
Since the echoed signal of a target depends on the transmitting frequency, unlike a real co-prime array, in which the sub-arrays share the same return signal for each target. As a result, we cannot directly combine these equivalent arrays to form a nonuniform array. Instead, we apply partial spectral search-based MUSIC or root MUSIC to each equivalent array separately to obtain aliasing peaks or roots that contain the real DOAs, then we combine the aliasing results of all arrays to pick the real DOA estimation with an efficient matching algorithm.
1) PEAKS MATCHING BASED ALGORITHMS FOR MULTIPLE INTEGER FREQUENCIES
Using the orthogonality between the signal subspace and the noise subspace, the conventional MUSIC null-spectrum function of frequency f l can be expressed as
The spectral MUSIC technique estimates the DOAs from the maxima of this function by searching over θ with a fine grid. Since the total number of spectral points S N , the computational complexity of this spectral search step is typically substantially higher than that of the eigen-decomposition step. To reduce the computation complexity, a partial spectral search-based DOA estimation method is proposed for co-prime linear arrays in [10] , which can also be used for DOA estimation using multiple integer frequencies. Using the transformation u = sin(θ ), (−1 ≤ u ≤ 1) the position of a real peak and its (M l − 1) ambiguous peaks follow uniform distribution in the u domain as described in (8) . If we obtain an arbitrary peak, then we can recover other peaks immediately without search the whole search field. Therefore, we can equally divide the total search field of the lth equivalent array into M l intervals without overlaps as in [10] . The i th interval is denoted as
for i = 1, 2, . . . , M l . For each source, there must exist one ambiguous DOA in arbitrary interval i,l . Therefore, the positions of the K corresponding peaks of K sources can be obtained by searching over the arbitrary interval i,l . Denote the K peaks in the ith interval as
Then the corresponding K ambiguous peaks in other intervals q,l (q = 1, 2, . . . , M l ) can be recovered using the following equation
Generally, there exist K × M l peaks for the lth equivalent array, denoted as
2) ALIASING ROOTS POSITIONS USING ROOT-MUSIC
Since each equivalent array is a sparse ULA, the root-MUSIC can be directly applied to the lth equivalent separately by using (10) as
where z l = e −jπ M l sin(θ ) =e −jπM l u , and
is the sum of elements of matrixÛ n,lÛ H n,l on its m l th diagonal. This is a polynomial of degree of 2(N −1) whose roots appear in conjugate reciprocal pairs. That is, if z 0 is a root of F l (z l ), then 1/z * 0 is its root as well. However, the polynomial in (14) has M l × K roots instead of K , the problem is that aliasing occurs with the period of 2π/M l due to spatial undersampling. If z
i,l e j2mπ/M l is also a root of (14), where m is a non-zero integer between −(M l − 1) and (M l − 1). Like the aliasing problem in the partial spectral based DOA algorithm, there is no way to distinguish a real root from its replicas by using each equivalent array separately. However, we can find K aliasing roots corresponding to the K targets by finding the K largest-magnitude roots that are located inside the unit circle, denoted as z
. . , K , whose DOA positions in the u domain can be estimated as
For each u k i,l , we can find the M l aliasing DOA estimation 1] in the u domain by using the spatial aliasing period of 2/M l as described in (12) . Then we can obtain the
as the same in (13) . The remaining work is how to peak the K real root positions from u l .
3) EFFECTIVE MATCHING ALGORITHM FOR MULTIPLE EQUIVALENT ARRAYS
Using the result of partial spectral based DOA with the lth equivalent array, i.e. u l = [u 1,l , u 2,l , . . . , u M l ,l ], or the output of the root-MUSIC, i.e.
Our purpose is to select the K genuine peak (root) positions from u l . To identify the genuine peak (root) positions and exclude the replicas, a probability-based decision strategy is used in [11] , while a binary decision strategy is used in [15] . The simple peaks match process used in [10] is successful in the case of only two equivalent arrays. However, when the number of equivalent arrays is larger than 2, we need a new strategy to get better results. In this section, we present an efficient target matching processing for multiple equivalent arrays.
According to [11] , a genuine peak (root) position is independent on the sparse inter-element spacing, while the replicate peak (root) position is highly dependent on it. If a peak (root) position u = sin(θ ) correspond to a real target, then it is a peak (root) in all spectra P l (θ )(F l (z l )) for l = 1 . . . , L, while a replica one is only a peak (root) for part of the spectra P l (θ )(F l (z l )) due to the anti-aliasing condition in (9) . Therefore, we can use the following criterion function to find the K genuine peak (root) positions.
where a l (u) = 
. . , L for each equivalent array, by averaging the kth elements of these L groups ofû l , l = 1 . . . , L across l, we can obtain the final DOA estimate of the kth target aŝ
Compared with the matching based partial spectral searching algorithm (Matching PPS), the matching based root-MUSIC (Matching root-MUSIC) has lower computational complexity because no spectral searching is needed.
D. COMBINED MUSIC SPECTRAL DOA ESTIMATION ALGORITHM
In [29] , the combined MUSIC spectrum algorithm for wideband signals is proposed. Since the multiple integer frequencies can be considered as some discrete frequency bins in a wideband signal. The method in [29] can be directly applied here. This method first measures the orthogonality at each integer frequency, and then combines the resulted measures for the multiple frequencies. By using the arithmetic mean metric both for the individual frequency and the combination over the multiple integer frequencies, the combined MUSIC spectrum is expressed as
then the estimated DOAs correspond to the K largest values of the spectrum P combine (θ ). Compared with the extended partial spectral DOA estimation algorithm introduced above, there is no need of peaks match processing. However, it requires total spectral search over the angular field-of-view, which cause a larger computational complexity.
E. COMBINED ROOT-MUSIC FOR MULTIPLE INTEGER FREQUENCIES
To reduce the computation complexity in equation (19), we propose a combined root-MUSIC algorithm which can be considered as a search free version of the DOA estimator for (19) . The method can estimate the true DOAs directly without peak matching processing by taking all equivalent array as sub-arrays of a filled ULA.
1) RELATIONSHIPS OF THE EQUIVALENT ARRAYS AND A FILLED ULA
Based on the analysis in section II, the element positions in the lth equivalent array form the position set
All the L equivalent arrays share the first element position at the zeroth position. Since M 1 > M 2 > · · · > M L , the first equivalent array has the largest array aperture as M 1 (N −1)d 0 , the L equivalent arrays can be considered as sub-arrays of a filled ULA with an inter-element spacing is d 0 . By observing the element position set of each equivalent array, we find that there are infinitely many such filled ULAs. However, we can find a unique filled ULA with the smallest number of elements. Obviously, the unique filled ULA has the same array aperture as the first equivalent array i.e.
The element position set of this filled ULA is
The manifold matrix of the filled ULA is
is the steering vector of the filled ULA corresponding to the kth direction, θ k . The lth equivalent array takes only a subset of the elements of the filled ULA. Denote the subset as l = [ 1,l , . . . , N ,l ], then the lth equivalent array can be fully represented by this element index set. Assume that the subset is sorted ascending with 1,l = 1 and N ,l = M l (N − 1) + 1, then we have n,l = M l (n − 1) + 1, n = 1, . . . , N . There also exists a corresponding selection matrix l ∈ {0, 1} N ×(M 1 N −M 1 +1) whose nth row contains all zeros but a single one at the n,l th position. Obviously, we have the following equation
Next, we use an example to show how the selection matrix 
2) COMBINED ROOT-MUSIC FOR MULTIPLE INTEGER FREQUENCIES
Using (24), the MUSIC spectrum used for peak search for the lth equivalent array in (10) can be rewritten as
where G l = H lÛ n,l . Therefore, the combined MUSIC spectrum in (19) can be rewritten as
Instead of searching the combined MUSIC spectrum for peaks, we can apply the polynomial root finding to (26) to obtain the true DOA estimate directly. Let
T , where z = e −jπ sin(θ) . Then we can turn (26) a the root finding problem with the following polynomial
is the sum of elements of matrix
This is a polynomial of degree of 2M 1 (N − 1) whose roots appear in conjugate reciprocal pairs, that is, if z 0 is a root of F combine (z), 1/z * 0 is its root as well. By finding the K largest-magnitude roots that are located inside the unit circle, denoted as z (k) , k = 1, 2, . . . , K , the K real DOAs can be estimated as followŝ
F. THE RELATIONSHIP OF COMBINED ROOT-MUSIC AND MATCHING ROOT-MUSIC
Since each equivalent array is a sparse ULA, the root-MUSIC can be directly applied to lth equivalent separately by using (10) . With (24), we can rewrite (14) as
From (30) 
Obviously, from (27) and (30), we have
The polynomial F l (z l ) and The polynomial F l (z) are essentially the same, except that they have different variables and polynomial degrees, the polynomial F l (z l ) has degree of 2(N − 1), while the polynomial F l (z) has degree of 2M 1 (N − 1). These two polynomials both have the same M l ×K roots instead of K due to spatial aliasing. According to the analysis in Section III.C, due to the low polynomial degree of F l (z l ), we can only obtain K aliasing roots corresponding to the K targets by finding the K largest-magnitude roots that are located inside the unit circle. However, we can directly obtain the M l × K roots of polynomial F l (z) by finding the M l × K largest-magnitude roots that are located inside the unit circle of at the expense of more computation complexity, which will be discussed in the following section.
According to the analysis in the Section III.B, with the sufficient condition for multiple integer frequencies system, only the roots
Therefore, we can obtain the K genuine DOAs by finding the K largest-magnitude roots of polynomial F combine (z) that are located inside the unit circle. The combined root MUSIC algorithm can directly find the K DOAs without position matching processing, which is the key point of the combined root-MUSIC algorithm. It is noted that we cannot take average of F l (z l ) to construct a similar polynomial as F combine (z), because variable z l is different for different equivalent array. That is the reason we consider every equivalent array as a sub-array of the same filled full ULA.
IV. CRAMER-RAO LOWER BOUND FOR MULTIPLE INTEGER FREQUENCIES
In this section, we present the Cramer-Rao Lower Bound (CRLB) for the multiple integer frequencies following the theoretical analysis in [32] and [33] . Since the multiple integer frequencies can be parts of discrete frequency bins in a wideband signal, which can be consider as a special wideband model, we can use the CRLB of wideband model as the CRLB of multiple integer frequencies. Under the assumptions of the wideband Gaussian model, the CRLB is given by [32] and [33]
Considering the case of single source K = 1, (34) becomes
where the SN R l is the signal-to-noise (SNR) of the target at frequency f l . For simplicity, we assume that the SN R l does not vary with f l , i.e. SN R l = SNR, l = 1, 2, . . . , L, with a fixed N , the CRLB of the multiple integer frequencies highly depends on the combination of frequencies, especially the value of M 1 . In general, a larger value of M 1 leads to a lower CRLB. However, with a fixed M 1 , increasing the number of multiple integer frequencies L has less influence on the CRLB, which will be demonstrated in the simulation section.
V. DISCUSSION ON THE COMBINATION OF THE MULTIPLE INTEGER FREQUENCIES
In this section, we discuss how to choose the best combination of multiple integer frequencies with a given number of physical elements N and the fixed number of frequencies L. The angular resolution of the multiple integer frequencies is mainly limited by the array aperture of the first equivalent array. Given a required angular resolution, we can find the corresponding M 1 and then we use the ant-aliasing condition (9) and the CRLB to find the other L − 1 integer frequencies. If we want to obtain the lowest CRLB with the assumption that SN R l = SNR, l = 1, 2, . . . , L, according to (35), we have M l = M 1 − l + 1, l = 1, 2, . . . , L. Naturally, one may think that we can improve the angular resolution with arbitrary big M 1 with given N and L. However, as the increasing of M 1 , the much more number of replica peaks or replica roots are generated for MUSIC spectra in (10) or polynomials in (14) and (30), respectively, which lead to cross-nullings in demanding scenarios such as low SNR and small number of snapshots.
Furthermore, with increase of the number of targets, higher probability of cross-nulling.
VI. COMPUTATION COMPLEXITY COMPARISON
The computational complexity of the proposed matching PPS, matching root-MUSIC and combined root-MUSIC algorithms are compared with that of the conventional combined MUSIC algorithm in Table 1 . N − 1)) 3 ), respectively.
According to the above analysis, with fixed L, N , T and searching interval, the complexity of the combined MUSIC algorithm is independent with the combination of multiple integer frequencies, while that of the matching PPS algorithm is highly dependent on the choice of multiple integer frequencies. With the value of the integer frequencies increase, the computation cost decreases. The computation complexity of the combined root-MUSIC highly depends on the M 1 , which increases fast as M 1 increases. In the typical for spectral search-based estimation case of large S(S N , S M 1 ), the proposed combined root-MUSIC is more efficient than the combined MUSIC algorithm. Compared with the other three algorithms, the proposed matching root-MUSIC algorithm has the lowest computation complexity.
We use an example to show the comparison of the computation complexity of these algorithms. The number of snapshots is set to be T = 400, N = 6 elements are used in the sparse ULA, and L = 3 frequencies are used with From Fig.1 , the combined MUSIC algorithm has the highest computation complexity when the search step is 0.001 • , since it requires the total spectral search over the entire angular field-of-view while the matching root-MUSIC has the lowest computation complexity. The computation complexity of the matching PPS algorithm decreases rapidly as M 1 increases while that of the combined root-MUSIC increase as rapidly M 1 increases. The combined root-MUSIC has lower complexity than the combined MUSIC with searching step of 0.001 • . When M 1 < 25, its complexity is smaller than that of the combined MUSIC algorithm with searching step of 0.01 • . When M 1 < 20, combined root-MUSIC has lower complexity than that of the matching PPS algorithm with searching step of 0.001 • , and it is more efficient than the matching PPS algorithm with search step 0.01 • when M 1 < 11.
VII. SIMULATION RESULTS
In this section, simulations are performed to evaluate the the performances of the proposed three algorithms including the matching PPS algorithm, the matching root-MUSIC algorithm and the combined root-MUSIC algorithm. Throughout our simulations, 500 independent Monte Carlo runs have been used in each example. The sparse ULA consists of N = 6 physical elements. To obtain a low CRLB with a fixed number of frequencies L, we set M l = M 1 − l + 1, l = 1, 2, . . . , L. For matching PPS, S = 1.8 × 10 4 has been chosen with searching interval of 0.01 • . The DOA estimation root-mean-square-error (RMSE) is used to compare the performances of these three algorithms. CRLB in the (34) is also used for comparison.
A. IDENTICAL RCS AT DIFFERENT FREQUENCIES
In this section, the source powers at different integer frequencies are assumed to be identical and only phase differences exist between the received signals at different frequencies. Thus the SN R l does not vary with f l , i.e. SN R l = SNR, l = 1, 2, . . . , L as in [23] . This assumption is reasonable if the frequency separations between these frequencies are relatively small such that the absolute value of the RCS of a target stays unchanged with these multiple integer frequencies.
1) RMSE VERSUS SNR
In the first simulation, we use K = 2 equally powered targets with DOAs of θ = [−0.9
• , 0.9 • ]. A total of T = 400 snapshots are used, and the SNR varies from −15dB to 20dB. Firstly, the performances of each algorithm separately with three different numbers of integer frequencies L are compared. For each algorithm, three sets of multiple integer frequencies combinations are used. All these three combinations share the same M 1 = 11. L = 2, 3, 4 frequencies are used respectively for each algorithm. When L = 4, the element positions of the physical array, the equivalent arrays and the corresponding filled ULA array are given in Fig.2 . The results of the matching PPS algorithm, the matching root-MUSIC algorithm and the combined root-MUSIC together with the CRLB are presented in Fig.3 (a), Fig.3(b) , and Fig.3(c) , respectively. The results show that, with the same SNR, a larger L leads to a lower CRLB, but the improvement in CRLB with increasing of L is relatively non-significant. For each algorithm, they all reach the corresponding CRLB when in the high SNR regime. While in the low SNR regime, the matching PPS method is not sensitive to L, since when L increases from 3 to 4, the improvement in the RMSE performance is not remarkable. On the contrary, the matching root-MUSIC method and the combined root-MUSIC both have notable improvements when L changes from 3 to 4. Then, the number of frequencies is fixed at L = 3, the performances of the three algorithms are compared and the results in Fig.3(d) show that the matching root-MUSIC outperforms the matching PPS method, while the combined root-MUSIC has the best performance when the SNR > −10dB. The matching PPS method and the matching root-MUSIC method are a little more robust than the combined root-MUSIC when SNR < −10dB. 
2) RMSE VERSUS NUMBER OF SNAPSHOTS
In the second simulation, the RMSE performances of the proposed methods versus the number of snapshots are compared. We fix the SNR at −5dB and vary the number of snapshots T from 50 to 1000. All other parameters are identical to those in the first example. Firstly, we compare the performance of each algorithm separately with different number of integer frequencies L. The results of the matching PPS algorithm, the matching root-MUSIC algorithm and the combined root-MUSIC together with the CRLB are presented in Fig.4(a) , Fig.4(b) and Fig.4(c) , respectively. The results show that with the same number of snapshots T , a larger L leads to a lower CRLB, but the improvement in CRLB with the increase of the number of frequencies is relatively non-significant. For each algorithm, they all approach the corresponding CRLB when the number of snapshots is large. When L = 2, both the matching PPS algorithm and the matching root-MUSIC algorithm approach CRLB when T > 600, while the combined root-MUSIC requires T > 870 snapshots to reach the CRLB. When T is small, the matching PPS method is not sensitive to L. Since when L increases from 3 to 4, the improvement in the RMSE performance is not remarkable. However, the matching root-MUSIC method and the combined root-MUSIC both have notable improvement when L changes from 3 to 4. Then, we fixed the number of frequencies at L = 3, the performances of the three algorithms are compared in Fig.4(d) . The results show that the matching root-MUSIC outperforms the matching PPS method and the matching root-MUSIC method when L = 3. These results indicate that the combined root-MUSIC algorithm is more sensitive to the number of frequencies L.
3) RMSE VERSUS ANGULAR SEPARATION
In the third simulation, we examine the performances of the three proposed algorithms versus the angular separation between two targets. We fix the SNR at 0dB and the number of the snapshots T = 400. The DOA of the first target is fixed and equals to θ 1 = 2 • , while the DOA of the second target θ 2 changes from 2.4 • to 10 • . All other parameters are identical with those in the previous two examples. At first, we compare the performances of each algorithm separately with different numbers of integer frequencies L. The results of the matching PPS algorithm, the matching root-MUSIC algorithm and the combined root-MUSIC together with the CRLB are presented in Fig.5(a), Fig.5(b) , and Fig.5(c) , respectively. We can see that with the same angular separation, a larger L leads to a lower CRLB, but the improvement in CRLB with increasing of the number of frequencies L is relatively small. For each algorithm, they all approach the corresponding CRLB when the angular separation is big enough except for the case of L = 2. When L = 2, all these three proposed algorithms only approach the CRLB with some angular separations, while big RMSEs occur at other angular separations. Because the cross-nulling problem occurs when only a total of L = 2 frequencies are used, the two spatial spectra of these two frequencies share the replicas of different directions of arrivals. Large bias occurs when two replicas of the two real DOAs are closer than that of the real two DOAs due to low SNR. However, adding one more frequency improves the RMSE performance dramatically as can been seen in Fig.5(a), Fig.5(b) and Fig.5(c) . Then, we fixed the number of frequencies at L = 3, the performances of the three algorithms are presented in Fig5.(d) . The results show that the matching root-MUSIC outperforms the matching PPS method when a total number L = 3 frequencies are utilized, while the combined root-MUSIC has the best performance when the angular separation is larger than 1 • . These results indicate that the combined root-MUSIC algorithm is more sensitive to the number of frequencies L.
B. DISTINCT RCSS AT DIFFERENT FREQUENCIES
In this section, we evaluate the DOA estimation performances of the three proposed algorithms in the case of distinct RCSs at different frequencies. We consider the same array configuration as in the simulations of Section VII.A with L = 3 and M 1 = 11. However, the two sources are now assumed to have distinct RCSs at different frequencies. The source powers are identical at each frequency but different across frequencies. More specifically, the source powers at frequency f 1 are assumed to be unity, whereas the source powers associated with f 2 and f 3 are assumed to be 1.5625 and 2.25 times of unity, respectively.
1) RMSE VERSUS SNR
In the first simulation, we consider the same source configurations used in Section VII.A.1). The results of the three proposed algorithms are shown in Fig.6 . The results show that RMSE curves of the three algorithms all approach the CRLB in the high SNR regime. When SNR < 12dB, the matching PPS algorithm and the matching root-MUSIC algorithm have the comparable good performance, and they both have better accuracy than combined root-MUSIC. When SNR > 12dB, matching root-MUSIC and combined root-MUSIC have better performance than matching PPS.
2) RMSE VERSUS NUMBER OF SNAPSHOTS
In the second simulation, we consider the same source configurations used in Section VII.A.2). The results of the three proposed methods are shown in Fig.7 . The results show that RMSE curves of the three methods all approach the CRLB with increase of number of snapshot. When T < 100, the combined root-MUSIC have lower RMSE than matching PPS and the matching root-MUSIC, while the curves of matching PPS and matching root-MUSIC are closer to CRLB than that of combined root-MUSIC when T > 100. The results indicate that combined root-MUSIC is sensitive to the distinct RCSs at different frequencies. 
3) RMSE VERSUS ANGULAR SEPARATION
In the second simulation, we consider the same source configurations used in Section VII.A.3). The results of the three proposed algorithms are shown in Fig.8 . The results show that RMSE curves of the three algorithms all approach the CRLB with increase of the angular separation between the two sources. When the separation is smaller than 1 • , matching root-MUSIC has the best performance, and the combined root-MUSIC have lower RMSE than matching PPS. When the separation is larger than 1 • , the curves of matching PPS and matching root-MUSIC are closer to CRLB than that of combined root-MUSIC. The results also indicate that combined root-MUSIC is more sensitive to the distinct RCSs at different frequencies.
VIII. CONCLUSION
In this paper, the problem of fast DOA estimation for sparse ULA with integer frequencies has been addressed. To improve the angular resolution of the system with limited number of physical array elements, multiple integer frequencies are proposed, the equivalent array structure for each frequency is analyzed and the sufficient anti-aliasing condition is provided here.
Taking the different reflections of a target with different frequencies into account, we cannot use the multiple equivalent arrays to form a sparse nonuniform array. Instead, we apply two fast algorithms to each equivalent array separately, which gives the real positions of targets as well as their replicas by using the fact that a real DOA position and its replica positions are uniformly distributed on the sine domain, to select the real DOA positions, an effective matching algorithm is proposed.
To avoid the matching processing step, a combined root-MUSIC algorithm is proposed, which takes all equivalent arrays as sub-arrays of a filled ULA. Then the null-spectrum MUSIC functions of all equivalent array are combined to formulate a new polynomial rooting find problem which gives the real DOAs of targets directly.
It has been verified through simulations that the three proposed algorithms are all effective, and at least three integer frequencies are needed to provide sufficiently good performance to locate two targets. In addition, in the case of identical RCS at different frequencies, the combined root-MUSIC method provides better performance than the other two proposed algorithms when the number of snapshots is large or the SNR is high. However, in the case of distinct RCSs at different frequencies, matching PPS and matching root-MUSIC both have better DOA estimation accuracy than combined root-MUSIC in the cases of large number of snapshots, high SNR and large separation of sources. Taking the computational complexity into consideration, the matching root-MUSIC is preferred.
It is noted that, throughout this paper, multiple snapshots are used to develop the signal model. In the case of single snapshot, the DOA estimation with multiple integer frequencies for sparse array is also important, and a similar algorithm will be developed in the future.
