ABSTRACT. We consider discrete one-dimensional random Schrödinger operators with decaying matrix-valued, independent potentials. We show that if the ℓ 2 -norm of this potential has finite expectation value with respect to the product measure then almost surely the Schrödinger operator has an interval of purely absolutely continuous (ac) spectrum. We apply this result to Schrödinger operators on a strip. This work provides a new proof and generalizes a result obtained by Delyon, Simon, and Souillard [8].
MODEL AND STATEMENT OF RESULTS
In this paper we are interested in the absolutely continuous (ac) spectrum of quasi one-dimensional random Schrödinger operators with decaying potentials. To this end, it is convenient to formulate the problem in terms of matrix-valued potentials on the one-dimensional lattice, Z.
Let us first introduce some standard notation that is used throughout this paper. If H is an operator on some Hilbert space H , then we denote by ρ(H), σ(H), σ ac (H), σ ess (H) its resolvent set, spectrum, ac spectrum, respectively its essential spectrum. By H we denote the operator norm of H.
For some m ∈ N, let Sym(m) denote the set of real symmetric m × m matrices. Let D ∈ Sym(m) be some fixed matrix and let q = (q n ) n∈Z be a family of independent Sym(m)-valued random variables. We assume here that (i) the mean of each random variable q n is zero and (ii) there is a compact set K ⊂ Sym(m) so that the support of each q n is contained in K. By ν n we denote the probability measure of q n . The probability measure for q is then the product measure ν = ⊗ n∈Z ν n . We use the notation E to denote the expectation value with respect to this product measure, ν.
On the Hilbert space ℓ 2 (Z; C m ) (of C m -valued functions on Z equipped with the usual Euclidean norm) we consider the operator (1) H := ∆ + D + q , which is defined as (2) (Hϕ)(n) := −ϕ(n − 1) − ϕ(n + 1) + D ϕ(n) + q n ϕ(n) , ϕ ∈ ℓ 2 (Z; C m ) , n ∈ Z .
To state the first result of this paper we introduce the following set which depends on the (eigenvalues of the) constant "potential" D, Remarks: On the full two-dimensional lattice Z 2 , Bourgain [3] proved σ ac (∆+q) ⊇ σ(∆) for Bernoulli and Gaussian distributed, independent random potentials whose variances decay faster than |n| −1/2 . In [4] , Bourgain improves this result to the weaker |n| −1/3 decay rate. For a deterministic potential, q, on Z d , Simon [23] conjectured that if
In dimension one this was proved by Deift and Killip [7] .
A recent improvement of this result has been obtained by Denisov [11] . In the analogous continuous setting, progress has been made towards this L 2 -conjecture e.g. by Denisov [9] and Laptev, Naboko, and Safronov [19] . For additional references see [5] , [24] .
PROOFS OF THEOREM 1 AND 2
In order to prove the two main theorems in this paper we will study the Green's functions defined by
Here, P n denotes the orthogonal projections of H = ℓ 2 (Z; C m ) onto the subspace ℓ 2 ({n}; C m ) ∼ = C m , and λ denotes the spectral parameter. Let P + n := ∑ k≥n P k and P − n := ∑ k≤n P k be the orthogonal projections of H onto the subspaces
be the so-called forward and backward Green's functions. Then we have the recursion relation
which follows by using the decomposition H = RanP n ⊕ RanP n ⊥ and a resolvent identity.
If Imλ > 0, it is elementary to see that for each n ∈ Z
Henceforth we will assume that Imλ > 0. We equip the vector space SH m with the metric
where we have introduced
The space (SH m , d) is called Siegel half space and is a generalization of the usual Poincaré upper half plane.
By symmetry it will suffice to study G + 0 . Using the decomposition RanP
with the following mapping on SH m
Iterating Eq. (8) we arrive at
We will use the following theorem, which is a special case of a theorem obtained in [12] .
We present a direct proof of this theorem in Appendix A, which in this case is simpler than the proof given in [12] for more general graphs.
The next theorem measures the distance of G + 0 from the free forward Green's function, which is determined by the following fixed point relation in SH m : 
Proof. By symmetry it suffices to consider without loss of generality G + 0 . We assume λ ∈ J + i(0, 1] is fixed. By Theorem 7, we know that
Moreover, by Lemma 7 from Appendix B, we know that there exists a hyperbolic ball B ⊂ SH m such that Z 0,n ∈ B for all n ≥ 2 and potentials q
Since cd 2 λ (Z) is bounded on the ball B, it follows from dominated convergence that
It remains to show that the right-hand side is bounded uniformly in λ ∈ J + i(0, 1]. To this end we set Z ℓ,n :=
Using the inequality of Lemma 5 below, we find
. . .
where we have used 
Proof. Using that Φ 0 is a hyperbolic contraction, we see cd
By the definition of the distance function we have
where (with
Using the Cauchy-Schwarz inequality it follows that
It remains to show that C(Z, δ) ≤ C 0 δ 2 for some C 0 . Let us use the bounds, 
This trace is estimated from above by E 2 trF. Then use
, and (16) follows.
The next estimate allows us to bound the right-hand side of (16) in terms of cd λ (Z).
The claim now follows by inserting the above estimates and using that Y λ and Y −1 λ are uniformly bounded for λ ∈ J + i(0, 1] and that δ is contained in a bounded set.
Proof of Theorem 1.
Step 1: Almost surely σ(H) ⊇ σ(∆ + D).
The condition E[∑ n∈Z q n 2 ] implies that almost all potentials are in ℓ 2 and thus decay at infinity. H is thus a compact perturbation of ∆ + D and hence
Step 2: Let J be any closed interval contained in the interior of
If we use the recursion relation (6), the fact that Z → −Z −1 is a hyperbolic isometry, and the inequalities of Lemma 8 (given in the Appendix B) we find that
Then,
and Step 2 follows from Theorem 4.
Step 3: Almost surely H has purely ac spectrum in the interior of I D .
For x ∈ Z × {1, ..., m} let µ x denote the spectral measure of H for the indicator function at x,
Step 2 implies that almost surely µ x is absolutely continuous on any closed subset of the interior of The theorem now follows by combining Steps 1 and 3.
To prove Theorem 2 we will use Theorem 1 in combination with Theorem 6 below. Theorem 6 is an extension of a theorem by Denisov [10, Theorem 1.2] . A proof can also be found in Albeverio and Konstantinov [1] . We give a proof in Appendix C following arguments given in [2, 10] 
Proof of Theorem 2. Let {µ 1 , . . . , µ m } be the eigenvalues of D and let λ ∈ R. Then the eigenvalues of Z λ are given Let us start with the following lemma.
Lemma 7.
Suppose that |λ|, δ 1 , δ 2 ≤ C and Imλ ≥ 1/C. Then there exists a compact set B ⊂ SH m (depending
Proof. Applying Φ δ once yields an upper bound on the norm, which can be seen from the basic inequality
Applying Φ δ a second time yields a lower bound on the imaginary part, which can be seen by the following estimate
Proof of Theorem 3.
Step 1: Let B be a compact subset of SH m as in the previous Lemma 7. Then there exists a γ < 1, such that for all
Using that the maps Z → −Z −1 and Z → Z − D − δ are hyperbolic isometries on SH m , we find that
In order to estimate the last expression we use that
for some real number γ < 1 since W is in a bounded set. If we apply this estimate also to Z we obtain that
Step 2: The sequence (Φ q 0 • · · · • Φ q n (Λ n )) n∈N 0 converges to a limit independent of the choice of (Λ n ) n∈N 0 .
with C := sup (Z,W )∈B 2 d(Z,W ). We conclude that if the limit exists it must be independent of the sequence (Λ n ) n∈N 0 .
On the other hand the sequence (Φ q 0 • · · · • Φ q n (Λ n )) n∈N 0 is a Cauchy sequence, which can be seen by inserting
The theorem now follows from Step 2 and Eq. (9). 8 APPENDIX B: SOME INEQUALITIES Lemma 8. Let Z i ∈ SH m , i ∈ {0, 1, 2} and δ ∈ Sym(m). Then 
Proof. (a). Let us define
Since B * B = 1, BB * is a projection and hence BB * ≤ 1. Therefore, tr
(b). By expanding the product in the trace and using tr[ To prove Theorem 6 we will use the following theorem by Albeverio, Makarov, and Motovilov [2] . For the convenience of the reader we also present a proof that follows closely the one given in [2] but uses analytic perturbation theory to obtain the graph subspaces. 
Proof. Since finite rank perturbations F do not change the ac spectrum and such operators are norm-dense in the space of Hilbert-Schmidt operators we can replace V by V + F and achieve that its norm is small. Henceforth we assume that V is small. Let H := H 1 ⊕ H 2 , and for i = 1, 2 we denote by p i the orthogonal projection of H onto H i .
Step 1: For V sufficiently small, there exist orthogonal projections P 1 and P 2 such that P 1 + P 2 = 
The first two properties follow from this representation. In order to verify the other statements we use a similar representation for the projections p i and the resolvent identity so that
Hence, P i − p i is Hilbert-Schmidt. If V is small then p i P i p i − p i is small, too, and therefore p i P i p i can be inverted on H i .
Step 2: For V sufficiently small, there exist operators Q 1 : H 1 → H 2 and Q 2 : H 2 → H 1 such that RanP 1 = {(x, Q 1 x)|x ∈ H 1 } and RanP 2 = {(Q 2 x, x)|x ∈ H 2 }. Moreover Q 2 = −Q * 1 and Q i , for i ∈ {1, 2}, is Hilbert-Schmidt and its norm can be chosen arbitrarily small for V sufficiently small.
Let i = j. First observe that the operator p j P i = p j (P i − p i ) as well as its adjoint are Hilbert-Schmidt and can be made arbitrarily small by Step 1. Using the identity P 1 p 1 + P 2 p 2 = 1 − P 1 p 2 − P 2 p 1 and noting that the r.h.s. can be made arbitrarily close to one, we see that H = RanP 1 p 1 + RanP 2 p 2 . This implies that RanP i = RanP i p i . Define
Hence, the range of P i p i equals the graph of Q i . The statement Q 2 = −Q * 1 follows by orthogonality.
Step 3: For V sufficiently small H V is unitary equivalent to
where T i are trace class operators.
Since by
Step 2, H V leaves the graphs of the operators Q 1 and Q 2 invariant, there exist operators A i ∈ H i such that To construct these operators, let x ∈ H 1 . Then by Step 2, z := (x, Q 1 x) ∈ RanP 1 . By Step 1, H V z ∈ RanP 1 , and again by Step 2, H V z = (y, Q 1 y) for some uniquely determined y ∈ H 1 . This defines the operator A 1 : H 1 → H 1 by setting
A similar construction gives the operator A 2 . As a result we obtain (21) . Expanding the product in (21) we see more concretely that A 1 = H 1 +V Q 1 and A 2 = H 2 +V * Q 2 . Since Q has purely imaginary spectrum the operator 1 + Q is bijective. Using the polar decomposition 1 + Q = U |1 + Q|, with U unitary, we find
Note that
A similar statement holds for the second diagonal operator on the right-hand side of (22).
Step 4:
This follows from the result of Step 3 and the fact the trace class perturbations preserve ac spectrum.
Our proof of Theorem 6 follows closely the one given by Denisov [10] , but uses almost analytic functional calculus (cf. [6] ) to control the function of an operator.
Proof of Theorem 6. Fix ε > 0. We will show that [a + ε, b − ε] ⊂ σ ac (H V ). Since finite-rank perturbations do not change the ac and the essential spectrum and
Step 1: Define
This follows directly from Theorem 9 by noting that σ(
Step
To show Step 2 we use almost analytic functional calculus. Let f ∈ C ∞ 0 (C) be an almost analytic extension of f , satisfying f | R = f , f (x + iy) = 0 if x / ∈ supp f , and that for some constant C we have ∂ z f (z) 
In the first line we have applied the Spectral Theorem for R(H 2 , z) with the spectral projections P H 2 of H 2 . In the last equality we have used thatf (z)(z − t) −1 is an almost analytic extension of f (x)(x − t) −1 since ∂ z (z − t) −1 = 0 for z = t, and the Helffer-Sjöstrand formula (23) . By inspection, the right-hand side of the last displayed formula does not change if we replace H 1 by H 1 .
Step 3: [a + ε, b − ε] ∈ σ ac (H V ). 
