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Abstract 
Due to varying traffic volumes and limited traffic infrastructure in urban areas, travel times generally are uncertain and differ during 
the day. In this environment, city logistics service providers (CLSP) have to fulfill deliveries cost-efficiently and reliably. To ensure 
cost-efficient routing while satisfying promised delivery dates, information on expected travel times between customers needs to 
be exploited. If a sufficient amount of data is not available or expensive to acquire, deriving this information presents a major 
challenge for CLSP. Therefore, we propose the usage of interval travel times (ITT) to enable cost-efficient and reliable routing in 
urban areas. ITT define an expected range of travel times, which can be derived with relatively low effort by CLSP. We modify an 
existing approach from the domain of robust planning to the requirements of routing in urban areas. Further, we present and discuss 
the process of deriving ITT. An exemplary city logistics setting is developed and different routing solutions are examined. 
Computational experiments show that, in contrast to well-known deterministic approaches, routing considering ITT allows both 
cost-efficient and reliable routing. 
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1. Introduction 
Urban transportation mainly deals with last-mile deliveries. Last-mile deliveries are one of the most important parts 
of the supply chain, but also represent a very expensive and inefficient part of the entire supply chain (Gevaers, Van 
de Voorde and Vanelslander, 2011). The need for making last-mile delivery operations more efficient and 
environmentally acceptable has led to the concept of city logistics (Crainic, 2008; Taniguchi et al., 2001). City logistics 
concepts focus on integrated solutions that allow for efficient and reliable urban transportation while reducing negative 
impacts. In this course, city logistics service providers (CLSP) face two major challenges.  
On the one hand, e-commerce and online retailing has been growing continuously (ATKearny, 2013). Today’s e-
commerce business models require cost-efficient as well as customer-oriented last-mile deliveries in order to stay 
competitive (Agatz et al., 2011). This becomes especially challenging when customers are promised on-time delivery, 
e.g., in attended home delivery applications (Ehmke and Campbell, 2014). On the other hand, advancing urbanization 
causes increased traffic demand along the limited infrastructure of urban traffic systems. As a result, travel times vary 
heavily throughout the day, which counteracts the efficient and reliable planning of delivery tours.  
City logistics concepts can correspond to these challenges by applying different optimization approaches and by 
integrating different levels of travel time information. Optimization approaches require information on the expected 
travel times of the urban traffic network to provide delivery tours with reasonable quality (Ehmke, Steinert and 
Mattfeld, 2012). The estimation of realistic travel times for the considered traffic network has a major impact on the 
quality of routing. Therefore, travel time models representing single travel time values per link, e.g., road distance and 
their corresponding speed limit, are not a sufficient input for reliable routing in urban areas (Eglese, Maden and Slater, 
2006). To ensure cost-efficient routing while satisfying promised delivery dates, information on the expected range of 
travel times between customers needs to be exploited.  
In this paper, the usage of interval travel times (ITT) is proposed to enable cost-efficient and reliable routing in 
urban areas. ITT define a best-case and a worst-case travel time. They can be derived with relatively low efforts by 
CLSP. The use of ITT allows for applying methods from the area of robust planning. To the best of our knowledge, 
ITT have not been studied within the scope of routing in city logistics. Thus, in this paper, we present and discuss the 
process of deriving ITT. Further, we extend an approach from the domain of robust planning and modify it to the 
requirements of routing in urban areas. In particular, we modify the approach of Montemanni et al. (2007) for city 
logistics and additionally consider customer time windows. We present a mathematical model and compare the results 
of routing with ITT to deterministic routing, especially with regard to efficiency and reliability of delivery tours. 
The remainder of the paper is organized as follows: (1) A literature review on city logistics routing models, the role 
of travel time information and technology to determine travel times is given. (2) The concept of robust optimization 
is introduced by means of the Robust Traveling Salesman Problem and additionally extended by time windows. (3) A 
case study for robust routing in city logistics is presented. This includes the derivation of ITT and the evaluation of 
the robust routing approaches in the context of city logistics. (4) A conclusion is given and future work steps are 
illustrated. 
2. Related Literature 
In our literature review, we discuss related approaches to routing in city logistics. In particular, models and methods 
that incorporate different types of travel time information are considered. How travel times are modeled has a 
significant impact on the efficiency and reliability of routing. Thus, we finally discuss different approaches to model 
and consider travel times. 
2.1. Routing in City Logistics 
When dealing with optimization models to compute cost-efficient delivery tours, two basic modeling approaches 
are well known. Focusing on the order of customers within a delivery tour, the basic modeling approach is represented 
by the Traveling Salesman Problem (TSP). Lawler et al. (1985) and Laporte (1992) give an overview of the TSP. 
When additionally considering the assignment of customers to several vehicles, the basic modeling approach is the 
Vehicle Routing Problem (VRP). For a recent overview of the VRP see Laporte (2009). Both problems belong to the 
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class of NP-hard optimization problems. Therefore, these problems are commonly solved with heuristic methods that 
obtain good solutions in reasonable computation time.  
In city logistics, travel times are of particular importance, as they have a major impact on the results of routing. 
Therefore, solution approaches that focus on the incorporation of travel times are relevant in this context. Fleischmann, 
Gietz and Gnutzmann (2004) and Van Woensel et al. (2008) consider deterministic time-dependent travel times and 
solve the corresponding Time-Dependent Vehicle Routing Problem (TDVRP). Their results show that the 
incorporation of time-dependent travel times leads to improved routing results. Ehmke (2012) and Cattaruzza et al. 
(2015) give an overview on solution methods for the TDVRP in the context of city logistics. 
Stochastic routing approaches provide the opportunity to incorporate reliability aspects in city logistics routing. 
Laporte, Louveaux and Mercure (1992) were the first to consider stochastic travel times as a part of the VRP. They 
present a chance-constrained model that limits the probability that the duration of a delivery tour exceeds a given limit. 
The problem is solved with a branch-and-cut algorithm for instances up to 20 vehicles while travel times can take on 
a value from five discrete states. Lecluyse, Van Woensel and Peremans (2009) extend the VRP by incorporating the 
standard deviation of the travel time into the objective function. Travel times are assumed to follow a lognormal 
distribution. The problem is solved with an adapted tabu search. Computational experiments show that a larger 
weighting of travel time variance leads to longer, but more reliable routes.  
Robust routing approaches allow to determine solutions that consider both efficiency aspects as well as reliability 
aspects. Many approaches from the domain of robust optimization deal with shortest path or network flow problems 
(Zielinski, 2004; Montemanni and Gambardella, 2004; Averbakh and Lebedev, 2004; Bertsimas and Sim, 2003). To 
the best of our knowledge, Montemanni et al. (2007) were the first to incorporate travel times represented by intervals 
in the context of routing. They solve the Robust Traveling Salesman Problem with interval data (RTSP) by applying 
different exact solution approaches such as Benders decomposition. Additionally, basic heuristics are proposed. Cho, 
Burer and Campbell (2010) also solve a TSP with ITT. They incorporate a parameter that allows controlling the 
conservatism towards expected travel times. Both routing approaches are mathematically motivated and do not aim at 
practical implications on city logistics. 
2.2. Travel Time Information Models 
Travel times have a significant impact on the performance of planned tours under real world conditions (Ehmke, 
Meisel and Mattfeld, 2012). Therefore, the efficiency and reliability of routing in city logistics is influenced by the 
considered amount and detail of travel time information. Recent advances in telematics technologies offer the 
opportunity to derive different types of travel time information empirically from real-world data, e.g., floating car data 
(Brockfeld et al., 2007). By facilitating different information models of travel time information, different levels of 
reliability in routing can be accomplished. 
 
Deterministic Travel Time Information. The most common way to consider travel times in routing are deterministic 
mean travel times. Mean travel times are a rough estimation of expected travel times and therefore deliver little 
information on the evolution and variation of real-world travel times (Eglese, Maden and Slater, 2006). In recent years, 
time-dependent travel times have attracted increasing interest. Time-dependent travel times represent the expected 
evolution of travel times by a given number of mean or median travel time values (e.g., 7x24 travel time aggregates 
for a link, (Ehmke, 2012). Through this, a more accurate estimation of travel times is possible, leading to more realistic 
estimates of expected travel times. Deterministic models may be sufficient when reliability is not a major concern. 
However, as they do not explicitly provide any kind of information on the uncertainty of travel times, they are not 
suitable as input for more reliable routing.  
 
Stochastic Travel Time Information. In contrast to deterministic travel time models, stochastic travel time models 
provide a continuous representation of travel times and their variation. Stochastic travel times are represented by 
distributions, which can provide required information such as the variation of travel times. Distributions such as the 
normal distribution may be mathematically convenient, but they may not truly represent urban travel times. More 
complex distributions such as the Burr III Type XII distribution may better reflect the nature of urban travel times 
(Susilawati, Taylor and Somenahalli, 2013), but processing them for routing applications, e.g., by combining them on 
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a link-to-link level is often difficult if a closed form is not available for the required mathematical operations (Ehmke, 
Campbell and Urban, 2015). Finally, it is still controversial if any appropriate distribution for urban travel times exists 
that truly represents the nature of urban travel times and that is manageable for practical applications. 
 
Interval Travel Times. Representing travel times in terms of intervals allows for considering the effects of 
uncertainty without requiring additional or very detailed information about the underlying travel time behavior. Most 
importantly, no assumptions on the probability distribution are required (Karasan, Pinar and Yaman, 2001). First, ITT 
allow for the explicit consideration of uncertainty by means of the main range of possible travel times. Second, if data 
is sparse, e.g., only some travel time observations are given, reasonable results concerning the representation of travel 
times can still be achieved. In such a case, an empirically fitted distribution would probably yield poor results. The 
approximation of a distribution requires a certain amount of data to achieve a good fitting (Ehmke, Campbell and 
Urban, 2015). Often, CLSP are not able to gather enough data with their own fleet. Buying required data from 
commercial providers, e.g., TomTom (2015), may be expensive. Third, for routing in city logistics, travel time 
information on a customer-to-customer level is required. When determining travel times from real-world data, this 
data is provided on a detailed road network link level. Thus, link-level based information has to be combined to a 
customer-to-customer edge level. Ehmke (2012) presents such a data driven optimization process for deterministic, 
time-dependent travel times. Employing interval arithmetic, such a data driven approach could be realized with low 
effort when using ITT. Considering distributions of travel times, this task becomes much more complex, as the 
combination of distributions is not a trivial task.  
3. Robust Routing in City Logistics 
In this section, we introduce a recent optimization approach on interval based routing. First, we describe the problem 
and the solution approach in detail and discuss relevant aspects of robust routing. Second, we present how we extend 
the approach to city logistics. 
3.1. Interval Based Routing 
The basic graph can be described as follows. Let ܩ ൌ ሺܸǡ ܧሻ be a complete, undirected graph where ܸ is a vertex 
set of locationsሼݒ଴ǡ ǥ ǡ ݒ௡ሽ. Vertex ݒ଴ represents the depot while the vertices ݒଵǡǥ ǡ ݒ௡ represent the customers to be 
visited by means of a delivery tour. ܧ is the set of edges ሼሺ݅ǡ ݆ሻȁ݅ǡ ݆ א ܸǡ ݅ ് ݆ሽconnecting the customers. Each edge 
݁௜ǡ௝ is associated with an interval ሾ݈௜௝ǡ ݑ௜௝ሿ where ݈௜௝ ൑ ݑ௜௝ applies. The parameter ݈௜௝ describes the expected best cost 
and the parameter ݑ௜௝ represents the expected worst cost for traversal of the corresponding edge. A scenario ݎ א ܵ 
represents the realization of edge costs. For every edge belonging to a scenario ݎ, a cost value is chosen by means of 
ܿ௜௝௥ א ሾ݈௜௝ǡ ݑ௜௝ሿ. The objective is to find a delivery tour that realizes the minimum cost, according to a criterion that 
determines a reliable routing solution. We choose the minmax regret criterion from the domain of robust optimization. 
This allows us to incorporate both efficiency and reliability measures in route planning. This corresponds to the RTSP 
as described by Montemanni et al. (2007). 
 
Minmax regret criterion. The minmax regret criterion determines the decision alternative that minimizes the 
potential negative outcome over all possible (real-world) realizations. From the perspective of city logistics routing, a 
decision alternative can be seen as a set of routing decisions (tour), and the possible realization can be understood as 
a scenario of realized costs. For a better understanding of the minmax regret criterion, let us exemplify its effect as 
follows: 
A scenario ݎ א ܵ is defined as a possible combination of ܿ௜௝௥ א ൣ݈௜௝ǡ ݑ௜௝൧׊݁ א ܧ. We consider a particular scenario, 
e.g., scenario ݎ ൌ ͳ. Fig. 1 illustrates a small number of scenarios on an undirected graph. First, we have to determine 
all possible tours within this scenario (see Step 1, Fig. 1). Then, we solve the TSP for this particular scenario in order 
to find the cost-optimal tour. Then, the cost of any other tour is subtracted from the cost of the cost-optimal tour (see 
Step 2, Fig. 1). This yields the regret or robust deviation for a particular tour in this scenario.  The robust deviation 
quantifies the possible cost gap between the current tour and the cost-optimal tour in the scenario. This gap increases 
if we choose a tour that differs more from its optimal counterpart than an alternative tour.  Finally, we choose the tour 
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in the considered scenario that yields the maximum regret (see Step 3, Fig. 1). In essence, we have calculated the 
maximum robust deviation for one particular scenario now. This procedure is repeated for all scenarios in ܵ. Then, we 
can choose the tour that yields the smallest maximum robust deviation (see Step 4, Fig. 1), which we indicate as the 
optimal robust deviation for the remainder of the paper. The idea is that the found tour should perform considerably 
well under any possible scenario, as the deviation between the cost of the tour and the cost of its best-case counterpart 
has been minimized over all possible realizations of edge costs. One can easily recognize that applying the minmax 
regret criterion to a routing problem with interval data leads to high computational complexity, as every possible 
scenario of cost realizations has to be considered.  
 
 
Fig. 1. Exemplary Computation of Robust Deviation 
To reduce the complexity induced by the large number of scenarios, Montemanni et al. (2007) prove that it is 
sufficient to consider only a subset of scenarios. The size of the subset is equal to the number of possible tours in the 
graph. This reduced number of scenarios is represented by the setܴ. To form such a scenario ݎ א ܴ, an arbitrary tour 
in the graph ܩ is chosen. In the remainder of the paper, this tour is called the “candidate tour” ܿܽ݊݀௥. According to 
the edges used by the candidate tour, the costs of all edges in the particular scenario are determined as follows: All 
edges ݁ א ܿܽ݊݀௥ are weighted with their maximum cost value (ܿ௜௝ ൌ ݑ௜௝), and all edges ݁ ב ܿܽ݊݀௥ are weighted with 
their minimum cost value (ܿ௜௝ ൌ ݈௜௝). Due to the basic principle of the minmax regret criterion, it is sufficient to only 
consider the reduced number of scenarios as the maximum robust deviation can only be achieved by choosing the 
maximum cost values. Choosing values lower than the maximum cost for the candidate tour would not maximize the 
robust deviation. 
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Fig. 2. Scenario Generation 
Fig. 2 illustrates the forming of scenarios according to the described approach and the corresponding identification 
of the tour with the best robust deviation. The dashed lines correspond to the respective candidate tour of the scenario. 
The three scenario graphs show that the edges of the candidate tour realize the maximum travel time. For Scenario 1, 
the costs of the candidate tour are 14. Additionally, a TSP has to be solved to determine the cost-minimal tour 
ݏ݄݋ݎݐ௥(and its cost) within this scenario. While the edges used in the candidate tour are fixed, the solution of the TSP 
can use both the dashed edges as well as the regular edges. For Scenario 1, the cost-minimal tour has total costs of 9. 
Now the robust deviation can be determined by calculating the difference between the cost of the candidate tour and 
the cost of the cost-optimal tour. For Scenario 1, we obtain a regret of 14-9 = 5. Due to the chosen edge weights ݑ௜௝ 
and ݈௜௝, the robust deviation is also the maximum robust deviation for this scenario and no other tours have to be 
examined. After determining the regret for all scenarios, the candidate tour that realizes the smallest maximum regret 
is chosen as the robust tour. In this example, the candidate tour from Scenario 1 is the robust tour with a robust 
deviation of 5. 
3.2. Interval Based Routing for City Logistics 
We now consider the previously described RTSP model and extend it according to the requirements of routing in 
city logistics. Therefore, the graph from the previous section is extended as follows. The graph ܩ ൌ ሺܸǡ ܧሻ is still a 
complete, but now directed graph. We interpret the cost of an edge as travel time ݐݐ௜௝௥ א ሾ݈௜௝ǡ ݑ௜௝ሿ. For each customer ݅, 
a soft customer time window ሾܽ௜ǡ ௜ܾሿdescribes the time in which the customer should be served. The service at a 
customer should not start earlier than ܽ௜and not later than ௜ܾ. If the customer time window is violated, waiting costs 
ݐ௜௪ ൒ ͳ for being early and lateness costs ݐ௜௠ ൒ ͳ for being late arise. The considered tours are assumed to satisfy all 
constraints of a standard TSP. The objective of the extended RTSP, the RTSP-TW, is to find the candidate tour ܿܽ݊݀௥ 
that has the optimal robust deviation while considering customer time windows. The reduced objective function can 
be described as stated in equation (1). 
 
 ܾ݁ݏݐݎ݋ܾݑݏݐ݀݁ݒ݅ܽݐ݅݋݊ ൌ ݉݅݊ோሼܶܦܿܽ݊݀௥ െ ܶܦܶܵܲ௥ ሽ (1) 
 
ܶܦܿܽ݊݀ோ represents the total duration of a candidate tour with soft time windows in scenario ݎ, while ܶܦܶܵܲ௥  
represents the total duration of the cost-optimal tour with soft time windows in scenario ݎ. The difference of both tours 
total durations yields the robust deviation with time windows for the scenario ݎ א ܴ, where ܴ is the set of reduced 
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number of scenarios. By iterating over all scenarios ܵ, the candidate tour is chosen that minimizes the robust deviation. 
The detailed calculation of the total duration is explained in the following. 
 
ܶܦܿܽ݊݀௥ ൌ  ෍ ݑ௜௝ כ ݔ௜௝
ሺ௜ǡ௝ሻאா
൅ ෍ ݐ௜௪ כ ݓ௜௖௔௡ௗ
௜אேǡ௩೙శభ
൅ ෍ ݐ௜௠ כ ݉௜௖௔௡ௗ
௜אேǡ௩೙శభ
 (2) 
 total travel time total waiting time total lateness   
 
The total duration of the candidate tour ܿܽ݊݀௥ is calculated as stated in equation (2). It consists of the sum of all 
travel times between customers, the sum of occurred waiting times ݓ௜௖௔௡ௗ  multiplied by a penalty factor ݐ௜௪ǡand 
lateness ݉௜௖௔௡ௗ multiplied by a penalty factor ݐ௜௠. All travel times of the tour ܿܽ݊݀௥ are weighted with their maximum 
travel time ݑ௜௝. The binary decision variable ݔ௜௝ ൌ ሼͲǡͳሽ determines if an edge is part of the candidate tour or not. 
 
 candidate tour edge used    
ܶܦܶܵܲ௥ ൌ ቐ ෍ ൫݈௜௝ ൅ ൫ݑ௜௝ െ ݈௜௝൯ כ ݔ௜௝൯ כ ݕ௜௝
ሺ௜ǡ௝ሻאா
൅ ෍ ܿ௜௪ כ ݓ௜்ௌ௉
௜אேǡ௩೙శభ
൅ ෍ ܿ௜௠ כ ݉௜்ௌ௉
௜אேǡ௩೙శభ
ቑ (3) 
 total travel time total waiting time total lateness  
 
The total duration of the cost-optimal tour in scenario ݎis determined by a special TSP formulation as stated in 
equation (3). Total waiting time and total lateness are calculated analogously to the candidate tour. In contrast to the 
candidate tour, the cost-optimal tour can include edges that are weighted with ݑ௜௝ or edges that are weighted with݈௜௝. 
This has to be considered in the calculation of the total travel time. Therefore, an additional binary decision variable ݕ௜௝ 
is introduced. If an edge is part of the cost-optimal tour,ݕ௜௝ is set to 1. If the particular edge is also part of the candidate 
tour, ݔ௜௝ is set to ͳ. This adds the term described as “candidate tour edge used” to the regular travel time ݈௜௝. Due to 
this, the travel time becomes equal to ݑ௜௝. If the edge is not part of the candidate tour, ݔ௜௝ becomes 0 and hence the 
term “candidate tour edge used” becomes 0 resulting in a travel time of ݈௜௝. 
The extended objective function can be derived by applying equations (2) and (3) to equation (1). The impact of 
customer time windows on robust routing is exemplified in the following experiment.  
 
 
Fig. 3. Example Network for Routing with Time Windows 
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Table 1. Results from Standard TSP with Time Windows 
tour 
total  
travel time 
total  
waiting time 
total  
lateness 
total  
duration 
0-1-2-3-0 106 0 0 106 
0-1-3-2-0 112 0 12.5 124.5 
0-2-1-3-0 103 0.5 1 104.5 
0-2-3-1-0 112 0.5 20 132.5 
0-3-1-2-0 103 11.5 31 145.5 
0-3-2-1-0 106 11.5 29 146.5 
Table 2. Results from Robust Routing with Time Windows 
 
candidate  
tour 
 RTSP  RTSP-TW 
# 
 
candidate  
tour 
cost  
optimal  
tour 
  candidate tour  cost optimal tour  
robust  
deviation 
 cost cost 
robust  
deviation 
 
total  
travel  
time 
total  
waiting  
time 
total  
lateness 
total  
duration 
 
total  
travel  
time 
total  
waiting  
time 
total  
lateness 
total  
duration 
 
1 0-1-2-3-0  122 97 25  122 0 0 122  97 2 3 102  20 
2 0-1-3-2-0  134 109 25  134 0 33 167  109 0 0 109  58 
3 0-2-1-3-0  120 101 19  120 0 4 124  101 0 0 101  23 
4 0-2-3-1-0  134 109 25  134 0 38 172  109 0 0 109  63 
5 0-3-1-2-0  120 101 19  120 8 53 181  101 0 0 101  80 
6 0-3-2-1-0  122 97 25  122 8 45 175  97 2 3 102  73 
 
The experiment is conducted on a simple network with a depot (0) and three customers (1-3), illustrated in Fig. 3. 
ITT are represented by square brackets on the edges. Curved brackets indicate the time windows for each customer. 
Table 1 contains the calculations for a standard TSP with time windows and mean travel times. Table 2 contains 
calculations for the RTSP on the left side as well as for the RTSP-TW on the right side. Gray highlighting indicates 
the tour that is considered as optimal solution for the corresponding routing approach. 
Comparing the standard TSP model and the RTSP-TW, it can be observed that different candidate tours are chosen 
as an optimal solution. In the standard TSP model, the candidate tours 3 or 5 are optimal. For the RTSP-TW, candidate 
tour 1 is considered as optimal. Comparing the results to a standard TSP with time windows shows that the candidate 
tour has no lateness or waiting time, while in the standard TSP waiting and lateness occur. Also, the tour chosen in the 
standard TSP with time windows includes the edge from customer 3 to customer 1 (see Fig. 3), which has the highest 
travel time variation in this example and should therefore be available.  
How the different considerations of travel time variation affect the efficiency and reliability of routing is discussed 
in the following.  
4. City Logistics Case Study 
In this chapter, we present a case study to exemplify the effects and potential benefits of robust routing with ITT in 
a more realistic city logistics setting. First, a fictitious, simplified network for routing in city logistics is presented. 
This includes a basic simulation approach to capture effects of uncertain travel times. Second, an approach to derive 
ITT from a data set of empirical travel times is described. Third, evaluation criteria for the comparison of deterministic 
routing and routing with ITT are described. These criteria are then evaluated by simulation.  
4.1. Example Network 
In city logistics, customers are usually distributed over different areas of the city, e.g., several urban districts or 
downtown and suburb areas. Customers in one area are relatively close to each other while the distance between a 
group of customers can be relatively high, e.g., if customers are located in districts that are on opposite sides of the 
city. Connections near the city core usually feature low speed limits and the variation caused by varying traffic volumes 
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are assumed to not have a significant impact on the realized travel speed. Suburb connections are usually not working 
to capacity and feature relatively high travel speeds. As a result, these connections are less likely to realize significant 
variations in travel time. City areas or districts are interconnected by arterials. These urban arterial connections are 
heavily influenced by the traffic volume or uncertain events, e.g., accidents. Therefore, travel times on arterial roads 
vary significantly (Ehmke, 2012). 
The example network, shown on the left side of Fig. 4, instantiates the described properties. The network is split 
into two regions, a suburb region outside the dashed line and an inner city region inside the dashed line. The network 
contains of 13 customer locations and one depot. Circles indicate customer locations while the depot is indicated by a 
square. Customers are divided into two different categories corresponding to the region they are located in: 1-5 are 
"suburb" customers, while 6-13 are "inner city" customers. Edges between customers correspond to their respective 
origin-destination customer categories. 
Travel times between customers are derived by their Euclidean distance and a given speed value, which reflects 
different categories of travel speeds attached to the edge types (see right side of Fig. 4). Edges represent customer-to-
customer paths that inherit link level correlation.  
Following the above explanation, we assume that travel times do not vary for edges of inner city and suburb 
connections. Thus, these travel times are constants without any travel time variation. Edges that are arterial connections 
are affected by significant variations in travel times. For these edges, we assume the travel times to follow a shifted 
gamma distribution which is an established approximation of urban travel times (Ehmke, Campbell and Urban, 2015). 
This allows to explicitly control the variance of travel times and examine the resulting effects on routing in 
computational experiments. 
 
 
Edge Type Origin/Destination Speed 
Inner City 
Connection Inner CityÆInner City 20 km/h 
Suburb 
Connection 
Suburb ÆSuburb 70 km/h 
Arterial 
Connection 
Inner CityÆ Suburb 
40 km/h 
Suburb Æ Inner City 
 
Fig. 4. Example Network and Edges between Customers 
4.2. Computation of Interval Travel Times 
We derive an example data set of travel times for the above network by generating travel time observations from 
the shifted gamma distribution for each edge. An example for a set of resulting samples and ITT is illustrated in Fig. 
5. The corresponding minimum and maximum travel times, or lower and upper bound of the interval, are determined 
by the 5% and 95% quantile. Those are shown in Fig. 5 as the upper and lower borders of the boxes. Focusing on the 
quantiles, we can exclude extreme cases of travel times which do not represent the typical bandwidth of travel times 
for a given link or edge. In a real-world setting, we would observe the travel times from delivery operations based on 
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GPS technology and set the quantiles according to the preferences of the route planner or we would use different 
quartiles for different types of edges. 
 
 
Fig. 5. Sample of Travel Times and Boxplots for 5% and 95% Quartile for Two Different Edges 
4.3. Evaluation of Robust Routing 
To illustrate the general effects and benefits of routing with ITT, we implemented the RTSP model as well as a 
standard TSP model using JAVA and the commercial solver IBM ILOG CPLEX 12.5.1. Note that for these 
illustrations, we do not consider customer time windows, as it is our primary goal to highlight the potential of ITT 
compared to a TSP tour. Future work will assess the impact of customer time windows in a VRP setting. 
The experiment consists of two phases. Within the first phase, the planning phase, tours are optimized. Three types 
of travel time information are considered. First, a mean travel time based tour is determined by calculating the mean 
travel times for each edge from the sample speed values. Then, a standard TSP is solved based on these travel times. 
Second, a worst case tour is determined by calculating a standard TSP incorporating the upper bound values of the 
intervals for each edge. Third, the RTSP tour is calculated considering ITT. To this end, we employ the construction 
heuristic “HMU” as described by Montemanni et al. (2007). Choosing different sample sizes did not impact the routing 
results significantly. Only extreme cases of very small sample size, e.g. 10 samples, had a significant impact but led 
to rather unrealistic results. Therefore, we choose to use a fixed amount of 500 travel time samples per edge. 
Within the second phase, the evaluation phase, tours from the planning phase are evaluated. One realization of the 
network is produced by sampling each edge travel time once. Thus, one evaluation run represents a concrete realization 
of travel times. As only the edges between outer and inner city show significant variation of travel times, these can 
change with every run according to the shifted gamma distribution. Every tour is evaluated 100 times on different 
travel time realizations. The results are then compared over all runs. 
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Based on the results of the simulation, we first discuss the general routing implications in terms of customer order 
and the corresponding travel time model. Second, we consider the tour duration and the simulated lateness as criteria 
for the efficiency and reliability of the routing with different travel time models. 
 
Fig. 6. Results for Different Travel Time Information Models 
Fig. 6 illustrates the results of routing when considering different travel time information and the corresponding 
optimization approaches. The left graph shows the result of routing with mean travel times (standard TSP). Here, the 
variation of travel times is ignored, and multiple entering and leaving of the inner city area can be observed. This 
represents the favoring of a lower tour duration while not taking possible travel time variation on edges between inner 
and outer city areas into account. In contrast to that, the middle graph shows the result of optimizing the standard TSP 
with worst case travel times. Here, the result suggests to go around the inner city, enter the inner city once, visit all 
customers inside and then leave the inner city again to finish the rest of the tour. Finally, the right graph shows the 
routing with ITT. This solution can be seen as a middle ground between the other two results. Here, the border between 
inner city and outer city is not traversed as often as for the example of mean travel times, reducing the risk of edges 
connecting the two areas, but more often than for the worst case tour. 
Table 3. Results for Different Variances of Travel Times 
TT 
Variance Tour 
Total  
TT 
Total  
TT Diff 
Service 
Level 
Service Level 
Gain 
10% 
Mean Value 133.82 / 72% / 
Worst Case 135.23 1.05% 74% 4.78% 
Interval 134.27 0.33% 73% 2.98% 
20% 
Mean Value 132.81 / 67% / 
Worst Case 152.71 14.98% 92% 1.92% 
Interval 134.56 1.31% 72% 3.84% 
30% 
Mean Value 133.20 / 62% / 
Worst Case 153.40 15.16% 87% 1.90% 
Interval 134.53 0.99% 66% 4.06% 
 
Table 3 illustrates the effects of using the different optimization approaches in the environment of different levels 
of travel time variation (10%, 20%, 30% of the mean). “Total TT” captures the average total travel time for each 
routing approach. “Total TT Difference” indicates the difference in average total travel time in comparison to the mean 
value tour. We determine the “service level gain” per percent tour duration. This is calculated based on the mean value 
tour and yields the trade-off between the duration of a tour and the possible service level gain. 
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With a travel time variance of 10%, the resulting tours are relatively similar in duration, lateness and service level 
gain. Due to the low variance, the mean value is a good approximation, and uncertainty seems to not have a big impact 
on the results of routing. With a travel time variance of 20%, differentiated result can be observed. In terms of the 
average travel time, the ITT based tour is 1.31% longer, but relatively close to the mean value tour, while the worst 
case tour is significantly longer. In terms of lateness, the worst case tour achieves the best service level, but at the cost 
of much longer average tour duration. The service level gain is higher with the interval tour. This trend continues with 
increased travel time variance. In sum, with increasing variance of travel times, the interval tour achieves a better 
trade-off between average tour duration and lateness than the worst case tour, esp. when the duration of a tour and 
lateness are considered as equally important. 
5. Conclusion 
The need for cost-efficient as well as reliable deliveries results in major challenges for CLSP due to heavily varying 
travel times in the urban traffic network. In this paper, we discussed different travel time models and their properties 
regarding the consideration of travel time uncertainty. We identified ITT as a suitable travel time model to support a 
data driven optimization approach. ITT were incorporated into a robust routing approach that considers the efficiency 
as well as the reliability of tours. We exemplified that considering time windows in the robust routing approach leads 
to different and more reliable routing in contrast to a deterministic approach. Further, a case study depicted the 
influence of travel time variation on city logistics routing. It could be shown that the incorporation of ITT leads to 
improved routing in terms of efficiency and reliability of tours. 
A drawback of the presented approach manifests in the equal consideration of cost and reliability in terms of tour 
duration and travel time variation. As stated in Cho, Burer and Campbell (2010), for example, there is no possibility 
to adapt the “level of pessimism” in the model and to define the relative importance of reliability compared to 
efficiency. In further research, an adaption to control this factor could allow us to obtain solutions that are more reliable 
but also capture a suitable amount of efficiency in terms of tour duration. 
Further research will deal with the parametrization of the RTSP and the RTSP-TW model to weight cost and 
reliability in a more sophisticated way and the implementation of time windows in a VRP setting. Additionally, an 
enhanced underlying test network will be developed to offer more possibilities in route choices and incorporate more 
realistic travel time variations. Further, improved heuristic methods will allow to identify higher quality solutions in 
reasonable time. 
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