Introduction.
If A is a square matrix of order n and I is the unit matrix, the equation in X obtained by equating to zero the determinant \A-\l\ is called the characteristic equation of A. The roots of this equation are called the characteristic roots of A. Although it is not possible to make any definite statement as to the nature of the characteristic roots of the general algebraic matrix A, several authors have given upper limits to the roots. The first upper limit seems to have been given by Bendixsonf in 1900.
Let us denote by A f and A the transpose and the conjugate imaginary, respectively, of the square matrix A. If we write 
(b) If g n is the greatest of the numerical values of the elements \(aij -aji)/2\ of the real skew-symmetric matrix (A-A')/2, then
The extension to the case where the elements of A are complex was made in 1902 by Hirschf who proved the following theorem : In 1922, for a real matrix A, Pickf gave a proof of Bendixson's Theorem (a) with Bromwich's extension and he showed that(2) can be replaced by |/3 | =g tr |ctn ir/(2n) | which in general gives a more restricted limit than (2).
In 1927 the author § attacked the problem from a different angle and proved the following theorem:
If X is a characteristic root of a square matrix A and if pi^p 2^ • • 'z^Pn are the characteristic roots (all ^0) of AA', then pi^XX^Pn-It is the purpose of this paper to show by a very simple method that Hirsch's limits (3), (4) and (5) by limits which never exceed the former and are in general more restricted.
The Characteristic Roots of A A'.
HA is any square matrix, real or complex, Autonne* has shown that there exist two unitary (real orthogonal, if A is real) matrices P, Q such that
where N has real positive (or zero) numbers in the main diagonal and zeros elsewhere. On forming the product A A' = P'N 2 P it becomes evident that the numbers in the diagonal of N are the positive (or zero) square roots pi 1/2 , • • •, p n 1/2 of the characteristic roots of A A '. From (6), N = PAQ', so that if we denote by pa, tin and qa the element in the ith row and the jth column of P, N and Q, respectively, we have
That is, the elements of N are of the form X *'i' 
Hence |X| ^ (5+ T)/2.
We therefore have the following theorem:
THEOREM. If Si (Ti) is the sum of the absolute values of the elements in the ith row (column) of a square matrix A and if S (T) is the greatest of the Si (Ti), the absolute value | X | of a characteristic root X of A cannot exceed (S+T)/2.
Equation (3) of Hirsch's Theorem (a) obviously follows as a corollary to this theorem. It is clear that the limit given by the latter can never exceed that given by Hirsch's criterion and is in general less.
The limit is sometimes actually attained, for example, if A is a matrix each of whose elements is the square of the corresponding element of a real orthogonal matrix. In this case A obviously has the characteristic root +1. Moreover, the limit is always attained if A is a circulant, (that is, aij = aj-i + i, for i^j; aij = a n+ j-i+i for i>j) whose elements are real and ^0.
In particular, if A is Hermitian, Si-T z and hence S=T, so that we have the following corollary.
COROLLARY 1. If Si is the sum of the absolute values of the elements in the ith row of an Hermitian matrix A, and if S is the greatest of the Si, the numerical value of a characteristic root X of A cannot exceed S.
The limit given in the corollary is evidently attained if A consists entirely of zeros except in the diagonal. It is also attained if A is a real cyclic matrix, (that is, aij = a k where k is the least positive residue of i+j-1, mod n) with positive or zero elements.
On making use of Hirsch's Theorem (b) we have also the following corollary.
COROLLARY 2. If a+i/3 is a characteristic root of A and if S/ is the sum of the absolute values of the elements in the jth row of the Hermitian matrix B -(A-\-A')/2, then if S' is the greatest of the S/, it follows that \a \ ^S'.
Equation (4) of Hirsch's Theorem follows directly from this corollary. Moreover, it is clear that our criterion usually gives a narrower limit than that of Hirsch.
By invoking Bromwich's Theorem we can state also the following corollary.
COROLLARY 3. If a+ift is a characteristic root of A and if S/' is the sum of the absolute values of the elements in the jth row of the Hermitian matrix C= (A -A r )/(2i), then if S n is the greatest of the S/', we have \j3 | ^S".
Equation ( , and which we may suppose to have been divided through by the proper non-vanishing factor so that ^XiXi=l, such that
On multiplying these equations through by x t and summing as to t, we have (10) ^btjXtXj + i ^CtjXtXj = X)(a + i(3)x t x t = a + if3. The reduction theory of the indefinite binary forms has been presented in widely different forms and from various points of view. But whatever point of view is adopted, it seems that Hermite's principle of continuous variables under more or less disguised form constitutes an essential foundation of all the existing theories of reduction.
Hermite's principle in its simplest aspect consists in association with a given indefinite form of a positive quadratic form containing a continuously varying positive parameter and the study of integral values of variables which give successive minima of the latter. However, the reduced forms in Hermite's theory differ from those in the classical Gaussian theory of reduction. A little contribution to the theory of reduction which this article contains has for its purpose to show how, by substituting for Hermite's positive quadratic form a certain nonhomogeneous function containing a variable positive parameter, we obtain precisely the Gaussian reduced forms. Let 
