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In this paper we focus on specification of revenue functions in their dual price space. We 
consider two distance functions, both dual to the revenue function: Shephard output distance 
function and the directional output distance function, both in price space. The former is 
multiplicative, satisfying homogeneity, the latter is additive satisfying transitivity. Functional 
equation methods yield translog specification for the Shephard case and quadratic for the 
directional case. Monte Carlo evidence suggests that the quadratic specification more 
precisely represents technology. 
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This version: August 2008 1 Introduction
With the introduction of the Shortage Function (Luenberger, 1992, 1995) or Directional Distance Func-
tions (Chambers, Chung and F¨ are, 1996) into economics, we have a new tool at our disposal for charac-
terizing technology (or consumer preferences). These distance functions satisfy translation, a property
that follows from their deﬁnition, and which corresponds to the more familiar homogeneity conditions
that are characteristic of Shephard’s distance functions. Both types of functions accommodate multiple
inputs and outputs, which has proven useful in the performance measurement literature.
Another appealing feature of the distance functions is the fact that they have well-known economic
dual representations. For example, the revenue function is a Shephard (1970) type output distance func-
tion in price space. Here we derive the companion directional output distance function in price space,
which is also dual to Shephard’s output distance function. We then propose to compare these two price
space distance functions in terms of their ability to represent technology in price space. Our approach
is to parameterize these distance functions within the family of generalized quadratic functions and un-
dertake a Monte Carlo experiment to assess their relative ability to describe the price space technology.
Since both distance functions fully characterize the price space technology, we have two alternatives for
its representation. The Monte Carlo experiment will provide guidance as to which distance function
performs better empirically.
In a recent paper F¨ are, Martins-Filho and Vardanyan (2008) use a similar research design to compare
the econometric performance of Shephard and Directional Distance Functions in output quantity space
in a production context. Based on their Monte Carlo experiment they conclude that the directional dis-
tance function does a better job of modeling the technology within the family of generalized quadratic
functions in quantity space. F¨ are et al. (in press) study these functions in the consumer theory context
and come to a similar conclusion.
We exploit the translation and homogeneity properties to help us choose appropriate functional
forms for parameterizing our distance functions. We employ functional equation techniques to identify
the functional forms that satisfy the aforementioned properties as well as ﬂexibility and linearity in
parameters, i.e., they satisfy properties from economic theory as well as providing practical empirical
properties. In contrast, in a recent study Feng and Serletis (2008) state that ‘...there is no a priori view
as to which ﬂexible functional forms are appropriate...’ Our goal is to suggest a fruitful alternative to
this view.
12 Parametric Generalized Quadratic Functions
In this section we introduce the generalized quadratic function—a ﬂexible functional form—and show
how it may be parameterized using homogeneity and translation properties, i.e., the generalized quadratic
function belongs to a class of functions that nest translation and homogeneity properties. Recall that
the revenue function is homogeneous in output prices and that it is an output distance function in price
space. The ‘new’ revenue function introduced in this paper as a directional output distance function
in price space is shown below to satisfy the translation property. Homogeneity and translation are the
properties we use to help us parameterize these functions.
Let
F : <I → <,h : < → <
and ζ : < → < with inverse ζ−1 and let ai,aij be real constants and qi ∈ <, then









is called a generalized quadratic function (Chambers, 1988), a transformed quadratic function (Diewert,
2002) or is said to have a second-order Taylor’s series approximation interpretation (F¨ are and Sung,
1986). If ai = 0,i = 1,...,I and aij 6= 0,i = 1,...,I, then it is a generalized quasi-quadratic function
(F¨ are and Sung, 1986).
We say that F(q) is homogeneous of degree +1 if
F(λq) = λF(q),λ > 0, (2)
and it satisﬁes the translation property if
F(q + αg) = F(q) + α,α ∈ < (3)
where g = (g1,...,gI) ∈ <I,g 6= 0 is the directional vector.1
Note that the generalized quadratic function (1) is linear in the parameters ai and aij and that it
is quadratic in h(.). The ﬁrst property is desirable from an econometric point of view and the second
1In eﬃciency analysis this is the direction in which eﬃciency and productivity are measured (Chambers, Chung and
F¨ are, 1996).
2from an economic point of view.
The interaction between (1) and (2) or between (1) and (3) yield functional equations. What we seek
are the solutions to these functional equations, which will provide the ‘functional form’ that globally
satisﬁes the conditions (1) and (2) or (2) and (3). As it turns out, there are two solutions for each pair
of conditions, which provide the basis for our choice of parameterization. Beginning with (1) and (2),
i.e., our generalized form in combination with homogeneity, yields the following solutions (see F¨ are and
Sung, 1986):









namely the translog function (Christensen, et al, 1971), and










which is the quadratic mean of order r function.
The functional equations (1) and (3), i.e., generalized quadratic and translation, with g = (1,...,1)
yield two solutions as well (F¨ are and Lundberg, 2006)


















aij exp(λqi)exp(λqj),λ 6= 0 (7)
an unnamed function.2
In passing, we mention that Diewert (1971) and Diewert and Wales (1987) introduced the generalized




























respectively. These two homogeneous function belong to a more general class than the generalized
quadratic, namely, they are of the form




















Note that these diﬀer from the generalized quadratic family of functional forms in (1) in that they
include additional functions f(qi)f(qj) in (10) as well as g(q) in (11). Not much is known about the
functional equations generated by (10), (2), (3) and (11), (2), (3).
3 Generalized Quadratic Revenue Functions
Let x ∈ <N
+ denote inputs and y ∈ <M
+ outputs; we model technology here by its output sets
P(x) = {y : x can produce y},x ∈ <N
+. (12)
We assume that the output sets satisfy the usual axioms including free disposability of inputs and
outputs, P(x) nonempty and compact for x ∈ <N
+, see F¨ are and Primont (1995) for details.
Let p ∈ <M
+ be an output price vector, with the corresponding revenue function deﬁned as
R(x,p) = max{py : y ∈ P(x)},x ∈ <N
+. (13)
This function is homogeneous of degree +1 in output prices
R(x,λp) = λR(x,p),λ > 0. (14)
Let R be a given revenue value, then the associated output set in price space is
P(x,R) = {p : R(x,p)< =R}. (15)




We note that the revenue function is an output distance function in price space, i.e.,
D(x,p,R) = inf{λ : (p/λ) ∈ P(x,R)} (16)









The second equality follows from the deﬁnition of the output set in price space and the third from
the homogeneity of the revenue function in output prices. Next, let g = (g1,...,gM) 6= 0 be a directional
vector, then the directional revenue function is deﬁned as
4(x,p,R;g) = sup{β : (p + βg) ∈ P(x,R)} (17)
= sup{β : R(x,p + βg)< =R}.
Note that if p = g, then
4(x,p,R;g) = sup{β : R(x,p(1 + β))< =R} (18)









which shows the relationship between the directional revenue function and the revenue function R(x,p),
or equivalently the price output distance function D(x,p,R).
We illustrate the price output distance function and directional revenue function in the following













Shephard dist fn, D((x,p,R) Directional revenue function
a+ beta* g
price pair at a. The Shephard price output distance function projects a to the frontier of technology
along a ray from the origin, i.e., for observation a D(x,p,R) = 0a0/0a. The directional revenue function
for observation a is in the right hand panel; here the problem is maximize (p1,p2) + βg with respect to
β. g is the direction vector which we add to a. We then scale along the segment a,g + a until we reach
the frontier at (p1,p2) + 4(x,p,R;g)g. if the direction vector had been g = (p1,p2), then the direction
vector would lie on the ray from the origin, and the resulting value would be equal to 1
D(x,p,R) − 1.
From its deﬁnition, it follows that 4(x,p,R;g) satisﬁes the translation property, i.e.,3
4(x,p + αg,R;g) = 4(x,p,R;g) + α. (19)
The following lemma establishes the relationship between the two revenue functions 4(x,p,R;g)
and R(x,p). The proof is in the appendix.
LEMMA: 4(x,p,R;g) = 0 ⇔ R(x,p) = R.
Thus the two revenue functions model the same price space technology P(x,R). Using this lemma
we may write the directional revenue function as
3For the case in which g = (1,...,1) (19) corresponds to (3).
64(x,p,R(x,p);g) (20)









,n = 1,...,N, (22)
where (21) yields the supply functions for outputs and (22) gives us the shadow prices of the inputs.
Note that the left hand side is based on the usual revenue function whereas the right hand side is the
directional revenue function. Thus one may estimate 4(x,p,R;g) and derive the desirable properties of
R(x,p).
To illustrate this derivation we provide a simple example of (20). Let technology be a simple pro-
duction function










The directional revenue function with g = 1 is
4(x,p,R;1) = max{β : (p + β)
√
x< =R} (26)



















From (26) we have












x = ∂R/∂p. (30)
In our Monte Carlo experiment, we parameterize the usual revenue function as a translog function
given the homogeneity of the revenue function. We parameterize the directional revenue function as
a quadratic, consistent with the translation property of the directional revenue function. We choose
translog and quadratic over the other possible solutions because they have both ﬁrst and second order
terms.
4 The Monte Carlo Experiments
Throughout this section we follow the setup of the experiment outlined in F¨ are, Martins-Filho, and
Vardanyan (2008) and our Monte Carlo experiments focus on two classes of the true price space tech-
nologies. We assume three so-called polynomial-of-order-four technologies (P1, P3, P3) which give us
our ‘translation’ quadratic technology and three translog-of-order-four technologies (L1, L2, L3) which
satisfy homogeneity. Since we are mainly interested in the shape of the frontier of the price output set,
we assume that only one input is used to generate two output prices. The values of this input are set to
unity for all simulated observations in our samples. This normalization will aid in the visual assessment
of the quality of approximation, as the price output set is speciﬁed for a given level of input utilization.
Moreover, we apply the same normalization to the revenue.
Beginning with the polynomial-of-order-four technologies (P), we have
PQ(1,1) = {(p1,p2) : p2 = fQ(p1)}, (31)


















4 ) models the degree of its concavity. The three assumed scenarios
cover a wide range of possibilities and at the same time allow for relatively simple interpretation of the
simulation results. The parameters are chosen in the following way:
Quadratic Functional Form
Model P1 Model P2 Model P3
β
Q
0 11.70 11.10 10.60
β
Q
1 -0.91 -0.72 -0.54
β
Q
2 0.50×10-5 0.50×10-4 0.10×10-2
β
Q
3 0.10×10-4 0.10×10-3 0.10×10-2
β
Q
3 -0.45× 10-3 -0.12× 10-2 -0.24× 10-2
Note that this setup can be extended to a more general case involving more than one production in-
put. However, given the goals of the experiment, such a generalization is not necessary, since the above
setup already includes the possibility of multiple inputs through our choice of the parameter vector
βQ. 5 Panel (A) of Figure 1 illustrates the plots of the price output set frontiers for the valid range of
the ﬁrst output price. Model P1 has the ‘ﬂattest’ price output frontier, and Model P3 the most curvature.
The prices p1 are generated by drawing samples of various sizes (K) from a gamma distribution with
the density given by f(p1) = pλ−1e−p1/θ(Γ(λ)θλ)−1, where Γ(·) is the gamma function, with (λ,θ) ∈ <2
+.
We assume the following three cases with regards to the true sample size: K=50, K=100, and K=500.
Our class of polynomial technologies is further divided into two subclasses, type- A and type-B mod-
els, which diﬀer by the values of the parameter vector (λ,θ) that we assume for the experiment. Specif-
ically, type-A speciﬁcations have (λ,θ) = (5,0.5), whereas type-B models assume (λ,θ) = (18,0.25).6
The prices p2for the polynomial (quadratic) technologies are then generated as p2 = fQ(p1)−ν , where
4During the initial stages of our research we have experimented with a number of additional cases involving other
shapes of the true price output set boundaries. The outcomes of these experiments are very similar to the results that we
describe in the next section.
5We have also considered several cases in which the actual quantities of two production inputs were assumed and
included in the experiment directly. However, this generalization did not change our results.
6The type-A parameters yield data with relatively low values of p1 and relatively high values of p2, whereas type-
B parameters yield relatively ‘more balanced’ prices. This turned out not to matter in terms of the quality of the
approximation. As a consequence we assume just one class of true technologies in the translog case, where we used a
uniform distribution to draw the data for p1.
9the random noise ν captures the price-space counterpart to ‘technical ineﬃciency’ and is assumed to
have an exponential distribution with the density f(ν) = exp−ν.
Turning next to the speciﬁcation of the translog price technologies (L), we have
PL(1,1) = {(p1,p2) : ln(p2) = fL(p1)}, (32)
where fL(p1) = βL
0 + βL






1) and the parameter vector βL =
(βL
0 ,...,βL
4 ) is chosen in the following way:7
Translog Functional Form
Model L1 Model L2 Model L3
βL
0 3.000 2.845 2.690
βL
1 -3.500 -3.400 -3.300
βL
2 3.900 4.000 4.100
βL
3 -1.500 -1.475 -1.415
βL
4 -0.140 -0.220 -0.330
Panel (B) of Figure 1 illustrates the plots of the corresponding boundaries for the translog case.
We draw the samples of the same three sizes as before from the uniform distribution as ln(p1) ∼
Uniform(0.7,1.4) to ensure that all of the true price output set frontiers have non-decreasing price-
space counterparts of the marginal rate of transformation at each value of p1. As in the case of the
polynomial technologies, the three choices allow us to keep the experiment both reasonably general as
well as easily interpretable. Finally, the price-space counterpart of ‘technical ineﬃciency’ is introduced
in a similar way as before, i.e., ln(p2) = ln(exp{fL(p1)} − ν).
The translog and the quadratic output distance functions in price space are given respectively by






(ln(p2))2 + γ12 lnp1 lnp2 (33)
and








2 + δ12p1p2, (34)
respectively.
We use the linear programming techniques popularized by Aigner and Chu (1968) to compute the
parameter estimates of these as frontier functions. Their properties, such as representation, monotonic-
7Both βL and βQ are assumed to be the same as in F¨ are, Martins-Filho and Vardanyan (2008).
10ity, translation and homogeneity, have been imposed and satisﬁed during each of the 200 replications.8
Finally, we consider three choices of the directional vector g, which enters problem (34) via translation
property constraints: g=(10,1), g=(1,1), and g=(1,10).
In the next stage of the experiment we use parameter estimates from (33) and (34) to obtain the
estimated price-space frontiers and then visually assess the quality of approximation provided by the
translog and the quadratic parameterizations. We start by assuming price-space technical eﬃciency for
every observation in the sample, i.e., 4k(1,p,1 : g) = 0 and Dk(1,p,1) = 1 for all k = 1,...,K, and
then substitute the quantities representing the ﬁrst output price to solve K quadratic equations. The
solutions to these equations, p∗
2k(ˆ γ) and p∗
2k(ˆ δ), place every observation on the estimated boundary of
the price output set producing its plot.
The following three benchmarks are used to assess the quality of our parametric approximations:
1. The average Euclidean distance between the true and simulated prices of the second output.
2. The average discrepancy between the price-space counterparts of the relative shadow prices.
3. The mean Euclidean distance between the true and estimated price-space measures of the frontier
curvature. This measure can be interpreted as the price-space counterpart of the Morishima
elasticity of substitution [Morishima (1967)].
The ﬁrst benchmark is obtained using the true and estimated prices of the second output and is
deﬁned as




2k(ˆ γ) − fL(p1k)]2)1/2 (35)
and




2k(ˆ δ) − fQ(p1k)]2)1/2 (36)
in the translog and polynomial models, respectively.
The second benchmark can be interpreted as the average discrepancy between the true and estimated
price-space counterparts of the marginal rate of transformation evaluated at frontier points. From duality
8See Chambers, Chung and F¨ are (1998) and F¨ are and Grosskopf (1994) for an in-depth discussion of the distance
function properties.









Hence, the average Euclidean distance between the true and estimated price-space representations
of relative shadow quantities is equal to
































p1k for translog technologies.
Finally, our third benchmark assesses the relative error in the approximation of the price output set
curvature. It is deﬁned as ∂ lnψ/∂ ln(p2/p1) and we have
ek(ˆ γ) = 1 −
∂2 lnD(1,pk,1)
∂(lnp1)2 ∂ lnD(1,pk,1)/∂ lnp1 +
∂2 lnD(1,pk,1)
∂(lnp1)∂(lnp2)
∂ lnD(1,pk,1)/∂ lnp2 (40)
= 1 −
ˆ γ11
ˆ γ1 + ˆ γ11 lnp1k + ˆ γ12 lnp2k
+
ˆ γ12
ˆ γ2 + ˆ γ22 lnp2k + ˆ γ12 lnp1k
,
and













ˆ δ2 + ˆ δ22p2k + ˆ δ12p1k
−
ˆ δ11
ˆ δ1 + ˆ δ11p1k + ˆ δ12p1k
!
.




((ek + ek(·))2)1/2, (42)













∂fQ(p1k)/∂p1 for translog and polynomial technologies,
respectively.
5 Results
The quality of approximation of the price output set frontier attained by the quadratic directional rev-
enue function is better than that achieved by the translog revenue function. This conclusion is based
on the visual comparison of plots in Figure 2 and Figure 3, as well as via a more rigorous investigation
of the simulation results summarized in Table 1.
The estimated frontiers that were recovered using the parameters of the translog revenue function all
have the wrong curvature in both classes of the true technologies used in the experiment. For example,
in Figure 2—which is based on data generated from a ‘true’ quadratic function—we would expect that
estimation using the translog functional form would yield relatively poorer results than the quadratic,
which it does—compare top and bottom panels in Figure 2. However, even when the ‘true’ technology
is translog as in Figure 3, estimation using the translog functional form yields estimates of the frontier
that again have the wrong curvature. This result is conﬁrmed by the average estimated counterpart
to the deviations between the estimated and true elasticity of substitution, which, regardless of the
directional vector assumed, is always smaller in all of the quadratic speciﬁcations than the translog.
Note also that while an increase in the sample size always produces a closer approximation in
the quadratic parameterizations (compare Θ,Ω,E for 4(·) (quadratic) versus D(·) in Table 1), similar
increases in K generally result in poorer quality of approximation when the data is generated as translog
for both 4(·) and D(·), although this is more pronounced with D(·) despite the fact that the data were
generated as translog (see Table 2).
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True Frontiers of the Price Space Output Set 
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∗ In type-A models the quantities p1 were drawn from the gamma distribution assuming 
) 5 . 0 , 5 ( ) , ( = θ λ , whereas type-B models have  ) 25 . 0 , 18 ( ) , ( = θ λ .  
Table 1 (continued) 
Results of the Monte Carlo Experiment; 
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Table 1 (continued) 
Results of the Monte Carlo Experiment; 
P3 Models 
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Table 2 
Results of the Monte Carlo Experiment; 
L1 and L2 Models 
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Table 2 (continued) 
Results of the Monte Carlo Experiment; 
L3 Models 
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Frontiers of the Price Output Set; 
Model P1A; K=50 
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Figure 2 (continued) Model P2B; K=100 
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Figure 2 (continued) Model P3A; K=500 
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 Figure 3 (continued) 
Model L2; K=100 
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Figure 3 (continued) 
Model L3; K=500 
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 6 Conclusions
Our results with the revenue function representations in price space with Shephard and directional out-
put distance functions are similar to the conclusions reached by F¨ are, Martins-Filho, and Vardanyan
(2008) for quantity space estimates of distance functions using translog and quadratic functional forms.
While the reliability of the quadratic parameterizations has been established once again, the relative
failure of the translog speciﬁcations to precisely approximate the true frontier is as pronounced in the
price space as was shown to be in the quantity space.
In terms of our eﬀort here with respect to the revenue function, we have provided evidence that
translog speciﬁcations will yield imprecise estimates of technology, despite the fact that they satisfy the
homogeneity property. Fortunately, the dual price space directional distance function provides a spec-
iﬁcation that is consistent with the quadratic speciﬁcation that provided more precise approximations
of the technology, thus providing an alternative way to identify the revenue function.
147 Appendix
We provide a brief sketch of the proof of the lemma. It is similar to Luenberger’s (1995, p. 100) proof
of the relation between the utility function and the beneﬁt function.
Recall that the revenue function is convex in prices and thus continuous on the interior of <M
+ (Shep-
hard, 1970, p. 230). It is also nondecreasing in prices.
Following Luenberger (1995, p. 100), given that
i) R(x,p + αg) < R(x,p),α > 0, if R(x,p) = R then 4(x,p,R;g) = 0.
Conversely, if p ∈ Interior of <M
+ and 4(x,p,R;g) = 0, then R(x,p) = R.
Details:
Assume that R(x,p) = R, then 4(.)> =0. Since i) holds, R(x,p+αg) < R(x,p),α > 0, thus 4(x,p,R;g) =
0.
Conversely let p ∈ Interior of <M
+ then 4(x,p,R;g) = 0, implies R(x,p)< =R and R(x,p + αg) <
R(x,p). By continuity of R in p, R(x,p) = R.
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