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Abstract
We consider the Lagrange and the Markov dynamical spectra associated to conser-
vative Anosov flows on a manifold of dimension 3. We show that for a large set of
real functions and for typical conservative Anosov flows, both the Lagrange and the
Markov dynamical spectra have non-empty interior.
1 Introduction
The theory of numbers gives a mathematical object which is related with this work, is
the classical Lagrange spectrum (cf. [CF89]), which we describe in the following: Given
an irrational number α, according to Dirichlet’s theorem the inequality
∣∣∣α− pq ∣∣∣ < 1q2
has infinitely many rational solutions p
q
. Markov and Hurwitz improved this result (cf.
[CF89]), proving that, for all irrational α, the inequality
∣∣∣α− pq ∣∣∣ < 1√5q2 has infinitely
many rational solutions p
q
.
Meanwhile, for a fixed irrational α better results can be expected. We associate, to each
α, its best constant of approximation (Lagrange value of α), given by
k(α) = sup
{
k > 0 :
∣∣∣∣α− pq
∣∣∣∣ < 1kq2 has infinite rational solutions pq
}
= lim sup
p,q→∞
p,q∈N
|q(qα− p)|−1 ∈ R ∪ {+∞}.
The set L = {k(α) : α ∈ R \Q and k(α) <∞} is known as the Lagrange spectrum. The
set L has been studied in depth for many decades, see by example the survey by Cusick
and Flahive [CF89] and references therein. In particular, some of the basic properties are
summarized below.
1. L is a closed subset of the real line (Cusick 1975).
2. The value L(β) for β quadratic irrational are dense in L (Cusick 1975).
It is also known that L begins with a discrete sequence (Markov 1879), and whose smaller
term is
√
5. The continued fraction algorithm plays a crucial role in the proof of all
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these results on L, thanks to the following formula for K(α). Let α irrational ex-
pressed in continued fractions by α = [a0; a1, . . . ]. Defining αn = [an; an+1, . . . ] and
βn = [0; an−1, an−2, . . . , a0]. Then we have
k(α) = lim sup
n→∞
(αn + βn). (1)
In 1947 M. Hall (cf.[Hal47]) proved that the regular Cantor set C(4) of real numbers in
[0, 1] in whose continued fraction only appear coefficients 1, 2, 3, 4 satisfies
C(4) + C(4) = [
√
2− 1, 4(
√
2− 1)],
so by the Hall’s result and the formula (1) follows that L ⊃ [6,+∞), therefore the
Lagrange spectrum contains a whole half-line - such a half-line is known as a Hall’s ray
of the Lagrange spectrum.
In 1975, G. Freiman (cf. [Fre75] and [CF89]) proved some difficult results showing that
the arithmetic sum of certain (regular) Cantor sets, related to continued fractions contain
intervals, and used them to determined the precise beginning of Hall’s ray (the biggest
half-line contained in L), which is
2221564096 + 283748
√
462
491993569
∼= 4, 52782956616 . . . .
Another interesting set related to diophantine approximations is the classical Markov
spectrum defined by (cf. [CF89])
M =
{(
inf
(x,y)∈Z2\(0,0)
|f(x, y)|
)−1
: f(x, y) = ax2 + bxy + cy2 with b2 − 4ac = 1
}
. (2)
In a similar way at (1) one can prove that M = { sup
n→∞
(αn + βn) : αn, βn as (1)}
(cf. [CF89]).
There are some relationship between the Markov and Lagrange spectra by example L ⊂M
[CF89]. More recently, the structure of L and M in between the discrete part and the
Hall ray has been investigated by C. Moreira and C. Matheus in a series of recently papers
([Mor02], [Mor17], [MM17] and [MM17]).
It is clear from the formula (1) for k(α) is finite if and only if α is of bounded type, that
is the sequence (an)n∈N is bounded. It is well known that the continued fraction expansion
is related to the coding of the geodesic flow on the modular surface (see [Ser85b, Ser85a,
HP02]). In this geometric context there is a way to establish a correspondence between
bounded type real numbers α and bounded geodesic rays (gαt )t>0.
Any value k(α) corresponds to the following geometric quantity
lim sup
t→∞
heigth(gαt )
which gives the asymptotic depth of penetration of the ray (gαt ) into the cusp of the mod-
ular surface, where heigth(·) denotes the hyperbolic height.
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Many generalizations of Lagrange and Markov Spectra have been studied by several au-
thors. We do not attempt here to summarize the huge literature, but we just mention a
partial list of examples. A first natural generalization of the modular surface are quotients
of the upper half plane by Hecke groups and more in general by Fuchsian groups with
cusps. Investigations of the Hurwitz constant and the Markov spectrum for Hecke and
triangle groups were carried out in [Ser88, HS86, Vul97] and for Fuchsian groups with
cusps in [Vul00]. Moreover, the existence of a Hall ray for penetration Markov Spectra
for any Riemann surface with cusps is shown in [SS97]. Discrete groups acting on higher
dimensional hyperbolic spaces were also studied, in particular the Hurwitz constant and
the Lagrange spectrum are studied in [Vul95b, Vul99], and the closure of the spectrum
is special case of [Mau03] and [PP09]. Lagrange and Markov spectra for quotients by
Bianchi groups have also been studied since they yield number theoretical applications
for the approximation of a complex number by elements of an imaginary quadratic number
field, see [Vul95a, Mau03]. In 2013, P. Hubert, L. Marchese and C. Ulcigrai (cf.[HMU15])
showed the existence of Hall’s ray in the context of Teichmu¨ller dynamics, more precisely
for moduli surfaces, using renormalization. Recently, in 2015, M. Artigiani, L. Marchese,
C. Ulcigrai (cf. [AMU14]) showed than Veech surfaces also have a Hall’s ray.
Other geometric generalizations of the Lagrange and Markov Spectra in negative curva-
ture (dimension bigger that 3 and finite volume), as spiraling spectra, where defined and
investigated in various works by Paulin and Parkonnen in [PP10, PP09, PP11] and by
Paulin and Hersonky in [HP10]. In particular, they prove that the existence of the Hall
ray for all these spectra. Here, we are interesting in the generalizations given for Paulin
and Parkonnen in [PP10], so let’s describe this setting.
Let M be a complete connected Riemannian manifold with sectional curvature at most
−1 and let e be an end of it; the associated Lagrange and Markov Spectra are defined
respectively by
LimsupSp(M, e) =
{
lim sup
t→∞
hte(γ(t)) : γ ∈ SM
}
and
MaxSp(M, e) =
{
sup
t∈R
hte(γ(t)) : γ ∈ SM
}
,
where γ(t) is the geodesic such that γ(0) = γ ∈ SM , and hte(·) is the height function
associated with the end e.
In this case, J. Parkkonen and F. Paulin [PP10], using purely geometric arguments showed
the following theorem:
Theorem[PP10] If M has finite volume, dimension n ≥ 3 and e is an end of M , then
1. MaxSp(M, e) contains the interval [4.2,+∞].
2. LimsupSp(M, e) contains the interval [6.8,+∞].
Schmidt and Sheingorn [SS97] proved the two-dimensional analogue of the above Theorem
in constant curvature −1. They showed that the maximum height spectrum of a finite
3
area hyperbolic surfaces with respect to any cusp contains the interval [4.61,+∞].
For our purposes, let’s consider a more general definition of the Lagrange and Markov
spectra. Let M be a smooth manifold, T = Z or R, and φ = (φt)t∈T be a discrete-
time (T = Z) or continuous-time (T = R) smooth dynamical system on M , that is,
φt : M →M are smooth diffeomorphisms, φ0 = id, and φt ◦ φs = φt+s for all t, s ∈ R.
Given a compact invariant subset Λ ⊂ M and a function f : M → R, we define the
dynamical Markov, resp. Lagrange, spectrum M(φ,Λ, f), resp. L(φ,Λ, f) as
M(φ,Λ, f) = {mφ,f (x) : x ∈ Λ}, resp. L(φ,Λ, f) = {`φ,f (x) : x ∈ Λ}
where
mφ,f (x) := sup
t∈R
f(φt(x)), resp. `φ,f (x) := lim sup
t→+∞
f(φt(x)).
It is easy to see that L(φ,Λ, f) ⊂M(φ,Λ, f) (cf. [MRn17]).
When Λ is the whole manifold, we denoted M(φ,M, f) := M(φ, f) and L(φ,M, f) :=
L(φ, f).
Observe that, in the paper of J. Parkkonen and F. Paulin [PP10], the definition
MaxSp(M, e) and LimsupSp(M, e) coincides with M(φ, f) and L(φ, f), when f = hte ◦pi
is the height function hte associated to the end e composed with the canonical projection
pi : SM →M .
The first result in the context of discrete dynamic is due to C. Moreira and S. Roman˜a
[MRn17], where they proved that:
Theorem Let Λ be a horseshoe associated to a C2-diffeomorphism ϕ of a surface N
such that HD(Λ) > 1. Then there is arbitrarily close to ϕ, a diffeomorphism ϕ0 and a
C2-neighborhood W of ϕ0 such that, if Λψ denotes the continuation of Λ associated to
ψ ∈ W, there is an open and dense set Hψ ⊂ C1(N,R) such that for all f ∈ Hψ, we have
int L(ψ,Λψ, f) 6= ∅ and int M(ψ,Λψ, f) 6= ∅,
where intA denotes the interior of A.
In the case of geodesic flow in manifold of negative curvature, in [Mau03] Maucourant
proves, in more general context, that the spectra for the set of points whose ω-limit is a
periodic orbit is dense in the spectra.
In this paper we consider continuous conservative dynamics in dimension 3 with hy-
perbolic behavior, i.e., conservative Anosov flows, which is the case for geodesic flows
in negative curvature. More specifically, we consider a three-dimensional connected C∞
Riemannian manifold M endowed with a finite volume-form. Denote by m the measure
associated to this volume-form, that we call Lebesgue measure. Let Xrw(M) be the space
of conservative Cr vector field, then we proof the following theorem:
Theorem 1.1. Let φ be a vector field, such that φt is a conservative Anosov flow, which
has a basic set Λ with Hausdorff dimension close to 2, then arbitrarily close to φ there is
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an open set W ⊂ X2w(M) such that for any X ∈ W one can find a dense and C2-open
subset UX,Λ ⊂ C2(M,R), so that
intM(f,X) 6= ∅ and int L(f,X) 6= ∅
whenever f ∈ UX,Λ. Moreover, the above statement holds persistently: for any Y ∈ W,
it holds for any (f,X) in a suitable neighborhood of UY,Λ × {Y } in C2(M,R) × X2w(M).
Here intA denotes the interior of A.
However, when the manifold M is the unitary tangent bundle of a complete Rieman-
nian surface N endowed with a metric g0 of negative pinched curvature, then the geodesic
flow on M is a conservative Anosov (cf. [Pat99]), however, if the surface N has finite vol-
ume, then by a result of Dani ([Dan86]), we can construct hyperbolic sets for the geodesic
flow of N with Hausdorff dimension arbitrarily close to 3. Therefore, write X2w(SN) for
the space of C2 conservative vector fields, and denote by φ0 ∈ X2w(SN) the vector field on
the unitary tangent bundle SN which is the derivative of the geodesic flow for the metric
g0 (the geodesic flow is a conservative flow, because it is preserved the Louville measure).
In this conditions we have that:
Corollary 1. Arbitrarily close to φ0 there is an open set V ⊂ X2ω(SN) such that for any
X ∈ V one can find a dense and C2-open subset UX,Λ ⊂ C2(M,R), so that
intM(f,X) 6= ∅ and int L(f,X) 6= ∅
whenever f ∈ UX,Λ. Moreover, the above statement holds persistently: for any Y ∈ V, it
holds for any (f,X) in a suitable neighborhood of UY,Λ × {Y } in C2(SN,R)× X1w(SN).
There is another very interesting class of Anosov flows, which are suspension of a
Anosov diffeomorphims, so call suspension Anosov flow. For this class of Anosov flow we
prove:
Corollary 2. Let φ be a vector field, such that φt is a conservative Anosov flow which is
a suspension (by a constant factor) of the a conservative Anosov diffeomorphism ϕ of a
compact C2 submanifold of codimension one in M . Then, arbitrarily close to ϕ there is
an open set W of C2-conservative Anosov diffeomorphims such that for any ψ ∈ W we
have
intM(ψ, f) 6= ∅ and int L(ψ, f) 6= ∅
for any f in a dense and C2-open subset Uψ of C2(M,R), where ψt is the suspension flow
associated to ψ ∈ W.
The main difficult in this paper is to show a separation Lemma (see Lemma 3.5) using
only the C0 stable and unstable foliations of the flow, which allows reduce one dimension
to the problem. Another difficult is to produces the set UX,Λ of the statement of Theorem
1.1, besides to produce small conservative perturbations of the flow such that we can
obtain the property V (see subsection 5.3).
Structure of Paper: The paper is organized the following way: In the section 2, we give
a little introduction of Anosov flows, in the section 3, we will get the tool for reduce the
Theorem 1.1 to a problem of dimension two and we will construct the ingredients to define
the set UX,Λ, in the section 4 we will prove the Theorem 4.1, which is bi-dimensional ver-
sion of theorem 1.1, with featured for the subsections 4.2 and 4.2.3, finally, in the section
5 we will prove the Corollary 1 and Corollary 2.
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2 Preliminaries
An invariant set Λ is said hyperbolic for a flow φt if: there exists a continuous splitting
TM = Es⊕ φ⊕Eu, invariant under the derivative of the flow Dφ on TM , such that φ is
the subbundle spanned by the direction of the flow, Dφ exponentially expands Eu, and
Dφ exponentially contracts Es, that is, there are constants C, c > 0, λ > 1 such that
∣∣Dφt(x)∣∣ ≥ cλt |x| if x ∈ Eu and t ≥ 0, (3)
∣∣Dφt(x)∣∣ ≤ Cλ−t |x| if x ∈ Es and t ≥ 0. (4)
The subbundles Es and Eu are known to be uniquely integrable. The Stable and Unstable
Manifold Theorem [KH95] it follows that there is  > 0 such that for every x ∈ Λ the set
W s (x) = {y : d(ϕt(x), ϕt(y)) ≤  and d(ϕt(x), ϕt(y)) −→
t→+∞
0}
and
W u (x) = {y : d(ϕt(x), ϕt(y)) ≤  and d(ϕt(x), ϕt(y)) −→
t→−∞
0}
are invariant Cr-manifolds tangent to Esx and E
u
x respectively at x. Then we call W
s
 (x)
the local strong-stable manifold and W u (x) the local strong-unstable manifold, sometimes
denoted by W sloc(x) and W
u
loc(x), respectively. Here d is the distance on M induced by the
Riemannian metric. Moreover, the manifolds W s (x) and W
u
 (x) varies continuously with
x (in general, it is the best one can expect for Anosov flows). Also, if x ∈ Λ one has that
W s(x) =
⋃
t≥0
ϕ−t(W s (ϕ
t(x))) and W u(x) =
⋃
t≤0
ϕ−tW u (ϕ
t(x))
are Cr invariant manifolds immerse in M , called of strong-stable manifold and strong-
unstable manifold of x, respectively. Finally, the sets
W cs(x) =
⋃
t∈R
W s(ϕt(x)) and W cu(x) =
⋃
t∈R
W u(ϕt(x))
are invariant Cr manifolds tangent to Esx ⊕ φ(x) and Eux ⊕ φ(x), respectively.
We say that a hyperbolic set is basic if:
(a) the periodic orbit contained in Λ are dense in Λ,
(b) φt|Λ is transitive,
(c) There is an open set U ⊃ Λ so that Λ = ⋂t∈R φt(U).
Sometimes, for difeomorphisms in surface of dimension 2, the basic sets also are called
the horseshoe.
When Λ = M we said that flow is an Anosov flow (analogue definition for Anosov
diffeomorphism).
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The main examples of Anosov flows are geodesic flows on unit tangent bundles of
compact Riemannian manifolds of negative curvature, and suspensions of Anosov diffeo-
morphism. A suspension flow is define by: let ϕ : N → N be an Anosov diffeomorphism
of a compact manifold N (this means that there is an f -invariant splitting TN = Es⊕Eu
which satisfies conditions analogous to (3) and (4)) and consider the flow ϕt on N × R
given by ϕt(x, s) = (x, s + t). The suspension of ϕ is the flow induced by ϕ
t on the
manifold obtained from N × R by making the identifications (x, s) ∼ (ϕ(x), s+ 1).
Denote by M the set of invariant probability measures. An Anosov flow (or Anosov
diffemorphism) is said to be conservative, if there is an invariant probability measure m˜,
which is absolutely continuous with respect to normalized Lebesgue measure.
3 Separation Lemma and Hyperbolic set
In this section, we will to show that is possible to enclose any hyperbolic set into a finite
number of tubular neighborhood with basis GCS (Good Cross Sections) pairwise disjoint.
Using this GCS, for our basic set Λ, we can construct a basic set, with Hausdorff dimension
bigger than 1, for the Poincare´ map, restricted to the union of GCS. For this purpose we
only need the hyperbolicity of Λ. Also, we can conclude that all hyperbolic set of φt
are one-dimensional. For the purpose of this section, we can assume that Λ is simply a
hyperbolic set.
3.1 Good cross-sections
The goal of this section is to prove the Lemma 3.5 (Separation Lemma) which is very
important tool for the proof of theorem A.
Let us fix the notation, we use F s for the strong stable foliations and by Fu the strong
unstable foliations, i.e., F i(x) = W i(x) for i = s, u, are continuous foliations of dimension
one (not necessarily C1-foliations). We also denote F s,uloc = W s,uloc the local stable (unstable)
foliation.
Definition 1. A C0-surface S is transverse to the flow φt, if there are θ, r > 0 such that
for every z ∈ S the cone Cz of angle θ centered in φ(z) with vertex at the point z satisfies
Cz ∩Br(z) ∩ S = {z}.
Lemma 3.1. Let x ∈ M and L be a C1-embedded curve of dimension one, containing x
and C1-transverse to the foliation Fu, then the set
SL :=
⋃
z∈L
F s(z)
contains a surface Sx that is C
0-embedded, which contains x in its interior. Moreover, if
L is C1 transverse to the foliation W cs then, Sx is C
0 transverse to the flow.
Proof. The first part of theorem is by definition of C0-foliation. For the second part,
note that L is C1 transverse to F cs, then L is C1-transverse to φt, moreover, the flow
φt is C1-transverse to F s, thus by continuity of F sloc we can construct the surface Sx,
C0-transverse to φt.
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In particular, taking L = W u (x) with  given by the stable and unstable manifold
theorem, we call Sx := Σx. Note that an analogous Lemma holds for the foliation F s.
Remark 1. Note that the surface Σx is a C
0-surface saturated by the foliation F s, there-
fore there is a homeomorphism h : [0, 1]×[0, 1]→ Σx such that the horizontal lines [0, 1]×η
are mapped to the stable sets W s(y,Σx) = W
s(y)∩Σx. Therefore, we can define the stable-
boundary, ∂sΣ, of Σx, as being the image of [0, 1]×{0, 1} by the homeomorphim h and the
unstable-boundary, ∂uΣ, of Σx as being the image of {0, 1} × [0, 1] by the homeomorphim
h.
From now on, unless otherwise stated, our cross-section are cross-section as the
lemma 3.1.
Definition 2. A cross sections Σ is said Good Cross-Section if there is δ > 0, such
that
d(Λ ∩ Σ, ∂uΣ) > δ and d(Λ ∩ Σ, ∂sΣ) > δ
where d is the intrinsic distance in Σ (cf. Figure 1).
s-boundary
u-boundary
δ   
δ   
δ   
δ   
Σ
Λ
ψ
t
Figure 1: Good Cross-Section
Remark 2. Let Σ be a Good Cross-Section, there are two Good Cross-Section Σ′ and Σ′′
such that
Σ′ ⊂ int(Σ), ∂Σ′ ∩ ∂Σ = ∅ and Σ ⊂ int(Σ′′), ∂Σ ∩ ∂Σ′′ = ∅.
Therefore, from now on, we can assume that if two GCS has nonempty intersection, then
their interiors have nonempty intersection.
The following lemmas will be used to prove that for any x ∈ Λ there exists Good
Cross-Sections which contains x (see lemma 3.4).
Lemma 3.2. For any x ∈ Λ there exist points x+ /∈ Λ and x− /∈ Λ in distinct connected
components of W s(x)− {x}.
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Proof. Let x ∈ Λ, suppose otherwise there would exists a whole segment of the strong
stable manifold entirely contained in Λ and containing x in the interior, called ζ this
segment. Without loss of generality, we can assume that W sloc(x) ⊂ ζ. Now take tk a
sequence such that tk → ∞ as k → ∞. Then as Λ is a compact invariant set, we can
assume that φ−tk(x)→ y ∈ Λ as k →∞.
Claim: W s(y) ⊂ Λ. In fact:
Let z ∈ W s(y), as W s(y) = ⋃t≥0 φ−t (W sloc(φt(y)), then there is T ≥ 0, such that φT (z) ∈
W sloc(φ
T (y)). Then by Stable Manifold Theorem W sloc(φ
T (y)) is accumulated by points of
W sloc(φ
(−tk+T )(x)) for large enough k. Let k be sufficiently large such that (−tk + T ) < 0
and W sloc(φ
(−tk+T )(x)) ⊂ φ(−tk+T )(ζ) ⊂ Λ, as well Λ is an invariant set and ζ ⊂ Λ. Hence
as Λ is closed, we have that W sloc(φ
T (y)) ⊂ Λ, and this implies that z ∈ Λ. This proves
the assertion.
The above claim implies that Λ ⊃ W cs(y) = ⋃t∈RW s(φt(y)). In fact:
Let w ∈ W cs(y), then there is t0 ∈ R such that w ∈ W s(φt0(y)). Hence there is T ≥ 0
such that φT (w) ∈ W s (φT+t0(y)), therefore since φT+r(w) ∈ W sKe−λr(φT+r+t0(y)) for
r > 0, then we can assume that T + t0 > 0. Thus
φ−t0(w) = φ−(T+t0)(φT (w)) ∈ φ−(T+t0) (W s (φT+t0(y))) ⊂ W s(y) ⊂ Λ,
which implies that w ∈ Λ. We can conclude, by definition of W cs(y), that W cs(y) ⊂ Λ.
Thus, as our flow is a conservative Anosov, which implies transitivity, then M = W cs(y) ⊂
Λ (cf. [KH95]), this last fact provides a contradiction. Thus we concluded the proof of
lemma.
Analogously we have,
Lemma 3.3. For any y ∈ Λ there are points y+ /∈ Λ and y− /∈ Λ in distinct connected
components of W u(x)− {x}.
Proof. Similar to proof of Lemma 3.2.
Lemma 3.4. Let x ∈ Λ, then there is a Good Cross-Section Σ at x.
Proof. Fix  > 0 as in the Stable Manifold Theorem, and consider the cross section Σx
given by the Lemma 3.1 containing the segments of W s (x) and W
u
 (x) and the point x
in its interior. By Lemma 3.2 and Lemma 3.3, we may find points x± /∈ Λ in each of the
connected components of W s (x) ∩ Σx \ {x} and points z± /∈ Λ in each of the connected
components of W u (x) ∩ Σx \ {x}. Since Λ is closed, there are neighborhoods V ± of x±
and V ±1 of z
± respectively disjoint from Λ, (cf. Figure 2).
In Figure 2, it can happen that V ±, V ±1 enclose a region homeomorphic to a square, in
this case there is nothing to be done. Otherwise, we prove that we can obtain open sets
in the cross-section which its union enclose a region homeomorphic to a square. Indeed,
let tk be a sequence, such that tk → +∞ as k → +∞ and φ−tk(x)→ y ∈ Λ as k → +∞,
then by Lemma 3.2, there are y± in each of the connected components of W s (y) such that
y± /∈ Λ and there are neighborhoods J± of y±, respectively with J± ∩ Λ = ∅.
Now for z ∈ W u (x), we have
d(φ−tk(z), y) ≤ d(φ−tk(z), φ−tk(x)) + d(φ−tk(x), y)
9
Figure 2: First step to construct GCS for x ∈ Λ
which converges to zero as k →∞. Using the continuity of W s (x) with x ∈M , given by
the Stable Manifold Theorem, we have for sufficiently large k, say k ≥ k0, W s (φ−tk(z)) is
close to W s (y), for all z ∈ W u (x), this implies that J± ∩W s (φ−tk(z)) 6= ∅. Hence, there
are z±k ∈ J± ∩W s (φ−tk(z)), for all z ∈ W u (x) (cf. Figure 3).
Figure 3: Second step to construct GCS for x ∈ Λ
We want to see now that for sufficiently large k, φtk(J±) and V ±1 has the property of
enclosing a region homeomorphic to a square. In fact: Consider the points w+i in J
+
i = 1, 2 as in Figure 3, with d(w+1 , w
+
2 ) > 0. Let γ
12
k ⊂ J+ a segment joining w+1 with w+2
that contains the point x+k ∈ J+ ∩W s (φ−tk(x)) and transverse to W s (φ−tk(x)), it suffices
to prove that φtk(γ12k ) has diameter greater than or equal to  for sufficiently large k. Now
we can assume that w+i ∈ W u (x+k ) for i = 1, 2, then
d(φtk(w+1 ), φ
tk(w+2 )) ≥ K−1eλtkd(w+1 , w+2 ).
Therefore, there is k0 such that for k ≥ k0 the expression on the right in the above in-
equality is greater than equal to  as desired.
Note also that as z+k ∈ W s (φ−tk(z)) for z ∈ W u (x), then
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d(φtk(z+k ), z) = d(φ
tk(z+k ), φ
tk(φ−tk(z))) ≤ Ke−λtkd(z+k , φ−tk(z))
≤ Ke−λtk,
for z ∈ W u (x).
So, for sufficiently large k, say k ≥ k0, the expression on the right in the above in-
equality is very small, so that φtk(J+) cross V ±1 and is close to W
u
 (x). Analogously, we
can obtain k0 such that φ
tk(J−) cross V ±1 and is close to W
u
 (x) for k ≥ k0.
On the other hand, we know that for each z ∈ W u (x) there is z±k ∈ J±∩W s ((φ−tk(z)),
respectively. Hence, for sufficiently large k0, φ
tk0 (J+) and φtk0 (J−) crossing V ±. More-
over, since φtk0 (J±) ∩ Λ = ∅. Then the open sets V ±1 and φtk0 (J±) have the desired
property. Now it is easy to construct the Good Cross Section Σ. Indeed:
let β± be a segment of W s(z±) contained in V ±1 respectively. Take k0 large enough such
that the endpoints of β±, β±i for i = 1, 2 is contained in φ
tk0 (J±), (cf. Figure 3). Let η±
be a C1-curve transverse to the foliation F s contained in φtk0 (J±) ∩ Σx and joining β±1
with β±2 , respectively. Finally, the good cross-section it is the cross-section determined by
the curves β± and η± in Σx (cf. Figure 4).
Figure 4: The construction of GCS for x ∈ Λ using positive iterated
Remark 3. By the construction of the Good Cross Section Σ in the proof of Lemma 3.4,
we can be observed that there is a family of GCS {Σkx}k as with the property that the
unstable boundary of Σkx is sufficiently close of W
u
 (x) ∩ Σx, and also a family of GCS
{Σ˜kx}k, with the property that the stable boundary of Σkx is sufficiently close of W s (x)∩Σx.
Here sufficiently close mean that the embedding of ∂sΣx and W
s
 (x) ∩ Σx in M are C1
sufficiently close. Analogously for the unstable boundary.
Remark 4. From now on, given x ∈ Λ, we call Σx the Good Cross-Section given by the
Lemma 3.4 associated to x.
This kind of cross-sections has good properties. Before showing the properties of these
sections, remember that these cross-sections are C0-sections, so we will need one definition
of C0 transversal intersection of a continuous curve and a foliation.
Definition 3. We say that a continuous curve ξ ⊂ R2 is θ-transverse in neighborhood
of radius r to 1-dimensional foliation F (with C1-leaves) in R2, if for any z ∈ ξ ∩ Fz
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(a) (b)
Figure 5: Small GCS
(here Fz is the leaf containing z ) there is a cone C with vertex at the point z such that
ξ ∩ B(z, r) ⊂ C and the angle ∠(v, TzFz) ≥ θ for every tangent vector v at the point z
contained in the cone C.
As the section Σx is saturated by the foliation F s, then we call hx the homeomorphism
given in Remark 1, then we have the following definition:
Definition 4. We say that a continuous curve ζ ⊂ Σx is transverse to foliation F s, if
there are θ and r such that hx(ζ) is θ-transverse in neighborhood of radius r to foliation
and {hx(F s(z) ∩ Σx) : z ∈ Fuloc(x)}.
Proposition 1. Given x, y ∈ Λ, such that there is a C0-curve ζ ⊂ int(Σx) ∩ int(Σy). If
ζ intersects transversely to foliation F s, then int(Σx) ∩ int(Σy) is an open set of Σx and
Σy.
Proof. Since ζ ⊂ int(Σx)∩ int(Σy) a C0-curve transverse to F s. Then for all z ∈ ζ, there
are x′ ∈ W u (x) and y′ ∈ W u (y) such that z ∈ W s(x′) ∩ Σx and z ∈ W s(y′) ∩ Σy, thus
W s(x′) = W s(y′). Therefore, there is δ > 0 such that the set
B =
⋃
z∈ζ
W sδ (z) ⊂ int(Σx) ∩ int(Σy).
Thus, we concluded the proof of proposition.
3.1.1 Separation of GCS
By Lemma 3.4, at each point of x ∈ Λ, we can find a Good Cross-Section Σx. Since Λ
is a compact set, then for γ > 0, there are a finite number of points xi ∈ Λ, i = 1, . . . , l
such that
Λ ⊂
l⋃
i=1
φ(−γ,γ)(intΣi) :=
l⋃
i=1
UΣi , (5)
where Σi := Σxi .
The main goal of this section is to prove the following lemma
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Lemma 3.5. There is m ∈ N and GCS Σ˜i, i = 1, . . . ,m such that
Λ ⊂
m⋃
i=1
φ(−2γ,2γ)(int(Σ˜i)) (6)
with Σ˜i ∩ Σ˜j = ∅.
In other words, the above lemma stated that the Good Cross-Sections in (5) can be taken
pairwise disjoint. For make the proof of Lemma 3.5 we need understand what happen
when two GCS has intersection, thus, the rest of this section is to do that.
Note that if two sections Σi, Σj has nonempty intersection, then we can consider two
disjoint cases:
1. The intersection Σi ∩ Σj is totally transverse to the foliation F s, i.e. for any x ∈
intΣi ∩ intΣj there is a C0-curve ξx ⊂ intΣi ∩ intΣj which is transverse to F s,
then the Proposition 1 implies that intΣi ∩ intΣj is an open set of Σi and Σj.
2. The intersection Σi∩Σj does not is totally transverse to the foliation F s, i.e., there
may be points in Σi ∩ Σj in the following two situations:
i) For every point x ∈ Σi ∩Σj there is not a curve ξx ⊂ intΣi ∩ intΣj transverse
to F s, this implies Σi ∩ Σj does not contains open sets of Σi and Σj.
ii) The intersection Σi ∩ Σj contains an open set of Σi and Σj and also contains
points as in i).
The next task is to understand the two above cases i) and ii). First we let’s to make
the separation in the Lemma 3.5 when all intersections of the sections Σi satisfies the
condition 1, after let’s to make the separation in the Lemma 3.5 when appear all kind of
intersection, i.e., when appear the condition 1 or 2.
Lemma 3.6. Let Bi = {j : Σi ∩ Σj 6= ∅ and Σi, Σj satisfies the condition 1}. Then
there is δ′ > 0 such that for every j ∈ Bi, φδ(Σi) ∩ Σj = ∅ for all 0 < δ ≤ δ′.
Proof. Suppose otherwise, then for all n sufficiently large, there is zni ∈ Σi such that
φ
1
n (zni ) ∈
⋃
j∈Bi
Σj. Passing to a subsequence if necessary, we assume that φ
1
n (zni ) ∈ Σj0
for some j0 ∈ Bi. Since Σi is a compact set, we can assume that zni converge to zi as
n tends to infinity, thus φ
1
n (zni ) converge to zi as n tends to infinity. This implies that
zi ∈ Σi ∩ Σj0 .
By Remark 2, we can assume that zi ∈ int Σj0 , then by definition of C0-transverse (Def-
inition 1), there are r > 0 small enough and η > 0 such that Br(zi) (the open ball of
radius r and center zi), satisfies
φt(Br(zi) ∩ Σj0) ∩ Σj0 = ∅
for all 0 < t ≤ η.
Moreover, since Σi and Σj0 satisfies the condition 1, then we have (Br(zi)∩Σi)\{zi} ⊂ Σj0 .
Take n large enough such that zni ∈ Br(zi) ∩ Σi and 1n < η. So φ
1
n (zni ) /∈ Σj0 which is a
contradiction, thus we concluded the lemma.
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Remark 5. It is worst to note that, if d(Σi,Σj) > 0, then there is δij > 0 such that
φt(Σi) ∩ Σj = ∅ for all 0 ≤ t < δij.
Without loss of generality, from now on, we can assume that δij = d(Σi,Σj).
The following lemma proves that the GCS in (5) can be taken disjoint if all possible
intersections of Σi and Σj satisfies the condition 1.
Lemma 3.7. Assuming (5) and suppose that all possible intersections of sections {Σi : i =
1, . . . , l} satisfies the condition 1. Then, there are GCS Σ˜i such that Λ ⊂
l⋃
i=1
φ(−γ,γ)(Σ˜i)
with the property Σ˜i ∩ Σ˜j = ∅ for all i, j ∈ {1, ..., l}.
Proof. Consider the set B1 = {j : Σ1 ∩ Σj 6= ∅} and δ1 = inf
j /∈B1
d(Σ1,Σj), then by Lemma
3.6, there exist t1 < min{δ1, γ} such that
φt1(Σ1) ∩ Σj = ∅ for all j ≥ 1.
Put Σ˜1 := φ
t1(Σ1) and β2 = d(Σ˜1,Σ2). Analogously, we consider the set B2 = {j ≥
2 : Σ2 ∩ Σj 6= ∅} and δ2 = min{ inf
j /∈B2
d(Σ2,Σj), β2}, then by Lemma 3.6, there exist
t2 < min{δ2, γ} such that
φt2(Σ2) ∩ Σj = ∅ for all j ≥ 2 and φt2(Σ2) ∩ Σ˜1 = ∅.
We can continue with this process and obtain by induction a finite sequences of positive
number δi, βi and ti define by βi = min
1≤j<i
d(φtj(Σj),Σi), δi = min{ inf
j /∈Bi
d(Σi,Σj), βi}, where
Bi = {j ≥ i : Σi ∩ Σj 6= ∅} and ti < min{δi, γ} with the properties
φti(Σi) ∩ Σj = ∅ for all j ≥ i and φti(Σi) ∩ φtj(Σj) = ∅ for all j ≤ i.
Put Σ˜i := φ
ti(Σi), then it is easy to see that the set of sections {Σ˜1, Σ˜2, . . . , Σ˜l} satisfies
the conditions of lemma.
The following lemma show that if two GCS are as in 2 ii), then a small translation in
the time on one of two sections causes the sections to be in conditions 2 i).
Lemma 3.8. Let Σi, Σj be as in (5) satisfying the condition 2 ii), then there is t
′ small
such φt
′
(Σi) and Σj satisfies the condition 2 i), i.e., φ
t′(Σi)∩Σj does not contains an open
set of φt
′
(Σi) nor Σi.
Proof. Otherwise, if for all t small enough, we have that int (φt(Σi) ∩ intΣj) contains an
open set of φt(Σi) and Σj, then there is a non-degenerate interval I
j
t ⊂ W u (xj) ⊂ Σj and
a non- degenerate interval I it ⊂ Wu(xi) ⊂ Σi such that the set
∆t :=
⋃
z∈φt(Iit)
W s (z) ∩
⋃
w∈Iit
W s (w) (7)
contains an open set of φt(Σi) and Σj.
Claim: The family of interval Ijt are pairwise disjoint.
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Proof of claim. Assume by contradiction that there is x ∈ Ijt ∩ Ijt′ ⊂ W u (xj) with t 6= t′
then by (7) there are y ∈ I it and z ∈ I it′ such that φt(y), φt′(z) ∈ W s (x). Note also that,
y z ∈ W u (xj), then z ∈ W u (y), thus as t t′ are small, then we have that
φt
′
(z) ∈ φt′−t(W uloc(φt(y))) ⊂ W cu(φt(y))
Therefore,
{φt′(z)} ⊂ W cu(φt(y)) ∩W s (φt(y)) ⊂ O(y),
onde O(y) is the orbit of y. We have then, there is η such that φη(φt(y)) = φt′(z), however
φt(y), φt
′
(z) ∈ W s (x), so η = 0 and φt(y) = φt′(z), which implies that as z, y ∈ W u (xi)
and therefore should be t = t′ and z = y and this provides a contradiction, so we concluded
proof of claim.
For finish the proof of lemma, note that the above claim provides a contradiction, because
does not exists uncountable many disjoint non-empty open intervals Ijt , since each of them
would contain a rational, proving a uncountable family of distinct rational number.
Remark 6. This last lemma implies that: always we can assume that the sections Σi and
Σj satisfies the condition 1) or 2 i).
The next step is understand what happen with sections having intersection as in case 2 i):
Assume that Σi and Σj satisfies the condition 2 i), then Σi ∩ Σj is a family, Γij, of
curves c and by construction each element c ∈ Γij is a leaf of the foliation {F s(x) ∩ Σi :
x ∈ W u (xi)} (by abuse of notation we write F s ∩ Σi). Remember that Σi = Σxi thus we
consider the projection pisi : Σi → W u (xi) along F s.
Proposition 2. In the above conditions pisi (Σi ∩ Σj) = {W s (x) ∩W u (xi) : x ∈ Σi ∩ Σj}
is a compact set.
Proof. Indeed, we need only to show that pisi (Σi∩Σj) is a closed set. Let xn ∈ pisi (Σi∩Σj),
such that xn → x, then there is yn ∈ Σi ∩ Σj such that W s (yn) ∩W u (xi) = {xn}, since
Σi∩Σj is compact, then we can assume that ynk → y ∈ Σi∩Σj, moreover by continuity of
foliation F s we have that W s (ynk)∩W u (xi)→ pisi (y) and W s (ynk)∩W u (xi) = {xnk} → x,
so x = pisi (y) ∈ pisi (Σi ∩ Σj).
Remark 7. It is worth noting that the proof of the previous proposition, actually shows
that pisi is a continuous map.
Let x ∈ pisi (Σi ∩ Σj), then the transversality of the flow implies that: for δ > 0 small
enough, we have
φδ(W s (x) ∩ Σi) ∩ Σj = ∅,
and by continuity we have that there is Ux neighborhood of W
s
 (x) ∩ Σi in Σi such that
φδ(Ux ∩ Σi) ∩ Σj = ∅, (8)
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namely, there is an interval centered in x, Ix ⊂ W u (xi) such that Ux =
⋃
z∈IxW
s
 (z)∩Σi.
Suppose that F s(x)∩Σi∩Λ = ∅ for some x ∈ pisi (Σi∩Σj), then since Λ is a compact set
there is an open set Vx containing F s(x)∩Σi and Vx∩Λ = ∅. Therefore, Σi is subdivided
into two GCS Σ1i and Σ
2
i , such that Σ
r
i and Σj intersect as 2 i) for r = 1, 2. In other
words, if F s(x) ∩ Σi ∩ Λ = ∅ for some x ∈ pisi (Σi ∩ Σj), then we return to the case 1) or
2 i) with more one section.
Remark 8. The above observation implies that, without loss of generality, we can assume
that for any x ∈ pisi (Σi ∩ Σj) there is px ∈ F s(x) ∩ Σi ∩ Λ.
Lemma 3.9. If Σi and Σj are two GCS as in the condition 2i). Given δ > 0, 0 < δ <
γ
2
(with γ as in (5) ), then for x ∈ pisi (Σi ∩ Σj), there is a GCS Σ˜x ⊂ Ux ∩ Σi containing
F s(x) ∩ Σi, such that Σi is subdivided into three disjoint GCS, including Σ˜x. Denoted by
Σ#i the set of complementary sections in the above subdivision of Σi, then
1) φδ(Σ˜x) ∩ Σj = ∅.
2) Λ ∩ φ(− γ2 , γ2 )(int(Σi)) ⊂ Λ ∩
(
φ(−γ,γ)
(
φδ(int(Σ˜x))
)
∪⋃Σ∈Σ#i φ(− γ2 , γ2 )(int(Σ))) .
Proof. By Remark 8, we can assume that for any x ∈ pisi (Σi ∩ Σj) there is px ∈ F s(x) ∩
Σi ∩ Λ. Consider Fuloc(px), then by Remark 3 we can find open sets V +px and V −px in each
side of Fuloc(px) \ {px} sufficiently close to F sloc(px) with diameter sufficiently large and
V ±px ∩ Λ = ∅. Denote by V˜ ±px the projection along to the flow of V ±px over Σi, respectively.
Therefore, by Remark 3 we can take V˜ ±px such that V˜
±
px ∩ Σi ⊂ Ux and V˜ ±px crosses Σi.
Using V˜ ±px we can construct the GCS Σ˜x such that Σ˜x ⊂ Ux and by (8) this section Σ˜x
satisfies the item 1) of lemma.
To prove item 2) note simply that δ < γ
2
and Λ ∩ φ(− γ2 , γ2 )(int(Σi)) = φ(− γ2 , γ2 )(Λ ∩
int(Σi)), which is a consequence of Λ be invariant by the flow.
As the GCS Σ˜x obtained in the last lemma is contained in Ux ∩ Σi, then there is an
interval centered in x, I˜x ⊂ Ix ⊂ W u (xi) such that
Σ˜x =
⋃
z∈I˜x
W s (z) ∩ Σi.
Moreover, pisi (Σi∩Σj) ⊂
⋃
I˜x and since by Proposition 2 the pi
s
i (Σi∩Σj) is compact, then
there is a finite set of points {x1, . . . , xm} ⊂ pisi (Σi ∩ Σj) such that
pisi (Σi ∩ Σj) ⊂
m⋃
r=1
I˜xr .
Thus by first part of Lemma 3.9, given δ > 0 small enough, hold that
φδ(Σ˜xr) ∩ Σj = ∅ for r = 1, . . . ,m and φδ(Σ˜xr) ∩ φδ(Σ˜xr′ ) = ∅ for r 6= r′. (9)
In the above conditions, we prove the following
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Lemma 3.10. If Σi and Σj are two GCS as in the condition 2i). Given 0 < δ <
γ
2
(with
γ as in (5) ) there are GCS Σ˜xr ⊂ Uxr containing F s(xr) ∩Σx for r = 1, . . . ,m and such
that Σi is subdivided into 2m+ 1 disjoint GCS, including Σ˜xr for r ∈ {1, . . . ,m}. Denote
by Σ#i the complement of the set {Σ˜xr}mr=1 in the above subdivision of Σi, then
1) φδ(Σ˜xr) ∩ Σj = ∅ for all r ∈ {1, . . . ,m} and Σj ∩ Σ = ∅ for any Σ ∈ Σ#x .
2) φδ(Σ˜xr) ∩ φδ(Σ˜xr′ ) = ∅ for r 6= r′ and φδ(Σ˜xr) ∩ Σi = ∅ for all r ∈ {1, . . . ,m}.
3) Λ∩φ(− γ2 , γ2 )(int(Σi)) ⊂ Λ∩
(⋃m
r=1 φ
(−γ,γ)
(
φδ(int(Σ˜xr))
)
∪⋃Σ∈Σ#i φ(− γ2 , γ2 )(int(Σ))) .
Proof. Given 0 < δ < γ
2
small enough. The conditions 1) and 2) are an immediate
consequence of (9). To prove item 3) note simply that δ < γ
2
and Λ ∩ φ(− γ2 , γ2 )(int(Σi)) =
φ(−
γ
2
, γ
2
)(Λ ∩ int(Σi)), which is a consequence of Λ be invariant by the flow.
Remark 9. Let Σ′ be such that GCS such that Σ′∩Σi = ∅. Then we can take δ < d(Σ′,Σi),
such that φδ(Σ˜xr) ∩ Σ′ = ∅ for i ∈ {1, . . . , r}, where Σ˜xr as in the Lemma 3.10.
In order to give a complete proof of Lemma 3.5, we must now treat the more general
case of Lemma 3.10, where three or more sections intersect as in case 2i)
To set idea, we recall the equation (5)
Λ ⊂
l⋃
i=1
φ(−γ,γ)(intΣi) =
l⋃
i=1
UΣi .
Now we will prove that the GCS in (5) can be taken disjoint, even if some of the cross-
section are in the condition 2i).
Lemma 3.11. Let Σi be a GCS as in (5). Let Bi = {j : Σi intersects Σj as the case 2i)}.
Then, Σi can be subdivided in a finite number of GCS {Σsi : s = 1, . . . , n} such that for
each s there is 0 < δs <
γ
2
such that
1) φδs(Σsi ) ∩ Σj = ∅ for any j ∈ Bi and φδs(Σsi ) ∩ φδs′ (Σs
′
i ) = ∅ for s 6= s′.
2) Λ∩
⋃
j∈Bi∪{i}
φ(−
γ
2
, γ
2
)(intΣj) ⊂ Λ∩
(⋃
j∈Bi
φ(−
γ
2
, γ
2
)(int(Σj)) ∪
n⋃
s=1
φ(−γ,γ)
(
int(φδs(Σsi ))
))
.
Proof. The proof is by induction on #Bi. The case #Bi = 1 is true by the Lemma 3.9.
Suppose the statement is true for #Bi < q and we prove for #Bi = q. In fact:
Let k ∈ Bi, then by Lemma 3.9, given 0 < δ < γ2 , there are a finite number of GCS{
Σ˜rk ⊂ Σk : r ∈ {1, . . . , rk}
}
such that
φδ(Σ˜rk) ∩ Σk = ∅, also φδ(Σ˜rk) ∩ Σi = ∅ for any r, and Σi ∩ Σ = ∅, Σ ∈ Σ#k . (10)
Λ ∩ φ(− γ2 , γ2 )(int(Σk)) ⊂ Λ ∩
 rk⋃
r=1
φ(−γ,γ)
(
φδ(int(Σ˜rk))
)
∪
⋃
Σ∈Σ#k
φ(−γ,γ)(int(Σ))
 , (11)
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where Σ#k is as in the Lemma 3.9.
Consider now the collection of GCS{
Σi,Σj, φ
δ(Σ˜rk),Σ
#
k : j ∈ Bi \ {k} and r ∈ {1, . . . , rk}
}
For this new collection of GCS, we have #Bi < q. Therefore, by the induction hypothesis,
the lemma is true for {Σj : j ∈ Bi ∪ {i} \ {k}} and by (10) and (11) we have the Lemma.
Remark 10. Let Σ′ be a GCS as in (5) such that Σ′ ∩ Σi = ∅. Then by Remark 9, we
can take δs less than d(Σi,Σ
′). So φδs(Σsi ) ∩ Σ′ = ∅ for any s ∈ {1, . . . ,m}, Σsi as in the
Lemma 3.11.
We finish this section making the proof of the Lemma 3.5.
Proof of Lemma 3.5. If all the possible intersections are satisfies the condition 1, the
result follows from Lemma 3.7. Then, we can suppose that there is i, such that the set
Bi = {j : Σi intersects Σj as the case 2i)} is non-empty. Without loss of generality,
assume that B1 6= ∅. Let’s will conclude the proof by induction on l at (5).
Note that the Lemma 3.9 implies the result in the case l = 2. Therefore, suppose true
for k < l and we prove for k = l. Indeed, fix Σ1 and consider the set
T1 = {j : Σj and Σ1 satisfies the condition 1}.
Then by Lemma 3.6, there is 0 < δ < γ
2
small enough, such that φδ(Σ1) ∩ Σj = ∅ for any
j ∈ T1.
Abusing the notation, let’s still call B1 = {j : φδ(Σ1) intersects Σj as the case 2i)}.
Then by Lemma 3.10, φδ(Σ1) can be subdivided in a finite number of GCS {Σs1 : s =
1, . . . ,m0} and for each s there is 0 < δs < γ2 such that holds 1) and 2) of Lemma 3.10.
Also by Remark 10 we can assume that φδs(Σs1)∩Σj = ∅ for any s ∈ {1, . . . ,m0} and for
any j ∈ T1 \ {1}.
Since the cardinal # (T1 \ {1} ∪B1) < l, then the set {Σj : j ∈ T1 \ {1}}∪{Σk : k ∈ B1}
satisfies the induction hypothesis, therefore there are n(l)− 1 GCS, Σ˜i with Σ˜i ∩ Σ˜j = ∅
for i 6= j, such that
Λ ∩
⋃
i∈T1∪B1\{1}
(
φ−(γ,γ)(int(Σi))
) ⊂ Λ ∩ n(l)⋃
i=2
φ(−2γ,2γ)(int(Σ˜i)). (12)
Since φδs(Σs1)∩Σj = ∅ for any j ∈ T1∪B1 \ {1} and any s ∈ {1, . . . ,m}, then the Σ˜j may
be taken such that φδs(Σs1) ∩ Σ˜i = ∅ for any s ∈ {1, . . . ,m} and any i ∈ {2, . . . , n(l)}.
So, by the condition 2) of Lemma 3.10 and (12) we have that
Λ = Λ ∩
l⋃
j=1
φ(−γ,γ)(int(Σj)) ⊂ Λ ∩
(
l⋃
j=2
φ(−γ,γ(int(Σj)) ∪ φ(−γ,γ)
(
int(φδ(Σ1))
))
= Λ ∩
⋃
j∈B1
φ(−γ,γ)(int(Σj)) ∪
⋃
j∈T1\{1}
φ(−γ,γ)(int(Σj)) ∪ φ(−γ,γ)
(
int(φδ(Σ1))
)
⊂ Λ ∩
n(l)⋃
i=2
φ(−2γ,2γ)(int(Σ˜i)) ∪
m0⋃
s=1
φ(−2γ,2γ)
(
int(φδs(Σsi ))
) .
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Therefore, we take m = n(l)− 1 +m0. Thus the last inclusion concludes our proof.
Remark 11. Since the sections Σ˜i given in the Lemma 3.5 are C
0-GCS and C∞ is dense
in C0, from now on, we can assume without loss of generality, that there are C∞-GCS Σi
satisfying the inclusion (6) of Lemma 3.5.
We finish this section announce an immediate consequence of Lemma 3.5 and definition
of GCS, which will be use in the section 4.3 to construct basic set for geodesic flows in
pinched negative curvature.
Corollary 3. Any hyperbolic set of φt has topological dimension 1.
3.2 Hyperbolicity of Poincare´ Maps
Let Ξ =
⋃m
i=1 Σi be finite union of cross-sections to the flow φ
t given by Remark 11, which
are pairwise disjoint. Sometimes we consider Ξ = {Σ1, · · · ,Σl}. Let R : Ξ → Ξ be a
Poincare´ map or the map of first return to Ξ, R(y) = φt+(y)(y), where t+(y) correspond
to the first time that the orbits of y ∈ Ξ encounter Ξ.
The splitting Es ⊕ φ ⊕ Eu over neighborhood U0 of Λ defines a continuous splitting
EsΣ ⊕ EuΣ of the tangent bundle TΣ with Σ ∈ Ξ given by
EsΣ(y) = E
cs
y ∩ TyΣ and EuΣ(y) = Ecuy ∩ TyΣ (13)
where Ecsy = E
s
y ⊕ 〈φ(y)〉 and Ecuy = Euy ⊕ 〈φ(y)〉.
We will show that for a sufficiently large iterated of R, Rn, the splitting (13) defines
a hyperbolic splitting for transformation Rn on the cross-sections, at least restricted to
Λ ∩ Ξ (cf. [AP10, chap. 6]). To achieve this goal, we will take into consideration the
following:
Remark 12.
(1) In what follows we use K ≥ 1 as a generic notation for large constants depending only
on a lower bound for the angles between the cross-sections and the flow direction, and on
upper and lower bounds for the norm of the vector field on the cross-sections.
(2) Let us consider unit vectors, esx ∈ Esx and eˆsx ∈ EsΣ(x), and write
esx = axeˆ
s
x + bx
φ(x)
‖φ(x)‖ . (14)
Since the angle between Esx and φ(x), ∠(Esx, φ(x)), is greater than or equal to the angle
between Esx and E
cu
x , ∠(Esx, Ecux ), because φ(x) ∈ Ecux and the latter is uniformly bounded
from zero, we have |ax| ≥ κ for some κ > 0 which depends only on the flow.
Let 0 < λ < 1 be, then there is t1 > 0 such that λ
t1 <
κ
K
λ and λt1 <
λ
K3
, take n, such
that tn(x) :=
∑n
i=1 ti(x) > t1 for all x ∈ Λ ∩ Ξ, where ti(x) = t+(Ri−1(x)).
So, we have the following proposition:
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Proposition 3. Let R : Ξ→ Ξ be a Poincare´ map and n as before. Then DRnx(EsΣ(x)) =
EsΣ′(Rn(x)) at every x ∈ Σ ∈ {Σi}i and DRnx(EuΣ(x)) = EuΣ′(Rn(x)) at every x ∈ Λ ∩ Σ
where Rn(x) ∈ Σ′ ∈ {Σi}i.
Moreover, we have that ∥∥DRn|EsΣ(x)∥∥ < λ and ∥∥DRn|EuΣ(x)∥∥ > 1λ
at every x ∈ Σ ∈ Ξ.
Proof. The differential of the map Rn at any point x ∈ Σ is given by
DRn(x) = PRn(x) ◦Dφtn(x)|TxΣ,
where PRn(x) is the projection onto TRn(x)Σ′ along the direction of φ(Rn(x)).
Note that EsΣ is tangent to Σ∩W cs. Since the center stable manifold W cs(x) is invariant,
we have that the stable bundle is invariant:
DRn(x)(EsΣ(x)) = EsΣ′(Rn(x)).
Moreover, for all x ∈ Σ we have
Dφtn(x)(EuΣ(x)) ⊂ Dφtn(x)(Ecux ) = EcuRn(x),
since PRn(x) is the projection along the vector field, it sends EcuRn(x) to E
u
Σ′(Rn(x)).
This proves that the unstable bundle is invariant restricted to Λ, that is, DRn(x)(EuΣ(x)) =
EuΣ′(Rn(x)), because has the same dimension 1.
Next, we prove the expansion and contraction statements. We start by noting that∥∥PRn(x)∥∥ ≤ K, with K ≥ 1, then we consider the basis { φ(x)‖φ(x)‖ , eux} of Ecux , where eux is a
unit vector in the direction of EuΣ(x) and φ(x) is the direction of flow. Since the direction
of the flow is invariant by Dφt, then the matrix of Dφt|Ecux relative to this basis is upper
triangular:
Dφtn(x)|Ecux =
 ‖φ(Rn(x))‖‖φ(x)‖ ∗
0 a

since Dφtn(x)(φ(x)) = φ(φtn(x)(x)) = φ(Rn(x)).
Then,
‖DRn(x)eux‖ =
∥∥PRn(x)(Dφtn(x)(x))eux∥∥ = ∥∥aeuRn(x)∥∥ = |a|
≥ 1
K
‖φ(x)‖
‖φ(Rn(x))‖
∣∣det(Dφtn(x)|Ecux ∣∣ ≥ 1K3λ−tn(x) ≥ K−3λ−t1 > 1λ.
To prove that
∥∥DRn|EsΣ(x)∥∥ < λ, let us consider unit vectors, esx ∈ Esx and eˆsx ∈ EsΣ(x),
and write as in (14)
esx = axeˆ
s
x + bx
φ(x)
‖φ(x)‖ ,
20
with |ax| ≥ κ for some κ > 0 which depends only on the flow.
Then, since PRn(x)
(
φ(Rn(x))
‖φ(x)‖
)
= 0 we have that
‖DRn(x)eˆsx‖ =
∥∥PRn(x)(Dφtn(x)(x))eˆsx∥∥
=
∥∥∥∥PRn(x)(Dφtn(x)(x))( 1ax
(
essx − bx
φ(x)
‖φ(x)‖
))∥∥∥∥
=
1
|ax|
∥∥∥∥PRn(x)(Dφtn(x)(x))(esx − bx φ(x)‖φ(x)‖
)∥∥∥∥
=
1
|ax|
∥∥∥∥PRn(x)(Dφtn(x)(x))(esx)− bxPRn(x)(φ(Rn(x))‖φ(x)‖
)∥∥∥∥
≤ K
κ
∥∥Dφtn(x)(x)(essx )∥∥ ≤ Kκ λtn(x) ≤ Kκ λt1 < λ . (15)
The next step is to prove that there exists n such that Rn is defined for every point
of Λ ∩ Ξ and therefore hyperbolic for Rn by Proposition 3 and consequently, since Λ ∩ Ξ
is invariant by R it should be a hyperbolic set for R.
For every x ∈ Σ ∈ Ξ we define W s(x,Σ) to be the connected component of W cs(x) ∩ Σ
that contains x. Given Σ ,Σ′ ∈ Ξ we set Σ(Σ′)n = {x ∈ Σ : Rn(x) ∈ Σ′} the domain of the
mapRn from Σ to Σ′. Remember relation (15) from the proof of proposition 3, the tangent
direction to each W s(x,Σ) is contracted at an exponential rate ‖DRn(x)eˆsx‖ ≤ Ce−βtn(x),
with C = K
κ
and β = − log λ > 0. Since the cross-section of Ξ are GCS, then there is
δ > 0 such that all sections of Ξ are in fact δ-Good Cross-Section, then can take n such
that tn(x) > t1 as in proposition 3 with t1 satisfying
Ce−βt1 sup {l(W s(x,Σ)) : x ∈ Σ} < δ and Ce−βt1 < 1
2
, (16)
where l(W s(x,Σ)) is the length of W s(x,Σ). In this conditions we have
Lemma 3.12. Let n be satisfying the above. If Rn : Σ(Σ′)n → Σ′ defined by Rn(x) =
φtn(x)(x). Then,
(1) Rn(W s(x,Σ)) ⊂ W s(Rn(x),Σ′) for every x ∈ Σ(Σ′)n,
(2) d(Rn(y),Rn(z)) ≤ 1
2
d(y, z) for every y, z ∈ W s(x,Σ) and x ∈ Σ(Σ′)n.
We let {UΣi : i = 1, . . . , l} be a finite cover of Λ, as in the Lemma 3.5 where Σi are
GCS, and we set T3 to be an upper bound for the time it takes any point z ∈ UΣi to
leave this tubular neighborhood under the flow, for any i = 1, . . . , l. We assume without
loss of generality that t1 in the proposition 3 and (16) is bigger than T3 and consider n of
Lemma 3.12.
If the point z never returns to one of the cross-sections, then the map R is not defined
at z. Moreover, by the Lemma 3.12, if Rn is defined for x ∈ Σ for some Σ ∈ Ξ, then Rn
is defined for every point in W s(x,Σ). Hence, the domain of Rn|Σ consists of strips of Σ.
The smoothness of (t, x) −→ φt(x) ensure that the strips
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Σ(Σ′)n = {x ∈ Σ : Rn(x) ∈ Σ′}
have non-empty interior in Σ for every Σ,Σ′ ∈ Ξ. Note that by the Tubular Flow Theorem
and the smoothness of the flow, the map R is locally smooth for all points x ∈ int Σ such
that R(x) ∈ int (Ξ), where int (Ξ) = {int Σi}mi=1. Denote ∂jΞ = {∂jΣi}li=1 for j = s, u.
Lemma 3.13. The set of discontinuities of R in Ξ \ (∂sΞ ∪ ∂uΞ) is contained in the set
of point x ∈ Ξ \ (∂sΞ ∪ ∂uΞ) such that, R(x) is defined and belongs to (∂sΞ ∪ ∂uΞ).
Proof. Let x be a point in Σ \ (∂sΣ ∪ ∂uΣ) for some Σ ∈ Ξ, not satisfying the condition.
Then R(x) is defined and R(x) belongs to the interior of some cross-section Σ′. By the
smoothness of the flow we have that R is smooth in a neighborhood of x in Σ. Hence,
any discontinuity point for R must be in the condition of the Lemma.
Let Dj ⊂ Σj be the set of points sent by Rn into stable boundary points of some Good
Cross-Section of Ξ, if we define the set
Lj = {W s(x,Σj) : x ∈ Dj} ,
then the Lemma 3.12 implies that Lj = Dj. Let Bj ⊂ Σj be the set of points sent by Rn
into unstable boundary points of some Good Cross-Section of Ξ. Denote
Γj =
⋃
x∈Dj
W s(x,Σj) ∪Bj and Γ =
⋃
Γj ∪ (∂sΞ ∪ ∂uΞ).
Then, Rn is smooth in the complement Ξ \ Γ of Γ. Observe that if x ∈ Dj for some
j ∈ {1, . . . , l}, then
Rn(W s(x,Σj)) ⊂ ∂sΣ′ for some Σ′ ∈ Ξ.
We know that ∂sΞ ∩ Λ = ∅, then Rn(W s(x,Σj)) ∩ Λ = ∅ for all x ∈ Dj, which implies
that W s(x,Σj) ∩ Λ = ∅ for all x ∈ Dj. However, if x ∈ Bj, then Rn(x) ∈ ∂uΣ′ for some
Σ′ ∈ Ξ and again we know that ∂uΞ ∩ Λ = ∅, this implies that Bj ∩ Λ = ∅. Therefore,
Γj ∩Λ = ∅ for all j ∈ {1, . . . , l}, so Γ∩Λ = ∅. The latter arguments proved the following
Lemma 3.14. If x ∈ Λ ∩ Ξ, then Rn(x) is defined and Rn(x) ∈ int (Ξ).
Corollary 4. The set Λ ∩ Ξ is hyperbolic for R, and satisfies
Λ ∩ Ξ ⊂
⋂
n∈Z
R−n(Ξ) =
⋂
n∈Z
R−n(
m⋃
i=1
Σi).
Proof. Note simply that by Lemma 3.14 the set Λ ∩ Ξ is an invariant set for Rn and by
Proposition 3, Λ ∩ Ξ is hyperbolic set for Rn and since Λ ∩ Ξ is invariant for R, then
Λ ∩ Ξ is hyperbolic for R, and
Λ ∩ Ξ ⊂
⋂
n∈Z
R−n(Ξ) =
⋂
n∈Z
R−n(
m⋃
i=1
Σi).
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3.2.1 Hausdorff Dimension of Hyperbolic set of R
Now we are going to estimate of HD(∆ :=
⋂
n∈ZR−n(Ξ)).
Lemma 3.15. The set Λ satisfies
Λ ⊂
⋃
t∈R
φt(
⋂
n∈Z
R−n(Λ ∩ Ξ) =
⋃
t∈R
φt(Λ ∩ Ξ) ⊂
⋃
t∈R
φt(
⋂
n∈Z
R−n(Ξ) =
⋃
t∈R
φt(∆).
Proof. Remember that Λ ⊂
l⋃
i=1
UΣi , where Ui = φ
(−2γ,2γ)(intΣi). Let z ∈ Λ, then there
is tz such that z = φ
tz(x) with x ∈ int(Σi) for some i. This implies that x ∈ Λ ∩ Ξ
and therefore R(x) ∈ int(Σj) for some j, so R(x) ∈ int (Ξ). Analogously, Rn(x) ∈
int (Ξ), i.e., Rn(x) ∈ Λ ∩ Ξ for all n ∈ Z. Hence, x ∈ ⋂n∈ZR−n(Λ ∩ Ξ), therefore
z ∈ φtz (⋂n∈ZR−n(Λ ∩ Ξ)).
Lemma 3.16. The Hausdorff dimension of Λ ∩ Ξ and ∆ satisfies,
HD(∆) = HD
(⋂
n∈Z
R−n(Ξ)
)
≥ HD (Λ ∩ Ξ)) > 1.
Proof. Take a bi -infinite sequence
· · · < t−k < t−k+1 < · · · < t0 < t1 < · · · tk < · · ·
such that |tk − tk+1| < α with α is very small, then
Λ ⊂ ⋃+∞k=−∞ φ[tk,tk+1](Λ ∩ Ξ) := ⋃+∞k=−∞Ak
so, HD(Λ) ≤ supkHD(Ak). Let  > 0 small enough, such that HD(Λ) − 2 > 2. Then
there exists k0 such that|HD(Ak0)−HD(Λ)| < . For α small enough, the map
ψ :
(
Λ ∩ (⋃li=1 Σi))× [tk, tk+1] −→ Ak defined by
(x, t) 7−→ φt(x)
is Lipschitz. Therefore, if we call Ik0 = [tk0 , tk0+1], it is easy to see that
HD(Ak0) ≤ HD ((Λ ∩ Ξ)× Ik0) ≤ HD (Λ ∩ Ξ) +D(Ik0),
where D is a upper box counting dimension of Ik0 , is easy to see that D(Ik0) = 1 (cf.
[Fal85]). Thus,
HD(Λ)−  ≤ HD(Ak0) ≤ HD (Λ ∩ Ξ) +D(Ik0) = HD (Λ ∩ Ξ) + 1.
Hence, HD(Λ ∩ Ξ) ≥ HD(Λ)− 1−  > 1 +  > 1.
4 Lagrange and Markov Spectrum
In this section we prove the Theorem 1.1, in this direction, we will prove an equivalent ver-
sion (Theorem 4.1), which reduce the problem to find non-empty interior for the Lagrange
and Markov spectrum for discrete dynamical systems in dimension two.
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4.1 Regaining the Spectrum
Remember that we are interest in study the spectrum over the manifold M , but in the
above sections we constructed a set of sections Ξ and a Poincare´ map over Ξ with good
properties. Then we would like to use a similar arguments to [MRn17] to show that
the Lagrange and Markov Dynamical Spectra has non-empty interior for typical C1 real
function over the section Ξ and with these functions regaining the spectrum over M .
The dynamical Lagrange and Markov spectra of Λ and ∆ are related in the following
way. Given a function F ∈ Cs(M,R), s ≥ 1, let us denote by f = maxFφ : DR → R the
function
maxFφ(x) := max
0≤t≤t+(x)
F (φt(x)),
where DR is the domain of R and t+(x) is such that R(x) = φt+(x)(x).
Remark 13. f = maxFφ might not be C
1 in general.
lim sup
n→+∞
f(Rn(x)) = lim sup
t→+∞
F (φt(x))
and
sup
n∈Z
f(Rn(x)) = sup
t∈R
F (φt(x))
for all x ∈ ∆. In particular,
L(φ,Λ, F ) = L(R,∆, f) and M(φ,Λ, F ) = M(R,∆, f). (17)
Remark 14. It is worth to note that: given a vector field X close to φ, then the flow of
X still defines a Poincare´ map RX defined in the same cross-sections where R is defined.
Thus, the last equality reduces Theorem A to the following statement:
Theorem 4.1. In the setting of Theorem A, arbitrarily close to φ there is an open set
W ⊂ X2w(M) such that for any X ∈ W one can find a dense and open C2-open subset
UX,Λ ⊂ C2(M,R), so that
intM(RX ,∆X ,maxFX) 6= ∅ and intL(RX ,∆X ,maxFφ) 6= ∅
whenever F ∈ UX,Λ. Moreover, the above statement holds persistently: for any Y ∈ W,
it holds for any (F,X) in a suitable neighborhood of UY,Λ × {Y } in C2(M,R) × X1w(M).
Here ∆X denoted the Hyperbolic continuation of ∆ by the Poincare´ map RX .
4.2 Family of Perturbations
In section 3 it was proven that there are a finite number of C∞-GCS, Σi pairwise disjoint
and such that the Poincare´ map R (map of first return) of Ξ := unionsqli=1Σi
R : Ξ→ Ξ
satisfies:
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• ⋂n∈ZR−n(Ξ) := ∆ is hyperbolic set for R.
• HD (∆) > 2.
• ∆ is a basic set for R, because Λ is a basic set for φt.
The main goal of this sections is to construct a family of perturbations of φ, which
produces perturbation on R with the desired property V (cf. Appendix 5.3 and [MY01]).
Remark 15. From now on, vector field X ∈ X2ω(M) sufficiently close to φ such that
there exists the hyperbolic continuation of ∆. We denote RX : Ξ → Ξ the Poincare´ map
associated to X and ∆X denotes the hyperbolic continuation of ∆. Since HD(∆) ∼ 2,
then HD(∆X) ∼ 2 (cf. [PT93]).
4.2.1 First Perturbation for The Birkhoff Invariant
Since the flow is conservative, then the Poncare´ map R is a conservative diffeomorphism.
Thus to describe the family of perturbation of R given in [MY01] for obtain the property
V , we need first that the Birkhoff invariant be non-zero in a periodic point of R (cf.
Appendix 5.4 and [MY10, section 4.3]). As our perturbations are in the conservative
world, and we have a liberty to perturb the vector field φ in such way that the Birkhoff
Invariant (of new Poincare´ map, after perturbation) for some periodic orbit be non-zero.
In other words:
Remark 16. We can assume from now on that the Poincare´ map R associated to the
flow φ, has the property that the Birkhoff invariant is non zero for some periodic orbit
(see Appendix 5.4).
4.2.2 Family of Perturbations with the Property V
The central goal in this section is to do a small conservative perturbation of φ in such way
to produces a family of perturbations of R with the property V . Therefore, the following
three lemmas focuses this goal.
Lemma 4.1. Given V a Cr-neighborhood of φ and p ∈ ∆ ∩ Σ with Σ ∈ Ξ. Let U be a
neighborhood of φ
t+(p)
2 (p), then there exists a conservative vector field X ∈ V such that:
(1) X ≡ φ outside of U .
(2) There is τ > 0 such that X ≡ φ outside of a subset of U of the form X [0,τ ](Σ0) =
{X t(x) : x ∈ Σ0, 0 < t < τ}, where Σ0 is a neighborhood of φ
t+(p)
2 (p) in φ
t+(p)
2 (Σ).
(3) The map RX satisfies RX(p) 6= R(p).
The proof of this lemma is an immediate consequence of two lemmas below. The first is
about conservative trivialization and the second is about local conservative perturbations.
Lemma 4.2. [Bes07, Lemma 3.4 (Conservative flow box theorem)] Let X ∈ Xrω(M), p be
a regular point of the vector field and Σ a cross section of X which contains p, then there
exists a C∞-coordinate system α : U ⊂M → R3 with α(p) = 0 and such that
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(1) α∗X = (0, 0, 1).
(2) α∗ω = dx ∧ dy ∧ dz.
(3) α(U ∩ Σ) ⊂ {z = 0}.
Let Bδ(x, y) ⊂ R2 be the open ball of center (x, y) and radius δ. Similarly Bδ(x, y)
denotes the closed ball. If C is the cylinder ∂Bδ(x, y) × [0, h] ⊂ R3 and 0 < β < δ, we
define of neighborhood of C as
Aβ(C) =
(
Bδ+β(x, y) \Bδ−β(x, y)
)× [0, h] ⊂ R3.
and call it cylinder ring with center at C and radius β.
Lemma 4.3. [CO15, Lemma 4.1] Let X : R3 → R3 be the constant vector field defined by
X(x, y, z) = (0, 0, 1). Consider the cylinder C = ∂Bδ(0, 0) × [0, h] ⊂ R3, δ > 0, h > 0,
and points p ∈ ∂Bδ(0, 0) × {0} and q ∈ ∂Bδ(0, 0) × {h}. Let θ be the angle between the
vector p− (0, 0, 0) and q − (0, 0, h). Given 0 < β < δ there exists a C∞ vector field Z on
R3 with the following properties
(1) Z preserves the canonical volume form dx ∧ dy ∧ dz;
(2) Z ≡ X outside the cylinder ring Aβ(C);
(3) The positive orbit of p, with respect to Z, contains q;
(4) Given r ∈ N and  > 0, if |θ| is small enough, then ‖Z −X‖r < , where ‖ · ‖
denotes the Cr norm on the set of Cr vector fields.
Figure 6: The motion of the orbit
Proof of Lemma 4.1. By Lemma 4.2 we can consider a coordinates systems α : U ′ →
V in a neighborhood U ′ ⊂ U of φ t+(p)2 (p), with α(p) = (0, 0, 0), α∗φ = (0, 0, 1), α∗ω =
dx ∧ dy ∧ dz and α(φ t+(p)2 (Σ) ∩ U ′) ⊂ {z = 0}. Let β, δ > 0, 0 < h < 1 and q ∈ {z = 0}
such that the solid cylinder Bβ+δ(q)× [0, h] ⊂ V and (0, 0) ∈ ∂Bδ(q).
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Consider now the cylinder ring Aβ(C) defined by β, δ, h and q. Let θ be a small angle,
and let q′ ∈ ∂Bδ(q)×{h} such that the angle between (0, 0, 0)− q and q′− (q, h) is equal
to θ. Now we may apply the perturbation Lemma 4.3 at the cylinder C = ∂Bδ(q)× [0, h]
to join 0 to q′ and obtain a vector field Z on V such that:
(a) Z preserves the canonical volume form;
(b) Z ≡ (0, 0, 1) in V \ Aβ(C);
(c) The positive orbit of 0, with respect to Z, contains q′.
Let us define the vector field X in M in the following way: X ≡ φ outside of U ′ and
X = α∗(Z) in U ′. Note that X is Cr, satisfies item 1, and taking θ sufficiently small, we
may assume X ∈ V .
In order to prove item 2, we consider Π0 ⊂ V ∩ {z = 0} a compact neighborhood of the
origin contained in α(φ
t+(p)
2 (Σ) ∩ U ′)). Then just take Σ0 = α−1(Π0) and τ = sup{t > 0 :
α(X t(x)) ∈ Π0 × [0, h], x ∈ Σ0}. The item 3 is an immediate consequence of item b) and
c) above.
The proof of Lemma 4.1, implies that for p ∈ ∆ and for every small θ there is Xpθ ∈
Xrω(M) such that the Poincare´ map RXpθ associated to X
p
θ satisfies RXpθ (p) 6= R(p).
In particular, if p ∈ Σ ∩∆, then
RXpθ (W sloc,R(q,Σ)) ∩R(W sloc,R(q,Σ)) = ∅, (18)
for q ∈ Σ ∩∆ close to p, where W sloc,R(q,Σ) is the local stable manifold associated to R.
Note that if θ = 0, then Xθ = φ.
As ∆ is a compact hyperbolic set, then there are a finite number of point in ∆, let’s
say p1, . . . , pn and neighborhood Ui of φ
t+(pi)
2 , pairwise disjoint as Lemma 4.1, and such
that the projection over Ξ along the flow φt of
n⋃
i
Ui contains a small Markov partition of
∆.
So, we can define the Cr vector field Xθ ∈ Xrω(M) by
Xθ =

Xpiθ if x ∈ Ui;
φ otherwise
.
As θ is small, then of flow of Xθ is still a conservative Anosov.
Consider now the map Φθ(x) := R−1 ◦ RXθ(x) defined in a small Markov partition of ∆.
Then by equation (18), the map Rθ := R ◦ Φθ satisfies
Rθ(W sloc,R(q,Σ)) ∩R(W sloc,R(q,Σ)) = ∅. (19)
This last equation implies the following Lemma (cf. Appendix 5.3 and [MY10])
Lemma 4.4. The family of perturbations Rθ of R satisfies that the pair (Rθ,∆Xθ) has
the property V . Moreover, this property is persistently, i.e., there exists a C2-neighborhood
Wθ ⊂ Xrω(M) of Xθ such that for all X ∈ Wθ the pair (RX ,∆X) also have the property
V .
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4.2.3 Combinatorial Arguments
Note that the definition of maxFφ depends on the flow φ
t, or equivalently the vector field
φ, and it might not be C1. In what follows we give some “differentiability” to maxFφ
at least for F ∈ C2(M,R), see Lemma 4.7 below. To achieve this differentibility, we will
need a combinatorial arguments.
The following Lemma is combinatorial and will be used to show the Lemma 4.6.
Lemma 4.5. Let A = (aij)1≤i,j≤n be a matrix such that aij ∈ {0, 1} for any i, j and
|{(i, j) : aij = 1}| ≥ 99100n2, then tr(Ak) ≥
(
n
2
)k
for all k ≥ 2. Moreover, there is a set
Z ⊂ {1, 2, . . . , n} with |Z| ≥ 4n
5
such that, for any k ≥ 2 and any i, j ∈ Z, we have
(Ak)ij ≥ 4
5
(
3
5
)k−2
· nk−1.
Remember that if B = (bij)1≤i,j≤n is a square matrix, then tr(B) =
∑n
i=1 bii denotes the
trace of B.
Proof. There is X ⊂ {1, 2, . . . , n} with |X| ≥ 9n
10
such that, for any i ∈ X,
|{j ≤ n : aij = 1}| ≥ 9n10 . Indeed, if there are more than n10 lines in the matrix, each with
at least n
10
null entries, then the number of null entries of the matrix is greater that n
2
100
,
and so |{(i, j) : aij = 1}| < n2 − n2100 = 99n100 which is a contradiction.
Analogously, there is Y ⊂ {1, 2, . . . , n} with |Y | ≥ 9n
10
such that, for any j ∈ Y ,
|{i ≤ n : aij = 1}| ≥ 9n10 . Let Z = X ∩ Y ; we have |Z| ≥ 9n10 + 9n10 − n = 4n5 . If i, j ∈ Z,
then
(A2)ij =
n∑
r=1
airarj =
∑
r∈Ai∩Bj
airarj = |Ai ∩Bj| ≥ 9n
10
+
9n
10
− n = 4n
5
,
where Ai = {j ≤ n : aij = 1} and Bj = {i ≤ n : aij = 1}. We will show by induction that
if i, j ∈ Z, then
(Ak)ij ≥ 4
5
(
3
5
)k−2
· nk−1 for all k ≥ 2.
In fact, the case k = 2 was proved above and, given k ≥ 2 for which the statement is true,
we have
(Ak+1)ij =
n∑
r=1
(Ak)ir · arj ≥
∑
r∈Z
(Ak)ir · arj ≥ |Z \ {r ∈ Z : arj = 0}| · 4
5
(
3
5
)k−2
· nk−1
≥
(
4n
5
− n
10
)
4
5
(
3
5
)k−2
· nk−1 > 4
5
(
3
5
)k−1
· nk,
since |{r ∈ Z : arj = 0}| ≤ n10 .
Thus, for all k ≥ 2
tr(Ak) ≥
∑
i∈Z
(Ak)ii ≥ 4n
5
· 4
5
(
3
5
)k−2
· nk−1 >
(
3
5
)k
· nk >
(n
2
)k
.
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Remark 17. Suppose that the matrix A as in Lemma 4.5, is the matrix of transitions
for a regular Cantor set K with Markov partition R = {R1, R2, · · · , Rn} defined by an
expansive map ψ satisfying C−1/ε < |ψ′(x)| < C/ε, ∀x ∈ ∪i≤nRi, for a suitable constant
C (with logC  log ε−1). From Lemma 4.5 we get a set Z of indices with |Z| ≥ 4n
5
. Fix
indices i˜, j˜ ∈ Z such that ai˜j˜ = 1. Consider a Markov partition for ψk+2 corresponding to
the words in the set
X = {j˜r1r2 · · · rk i˜ : ri ≤ n and aj˜r1 = ar1r2 = · · · = ark−1rk = ark i˜ = 1}.
By Lemma 4.5, |X| = (Ak+1)i˜j˜ ≥ 45
(
3
5
)k−1 · nk > (n
2
)k
, since ai˜j˜ = 1, any transition
between two words in X is admissible.
Consider the regular Cantor set
K˜ := {α1α2α3 . . . |αi ∈ X, ∀i ≥ 1} ⊂ K.
Take k large enough. We have |(ψk+2)′| < (C
ε
)k+2
, and this implies that
HD(K˜) >
log
(
n
2
)k
log
(
C
ε
)k+2 = kk + 2 · log n− log 2logC − log ε = (1−o(1)) log nlog(ε−1) = (1−o(1)) log nlog(C−1/ε) ≥
≥ (1− o(1))HD(K). It follows that HD(K˜) ∼ HD(K) ∼ log n
log(ε−1)
.
The following Lemma says as is the behavior of the horseshoe ∆ when it is intersected by
a finite number of C1-curves.
Lemma 4.6. Intersection of curves with ∆
Let α = {αi : [0, 1] → Ξ, i ∈ {1, . . . ,m}} be a finite family of C1-curves. Then for
all  > 0 there are sub-horseshoes ∆sα, ∆
u
α of ∆ such that ∆
s,u
α ∩ αi([0, 1]) = ∅ for any
i ∈ {1, . . . ,m} and
HD(Ksα) ≥ HD(Ks)−  and HD(Kuα) ≥ HD(Ku)− ,
where Ksα, K
s are regular Cantor sets that describe the geometry transverse of the unstable
foliation W u(∆sα), W
u(∆) respectively, and Kuα, K
u are regular Cantor set that describe
the geometry transverse of the stable foliation W s(∆uα), W
s(∆), respectively (cf. Appendix
5.2).
We will prove this result for the stable Cantor set. For the unstable Cantor set the
proof is analogous.
Before starting the proof of the lemma we introduce some definitions and remarks.
Let us fix a Markov partition R of ∆ as above and a point p ∈ ∆. Given R(a) ∈ R
for a = (ai1 , · · · , air) denote |(ai1 , · · · , air)| the diameter of the projection on W sloc of R(a)
by the foliation Fu (cf. the construction of Ks(p) in the Appendix 5.2). Fix ar, as such
that the pair (ar, as) is admissible. Let  > 0, we have the following definition.
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Definition 5. A piece (ai1 , · · · , aik) (in the construction of Ks ) is called an -piece if
|(ai1 , · · · , aik)| <  and |(ai1 , · · · , aik−1)| ≥ .
Put
X = {-piece (ai1 , · · · , aik) : i1 = s and ik = r} = {θ1, . . . , θN}.
Notice that θiθj is a admissible word for every i, j ≤ N . We define the Cantor set
K(X) := {θj1θj2 · · · θjk · · · |θji ∈ X,∀i ≥ 1} ⊂ Ks.
Notice that N ∼ −ds where ds = HD(Ks), and so HD(K(X)) is close to HD(Ks)
provided  is small enough.
Dividing the curves in smaller curves if necessary, we can assume that the finite family
α is formed by curves that are graphs of C1-functions of W s(∆) on W u(∆) or from W u(∆)
on W s(∆).
Denote by Iθi the interval associated with θi in the construction of K
s. There is a
constant C > 1 (which depends on the geometry of the horseshoe ∆, but not on ) such
that
C−1 < |Iθi | < C.
For each Iθi , with θi = (ai1 , · · · , aik), we associate the interval I ′θti corresponding to the
transposed sequence θti = (aik , · · · , ai1) in the construction of Ku (unstable Cantor set) -
by an abuse of language, we will say that the interval I ′
θti
is the transposed interval of Iθi
(and vice-versa). Then, since ∆ is horseshoe there exists β ≥ 1 (which depends on the
geometry of the horseshoe ∆, but not on  or k) such that
C−1|Iθi |β < |I ′θti | < C|Iθi |
1/β.
Remark 18. In the conservative case (i.e. when the horseshoe is defined by a diffeomor-
phism which preserves a smooth measure), the above inequality holds with β = 1.
Proof of Lemma 4.6.
- First case. (Graph of a C1-function from W s(∆) on W u(∆)). In this case, consider the
image P of Iθi by this function. Then C and  can be taken such that |P | ≤ C2. Let P ′,
the smallest interval of the construction of Ku containing P . Then, if J ∈ W s(∆) is the
transposed interval of P ′, we have |J | ≤ (C2)1/β. Then
#{Iθj : Iθj ∩ J 6= ∅} ≤ C
(
(C2)1/β

)ds
= C˜ds(1/β−1).
Thus,
#{(Iθi , I ′θtj) : Iθi × I
′
θtj
intersects the curve} ≤ −dsC˜ds(1/β−1) = C˜ds(1/β−2)  −2ds .
- Second case. (Graph of a C1-function from W u(∆) on W s(∆)). In this case, consider the
image J ′ of I ′
θti
. Then, |J ′| ≤ c|I ′
θti
| ≤ c(C)1/β, (J ′ is the image of I ′
θti
by a C1-function),
so we have analogously
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#{Iθi : Iθi ∩ J ′ 6= ∅} ≤ Cˆds(1/β−1).
And
#{(Iθi , I ′θtj) : Iθi × I
′
θtj
intersects the curve} ≤ −dsCˆds(1/β−1) = Cˆds(1/β−2)  −2ds .
Note that −2ds ∼ N2 = total number of transitions θiθj.
We say that θUθV is a prohibited transition iff some curve of the family α intersects the
rectangle IθU × I ′θtV .
Consider the admissible word θiθjθkθs with θi, θj, θk, θs ∈ X. This word generates an
interval of size of the order of 4 in the construction of Ks.
We say that θiθjθkθs is a prohibited word, if within there is a prohibited transition θUθV
θi︷ ︸︸ ︷−−− θj︷ ︸︸ ︷−−− θk︷ ︸︸ ︷−−− θs︷ ︸︸ ︷−−−
−−︸︷︷︸
ρ
−−−−−−︸ ︷︷ ︸
θV θV
−−−−︸ ︷︷ ︸
β
.
Denote by PW the set of the prohibited words θiθjθkθs. We want to now estimate |PW |.
In fact: |Iρ||Iβ| ∼ 2 ∼ 2−2n, then there is t ≤ 2n such that |Iρ| ∼ 2−t and |Iβ| ∼ 2t−2n.
Thus, #{Iρ} ∼ (2−t)−ds = 2tds and #{Iβ} ∼ (2−(2n−t))−ds = 2(2n−t)ds . Therefore for some
constant C˜ > 1 (as in the first part of the proof), we have that
|PW | ≤ C˜ · (2n) · 2tds2(2n−t)dsds(1/β−2) ≤ 2C˜ log −1ds(1/β−4)  −4ds
the last inequality follows from 2C˜(log −1)ds/β  1.
Then, the total of prohibited words θiθjθkθs is much less than 
−4ds ∼ N4, the total
number of words θiθjθkθs.
Consider A = (a(i,j)(k,s)) for (i, j), (k, s) ∈ {1, . . . , N}2 the matrix defined by
a(i,j)(k,s) =

1 if θiθjθkθs is not prohibited;
0 if θiθjθkθs is prohibited for some θUθV .
Put θ˜ij = θiθj for i, j ≤ N . Define K˜ the regular Cantor set
K˜ := {θ˜i1j1 θ˜i2j2 · · · θ˜injn · · · |a(ik,jk)(ik+1,jk+1) = 1,∀k ≥ 1} ⊂ Ks.
By the previous discussion we have #{a(i,j)(k,s) : a(i,j)(k,s) = 1} ≥ 99100(N2)2, so by the
Remark 17 we have HD(K˜) ∼ HD(K(X)) ∼ HD(Ks). Consider the sub-horseshoe of
∆ defined by
∆sα :=
⋂
n∈Z
Rn
 ⋃
(i,j),(k,s)∈{1,2,...,N}2, a(i,j)(k,s)=1
(R(θ˜ij) ∩R−1(R(θ˜ks))
 ,
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where R(θ˜ij) is the rectangle associated to the word θ˜ij.
Then the stable regular Cantor set Ksα describing the transverse geometry of the unstable
foliation W u(∆sα) is equal to K˜ . Then by the above discussion we have that
HD(Ksα) ∼ HD(Ks),
and by definition of ∆sα we have that ∆
s
α ∩ αi = ∅, ∀i ≤ m. This concludes the proof.
Now we can prove the some lemmas, which give some differentiability to maxFφ. To
get there, we introduce some sets of functions C2(M,R). First we consider the family of
one parameter β > 0, Bs(u)φ,β defined as follows.
Definition 6. We say that F ∈ Bs(u)φ,β ⊂ C2(M,R) whenever
(i) There exists a sub-horseshoe ∆
s(u)
F of ∆ with HD(K
s(u)
F ) > HD(K
s(u))− 2β,
(ii) There exists a Markov partition R
s(u)
F of ∆
s(u)
F , respectively, such that the function
maxFφ|Ξ∩Rs(u)F ∈ C
1(Ξ ∩Rs(u)F ,R),
where K
s(u)
F , K
s(u) are the stable (unstable) Cantor sets associated to ∆
s(u)
F and ∆.
Lemma 4.7. For any β > 0 small enough, the sets Bs(u)φ,β are dense and C2 open sets.
Before to proof the Lemma 4.7, let’s to consider an auxiliary set Nφ of functions
defined as follows.
Once again we cover Λ with a finite number of tubular neighborhoods Us, 1 ≤ s ≤ m
whose boundaries are the good cross-sections Ξ =
k⊔
i=1
Σi mentioned at section 3.1.1. For
each s, let us fix coordinates (x1(s), x2(s), x3(s)) on Us such that x3(s) is the flow direction
and Us ∩ Ξ = {x3(s) = 0} ∪ {x3(s) = 1}.
Definition 7. We say that F ∈ Nφ whenever:
(i) 0 is a regular value of the restriction of ∂F
∂x3(s)
to Ul ∩ Ξ;
(ii) 0 is a regular value of ∂
3F
∂x3(s)3
;
(iii) 0 is a regular value of the functions ∂
2F
∂x3(s)2
and ∂
2F
∂x3(s)2
|{ ∂3F
∂x3(s)
3 =0}
;
(iv) 0 is a regular value of the functions ∂F
∂x3(s)
|{ ∂2F
∂x3(s)
2 =0}
and ∂F
∂x3(s)
|{ ∂3F
∂x3(s)
3 =0}∩{ ∂
2F
∂x3(s)
2 =0}
,
for each 1 ≤ s ≤ m.
Lemma 4.8. Nφ is dense.
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Proof. Given a function F , let us consider the three-parameter family
Fa,b,c(x1, x2, x3) = F (x1, x2, x3)− cx33/6− bx23/2− ax3
where a, b, c ∈ R.
By Sard’s theorem, we can fix first a very small regular value c ≈ 0 (close enough to
0) of ∂
3F
∂x33
, then a very small regular value b ≈ 0 of both ∂2F
∂x23
− cx3 and its restriction to
{∂3F
∂x33
= c}, and finally a very small regular value a ≈ 0 of ( ∂F
∂x3
− cx23/2− bx3)|{ ∂2F
∂x23
−cx3=b},
( ∂F
∂x3
− cx23/2− bx3)|{ ∂3F
∂x33
=c}∩{ ∂2F
∂x23
−cx3=b} and (
∂F
∂x3
− cx23/2− bx3)|{x3=0}∪{x3=1}.
For a choice of parameters (a, b, c) as above, we have that Fa,b,c ∈ Nφ: indeed, this
happens because
∂3Fa,b,c
∂x33
= ∂
3F
∂x33
−c, ∂2Fa,b,c
∂x23
= ∂
2F
∂x23
−cx3−b and ∂Fa,b,c∂x3 = ∂F∂x3−cx23/2−bx3−a.
Since Fa,b,c is arbitrarily close to F , this proves the lemma.
By definition, if F ∈ Nφ, then µs := { ∂F∂x3(s) = 0} ∩ Us is a curve (by (i)), and
Js := { ∂F∂x3(s) = 0} ∩ { ∂
2F
∂x3(s)2
= 0} is a curve intersecting the surface { ∂3F
∂x3(s)3
= 0} at a
finite set Πs of points (by (ii), (iii) and (iv)).
Note that if (x1, x2, 0), (x1, x2, 1) /∈ µs (i.e., the orbit is traverse to the cross-sections)
and the piece of orbit (x1, x2, z), 0 ≤ z ≤ 1, doesn’t intersect Js, then there is a neighbor-
hood V of (x1, x2, 0) ∈ Us ∩ Ξ and a finite collection of disjoint graphs {(x, y, ψj(x, y)) :
(x, y, 0) ∈ V }, 1 ≤ j ≤ n such that if f(x′1, x′2, t′) = maxφ F (x′1, x′2, t′) with (x′1, x′2, 0) ∈ V ,
then t′ = ψj(x′1, x
′
2) for some j.
Proof of Lemma 4.7. The openness of Bs(u)φ,β is a consequence of its own definition.
Indeed, given F ∈ Bs(u)φ,β , then for any G ∈ C2(M,R) sufficiently close to F , we have that
maxGφ|Ξ∩Rs(u)F ∈ C
1(Ξ∩Rs(u)F ,R), therefore we can taken Rs(u)G = Rs(u)F and ∆s(u)G = ∆s(u)F ,
and this concludes the proof of openness.
Let’s to make the proof of density for the stable case, since the unstable case is
analogue.
By Lemma 4.8, it is sufficient to prove that Bsφ,β dense is Nφ. In the same statements of
the proof of Lemma 4.8, we consider F ∈ Nφ as above. Our discussion so far says that
the curves µs and the projections of the curves Js in the flow direction (x3-coordinate) is
a finite union J of C1 curves contained in Ξ such that, for each y ∈ DR \ J , the value
maxFφ(z) for z near y is described by the values of maxFφ at a finite collection of graphs
transverse to the flow direction.
From the Lemma 4.6, given β > 0 small there is a sub-horseshoe ∆J such that
HD(KsJ) ≥ HD(Ks)− β and ∆J ∩ α = ∅,
for each curve α ∈ J . In other terms, using the notation in the paragraph after proof of
Lemma 4.8, our task is reduced to perturb F in such a way that f(x′1, x
′
2, t
′) are given by
the values of F on an unique graph (x′1, x
′
2, ψ(x
′
1, x
′
2)).
In this direction, let V be a small neighborhood of ∆J such that V ∩ α = ∅ for every
α ∈ J . Note that the value of F at any point (x, y) ∈ V is described by finitely many
disjoint graphs ψj, 1 ≤ j ≤ k.
Let g1j(x1, x2) = F (x1, x2, ψ1(x1, x2)) − F (x1, x2, ψj(x1, x2)) for j 6= 1 and consider
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γ1 > 0 small regular value of g1j for all j 6= 1. Take ξ1 a C∞-function close to the
constant function 0 and equal to −γ1 in neighborhood of {z = ψ1(x1, x2)} and 0 outside.
So, the function F + ξ1 is close to F . Now we define the function
gγ11j (x1, x2) = (F + ξ1)(x1, x2, ψ1(x1, x2))− (F + ξ1)(x1, x2, ψj(x1, x2)) = g1j(x1, x2)− γ1.
Put F1 := F + ξ1 and define g2j(x1, x2) = F1(x1, x1, ψ2(x1, x2))− F1(x1, x2, ψj(x1, x2)) for
j 6= 2 and let γ2 > 0 small regular value of g2j for all j 6= 2. Take ξ2 a C∞-function close
to the constant function 0 and equal to −γ2 in neighborhood of {z = ψ2(x1, x2)} and 0
outside. So, the function F1 + ξ2 is close to F and again, define the function
gγ22j (x1, x2) = (F1 + ξ2)(x1, x2, ψ2(x1, x2))− (F1 + ξ2)(x1, x2, ψj(x1, x2)) = g2j(x1, x2)− γ2.
Inductively, define Fs−1 = Fs−2 + ξs−1 and
gsj(x1, x2) = Fs−1(x1, x2, ψs(x1, x2))− Fs−1(x1, x2, ψj(x1, x2))
for j 6= s. Let γs > 0 small regular value of gsj for all j 6= s. Take ξs a C∞-function close
to the constant function 0 and equal to −γs in neighborhood of {z = ψs(x1, x2)} and 0
outside. So, the function Fs := Fs−1 + ξs is close to F and
gγssj (x1, x2) := Fs(x1, x2, ψs(x1, x2))− Fs(x1, x2, ψj(x1, x2)) = gsj(x1, x2)− γs.
Therefore, for each s = 1, . . . , k − 1, Γs :=
⋃
j 6=s
(gγssj )
−1(0) is a finite collection of C1 curves
in Ξ, 1 ≤ s ≤ k − 1. Put Γ :=
k−1⋃
s=1
{Γs}, then by Lemma 4.6 there is a sub-horseshoe ∆Γ
of ∆α such that
HD(KsΓ) ≥ HD(Ksδ )− β ≥ HD(Ks)− 2β and ∆Γ ∩ γ = ∅, (20)
for each γ ∈ Γ.
For finish the proof, consider the perturbation F +ξk of F , where ξk := ξ1 + · · ·+ξk−1,
then if l < j, we have
(F + ξk)(x1, x2, ψj(x1, x2)) − (F + ξk)(x1, x2, ψl(x1, x2)) =
(F + ξ1 + · · ·+ ξj)(x1, x2, ψj(x1, x2)) − (F + ξ1 + · · ·+ ξl)(x1, x2, ψl(x1, x2)) =
(F + ξ1 + · · ·+ ξj)(x1, x2, ψj(x1, x2)) − (F + ξ1 + · · ·+ ξl + · · ·+ ξj)(x1, x2, ψl(x1, x2))
= gγljl (x1, x2).
Thus, if (x1, x2) ∈ ∆Γ, then
(F + ξk)(x1, x2, ψj(x1, x2)) 6= (F + ξk)(x1, x2, ψs(x1, x2)) for all j 6= s. (21)
Take a Markov partition RΓ of ∆Γ with diameter small enough, for each y ∈ RΓ the values
of max(F+ξk)φ near y are described by the values of F+ξ
k at an unique graph. Hence, for
each y ∈ RΓ, one has that max(F + ξk)φ(y) = F (φt(y)(y)) for an unique 0 ≤ t(y) ≤ t+(y)
depending in a C1 way on y. Therefore, we concludes that max(F + ξk)φ|Ξ∩RΓ is a
C1-function. This shows the lemma.
Keeping the notation of the previous Lemma we have:
Remark 19. The definition of Bs(u)φ,β clearly depends of the vector field φ. If X is a vector
field C2 sufficiently close to φ, then Bs(u)φ,β = Bs,uX,β.
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4.2.4 Description of UX,Λ
Given a compact hyperbolic set K for R and a Markov partition R of K, we define the
set
H1(R, K) =
{
f ∈ C1(Ξ ∩R,R) : #Mf (K) = 1, z ∈Mf (K), DRz(es,uz ) 6= 0
}
, (22)
where Mf (K) := {z ∈ K : f(z) ≥ f(x) for all x ∈ K}, the set of maximum points of f in
K and es,uz are unit vectors in E
s,u
Ξ (z), respectively (cf. [MRn17, section 3]).
Definition 8. We say that F ∈ UX,Λ whenever
(i) There exists a sub-horseshoe ∆F of ∆X with HD(∆F ) > 1 and neighborhood RF of
∆F such that
maxFX |Ξ∩RF ∈ C1(Ξ ∩RF ,R).
(ii) maxFX ∈ H1(RX ,∆F ) ⊂ C1(Ξ ∩RF ,R).
Lemma 4.9. The set UX,Λ is dense a C2-open set.
Proof. By definition the set UX,Λ is open. By Lemma 4.7 our task is simply to prove that
UX,Λ is dense in BsX,β ∪ BuX,β for some β small enough. Indeed, fix β > 0 small enough
and let F ∈ BsX,β ∪BuX,β, then by Lemma 4.7, consider the sub-horseshoe ∆F = ∆sF ∪∆uF
and RF = R
s
F ∪RuF , therefore by definition of BsX,β ∪ BuX,β we can concludes that
HD(KsF ) +HD(K
u
F ) ≥ HD(KsX) +HD(KuX)− 4β.
Thus
HD(∆F ) ≥ HD(∆X)− 4β > 1,
since HD(∆X) = HD(K
s
X) + HD(K
u
X) (cf. [PT93]) and Remark 15. To conclude the
proof we need some appropriate perturbation of F to become maxFX an element of
H1(RX ,∆F ). Consider a point x ∈ ∆F . Recall that, in a small neighborhood of x,
the values of maxFX are given by the values of F on a graph (x1, x2, ψ(x1, x2)). Now
we can employ the argument of section 3 in [MRn17] to find arbitrarily small function
g(x1, x2) such that the functions Fg(x1, x2, t) := F (x1, x2, t) + g(x1, x2) near the graph
(x1, x2, ψ(x1, x2)) (and coinciding with F elsewhere) with the property that maxXFg is
an element of H1(RX ,∆F ). Thus the proof is complete.
Proof of Theorem 4.1. We consider family of perturbations Xθ of φ as the subsection
4.2. Let F ∈ UXθ,Λ, then there exists a sub-horseshoe ∆F of ∆Xθ with HD(∆F ) > 1 and
neighborhood RF of ∆F such that maxFXθ |Ξ∩RF ∈ H1(RXθ ,∆F ) ⊂ C1(Ξ ∩ RF ,R). The
Lemma 4.4 provides that the pair (Xθ,Rθ) has the property V , then by Main Theorem
of [MRn17] we can concludes
intM(Rθ,∆Xθ ,maxFθ|Ξ∩RF ) 6= ∅ and intL(Rθ,∆Xθ ,maxFθ|Ξ∩RF ) 6= ∅.
The property of persistence is also a consequence of Lemma 4.4 and Main Theorem of
[MRn17]. This completes the proof of Theorem 4.1 (and, therefore, Theorem 1.1).
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4.3 Anosov Geodesic flow and Anosov suspension flow
In this section let’s to use the Theorem 1.1 and its proof for to prove the Corollary 1 and
Corollary 2.
4.3.1 Proof of Corollary 1
We can note that when the manifold M is the unitary tangent bundle of a complete
Riemannian manifold N endowed with a metric g0 of negative pinched curvature, then
the geodesic flow on M is Anosov. We want to apply the Theorem 1.1, for this sake, we
need a basic set with large Hausdorff dimension (in this case, arbitrarily close to 3, see
Lemma 4.10). The fundamental result to achieve this goal is the following theorem which
was proved by S.G. Dani (cf. [Dan86] and [DV89]). In this section, denoted by φ0the
derivative of the geodesic ow.
Theorem ([Dan86] and [DV89]) Let N be a complete Riemannian manifold of dimen-
sion n, such that all the sectional curvatures are bounded between two negative constants
and the Riemannian volume is finite. Let C be the set of points in SN whose orbit
through of geodesic flow is bounded. Then the Hausdorff dimension of C, HD(C), is
equal to 2n− 1.
As a corollary of the above theorem we have:
Lemma 4.10. In the condition of last theorem, there exists a hyperbolic set Λ for the
geodesic with HD(Λ) arbitrarily close to 2n− 1.
Proof. Fixed a point p ∈ SM and consider the family of balls of center p and radius α,
Ωα := Bα(p) which satisfies
1. If α < β, then Ωα ⊂ Ωβ.
2. Ωα ↗ SM , this is,
⋃
α∈R
Ωα = SM .
Let
φt0 : R× SM −→ SM
(t, x) 7−→ φt0(x)
be the geodesic flow.
Put Ω˜α =
⋂
t∈R
φt0(Ωα), then we have the following statement:
C ⊂
⋃
α∈R
Ω˜α,
where C is given in the previous theorem. Indeed, let x ∈ C, then there exists a compact
set Kx such that the orbit of x, O(x) ⊂ Kx ⊂ Ωαx for some αx ∈ R, this implies that
φt0(x) ∈ Ωαx for all t ∈ R, therefore x ∈ Ω˜αx and the statement is proved.
Consider a strictly increasing and unbounded sequence αk, thus Ω˜αk ⊂ Ω˜αk+1 . Hence
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C ⊂
∞⋃
k=1
Ω˜αk ,
where Ω is the closure of Ω. Since HD(C) = 2n − 1, then supkHD(Ω˜αk) = 2n − 1,
therefore there exists k such that HD(Ω˜αk) is arbitrarily close to 2n− 1.
Notice that Ω˜αK is compact and φ
t
0-invariant, and since φ
t is an Anosov flow on SM ,
then Ω˜αK is hyperbolic set for geodesic flow φ
t. Thus, we can taken
Λ := Ω˜αn and HD(Λ) ∼ 2n− 1 (arbitrarely close to 2n− 1). (23)
Remark 20. For the purpose of this section, when N is a surface in the conditions above
of Lemma 4.10, then Λ has Hausdorff dimension arbitrarily close to 3. Note also that, if
N is a C2-Riemannian manifold (the Riemannian metric is C2) with finite volume, then
φ0 ∈ X1w(SN) (cf. [Pat99]).
The proof of the following corollary is based in classical arguments, used to construct
basis sets. We give the references, but we omitted the proof.
Corollary 5. In dimension 2, there is a basic set Λ˜ ⊃ Λ.
Proof. Note that, by corollary 3 the hyperbolic set Λ is one-dimensional, then by similar
arguments of proposition 8 at [BG14], which is based on the argument of Anosov [Ano10],
we can concluded the proof of corollary.
Proof of Corollary 1. Simply note that, by Remark 20 and corollary 5 the basic set Λ˜ fits
the hypotheses of the Theorem 1.1, since HD(Λ˜) ≥ HD(Λ). In other words, the result of
corollary is an immediate consequence of theorem 1.1.
4.3.2 Proof of Corollary 2
Thus as in the section 4.3.1, for prove the Corollary 2, we have to find hyperbolic set
with Hausdorff dimension arbitrarily close to 3 and try to used the theorem 1.1. For this
purpose we used the following theorem:
Theorem (Urban´ski, [Urb91]) If M is a compact Riemannian manifold and ϕ : M →
M is a transitive Anosov diffeomorphism, then the Hausdorff dimension of the set of
points with non dense (full) orbit under ϕ equals dim M . The same statement is true for
Anosov flows.
As consequence
Lemma 4.11. If ϕ is a conservative Anosov diffeomorphism on the 2-torus N , then there
is hyperbolic set Λ with Hausdorff dimension arbitrarily close to 2.
Proof. Consider {xk} an enumerable and dense set, then for each m ∈ N, we define
the set Akm := M \ B 1
m
(xk), where B 1
m
(xk) is the ball of center xk and radius
1
m
and
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A˜km =
⋂
n∈Z
ϕn(Akm). This set is compact, invariant and therefore hyperbolic set for ψ.
Then
Claim: If ND is the set of points with non-dense orbit under ψ, then
ND =
⋃
m≥1
⋃
k
A˜km.
Proof of Claim: We need to proof simply that ND ⊂
⋃
m≥1
⋃
k
A˜km, indeed: let x ∈ ND,
then there is an open set U ⊂ N such that the orbit of x, O(x) does not intersects U ,
i.e. O(x) ∩ U = ∅. Thus, there are m ≥ 1 and xk such that B 1
m
(xk) ⊂ U , therefore
ϕn(x) /∈ B 1
m
(xk) or ϕ
n(x) ∈M \B 1
m
(xk) for all t ∈ R, this implies that x ∈ A˜km. Thus we
concluded the proof of claim.
The Urban´ski’s Theorem implies that HD(ND) = 3, then by the previous Claim,
3 = HD(
⋃
m≥1
⋃
k
A˜km) = sup
k,m
HD(A˜km).
So, there are m and k such that HD(A˜km) is arbitrarily close to 2. This concludes the
proof of the Lemma.
Lemma 4.12. If Λ is a hyperbolic set for a transitive Anosov diffeomorphism in dimension
two, then Λ is zero-dimensional and therefore there is a basic set Λ˜ ⊃ Λ.
Proof. The condition zero-dimensional is clear, therefore by [Ano10], we concluded the
result.
The next step is to prove the Corollary 2. For this goal, our task is to use the basic
Λ˜ of Lemma 4.12 (with HD(Λ˜) ≥ HD(Λ) ∼ 2) to construct the set of functions Uϕ, this
construction will be similar to the construction of UX,Λ at section 4.2.4, being that we use
N instead of Ξ.
For suspension flows our manifold M depend of the diffeomorphism ψ : N → N , be-
cause M = Mψ := (N × R)/ ∼, where we identify (x, s) ∼ (ψ(x), s + 1). Also, from now
on, we consider ψ sufficiently close ϕ, such that there exists the hyperbolic continuation
Λψ of Λ˜.
Definition 9. We say that F ∈ Uψ ⊂ C2(Mψ,R)
(i) There exists a sub-horseshoe ΛF of Λψ with HD(Λψ) > 1 and neighborhood RF of
Λψ such that
maxFψt |RF ∈ C1(RF ,R),
where maxFψt(x) := max0≤t≤1 F (ψt(x)).
(ii) maxFψt ∈ H1(ψ,∆ψ), where H1(ψ,∆ψ) as (22).
Following the same lines of section 4.2.4, more precisely, the proof of Lemma 4.9 we
have
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Lemma 4.13. The set Uψ is dense and C2-open set.
Proof of Corollary 2. By theorem 5.1 in Appendix 5.3 (cf. [MY01] and [MY10] for more
details), we can assume by Lemma 4.11 that for small perturbation ψ of ϕ in the C2
topology, the pair (ψ,Λψ) has the property V . Let F ∈ Uψ, then by the main theorem at
[MRn17], we have that
intM(ψ,Λψ,maxFψt |RF ) 6= ∅ and intL(ψ,Λψ,maxFψt |RF ) 6= ∅.
The proof ends simply by observing that
lim sup
n→+∞
maxFψt(ψ
n(x)) = lim sup
t→+∞
F (ψt(x))
and
sup
n∈Z
maxFψt(ψ
n(x)) = sup
t∈R
F (ψt(x))
for all x ∈ Λψ.
5 Appendix
5.1 Regular Cantor Sets
Let A be a finite alphabet, B a subset of A2, and ΣB the subshift of finite type of AZ with
allowed transitions B. We will always assume that ΣB is topologically mixing, and that
every letter in A occurs in ΣB.
An expansive map of type ΣB is a map g with the following properties:
(i) the domain of g is a disjoint union
⋃
B
I(a, b). Where for each (a, b), I(a, b) is a
compact subinterval of I(a) := [0, 1]× {a};
(ii) for each (a, b) ∈ B, the restriction of g to I(a, b) is a smooth diffeomorphism onto
I(b) satisfying |Dg(t)| > 1 for all t.
The regular Cantor set associated to g is the maximal invariant set
K =
⋂
n≥0
g−n
(⋃
B
I(a, b)
)
.
Let Σ+B be the unilateral subshift associated to ΣB. There exists a unique homeomorphism
h : Σ+B → K such that
h(a) ∈ I(a0), for a = (a0, a1, . . . ) ∈ Σ+B and h ◦ σ = g ◦ h,
where σ+ : Σ+B → Σ+B , is defined as follows σ+((an)n≥0) = (an+1)n≥0.
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5.2 Expanding Maps Associated to a Horseshoe
Let Λ be a horseshoe associated to C2-diffeomorphism ϕ on the a surface M and consider
a finite collection (Ra)a∈A of disjoint rectangles of M , which are a Markov partition of Λ.
Define the sets
W s(Λ, R) =
⋂
n≥0
ϕ−n(
⋃
a∈A
Ra),
W u(Λ, R) =
⋂
n≤0
ϕ−n(
⋃
a∈A
Ra).
There is a r > 1 and a collection of Cr-submersions (pia : Ra → I(a))a∈A, satisfying the
following property:
If z, z′ ∈ Ra0 ∩ ϕ−1(Ra1) and pia0(z) = pia0(z′), then we have
pia1(ϕ(z)) = pia1(ϕ(z
′)).
In particular, the connected components of W s(Λ, R)∩Ra are the level lines of pia. Then
we define a mapping gu of class Cr (expansive of type ΣB) by the formula
gu(pia0(z)) = pia1(ϕ(z))
for (a0, a1) ∈ B, z ∈ Ra0 ∩ ϕ−1(Ra1). The regular Cantor set Ku defined by gu, describes
the geometry transverse of the stable foliation W s(Λ, R). Analogously, we can describe
the geometry transverse of the unstable foliation W u(Λ, R), using a regular Cantor set
Ks define by a mapping gs of class Cr (expansive of type ΣB).
Also, the horseshoe Λ is locally the product of two regular Cantor sets Ks and Ku. So, the
Hausdorff dimension of Λ, HD(Λ) is equal to HD(Ks×Ku), but for regular Cantor sets,
we have that HD(Ks×Ku) = HD(Ks)+HD(Ku). Thus HD(Λ) = HD(Ks)+HD(Ku)
(cf. [PT93, chap 4]).
5.3 Intersections of Regular Cantor Sets and Property V
Let r be a real number > 1, or r = +∞. The space of Cr expansive maps of type Σ
(cf. section 5.1), endowed with the Cr topology, will be denoted by ΩrΣ . The union
ΩΣ =
⋃
r>1
ΩrΣ is endowed with the inductive limit topology.
Let Σ− = {(θn)n≤0 , (θi, θi+1) ∈ B for i < 0}. We equip Σ− with the following ultrametric
distance: for θ 6= θ˜ ∈ Σ−, set
d(θ, θ˜) =

1 if θ0 6= θ˜0;
|I(θ ∧ θ˜)| otherwise
,
where θ ∧ θ˜ = (θ−n, . . . , θ0) if θ˜−j = θ−j for 0 ≤ j ≤ n and θ˜−n−1 6= θ−n−1 .
Now, let θ ∈ Σ−; for n > 0, let θn = (θ−n, . . . , θ0), and let B(θn) be the affine map from
I(θn) onto I(θ0) such that the diffeomorphism k
θ
n = B(θ
n) ◦ fθn is orientation preserving.
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We have the following well-known result (cf. [Sul]):
Proposition. Let r ∈ (1,+∞), g ∈ ΩrΣ.
1. For any θ ∈ Σ−, there is a diffeomorphism kθ ∈ Diff r+ (I(θ0)) such that kθn converge
to kθ in Diff r
′
+ (I(θ0)), for any r
′ < r, uniformly in θ. The convergence is also
uniform in a neighborhood of g in ΩrΣ .
2. If r is an integer, or r = +∞, kθn converge to kθ in Diffr+(I(θ0)). More precisely,
for every 0 ≤ j ≤ r − 1, there is a constant Cj (independent on θ) such that∣∣Dj log D [kθn ◦ (kθ)−1] (x)∣∣ ≤ Cj|I(θn)|.
It follows that θ → kθ is Lipschitz in the following sense: for θ0 = θ˜0, we have∣∣∣Dj log D[kθ˜ ◦ (kθ)−1](x)∣∣∣ ≤ Cj d(θ, θ˜).
Let r ∈ (1,+∞]. For a ∈ A, denote by Pr(a) the space of Cr-embeddings of I(a) into R,
endowed with the Cr topology. The affine group Aff(R) acts by composition on the left
on Pr(a), the quotient space being denoted by Pr(a). We also consider P(a) =
⋃
r>1
Pr(a)
and P(a) =
⋃
r>1
Pr(a), endowed with the inductive limit topologies.
Remark 21. In [MY01] is considered Pr(a) for r ∈ (1,+∞], but all the definitions and
results involving Pr(a) can be obtained considering r ∈ [1,+∞].
Let A = (θ, A), where θ ∈ Σ− and A is now an affine embedding of I(θ0) into R. We
have a canonical map
A → Pr =
⋃
A
Pr(a)
(θ, A) 7→ A ◦ kθ (∈ Pr(θ0)).
Now assume we are given two sets of data (A,B,Σ, g), (A′,B′,Σ′, g′) defining regular
Cantor sets K, K ′.
We define as in the previous the spaces P =
⋃
A
P(a) and P ′ =
⋃
A′
P(a′).
A pair (h, h′), (h ∈ P(a), h′ ∈ P ′(a′)) is called a smooth configuration for K(a) = K∩I(a),
K ′(a′) = K ′ ∩ I(a′). Actually, rather than working in the product P × P ′, it is better to
go to the quotient Q by the diagonal action of the affine group Aff(R). Elements of Q
are called smooth relative configurations for K(a), K ′(a′).
We say that a smooth configuration (h, h′) ∈ P(a)× P(a′) is
• linked if h(I(a)) ∩ h′(I(a′)) 6= ∅;
• intersecting if h(K(a)) ∩ h′(K(a′)) 6= ∅, where K(a) = K ∩ I(a) and K(a′) =
K ∩ I(a′);
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• stably intersecting if it is still intersecting when we perturb it in P × P ′, and we
perturb (g, g′) in ΩΣ × ΩΣ′ .
All these definitions are invariant under the action of the affine group, and therefore make
sense for smooth relative configurations.
As in previous, we can introduce the spaces A, A′ associated to the limit geometries of
g, g′, respectively. We denote by C the quotient of A × A′ by the diagonal action on
the left of the affine group. An element of C, represented by (θ, A) ∈ A, (θ′, A′) ∈ A′,
is called a relative configuration of the limit geometries determined by θ, θ′. We have
canonical maps
A×A′ → P ×P ′
C → Q
which allow to define linked, intersecting, and stably intersecting configurations at the
level of A×A′ or C.
Remark: For a configuration ((θ, A), (θ′, A′)) of limit geometries, one could also consider
the weaker notion of stable intersection, obtained by considering perturbations of g, g′ in
ΩΣ×ΩΣ′ and perturbations of (θ, A), (θ′, A′) in A×A′. We do not know of any example
of expansive maps g, g′, and configurations (θ, A), (θ′, A′) which are stably intersecting
in the weaker sense but not in the stronger sense.
We consider the following subset V of ΩΣ × ΩΣ′ . A pair (g, g′) belongs to V if for any
[(θ, A), (θ′, A′)] ∈ A×A′ there is a translation Rt (in R) such that (Rt ◦ A ◦ kθ, A′ ◦ k′θ′)
is a stably intersecting configuration.
Definition 10. We say that a pair (ψ,Λ), where Λ is a horseshoe for ψ, has the property
V if the stable and unstable cantor sets has the property V in the above sense.
The more important result in this setting is:
Theorem 5.1 (Moreira-Yoccoz [MY10]). Let ϕ be a C∞ diffeomorphism with a horse-
shoe Λ. Let Ks, Ku are the stable and unstable Cantor sets respectively. Suppose that
HD(Ks) + HD(Ku) > 1. If U is sufficiently small neighborhood ϕ in Diff∞(M), there
is an open and dense set U∗ ⊂ U such that, for every ψ ∈ U∗ the pair (ψ,Λψ) has the
property V .
5.4 The Birkhoff Invariant
Let f : (R2, 0)→ (R2, 0) be a germ of diffeomophism area-preserving (in dimension two is
symplectic) and 0 a hyperbolic fixed point with eigenvalues λ and λ−1, then the Birkhoff
normal form (cf. [Mos56]) says that there is a area-preserving change of coordinates Φ
such that Φ−1 ◦ f ◦ Φ = N , where N(x, y) = (U(xy)x, U−1(xy)y) and U(xy) is a power
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series λ+ U2xy + · · · convergent in a neighborhood of x = y = 0. In other words, in this
coordinates f can be written by
f(x, y) = (λx(1 + axy +O(‖(x, y)‖4)), λ−1y(1− axy +O(‖(x, y)‖4))) (24)
and the number a is called the Birkhoff Invariant of f .
Lemma 5.1. The Birkhoff invariant for diffeomorphism area-preserving in (R2, 0) only
depend of 3-jets in 0, J3(0). Moreover, the set of diffeomorphism area-preserving in (R2, 0)
such that the Birkhoff invariant is non-zero is open, dense and invariant in J3(0).
Proof. For the proof of [Mos56, Theorem 1 and 2], we have the first part and opening. For
density, suppose that for some f : (R2, 0)→ (R2, 0), the Birkhoff invariant is zero, then for
 > 0 we consider the function N(x, y) := (λx(1+O(‖(x, y)‖4)), λ−1y(1+O(‖(x, y)‖4)))+
(x2y,−xy2), then the function f = Φ ◦N ◦Φ−1 is area-preserving diffeomorphism close
to f with the Birkhoff invariant .
Let f , g be as above and suppose that the Birkhoff invariant for f is non-zero, then
g−1◦f◦g has the Birkhoff invariant non zero. Indeed, by the Birkhoff Normal Form [Mos56,
Theorem 1], there is a area-preserving change of coordinates Φ such that Φ−1◦g−1◦f ◦g◦Φ
has the form (24), then (g ◦ Φ)−1 ◦ f ◦ (g ◦ Φ) has the form (24), in other word, there is
another area-preserving change of coordinates g ◦Φ such that f has the form (24), but by
the unicity of the Birkhoff normal form (see [Mos56, page 674]), we have that the Birkhoff
invariant of g−1 ◦ f ◦ g is equal to the Birkhoff invariant of f , therefore non-zero.
Acknowledgments
The author would like to thank Carlos Gustavo Moreira (Gugu) and Carlos Matheus for
very helpful discussions and suggestions during the preparation of this paper.
Sergio Augusto Roman˜a Ibarra
Universidade Federal do Rio de Janeiro
Av. Athos da Silveira Ramos 149, Centro de Tecnologia - Bloco C - Cidade Universita´ria
- Ilha do Funda˜o, cep 21941-909
Rio de Janeiro-Brasil
E-mail: sergiori@im.ufrj.br
References
[AMU14] M. Artigiani, L. Marchese, and C. Ulcigrai. The lagrange spectrum of a veech
surface has a hall ray. arXiv:1409.7023v2[math.DS], September 2014.
[Ano10] Dmitry Anosov. Extension of zero-dimensional hyperbolic sets to locally max-
imal ones. Sbornik: Mathematics, 201(7):935, 2010.
[AP10] Vı´tor Ara´ujo and Maria Jose´ Pacifico. Three-Dimensional Flow. Springe vol
53, 2010.
43
[Bes07] M. Bessa. The lyapunov exponents of generic zero divergence three-dimensional
vector fields. Ergod. Th. & Dynam. Sys, 27:1445–1472, 2007.
[BG14] Keith Burns and Katrin Gelfert. Lyapunov spectrum for geodesic flows of rank
1 surfaces. Discrete & Continuous Dynamical Systems - A, 34(5):1841, 2014.
[CF89] T. W. Cusick and M. E. Flahive. The Markoff and Lagrange Spectra. Math
surveys and Monographs. No 30, A.M.S., providence, RI, 1989.
[CO15] F. Castro and F. Oliveira. On the transitivity of invariant manifolds of conser-
vative flows. arXiv:1503.00182v2 [math.DS], March 2015.
[Dan86] S.G. Dani. Bounded orbits of flows on homogeneous spaces. Comment. Math.
Helvetici, 61:636–660, 1986.
[DV89] M.M. Dodson and J.A.G. Vicker. Number theory and Dynamical Systems. Lon-
don Mathematical Society Lecture Note Series, 134 , Cambridge University
Press, 1989.
[Fal85] K.J. Falconer. The geometry of fractal sets. Cambridge University Press, 1985.
[Fre75] G. A. Freiman. Diophantine aproximation and the geometry of numbers
(Markov problem). Kalinin. Gosudarstv. Univ. Kalink, 1975.
[Hal47] Marshall Hall. On the sum and product of continued fractions. Annals of Math.,
48:996–993, 1947.
[HMU15] P. Hubert, L. Marchese, and C. Ulcigrai. Lagrange spectra in Teicmuller Dy-
namics Via Renormalization. Geometric and Functional Analysis, 25(1):180–
255, February 2015.
[HP02] S. Hersonsky and F. Paulin. Diophantine approximation for negatively curved
manifolds. Math. Z, 241:181–226, 2002. MR1930990.
[HP10] S. Hersonsky and F. Paulin. On the almost sure spiraling of geodesics in nega-
tively curved manifolds. J. Differential Geometry, 85(2):271–314, 2010.
[HS86] A. Haas and C. Series. The Hurwitz constant and Diophantine approximation
on Hecke groups. J. Lond. Math, 34:219–234, 1986.
[KH95] Anatole Katok and Boris Hasselblatt. Introduction to the Modern Theory of
Dynamical Systems. Cambridge University Press, 1995.
[Mau03] F. Maucourant. Sur les spectres de Lagrande et Markoff des corps imaginaries
quadratiques (France). Ergodic Theory andDynam. Systems, 23(1):193–205,
2003.
[MM17] Carlos Moreira and Carlos Matheus. Hd(m l)¡0.986927. or see for instance,
https://arxiv.org/pdf/1708.06258.pdf, 2017.
[Mor02] Carlos G. Moreira. Introduc¸a˜o a` Teoria dos Nu`meros. Monografias del IMCA,
2002.
44
[Mor17] Carlos Moreira. Geometric properties of the markov and lagrange spectra. or
see for instance, https://arxiv.org/pdf/1612.05782.pdf, 2017.
[Mos56] J. Moser. The Analytic Invariants of an Area-preserving Mapping Near a Hy-
perbolic Fixed Point. Comm. on Pure and Applied Math., IX:673–692, 1956.
[MRn17] Carlos Moreira and Sergio Roman˜a. On the lagrange and markov dynami-
cal spectra. Ergodic Theory and Dynamical Systems, 37(5):1570–1591, August
2017.
[MY01] Carlos Gustavo Moreira and Jean-Christophe Yoccoz. Stable intersections of
regular cantor sets with large hausdorff dimensions. Annals of Mathematics,
154:45–96, 2001.
[MY10] Carlos Gustavo Moreira and Jean-Christophe Yoccoz. Tangencies homoclines
stables pour des ensembles hyperboliques de grande dimension fractale. Annales
Scientifiques de L’ e´cole Normale Supe´rieure, 43(4):1–68, 2010.
[Pat99] Gabriel P. Paternain. Geodesic Flows. Progress un Mathematics vol 180, 1999.
[PP09] J. Parkkonen and F. Paulin. On the closeness of approximation spectra. J.
The´or. Nombres Bordeaux, 21(3):701–710, 2009.
[PP10] Jouni Parkkonen and Fre´de´ric Paulin. Prescribing the behavior of geodesic in
negative curvature. Geometry & Topology, 14:277–392, 2010.
[PP11] J. Parkkonen and F. Paulin. Spiraling spectra of geodesic lines in negative
curved manifolds. Math. Z., 268(1-2):101–142, 2011.
[PT93] J. Palis and F. Takens. Hyperbolicity & sensitive chaotic dynamics at homoclinic
bifurcations. Cambridge studies in advanced mathematics, 35, 1993.
[Ser85a] C. Series. The geometric Markoff numbers. Math. Intelligencer, 7:2029, 1985.
[Ser85b] C. Series. The Modular surfaces and Continued fractions. J. Lond. Math. Soc.,
31:69–80, 1985.
[Ser88] C. Series. The Markoff spectrum in the Hecke group G5. J. Lond. Math. Soc.,
57:151–181, 1988.
[SS97] Thomas A. Schmidt and Mark Sheingorn. Riemann surface have Hall rays at
each cusp. Illions journal of Mathematics, 41(3), 1997.
[Sul] D Sullivan. Differentiable structures on fractal-like sets, determined by intrinsic
scalins functions on dual Cantor sets. Proc. Sympos. Pure Math., A.M.S.,
Providence, RI, 1988, 48(4):15–23.
[Urb91] M. Urban´ski. The hausdorff dimension of the set of points with nondense orbit
under a hyperbolic dynamical system. Nonlinearity, 4(2), 1991.
[Vul95a] L. Vulakh. Diophantine appoximationon Bianchi groups. J. Number Theory,
54(1):73–80, 1995.
45
[Vul95b] L. Vulakh. Diophantine approximation in R. Trans. Amer. Math. Soc.,
347(2):573–585, 1995.
[Vul97] L. Vulakh. The Markov Spectra for Triangle Groups. J. Number Theory,
67(1):11–28, 1997.
[Vul99] L. Vulakh. Farey polytypes and continued frractions associated with discrete
hyperbolic groups. Trans. Amer. Math. Soc., 351:2295–2323, 1999.
[Vul00] L. Vulakh. The Markov Spectra for Fuchsian Groups. Trans. Amer. Math.
Soc., 352:4067–4094, 2000.
46
