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Semilinear elliptic equations on KY’, d> 3, with some “scalecovariance” are con- 
sidered in the variational approach. At lirst it is explained when a minimizer of the 
associated constrained minimization problem gives rise to a solution of the differen- 
tial equation. Then the existence problem for a minimizer is solved on an abstract 
level. The importance of the “symmetrygroup” of the constrained minimization 
problem is stressed. Finally some examples are treated explicitly. A new proof for 
some previous results is given and a comparison with other recent results is 
made. 14 1990 Academic Press, Inc. 
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I. INTRODUCTION 
I. 1. Introduction 
Equations of the form 
- du(x) = g(x, u(x)) 
g: Rd x R” + R”, g(x, 0) = 0, a.e. 
24: w -+ R”, d23,nbl 
(1.1) 
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occur in many problems in mathematics and physics and accordingly 
there has been considerable activity in recent years to prove the existence 
of solutions to this type of equation (see Refs. [ 1,4, 5, 8, 10-151 and 
references given there) under various assumptions on the nonlinearity g. 
The first main assumption always is that g derives from a “potential” 
G:R”xR”+R, 
g(x, Y) = V,.W> ~1, Y#O (1.2) 
normalized by G(x, 0) = 0 for a.e. x E W’ so that a variational approach to 
weak solutions is possible. According to the problem where this kind of 
equation arises one usually decides to look for solutions u of finite energy 
(1.3) 
In order to take into account boundary conditions at infinity, we decide 
to look for solutions in the following space 
E = E ‘x2( [Wd; W) = completion of the Schwartz space 
$2 = 9( KY’; W) with respect to the norm cp + ))V(pll,. 
(1.4) 
In Section I.3 some properties of this space are recalled. Here we mention 
that by Sobolev’s inequality 
lIdl2* G so llVdl2, cpE9,2*=2&(&2)p (1.5) 
this completion can be realized in L2*(lRd; W) and hence we consider E as 
a subspace of this Lebesgue space. 
To proceed we need some more information about g and G. So we 
assume that 
g and G are C-functions. (1.6) 
Recall that G: [Wdx Iw” + R is a Caratheodory- (or C-) function iff 
x + G(x, y) is, measurable for all y E [w” and y + G(x, y) is continuous for 
almost all x E IP. 
This implies that the Niemytski-operator C? associated with G [ 173 maps 
E into the set of measurable functions on iw”, e.g., 
x -+ G(u)(x) = G(x, u(x)) 
is measurable. Thus 
D(V)= {u~El @)d(Rd)} (1.7) 
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is a well-defined subset of E and on D(V) we define 
V(u) = j &4)(x) dx. (1.8) 
The most direct way to weak solutions of (1.1) in the variational 
approach is to ensure that the function 
u -+ W(u) = K(u) - V(u), 24ED( V) (1.9) 
is Frtchet-differentiable and to look for critical points of this function. 
Here however a serious difficulty occurs: In general the function W is 
neither bounded from below nor from above. Hence in general critical 
points which are extremal points of W do not exist. Therefore more refined 
methods of detecting critical points have to be applied. Such a method is 
known: The general minimax-characterization of critical points. A special 
version of this has been formulated by Ambrosetti-Rabinowitz as the 
“Mountain Pass Lemma” [16]. But the application of this lemma is 
usually quite involved. And in many special cases of (1.1) which 
nevertheless have important applications a kind of “scale-covariance” (see 
Section 11.2) is available. This is for instance the case if g and G are “trans- 
lation-invariant,” e.g., if g and G do not depend on the space variable x 
such that the function V has the form 
V(u) = j G(u(x)) dx (1.10) 
with a function G~~(R")n~l(R"\{O}), G(O)=O. 
Another example is 
(3x5 Y) = P(x) IYI~, (1.11) 
Q being a real measurable function on W’ and lyl the Euclidean norm of 
y E KY. In Section IV.1 we indicate some further possibilities. 
Therefore in this article we present an approach to weak solutions to 
Eq. (1.1) if scale covariance in the sense of Section II.1 is available. One 
advantage of this approach is that instead of Frtchet-derivatives of the 
functions involved, only their Gbteaux-derivatives in all directions in 9 are 
needed. 
Clearly this approach has been inspired by the papers [ 1,4, 5, 111 where 
translation-invariant cases have been studied. Here we want to point out 
that it allows a relatively simple and effective treatment also in various 
non-translation-invariant cases of Eq. (1.1) (Sections IV.1 and V). 
Section II contains an abstract version of this approach: The constrained 
minimization (c.m.) method with scale-covariance. It is flexible in applica- 
tions as any “scale transformation” is admitted, e.g., any representation of 
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the multiplicative group R, by continuous linear operators on E which 
leave 9 invariant. 
In particular in the concrete situation of (1.1) it allows us to prove the 
“virial relation” or first “Pohozaev identity” for weak solutions to (1.1) 
directly. The most comprehensive proof of this relation in [4] relies on the 
“elliptic-regularity theory” and thus uses further restrictions on g. 
Section III points out precisely where the difficulty in the associated cm. 
problem occurs and presents an abstract solution in terms of necessary and 
sufficient conditions. This offers a common basis to the approaches in 
[l, 4,5, 11, 121 and to some extent to that in [lo] (Sections IV.2 and 
IV.3). Furthermore in Section III.4 growth restrictions on the potential G 
are derived for the translation-invariant case which are necessary for a 
variational treatment (within a fairly general class of potentials). 
Section IV applies the results of the previous section to various classes of 
examples (see list of contents) to prove the existence of a minimizer in the 
associated cm. problem. The non-translation-invariant cases of Section 
IV.1 have already been mentioned. 
In Section IV.2 we apply this approach to the translation-invariant 
spherically symmetric case (also vector-fields are allowed). Under fairly 
general assumptions (compare 111.4) a new and simplified proof for the 
existence of a minimizer is given. 
Section V collects the results from Sections II and IV to obtain weak 
solutions to Eq. (1.1) in the corresponding cases. For the class of examples 
(1.11) our results are compared with those in [15]. 
1.2. Notation 
The following list explains our notation and our abbreviations. 
[MI = Lebesgue-measure of a measururable subset Mc Rd 
B(R) = closed ball in W’ with center 0 and radius R > 0 
B(a, R) = a + B(R) = closed ball with center a E Rd and radius R 
wd = volume of the unit sphere in W’ 
G + = max (G, 0) = positive part of a real function G 
G _ = max { - G, 0) = negative part of a real function G 
[lfl <a] =either the set {x~ II@ 1 If(x)1 <a} or the characteristic 
function of this set depending on the context; for f: KY’-+ R”, 
If(x)1 = Euclidean norm of f(x) E R” 
[ IfI > A] correspondingly 
[a d IfI <A] correspondingly 
G’6=G.[lyj<6] for a C-function G:W’xR”+R 
G”, Gr”.“] correspondingly 
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V+(u)=JG+(u)dx for UED(V) 
V’“(u) = j 6”“(u) dx for u ED(V) 
V (u), V’“(U), Vcd,il(u) correspondingly 
rc,+, =operator of multiplication with the characteristic function x,,,, of 
the measurable set A4 (in a Lebesgue-space) 
rc’,= 1 -K,w 
9 = 9( R”; W) = Schwartz’ space of all C’ -functions KY’-+ R” with 
compact support 
Vf = weak derivative of .f E L:,, 
W’.*(W) = {f~ L*(lTV) 1 VIE L*(W)} = H’(W) = completion of 
9(W’) with respect to the norm cp-, /I(~ll,,~; ~‘PII~,~= ll5o/l:+ IlVcpll~. 
1.3. Preliminaries 
Here we collect some facts about the basic function space E of definition 
( 1.4) in which we are looking for solutions to Eq. (1.1). By its definition E 
is a separable real Hilbert space which contains the Sobolev space 
H’(Rd; W). Hence bounded subset of E are weakly pre-compact. But one 
can say more about such sets: 
If (Ui)itN is a bounded sequence in E, sup, llVuill 2 = C < a:, then there 
are a subsequence U, = uitij, iE N, and an element u E E such that 
u, + u for i+ 03 (1.12) 
in the following ways: 
(a) weakly in E, e.g., Vu; -P Vu weakly in L2 for i + CE 
(b) pointwise almost everywhere on KY’ 
(cl in L;,,, for arbitrary but fixed r E (1,2*). 
The proof first uses compact Sobolev imbeddings into L’(B(k)) for the 
sequence of balls B(k), k = 1, 2, . . . . and then applies the “diagonal sequence 
trick.” 
For u E LP(W’; W) and I. > 0 the following estimate holds: 
This will be applied quite often to bounded sequences {u!>,, N in E and 
then ensures by Sobolev’s inequality 
sup I[E,G luil]l GC.3.-2* (1.13) 
for all A > 0. 
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The assumptions on the nonlinearity g and its potential G which we will 
use throughout this paper are the following: 
G: W’x R” + R, a C-function 
G(x, 0) = 0 for a.e. XE R” 
ax, Y) > 0 on B x B’, where B (resp. B’) 
is some open ball in R” (resp. in W). 
W,) 
For every I > 0: 
%k)=suP(G+(~> Y) I I,vlQ) 4,,w?. 
For a.e. x E lRd and all y # 0, y H G(x, y) is differentiable and 
(Hz) 
Ax, Y) =V,,.Wc v) 
g: Wx R” --* R” is again a C-function. 
W3) 
II. THE CONSTRAINED MINIMIZATION METHOD 
11.1. Introduction 
In its original form this method is used quite often to find solutions to 
eigenvalue equations of the form 
F’(u) = AG’( u), (2.1) 
where F’ and G’ are the Frechet-derivatives of some real differentiable 
functions F and G on some real Banach space E. 
A solution u to Eq. (2.1) is obtained by minimizing the function F on a 
level-surface of G defining the constraint, e.g., by proving that for some 
CF R there is UE E such that 
F(u)=inf{F(u) 1 ueE, G(u)=c}=Z, (2.2) 
holds. If the “minimizer” u is a regular point of the level surface G - ‘(c) the 
theorem about the existence of a Lagrange-multiplier proves u to be a solu- 
tion to Eq. (2.1) where the eigenvalue occurs as the Lagrange-multiplier. 
For more details, many applications, and further references about this, one 
can for instance refer to [2; 2’1. 
In this form the constrained minimization method relies in an essential 
way on the assumption that the functions F and G are continuously 
Frechet-differentiable. But in many applications, for instance those men- 
tioned in the introduction, this assumption is to restrictive. Therefore we 
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present a version which relies only on the existence of Gateaux-derivatives. 
We treat here the cases where some kind of “scale covariance” is available. 
This covariance assumption allows in many interesting cases to find a solu- 
tion to Eq. (2.1) with eigenvalue A= 1 so that an application to semilinear 
equations of the form (1.1) becomes possible. For a special case this obser- 
vation seems to be due to V. Glaser [S]. 
11.2. Existence and Value of Lagrange Multipliers 
Suppose E = E(P’; R”) to be a Banach space of functions lRd -+ KY in 
which 9 = 9( P’; KY) is densely and continuously embedded. Here d 3 3 
and n > 1 is assumed. Suppose also that for every CJ > 0 a linear map 
T,: E + E is well defined which leaves 9 invariant such that for all 0; > 0 
Tr,, To, = T,,,z, T, = id (2.3) 
holds. Furthermore we assume that we are given a real function K: E -+ Iw 
which is covariant with respect o the group (T, 1 (T > 0) on E: This means 
that for all u E E and all CJ > 0 the identity 
K( T,u) = a’K(u) (2.4) 
is supposed to hold for some fixed real number r. 
Finally we assume that a real function V is defined on some subset D(V) 
of E having the following properties: 
(a) 23 = D( V, 
(b) UEWV), uE9*u++EE(V) (2.5) 
(cl UEav, a>0 *T,~ED(V). 
V itself is supposed to satisfy the following covariance condition: For ail 
LED and all a>0 
V(T,u)=a”V(u) (2.6) 
holds for some fixed real s. 
Remark 2.1. We will use explicitly the following groups ( T, 1 CJ > 0} : 
(a) T,,u=a%, UGE, for some PER, 
(b) T,u(.) = u(o.), UE E, 
(c) Tqu(.)=o”u(a.), UEE, for some LXER. 
Now consider the following minimization problem 
I,. = inf{ K(u) 1 u E D(V), V(u)-= c} (2.7) 
505!83;1-8 
116 ERWIN BRiiNINC 
for some c > 0. Clearly by covariance we have 
I,, (’ = dlSIC) c7 > 0; (2.8) 
hence, it suffices to consider the case c = 1 and accordingly we do so and 
denote henceforth Z = I,. 
Our first results describe how to obtain the existence of a Lagrange 
multiplier and to determine its value in a situation where much less 
differentiability is available, as mentioned above. 
PROPOSITION 2.1. Zf the constrained minimization problem 
Z=inf{K(u) 1 oED(V), V(v)=l} (2.9) 
is well posed and has a solution u E D( V), e.g., tf there is 
UED(V) with V(u) = 1 and K(u) = Z (2.10) 
and if K and V have linear continuous Gateaux-derivatives K’(u; u) and 
V’(u; u) at u in all directions u E 9, then assuming the couariance conditions 
(2.4)-(2.6), the following holds: 
(4 K’( u; u) = yZV’(u; u), where y = r/s (2.11) 
(b) K and V have linear continuous Gateaux-deriuatiues 
at all Tvu, o > 0, and 
K’( T,u; u) = ,Zo’-‘V’( T,u; u) (2.12) 
holds for all u E ~3 and o > 0. 
(c) Zfy.Z>O ands-r#O thenfor ~?=(yl)“‘“~” the 
“scaled minimizer” ii = T,, satisfies in 9’ 
K’(ii; .) = V’(U; .). (2.13) 
Proof: For arbitrary but fixed v E 9 we know by covariance (2.6) and 
the definition of b = V’(u; u) that for every 0 > 0 
V(T,u+~T,u)=o~{l +Eb+o(e)} 
holds. There is s0 > 0 such that 1 + Eb + O(E) > 0 for all J&l <E,,. For such E 
there is 0 = CT(E) such that 
V(T,u+&T,u)= 1, e.g., o= {l +Eb+o(E)}-‘is. 
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By (2.4) and the definition of a = K’(u; u) it follows from (2.9) 
z~K(T,u+&T,u)=o’K(u+&U)=K(U)+&{a-yzb}+o(&). 
And this inequality holds for all 1~1 <s0 iff 
a - ylb = 0, 
but this is Eq. (2.11). 
In order to prove (b) we write for a>0 
zq T,u + ED) = o’zqu + &T,‘U) 
and proceed as above to prove 
K’(T,u; u) = a’K’(u; T,‘u) 
and in the same way 
V’( T,u; u) = a”V’(u; T,‘u). 
Equation (2.11) now proves Eq. (2.12). Part (c) is a simple special case of 
part (W. I 
In our application of Proposition 2.1 the following additional informa- 
tion is available: 
(a) K(u)>0 for all UE E and K(u)=0 iff u=O 
(b) I’(O)=0 and V(u)>0 for some 0 E D( V). 
(2.14) 
Then the constrained minimization problem (2.9) is well posed and I> 0 
follows. But for applications of Proposition 2.1 one needs to know when 
I> 0. The following lemma gives a useful translation of this condition. 
Later this lemma will be used to derive restrictions on V ensuring I> 0. 
LEMMA 2.2. Assume conditions (2.3)-(2.6) and (2.14). 
(a) Z, defined by (2.9), is positiue, I> 0, iff S, defined by 
S=sup{R(u) 1 UED(V), V(u)>O} 
R(u) = K(u)-’ V(u)7 
iffinite, S< co; and then the equation 
(2.15) 
zz2 
S 
(2.16) 
holds. 
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(b) rf I > 0 then there is a minimizer for (2.9) iff there is a maximizing 
element for problem (2.15). 
ProoJ By definition 
S3sup{R(u) / UED(V), V(u)= 1) 
=sup{K(u)-’ 1 UED(V), V(u)= l} 
hence 
If UED( V) satisfies V(u)>0 there is o>O such that V(T,u)=o”V(u)= 1 
and therefore 
ZQK(T,U)=~'K(ZI)= V(U)-~K(U)=R(U)~', e.g., R(u)Gl-', 
and this implies S<Z-’ and thus Eq. (2.16). Statement (b) is a simple 
consequence of Eq. (2.10). 1 
By covariance, the function W defined on D(V) by 
W(u) = K(u) - V(u) 
is in general not bounded, neither from above nor from below. The 
following result shows that on certain subsets W nevertheless can have a 
minimizing element. 
PROPOSITION 2.3. Under the hypotheses of Proposition 3.1 and the addi- 
tional assumption (2.14) and 
0 < I, r=$O, l), (2.17) 
let ii be the solution of Eq. (2.13) as defined by part (c) of Proposition 2.1. 
Then the following identities hold: 
V(U) = yK(2-i) (2.18) 
W(U) = inf{ W(v) 1 v E D( V), u#O, V(v)=yK(v)}. (2.19) 
Proof: By part (c) of Proposition 2.1, one has 
ii = T6u, (ayr=yl, 
where u satisfies (2.10). By covariance of V and K Eq. (2.18) follows. Now 
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suppose v ED( I’), v ~0, satisfies V(v) = yK(u). Then V(v) > 0 and there is 
CJ > 0 such that 
fY= V(v). 
Define v0 = T; ‘v and write the equation V(v) = yK(v) in terms of vO. This 
yields 
cf = ya’K( vg) 
and therefore (T’ -’ = yK(v,). W(v) can now be expressed in terms of K( oO): 
W(v)= (l-y) K(u) = (1 -y) o’K(uO) = (1 -y)[yK(v,)]“(“~“K(v,). 
Similarly we get by (2.18) and (2.10) 
W@)=(l-y)(6)‘K(u)=(l-y)[yZ]“‘“-‘)I. 
As V(vO) = 1, we know I,< K( uO) and obtain 
W(U) d W(v); 
hence, (2.19) follows. 1 
A minimizer for problem (2.9) has the following simple characterization: 
LEMMA 2.4. Suppose that the functions K and V satisfy (2.4)-(2.6) and 
(2.14) with y E (0, 1). Then UED( V) is a minimizer for the constrained 
minimization problem (2.9) iff 
O<K(u)<Z (2.20) 
K(u) = I. V(u). (2.21) 
Proof: By (2.10) these conditions are obviously necessary. Conversely, 
assume (2.20) and (2.21). Then V(u) > 0, hence, by Lemma 2.2 
K(u) > ZV( a)?. 
Therefore (2.20) and (2.21) imply V(u) > V(ti)y > 0 and thus V(u) z 1 (as 
YE (0, 1)). Now we obtain by (2.21) K(u) 3Z and finally K(u)=Z and 
V(u)= 1. 1 
11.3. G.~TEAUX DERIVATIVES 
In order to prove the existence of a weak solution to Eq. (1.1) by 
application of Proposition 2.1, two conditions have to be ensured: 
120 ERWIN BRijNING 
(A) Existence of a minimizer for Problem (2.9). 
(B) Existence of linear continuous Gateaux-derivatives for the 
functions K and V at a minimizer in all directions cp E 9. 
Condition (A) presents the main difficulty. It will be treated in later sec- 
tions. For condition (B) we observe that by its definition according to (1.3) 
the function K is always continuously Frtchet-differentiable on E with 
F-derivative 
K’(u)(u) = (Vu, Vu), = K’(u; u), u, v E E. (2.22) 
For the differentiability of the function V, 
V(u) = j G(x, u(x)) dx, UED(V) (2.23) 
many versions are available in the literature [ 1, 2,4] and references there. 
But they do not cover the cases we intend to discuss. So we present a result 
which seems to be rather close to the most general one for which one can 
expect linear continuous Gateaux-derivatives to exist (within the class of 
polynomially bounded nonlinearities). 
PROPOSITION 2.5. If the pair (g, G) satisfies the hypotheses (H,) and 
(H3) and in addition the growth conditions 
Idx, Y)l axHIYIP-l+ b14-‘~ (2.24) 
IGk ~11 6 CW4{ IyIp+ Ivl”} (2.25) 
for almost every x E Rd and all y E R” for some exponents 1 <p d q < co, 
some function b E L&, s > q, and some constant C < co, then the function V 
has linear continuous $-derivatives at every u E D(V) n L;b, in all directions 
cp E 9, given by 
V’(u; cp) = j g(x, u(x)). q(x) dx = s g(u)cp dx. (2.26) 
Furthermore u ED(V) A Lf,, and cp E 9 imply u + cp ED(V). 
Proof For a given pair u E D( V) n L&, cp E 9, introduce the 
measurable sets 
M,= [u#Oln C~ZOI, 
M,=M,n [u+tcp#O], te[W, \?I<1 
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and denote by xI the characteristic function of M,. Obviously 
lim xr = x0 = the characteristic function of M, 
1+0 
in the sense of pointwise convergence. 
Observe the following decomposition 
l= Cu=O1+XMo\M,+XI+X’ 
where x is the characteristic function of [q = 0] \ [u = 01. On MO\ M, we 
know u = -tq # 0; hence, we get 
G(z4 + tcp) - e(u) 
= Cu=Ol h+Xwo\M; ~(-tcp)+Xt.{~(u+tcp)-e(u,}. 
Condition (2.25) easily implies @tcp) E L’ with 
II~‘(w)II 1 = 4th 
On M, the differentiability of G can be used: For every XE M, there is 
5 =7(x, t) E [0, l] such that 
c& + WI - W)(x) 
= t(lt(u). cp)(x) + t( Mu + 7. WI - t?(u)1 . CPNX). 
By condition (2.24) and Holder’s inequality one has (K = supp cp) 
which is finite by assumption, hence g(u). cp E L’. Similarly g(u + ztcp) . cp 
EL’ follows. This then proves G(u+ tcp) - G(u)E L’, ItI < 1, and thus 
e(u+cp)~L’, as UED(V). Now define 
g<i(x, y) = fX’ y, 
i 
if lyl <A, XE@ 
if lyl LA, XEIW~ 
and 
g,,=g-ST<,. 
Then uniformly in t, It I < 1: 
Ig<,(u+rtcp)~cp(x)l <b(x) Iq(x)l {rl+F-l). 
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For almost every x E W’ we know 
lim g<i(u+ztcp).cp(x)=(g.,(~).~)(~). 
r-0 
As b . 1~1 EL’, dominated convergence applies to g .Ju + rtcp) . cp. If K 
denotes the support of cp, condition (2.24) implies the estimate 
with l/s, = l/p - l/s>0 and l/r, = l/q - l/s>O, and we know 
I[n< )z,ul]l <Iz-‘llrr,ull~ for r=p and r=q. As llrt,(~+tr(~)II,< 
lbLc~llr+ llvll,, r = p, q, ItI < 1 the same kind of estimate applies to 
II~.A(~+~v)~cpIII and proves 
lim sup IIg.,(u+t~cp).cpI(,=O. 
I-C.2 IfIG 
This finally implies 
hence 
t [g(u+t~cp)-g(u)].(pdx=o(t). 
f 
So collecting the various terms yields 
J’(u+tcp)-V(u)=j [u=O] C?(tq)dx-j-\M, e(-tq)dx 
0 
+tjx,B(u)-cPdx+t~x~lB(u+t~~)-B(u)l.(pdx 
=t x,g(u).(~dx+o(t), I 
hence, lim ,-,(llt)CV(u+tcp)--V(u)}=SXo~(u).cpdx=Sg(u)cpdx and 
(2.27) implies that cp H 5 g(u)cp dx is a linear continuous function on 9; 
thus, V has a linear continuous Gateaux derivative in u E D( V) A Lf,, given 
by (2.26). 1 
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III. EXISTENCE OF A MINIMIZER I: SOME GENERAL RESULTS 
III. 1. Symmetries 
The first part of this section points out a major difficulty of the c.m. 
problem for functions of the form (1.3) and (1.8). In the main part some 
necessary and sufficient conditions for the existence of a minimizer are 
presented. One of these conditions is the “concentration condition” (C). It 
is discussed in the third part of this Section III and a possible way to 
realize this condition is indicated. Finally, in Section 111.4, growth-restric- 
tions on translation invariant potentials y -+ G(y) are derived within a 
fairly general class of potentials in order that the c.m. problem for the 
functions (K, Z’) given by (1.3) and (1.10) may be treated along the lines 
of Section II. 
Suppose that the functions (K, V) satisfy condition (2.14) and the 
covariance relations (2.4))(2.6) for some choice of the group { To, CJ > O}. 
By our general assumptions (H,) and (H,) the constrained minimization 
problem 
Z=inf{K(u)) uED(V), V(u)= l> (3.1) 
is well defined. Therefore 13 0 and there are minimizing sequences 
_v= (Q/&4 for (3.1), e.g., 
0, E D( 0 Vu,) = 1, and Z = lim K( u,). (3.2) 
i 
Such a sequence is bounded on E and hence (1.14) applies. Thus we arrive 
at a minimizing sequence _u = (ui)ie N and an element u E E such that 
ui + u for i+ cc (3.3) 
weakly in E and almost everywhere on R”, and clearly this limit function 
u E E appears as a natural candidate for a minimizer, if u # 0, because then, 
by (1.14a) and weak lower-semicontinuity of the norm on E, 
0 <K(u) < z (3.4) 
is known. However, in general it is not easy to prove u#O. This difficulty 
occurs typically if the “symmetry-group” S= S(K, V) of the constrained 
minimization problem (3.1) is “large” as we are going to explain now. 
In this context any map 4: D( V) + D(V) satisfying 
(4 JW4 6 fW 
(b) V&J) = Vu) 
(3.5) 
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is called a symmetry for the pair (of functions) (K, V), and the set of all 
such maps under usual composition forms the symmetry-group S(K, V). 
The following two facts are easy to see: 
(l) If !'=CUj),~N is any minimizing sequence for (3.1) and if 
$=C#ji,ieN is any sequence in S = S(K, V) then 
@t-O) s (dj"j)jE N (3.6) 
is another minimizing sequence for (3.1). 
(2) If there is a minimizer U for the problem (3.1) then the set of all 
minimizers for this problem is at least 
sii= {u=qh-i (cjES(K, V)}. 
Thus whenever S(K, V) is non-trivial the cm. problem (3.1) leads us to 
study the complicated factorspace of all minimizing sequences modulo sym- 
metries in the sense of relation (3.6). In Theorem 3.2 we will learn that the 
existence proof of a minimizer for (3.1) is equivalent to the proof of exist- 
ence of very special elements in this (eventually huge) factor space. Thus, 
for example, if the potential G does not depend on the space-variable 
x E KY’, then it is easy to see that the full Euclidean group E(d) of KY’ defines 
symmetries for (K, V) by 
&=l40cp if cp E E(d). 
In particular, if in this situation { u,}~, IBI is a minimizing sequence for 
(3.1) which converges (strongly in E) to some u E E, u # 0, and if (aj)jE N is 
a sequence of points in Rd such that lajl -*j- ‘I, cc then the “translated” 
sequence 
uj( ‘) = Uj(’ + Uj), jEN 
is another minimizing sequence for (3.1). However, the weak and point- 
wise a.e.-limit of a (suitable) subsequence of this sequence according to 
(3.3) vanishes. 
This discussion indicates the following: A “good” minimizing sequence 
for (3.1) is a minimizing sequence which at least after a transformation by 
symmetries according to (3.6) contains a subsequence which converges in 
E to some non-trivial element. In this sense the existence of a minimizer is 
characterized by the existence of a “good” minimizing sequence. This is 
done in the following subsection. 
111.2. Necessary and Sufficient Conditions for the Existence of a Minimizer 
Clearly there are many ways to formulate such conditions. In Theorem 
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3.2 we present a set of such conditions which rely on the continuity of the 
associated “Niemytski-operator” 
u -+ 6(u), &u)(x) = G(x, u(x)) (3.7) 
as a map from D(V) into L’(KY’). The relevant continuity condition is 
prepared by the following lemma. 
LEMMA 3.1. Suppose H: W’ x R” + R to be a C-function such that for 
every ?,a 0 there is a function a, E L,‘,,( Rd) with 
IH(x, Y)I <a,(x) for a.e. x E Rd and all y, 1 yl < ,I. (3.8) 
Now if u,: lRd+ R”, je N, is a sequence of measurable functions which 
converges a.e. to some function u andfor which L?(u~)E L’(Rd), je N, then 
l?(u,) + A(u) in L’(Rd) 
lff the following conditions of “concentraion” (C) and of “incomplete untform 
decay at infinity” (IUD) in L’-norm sense on compact sets are satisfied. 
(C) For every E > 0 there is a compact set Kc Rd such that 
sup lln~A(uj)ll 1 GE. (3.9) 
.i 
(IUD) For every compact set Kc Rd and every E > 0 there is 
2, E (0, co ) such that for every 12 A, there is j, with 
ll~KAP”(uj)ll I d & (3.10) 
for all j2 j,. 
Proof: (a) First recall: If { Fj} je N is a sequence of measurable func- 
tions Rd + R which converges almost everywhere to some function F then 
F,+ F in L’(R”) iff 
(A) For every E > 0 there is a compact set Kc R” such that 
and 
(B) 7tKFj-+ xKF in L’ for every compact set K. 
Then observe that the following information is available: 
(a) supj IA’” da, a.e. on Rd 
(b) (fi’“(uj))js N converges a.e. on Rd; 
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hence, by dominated convergence for every compact set Kc Rd 
(nKA<"(uj))j, N is a Cauchy sequence in L’( R”). (3.11) 
(b) Now suppose fi(u,) + A(u) in L’(tRd). Condition (A) applied to 
F,= fi(u,) and F= G(u) gives just the concentration condition (C). Then, 
for Kc Rd compact, A> 0, and Jo N observe 
Il~,fii”“(uj)ll, 6 Il~t~fi”“(~)ll1 + Ilndf’j-f’)Il, 
+ Il7c&F(u)) - A”“(U))ll~. 
Therefore given K and E > 0 there is first & > 0 such that 
II%Jw~)II 16 48 for all il>& 
and there is j, such that for all j 2 j, 
llnK(Fj-F)II c< $E. 
Then for fixed ,l> Iz,, by (3.11) there is ji =j,(n) such that the last term of 
the above estimate is also dominated by js; hence, for j> jOvJl it follows 
that 
that is, condition (IUD) holds. 
(c) Suppose conversely that (C) and (IUD) hold. Condition (C) gives 
just (A) for Fj= H(u,), jE N. Then we know Fj+ F a.e., F=H(u). Hence 
in order to get (B) it suffices to prove that for every compact set KE Rd 
('KFj)jc N is a Cauchy sequence in L’. 
But the following estimate is known: 
By (IUD), given E > 0 and Kc Rd compact, there are L and i0 such that for 
all i, j > j, the last two terms are smaller than fs. By (3.11) there is 
ji = j,(n, K) such that the first term is smaller than is for all i, ja j, and 
this then implies the statement. 1 
THEOREM 3.2. Under the general assumptions (H,k(H,) define the 
functions K and V by (1.3) and (1.8). Suppose that K and V satisfy the 
cooariance relations (2.4k(2.6) with y = (r/s) E (0, 1). 
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Then the c.m. problem (3.1) for (K, V) h as a minimizer if and only if there 
is a minimizing sequence _u = (uj)jE N for (3.1) satisfying the concentration 
condition (C) and the (IUD) condition for H= G, . 
Proof If there is a minimizer for (3.1) then clearly there is a minimizing 
sequence (u,)~~ Nc D( V) such that 
G(L4,) -+ Qu) in L’. 
It follows G, (ui) + G+(u) in L’ and Lemma 3.1 implies that for this 
sequence conditions (C) and (IUD) are satisfied. 
Conversely suppose that there is a minimizing sequence for which condi- 
tions (C) and (IUD) hold. Then by Lemma 3.1 we know 
G+(u,) + e+w in L’(W), (3.12) 
and thus 
v-(Uj)= V+(Uj)- I--* V+(U)- 1. 
By Fatou’s Lemma we deduce G ~ (u) E L’ and 
V-(u)= j &(u)dx<;i\ V-(uj)= V+(u)-I, 
hence, UED(V) and 1 < V+(u)- V-(u)= V(u). Therefore u#O, and (3.3) 
implies (3.4) 
0 < K(u) < I. 
Suppose V(u) > 1. Then according to the covariance relation (2.6) there is 
a>O, O< es< 1, such that 
V(T,u) = &V(u) = 1. 
On the other side, by (2.4) (3.1), and (3.4) 
0 < K(u) d I< K( T,u) = u’K(u) 
and thus 1~ 0’. But by assumption r = ys where 0 < y < 1, and we arrive at 
a contradiction. This proves V(u) = 1, thus, K(u) > Z, and finally by (3.4), 
K(u) = I. Hence the weak limit u of (3.3) is a minimizer. 1 
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Remark 3.1. There are two cases where the condition (IUD) is easily 
satisfied : 
(i) The minimizing sequence {u,} js rm is uniformly bounded: 
l"j(x)l d iO for all Jo N and a.e. XE KY’ 
(ii) There is Lo < co such that G :“O = 0. 
In all other cases (IUD) is satisfied by growth restrictions on G+(., JJ) for 
1 yl + co. Concrete examples for all three possibilities will follow in 
Section IV. 
In order to ensure the concentration condition (C) a clever choice of the 
minimizing sequence has to be made. This is particularly difficult if the 
symmetry group S(K, V) is large as indicated in Section 111.1. But some- 
times one can show: 
(i) There is a subset g c D(V) such that all u E 9 satisfy condi- 
tion (C). 
(ii) There is a minimizing sequence in 5. 
In order to realize this the notion of a “minimizing subset” is appropriate. 
It is introduced and discussed in 111.3. Concrete examples of a minimizing 
subset 9 which has property (i) are given in Section IV.2. 
111.3. The Concentration Condition: Minimizing Subsets 
At least on an abstract level (and also for some concrete examples) it is 
not difficult to decide when the choice of a minimizing sequence satisfying 
the concentration condition is possible. This is decided by the value of the 
“concentration functional” F(J) for a minimizing sequence _v = (u,),, N as we 
are going to describe now. 
For a minimizing sequence _v assume 
sup V+(u,) = /i < co. 
i 
(3.13) 
Then define a sequence of functions F,: [w + x S + [w + by 
(3.14) 
Next define 
Fj(r) = jnfs F,(r, 4). 
E 
(3.15) 
This sequence of functions R + + R + has the following properties: 
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(a) For each j: r H F,(r) is non-increasing and 
(b) For all je N and all r: F,(r) < A. 
Hence by a classical theorem of Kelly, there are a subsequence (F’(i))icN 
and a non-increasing function F: IR + + [0, A] such that 
Fj,i,(r) i-tot. f’(r) for all r E Iw + (3.16) 
thus 
F, = lim F(r) 
r-m 
(3.17) 
is finite and 
The value of the concentration functional F at the minimizing sequence _o is 
defined to be the number F, calculated by Eq. (3.17): 
F(_v)=F, 
The relevant characterization ow is 
LEMMA 3.3. Suppose that a minimizing sequence _v = (u,),, N for the con- 
strained minimization problem (3.1) satisfies (3.13). Then there is a sequence 
$=(Q)l)jtN c S(K, V) of symmetries of (K, V) such that the transformed 
minimizing sequence _u = ( uj = ~++~v,), E N satisfies the concentration condition 
((2 Kf 
F(_v)=O. (3.18) 
Proof Clearly it suffices to consider in condition (C) only the family of 
closed balls B(r), r > 0. 
Suppose now that condition (C) holds for the minimizing sequence 
uj=djvj, djiES, jeN, where J=(v~)/~~ is a given minimizing sequence. 
Given E > 0 choose R > 0 according to (C). Then for all j by definition 
of Fj, 
F’(R) GFj(R 4ji,; 
hence, 
F(R) = lim FjCi,( R) < E 
i-tm 
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F(_o)=lim,,, F(r)<F(r)<s 
and thus 
F(_v)=O. 
Conversely suppose that for every sequence $ = (dj),.,, c S there is 
Ed > 0 such that for every r > 0 there is j, = j,(r) with 
Fjo(r, tijoio) 2 80. (3.19) 
Fix R > 1; by definition of F,(R) there are dj E S and sj > 0, such that 
<‘(R, dji, 6 F,(R) + &j (3.20) 
for all Jo N with sj -sj+ o. 0. 
For this sequence (4j)ieN there is by assumption (3.19) a positive 
number so > 0 such that for a sequence (Rk)ks N, Rk + 00, R, 2 R, there is 
j(k) = j,( Rk) with 
Fj(,,(R,, $j(k)) 2 ~0. (3.21) 
Suppose there is k. such that j(k) = j(k,) for all k 2 ko. Then for all k 2 k, 
by (3.14) and dominated convergence as Rk + 00. By this contradiction we 
see: There is a subsequence k(i), i E N such that j(k(i)) --, cc for i -+ co. If 
we now combine (3.20) and (3.21) for this subsequence, we get 
Given r 2 R there is i, such that Rkci, > r for i > i,, thus, 
~0 G Fj(k(i))(r) + &j(k(i)) 
for i 2 i, or in the limit i + cc 
E,, d F(r) 
and therefore 
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Remark 3.2. (a) By its definition the concentration functional has 
values in [0, A], A given by (3.13). Lemma 3.3 characterizes the value 
F(g) = 0 as the favourable case in the sense of Theorem 3.2. So it remains 
to consider the values 0 <F(s) < A and F(c) = A. We comment on their 
meaning. 
(b) If F(c) = A then it is not hard to show that 
lim sup II~,(,) + G (4ui)lll = 0 (3.22) 
i-z +dtS 
holds for all R > 0, e.g., sequences with F(g) = A finally leave every ball 
uniformly with respect to all symmetries. 
(c) If 0 < F(g) < A then at least intuitively the sequence _v “contains” 
two parts: One part finally leaves every ball while the other part, after 
applying a suitable sequence of symmetries, remains localized in the sense 
of condition (C). In favourable circumstances one can show that a splitting 
of minimizing sequences _v into two such parts actually occurs (cf. 
Ref. [lo]). 
(d) In the present context of proving the existence of a minimizer for 
a constrained minimization problem the importance of a “concentration 
condition” has first been observed by H. Brezis and E. Lieb in the form of 
their “lemma of concentration by translations” (see [4] and references 
therein and Section 1X.2, part C, of Ref. [2’] and by P. L. Lions in the 
form of a “concentration-compactness principle” (see Ref. [lo]). Our 
Theorem 3.2 in connection with Lemma 3.1 presents the appropriate 
general form of such a concentration condition and explains its simple 
origin. Furthermore our results give a complete description of the problem 
by showing that and why besides the concentration condition (C) the 
condition (IUD) of incomplete uniform decay has to be realized. 
We conclude this subsection with some remarks on “minimizing subsets.” 
Whether the concentration condition is satisfied or not depends on the 
special choice of the minimizing sequence _u. In some cases it might be 
possible to choose a minimizing sequence within a certain subset 9 of 
D(V) the elements of which are “concentrated” by the very definition of 9. 
But clearly one has to ensure that 
Z(p)=inf{K(u) 1 uE9, V(u)= l} (3.23) 
equals I defined in (3.1). Therefore a subset 9 c D( V) is called a minimiz- 
ing subset for the cm. problem (3.1) iff 
Z(B)=Z 
holds. The following simple characterization of a minimizing subset, in 
particular condition (b), is quite useful. By Lemma 2.2 the proof is obvious. 
50518311-9 
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LEMMA 3.4. A subset 9 c D( V) satisfies Z(F) = Z iff 
(a) for every u E D( V), V(u) = 1, and every E > 0 there is v E 9 such 
that 
K(v) 6 K(u) + E and 1 6 V(v) 
or 
(b) for every UED(V), V(u)>O, and every E>O there is VEF such 
that 
R(u) - & < R(v) 
where R is defined by (2.15). 
Remark 3.3. (a) Characterization (b) can be applied if some subset 
9 c D( V) is known to be dense in D(V) with respect o some topology in 
which R is continuous. 
(b) In Section IV, in concrete examples, minimizing subsets are given 
explicitly. 
111.4. Growth Restrictions on the Potential 
If the constrained minimization method is to be applied, one has in par- 
ticular to ensure that the infimum Z defined in (3.1) is positive. For the 
translation-invariant case within a fairly general class 99 of potentials we 
will deduce growth restrictions on G E 9 from the assumption Z > 0. 
For a translation-invariant potential, e.g., if V is of the form (l.lO), the 
group {T,, o > 0} can always be chosen to be 
T,u(.) = ~(a.). (3.24) 
The covariance relations then are 
V(T,u) = a”V(u), s= -d 
K(T,u) = a’K(u), r=2-d 
(3.25) 
and clearly r=r/s=l-22/dE(O, 1) as da3. 
Let us say that a continuous function G: iw” -+ [w has polynomial 
behaviour at y = 0 iff there are positive numbers 6, a, A, 0 < 6 d 1, ad A, 
and an exponent p 2 1 such that 
6) alylP<G(y)<A IyIp or 
(ii) .a IyIp< -G(y)<A lylp for all y, 1 yl < 6. 
(3.26) 
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Likewise G has polynomial behaviour at infinity iff there are positive 
numbers 1, b, B, 1 < 1, b 6 B, and an exponent q > 1 such that 
(i) b /yIY~G(y)<B lyly or 
(ii) b lyly 6 -G(y) 6 B lyly for all yE[W”, A6lyl. 
(3.27) 
With these definitions we introduce the following class of potentials 
+? = {G E U( IR”; R) I G has polynomial behaviour at y = 0 and at infinitely }. 
(3.28) 
The following proposition shows that within 9 the condition I>0 
(I according to (3.1)) can be translated into growth restrictions on G. 
PROPOSITION 3.5. Suppose G: R” -+ R is continuous, G(0) =O, G(y) > 0 
somewhere, and define the function K, V on E by (1.3), respectively (l.lO), 
and consider the c.m. problem (3.1) for (K, V). 
(a) ZfG+(y)dCly12*foraflyER” 
and some CE R, then Z>O. 
(b) Zf G E 9 and I> 0 then (3.29) holds. 
(3.29) 
Proof: (a) For u ED(V) with V(u) > 0, one has by (3.29) 
V(u)< V+(u)% c Ilull::; 
hence, by Sobolev’s inequality 
V(U)~ < CyK(u) 
thus by Lemma 2.2: I>O. 
(b) For GE 3 and u E D(V) the basic estimate is 
C, IIClul <WI;+ j IGC6%41 dx+C, IlLA< l4l.ll; 
< I /G(u)1 dx 
dC3 IlClul -dlull;+ j IGcs-" (~11 dx+C, IIC~< l414;, (3.30) 
where 0 < 6 d Iz < co and p, q are given by (3.26) and (3.27), respectively, 
and where the constants Ci depend on the relevant case in (3.26), (3.27). 
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Thus u E D( I’) implies 
IIClul 44;< CE and IlLA< l414;- (3.31) 
first for 6, 1 given by (3.26) and (3.27) and then for all 0 < 6, 0 < I < co. 
In particular it follows: 
if 1 gp<2* then UEL~ and 
if 2*<q<cc then UEL~. 
(3.32) 
If I> 0 is supposed then by Lemma 2.2 
R(u) = K(u)-’ V(u)Y 
is known to be bounded on {u E D(V) I V(u) > O}. We study this function 
on the orbits of the following group ( ib 1 cr > 0} : 
F&( .) = l,u(o.), A,= ry=*, (T >o. (3.33) 
For this group one has K( pObu) = K(U) for all u > 0. 
Therefore for u E D( I’), V(U) > 0 we introduce 
C=C(u)= {a>0 I fouuED(V), V(~$)>O} 
and know by the assumption I> 0 
sup(V(~&) I aEz(u)) <(SK(U))“‘, (3.34) 
where S < cc is given in Lemma 2.2. 
To proceed we observe that for all 0 > 0, 0 < 6 < A < 00, 
IIGC6’11(~~~)II~ dC6,j.~-** 11~11:: (3.35) 
holds with C6,1=sup{ [G(y)1 1 6 B lyl <A}. Thus if we apply inequality 
(3.30) to fObu for c > 0 and u E D(V), V(U) > Olwe see that we have to 
control the quantities (3.31) with u replaced by T,u, e.g., 
.zp(o)= Il[lfcbul <S] Toull;=o-dlly, ilb +A: (3.36) 
and 
Z,(a)= II[A< If&l] f$l14,=a-dl; 1[~4: (3.37) 
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and this can easily be done. The result is 
uED(V)-Q4ED(V) for all (T > 0 and 
for 2*<p<co: sup J,(o)<~~-** li~ll:Z 
a>0 
(3.38) 
for l<p<2*: lim J,(o)=0 
CT - 7z 
lim J,(a)= +cc 
0-O 
(3.39) 
and similarly 
for I<q<2*: sup Z,(a) 6 3.y-2*IJz4(I:: (3.40) 
a>0 
for 2* <q < co: lim Z,(o) = +cc 
m-5 
lim 1,(a) = 0. 
O-t0 
(3.41) 
Consider first the behaviour of G at y = 0. If G(y) is positive near y = 0 
according to (3.26i) then we see first by (3.34)-(3.49) that C(U) always 
contains an interval (0, a,) and then that (3.34) requires 2* <p < co (by 
(3.38) and (3.39)). If however G is negative near y = 0 according to (3.26ii) 
then for ldp<2* we see by (3.39) that there is some rrl > 0 such 
that E(U) c (a,, co). Therefore by (3.38) inequality (3.34) holds for all 
l<p<co. 
The behaviour of G(y) near infinity can be studied similarly with the 
result: 
If G is positive near infinity in the sense of (3.27i)) then 
(3.34) requires q d 2*. 
If however G is negative near infinity in the sense of 
(3.27(ii)) all 1 ,< q < co are allowed by (3.34). 1 
IV. EXISTENCE OF MINIMIZER II: SOME EXAMPLES 
The general assumptions of this section are those of Theorem 3.2. 
Then the existence proof for a minimizer in concrete examples is reduced 
to verify the hypotheses of this theorem. This is done under additional 
growth restrictions on the potential G which are chosen according to 
Proposition 3.5. 
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The first subsection treats some examples where by assumptions on the 
growth properties of 
(x> Y) -+ ‘3~ Y) 
the potential G cannot be independent of x E Rd. In particular a case with 
spherical symmetry is discussed. 
The following Section IV.2 is concerned with the translation-invariant 
case. If spherical symmetry is available or if the problem can be reduced to 
such a situation the concentration condition is essentially obtained by 
spherically symmetric rearrangement of functions as a symmetry. Thus 
this subsection gives a slight extension of known results. The unified proof 
of these results however is completely new and considerably more 
transparent. 
IV. 1. Some Non-translation-invariant Cases 
At first the existence of a minimizer is proven under fairly general 
assumptions on the potential. This is then explained by some concrete 
examples. 
PROPOSITION 4.1. Suppose that G: IWd x (w” -+ [w is some C-function which 
is strictly positive on some set of positive measure. Define the functions K and 
V by (1.3) and (1.8) and suppose the covariance relations (2.4)-(2.6) to hold 
for some group (T,, 1 CJ > 0} with y = r/s E (0, I). 
Suppose furthermore: 
(a) There is a function hEL“nL;b,, cr>q, l/q= 1 -p/2*, py=2, 
such that for all y E Iw” and a.e. x E [Wd 
G+(x> y)%h(x) 1~1” (4.1) 
or 
(b) There is a function h E L” with 
(9 ll~&,~hll m+Ofor R+co 
(ii) b,(.):= SUP,~,~~, (ly(p2*G+(., y)} satisfies: b,+O in Lzcfor 
A-+00 
such that for all y E (w” and a.e. x E [Wd 
G+k y)dW) IYI** and 2*.y=2. 
Then the c.m. problem (3.1) for (K, V) has a nontrivial minimizer. 
Proof The estimates (4.1) or (4.2) imply 
(4.2) 
v+(u)< llhll, lluII4*~ 
SEMILINEAR ELLIPTIC EQUATIONS 137 
hence, as p . y = 2, by Sobolev’s inequality 
v+(u)y < Czqu). 
Therefore Lemma 2.2 proves I> 0. The function Uj, of hypothesis (H2) is 
just 
a=lPh 
thus a, E L,‘,,, and (H,) is satisfied. 
Take a minimizing sequence { z4j}jt N for (3.1). Then for a compact set 
Kc Rd and A > 0 we have if (a) is assumed 
with l/q = l/cr + l/p, e.g., p < co. As 
II[/l< IujI]IIp<c.A-2*‘p (4.3) 
is known the conditions (C) and (IUD) follow. 
If (b) is assumed the concentration condition (C) follows in the same 
way from (i). For (IUD) we note that by (ii) 
holds. This implies (IUD). 
Therefore by Theorem 3.2 the constrained minimization problem 3.1 for 
the functions (K, V) has a minimizer. 1 
Remark 4.1. In this proposition no further information about the mini- 
mizing sequence is taken into account. If some additional information 
about minimizing sequences is available then the hypotheses on G can be 
released (see Example 2). 
EXAMPLE 1. As a potential we take 
G(x, Y) = Q(x) lAp, XEW, YER”, 2<p<2* (4.4) 
with a measurable function Q: Rd-+ R such that 
e, ELqnL,*,,, l a>q,;=l-$andQ+>Oonsomeball. 
The covariance relations (2.4)-(2.6) are satisfied for the group {T, 1 (T > 0) 
on E defined by 
T,,u=cru, c > 0, u E E. (4.5) 
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These relations are 
K( T,u) = a2K(u), V(T,u)=a~V(u) 
hence y = 2/p E (0, 1) and Proposition 4.1 applies. 
This example has an easy extension to the case where K(U) = 4 IlVull: is 
replaced by 
K,(u)= 4 IlW+ i Ibll: (4.6) 
a being an L”-function on [Wd with values in the real vector space of II x IZ- 
matrices. This is so because 
(i) K, has the same covariance property with respect to the group 
{T,, (T > 0} of (4.4) as K, 
(ii) K(u) < K,(u) for all u E E. 
EXAMPLE 2. In the Sobolev space H’ 
functions 
(W) the c.m. problem for the 
K(u) = ; IIW: + i II Aull: 
J’(u)= j Q(M) 14x)lpk 
(4.7) 
2<p<2* 
is considered. Here A is some linear operator in L2(IWd) which depends 
only on r = 1x1 and for which H’(rWd) is contained in the domain of A. 
Furthermore 
II4l:~a Il4i for all UE H’([W”) 
with some a > 0 is assumed. 
Q: Iw + + lK! is measurable and satisfies the following conditions: Q is 
somewhere positive. If 2 < p < 2* then Q + E L&(@), l/q < 1 -p/2*, and 
with Rd=d- 1 
z=jR; 
r’Q+(r)dr<cO 
d-l 
for l=d-1 -pa, a=~, (4.8) 
If p = 2* then suppose 
Q(r) G 0 forO<r<R,=d-1 (4.9) 
and the above integrability condition for p = 2*. 
According to our assumptions on the operator A and the potential we 
decide to treat this problem in the subspace 
E,= Hi(@) 
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of radial functions in H’( IV’). Then by the radial lemma [ 111 for u E E, the 
estimate 
lu(x)l 6 Cd Ilull,+ lx1 -z for 1x1 2 R, (4.10) 
is available. Denoting B0 = B( Rd) Holder’s inequality implies 
with l/p = 1 -p/2* and therefore by Sobolev’s inequality V+(u) < C llull g,. 
The group {T, 1 (T > 0} and the covariance relations are the same as 
those in Example 1, Eq. (4.4). Hence y =2/p and 
V+(u)‘< CYK(u) 
and therefore I> 0. 
Now let {u,}~,, c E. be a minimizing sequence: 
uj E D( V, V(z4,) = 1, K( 24,) + z forj-+ co. 
Then IUjljEN is bounded in H’(i@) so that we may suppose that {~.4~}~, N 
converges to some u E H’( IX”) weakly in H’( Rd) and almost everywhere 
on Rd. 
(H,): The same argument as in the previous example. 
(C): For 1x1 > R > R, we use the decay estimate (4.10). 
The integrability condition of (4.2) now implies the concentration 
condition. 
(IUD): According to our assumptions, we distinguish 2 < p < 2* and 
p=2*. 
If 1x1 > R 2 R, then for all i 
lui(x)l < Cl 1x1 -’ < C, R;’ = I., 
is known. Hence for L > 1, and all i 
[klu;l]nB,I=@ 
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and, if 2<p<2*, 
where l/q + l/p = 1 -p/2*; as 1 < p < 00 condition (IUD) follows from 
(4.2). 
For p = 2* however rc8,Q+ is supposed to vanish. Thus again (IUD) 
holds as on B,I (u,}~, N is uniformly bounded. 
Theorem 3.2 now proves that u is a minimizer. As u appears as a point- 
wise a.e.-limit of a sequence in E,, u too, belongs to E,. 
IV.2. Spherically Symmetric Cases 
These are those cases for which the c.m. problem (3.1) can be reduced to 
the corresponding problem with respect o spherically symmetric functions 
u. This is typically the case for functions u with values in [w because then 
by the results on the spherically symmetric rearrangement of functions 
[3, 131 we know that the map C$ 
u + & = (~1 * = the spherically symmetric rearrangement of 1~1, 
is a symmetry of the pair (K, V), V given by (l.lO), if the potential 
G: IR + IR’ is an even function 
(4.12) 
By definition &J is of the form 
44x) = 4l-4) 
0 6 u, 0 nonincreasing on R! + , u’ E L*( R + , rd- ’ dr). 
(4.13) 
Denote E,, = (u E E’,*(Rd) ( u(x) = u( Ixl), u satisfies (4.13)). 
Then by Lemma 3.4a D( I’) n E0 is a minimizing subset for the c.m. 
problem (3.1) for (K, V) and it suffices to consider the following reduced 
c.m. problem 
Z=inf(K(u) I uED(V)nE,, V(C)= l}. (4.14) 
This kind of minimization problem has been considered several times 
under various assumptions [1, 2, 5, l&12]. Using Theorem 3.2, we present 
a simplified proof of the existence of a minimizer for (4.14) under slightly 
more general assumptions on the potential. 
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PROPOSITION 4.2. Suppose G: [w + [w to be an even continuous function 
satisfying 
(a) G(0) = 0 and G(y) > 0 somewhere; 
(4.15) 
(b) G+(y)=o(IyI’*)for IYI +O and IYI -+ ~0. 
Then the c.m. problem for the functions 
K(u) = f IIW:, V(u) = j G(u(x)) dx, u E D( V) c Elx2( IFP) 
has a nontrivial minimizer u which is a nonnegative spherically symmetric, 
nonincreasing function u E D( V) n E,. 
Proof: In the case of a translation-invariant potential G we can always 
use the group ( T, 1 cr > 0) defined by 
T,u(a.) = u(g.), o>O, UCZE. (4.16) 
The corresponding covariance-relations are (u E D( V)) 
K(T,u) = a’K(u), r=2-d 
V( T,u) = 6’(u), s= -d 
(4.17) 
hence y = r/s = 2/2* E (0, 1). 
Assumption (b) implies G+(y) 6 C I yI 2* for all y E R for some constant 
C < co, hence, 
V+(u)<C Ilul~::~c’K(u)l’y 
and Lemma 2.2 proves I> 0. As (H,) is trivially satisfied we are left with 
verifying conditions (C) and (IUD). 
The basic observation which makes this easy is that for UE E, one knows 
b(x)1 G c IIVull* I.4 --d’2* for all x # 0 (4.18) 
(By (4.13), one knows 
llull;: > 7 v(R)~’ . Rd for R>O 
if wd denotes the volume of the unit sphere in Rd. So (4.18) follows by 
Sobolev’s inequality.) 
Applied to a minimizing sequence { u~}~. N for (4.14) this estimate can be 
reformulated as 
142 ERWINBRijNING 
where y(R) < cc for 0 <R < cc is explicitly known but we only use 
y(R)+Ofor R-co. 
The growth conditions (4.15(b)) can be expressed also in the following 
way : 
G:6(~)-(4 b12’ [IA ~61 with a(6) -+ 0 for 6 -+ 0 
G:‘(.YKW) b12* [A< Ml with b(i) -+ 0 for I -+ 00. 
Hence we obtain for R > 0, 0 < I < cc : 
ll~&~~~+(~j)ll I = II~~(,~~SYcR)(Uj)ll 1 G~(Y(R)) Ilujll:: 
IIn B(R)~~l(U,)lI1 <b(2) II”jII:: 
and the conditions (C) and (IUD) follow immediately. 
Therefore by Theorem 3.2 there is a minimizer for the c.m. problem 
(4.14). According to (1.12) u is the pointwise limit of a sequence of 
functions in E,, hence u itself is nonnegative, spherically symmetric, and 
nonincreasing. 1 
V. CONCLUSION 
By collecting the results of the previous sections we can obtain weak 
solutions to equations of the form (1.1) by Proposition 2.3 if we manage to 
satisfy the hypotheses of Proposition 2.5 and Proposition 4.1 or 4.2 
simultaneously. And it is easy to see that typically the hypotheses used in 
Propositions 4.1 or 4.2 assure the applicability of Proposition 2.5. Hence by 
proving the existence of a minimizer for the constrained minimization 
problem (3.1) by Propositions 4.1 or 4.2 we obtain a weak solution to 
Eq. (1.1). 
In addition one can show that the weak solutions obtained this way 
actually satisfy Eq. (1.1) in the sense of equality almost everywhere on Rd 
and not only in the sense of generalized functions. By going through the 
relevant part of elliptic regularity theory [6] for Eq. (1.1) this is done 
explicitly in Section IX.3 of Ref. [2’]. 
Concerning concrete types of equations of the form (1.1) our main 
results are contained in Proposition 4.1 and the following examples. Since 
our assumption of some scale covariance clearly is a severe restriction it 
might be worthwhile to compare the results of our method with those 
obtained by apparently more general methods. 
Relying on the Mountain Pass Lemma of Ambrosetti-Rabinowitz, Ding 
and Ni have considered recently [ 151 the equation 
-h(x)=Q(x) Iu(~-~ (x)u(x) (5.1) 
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for 2 < p < 2* and n = 1 (real valued functions u). They prove the existence 
of a nonnegative spherically symmetric solution under the assumption 
O<Q(x)=Q,(lxl)6C(l+ Ixl”) with 2s<(d-l)(p-2) (5.2) 
Equations of the form (5.1) are particular cases of our examples to 
Proposition 4.1 which cover also the case of vector-valued functions (n > 1) 
and cases without spherical symmetry and allow the function Q to be 
negative somewhere. 
However, in the spherically symmetric case for scalar functions our 
integrability assumption (4.8) allows one power less than condition (5.2). 
Finally I would like to mention that without the assumption of some 
scale covariance the corresponding eigenvalue equation (see Eq. (2.1)) 
could be treated if the constrained minimization problem (2.7) and its dual 
version is considered and if in the conditions of Theorem 3.2 the positive 
part G, of the potential is replaced by the potential G itself. 
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