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Dispersivity data compiled over many lengths show that values at typical 
interwell distances are about two to four factors of ten larger than those measured 
on cores. Such large dispersivities may represent large mixing zones in the 
reservoir or they may be a result of convective spreading driven by permeability 
heterogeneity. This dissertation uses the idea of flow reversal (echo tests) to 
distinguish between convective spreading and dispersive mixing. Spreading is 
reversible, mixing is not. A zero or small value of echo dispersivity (estimated 
after flow reversal) implies little or no mixing and convection dominated 
transport. An echo dispersivity value equal to the transmission value (estimated 
after forward flow) would imply well mixed transport.  
A particle tracking code is developed to simulate echo tests for tracer 
transport in single phase, incompressible flow through three-dimensional, 
heterogeneous permeable media. Echo dispersivities are estimated for typical 
 viii
heterogeneity realizations and compared with corresponding transmission values 
at the field scale. 
The most important observation is that echo dispersivities are significantly 
larger than core scale values. They also lie on the overall trend of measured 
dispersivities and corroborate the large echo dispersivities previously inferred 
from single well tracer test data. This implies that significant mixing occurs in 
field scale transport. Echo dispersivities increase with permeability heterogeneity 
(variance and autocorrelation lengths). This is the effect of local (point or pore 
scale) mixing in the transverse direction, integrated over long and tortuous flow 
paths.  
Transport in typical reservoir formations, with significant autocorrelation 
in permeabilities, is most likely to be in a pre-asymptotic regime and cannot be 
described by a unique dispersivity value. This is because the Fickian model for 
dispersion fails to capture the mixing zone growth correctly in this regime.  These 
results highlight the need to develop representative models for dispersion and 
improve upscaling methodologies. 
 
 ix
Table of Contents 
List of Tables ....................................................................................................... xiii 
List of Figures.......................................................................................................xiv 
1. Introduction..........................................................................................................1 
1.1 Background...............................................................................................1 
1.2 Significance and Scope.............................................................................7 
1.3 Problem Description .................................................................................8 
1.4 Comments on Extant Work.....................................................................12 
2. Conceptual Model..............................................................................................31 
2.1 Objectives ...............................................................................................31 
2.2 Reversible and Irreversible Dispersion...................................................31 
2.3 Methodology...........................................................................................33 
3. Computational Model ........................................................................................36 
3.1 Overview.................................................................................................36 
3.2 Permeability Field Generation................................................................37 
3.2.1 Model Description ......................................................................37 
3.2.2 Implementation ...........................................................................40 
3.3 Flow Field Generation ............................................................................41 
3.3.1 Model Description ......................................................................41 
3.3.2 Implementation ...........................................................................42 
3.4 Transport Calculations............................................................................43 
3.4.1 Model Description ......................................................................43 
3.4.2 Implementation ...........................................................................50 
3.4.3 Code Evaluation..........................................................................51 
4. Results................................................................................................................64 
4.1 Overview.................................................................................................64 
 x
4.2 Dispersion in Unidirectional Flow..........................................................64 
4.3 Dispersion in Short Scale Permeable Media...........................................70 
4.3.1 Overview.....................................................................................70 
4.3.2 Results.........................................................................................71 
4.3.5 Comments ...................................................................................76 
4.4 Dispersion in Large Scale Permeable Media..........................................77 
4.4.1 Overview.....................................................................................77 
4.4.2 Base Case....................................................................................78 
4.4.3 Effect of Permeability Autocorrelation Lengths.........................81 
4.4.4 Effect of Permeability Autocorrelation Structure.......................84 
4.4.5 Effect of Permeability Variance .................................................85 
4.4.6 Effect of Permeability Anisotropy..............................................86 
4.4.7 Effect of Local Mixing ...............................................................86 
4.4.8 Effect of Travel Time .................................................................87 
4.4.9 Comments ...................................................................................88 
5. Conclusions......................................................................................................134 
Appendix A. A Method for Facies Identification and Classification ..................139 
A.1 Introduction..........................................................................................139 
A.2 Theory ..................................................................................................141 
A.2.1 Facies Identification.................................................................141 
A.2.2 Facies Classification ................................................................144 
A.3 Results..................................................................................................146 
A.3.1 Case 1: Synthetic Dataset.........................................................146 
A.3.2 Case 2: Gulf of Mexico Dataset...............................................148 
A.4 Discussion ............................................................................................151 
A.5 Summary ..............................................................................................152 
Appendix B. FFTSIM Sample Input and Usage..................................................166 
B.1 Overview..............................................................................................166 
B.2 Input Description..................................................................................166 
 xi
B.3 Compiling and Running the Code........................................................168 
B.4 Output Description...............................................................................169 
B.4.1 Runtime Screen Output ............................................................169 
B.4.2 Data Output ..............................................................................169 
B.5 Data Processing....................................................................................170 
Appendix C. PARSSIM Sample Input and Usage...............................................173 
C.1 Overview..............................................................................................173 
C.2 Input Description..................................................................................173 
C.3 Compiling and Running the Code........................................................175 
C.4 Output Description...............................................................................176 
C.4.1 Runtime Screen Output ............................................................176 
C.4.2 Data Output ..............................................................................177 
C.5 Data Processing....................................................................................177 
Appendix D. PTRACK Sample Input and Usage................................................185 
D.1 Overview..............................................................................................185 
D.2 Input Description .................................................................................185 
D.3 Compiling and Running the Code........................................................187 
D.4 Output File Description........................................................................188 
D.4.1 Runtime Screen Output............................................................188 
D.4.2 Data Output..............................................................................189 
D.5 Data Processing....................................................................................191 
Appendix E. Mixing Cell Model for Dispersion .................................................201 
E.1 Introduction ..........................................................................................201 
E.2 Model....................................................................................................202 
E.3 Results ..................................................................................................206 
Appendix F. Kinematic Mixing Model for Dispersion........................................214 
F.1 Introduction ..........................................................................................214 
F.2 Model....................................................................................................214 
 xii
F.3 Results ..................................................................................................215 
Bibliography ........................................................................................................219 
Vita ....................................................................................................................235 
 xiii
List of Tables 
Table A.1. Estimated facies parameters for Case 1. Values shown are acoustic 
impedance in units of g/cc-ft/s............................................................................ 154 
Table A.2. Estimated facies parameters for Case 2.  Values shown are acoustic 
impedance in units of g/cc-ft/s............................................................................ 155 
Table B.1 Sample FFTSIM input file ................................................................. 172 
Table B.2 FFTSIM UNIX makefile.................................................................... 172 
Table B.3 Sample FFTSIM output ..................................................................... 172 
Table C.1 PARSSIM input template file ............................................................ 178 
Table C.2 Parssim Makefile for TACC lonestar system .................................... 183 
Table C.3 Parssim runtime screen output ........................................................... 184 
Table D.1 PTRACK input template.................................................................... 192 
Table D.2 PTRACK source file descriptions...................................................... 194 
Table D.3 PTRACK make file for Unix ............................................................. 195 
Table D.4 Sample PTRACK runtime screen output........................................... 197 
Table D.5 Sample PTRACK particle statistics file............................................. 199 
Table D.6 Sample PTRACK particle locations plot file..................................... 200 
 
 xiv
List of Figures 
 
Figure 1.1 Sketch showing diffusion, convection and Taylor's dispersion in 
capillary flow. ....................................................................................................... 25 
Figure 1.2 Tracer concentration profiles in one dimensional flow for varying 
Peclet numbers (from Lake, 1989) ....................................................................... 25 
Figure 1.3 Tracer concentration profiles in one dimensional flow for successive 
times (from Lake, 1989) ....................................................................................... 26 
Figure 1.4 Dispersion coefficients estimated for consolidated media (Baker,1977; 
Batycky et al., 1982; Salter and Mohanty, 1982; Kasraie and Farouq Ali, 1984; 
Delshad et al., 1985; Bretz et al., 1986). The slope of the line fitting the data is the 
longitudinal dispersivity (approximately 1cm in this case). ................................. 27 
Figure 1.5 Dispersivity data for several formation types and length scales 
(Schluze-Makutch, 2005). Reliability indexes are in Gelhar et al. (1992). .......... 28 
Figure 1.6 Example of large dispersivities arising from permeability heterogeneity
.............................................................................................................................. 28 
Figure 1.7 Example of large dispersivities arising from significant mixing ........ 29 
Figure 1.8 Comparison of field measured dispersivities with echo dispersivity 
data........................................................................................................................ 30 
Figure 2.1 Using flow reversal tests to distinguish between spreading and mixing
.............................................................................................................................. 35 
Figure 2.2 Echo tests as measures of reversible and irreversible dispersion........ 35 
Figure 3.1 Permeability semivariograms using the stable model with varying 
exponents. The bottom figure is the same data as the top but with a logarithmic 
scale on the x-axis................................................................................................. 56 
Figure 3.2 Two-dimensional permeability fields simulated using the stable 
semivariogram model with varying exponent. ..................................................... 57 
Figure 3.3 Sketch showing the integration along the particle travel path to get the 
convective displacement ....................................................................................... 57 
Figure 3.4 Sketch showing global and local coordinate axes (in aligned with the 
velocity vector). The dotted line represents the particle path. .............................. 58 
Figure 3.5 Input diffusion/dispersion coefficients reproduced by simulation for 
one dimensional case ............................................................................................ 58 
Figure 3.6 Comparison of PTRACK results with analytical solution for one-
dimensional tracer slug displacement. Peclet number=1157................................ 59 
Figure 3.7 Comparison of PTRACK results with analytical solution for one-
dimensional tracer slug displacement. Peclet number=115.................................. 59 
Figure 3.8 Concentration profiles at 20 days from simulation and analytical 
solutions for two dimensional isotropic dispersion. Tracer is injected at point 
(10.5m, 10.5m). Velocity is 1m/day in the x-direction. Dl = Dt = 0.2 m2/d.......... 60 
 xv
Figure 3.9 Concentration profiles at 50 days from simulation and analytical 
solutions for two dimensional isotropic dispersion. Tracer is injected at point 
(10.5m, 10.5m). Velocity is 1m/day in the x-direction. Input Dl = Dt = 0.2 m2/d. 
Note the difference in concentration scale from Figure 3.9. ................................ 60 
Figure 3.10 Concentration profiles at 20 days from simulation and analytical 
solutions for two dimensional anisotropic dispersion. Tracer is injected at point 
(10.5m, 10.5m). Velocity is 1m/day in the x-direction. Input Dl = 0.5 m2/d, Dt = 
0.1 m2/d................................................................................................................. 61 
Figure 3.11 Concentration profiles at 50 days from simulation and analytical 
solutions for two dimensional anisotropic dispersion. Tracer is injected at point 
(10.5m, 10.5m). Velocity is 1m/day in the x-direction. Input Dl = 0.5 m2/d, Dt = 
0.1 m2/d. Note the difference in concentration scale from Figure 3.10................ 61 
Figure 3.12 Sketch showing velocity profile for laminar flow between parallel 
plates ..................................................................................................................... 62 
Figure 3.13 Evolution of normalized dispersion coefficient for flow between 
parallel plates. The asymptotic limit is based on Equation 3.31 (adapted from 
Brenner and Edwards, 1993). ............................................................................... 62 
Figure 3.14 Scaling of normalized asymptotic dispersion coefficient with Peclet 
number for the unidirectional flow case. .............................................................. 63 
Figure 4.1 Model for layered flow. The velocity distribution is constant and can 
be rescaled by changing Vo. .................................................................................. 91 
Figure 4.2 Particle locations in diffusion free transport plotted at two times in 
forward flow (top) and at the end of reverse flow (bottom). ................................ 91 
Figure 4.3 Particle locations in layered flow (with diffusion) plotted at four 
different times in forward flow (top) and at the end of reverse flow (bottom)..... 92 
Figure 4.4 Evolution of normalized dispersion coefficient with mean distance 
travelled in forward and reverse directions. Dmol=1×10-9 m2/s............................. 93 
Figure 4.5 Evolution of normalized dispersion coefficient with mean distance 
travelled in forward and reverse directions. Dmol=1×10-9 m2/s............................. 93 
Figure 4.6 Evolution of normalized dispersion coefficient with mean distance 
travelled in forward and reverse directions. Dmol=1×10-9 m2/s............................. 94 
Figure 4.7 Comparison of normalized forward and echo dispersion coefficients at 
different average flow velocities. Dmol=1×10-9 m2/s............................................. 95 
Figure 4.8 Normalized dispersion coefficients measured in a sandpack (Han et al., 
1985) and those predicted for Taylor's dispersion in a capillary tube (Paine et al., 
1983). DL∞ is the asymptotic longitudinal dispersivity......................................... 95 
Figure 4.9 Comparison of normalized dispersion coefficients from layered flow 
simulation results. DL∞ is the asymptotic longitudinal dispersivity for each case.96 
Figure 4.10 Velocity scaling behavior of normalized transmission dispersion 
coefficients from layered flow simulations. Dmol=1×10-9 m2/s............................. 96 
Figure 4.11 Velocity scaling behavior of normalized dispersion coefficients for 
cubic packing of spheres compared with sand pack data (adapted from Gunn and 
Pryce, 1969 and Bijeljic et al., 2004).................................................................... 97 
 xvi
Figure 4.12 Sketch showing the scale up from the core scale to field scale......... 98 
Figure 4.13 Evolution of normalized dispersion coefficient for the short scale base 
case........................................................................................................................ 99 
Figure 4.14 Relationship between variance of lognormal permeability and the 
Dystra-Parsons coefficient.................................................................................... 99 
Figure 4.15 Evolution of normalized dispersion coefficient with changing 
lognormal permeability variance. ....................................................................... 100 
Figure 4.16 Scaling of gas diffusivities with increasing depth because of change 
in temperature and pressure assuming a 3οC/100m temperature gradient.......... 100 
Figure 4.17 Evolution of normalized dispersion coefficient using liquid-liquid 
input diffusion coefficient for the short scale base case. .................................... 101 
Figure 4.18 Evolution of normalized dispersion coefficient using gas-gas input 
diffusion coefficients for the short scale base case............................................. 101 
Figure 4.19 Scaling of transmission dispersivities obtained from particle tracking 
simulations with changing Peclet number. ......................................................... 102 
Figure 4.20 Evolution of longitudinal dispersivity with changing lognormal 
permeability variance. Dmol=1×10-9 m2/s. ........................................................... 102 
Figure 4.21 Dispersivities estimated for Berea sandstone cores of different lengths 
adapted from various authors (Bretz et al., 1986; Batycky et al., 1981; Delshad et 
al.,1985; Salter and Mohanty, 1982). ................................................................. 103 
Figure 4.22 Velocity histograms for the large scale base case ........................... 104 
Figure 4.23 Cross sectional profiles of permeability, x-velocity and z-velocity for 
the large scale base case. The section is cut halfway along the width (y=32) and 
quarter of the system length (x=0 to x=512). ..................................................... 105 
Figure 4.24 Particle location plots at successive times for the large scale base case 
for both transmission and echo test simulations. For the sake of clarify, only 1000 
of the 10,000 particles are shown. ...................................................................... 106 
Figure 4.25 Evolution of the variance of the particle x-positions for the large scale 
base case ............................................................................................................. 106 
Figure 4.26 Evolution of the longitudinal dispersivity with distance traveled for 
the large scale base case. Arrows indicate flow direction (we omit marking them 
in subsequent plots). ........................................................................................... 107 
Figure 4.27 Evolution of ensemble x-variance with increasing number of particles 
for the large scale base case with no input dispersion. ....................................... 107 
Figure 4.28 Evolution of ensemble x-variance with increasing number of particles 
for the large scale base case with input dispersion. ............................................ 108 
Figure 4.29 Evolution of ensemble x position variance with changing time step 
size for the large scale base case (no input dispersion) ...................................... 108 
Figure 4.30 Evolution of ensemble x position variance with changing time step 
size for the large scale base case (with input dispersion). .................................. 109 
Figure 4.31 Execution times to simulate the large scale base case for 600 days of 
tracer flow with different particle ensemble sizes. The times are measured on a 
machine with a 2.66GHz Intel Xeon processor. ................................................. 109 
 xvii
Figure 4.32 Permeability cross sections with changing autocorrelation lengths 110 
Figure 4.33 x-velocity histograms for the large scale cases with changing 
autocorrelation structure. .................................................................................... 111 
Figure 4.34 z-velocity histograms for the large scale cases with changing 
autocorrelation structure. .................................................................................... 112 
Figure 4.35 Variation of x and z-velocity variances with change in permeability 
autocorrelation length ......................................................................................... 113 
Figure 4.36 x-velocity cross sections for the large scale case with changing 
permeability autocorrelation lengths in x-direction............................................ 113 
Figure 4.37 z-velocity cross sections for the large scale case with changing 
permeability autocorrelation lengths in x-direction............................................ 114 
Figure 4.38 Particle positions at successive times for the long+short correlation 
case. The left column is without input dispersion. The right column is with input 
dispersion. Flow is reversed at 300 days. For the sake of clarify, only 1000 of the 
10,000 particles are shown.................................................................................. 115 
Figure 4.39 Evolutions of longitudinal dispersivity for the large scale case with 
changing autocorrelation length.......................................................................... 116 
Figure 4.40 Evolution of longitudinal dispersivity for the large scale case with 
changing autocorrelation lengths in various directions. Legend shows the 
semivariogram ranges and proportions used in each case. ................................. 116 
Figure 4.41 Evolution of longitudinal dispersivity for the large scale case with 
changing permeability autocorrelation ranges in various directions. Legend shows 
the semivariogram ranges and proportions used in each case. ........................... 117 
Figure 4.42 Permeability cross sections for the large scale case generated with the 
stable semivariogram model and changing exponent. ........................................ 118 
Figure 4.43 Evolution of longitudinal dispersivity for the large scale case with 
stable semivariogram model and changing exponent. ........................................ 119 
Figure 4.44 Permeability cross sections for the large scale case with changing 
variance of long permeability (top=1.0, bottom=0.3)......................................... 119 
Figure 4.45 Velocity histograms compared for the large scale case with changing 
lognormal permeability variance. 2ln kσ =1.0 (top), 2ln kσ =0.3 (bottom). ............... 120 
Figure 4.46 x-velocity cross sections compared for the large scale case with 
changing lognormal permeability variance. 2ln kσ =1.0 (top), 2ln kσ =0.3 (bottom).121 
Figure 4.47 z-velocity cross sections compared for the large scale case with 
changing lognormal permeability variance. 2ln kσ =1.0 (top), 2ln kσ =0.3 (bottom).121 
Figure 4.48 Evolution of longitudinal dispersivity for the 'long+short' case with 
changing variance in lognormal permeability. Permeability anisotropy (kz/kx) is 1.
............................................................................................................................ 122 
Figure 4.49 Evolution of longitudinal dispersivity for the 'long' case with 
changing variance in lognormal permeability. Permeability anisotropy (kz/kx) is 1.
............................................................................................................................ 122 
 xviii
Figure 4.50 Evolution of longitudinal dispersivity for the base case ('short') with 
changing variance in lognormal permeability. Permeability anisotropy (kz/kx) is 1.
............................................................................................................................ 123 
Figure 4.51 Velocity histograms compared for the large scale case with changing 
permeability anisotropy. kz/kx= 1.0 (top), kz/kx= 0.0001 (bottom). ..................... 124 
Figure 4.52 x-velocity cross sections compared for the large scale case with 
changing permeability anisotropy. kz/kx= 1.0 (top), kz/kx= 0.0001 (bottom)....... 125 
Figure 4.53 z-velocity cross sections compared for the 'long+short' case with 
changing permeability anisotropy. kz/kx= 1.0 (top), kz/kx= 0.0001 (bottom)....... 125 
Figure 4.54 Evolution of longitudinal dispersivity for the 'long+short' case with 
changing permeability anisotropy....................................................................... 126 
Figure 4.55 Evolution of longitudinal dispersivity for the 'long' case with 
changing permeability anisotropy....................................................................... 126 
Figure 4.56 Evolution of longitudinal dispersivity for the 'short' case with 
changing permeability anisotropy....................................................................... 127 
Figure 4.57 Evolution of longitudinal dispersivities with changing input 
dispersion. The three curves correspond to a) only diffusion ('low'), Dmol=1.0×10-4 
m2/d b) diffusion and core scale dispersion ('base'), Dmol=1.0×10-4 m2/d, αl =0.01 
m and αt =0.001m in each grid cell c) diffusion and larger core scale dispersion 
('high'), Dmol=1.0×10-4 m2/d, αl =0.05m and αt =0.005m in each grid cell. ....... 128 
Figure 4.58 Evolution of ensemble x-variance for different times of flow reversal 
for the 'short' case................................................................................................ 129 
Figure 4.59 Evolution of longitudinal dispersivity for changing penetration 
distance for the 'short' case ................................................................................. 129 
Figure 4.60 Evolution of ensemble x-variance for different times of flow reversal 
for the 'long+short' case ...................................................................................... 130 
Figure 4.61 Evolution of longitudinal dispersivity for changing penetration 
distance ('long+short' case) ................................................................................. 130 
Figure 4.62 Evolution of longitudinal dispersivity for changing penetration 
distance ('long' case) ........................................................................................... 131 
Figure 4.63 Evolution of longitudinal dispersivity for changing penetration 
distance (stable semivariogram, exponent=0.2) ................................................. 131 
Figure 4.64 Simulated transmission and echo dispersivities from the 'short' case 
compared with field trend. .................................................................................. 132 
Figure 4.65 Simulated transmission and echo dispersivities from the 'long+short' 
case compared with field trend. .......................................................................... 132 
Figure 4.66 Comparison of dispersivities estimated from simulations (cases in 
Sections 4.4.2-4.4.8) with the field measured values. Input values used in the 
short scale simulations (1m) were Dmol=1.0×10-4 m2/d and in the large scale 
simulations (10-200m), the inputs are Dmol=1.0×10-4 m2/d, αl =0.01 m and αt 
=0.001m in each grid cell. .................................................................................. 133 
Figure A.1 Reference velocities from the synthetic dataset. Legend is in m/s... 156 
 xix
Figure A.2 Partitioning using two facies ............................................................ 156 
Figure A.3 Partitioning using 3 facies ................................................................ 157 
Figure A.4 Reference velocities for layer 1. Legend is in m/s. .......................... 157 
Figure A.5 Probability map for facies 1(channel) in layer 1 .............................. 158 
Figure A.6 Probability map for facies 2(crevasse) in layer 1 ............................. 158 
Figure A.7 Probability map for facies 3(mudstone) in layer 1 ........................... 159 
Figure A.8 Facies indicator map in layer 1......................................................... 159 
Figure A.9  Reference facies indicator map in layer 1 ....................................... 160 
Figure A.10 Partitioning using two facies .......................................................... 161 
Figure A.11 Partitioning using three facies. ....................................................... 161 
Figure A.12 Partitioning using four facies. ........................................................ 161 
Figure A.13 Error of fit and residuals................................................................. 162 
Figure A.14 Acoustic Impedance volume used as input .................................... 163 
Figure A.15 Probability cube of facies 1. ........................................................... 163 
Figure A.16 Probability cube of facies 2 ............................................................ 164 
Figure A.17 Indicator coded facies probabilities................................................ 164 
Figure E.1 Mixing tank in series with continuous tracer injection..................... 210 
Figure E.2 Concentration profiles predicted by the mixing cell model for various 
times and fixed number of cells (N=50) ............................................................. 210 
Figure E.3 Concentration histories predicted by the mixing cell model ............ 211 
Figure E.4 Concentration histories predicted by the mixing cell model ............ 211 
Figure E.5 Concentration profiles predicted by the mixing cell model with 
varying number of cells (N=10,50,200). ............................................................ 212 
Figure E.6 Effluent concentration histories plotted to compare with error function 
solution ............................................................................................................... 212 
Figure E.7 Mixing zone growth predicted by mixing cell model for varying 
number of cells (N=50,100,200)......................................................................... 213 
Figure E.8 Incomplete Gamma function............................................................. 213 
Figure F.1 Sketch showing a streamtube............................................................ 218 
Figure F.2 Sketch showing stretching, diffusing and splitting of a fluid element 
containing part tracer(black), part carrier fluid (white). Shades of grey indicate 
intermediate tracer concentrations. ..................................................................... 218 
Figure F.3 Standard deviation in concentration of all the fluid elements as 
kinematic mixing steps proceed.......................................................................... 218 
 1
1. Introduction 
1.1 BACKGROUND  
Dispersion is the in-situ mixing or dilution of chemical components as 
they are transported through a porous medium. It results from the combined 
effects of molecular diffusion and fluid velocity gradients. Diffusion is the net 
movement of a chemical component driven by a gradient in chemical potential. 
Steady state diffusion is described by Fick's first law:  
 mol
cj D
x
∂= − ∂
G
 (1.1) 
where j
G
 is the mass flux, c is the local (point scale) mass concentration of the 
chemical and Dmol the coefficient of molecular diffusion.  
 Consider the example of a slug of tracer introduced into a flowing water 
stream in a capillary tube (Figure 1.1, top). At any point, the tracer is transported 
by both diffusion and the velocity of the fluid. If the velocity within the tube is 
uniform, the slug translates and gets diluted because of molecular diffusion. 
Assuming fully developed steady laminar flow, the fluid velocity profile in the 
tube is parabolic in the radial direction. At distances close to the injection point, 
the tracer slug spreads out following the shape of the velocity profile. If diffusion 
were absent, the slug continues to spread according to the parabolic velocity 
profile (Figure 1.1, middle). Diffusion acts to equalize concentrations in the radial 
and axial directions of the tube, in effect speeding up the rear and slowing down 
 2
the front end of the slug (Figure 1.1, bottom). At distances sufficiently away from 
the injection point, the tracer concentration profile becomes uniform in the radial 
direction despite the underlying parabolic velocity profile. The slug now 
translates at the average flow velocity in the tube and spreads out in a diffusion-
like manner. This "effective diffusion", caused by interplay between the 
convective velocity profile and molecular diffusion, is termed dispersion (Taylor, 
1953). Taylor showed that it takes a certain time from the slug's initial position to 
reach this quasi-equilibrium condition and once this condition is reached, the 
dispersive flux across the cross-section of the tube is also described by a Fickian 
equation: 
 
l
CJ D
x
∂= − ∂
G
 (1.2) 
In Equation (1.2), C is the concentration averaged over the cross-section of the 
tube. The dispersion coefficient Dl is much larger (two to four factors of ten) than 
the molecular diffusion coefficient in the presence of the velocity profile. 
The same theory holds for transport in porous media (Aronfsky and 
Heller, 1957) with the dispersion coefficient for a homogeneous isotropic medium 
now being a tensor: 
 ( ) l tt molD V D I VVVα αα −= + +
GG G G GG  (1.3) 
where V
G
 is the interstitial velocity vector, VV
G G
 is the velocity vector dyadic 
product, I is an identity matrix and Dmol is the coefficient of molecular diffusion 
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adjusted for the porous medium. The two new quantities in this expression, αl and 
αt are the longitudinal and transverse dispersivities (Bear, 1972), which are length 
scales that characterize the size of the mixing zone.  
Following Lake (1989), the transport equation for the isothermal miscible 
displacement of a tracer in a one-dimensional, homogeneous permeable medium 
is 
 
2
2
1 0D D D
D D Pe D
C C C
t x N x
∂ ∂ ∂+ − =∂ ∂ ∂  (1.4) 
where the CD is the mass concentration (limited between 0 and 1) at any point 
normalized to the injection concentration. Equation (1.4) assumes incompressible 
fluid and rock, ideal mixing, no reactions and a single flowing phase at unit 
saturation. The dimensionless time (pore volumes injected) is  
 D
qt Vtt
AL Lφ= = . (1.5) 
The dimensionless distance is 
 D
xx
L
=   (1.6) 
where L is the length of the medium. The dimensionless measure of the degree of 
convective to dispersive transport is the Peclet number: 
 Pe
l
VLN
D
=   (1.7) 
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where Dl is the longitudinal dispersion coefficient. For this one dimensional case, 
Equation (1.3) can be approximated by  
 ~
l l
D Vα   (1.8) 
giving 
 Pe
l
LN α=   (1.9) 
 The analytical solution to Equation 1.4 for continuous tracer injection is 
(Lake, 1989) 
 1 1 1
2 2
2 2
D Pex N
D D D D
D
D D
Pe Pe
x t x teC erf erf
t t
N N
⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟− +⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟= − + −⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦
  (1.10) 
Here erf is the error function (Abramowitz and Stegun, 1965). Figure 1.2 shows 
the concentration profiles predicted by Equation (1.9) for different Peclet 
numbers at a dimensionless time of 0.5 (half a pore volume injected). A large 
Peclet number (>100) yields a sharp displacement front (almost no mixing) and a 
small number (<100), a more spread out one (significant mixing). Figure 1.3 
shows the concentration profiles over successive times for a Peclet number of 
100.  
 The analytical solution to Equation (1.4) for injection of a tracer slug of 
size tDS pore volumes is 
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 ( )1
2
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D D DS D D
D
D DS D
PePe
x t t x tC erf erf
t t t
NN
⎡ ⎤⎛ ⎞ ⎛ ⎞⎢ ⎥⎜ ⎟ ⎜ ⎟− − −⎢ ⎥⎜ ⎟ ⎜ ⎟= −⎢ ⎥⎜ ⎟ ⎜ ⎟−⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦
 (1.11) 
It can be shown that the midpoint concentration of the slug decreases roughly in 
proportion to the inverse square root of the distance traveled (Lake, 1989). 
 The dispersivity of a given porous medium is usually measured by 
performing a one dimensional miscible displacement experiment. A solute 
(typically a tracer or dilute brine solution) is introduced with a step change in 
concentration at the inlet. The dispersivity can be directly estimated by fitting 
Equation (1.10) to the effluent concentration history. 
 For homogeneous sand packs αl is approximately equal to the average 
grain size (about a millimeter) and αt is about ten to thirty times smaller than αl 
(Perkins and Johnston, 1963). Figure 1.4 is a plot of dispersion coefficients versus 
the mean flowing velocity of the measurement, reported by various authors 
(Baker, 1977; Batycky et al., 1982; Salter and Mohanty, 1982; Kasraie and 
Farouq Ali, 1984; Delshad et al., 1985; Bretz et al., 1986) for consolidated media. 
The data confirms the linear scaling the dispersion coefficient with velocity 
(Equation 1.8). The approximate slope of the data is the longitudinal dispersivity, 
about a centimeter in this case.  
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 When analyzing the efficiency of recovery processes, a measure of 
interest is the dimensionless mixing zone length. This is defined as (see Figure 
1.3 for an illustration) 
 ( )0.9 0.1 /D DD C Cx x x L= =Δ = −   (1.12) 
Usually the second term in Equation (1.10) is neglected because its contribution 
becomes small at Peclet numbers larger than 50. With this simplification, 
Equation (1.10) can be rearranged to solve for the mixing zone size, giving 
 3.625 DD
Pe
tx
N
Δ =   (1.13) 
which, using Equation (1.9) can also be expressed as  
 3.625 lD Dx tL
α⎛ ⎞Δ = ⎜ ⎟⎝ ⎠  (1.14) 
Hence, an experiment where the mixing zone grows with square root of 
time can be matched using the Fickian model for dispersion. In a discrete sense, 
considering the solute to be an ensemble of particles, the mixing zone represents 
the standard deviation of the x-locations of the particle ensemble at a given 
distance from the initial position. That is, an experiment where the particle x-
variance grows linearly with time can be matched with the Fickian model for 
dispersion.  
 The discussion so far has been for one dimensional flow. To include the 
effects of three dimensional flows, the effect of varying flow geometry (caused by 
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permeability heterogeneity) must be convolved with the one dimensional results. 
The most common way of doing this is to solve the mass conservation equation in 
three dimensions numerically. The concepts discussed in this section are used to 
characterize the medium to generate the input dispersivities to be used in the 
simulation.  
1.2 SIGNIFICANCE AND SCOPE 
Dispersion plays a significant role in a variety of subsurface transport 
processes. The recovery efficiency of processes like miscible gas or chemical 
flooding depends partly on the mixing which an injected slug undergoes. For 
example, Johns et al. (2000), performing a range of one dimensional simulations 
of enriched gas floods at the minimum miscible enrichment, show a 8% lower 
recovery (in terms of original oil in place) when the Peclet number is decreased 
from 100 to 10.  
Similar observations of the impact of dispersion in miscible gas floods 
have been made by others: Stalkup (1998), Solano et al. (2001), Haajizadeh et al. 
(1999 and 2000), Jessen et al. (2002) and Hossein et al. (2005) using 
compositional simulation studies in one and two dimensions; Moulds et al. (2005) 
showing evidence from core data obtained from swept zones in an enriched gas 
flood and Berenblyum et al. (2008) performing simulation sensitivity studies of 
CO2 injection for improved oil recovery. Boustani and Maini (2001) found 
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dispersion to also affect the recovery efficiency of the vapor extraction process 
for heavy oils.  
Dispersion is also an important effect to consider during water injection 
where mineral scales are formed by mixing of injected and reservoir brines 
(Sorbie and MacKay, 2000; Delshad and Pope, 2003). In underground gas 
storage, dispersion is important when the mixing of the injected and in-situ gas 
changes the quality of the stored gas (Carriere et al., 1985; Verlaan et al., 1998; 
Kilincer and Gumrah, 2000). Dispersion would also affect the outcome of 
proposed methods of enhanced natural gas recovery by injecting anthropogenic 
CO2 (Oldenburg et al., 2001). Dispersion is especially important in the 
groundwater area when estimating the fate of contaminants (Mackay et al., 1985) 
and the amount of saltwater intrusion into aquifers and estuaries (Fischer, 1979).  
While this dissertation is limited in scope to subsurface transport, in 
particular to oil field applications, dispersion has also been studied in the context 
of transport in the physiological system (Paiva and Engel, 1987; Pedley, 1977), 
micro-fluidic mixing (Hessel et al., 2005; Nguyen and Wu, 2005), sediment 
transport (Nielsen, 1992) and atmospheric transport (Turner, 1994). 
1.3 PROBLEM DESCRIPTION 
Modeling any of the subsurface transport processes described in the 
previous section requires an accurate estimation of the amount of dispersion and 
its impact, relative to other transport mechanisms, at the length scale under 
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consideration (core, simulator grid block size or interwell distance). This is 
straightforward for a homogeneous medium e.g. a single bounded flow unit where 
the results at the core scale translate directly to the field scale. In heterogeneous 
media, despite considerable work done over the years, significant ambiguity 
exists in understanding the extent of dispersive mixing at the field scale as is 
discussed below.  
Consider a miscible displacement in a homogeneous flow unit of length 
100m and height 10m. If the dispersivity were say 1cm (a typical core measured 
value), then dispersion would be insignificant because the Peclet number would 
be very large (1000). For a heterogeneous medium of the same length, composed 
of many different rock types, the key question is: what is the effective or 
equivalent value of dispersivity?  
Dispersivities are inferred in the field using interwell tracer tests (see for 
example Chrysikopoulos et al., 1990). Data compiled from results of such tests 
published over the past few decades (Schulze-Makutch, 2005) are shown in 
Figure 1.5. This data set represents many formation types and thicknesses, which 
explains some of the scatter in the data. The reliability classification is from 
Gelhar et al. (1992). High reliability dispersivity values are considered to be 
accurate within a factor of two. Low reliability values are no more accurate than 
within one or two orders of magnitude.  
Despite the scatter, dispersivities appear to increase with medium length. 
At 100m, the range of dispersivities is 5m to 50m. This is much larger than values 
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for homogeneous consolidated rocks (about 1cm). Using Equation (1.14), the 
dimensionless mixing zone size at one pore volume would be 0.81 (80% of the 
length of the medium). Any injected slug would become very dilute by the time it 
reaches the outlet. But does a large value of dispersivity imply that there is 
significant mixing taking place?  
Probably not, because these dispersivities were obtained by treating the 
(most likely) heterogeneous flow unit as a one dimensional homogeneous 
medium. The use of a one dimensional equation to interpret the result of a three 
dimensional, heterogeneous medium is incorrect because this includes the 
contribution of convective spreading (because of permeability variations) as a 
dispersive mixing effect. So, such large dispersivity values could be because of 
widely varying arrival times of injected chemical at the well, followed by mixing 
within the well.  
Figure 1.6 illustrates this case using an example of tracer injected 
continuously into a two dimensional medium with five layers of different 
permeabilities. At early times, the tracer spreads out because of the varying layer 
velocities. Within each layer, the mixing zones are small. At late times, the tracer 
spreads out more but at the well the different flow streams get mixed. A two 
dimensional simulation model, using the permeability of the individual layers as 
input, would predict a different result than a one dimensional model (Equation 
1.4). 
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It could also be possible that in some cases large dispersivities are the 
consequence of significant mixing or dilution in the reservoir. Some of the data in 
Figure 1.5 are based on point measurements from sources injecting at small flow 
rates (Arya et al., 1988). This means that they were not averaged along the entire 
formation thickness. Also, velocities in typical field displacements are about 1 
ft/day (about 3×10-4 cm/s). At this rate the effects of molecular diffusion, acting 
over the long travel times between wells, could compound and lead to significant 
reduction in local concentrations.  
Figure 1.7 illustrates this case using the same five layered example as 
Figure 1.6. The early time behavior is the same as before but at late times, 
diffusive mixing has caused the transverse concentration variations to become 
small making the medium effectively one dimensional (similar to Taylor's 
dispersion in capillary flow). Here there would be no additional mixing in the 
well. The one dimensional model would predict the same as a two dimensional 
model (except for the difference in early time behavior).  
The question of how much mixing takes place in a heterogeneous medium 
at the field scale has no clear answer. The limitation so far has been that one 
cannot definitively distinguish between the two cases (spreading or mixing) 
discussed above using available data and methods. This dissertation is answers 
this question and provides an improved understanding of the nature of transport at 
the field scale. The thesis is that mixing at the small scale (diffusion or core scale 
dispersion) can lead to significant dilution at large scales.  
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If all the heterogeneity could be represented explicitly and local mixing be 
modeled only by diffusion or core scale dispersion, then the question would be 
irrelevant. But even if the computational resources were available for such an 
undertaking, one must consider the cost of collecting and assimilating data at such 
a fine scale. As long as upscaled descriptions are in use, this question must be 
addressed.  
1.4 COMMENTS ON EXTANT WORK 
There exists a vast amount of literature pertaining to dispersion. In terms 
of the length scale of the application and the composition of the medium under 
consideration, there are three broad categories in the literature: works pertaining 
to transport in large scale natural systems (Petroleum Engineering, Hydrology), 
those pertaining to transport in small scale artificial/man-made systems (Chemical 
Engineering, Civil Engineering) and Fundamental Theory/Experiments (Physics, 
Applied Mathematics).  
This commentary will not cover all the key literature that form the body of 
knowledge on the subject. The focus is on highlighting representative works that 
address the measurement and modeling of dispersive transport at the field scale. 
The discussion is also limited to transport of ideal tracers (inert and of negligible 
volume) in the laminar flow regime with single-phase, incompressible, uniform 
density flow in a rigid medium.  
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The foundational works on dispersion (and the ones with most clarity and 
conceptual detail) are the three papers by G.I. Taylor: the first on modeling 
diffusion by tracking particle movements in a Lagrangian frame of reference 
(Taylor, 1922), the second on mixing in slow capillary flow where he shows the 
use of an effective diffusion coefficient (Taylor, 1953) and the third on mixing in 
turbulent flow in tubes (Taylor, 1954). Taylor's dispersion was used as an 
example in Section 1.1 is well discussed in chemical engineering textbooks 
(Deen, 1998; Probstein, 1994). 
Dispersion theory for porous media is described in several excellent 
review papers: Perkins and Johnston (1963) discuss factors affecting dispersion, 
describe the scaling of dispersion coefficient with velocity and summarize of a lot 
of experimental data at the lab scale; Greenkorn and Kessler (1969), Nunge and 
Gill (1969) describe mechanisms and models for dispersion at the lab scale; the 
well written book chapter by Fried and Combarnous (1971) has a broad 
introduction followed by discussion of various analytical/numerical solutions and 
the treatment of field scale problems. Among the various texts on subsurface 
transport, those that contain a thorough description of dispersion are: Bear (1972) 
and Bear and Verruijt (1987), both of which have a good description of the 
volume averaging process and the development of the dispersion 
tensor/dispersivity concept; Sahimi (1995), which has a chapter with a broad 
commentary on various modeling approaches to dispersion; Zheng and Bennett 
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(1995), which has a well illustrated description of the theory and good discussion 
of dispersion modeling issues at the field scale.  
The traditional approach to modeling dispersion in porous media is by 
using the upscaled convection dispersion equation (CDE): 
 ( ) ( ) 0C VC D C
t
∂ + ∇ ⋅ − ∇ ⋅ ∇ =∂
GG G G G
 (1.15) 
with V
G
being the average interstitial velocity vector and D
GG
 the dispersion 
coefficient. This equation can be obtained by averaging the convection-diffusion 
equation, which is assumed to be valid at each point in the pore space. To get the 
upscaled equation, each point scale quantity is replaced by a volume averaged 
quantity plus a small point scale fluctuation. Assuming a Representative 
Elementary Volume (REV) exists for the medium (Bear, 1972), the point scale 
fluctuations are assumed to be negligible on averaging. In analogy with diffusion, 
the averaged dissipative flux is assumed to be described by a Fickian equation. 
Applying other simplifying assumptions results in Equation (1.15) (Bear, 1972; 
Gray, 1975). The concept of a dispersivity tensor is used to further parameterize 
the dispersion tensor on the basis of geometrical arguments (Bear, 1972). For a 
homogeneous isotropic medium, this dispersion tensor is defined by Equation 
(1.3).  
 Dispersion entails averaging. In using Equation 1.2 for dispersion in 
porous media, we have tacitly invoked the continuum hypothesis. The local scale 
now implies the scale of the representative elementary volume. At the continuum 
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scale, the dispersive flux captures the combined effect of diffusion and velocity 
variations. The dispersion coefficient describes averaged concentrations. The 
magnitude of the dispersion coefficient is largely governed by the velocity 
variations. Without them, the coefficient of dispersion would be the same as that 
of molecular diffusion. But without diffusion, there would be no dissipation 
occurring at the local scale and the dispersive flux would simply be representing 
the convective spreading caused by local velocity variations. 
 Most commonly, a one dimensional solution is used (Equation 1.10) to 
estimate the dispersion coefficients and dispersivities. Javandel et al., (1984) 
discuss analytical and semi-analytical solutions to the convection dispersion 
equation for various cases in one and two dimensions. The data available at the 
lab scale (usually for homogeneous media) is extensive (see Bijeljic et al., 2004; 
Delgado, 2006 for recent literature surveys).  At larger scales, experimental 
studies are fewer because of the costs and time involved in completing an 
investigation. Several review papers present data sets covering measurements 
done over a wide range of length scales (0.1m to 1000m): Schulze-Makuch 
(2005) shows longitudinal dispersivity data for consolidated media and 
unconsolidated sediments (his dataset builds upon that presented in Gelhar et al. 
(1992); Vandeborght and Vercecken (2007) present dispersivities derived from 
leaching studies done in soils and Zhou et al. (2007) present dispersivity data 
specifically for fractured media.  
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 The most notable observation in all these datasets is that longitudinal 
dispersivities increase with measurement scale (size of the medium). In a strict 
sense, plots like Figure 1.5 are poor evidence to support this inference because the 
dispersivities being compared are not all from the same formation. Not many field 
scale studies are reported with multiple scale measurements on a given formation. 
But those that do, report dispersivities which increase with scale (e.g. Pickens and 
Grisak (1981) whose data is included in Figure 1.5).  
 The scale dependence is notably observed in lab scale studies in sand 
packs (Han et al., 1985; Silliman and Simpson, 1987; Walsh and Withjack, 1994; 
Berkowitz et al., 2000) and intermediate-scale experiments in tanks packed 
heterogeneously with different sands (Barth et al., 2001;Ursino et al., 2001; Levy 
and Berkowitz, 2003; Jose et al., 2004). Most data sets are for longitudinal 
dispersivities. Transverse dispersion measurements are limited to the lab scale 
and the little available field data imply no significant trend with increase in 
measurement volume (Gelhar et al., 1992).  
 The scale dependence of dispersivities may be mathematically accounted 
for by a dispersion coefficient that varies with time (Su et al., 2005). However, 
this lacks a clear physical meaning when used with the convection-dispersion 
equation (CDE). Plumb and Whitaker (1988) among others (Tompson and Gray, 
1986; Koch and Brady, 1988) derived results using volume averaging, which 
contained higher order spatial and temporal derivatives indicating that dispersion 
at large scales may not, in general, obey a simple CDE form. They note that a 
 17
CDE form may be reached if the autocorrelation length for the permeability is 
finite. The difficulty of using such approaches is that a numerical solution of the 
closure problems posed to evaluate the dispersion tensor is difficult except for 
very simplified models of pore space.  
To address the issue of heterogeneity and uncertainty, probabilistic 
methods were developed in which flow and transport parameters are treated as 
random variables. The permeability field is most commonly modeled as the 
outcome of a spatial random function with a lognormal distribution and a 
stationary autocorrelation structure (the correlation between two points depends 
only on the separation distance between them). Stochastic analysis of the 
continuity equation with Darcy's law gives an estimate of the spatial random 
function for the velocity. This is usually done by assuming an unbounded, infinite 
domain with a constant pressure gradient. For a tracer originating from a point 
source in a velocity field (from the previous step), the dispersion coefficient is 
related to the Lagrangian velocity covariance function of the tracer particles by 
the relationship (Taylor, 1922): 
 ( )
0
( )
t
ij ijD t U dτ τ= ∫  (1.16) 
where Dij is the dispersion coefficient in direction specified by co-ordinate axes 
(i,j), Uij is the particle velocity covariance function.   
 There are different ways of estimating the Lagrangian velocity covariance 
function from the Eulerian velocity covariance function (Gelhar and Axeness, 
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1983; Dagan, 1984; Neuman and Zhang, 1990; see also the review papers by 
Gelhar, 1986; Dagan, 1987 and Chin and Wang, 1992). The resulting 
relationships express the dispersion coefficient in terms of the statistical 
properties of the permeability field and show how it grows with distance. The 
asymptotic longitudinal dispersivity comes out to be 
 2~L Y Yα σ λ  (1.15) 
where σ2 is the variance and λ is the integral scale (a measure of the distance 
between two points beyond which the property values cease to be correlated) at 
which the autocorrelation  of the lognormally distributed permeability field 
denoted by Y. This limit is reached when the tracer plume has traveled about 
twenty integral scales. The transverse dispersivity at this limit is estimated to be 
about twenty times smaller than the longitudinal dispersivity. Further details of 
the approach and results are available in several textbooks (Gelhar, 1993; Dagan, 
1989; Zhang, 2001 and Rubin, 2003).  
The usefulness of probabilistic approaches is limited because they are 
based on averaging over an ensemble of permeability realizations. The results are 
applicable to single realizations only if the initial size of the tracer plume is large 
compared to the autocorrelation length scale of the log permeability field. With 
this assumption, it has been shown that core-scale dispersion hardly affects the 
large scale behavior unless significant anisotropy exists in the autocorrelation 
structure of the logarithm of the permeability field (Fiori, 1996). But when the 
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plume dimensions are not much larger than the heterogeneities' length scale, the 
estimated longitudinal dispersivity is found to be sensitive to the local scale 
dispersive mechanisms (Fiori, 1998).  
Stochastic theories have been successfully used to interpret and simulate 
average concentrations observed in controlled field experiments where the 
heterogeneities were small (Freyberg, 1986; Garbadeian et al., 1991; Adams and 
Gelhar, 1992). But the successful prediction of average concentrations is not 
always equivalent to successfully reproducing the details of the distribution of the 
concentration in space as Fitts (1996) demonstrates. Applying the results from 
stochastic theories to problems of mixing-controlled reactive transports has lead 
to erroneous results because of their over prediction of mixing (MacQuarrie and 
Sudicky, 1990; Ginn et al., 1995, Knutson et al., 2007).  
Kitanidis (1994) illustrates this limitation and defines a dilution index that 
measures the volume occupied by the solute in the medium. Kapoor and Gelhar 
(1994) estimate the relative degree of spreading using the concentration variance, 
which is the mean squared difference between the actual local concentration and 
the mean concentration. Using these ideas requires detailed measurements over 
the entire domain of interest, which are not practical at the field scale.  
The scale dependent behavior indicates the inadequacy of the CDE to 
model transport in heterogeneous media. In particular, it raises questions 
regarding the validity of using the Fickian model for dispersion, which assumes a 
dispersive flux proportional to the concentration gradient with a proportionality 
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constant independent of space and time. Other terms for the scale dependent 
behavior used in the literature are: non-Fickian, anomalous or non-Gaussian 
transport. Evidence of non-Fickian behavior also lies in the often observed early 
breakthrough times and long late time tails of effluent concentration histories. The 
common explanation for the long tails is the presence of significant dead-end pore 
volume that produces a capacitance effect (Coats and Smith, 1964). 
But it could be that that the assumptions in using a Fickian model for 
dispersion are not true for heterogeneous media. One of the important 
characteristics of the Fickian model is that it is the dispersive flux is independent 
of the history of dispersion (e.g. the variation of the dispersion flux in 
time/space). Hassanizadeh (1996) provides an insightful commentary on various 
alternative relationships and develops a general theoretical framework to model 
non-Fickian dispersion. In essence, the idea is to include the effects of history (or 
'memory effect') in the dispersion model.  
Recent approaches to model non-Fickian behavior include the  Continuous 
Time Random Walk (CTRW) model (Berkowitz et al., 2002; Cortis et al., 2004; 
Bijeljic, 2006; Rhodes et al., 2007) and the application of fractional derivatives 
(Schumer et al., 2001). In the CTRW approach, transport is represented by a joint 
probability density function ψ(s,t) that describes the transition of each particle 
over a distance s in time t. Compared with traditional random walk approaches 
wherein particle motion is modeled as the sum of deterministic and random 
displacements, the CTRW formalism combines all the physics of particle motion 
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in a given medium into the transition probability density function. Proposed 
forms of ψ(s,t) which include exponential decay (which is shown to lead to 
Fickian transport) and power law decay(which is shown to generate non-Fickian 
transport). 
In the fractional derivative model, the first-order derivative of the classical 
Fickian equation is replaced by a fractional derivative which represents particle 
jumps not constrained to the REV. Both these approaches have been successfully 
used to explain observed anomalous transport (Berkowitz et al., 2000; Hatano and 
Hatano, 1998; Benson et al., 2000).  
The drawback of these approaches (CTRW and Fractional Derivative 
Model) is that the parameters used (e.g. the parameters describing the transition 
probability distribution in case of the CTRW, the order of the fractional 
derivative) have not yet been satisfactorily interpreted in a physical sense. 
Computation of the fractional derivatives is based on evaluation of convolution 
integrals over the entire flow domain, which tends to be computationally difficult 
for realistic cases. The same is true for approaches that propose a non-local (not 
based on the REV concept) formulation of the dispersive flux term (e.g. Koch and 
Brady, 1987).  
 The works discussed so far, especially those based on probabilistic 
methods, do not provide a clear means to distinguish between convective 
spreading and mixing at the field scale. An approach to address this issue is to use 
point scale rather than averaged quantities to derive measures of dispersion. 
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Cirpka and Kitanidis (2000) use the temporal moments of the breakthrough 
curves derived at single points within the domain to distinguish between 
spreading and mixing.  Each breakthrough curve is interpreted using a one-
dimensional model to derive local Peclet numbers. This treats the effect of 
transverse mixing across stream tubes as an enhanced longitudinal mixing effect 
in non-interacting stream tubes. Their approach was used to interpret an 
intermediate scale lab experiment in artificially created heterogeneous media 
(Jose et al., 2004). Dentz and Carrera (2007) use local spatial moments with a 
Green's function formalism to quantify the relative significance of solute 
spreading and  mixing in stratified flow. 
 Another approach to distinguish between the two transport mechanisms is 
to use the fact that convective transport is reversible in time whereas diffusive 
transport is not. Heller (1972) points out the influence of diffusion on mixing and 
reversibility. Hulin and Plona (1989), performing flow reversal tests at the lab 
scale, observe that dispersion in homogeneous media is irreversible: the echo 
dispersion (after flow reversal) is the same as transmission dispersion over a wide 
range of Peclet numbers. In heterogeneous cores, Rigord et al. (1990) observe 
echo dispersion to be less than transmission implying that mixing had not reached 
complete irreversibility. 
 To verify if the large dispersivities observed in the field truly imply 
mixing, Lake and Hirasaki (1981) analyzed dispersion in stratified media at the 
field scale and showed that transverse dispersion between layers, in the 
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asymptotic limit, can lead to an average longitudinal dispersion coefficient that is 
much larger than the homogeneous (within layer) value. They also estimate the 
conditions under which the asymptotic limit is reached for a layered reservoir. 
Their analysis was generalized by Yortsos (1997) using vertical equilibrium 
theory. These results suggest that large values of dispersivities may represent 
mixing and not spreading.  
 Camacho (1993) derives a one dimensional model for dispersion in a 
capillary tube using concepts of Extended Irreversible Thermodynamics (Jou et 
al., 1999). His equation describes the evolution of transverse averaged 
concentrations at all times: pre-asymptotic non-Fickian regime, asymptotic 
Fickian regime and most notably, it also captures the transition to irreversibility. 
His expression for the dispersive flux, when included in the mass conservation 
equation, yields a fourth-order partial differential equation. If the contribution of 
the longitudinal molecular diffusion is neglected, this reduces to a second-order 
telegraph equation. Berentsen et al. (2007) extend Camacho's analysis to field 
scale layered media with the source of local mixing being diffusion and also 
dispersion. They note that the time to reach Fickian behavior is usually on the 
same order of magnitude as the time scale of modeling of practical problems in 
subsurface transport.  
 At the field scale, Mahadevan et al. (2003), estimating echo dispersivities 
from single well tracer test (SWTT) data (Majoros et al., 1980), observed values 
in the range of 0.1m to 1m at travel distances of 10m to 50m. Figure 1.8 compares 
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the lab and field scale echo measurements to the data set of longitudinal 
dispersivities estimated using the traditional (forward flow) method. That the 
echo dispersivities are larger than core scale values (~1cm) and that they fall 
within the trend of longitudinal values suggests that mixing could be significant 
even at the field scale. 
 The limitation of the SWTT based echo dispersivities is that the 
corresponding transmission values for those specific cases are not available for 
comparison. Since those tests were performed with a shut-in period, it could be 
that reservoir fluid drift could be causing some additional mixing which is 
showing up as large echo dispersivities (Coats et al., 2004). This work aims at 
addressing these two issues by estimating both echo and transmission 
dispersivities based on tracer flow simulations which would have no fluid drift. 
The specific research objectives and the conceptual model are described in the 
following chapter.  
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Figure 1.1 Sketch showing diffusion, convection and Taylor's dispersion in 
capillary flow.  
 
Figure 1.2 Tracer concentration profiles in one dimensional flow for varying 
Peclet numbers (from Lake, 1989) 
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Figure 1.3 Tracer concentration profiles in one dimensional flow for successive 
times (from Lake, 1989) 
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Figure 1.4 Dispersion coefficients estimated for consolidated media (Baker,1977; 
Batycky et al., 1982; Salter and Mohanty, 1982; Kasraie and Farouq 
Ali, 1984; Delshad et al., 1985; Bretz et al., 1986). The slope of the 
line fitting the data is the longitudinal dispersivity (approximately 
1cm in this case).  
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Figure 1.5 Dispersivity data for several formation types and length scales 
(Schluze-Makutch, 2005). Reliability indexes are in Gelhar et al. 
(1992).  
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Figure 1.6 Example of large dispersivities arising from permeability heterogeneity  
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Figure 1.7 Example of large dispersivities arising from significant mixing 
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Figure 1.8 Comparison of field measured dispersivities with echo dispersivity 
data. 
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2. Conceptual Model 
2.1 OBJECTIVES 
The objectives of this research are: 
 1. To establish and demonstrate an approach to distinguish between 
spreading and mixing at the field scale.  
 2. To ascertain if field scale transport is largely convective (i.e. dominated 
by heterogeneity). 
 3. To study the parameters controlling mixing at the field scale:  molecular 
diffusion, permeability heterogeneity, travel time and medium dimensions? 
 4. To study the evolution of dispersive transport behavior to know if an 
asymptotic transport regime is reached or not at the field scale. 
2.2 REVERSIBLE AND IRREVERSIBLE DISPERSION 
In this section a conceptual framework is described to distinguish between 
spreading and mixing. By mixing we mean dilution or reduction in local (pore 
scale) concentrations. Diffusion is the fundamental mechanism causing mixing. 
Diffusion increases entropy and decreases Gibbs free energy making mixing 
irreversible. On the other hand, convective transport (or spreading) is a reversible 
process. It is the movement of particles by the motion of the carrier fluid. 
Spreading implies redistribution of local concentrations. Both mixing and 
spreading involve the distribution of solute in a solvent but in mixing the volume 
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occupied by the solute increases whereas in spreading the volume occupied by the 
solute remains the same.  
The idea of flow reversal is used to distinguish between mixing and 
spreading. For an incompressible fluid, in the absence of temperature changes and 
turbulence, the local velocities reverse themselves on reversing the boundary 
conditions (Flekkoy, 1997). Convective reversibility has been well illustrated in 
unmixing demonstrations for circular Couette flow (Heller, 1960; Taylor, 1972), 
for slow, laminar flows between disordered arrays of cylinders (Hiby, 1960; 
Flekkoy et al., 1996) and for neutrally buoyant particles in dilute suspensions 
(Cox and Mason, 1971).  
We assume convective reversibility at low Reynolds number single phase 
flows in porous media. Numerical simulations have validated this assumption 
(Jha et al., 2006b; Garmeh et al., 2007) but it has not yet been experimentally 
demonstrated. If mixing occurs, then particles jump across streamlines and the 
concentration history, with flow reversal, is dispersed. Any initial solute 
distribution, once mixed, cannot be reconstructed by reversing the direction of the 
flow. With no diffusion, the concentration history observed on flow reversal at the 
inlet would be same as the original input. For this case, particles retrace their path 
back to their starting positions. 
Referring to Figure 2.1, the traditional approach of estimating the 
dispersivity of a medium is using a slug or a step change in the inlet concentration 
(as shown) with a constant flow direction. This is termed a transmission 
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experiment. All the values in Figure 1.5 are transmission dispersivities. The 
problem with inferring the nature of transport (spreading vs. mixing) from these 
experiments was described in Section 1.3. One could perform the same 
experiment, but reverse the flow direction before the injected solute reached the 
outlet. At the field scale this would mean using a single well test where the tracer 
is injected for some time and then pumped out. This is termed an echo test. The 
effluent is recovered at the original inlet face.  
Assuming no experimental artifacts and instant flow reversal, if mixing 
was not occurring or was relatively small compared with convective spreading 
then the effluent concentration history would also be a step change (same as the 
injection history) as illustrated in Figure 2.2. If mixing were occurring, then on 
flow reversal the fluids would continue mixing (i.e. would not unmix) and a 
concentration change would be seen in the effluent history.  
 In this work we use a computational approach to simulate flow reversal 
tests in three-dimensional heterogeneous media. Both transmission and echo 
dispersivities are inferred from these simulations. A zero or small value of echo 
dispersivity would imply no mixing and convection dominated transport. An echo 
dispersivity value equal to the transmission value would imply well mixed 
transport (effective diffusion). 
2.3 METHODOLOGY 
1. Develop computational models for the following: 
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 i) Generation of three dimensional heterogeneous permeability fields. The 
heterogeneity would be explicitly represented using high-resolution grids, so that 
sub-cell property variations are negligible. 
 ii) Computation of the steady-state flow field given the input permeability 
field. This flow field would be based on single-phase, steady-state flow. 
Instantaneous flow reversal would be imposed. 
 iii) Computation of tracer transport on the computed flow field with an 
input diffusion coefficient and/or dispersion coefficient within each grid cell. The 
information derived from the model would include dispersion coefficients and 
dispersivities estimated for transmission and echo tests. 
2. Simulate transmission and echo tests to distinguish between spreading and 
mixing. The echo dispersion coefficients estimated would be compared with 
transmission values for a range of parameter values specifying the medium 
dimensions, permeability heterogeneity and local mixing levels.  
3. Perform a range of simulations to study the effect of geological heterogeneity, 
molecular diffusion, medium size and dimensions on dispersion. 
4. Study the evolution of the transmission and echo dispersion coefficients in each 
of these cases. 
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Figure 2.1 Using flow reversal tests to distinguish between spreading and mixing 
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Figure 2.2 Echo tests as measures of reversible and irreversible dispersion  
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3. Computational Model 
3.1 OVERVIEW 
In this chapter, the computational model used to achieve the research 
objectives is described. The goal is to model tracer transport in realistic three-
dimensional flow fields over large lengths at the finest resolution possible and 
with little or no numerical dispersion. Primary input variables are the medium 
dimensions, the permeability field characteristics, the flow boundary conditions 
and the degree of local (now meaning at the scale of a grid cell) mixing (diffusion 
and/or dispersion within each cell). The approach consists of three steps: 
permeability field generation followed by flow field generation and then tracer 
transport calculation. The permeability fields are generated using geostatistical 
methods, the flow field is computed using a finite-difference method and a 
Lagrangian particle tracking scheme is used for the transport calculations. The 
following sections describe the details of each individual step. 
Our computing environment was a Linux cluster at the Texas Advanced 
Computing Center at the University of Texas. Each compute node is a Dell Power 
Edge 1955 blade containing two Xeon Intel Duo-Core 64-bit processors running 
at 2.66GHz and 8 GB of memory. The peak performance is rated at about 10 
GFLOPS/processor core. The flow simulation runs were usually done using 
multiple processors (ranging from 32 to 128 depending on the number of cells) 
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because of the large model sizes (about 8 million cells). The transport simulations 
were done on a single processor. 
3.2 PERMEABILITY FIELD GENERATION 
3.2.1 Model Description 
The permeability field is generated using a probabilistic approach that 
represents the permeability as an outcome of a spatial random function. This 
function is characterized by the mean permeability value; the variance, which 
indicates the range of distribution of permeability values, and the autocorrelation 
structure, which indicates the spatial arrangement of the permeability values. The 
permeability values are assumed to be lognormally distributed. 
The auto-correlation structure is modeled using the semivariogram. The 
semivariogram measures the mean-squared difference between pairs of data 
points separated by a given distance and direction. It is defined as 
 ( ) ( ) ( ) 2
1
1
2
n
i i
i
h k x k x h
n
γ
=
⎡ ⎤= − +⎣ ⎦∑G GG G   (3.1) 
where γ is the estimated semivariance of the logarithm of permeability data k for a 
separation distance and direction specified by the lag vector h
G
, n is the number of 
data pairs used for the calculation and ix
G  indicates the data locations. More 
background on the estimation and use of semivariograms can be found in several 
textbooks (Chiles and Delfiner, 1999; Deutsch, 2002).  
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The semivariogram models we use have three parameters: sill, range and 
exponent. The nugget is the value of the semivariogram extrapolated to zero lag. 
It shows the component of variability that is spatially uncorrelated. The sill is the 
constant maximum value which the semivariogram reaches at large distances. It 
shows the total variability of the property in the medium. The range is the lag 
distance over which the semivariogram reaches the sill. It indicates the separation 
distance beyond which pairs of data points are no longer correlated. In cases 
where the semivariogram reaches the sill asymptotically, the range is the taken to 
be the lag at which 95% of the sill is reached. The range exhibits anisotropy: the 
autocorrelation lengths in the vertical direction are usually smaller than those in 
the longitudinal direction.  
Here semivariogram models are used with parameters typical of those 
obtained by fitting field data. Measurements on outcrops also typically show 
multiple scales of variability (Tidwell and Wilson, 2000; Willis and White, 2000; 
Jennings et al., 2000). The model for the autocorrelation structure used here is a 
sum of short and long-range structures 
 ( ) ( ) ( ), ,short short long longh s h r s h rγ γ γ= +G G GG G   (3.2) 
s is the variance or sill parameter for each structure and rG  is the range parameter. 
The range parameter is the autocorrelation length used as an input to the model 
and is not the same as the range described earlier. Henceforth, we will use 
'autocorrelation length' to imply 'range parameter' and vice versa.  
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 Each structure is modeled by the stable semivariogram  
 ( ), 1 exp
p
hh r s
r
γ
⎡ ⎤⎛ ⎞⎛ ⎞⎢ ⎥⎜ ⎟= − −⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦
G  (3.3) 
with p being the asymptotic power-law exponent. This model captures a wide 
range of autocorrelation structures. For p=0, the model describes a nugget effect 
(no correlation), exponents of one and two produce the more common exponential 
and Gaussian semivariogram model. Figure 3.1 shows the change in 
semivariograms with change in exponent keeping the range parameter constant 
(50m). Two dimensional realizations of permeability fields based on this 
semivariogram model are shown in Figure 3.2 illustrating the relationship 
between spatial correlation and power law exponent. In these figures the range 
parameter is 50m in the x-direction and 5m in the y-direction, respectively.  
In using the semivariogram models the permeability values generated are 
directly assigned to the cell faces in the flow simulation model. We also assign 
the variances and range parameters assuming that the heterogeneity is statistically 
homogeneous (i.e. its properties are adequately represented in the semivariogram 
model). Only single realizations of the permeability field are used in this work to 
avoid numerical artifacts caused by averaging transport calculation results over 
multiple realizations.   
An alternative method of generating permeability fields, which avoids 
these assumptions, would be to identify and map the rock facies directly from 
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reservoir wide measurements like seismic data. A simple, data-driven method to 
do this is presented in Appendix A. Using this method, the facies are mapped over 
an exhaustive data volume without the use of a semivariogram model. This 
should considerably reduce the need for the geostatistical interpolation of 
property values within them as long as a high correlation exists between the 
seismic attribute and petrophysical properties. In this dissertation, the use of 
synthetic models based on parametric semivariogram models allows a systematic 
study of dispersion behavior. 
3.2.2 Implementation 
A stochastic simulation technique based on spectral transforms is used to 
generate permeability field realizations (Jennings et al., 2000). The input 
autocorrelation structure is converted into a covariance function, which is 
sampled on the grid used for the flow calculations. The Fast Fourier Transform 
(FFT) algorithm is used to produce the amplitude spectrum of the permeability 
covariance function. This is multiplied by the FFT of an uncorrelated Gaussian 
noise and inverted to produce a realization that has a standard normal distribution. 
This data is transformed to a lognormal distribution of the desired mean and 
variance. The z-direction permeabilities are multiplied by the specified anisotropy 
ratio. The y-direction permeability is set to be equal to the x-direction value. All 
the points in the permeability realization thus produced are globally conditioned 
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to the semivariogram parameters. The method is fast even for large number of 
grid points simulated. 
This algorithm was implemented in a code called FFTSIM which was 
obtained from Dr. James W. Jennings. Details of FFSIM usage and description of 
its input file are in Appendix B.  
3.3 FLOW FIELD GENERATION 
3.3.1 Model Description 
The flow field generated is based on the assumption of single-phase 
incompressible flow with time invariant boundary conditions. The equation 
solved is 
 0u∇ ⋅ =G   (3.4) 
where the Darcy velocity uG  is  
 ku pμ= − ∇
G   (3.5) 
A three dimensional rectangular horizontal reservoir is simulated 
neglecting gravity effects. Constant pressures are specified on the boundary cell 
faces in the x-direction and the transverse boundaries are closed to flow. Thus the 
principal direction of flow is aligned with the x-axis. The fluid viscosity is 1 cP 
and density 1 g/cm3, both constant. The permeabilities are assigned directly to the 
cell faces instead of cell centers to avoid a change in variability because of 
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harmonic averaging with neighboring cells (Romeu and Noetinger, 1995). The 
overall pressure gradient imposed is such that an average x-velocity close to 
1m/day is obtained for the given permeability field.  
3.3.2 Implementation 
The code used to compute the flow field is Parssim (Arbogast, 1998), 
developed by the Center for Subsurface Modeling of the Institute for 
Computational Engineering and Sciences at The University of Texas at Austin. It 
is designed to accurately simulate incompressible, single-phase flow and reactive 
transport of chemical components through porous media (Arbogast et al., 1996). 
Only the flow computation package of Parssim is used in this work.  
Parssim uses a cell-centered finite difference procedure to discretize the 
flow equation (Cowsar et al., 1996). For any time level m+1, the flow equation is 
solved implicitly 
 1 1m mu q+ +∇ ⋅ =  (3.6) 
 1 1m mm
ku pμ
+ += − ∇  (3.7) 
While the numerical error in this solution is of the first-order for heterogeneous 
media (Yang, 1990), this is not expected to be significant because we use a 
uniform, closely spaced grid. This usually results in models with many cells 
(million or more). For such cases, Parssim has the option of using multiple 
processors to compute the solution based on a domain decomposition approach. 
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This capability of solving large problems was the main advantage of using 
Parssim, apart from the flexibility of easily specifying pressure boundary 
conditions on entire boundaries.  
The velocities at each cell face obtained from Parssim are written to 
separate files (one for each component of the velocity), which are used as an input 
in the transport calculations. At the desired time of flow reversal the velocity 
direction is reversed instantaneously (multiplying the face velocities by -1). The 
magnitudes of the velocities are constant throughout the transport simulation. The 
code is modified to allow more efficient input/output of large data sets and to 
allow direct input of the permeability field generated by the code described in the 
previous section. Further details of Parssim setup and usage are in Appendix C.  
3.4 TRANSPORT CALCULATIONS 
3.4.1 Model Description 
The equation to be solved for conservative tracer transport is  
 ( ) ( ) ( ) 0c vc D ctφ φ φ∂ + ∇ ⋅ − ∇ ⋅ ⋅∇ =∂ GGG  (3.8) 
where c is the concentration, t is the time, vG  the interstitial velocity, φ the 
porosity and D
GG
 denotes the dispersion tensor given by 
 ( ) l tt molD v D I vvvα αα −= + +
GG G GGG   (3.9) 
 44
with lα and tα being the longitudinal and transverse dispersivities, respectively. 
Dmol is the molecular diffusivity of the porous medium. If the porosity is 
independent of space and time, this becomes  
 ( ) ( ) 0c vc D ct∂ + ∇ ⋅ − ∇ ⋅ ⋅∇ =∂ GG  (3.10) 
We use a random walk particle tracking method to solve this equation. This 
method has been used successfully in hydrology to simulate mass transport 
(Tompson and Gelhar, 1990; Hassan and Mohamed, 2003). The mass of the 
injected solute is represented by a finite number of particles. The particles are 
displaced in space by the action of a spatially varying velocity field (convection) 
and Brownian motion (dispersion). Each particle is independently displaced based 
on the equation 
 ( ) ( ) ( ) ( ), ,p p p pX t t X t A X t t B X t Z t+ Δ = + ⋅Δ + ⋅ Δ   (3.11) 
where Xp is the particle position vector [L] at a given time level, tΔ  is the time 
step size, A is a deterministic forcing vector [L/T], B is a deterministic scaling 
matrix [L/T1/2] defining the strength of diffusion or dispersion and Z is a 
stochastic vector of three independent normally distributed random numbers with 
zero mean and unit variance. Thus, the new particle position is obtained by 
adding two components to the previous position: a deterministic and a 
probabilistic one.  
 45
 If a large number of identical particles (representing the tracer) are moved 
in accordance with Equation (3.11), then their number density P(X,t) will 
approximately satisfy the stochastic Fokker-Planck equation (Uffink, 1990; 
Risken, 1989) 
 ( ) 1: 0
2
TP AP B B P
t
∂ ⎛ ⎞+ ∇ ⋅ − ∇∇ ⋅ =⎜ ⎟∂ ⎝ ⎠  (3.12) 
The particle number density P is proportional to concentration c. By expanding 
Equations 3.8 and 3.12 and comparing terms, it has been shown that Equation 
3.12 is a solution to the mass conservation equation (Equation 3.8) if A and B are 
set to (Tchelepi, 1994; LaBolle et al., 1996) 
 1A v D D φφ= + ∇ ⋅ + ⋅∇   (3.13) 
 2 TD B B= ⋅  (3.14) 
In our case, when computing matrix A to use in Equation (3.11), we 
neglect the gradients in D and the gradients in porosity are zero because the 
porosity is held constant. Hence A here consists of only the velocity vector. The 
velocities are obtained from the flow simulation step (Section 3.3).  
To compute the convective displacement term for a particle, we integrate 
over the velocity field along the particle trajectory within a cell for the given time 
step. To be consistent with the fluid flow assumptions (Equation 3.5), we take 
each component of the velocity to vary linearly within a cell in its respective 
direction (Pollock, 1988).  
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 x x ov g x v= +   (3.15) 
where x is the distance of the particle from the cell face, vo is the velocity at the 
cell face and gx is the gradient in the x-velocity. At any particle location 
 x
dx v
dt
=   (3.16) 
Starting with the particle at location 1 (the distance from the cell face in x-
direction being x1, see Figure 3.3), the new location x2 can be found by integrating 
Equation (3.16) over a time step size of ∆t  
 
2
1 0
x t
x ox
dx dt
g x v
Δ
=+∫ ∫   (3.17) 
or 
 2
1
1 ln x o
x x o
g x v t
g g x v
+ = Δ+   (3.18) 
This gives 
 ( )2 11 -1x xg t g to
x
x v e e x
g
Δ Δ⎡ ⎤= +⎣ ⎦   (3.19) 
Similar expressions apply for the y and z components of the particle position 
inside a cell. If the particle crosses a cell boundary in a given time step, these 
expressions are modified to account for the change in cell velocities and 
gradients. Only the face centered velocities and cell centered gradients are used in 
this calculation. We found this approach to be more accurate and efficient in 
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highly heterogeneous realizations compared with approaches which treat the 
velocity as constant over a given time step. 
To compute the dispersive displacement, first compute the dispersion 
tensor D. In using Equation (3.9) for D, we assume that sub-cell permeability 
variations are negligible and local dispersion, when introduced, implies mixing. If 
diffusion is zero, then there is no mixing and this term is not included in the 
particle calculations. 
Next, we solve Equation (3.14) for B to use in Equation (3.11). We 
simplify this step by computing the local dispersion tensor in a co-ordinate axes 
aligned along the direction of the particle velocity. In this system, D reduces to its 
diagonal form making it much simpler to solve Equation (3.12). Referring to 
Figure 3.4, if x'y'z' be the new orthogonal co-ordinate axes system, then Equation 
(3.9) gives 
 
0 0
' 0 0
0 0
l mol
t mol
t mol
v D
D v D
v D
α
α
α
⎡ + ⎤⎢ ⎥= +⎢ ⎥⎢ ⎥+⎣ ⎦
 (3.20) 
We solve for B' in x'y'z' (take the square root of the diagonal terms of Equation 
3.20) 
 ' 1/ 22 'B D=  (3.21) 
The dispersive displacements are computed in this system and transformed to the 
global coordinate system by multiplying by a rotation matrix T.  
 ''x B Z tΔ = ΔGG  (3.22) 
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 'disp dispx T xΔ = ΔG G  (3.23) 
This rotation matrix is constructed using the unit vectors representing the 
axes aligned with the local velocity vector (Tchelepi, 1994; Liu et al., 1999) 
 
2 2
2 2
2 2 2 2
2 2 2 2
0 -
-
x Y Z
Y Z
Y Z X Y
Y Z Y Z
Z Y X Z
Y Z Y Z
v v v
v v v v
v v v vT
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v v v v v v
⎡ ⎤+⎢ ⎥⎢ ⎥+⎢ ⎥⎢ ⎥= ⎢ ⎥+ +⎢ ⎥⎢ ⎥⎢ ⎥+ +⎢ ⎥⎣ ⎦
 (3.24) 
where vx, vy and vz are the components of the velocity vector at the current particle 
location within the cell.  
 To generate uniform deviates used in the dispersion term calculations and 
in the particle initialization, we use a random number generator routine adapted 
from Press et al. (1992) which has a long period (>109 samples). The time step 
size is chosen to limit the particle displacement to 1/1000th of the cell size. In all 
our simulations we use a uniform grid with equidimensional cells. No-flow 
boundary conditions were enforced using a reflection condition on the y and z end 
faces of the system. Mass conservation was ensured by stopping the calculations 
whenever any particle reached the system end in the x-direction.  
Particles are introduced uniformly over the entire y-z face at the center of 
the flow domain. As they are transported, statistics of particle x-positions are 
computed at desired time intervals. The dispersion coefficient is estimated as 
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2
2
x
lD t
σ=   (3.25) 
where 2xσ is the variance of the particle x-positions. This essentially projects the 
particles onto the x-axis, effectively treating the three-dimensional medium in a 
one dimensional representation. To calculate the dispersivities, we assume that 
Equation (1.8) holds true  
 ll
x
D
V
α =   (3.26) 
xV is the mean flow velocity in the longitudinal direction given by 
 ( )
1 1
1 ,
ny nz
x x
j k
V v j k
ny nz = =
= ∑∑  (3.27) 
where vx is the x-velocity at a given cell face in a uniformly spaced grid with ny 
and nz cells in the y and z direction respectively.  
 Compared to finite difference and finite element methods for modeling 
tracer transport, the particle tracking method has certain features that made it an 
appropriate choice for this problem: it is free from numerical dispersion, is stable 
in problems dominated by advection and is much more computationally efficient 
because each particle calculation can be done independent of others. There is no 
linear system of equations to be solved as in the finite difference approach. 
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3.4.2 Implementation 
A particle tracking simulator (PTRACK) is written to perform the 
simulations outlined in the research methodology (Section 2.3). This choice was 
made because available research codes (Pollock, 1994; LaBolle, 2000) did not 
seem to be flexible enough for simulating flow reversal tests with ease and lacked 
options to output particle positions as a function of time. Also, it wasn't clear if 
those codes could be modified to accept the cell face velocities generated by the 
flow simulation step described in Section 3.3. Details of the PTRACK 
implementation and usage are in Appendix D. 
PTRACK has been tested successfully with 100,000 particles in a system 
containing ten million grid cells. The mean distance traveled by the particle 
ensemble in our setup is limited by the arrival of the particles at the outlet 
boundary. If any particle hits the outer boundary and exits it, then the ensemble 
calculations (mean, variance etc) can not continue in a consistent manner. This 
meant that a flow domain much larger than the desired distance of investigation 
was required, especially in highly heterogeneous cases. Also, for the flow reversal 
cases, it proved convenient to choose the center of the domain as the origin of the 
particles. This eliminated the possibility of particles exiting through the outlet 
boundary and leading to inaccurate variance calculation. 
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3.4.3 Code Evaluation 
3.4.3.1 Comparison with Convection Dispersion Equation solution 
The code was first tested to check for the correct implementation of the 
dispersion term. For this a three dimensional model was setup with input velocity 
of 1m/day in the x-direction. Tracer particles were released at the center of this 
domain and allowed to move forward. Two cases were simulated: one with a 
diffusion coefficient of 1.0×10−4  m2/d in each cell, the second with diffusion and 
a longitudinal dispersivity of 0.01m in each cell. Figure 3.5 is a plot of the 
dispersion coefficient averaged over the entire y-z face as a function of distance 
traveled by the particle ensemble. The input diffusion and dispersion coefficient 
(dispersivity times the velocity) are reproduced correctly. 
The next test compares the results of the code with the solution of the 
Convection-Dispersion Equation (CDE) for one dimensional slug transport. For 
this, a one dimensional model was setup with hundred cells in the x-direction. 
The velocity was held constant at 1m/day and the input diffusion coefficient was 
varied to give two different Peclet numbers representing a convective dominated 
case (NPe=1157) and diffusion dominated case (NPe=115). The solution to the 
CDE for slug injection is (Lake, 1989) 
 
 ( )1
2
22
D D DS D D
D
D DS D
PePe
x t t x tC erf erf
t t t
NN
⎡ ⎤⎛ ⎞ ⎛ ⎞⎢ ⎥⎜ ⎟ ⎜ ⎟− − −⎢ ⎥⎜ ⎟ ⎜ ⎟= −⎢ ⎥⎜ ⎟ ⎜ ⎟−⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦
 (3.28) 
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where tds is the slug size in pore volumes. Here a very small slug size of 0.01 PV 
was used to mimic the introduction of the tracer particles as a plane source.  
 The simulation output was converted to a dimensionless concentration value by 
normalizing the particle count in each cell to the total number of injected particles 
(100,000) at any given time. Concentration profiles from analytical and 
simulation results are compared in Figure 3.6 (NPe=1157) and Figure 3.7 
(NPe=115) for two successive times during the injection (0.2 and 0.5 total pore 
volumes injected). The simulation results agree well with the analytical results.  
The next test is the simulation of tracer transport in a two dimensional 
homogenous porous medium with dimensions 100m×21m×1m. The imposed flow 
field has a constant velocity in the x-direction of 1m/day. The tracer is released as 
an approximate point source centered at (10.5m,10.5m) and is transported in the 
x-direction with the dispersion coefficients acting in both longitudinal and 
transverse direction. The analytical solution for this case is (Hassan and 
Mohamed, 2003) 
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 (3.29) 
where Dl and Dt  are the longitudinal and transverse dispersion coefficients and t 
is the time and (xo,yo) is the tracer source location. Co is the initial concentration 
(number of particles) and A is the source area (1m2 in this case). The domain is 
discretized into grid cells of size 1m×1m and the particle counts in each cell are 
converted to concentrations as before.  
 Figures 3.8 and 3.9 are comparisons of concentration profiles obtained 
from the simulation and from the analytical solution at different times (20 and 50 
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days respectively) with isotropic input dispersion (Dl = 0.2 m2/d, Dt = 0.2 m2/d). 
The simulation results agree well with the analytical ones. As the concentration 
contours are circular and as the slug moves forward the peak concentration 
diminishes. Figures 3.10 and 3.11 are comparisons with a transverse dispersion 
coefficient five times less than the longitudinal value (Dl = 0.5 m2/d, Dt = 0.1 
m2/d). The tracer concentration contours are elliptical now.  
 In both cases, the simulation results agree well with the analytical 
solution. The concentrations derived from the simulations are not as smooth as 
the analytical results. Using larger number of particles (~1 million) would 
improve the mapping of particles to cell based concentrations (Hassan and 
Mohammed, 2003).  
 In general, the accuracy of the particle tracking technique increases with 
the square root of the sampled points (number of particles×number of steps) 
(Press et al., 1992). Since our goal is to use the method to derive dispersion 
coefficients using ensemble averaged statistics, we will not be needing to 
compute local (cell based) concentration values. Hence, we do not show results 
using larger particle ensembles for this case. We explore the sensitivity of average 
ensemble statistics (variance, mean of x-positions of particles) to number of 
particles and time step size later in Chapter 4.  
3.4.3.2 Comparison with Taylor's result for dispersion in flow between parallel 
plates 
The cases described in the previous section had a uniform velocity field. 
To test the code for a more general case, we setup a case to simulate dispersion in 
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flow between parallel plates. The flow field is parabolic as shown in Figure 3.12, 
the equation for the x-velocity is  
 6 1x
y yv V
H H
⎛ ⎞= −⎜ ⎟⎝ ⎠
 (3.30) 
where V is the average velocity, H the distance between the plates and y the 
distance from the bottom plate. The Peclet number is defined using a 
characteristic length λ as 
 Pe
mol
VN
D
λ=  (3.31) 
Here, λ equals to half the distance between the plates (H/2). The asymptotic 
dispersion coefficient resulting from the interaction between diffusion and the 
velocity profile is (Brenner and Edwards, 1993) 
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In terms of the Peclet number, this is  
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This is very similar to the expression derived by Taylor for dispersion in a 
capillary tube.   
 In setting up the simulation model, a three dimensional grid was used. The 
medium length is 1000m, both height and width are 1m. The x-velocities at the 
center of each cell x-face was assigned using Equation (3.30). The velocities in 
the transverse directions are set to zero. The diffusion coefficient was varied to 
simulate three different Peclet numbers (14.5, 145, 1450). Five thousand particles 
were released as an instantaneous plane source. The evolution of the normalized 
dispersion coefficient for the three cases is shown in Figure 3.13.  The asymptotic 
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dispersion coefficient reached in each of these cases are in close agreement to the 
analytical result.  
 Another observation is that the time taken for the dispersion coefficient to 
reach its asymptotic value increases with increase in Peclet number. For capillary 
tube dispersion, Taylor estimates this time as 
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D
λ≥  (3.34) 
Using Equation (3.31), this can be written in terms of length traveled as  
 23.8
PeNL λ≥  (3.35) 
For parallel plates, the same trend can be expected (with a different numerical 
coefficient). The simulation results show an increasing distance to reach the 
asymptotic limit depending on the Peclet number. The normalized asymptotic 
dispersion coefficients are plotted against the Peclet number in Figure 3.14 to 
verify the velocity scaling. The best fit trend line is a power law model with 
exponent close to 2 as in Equation (3.33). 
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Figure 3.1 Permeability semivariograms using the stable model with varying 
exponents. The bottom figure is the same data as the top but with a 
logarithmic scale on the x-axis. 
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Figure 3.2 Two-dimensional permeability fields simulated using the stable 
semivariogram model with varying exponent. 
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Figure 3.3 Sketch showing the integration along the particle travel path to get the 
convective displacement 
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Figure 3.4 Sketch showing global and local coordinate axes (in aligned with the 
velocity vector). The dotted line represents the particle path. 
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Figure 3.5 Input diffusion/dispersion coefficients reproduced by simulation for 
one dimensional case  
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Figure 3.6 Comparison of PTRACK results with analytical solution for one-
dimensional tracer slug displacement. Peclet number=1157 
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Figure 3.7 Comparison of PTRACK results with analytical solution for one-
dimensional tracer slug displacement. Peclet number=115 
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Figure 3.8 Concentration profiles at 20 days from simulation and analytical 
solutions for two dimensional isotropic dispersion. Tracer is injected 
at point (10.5m, 10.5m). Velocity is 1m/day in the x-direction. Dl = 
Dt = 0.2 m2/d. 
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Figure 3.9 Concentration profiles at 50 days from simulation and analytical 
solutions for two dimensional isotropic dispersion. Tracer is injected 
at point (10.5m, 10.5m). Velocity is 1m/day in the x-direction. Input 
Dl = Dt = 0.2 m2/d. Note the difference in concentration scale from 
Figure 3.9. 
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Figure 3.10 Concentration profiles at 20 days from simulation and analytical 
solutions for two dimensional anisotropic dispersion. Tracer is 
injected at point (10.5m, 10.5m). Velocity is 1m/day in the x-
direction. Input Dl = 0.5 m2/d, Dt = 0.1 m2/d. 
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Figure 3.11 Concentration profiles at 50 days from simulation and analytical 
solutions for two dimensional anisotropic dispersion. Tracer is 
injected at point (10.5m, 10.5m). Velocity is 1m/day in the x-
direction. Input Dl = 0.5 m2/d, Dt = 0.1 m2/d. Note the difference in 
concentration scale from Figure 3.10. 
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Figure 3.12 Sketch showing velocity profile for laminar flow between parallel 
plates 
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Figure 3.13 Evolution of normalized dispersion coefficient for flow between 
parallel plates. The asymptotic limit is based on Equation 3.31 
(adapted from Brenner and Edwards, 1993). 
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Figure 3.14 Scaling of normalized asymptotic dispersion coefficient with Peclet 
number for the unidirectional flow case. 
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4. Results 
4.1 OVERVIEW 
In this chapter, results from transmission and echo test simulations are 
shown for three cases: the first is a layered medium with unidirectional flow, the 
second and third are heterogeneous permeable media at short (~1m) and long 
(~100m) length scales (size of medium under consideration). In each case, we 
derive a velocity field (either predefined or from the result of a flow simulation), 
assign the local mixing parameters (input diffusion and/or core scale dispersion) 
and then perform tracer transport simulations using particle tracking as discussed 
in Section 3.4. The dispersion coefficients and dispersivities inferred from the 
simulations are analyzed to address the objectives stated in Section 2.1. 
4.2 DISPERSION IN UNIDIRECTIONAL FLOW 
 The first case is that of a medium consisting of five layers of equal 
thickness and different velocities as shown in Figure 4.1. The height of the 
medium is 1m and within each layer the velocity is assumed to be unidirectional 
(in the x-direction only) and constant spatially and temporally.  The layer 
velocities range from 0.1Vo to 1.2Vo (Vo is a scaling factor).  
 This case has the basis in the analysis of Lake and Hirasaki (1981) for 
layered permeable media. They derived results at the asymptotic limit. Our 
objective is to compute the evolution of the dispersion coefficient with time and 
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capture both the asymptotic and pre-asymptotic behavior of the medium. We also 
perform echo tests at varying lengths of penetration and repeat the simulations for 
different average velocities. For all cases, we begin with an ensemble of 2000 
particles placed uniformly over the height of the medium and move them to the 
right (forward flow, transmission test) or left (reverse flow, echo test) as required 
by the case being investigated. 
 For the base case we set Vo=0.3 ft/day (typical of field scale 
displacements).  With no diffusion, the concentration profile at two different 
times after injection is shown in Figure 4.2 (top). On flow reversal, the tracer 
particles retrace their trajectory and the echo dispersion is zero as shown in Figure 
4.2 (bottom). The particle profiles from the simulation with diffusion are shown 
in Figure 4.3. The input molecular diffusion coefficient used is 1×10-9 m2/s 
(roughly equal to that of brine-water at standard conditions). Even though the 
particle movement in the transverse direction is because of diffusion alone, the 
concentration (number of particles/area) is beginning to homogenize in the 
transverse direction after traveling a distance of about 400m. On flow reversal, 
the particles move in the direction of the inlet but now no longer retrace the same 
path. The diffusive jumps cause them to sample different paths on flow reversal. 
The large spread of the particles about the inlet at the end of flow reversal 
indicates that the echo dispersion is large.  
 The evolution of the dimensionless dispersion coefficient (DL/Dmol with 
Dmol=1×10-9 m2/s in this case) with mean distance traveled is in Figure 4.4. The 
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dimensionless dispersion coefficient increases gradually to an asymptotic value of 
about 5000 at a distance of about 2000m. Flow is reversed at four different times 
and the evolution of the echo dispersion coefficient is computed for the ensemble 
of particles as it returns to the origin starting with the state there were in at the 
end of the forward flow (transmission) simulation. The echo dispersion 
coefficients progressively increase with the penetration distance finally reaching 
the value of the asymptotic transmission value. This large value (5000) indicates 
that diffusive mixing could be very significant (the echo dispersion has the 
convective component removed in this particular case of unidirectional flow). The 
echo dispersion coefficients obtained at shorter penetration distances are much 
smaller. At these distances, the forward spreading is still convection dominated 
(the transmission dispersion coefficient is still increasing). The echo dispersion at 
short distances markedly decreases immediately on flow reversal before 
stabilizing at a value, which is much less that the asymptotic transmission value 
(estimated at end of forward flow period).  
 The simulations were repeated for slower velocities (setting Vo to 0.15 ft/d 
and 0.03 ft/d) and results shown in Figures 4.5 and 4.6. Using slower velocities is 
equivalent to increasing the molecular diffusion coefficient over two orders of 
magnitude because the Peclet number is smaller by the same factor in both 
situations. The molecular diffusivity is expected to change when moving from 
liquid-liquid to gas-gas binary diffusion, this is discussed in more detail in 
Section 4.3.2.  
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 The same trend in dispersion coefficient growth with distance is observed 
but for cases with slower velocity the asymptotic value is reached much closer to 
the inlet (up to 200m for the case with slowest velocity).  
 In Figure 4.7, we compare the transmission result obtained at a given 
penetration distance with the echo value obtained at the inlet by reversing the 
flow at that distance. In terms of total travel time, the echo dispersivity value is 
being estimated at twice the time (end of forward and reverse flow) than that of 
the transmission value (end of forward flow). The echo dispersion coefficients are 
smaller than the transmission values at short distances and equal to it at its 
asymptotic value. 
 In his analysis of dispersion in a capillary tube, Taylor showed that the 
asymptotic dispersion coefficient is reached when the following constraint is 
satisfied (Taylor, 1953) 
 2 2
1
3.8
molD t
R
τ = >>  (4.1) 
Here R is the tube radius and τ is the dimensionless time. Paine et al. (1983), 
analyzing the pre-asymptotic regime in Taylor's dispersion problem, showed that 
the dispersion coefficient increases with time and reaches its asymptotic value 
when τ =1. Carbonell and Whitaker (1983), suggested that the same constraint 
would be true in a general three-dimensional porous medium  
 2 1
lD tτ λ= >  (4.2) 
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where λ is the characteristic length of the medium. If the overall length of 
medium is L and the mean velocity is V, the characteristic time becomes  
 Lt
V
=  (4.3) 
Defining the Peclet number in terms of the characteristic length 
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λ=  (4.4) 
and substituting for Dl and t in Equation (4.2) gives the constraint as  
 Pe
L Nτ λ= >  (4.5) 
or 
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Nλ >  (4.6) 
 This constraint implies that the larger the Peclet number, the longer it 
would take for the system to reach its asymptotic limit. Han et al. (1985) 
measured longitudinal dispersion coefficients at various axial positions in a 
packed bed in the Peclet number range from 102 to 104. Their data is plotted in 
Figure 4.8 along with the result of Paine et al. (1983) for the growth of the 
dispersion coefficient in a capillary tube.  
 In the sand pack data, the Peclet number is defined based on the average 
grain size as the characteristic length. To normalize the simulation results, we set 
λ as the height of the layered medium (1m) in calculating the Peclet number. 
Plotting the dispersion coefficient as a fraction of its asymptotic (maximum) 
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value against the term denoting the distance to reach the asymptotic limit (left 
side of Equation 4.6), the three results almost overlie each other (Figure 4.9). The 
maximum value is reached at a dimensionless distance of about 10. This is 
analogous to the scaling arguments and asymptotic limits derived for layered 
media in immiscible and miscible transport (Zapata and Lake, 1978; Lake and 
Hirasaki, 1981). 
 The asymptotic dimensionless dispersion coefficient from the simulations 
(echo is same as transmission) are plotted against the Peclet number (defined 
based on the average velocity, height and the molecular diffusion coefficient) in 
Figure 4.10. The best fit to the data is a power law of exponent two. This is 
similar to Taylor's result for a capillary tube (plotted alongside for comparison). 
For this case, the traditional definition of dispersivity (Equation 1.3) does not 
apply.  
 This is most likely because of the unidirectional nature of the velocity 
field. With the use of a heterogeneous velocity field, a linear scaling is expected 
(Perkins and Johnston, 1963). The shift in the scaling with average velocity 
suggests that transverse velocities cause the dispersion coefficient to be less 
dependent on the mean velocity and more on the geometry of flow. Hoagland and 
Prud'homme (1985) studied dispersion in a sinusoidal capillary tube and found 
the velocity scaling factor to be lower than two (about 1.8). Figure 4.11 shows 
normalized dispersion coefficients measured in the lab for a cubic packing of 
spheres (Gunn and Pryce, 1969) compared with those measured for sand packs 
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and homogeneous consolidated media (Bijeljic et al., 2004). The best fit line to 
the cubic packing data using a power law model gives an exponent of 1.9. The 
rest of the data, which can be thought of as a random packing of spheres, would 
have an exponent closer to 1.  
 Bruderer and Bernabe (2001), using particle tracking simulations in a pore 
network model, performed a systematic study of the factors influencing the 
velocity scaling. They observed that increasing the coefficient of variation 
(standard deviation/mean) of the bond radii caused the scaling factor to change 
from 2 to almost 1. Acharya (2007b) and Jha (2008) studied the scaling of 
longitudinal dispersion using three dimensional pore network models and 
corroborate the almost linear scaling of dispersion coefficient with velocity.  
 In the following sections, we perform simulations to investigate the 
evolution of the dispersion coefficient and the transition to irreversibility in three 
dimensional, heterogeneous permeable media.  
4.3 DISPERSION IN SHORT SCALE PERMEABLE MEDIA 
4.3.1 Overview 
In this section we perform simulations at a short scale (1m length) to 
estimate dispersivities to use in large scale simulations. Ideally we would have 
liked to perform the large scale simulation at a resolution that would avoid use of 
the dispersion tensor formulation (Equation 1.3). Referring to Figure 4.12, if L1 is 
the smallest scale resolved by a model ('pixel') and L2 is the largest scale resolved 
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by the model ('window') (Li and Lake, 1995). For a medium of typical field 
dimensions (say L2=100m), using a cell resolution of a pore (L1=1×10-3 m) would 
lead to quite a large model size (10 million cells). This estimate is a lower limit 
since the particle tracking setup for computing the dispersivity from the particle 
ensemble statistics would require larger lengths to avoid particles exiting the 
system.  
If each cell in the large scale simulation were 1m×1m×1m, then the 
solution is more practical but we would be omitting the sub-cell (below 1m) 
effects. Our approach will be to perform a scale up from the short scale (L1=1cm, 
L2=1m) to the field scale. From the short scale simulations, we estimate the 
dispersion coefficients and dispersivities which could then be used as a cell input 
in the large scale simulations (L1=1m, L2=100m). These parameters would 
represent the physics within the pixel scale. For the input to the simulations, we 
use results from other works that scale up from the pore scale (L1=1mm, L2=1cm) 
to the short scale  
4.3.2 Results 
The base case is a permeable medium of dimensions 32m×1m×1m. The 
model has cells of size 1.5625cm×1.5625cm×1.5625cm. A lognormally 
distributed permeability field is used as an input (with variance 0.3, isotropic and 
uncorrelated). Each cell is assumed to be well mixed with a predefined diffusion 
coefficient (1×10-4 m2/d, which is typical for brine-water at standard conditions). 
The dispersivity in each cell (both αl and αt ) is set to zero hence each cell has the 
same dispersion coefficient (equal to the input diffusivity). Ten thousand particles 
were used for the transport simulations. 
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In choosing a cell size of 1.5625cm, we have tacitly scaled up from the 
pore scale (millimeters) and have assumed that the diffusion coefficient used 
captures the sub-cell phenomena. Jha (2008) computes longitudinal dispersion 
coefficients using a three dimensional pore network model generated from a 
random packing of spheres. In his simulation, the medium length is about 1cm 
(roughly the cell size used here) and the smallest length scale represented is that 
of a pore throat (micrometers). With an input diffusivity of 1×10-5 m2/d and using 
a mean velocity of 1×10-4 m/s in the pore network, the asymptotic longitudinal 
dispersion coefficients he estimates is about 1×10-3 m2/d. So the input used here 
(1×10-4 m2/d) is likely to be a conservative estimate.  
 The evolution of the normalized dispersion coefficient for the base case is 
plotted in Figure 4.13. The dimensionless value grows up to 200 on the 
transmission test where the value of the echo is about 100 for a penetration 
distance of about 1m. This shows the enhancement of diffusion because of the 
permeability heterogeneity. The variance that we used for the base case 
corresponds to typical values measured using probe permeameters on a meter-
scale block of Massillon sandstone (Tidwell et al., 2000). Next we study the effect 
of changes in heterogeneity by performing simulations with variance of logarithm 
of permeability of 0.5 and 1.0. The variance is related to the Dykstra-Parsons 
coefficient (another common measure of heterogeneity) as  
 ( ){ }22ln ln 1k DPVσ = −  (4.7) 
where VDP is the Dykstra-Parsons coefficient (Lake, 1989). Figure 4.14 is a plot 
of the variance of the logarithm of permeability versus VDP. For a variance of 1.0, 
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the VDP is about 0.65 which is typical for those computed on core plugs of the 
same size as the cells (Lambert, 1981). 
Figure 4.15 shows the evolution of the dimensionless dispersion 
coefficient for the cases with larger variance compared against the base case. 
With increase in variance, the transmission value for a fixed penetration distance 
increases from 200 for the base case to about 600 for the case with largest 
variance. The echo values also increase to about 200.  
Next we study the effect of input diffusion on the transmission and echo 
values predicted by the simulation. Ranges of binary diffusivities are about 10-5-
10-4 m2/s for gases, 10-11-10-8 m2/s for liquids and 10-12 m2/s or lower for solids 
(Deen, 1998). The coefficient of molecular diffusion is usually estimated using 
measured data or correlations (Sigmund, 1976; Riazi and Whitson, 1993) and 
these are adjusted for the fraction of pore space open to flow using the tortuosity, 
porosity and residual saturation (Donaldson et al., 1976; Boving and Grathwohl, 
2001). 
Diffusivities in low-molecular weight solutes in liquids are typically about 
10-9 m2/s and about roughly four factors of ten smaller than those in gases. 
Diffusivities for gases and liquids increase with temperature. With increase in 
pressure, diffusivities decrease in gases and don't change much in liquids. 
Furthermore for gases, the diffusion coefficients are mostly independent of 
composition but this is not true for liquids. Taylor and Krishna (1993) discuss the 
theory and estimation of diffusion coefficients in detail.  
The correlations recommended by Reid et al. (1987) to estimate the 
diffusion coefficient in gas mixtures is the one by Fuller et al. (1969) 
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where T is the absolute temperature (K), P the pressure (Pa), M1 and M2 are the 
molar masses(g/mol), the terms V1 and V2 are molecular diffusion volumes and 
constant C=1.1013×10-2. For dilute liquid mixtures, the correlation by Wilke and 
Chang (1995) is most commonly used 
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where M is the molar mass of the solvent (g/mol), μ the viscosity (cP), Vm the 
molar volume of solute at its normal boiling point (cm3/mol) and φ is the 
association factor for the solvent (2.26 for water).  
 Figure 4.16 shows the increase in diffusion coefficient with increasing 
depth by assuming a temperature gradient of 3 degrees centigrade/100m and 
hydrostatic pressure gradient. The diffusion coefficient at the depth of 1000m is 
about a factor of ten larger than the value at the surface. For liquids an increase is 
also expected (because of increase in temperature and decrease in viscosity).  
 Here we start with an input value for the diffusivity as 10-4 m2/d 
(=1.1574×10-9 m2/s)1 and study the change in results for the base case as it is 
increased to 10-1 m2/d. Figure 4.17 plots the results of the simulation with 
Dmol=10-3 m2/d along with the results of the base case (Dmol=10-4 m2/d). The 
transmission result at a penetration distance of about 1m is about 20, which is 
much smaller than the base case value of 200 for the normalized dispersion 
coefficient and the echo value is about 10. When the input diffusivity is increased 
                                                 
1 10-9 m2/s = 10-5 cm2/s=8.64×10-5 m2/d=9.29×10-4 ft2/d=1.07×10-8 ft2/s 
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to 10-2 m2/d, the results change dramatically in terms of the rate of evolution of 
the normalized dispersion coefficient with distance (Figure 4.18). Here the 
transmission result has a much smaller slope and the echo value is very close to 
the transmission value (both of which are about 2). On using an input diffusivity 
value of 10-1 m2/d, which roughly corresponds to the case of mass transfer in a 
gaseous phase, a flat trend is observed (Figure 4.18) with no significant pre-
asymptotic growth region. The asymptotic value is reached at very short 
penetration distances. The echo value is equal to the transmission value and both 
are about 1.5.  
 Since our objective is to use the results of these simulations at the larger 
scale, we must check if the traditional definition of dispersivity (Equation 1.3) 
applies in this case. For this we plot the dimensionless dispersion coefficient 
against the Peclet number (defined using the cell size of 1.5625cm as a 
characteristic length) and observe the scaling relationship. Figure 4.19 shows the 
simulation data along with data collected for consolidated and unconsolidated 
porous media (Bijeljic et al., 2004; Perkins and Johnston, 1963). The linear 
scaling is verified and the agreement between simulation and data is good.  
 We reduce the results of the simulations for the base case with the most 
conservative estimate of diffusivity (10-4 m2/d). The longitudinal dispersivity 
grows and reaches a value of about 3cm at 1m for the case with variance 0.3 
(Figure 4.20). The echo dispersivity estimated is about 1cm. With increasing 
variances, the largest transmission value is about 7cm and the largest echo value 
expected is about 2cm. 
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4.3.5 Comments 
 Based on the results from our simulations, we must choose an input 
dispersivity representative of the mixing occurring in a porous medium of volume 
1m×1m×1m (the pixel size in the large scale simulation) of typical heterogeneity. 
The direct way to do this would be to use the trend in measured data (Figure 1.5) 
but those data are mostly for cores with smaller cross sections and larger aspect 
ratios.  
 For example, dispersivity data collected for Berea sandstone is plotted in 
Figure 4.21 as a function of medium length. This figure is adapted from various 
authors who used different core lengths (Bretz et al., 1986; Batycky et al., 1981; 
Delshad et al., 1985; Salter and Mohanty, 1982). Even though all the data points 
are not obtained using the same core, since Berea sandstone has fairly uniform 
properties one could use them together to make a comparison. We observe the 
dispersivity to grow to a plateau of about 0.3cm.  
 From our simulations, a reasonable value for a block of 1m×1m×1m could 
be about 0.01m which corresponds to the echo dispersivity estimated in the base 
case. This falls within the trend of the transmission and echo dispersivity data 
estimated in actual media (Figure 1.8) and is only slightly larger than that of 
Berea data (most likely the variance in permeability of the Berea sandstone is 
smaller than the value we used to setup our base case). 
 Another important observation is that the use of diffusion coefficients 
typical for gas phases leads to well mixed behavior at very short penetration 
distances. This means that this volume could be described as a well mixed stirred 
tank (Aris and Amundsen,1957; Deans, 1963). Then the large scale simulation 
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would involve setting up arrays of mixing cells covering the entire volume to be 
modeled. The drawback to this approach, apart from the necessity of having 
complete mixing in all parts of the reservoir volume, is that the solution of the 
entire system would be as computationally intensive as a finite-difference solution 
of the mass conservation equations. Analytical solutions can be derived for an 
array of cells in one dimension which may be extended to two and three 
dimensions under some assumptions. See Appendix E for some notes on this 
topic. 
 Even though we presented results of echo simulations for heterogeneous 
permeability realizations, we limited the size of the medium to be about 1m. We 
analyzed the results with an emphasis on achieving a scale up in input properties. 
In the following section, we perform simulations of heterogeneous permeable 
media of typical reservoir/interwell sizes and analyze the results in light of the 
questions posed as our main objectives (Section 2.1). 
4.4 DISPERSION IN LARGE SCALE PERMEABLE MEDIA 
4.4.1 Overview 
In this section we perform simulations at the field scale (>100m length) 
using the results obtained from the previous section. We set up several cases by 
varying the following parameters: permeability variance, autocorrelation lengths, 
anisotropy and tracer travel time (mean penetration distance). The base case 
dimensions are 2048m×64m×64m with cell size of 1m×1m×1m. This is 
populated with an uncorrelated permeability field (range 1m in all directions) 
with variance (natural logarithm of permeability) of 1.0 and no anisotropy (kz = 
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kx). The longitudinal dispersivity in each cell is set to be 0.01m and the transverse 
dispersivity (in y and z directions) is set to be a tenth of that (Perkins and 
Johnston, 1963). These values are constant for all cells. The coefficient of 
molecular diffusion is 1.0×10−4 m2/d. Ten thousand particles were used for the 
transport simulations.  
4.4.2 Base Case 
For the case with uncorrelated permeabilities, Figure 4.22 shows the 
histogram of the x and z direction velocities obtained at the cell faces. The mean 
x-velocity is about 0.7 m/day, which is roughly what we expected to achieve 
using the imposed pressure boundary conditions. The mean z-velocity is zero 
(being a bounded system). Figure 4.23 are cross sectional plots of the 
permeability field, the x-velocity field and the z-velocity field at the center of the 
medium (y=32m). While the permeability field is uncorrelated, the x-velocity 
field is smoother with a small autocorrelation length of roughly 5m.  
This velocity field (vx,vy and vz at the cell faces) is the input to the particle 
tracking code. Figure 4.24 shows the particle positions at selected times during 
forward and reverse flow. The particle cloud spreads out in the x-direction as it 
moves forward and on flow reversal the cloud returns back to the origin (in terms 
of its mean position). Statistics of the particle positions are processed first to get 
the rate of change of variance with time (Figure 4.25) from which we get the 
evolution of the longitudinal dispersivity with mean position of the particle cloud 
(Figure 4.26).  
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In forward flow, the dispersivity for the case with input dispersion i.e. 
well mixed cells (Dmol= 1.0×10−4 m2/d, αl = 0.01m and αt = 0.001m within each 
cell) grows and reaches an asymptotic limit of 1m (transmission value) at 100m. 
This result is another check to help evaluate the accuracy of the code. The 
asymptotic dispersivity predicted by stochastic theories for this case is about 1m 
(Equation 1.15 in Section 1.4). 
 For this case, on flow reversal, the particle variance decreases first but 
then grows again with time. The particles do not return to their origin and there is 
a finite variance of the particle cloud at the end of the flow reversal experiment 
(the mean position of the cloud is the same as the initial position). The echo 
dispersivity is about 0.6m (much larger than the input value of 0.01m at a length 
of 1m). 
The same simulation sequence (forward and reverse flow) was repeated 
with the same velocity field but with zero input dispersion i.e. no local mixing 
(Dmol=0, αl =0 and αt =0 in each cell). The behavior during forward flow is the 
same as the case with local mixing as can be seen by the evolution of particle 
variance (Figure 4.25). But, on flow reversal, the particles now return back to 
their origin and the echo dispersivity estimated is zero (Figure 4.26).  
If only the transmission results were available, then one would interpret 
both scenarios in the same way, i.e. one would conclude that both cases were in 
the transport regime where mixing was occurring. Both cases would be 
characterized by a dispersivity of 1.0m. With no input dispersion (no local 
mixing), it is the spreading of the tracer because of the velocity field, which has 
resulted in dispersion-like behavior. There is no dissipation or dilution occurring 
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within each cell. It is the behavior on flow reversal that shows the fundamental 
difference in the transport mechanism.  
Notably, the echo dispersivity for the case with local mixing is also much 
larger than the input dispersivity. This suggests that the variations in the velocity 
field significantly enhance mixing. If this were not so, then the echo dispersivity 
should have been close to the core scale (input) value of 0.01m. 
To check the robustness of the results, we simulate the base case with 
three different particle ensemble sizes (1×102, 1×103 and 1×105). Figure 4.27 
compares the evolution of the ensemble x-position variance for the case with no 
input dispersion. The results with ensemble sizes less than 1×104 exhibit 
oscillations. Using a very large number of particles (1×105) does not improve the 
accuracy further. Figure 4.28 shows the same comparison for the case with input 
dispersion. Here the variance at the end of simulation is finite. Again, the results 
begin to converge at an ensemble size of 1×104. 
To test if our choice of timestep size (1×10-3 days) was too coarse, we 
simulate the base case with 1×104 particles and a smaller timestep size (1×10-4 
days). The x-position variance for the case with no input dispersion and with 
input dispersion are compared in Figures 4.29 and 4.30 respectively. The results 
are almost identical indicating no improvement in accuracy with the smaller time 
steps. Using larger time step sizes (>1×10-3 days) was found to cause intermittent 
numerical instability problems in the particle tracking code for this and other 
cases. Hence, we use 1×10-3 days as our maximum time step size in the remainder 
of this work. 
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Figure 4.31 shows the execution times of the code for the base case with 
600 days of tracer flow for different particle ensemble sizes. The times increase 
linearly, approximately averaging just under 1 minute of wall clock time per day 
of simulated time for an ensemble of ten thousand particles. The execution times 
with dispersion are roughly three times as large as those with only convection. 
This is because of the additional overhead in generating the random numbers, 
setting up the dispersion tensor etc.  
4.4.3 Effect of Permeability Autocorrelation Lengths   
We continue with the same reservoir size and introduce correlation in the 
permeability fields. Two new cases are simulated by introducing a long range 
component in increasing proportions (refer to Equation 3.2) to the uncorrelated 
case described above. In the first, the proportion of permeability variance in the 
long range structure is 20% (abbreviated as 'long+short'), in the second it is 80% 
(abbreviated as 'long'). The long range component has a range parameter of 250m 
in the x-direction and 5m in the transverse directions. The permeability anisotropy 
and variance are the same as the base case (kz / kx=1.0; 2ln kσ =1.0)  
Sample permeability cross sections are shown in Figure 4.32. The increase 
in layering as the long range structure becomes dominant is apparent. The x-
velocity histograms1 are compared in Figure 4.33. The coefficient of variation 
(standard deviation divided by the mean) increases from 0.5 for the 'short' case to 
0.9 in the 'long' case. The 'long' case also has a much larger range of velocities. 
                                                 
1 The number of data points in the histogram for the 'short' case contains the entire domain 
(2049x64x64 cell faces). In order to save computational time, the other two cases were computed 
only on one quarter of that volume. The summary statistics based on the smaller volume are 
almost identical to those based on the entire volume.  
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The histograms of the z-velocities are plotted in Figure 4.34. As the fraction of 
the long range component increases the variance in the z-velocities decreases and 
that of the x-velocities increases (Figure 4.35), indicating that the flow becomes 
unidirectional. Sample velocity cross sections are plotted in Figure 4.36 (x-
velocities) and Figure 4.37 (z-velocities). The x-velocities follow the correlation 
trend of the permeability field (this idea is the starting point of analytical 
expressions derived using stochastic transport theories discussed in Section 1.4). 
The benefit of using flow simulation over such theories is that all the components 
of the velocity field are obtained and boundary/anisotropy effects are captured. 
The particle positions at successive times for the 'long+short' case are 
plotted in Figure 4.38. The left column is the case with no input dispersion where 
the particles retrace their path. The right column is the case with input dispersion 
and the particles have a finite variance at the end of the echo test. The particle 
positions at the time of flow reversal (300 days) are almost identical in both cases. 
The rate of growth of variance of the x-positions of the particle cloud for 
each case, converted into a longitudinal dispersivity, is plotted in Figure 4.39 on a 
logarithmic scale. The 'short' result is the same as described in Section 4.2. With 
the introduction of more of the long range autocorrelation structure, the 
transmission dispersivity increases from 1m to about 50m at a length of 200m. 
Neither of the two new cases reach an asymptotic limit at this penetration 
distance. The transmission dispersivity grows almost linearly with time. The 
striking feature of the flow reversal test is the similar increase in magnitudes of 
echo dispersivities of the long range cases. Compared to a value of 0.6m for the 
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uncorrelated case, we now observe values that are as large are 5m for the same 
total travel time.  
This reinforces the point made in Section 4.2: flow field variations 
strongly enhance the macroscopic effect of local mixing. However the ratio of 
echo to transmission dispersivities is much less than that of the short range case. 
For the uncorrelated case it was 0.6 (0.6m/1.0m) for the long range cases it is 
around 0.1 (5.0m/50.0m). This means that the convective contribution to particle 
variance is much larger than that for the uncorrelated case. 
Next we study the effect of the range anisotropy in the autocorrelation 
structure by fixing the variance fractions between the long and short range 
components to 20% and 80% and vary the semivariogram range parameters of the 
long range component. The system dimensions are the same (2048m×64m×64m). 
Figure 4.40, compares the base case with long range parameter value 
(250m,5m,5m) with three cases with range parameter values (250m,25m,5m), 
(250m,5m,25m) and (250m,25m,25m). The first two variations explore the effect 
of a change in range in each transverse direction independently and the third 
variation explores the increase in range parameter in both transverse directions 
together. The increased range parameter value of 25m is about half the medium 
dimensions in the transverse directions. There is almost no change in transmission 
results between the cases and little change in the echo dispersivities either, except 
for the case with both range parameter values changed (250m,25m,25m) where 
the echo value is smaller (1m). This suggests that the range in the mean flow 
direction is the dominant controlling factor.  
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In Figure 4.41, we compare the base case with two variations with smaller 
range parameters in the long range component (25m,5m,5m) and (25m,1m,1m). 
Here the transmission dispersivity becomes smaller as the longitudinal range 
parameter is reduced and so do the echo values.  
4.4.4 Effect of Permeability Autocorrelation Structure 
 This section, studies the effect of using a power law semivariogram model 
instead of the exponential model, used in the previous sections, to generate the 
permeability field. Each structure is modeled by the stable semivariogram  
 ( ), 1 exp
p
hh r s
r
γ
⎡ ⎤⎛ ⎞⎛ ⎞⎢ ⎥⎜ ⎟= − −⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦
 (4.10) 
with p being the asymptotic power-law exponent. This model captures a wide 
range of autocorrelations. For p=0, the model describes a nugget effect (no 
correlation), exponents of one and two produce the more common exponential 
and Gaussian semivariogram model. The range is set to (250m, 5m, 5m) and the 
variance of the logarithm of permeability is fixed at 1.0. Figure 4.42 shows single 
realizations of the permeability field produced with increasing exponents.  
 The results from the particle tracking simulations are in Figure 4.43. For 
the uncorrelated case (p=0), the result is very similar to the base case (Figure 
4.26). The dispersivity grows and plateaus at about 0.6m in the transmission 
simulation and the echo value is about the same. In the other cases, the 
transmission values grow almost linearly and seem far from reaching an 
asymptotic value. The echo values are clustered around 2m for a penetration 
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distance of 200m. Unlike the previous case, there is little variation of echo 
dispersivity with changing semivariogram exponent.  
4.4.5 Effect of Permeability Variance  
In this section we investigate the effects of changing variance in logarithm 
of permeability. Permeability cross sections for two cases, both having the same 
autocorrelation structure (20% long range + 80% short range variance; 
'long+short') but one having a smaller variance ( 2ln kσ =0.3) than the other 
( 2ln kσ =1.0) are compared in Figure 4.44. The corresponding velocity histograms 
are shown in Figure 4.45. A smaller variance results in a more uniform velocity 
field.  
Cross sections of the velocity field for the same case are shown in Figure 
4.46 (x-velocity) and Figure 4.47 (z-velocity). The results from the particle 
tracking simulations are shown in Figure 4.48. The low variance case had a 
transmission dispersivity of 5.4m which is smaller than that of the high variance 
case (13.5m) but its echo dispersivity is much lower at 0.27m (5% of 
transmission) compared to 1.88m (14% of transmission). The simulations were 
repeated for the 'long' and 'short' cases and the results are compared in Figures 
4.49 and 4.50 respectively. In the 'long' case, the echo dispersivity is about 0.7m 
for the case with small variance compared to about 3m for the case with large 
variance for the same penetration distance (about 200m).  
In the 'short' case, the echo dispersivity is about 0.1m for the case with 
small variance compared to 0.7m for the case with large variance. Here both 
cases, reach a plateau value in the transmission experiment. The plateau 
longitudinal dispersivity for the case with smaller variance is about 0.2m.  
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4.4.6 Effect of Permeability Anisotropy 
Next we study the effect of changing permeability anisotropy (ratio of kz 
and kx within each grid cell) on dispersion. We keep the same autocorrelation 
structure (20% long range + 80% short range variance; 'long+short' case) and 
compare the results of two cases, one with no permeability anisotropy (k z= kx; 
this is what was used in the base case) and the other highly anisotropic (kz = 
0.0001 kx). The permeability variance is the same in both ( 2ln kσ =1.0). We have not 
changed the values of the input dispersivities with change in permeability 
anisotropy to allow consistent comparison across the cases. Bear (1972) argues 
that the longitudinal dispersivity would be inversely proportional to the mean 
longitudinal permeability and it is most likely that the transverse dispersivity 
would be smaller when vertical permeability is smaller. 
The permeability cross section is in Figure 4.32 (center). The x and z-
velocity histograms for both cases are compared in Figure 4.51. As expected, with 
for the anisotropic case, the z-velocities are almost zero. The velocity cross 
sections are shown in Figures 4.52 and 4.53. The dispersivities obtained from the 
particle tracking simulations are shown in Figure 4.54. Both have similar 
transmission dispersivities but the echo dispersivity of the case with anisotropy is 
less than that without anisotropy. The same trend is observed for the 'long' and 
'short' cases (Figures 4.55 and 4.56). 
4.4.7 Effect of Local Mixing 
To estimate the sensitivity of mixing at large scales to local mixing, we 
simulated the 'long' and 'short' cases again with three levels of input (within cell) 
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mixing levels: a) only diffusion, Dmol=1.0×10-4 m2/d b) diffusion and core scale 
dispersion, Dmol=1.0×10-4 m2/d, αl =0.01 m and αt =0.001m in each grid cell c) 
diffusion and larger core scale dispersion, Dmol=1.0×10-4 m2/d, αl =0.05m and αt 
=0.005m in each grid cell. The estimated dispersivities are shown in Figure 4.57. 
The transmission behavior is almost unaffected by local mixing within each cell 
because the contribution of spreading dominates. The echo dispersivities increase 
with increasing local mixing but the change is small. This does not mean that 
local mixing can be neglected; without local mixing the echo dispersivities would 
be zero as in Figure 4.26. 
4.4.8 Effect of Travel Time  
 The simulations presented so far have been for a fixed simulation time 
(number of days injected). Selected cases were repeated with shorter injection 
periods giving results which sample shorter lengths of the medium. In Figure 
4.58, we show the evolution of the variance of the x-positions of the particle 
ensemble. This plot combines results from four simulations for the 'short' case 
with different flow reversal times (10 days, 50days, 100days and 300 days). The 
input dispersivity is the same in these simulations (Dmol=1.0×10-4 m2/d, αl =0.01 
m and αt =0.001m in each grid cell). The forward flow results overlap each other 
with the variance growing almost linearly with time. On flow reversal, the 
variance decreases but reaches a finite value at the end of the test. For the longest 
case (flow reversal at 300 days), the variance begins to grow after an initial 
decline post flow reversal. This is most likely because the particles return path is 
strongly correlated with the trajectory immediately preceding flow reversal. At 
larger times after flow reversal, the effect of the dispersive jumps causes the 
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particles to sample different trajectories. This points out the limitation of  
"memory less" models for average dispersive flux (e.g. the Fickian model)  
In Figure 4.59, we plot the evolution of the dispersivities for the 'short' 
case as a function of penetration distance. The transmission dispersivities from all 
the cases overlap and are merged. Here the echo dispersivity value at short 
penetration distance is about the same as the input value. Echo dispersivities 
increase with distance and the value at the largest penetration distance is close to 
its corresponding transmission dispersivity. 
The variance data for the 'long+short' case is in Figure 4.60. Here the 
variance after flow reversal decreases almost to a small value (in terms of the 
value at the instant of flow reversal). Yet, a finite variance is observed at the end 
of all echo tests. The corresponding dispersivity values are in Figure 4.61. Even 
for the shortest penetration distance (about 10m) the echo dispersivity (about 
0.1m) is much larger than the input value. Cases with the permeability field 
generated using the stable model with p=0.2 and the 'long' case have almost 
identical results (Figures 4.62 and 4.63 respectively).  
4.4.9 Comments 
The simulated dispersivities from the 'short' case (Figure 4.59) are 
compared with the field trend in Figure 4.64. A similar comparison for the 
'long+short' case (Figure 4.61) is in Figure 4.65. The first observation is that the 
transmission dispersivities from both cases fall well within the range of measured 
values. This indirectly validates the choice of input parameters used in setting up 
both cases. Secondly, the ambiguity in interpreting a transmission dispersivity 
value on the plot is reduced if the corresponding echo dispersivity is known. All 
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echo dispersivities are greater than core scale values implying that mixing is 
significant at the field scale. The case with longest autocorrelation length has the 
largest dispersivity value (both echo and transmission). This indicates that 
heterogeneity is increasing mixing. So for a given value of transmission 
dispersivity, three possibilities arise: 
(1) Transport is in the pre-asymptotic regime and the dispersivity has not 
plateaued (e.g. the 'long+short' case). The echo dispersivities would be 
significantly smaller than the transmission values. Here the interplay between 
convection and diffusion has not reached equilibrium. Most field cases would be 
in this regime. If the tracer test were run for a longer distance on the same 
medium then a (different) plateau value might be reached. 
 (2) Transport is in the asymptotic regime and is well mixed (e.g. the 
'short' case). Echo dispersivities are equal to the transmission values. Here, the 
dispersivity value is unique and represents large mixing zones. 
(3) Transport is asymptotic but is locally convective. Echo dispersivities 
would be zero or equal to input values. This case is not expected to be observed in 
the field scale unless the local flow velocities are very large. Here, the 
dispersivity value is unique but it does not represent mixing or dilution.  
Figure 4.66 plots selected transmission and echo dispersivities from 
simulation results against the field measured values. This shows the most 
important observation of this dissertation: all the echo dispersivities in our 
simulations (which are free from numerical dispersion) are much larger than input 
values and are comparable to corresponding transmission values. This means that 
significant mixing occurs in field scale displacements especially in heterogeneous 
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formations. Our results corroborate the observations of Mahadevan et al. (2003) 
(discussed in Section 2.2). The echo dispersivities predicted by the simulations 
are of comparable magnitude of those estimated from the single well tracer tests 
(Figure 1.8). 
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Figure 4.1 Model for layered flow. The velocity distribution is constant and can 
be rescaled by changing Vo.  
 
 
Figure 4.2 Particle locations in diffusion free transport plotted at two times in 
forward flow (top) and at the end of reverse flow (bottom).   
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Figure 4.3 Particle locations in layered flow (with diffusion) plotted at four 
different times in forward flow (top) and at the end of reverse flow 
(bottom).  
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Figure 4.4 Evolution of normalized dispersion coefficient with mean distance 
travelled in forward and reverse directions. Dmol=1×10-9 m2/s. 
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Figure 4.5 Evolution of normalized dispersion coefficient with mean distance 
travelled in forward and reverse directions. Dmol=1×10-9 m2/s. 
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Figure 4.6 Evolution of normalized dispersion coefficient with mean distance 
travelled in forward and reverse directions. Dmol=1×10-9 m2/s. 
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Figure 4.7 Comparison of normalized forward and echo dispersion coefficients at 
different average flow velocities. Dmol=1×10-9 m2/s. 
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Figure 4.8 Normalized dispersion coefficients measured in a sandpack (Han et al., 
1985) and those predicted for Taylor's dispersion in a capillary tube 
(Paine et al., 1983). DL∞ is the asymptotic longitudinal dispersivity. 
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Figure 4.9 Comparison of normalized dispersion coefficients from layered flow 
simulation results. DL∞ is the asymptotic longitudinal dispersivity for 
each case. 
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Figure 4.10 Velocity scaling behavior of normalized transmission dispersion 
coefficients from layered flow simulations. Dmol=1×10-9 m2/s. 
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Figure 4.11 Velocity scaling behavior of normalized dispersion coefficients for 
cubic packing of spheres compared with sand pack data (adapted 
from Gunn and Pryce, 1969 and Bijeljic et al., 2004). 
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Figure 4.12 Sketch showing the scale up from the core scale to field scale. 
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Figure 4.13 Evolution of normalized dispersion coefficient for the short scale base 
case 
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Figure 4.14 Relationship between variance of lognormal permeability and the 
Dystra-Parsons coefficient 
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Figure 4.15 Evolution of normalized dispersion coefficient with changing 
lognormal permeability variance. 
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Figure 4.16 Scaling of gas diffusivities with increasing depth because of change 
in temperature and pressure assuming a 3οC/100m temperature 
gradient. 
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Figure 4.17 Evolution of normalized dispersion coefficient using liquid-liquid 
input diffusion coefficient for the short scale base case. 
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Figure 4.18 Evolution of normalized dispersion coefficient using gas-gas input 
diffusion coefficients for the short scale base case. 
 102
Peclet Number, Pe
DL /Dmol
10-3 10-2 10-1 100 101 102 103 104 105
10-1
100
101
102
103
104
105
Porous Media
Capillary tube
Unit slope
Simulation
 
Figure 4.19 Scaling of transmission dispersivities obtained from particle tracking 
simulations with changing Peclet number.  
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Figure 4.20 Evolution of longitudinal dispersivity with changing lognormal 
permeability variance. Dmol=1×10-9 m2/s. 
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Figure 4.21 Dispersivities estimated for Berea sandstone cores of different lengths 
adapted from various authors (Bretz et al., 1986; Batycky et al., 
1981; Delshad et al.,1985; Salter and Mohanty, 1982). 
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Figure 4.22 Velocity histograms for the large scale base case 
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Figure 4.23 Cross sectional profiles of permeability, x-velocity and z-velocity for 
the large scale base case. The section is cut halfway along the width 
(y=32) and quarter of the system length (x=0 to x=512). 
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Figure 4.24 Particle location plots at successive times for the large scale base case 
for both transmission and echo test simulations. For the sake of 
clarify, only 1000 of the 10,000 particles are shown. 
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Figure 4.25 Evolution of the variance of the particle x-positions for the large scale 
base case 
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Figure 4.26 Evolution of the longitudinal dispersivity with distance traveled for 
the large scale base case. Arrows indicate flow direction (we omit 
marking them in subsequent plots). 
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Figure 4.27 Evolution of ensemble x-variance with increasing number of particles 
for the large scale base case with no input dispersion. 
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Figure 4.28 Evolution of ensemble x-variance with increasing number of particles 
for the large scale base case with input dispersion. 
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Figure 4.29 Evolution of ensemble x position variance with changing time step 
size for the large scale base case (no input dispersion) 
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Figure 4.30 Evolution of ensemble x position variance with changing time step 
size for the large scale base case (with input dispersion). 
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Figure 4.31 Execution times to simulate the large scale base case for 600 days of 
tracer flow with different particle ensemble sizes. The times are 
measured on a machine with a 2.66GHz Intel Xeon processor. 
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Figure 4.32 Permeability cross sections with changing autocorrelation lengths 
 111
 
Figure 4.33 x-velocity histograms for the large scale cases with changing 
autocorrelation structure.  
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Figure 4.34 z-velocity histograms for the large scale cases with changing 
autocorrelation structure. 
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Figure 4.35 Variation of x and z-velocity variances with change in permeability 
autocorrelation length 
 
Figure 4.36 x-velocity cross sections for the large scale case with changing 
permeability autocorrelation lengths in x-direction. 
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Figure 4.37 z-velocity cross sections for the large scale case with changing 
permeability autocorrelation lengths in x-direction. 
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Figure 4.38 Particle positions at successive times for the long+short correlation 
case. The left column is without input dispersion. The right column 
is with input dispersion. Flow is reversed at 300 days. For the sake 
of clarify, only 1000 of the 10,000 particles are shown. 
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Figure 4.39 Evolutions of longitudinal dispersivity for the large scale case with 
changing autocorrelation length. 
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Figure 4.40 Evolution of longitudinal dispersivity for the large scale case with 
changing autocorrelation lengths in various directions. Legend 
shows the semivariogram ranges and proportions used in each case.  
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Figure 4.41 Evolution of longitudinal dispersivity for the large scale case with 
changing permeability autocorrelation ranges in various directions. 
Legend shows the semivariogram ranges and proportions used in 
each case. 
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Figure 4.42 Permeability cross sections for the large scale case generated with the 
stable semivariogram model and changing exponent.  
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Figure 4.43 Evolution of longitudinal dispersivity for the large scale case with 
stable semivariogram model and changing exponent.  
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Figure 4.44 Permeability cross sections for the large scale case with changing 
variance of long permeability (top=1.0, bottom=0.3) 
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Figure 4.45 Velocity histograms compared for the large scale case with changing 
lognormal permeability variance. 2ln kσ =1.0 (top), 2ln kσ =0.3 (bottom). 
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Figure 4.46 x-velocity cross sections compared for the large scale case with 
changing lognormal permeability variance. 2ln kσ =1.0 (top), 2ln kσ =0.3 
(bottom). 
 
Figure 4.47 z-velocity cross sections compared for the large scale case with 
changing lognormal permeability variance. 2ln kσ =1.0 (top), 2ln kσ =0.3 
(bottom). 
 122
2
ln 1.0kσ =
2
ln 0.3kσ =
long+shortinput longitudinal dispersivity
 
Figure 4.48 Evolution of longitudinal dispersivity for the 'long+short' case with 
changing variance in lognormal permeability. Permeability 
anisotropy (kz/kx) is 1. 
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Figure 4.49 Evolution of longitudinal dispersivity for the 'long' case with 
changing variance in lognormal permeability. Permeability 
anisotropy (kz/kx) is 1. 
 123
0.01
0.1
1
10
1 10 100 1000
Mean Position, m
Lo
ng
itu
di
na
l D
is
pe
rs
iv
ity
, m 2
ln 1.0kσ =
2
ln 0.3kσ =
shortLo
ng
itu
di
na
l D
is
pe
rs
iv
ity
, m
Lo
ng
itu
di
na
l D
is
pe
rs
iv
ity
, m
input longitudinal dispersivity
 
Figure 4.50 Evolution of longitudinal dispersivity for the base case ('short') with 
changing variance in lognormal permeability. Permeability 
anisotropy (kz/kx) is 1. 
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Figure 4.51 Velocity histograms compared for the large scale case with changing 
permeability anisotropy. kz/kx= 1.0 (top), kz/kx= 0.0001 (bottom). 
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Figure 4.52 x-velocity cross sections compared for the large scale case with 
changing permeability anisotropy. kz/kx= 1.0 (top), kz/kx= 0.0001 
(bottom). 
 
Figure 4.53 z-velocity cross sections compared for the 'long+short' case with 
changing permeability anisotropy. kz/kx= 1.0 (top), kz/kx= 0.0001 
(bottom). 
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Figure 4.54 Evolution of longitudinal dispersivity for the 'long+short' case with 
changing permeability anisotropy.  
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Figure 4.55 Evolution of longitudinal dispersivity for the 'long' case with 
changing permeability anisotropy.  
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Figure 4.56 Evolution of longitudinal dispersivity for the 'short' case with 
changing permeability anisotropy.  
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Figure 4.57 Evolution of longitudinal dispersivities with changing input 
dispersion. The three curves correspond to a) only diffusion ('low'), 
Dmol=1.0×10-4 m2/d b) diffusion and core scale dispersion ('base'), 
Dmol=1.0×10-4 m2/d, αl =0.01 m and αt =0.001m in each grid cell c) 
diffusion and larger core scale dispersion ('high'), Dmol=1.0×10-4 
m2/d, αl =0.05m and αt =0.005m in each grid cell. 
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Figure 4.58 Evolution of ensemble x-variance for different times of flow reversal 
for the 'short' case 
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Figure 4.59 Evolution of longitudinal dispersivity for changing penetration 
distance for the 'short' case 
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Figure 4.60 Evolution of ensemble x-variance for different times of flow reversal 
for the 'long+short' case 
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Figure 4.61 Evolution of longitudinal dispersivity for changing penetration 
distance ('long+short' case) 
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Figure 4.62 Evolution of longitudinal dispersivity for changing penetration 
distance ('long' case) 
0.01
0.1
1
10
100
1 10 100 1000
Mean Position, m
Lo
ng
itu
di
na
l D
is
pe
rs
iv
ity
, m
p=0.2
input 
longitudinal 
dispersivity
 
Figure 4.63 Evolution of longitudinal dispersivity for changing penetration 
distance (stable semivariogram, exponent=0.2) 
 132
 
Distance, m
Lo
ng
itu
di
na
l D
is
pe
rs
iv
ity
, m
10-4 10-3 10-2 10-1 100 101 102 103 104 105
10-4
10-3
10-2
10-1
100
101
102
103
104
105
Field data
'Short' Transmission
'Short' Echo
Input
 
Figure 4.64 Simulated transmission and echo dispersivities from the 'short' case 
compared with field trend. 
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Figure 4.65 Simulated transmission and echo dispersivities from the 'long+short' 
case compared with field trend. 
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Figure 4.66 Comparison of dispersivities estimated from simulations (cases in 
Sections 4.4.2-4.4.8) with the field measured values. Input values 
used in the short scale simulations (1m) were Dmol=1.0×10-4 m2/d 
and in the large scale simulations (10-200m), the inputs are 
Dmol=1.0×10-4 m2/d, αl =0.01 m and αt =0.001m in each grid cell. 
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5. Conclusions 
In this dissertation, the interplay between heterogeneity and local mixing 
was investigated in two-dimensional and three-dimensional permeable media. 
The objectives were:  
 1. To establish and demonstrate an approach to distinguish between 
spreading and mixing at the field scale.  
 2. To ascertain if field scale transport is largely convective (i.e. dominated 
by heterogeneity). 
 3. To study the parameters controlling mixing at the field scale: molecular 
diffusion, permeability heterogeneity, travel time and medium dimensions. 
 4. To study the evolution of dispersive transport behavior to know if an 
asymptotic transport regime is reached or not at the field scale.  
For this purpose, a particle tracking code was developed to model tracer 
transport in single-phase, incompressible flow through three-dimensional, 
heterogeneous permeable media. The particle tracking formulation is free from 
numerical dispersion; modeling was done at very high resolution (1m) so that all 
the permeability heterogeneity is represented explicitly. Local (point scale or 
within each grid cell) mixing is represented using the Fickian model for 
dispersion. We derived input dispersivities to use in the large scale simulation 
(medium length=100m, cell size=1m) based on small scale simulations (medium 
length=1m, cell size=1cm). The main contribution of this work is using the idea 
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of flow reversal and presenting results of high resolution simulations of echo tests 
at the field scale. Based on the results shown in Chapter 4 (Section 4.4 in 
particular), the conclusions are: 
1. Flow reversal (echo) tests can be used to effectively distinguish 
between convective spreading and dispersive mixing. If the dispersivities 
obtained from an echo test are small (same as core scale values) then the transport 
is convection dominated and mixing is negligible. We also show that purely 
convective transport, in certain cases, can appear to have a dispersion-like 
behavior in an averaged sense. It would not be possible to distinguish between 
this and a well-mixed case, with the traditional transmission (forward flow) test. 
2. Dispersive mixing is significant in field scale miscible displacements 
even in heterogeneous formations. Echo dispersivities estimated from simulations 
at the field scale are: (a) larger by a factor of ten or more than input (core scale) 
dispersivities (b) comparable in magnitude with the corresponding transmission 
values. They also lie on the overall trend of measured dispersivities (Figure 1.5). 
This suggests that the large value of dispersivities observed in Figure 1.5 need not 
be the result of averaging unknown permeability heterogeneity but could be 
indicating large mixing zones. 
3. Mixing is most sensitive to permeability heterogeneity (variance and 
autocorrelation length in the principal flow direction). This effect, while smaller 
than in the longitudinal direction, is not negligible because it is compounded over 
the long travel times, resulting in significant dilution of an injected solute. 
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Furthermore, both transmission and echo dispersivities are weakly affected by 
local mixing (input dispersivity). But this does not imply that mixing is negligible 
as Coats et al. (2004) have concluded, because if there were no mixing, then echo 
dispersivities would be zero. Even with only diffusion as the local mixing 
mechanism, we observe echo dispersivities comparable in magnitude to 
transmission values. 
4. Transport in typical permeable media, where the permeability 
autocorrelation lengths are large compared to the length of the medium, is not 
expected to reach an asymptotic limit and hence cannot be described by a unique 
dispersivity value in a one-dimensional (averaged) sense. In the pre-asymptotic 
regime, the Fickian model for dispersion, with space and time independent 
parameters, fails to capture the mixing zone growth accurately. Our results 
emphasize the need to capture, not only the effect of heterogeneity on mixing, but 
also the pre-asymptotic (non-Fickian) transport behavior.  
This dissertation has not addressed the practical issue of how to model 
mixing at the field scale when using an upscaled reservoir description. If all the 
heterogeneity could be modeled explicitly, the local (within grid cell) mixing 
could be represented using a Fickian equation and most likely, a unique value of 
dispersivity. As discussed in Section 1.3, the fundamental issue is that of 
representing dispersion in scaled up models. Common practice in petroleum 
reservoir simulation is to use numerical dispersion as a surrogate for physical 
dispersion. This can overestimate or underestimate the mixing depending on how 
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the numerical dispersion compares the physical dispersion occurring in that 
volume. The mixing is overestimated when the subscale heterogeneity is small i.e. 
the volume is homogeneous. When significant heterogeneity is present, the 
situation is not easy to characterize but surely the nature of mixing zone growth is 
not being represented correctly.  
So how should we represent the sub grid effects in coarse scale 
simulation? Of the many approaches have been proposed to this end (Barker and 
Fayers, 1994; Efendiev et al, 2000; Leonormand, 1996 to name a few), the most 
promising may be by Berentsten et al. (2007). They generalize Taylor’s 
description and derive a one dimensional upscaled model for tracer transport in 
single-phase stratified flow that captures the evolution of the dispersive flux at 
both early and late times. It remains to be seen if their approach could be 
extended to flow in three dimensions. 
A direct implication of our results is to use streamline based numerical 
solutions with caution when modeling miscible displacements at the field scale. 
Our results strongly indicate that mixing across a streamline should not be 
neglected. Most of the works done on modeling transport using stochastic theories 
are also based on the same assumption.  
In this work we used flow reversal as a means to distinguish between 
spreading and mixing. Another approach to resolve this ambiguity could be to 
measure local concentration histories at multiple points and compare them with 
the averaged well head concentration history (Cirpka and Kitanidis, 2000). This 
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approach has been used to interpret an intermediate scale lab experiment based on 
artificially created heterogeneous media (Jose et al., 2004).  
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Appendix A. A Method for Facies Identification and 
Classification  
A.1 INTRODUCTION 
One of the first steps involved in building a reservoir model is to identify 
the facies present and to map their spatial distribution. This is typically done 
using the geological information available from early well logs and cores and the 
interpretation of seismic amplitude data. Knowledge of the facies present in the 
area of study results in better application of correlations that are used to generate 
spatial maps of petrophysical properties. However, at the onset of the exploration 
process, accurate identification of the facies and mapping their distribution over 
the entire reservoir is challenging. This is because not enough well data is 
available to calibrate and transform the seismic amplitude data based on cross 
plots of acoustic impedance and log-measured properties. This motivates the need 
to have an automated procedure to help identify possible facies from the seismic 
amplitude data directly and then to be able to generate maps of their probable 
spatial distributions using the same seismic data volume. 
A seismic facies can be defined as a group of seismic amplitude variations 
with characteristics that distinctly differ from those from other facies. A seismic 
facies is the manifestation of the underlying geologic facies or structural feature 
in the seismic amplitude data. Different approaches can be used to search and 
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identify these from the seismic data. These could be based on analysis of either 
the seismic waveforms or the seismic attributes. 
Statistical classification techniques, which work on seismic attributes like 
amplitude, have found increasing use within traditional interpretation workflows 
(Johann et al., 2001; Fournier et al., 2002). The objective of these techniques is to 
be able to describe the variability of the data and highlight details of the 
underlying geologic features. Statistical classification techniques may be 
supervised based upon established identification rules or they may be 
unsupervised (Coleou et al., 2003), based on automated recognition of patterns in 
data. The most commonly used supervised technique is that of artificial neural 
networks (Saggaf et al., 1984). Supervised techniques, though flexible, need 
substantial training effort based on available data or prior knowledge. This is 
usually time consuming, case specific and at times not possible because of 
paucity of data. Techniques like cluster analysis, principal component analysis, 
which are unsupervised, are typically used to establish relationships between data 
attributes and eliminate data redundancy.  All of the above are essentially similar 
in that they make use of statistical properties of data to either group or separate 
them. But they differ in their ability to efficiently capture geologic features, and 
in their applicability and interpretability.  Given the large uncertainty at this 
preliminary stage of modeling, it is important to have a technique that is 
transparent so that it lends itself to easy interpretation. 
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This paper shows such an approach, which is based on partitioning the 
probability distribution of the measured attribute into multiple parent distributions 
(Sinclair, 1976). The procedure can help identify facies based only on the 
probability distribution of AI data. The law of total probability is used along with 
a parametric mixture model for the facies probability distributions. Bayes theorem 
is subsequently used to compute the probability of occurrence of each facies at 
every spatial location given the presence of measured seismic amplitude.  
A.2 THEORY 
A.2.1 Facies Identification 
A geologic facies is a sedimentary unit that has characteristic structural 
and mineral properties that reflect its depositional environment and diagenesis. 
The resulting set of petrophysical properties for a facies is usually unique; often 
the properties can be used to distinguish between them. But an exhaustive set of 
measurements is never available; hence, it is desirable to be able to identify the 
major facies from a minimal set of attributes or in this case - from only the 
univariate distribution of acoustic impedance.  
If there were only one facies present, then the probability distribution 
function (PDF) of AI over the reservoir can be assumed to be unimodal. If 
multiple facies are present, the nature of the PDF changes and new modes arise. 
The probability distribution of the seismic attribute over the entire reservoir is 
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thus a mixture of the individual facies distributions whose number, parameters, 
and proportions are to be estimated. This mixing rule follows from the law of 
total probability that states, 
 
1
( ) ( ) ( | )
N
i
P Z z P F i P Z z F i
=
< = = < =∑   (A.1) 
where 
Z = Random variable denoting AI, 
F= Categorical random variable denoting facies type, 
P(Z<z) is the observed probability of AI being less than z (cumulative 
probability), 
P(F=i) is the unconditional probability (prior facies proportions) of facies i 
occuring, 
P(Z<z|F=i) is the cumulative probability of observing the AI  value z, 
conditioned to facies being i, and N is the number of facies. Equation (A.1) 
assumes that the facies are mutually exclusive; a given location cannot be in two 
or more facies. 
To use Equation (B.1), the conditional probabilities P(Z<=z|F=i)  must be 
estimated. We propose to use a parametric model (the Gaussian distribution) for 
this purpose. Such a choice is based on the assumption that within a facies, it can 
be expected that, measured petrophysical attributes (in this case AI) differ only 
because of random additive events (e.g. noise or sub facies variations) and hence 
be normally distributed as justified by the central limit theorem. Therefore the 
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probability of observing a given value of AI conditional on facies F being i is 
given by 
  ( | ) ( , )i iP Z z F i N μ σ< = =   (A.2) 
where µi and σi are the means and standard deviations of the AI within facies i. 
Even though the normal distribution has been proposed here, any other 
appropriate parametric distribution (e.g. log normal) can be used. Facies 
identification and estimation may also be done using multiple seismic attributes 
on prestack data (Eidsvik et al., 2004) or by populating the training data using 
rock physics equations (Mukerji et al., 2001). 
The left side of the Equation (A.1) is the probability density function 
computed from all the AI data without regard to facies origin. Unknowns to be 
estimated are the model parameters (means and standard deviations) for the 
measured attribute and the prior probabilities for each of the facies. This is done 
using an optimization procedure that searches for the model parameters that best 
fit the data distribution. The objective  function to be minimized is 
 
 [ ]2model data
1
( ) ( )
Ndata
k k
k
R P Z z P Z z
=
= < − <∑   (A.3) 
 
where  
Pmodel(Z<z) is computed using Equation (A.1) and (A.2), 
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Pdata(Z<z) is obtained from the cumulative distribution function computed 
from the AI dataset, and 
R is the residual or error of fit between the model and data. 
The initial values of the number of facies (N) needed and their parameters(µi and 
σi)  are set based on the modes existing in the PDF of the AI dataset.  The 
unconditional probabilities (prior facies proportions) must be set from other data 
sources like regional trends, knowledge of geologic plays or, as is to be done 
here, could be also be set as an unknown in the optimization routine. They 
represent the overall volume fraction of each facies present. The procedure is 
repeated with increasing N until the error of fit no longer decreases implying that 
the variability and character of the distribution has been effectively captured. 
Estimated model parameters estimated define the facies and can now be 
interpreted in the geological context.  
A.2.2 Facies Classification  
Once the facies parameters have been identified using the optimization 
procedure, they can be used to calculate the facies probabilities at each location 
using Bayes theorem (Kapur et al., 2000). Bayes theorem is a simple 
mathematical expression to calculate conditional probabilities. It relates the direct 
probability of a hypothesis (H) conditioned on a given body of data (D), to the 
inverse probability of the data conditioned on the hypothesis. 
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  ( ) ( | )( | )
( )
P H P D HP H D
P D
=   (A.4) 
The inverse probability P(D|H) is called the likelihood of H on D. It 
expresses the degree to which the hypothesis predicts the data given the 
background information codified in the probability P. Although mathematically 
simple, Bayes Theorem is of great use in computing conditional probabilities 
because often likelihood functions are easier to estimate and less subjective than 
the direct probabilities.  In this case, for N identified facies we have: 
  
1
( | )( | ) ( )
( ) ( | )
N
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P F i P Z z F i
=
∈ == ∈ = =
= ∈ =∑
  (A.5) 
In Equation (6), the symbol ∈  means "in the neighborhood of" i.e. the 
probability density.  The likelihood function is the normal distribution with 
parameters estimated using the identification procedure. P(F) is the prior 
probability of the facies occurring which may be set based on prior knowledge or 
from estimates during the identification. P(F|Z) is called the posterior which 
represents the updated probability of the facies occurring given the observation of 
the data at the measured location. Thus at each point of the seismic cube, a set of 
facies probabilities are obtained.  
If the properties of facies overlap significantly then each facies would 
appear to be equiprobable and the uncertainty in classification is high. If they are 
identified as relatively distinct, then a probability cutoff can be enforced on the 
facies probabilities and the facies type may be coded by an indicator variable.  
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Seismic processing produces multiple data attribute volumes, any of 
which can serve as an input to the classification process. The choice of the 
attribute used must be made a priori, based the attribute that most effectively 
captures differences in rock properties between possible facies. 
A.3 RESULTS 
A.3.1 Case 1: Synthetic Dataset 
To test the usefulness of the identification and classification procedures 
described above, application to a reference synthetic seismic dataset is described 
below. This reference dataset was obtained by first generating an unconditional 
geological realization using the program fluvsim (Deutsch and Wang, 1996), 
populating the geological model with rock properties and finally obtaining the 
seismic amplitude response using a synthetic wavelet and performing filtering and 
smoothing operations (Mao and Journel, 1999). was derived using rock physics 
equations applied to a facies map representing a fluvial channel clastic reservoir. 
This ideal, multi-layer, high resolution data set was further smoothed using a 
window averaging procedure and random noise was added in order to obtain a 
data volume that appears more realistic. 
The seismic attribute selected as input to the procedure is the 
compressional velocity (Vp). For this data set the observed velocities fall in the 
range of 2000-5000 m/s (Figure A.1). The first trial of facies identification is 
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done by setting up a model using two parent facies and finding the parameters 
that give the best possible fit to the CDF.  The results are shown in Table A.1 and 
the PDF of the population and the two identified facies are show in Figure A.2. 
The two facies identified have distinct means at the low and high ranges of 
velocities and are similar in variability. Results could be geologically interpreted 
as the volume being comprised of a "slow" facies (channel) with an overall 
volume fraction of 38% and the rest being a "fast" facies (mudstone). Although 
the two facies model captures the overall variability of the population distribution, 
some features of the population distribution are not correctly represented in the 
mid range. This motivates the need for another identification trial with three 
possible facies.  
With the inclusion of one more facies in the model, the population CDF is 
fitted much better (lower residual). The algorithm identifies the new facies as a 
transition between the previously estimated facies (Figure A.3 and Table A.1).  
Such facies could be interpreted as being the crevasse splay.  This facies is 
between the channel and mudstone facies spatially as well as being in the mid 
range of velocity. The border facies could also include channel levies that will 
also exhibit similar characteristics. The volume fractions of the channel sand and 
mudstone estimated are reduced as compared to those obtained using the two 
facies model.  
Using the three facies model in the classification procedure, the 
probability of occurrence of the three facies at each location is generated using 
 148
Equation (A.6). A section along the bottom layer is shown in Figure A.4 and the 
corresponding probability maps are shown in Figures A.5, A.6 and A.7. Facies 1 
represents the channel, which is the most clearly classified. Regions of high 
probability appear in sinuous shapes confirming its geological interpretation. 
Facies 3, the mudstone is identified by high probabilities outside the channel area. 
The probabilities computed for Facies 2 are not as high as those of Facies 1 or 3, 
which indicates its relative in abundance in the region. But it does appear at the 
edges of the channel. At each location, the facies type is assigned by selecting the 
facies, which has the highest probability value (Figure A.8). The channel and 
mudstone are identified distinctly and the crevasse is located conforming to the 
outer edges of the channel. The computed facies map is in good agreement with 
the reference facies map (Figure A.9) used to generate the synthetic dataset in the 
first place although there are some misclassifications in the northwest region.  
Overall, the procedure seems to be capturing the spatial patterns of the facies type 
to a reasonable degree of accuracy and reliability. 
A.3.2 Case 2: Gulf of Mexico Dataset 
The reservoir under consideration is an active gas field located in the 
deepwater Gulf of Mexico, between 8,500 and 10,500 feet below the sea level. 
Reservoir units are the Lower Pliocene sands interpreted as amalgamated channel 
sands flanking a salt structure. Three-dimensional (3D) post-stack seismic data 
acquired in the area of study consist of traces sampled at 4 ms in the frequency 
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band between 10 and 70 Hz, with a central frequency of 25 Hz. The dimensions 
of the reservoir unit are approximately 1.5 km×1.5 km horizontally, and 145 m in 
the vertical direction (Gambus et al., 2002). For this study a smaller sub volume 
was extracted for analysis.  
The PDF of the acoustic impedance over all measured locations is shown 
in Figure A.10. Presence of different facies is evident from the existence of 
multiple peaks in the histogram.  Some of these peaks are very subtle; however, 
note that even the subtlest of peaks has 100s of data points.   The CDF of this 
dataset is used as input to the identification algorithm and different estimates of 
facies parameters are made using different number of facies. Facies 1 is 
consistently identified with nearly similar distribution parameters in all trials 
indicating its distinct character (Figures A.10-A.12). As the number of facies is 
increases the residual of fit (sum of squared errors) decreases (Figure A.13). With 
more than four facies, the fit did not improve significantly thereby indicating that 
all the available information in the univariate distribution has been used in the 
partitioning. Results from this exercise are summarized in Table A.2. From the 
available scenarios of identified facies (N=2,3 or 4), the choice of which actually 
to use as the representative model for further work depends on the application. 
This choice must be made either by using other data or geological interpretation. 
In the limit, all different scenarios may be used independently leading to different 
facies models of the reservoir each having its own probabilistic facies distribution 
maps. 
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The four facies model is selected as an input to the classification 
procedure. The AI volume of the region of study is shown in Figure A.14. Note 
the distinct layering and large AI values in the upper half. The posterior 
probability of each facies occurring is computed at each location using the 
parameters described in Table A.2 and Equation (A.5). The probability volumes 
for facies 1 and 2 are plotted in Figures A.15 and A.16. Based on the probabilities 
facies 1, with AIs in the lower range (10,000-15,000 gm-ft/cc-s), is distinctly 
demarcated (highly probable) in the lower portion of the region and nearly absent 
(highly improbable) elsewhere. Facies 2 with a larger mean AI lies immediately 
above and seems to be repeated again at the top. Both of the above and the other 
identified facies are observed to be mappable and open to realistic geological 
interpretation. 
At each location, the presence of facies can now be indicator coded based 
on either a probability threshold or by selecting the facies with the highest 
probability of occurrence at that point. An indicator plot generated using the latter 
criterion in shown in Figure A.17. Facies 1 and 2 are demarcated as separate 
layers. Facies 3, which has the highest AI is also distinctly classified and lies 
above facies 2. Facies 4, which was identified with significant overlap with facies 
1, appears at the top and bottom surfaces of it indicating a facies transition. This 
information can be used as a starting point for applying within-facies correlations 
and generating maps of properties such as porosity, permeability, etc. Multiple 
realizations of facies distributions may also be generated using Monte Carlo 
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techniques. In the traditional seismic interpretation workflow the same end results 
are realized based on identifying the facies using cross plots of multiple attributes 
(typically from well logs and cores). The AI ranges, which define a facies are 
established based on user judgment that usually involves at least one arbitrary cut-
off. The approach described here automates the process and removes the 
arbitrariness in AI range determination. 
Apart from the delineation of the facies in the reservoir, another 
significant issue is to estimate the heterogeneity and  spatial continuity of 
properties within the facies. Figure A.18 compares the semivariograms of the AI 
for the whole data set against those from the classified facies regions. This 
semivariogram was computed in the direction of the bedding plane.   
The variograms for Facies 1, 3 and 4 exhibit a lowering of sill i.e. the 
variance of the impedance distribution in these facies is low – they appear more 
homogeneous. Facies 2 follows the trend of the overall AI.  This is to be expected 
in a procedure that concentrates variability, but the within-facies semivariogram 
also exhibits much less spatial correlation.   The lack of correlation indicates that 
the AI within these facies is essentially spatially independent.  
A.4 DISCUSSION 
The simplicity of the model and the use of univariate distribution entail 
significant saving of computational effort. The identification and partitioning 
steps for both the cases were performed in under a couple of minutes on a 
 152
personal computer. The parameter estimation for the identification was done 
using the built-in optimization solver in Microsoft Excel. In both the cases 
presented the procedure seems to be able to identify facies and produce spatial 
maps, which are amenable to geological interpretation. This means that use of a 
parametric model based on facies within which properties are assumed to be 
normally distributed is a reasonable approach for quick and efficient 
representation of overall probability distributions. The use of Bayes theorem to 
compute the posterior probabilities of the facies type conditioned to the measured 
data provides a consistent way of classification. 
 Although this procedure was developed and applied using univariate 
distributions, it can be easily extended and applied to identify and classify facies 
using bivariate distributions. In that case, each facies would be represented by a 
bivariate normal distribution with four unknown parameters (means and variances 
of the two attributes in the facies). The inclusion of a second attribute to the 
procedure is expected to improve the classification depending on the validity of 
the assumption of binormality. 
A.5 SUMMARY 
A simple procedure for direct identification and classification of facies 
from seismic amplitude data was developed. The procedure is based on modeling 
the probability distribution of the measured seismic amplitudes using a mixture of 
facies represented by Gaussian distributions. This is motivated by the need to 
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have simple, easy-to-compute models and is based on central limit arguments. An 
optimization procedure is used to find the facies parameters which best fit the 
measured probability distribution. The procedure is successfully applied to a 
reference synthetic seismic dataset and to an actual seismic dataset from a 
turbidite reservoir in the Gulf of Mexico.  Results show that the approach does 
provide a simple and computationally efficient means to estimate facies types 
together with their probabilistic spatial distributions. 
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Table A.1. Estimated facies parameters for Case 1. Values shown are acoustic 
impedance in units of g/cc-ft/s. 
Facies  no. Mean SD Fraction 
1 3314.6 201.7 0.38 
2 3917.1 235.3 0.62 
 
Facies no. Mean SD Fraction 
1 3270.8 187.6 0.31 
2 3617.1 168.4 0.29 
3 4056.5 171.5 0.40 
Number of facies = 3, residual = 9.54 
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Table A.2. Estimated facies parameters for Case 2.  Values shown are acoustic 
impedance in units of g/cc-ft/s. 
 
Facies  no. Mean SD Fraction 
1 14501 1143 0.48 
2 23536 3383 0.52 
Number of facies = 2, residual = 72.21 
 
Facies no. Mean SD Fraction 
1 14156 857.8 0.3 
2 17994 2529 0.45 
3 27079 1279 0.25 
Number of facies = 3, residual = 62.8 
 
Facies no. Mean SD Fraction 
1 14302 1000 0.41 
2 21883 2643 0.36 
3 27447 1158 0.15 
4 16189 1336 0.08 
Number of facies = 4, residual = 29.6 
 
 156
 
Figure A.1 Reference velocities from the synthetic dataset. Legend is in m/s. 
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Figure A.2 Partitioning using two facies 
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Figure A.3 Partitioning using 3 facies 
 
 
Figure A.4 Reference velocities for layer 1. Legend is in m/s. 
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Figure A.5 Probability map for facies 1(channel) in layer 1 
 
 
Figure A.6 Probability map for facies 2(crevasse) in layer 1 
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Figure A.7 Probability map for facies 3(mudstone) in layer 1 
 
 
 
Figure A.8 Facies indicator map in layer 1 
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Figure A.9  Reference facies indicator map in layer 1 
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Figure A.10 Partitioning using two facies 
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Figure A.11 Partitioning using three facies. 
0.0E+00
5.0E-05
1.0E-04
1.5E-04
2.0E-04
2.5E-04
3.0E-04
3.5E-04
4.0E-04
4.5E-04
5.0E-04
10000 15000 20000 25000 30000 35000
Acoustic Impedance ( g/cc.ft/s)
Pr
ob
ab
ili
ty
 D
en
si
ty
Seismic Facies-1
Facies-2 Facies-3
Facies-4 Model
 
Figure A.12 Partitioning using four facies. 
 162
 
 
 
0
5000
10000
15000
20000
25000
30000
35000
-6 -4 -2 0 2 4 6
Prob(z<Z)
A
co
us
tic
 Im
pe
da
nc
e 
(g
/c
c.
ft/
s)
Seismic
2 Facies
3 Facies
4 Facies
Residual
2 Facies : 72.2
3 Facies : 62.8
4 Facies: 29.6
 
Figure A.13 Error of fit and residuals. 
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Figure A.14 Acoustic Impedance volume used as input 
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Figure A.15 Probability cube of facies 1. 
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Figure A.16 Probability cube of facies 2 
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Figure A.17 Indicator coded facies probabilities 
 165
0.0E+00
5.0E+05
1.0E+06
1.5E+06
2.0E+06
2.5E+06
3.0E+06
3.5E+06
4.0E+06
4.5E+06
5.0E+06
0 200 400 600 800 1000
Lag distance(Y) , ft
Se
m
iv
ar
ia
nc
e
AI
F1
F2
F3
F4
 
Figure A.18 Semivariograms for AI within identified facies F1-F4. 
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Appendix B. FFTSIM Sample Input and Usage 
B.1 OVERVIEW 
The FFT (Fast Fourier Transform) simulator is a stochastic permeability 
field generator written by Dr. James W. Jennings (Jennings et al., 2000).  It is a 
type of spectral method, which represents a synthetic field with a Fourier Series. 
FFT starts with a Gaussian noise and does a moving average and Fourier filtering. 
The input to FFTSIM is the parameters of the permeability autocorrelation model 
and the grid at which the output is desired. The program produces a set of 
normally distributed numbers on this grid which are conditioned to the correlation 
structure.  
B.2 INPUT DESCRIPTION 
The input to FFTSIM is a text file with coded directives and parameters which 
specify the desired output permeability field. The parameters are  
Run type: 1 to perform simulation. Run type other than 1 produces no simulation, 
but rather a much bigger output file for plotting the covariance function, the 
power spectrum, and the amplitude spectrum. 
Random number seed: This could be any integer value. The random number 
generator is built in and is machine portable.  That means the same random 
number seed produces the same realization even when compiled on different 
computers. 
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Variogram window: Non-negative real value. Usually set to zero.  Non-zero 
values are used to damp covariance models by using a Gaussian window of the 
specified size. This helps in cases where the covariance would not otherwise 
decay enough within the grid. 
Number of cells in X, Y, Z: This is specified as the power to base 2 for the 
number of gridblocks.  
Size of cells in X,Y,Z direction: This is specified in any length units  
Number of variogram structures: Positive integer value. Usually 1 for a single 
covariance model. A value more than 1 indicates a nested covariance structure. 
Variogram type :  
1 = Stable 
2 = J-Bessel 
3 = K-Bessel 
Variogram sill : Total Variance 
Alpha (p in Equation 3.3) 
1 = Exponential Variogram 
2 = Gaussian Variogram 
X-Range, Y-Range, Z-Range: The correlation range of the variogram in each 
direction. The length unit must be the same as that used when defining the 
spacing.  
A sample input file is shown in Table B.1. This file is for a 4×4×4 grid.  The grid 
size is 1 ft in each direction.  An exponential variogram is used and the total 
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variance is 1.  The correlation lengths are 0.5 ft each in all the 3 directions. 
Explanatory comments(marked with '// ')  are given for each line of input (the 
actual input file to be used contains only numbers, no comments,).  
 
B.3 COMPILING AND RUNNING THE CODE 
The code package comprises of 13 source files and some sample input 
files. These are coded in C and should compile with any standard compiler 
without portability issues. For Unix, a Makefile is included which contains 
directives for compilation (Table B.2). 
This file must be edited to reflect the compilers present on the system being used. 
Usually the only change needed is the replace the C-compiler name (cc) with the 
name of the local compiler (mpicc, gcc etc). To build the executable, type "make" 
in the directory with all the source code and the makefile.  This should yield an 
executable called "fft_sim". The program can be run with the command:  
./fft_sim < inputfile 
where 'inputfilename' is replaced by the name of the input file to be used. After 
compiling and running the program, test with the test data sets and compare to the 
results provided. The results should be identical except for round off and cpu 
time. 
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B.4 OUTPUT DESCRIPTION 
B.4.1 Runtime Screen Output 
During the simulation, several statistics are displayed on the screen. The 
following indicators among them must be checked to verify successful 
completion of the simulation. 
Smallest real part (power spectrum):  This number should be positive.  This 
confirms that the covariance function was properly sampled. If not, the variogram 
window may be used.  
Largest magnitude imaginary part: A non-zero number indicates an 
unsuccessful simulation.  
Smallest real part (amplitude spectrum): This is another check for a 
sufficiently sampled covariance model.  It should be positive.  
Adjustment factor: This should be one. The farther this number is from one, the 
more the possibility of something having gone wrong in the simulation. If any 
part of the power spectrum is negative and must be truncated, the variance will 
not come out as specified.  The code will attempt an adjustment. 
B.4.2 Data Output 
The values are written to the output file in x, y, z order (x varies fastest).  The 
output has a mean of zero and the variance that is specified in the input as sill. 
The first few lines of a typical output file are shown in Table B.3. The header 
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lines contain information on the input parameters. The actual data values follow 
after that.  
B.5 DATA PROCESSING 
The data produced by the program are normally distributed. Typical 
practice is also to set the variogram to 1. To convert these numbers to 
lognormally distributed values representing permeabilities with a specified mean 
and variance, the following relationship is used  
 [ ]ln lnexp k kk Nμ σ= +  (B.1) 
where  k is the log-normally distributed permeability, μlnk is the mean logarithm 
of the permeability, σlnk is the standard deviation of the logarithm of the 
permeability, N is the standard normal deviate produced by the program. 
Visualization of the data is done using the routines from the GSLIB 
software suite as in the case of FFTSIM output. The GSLIB distribution is 
available from the Stanford Center for Reservoir Forecasting and is also 
distributed along with the book. The programs include those for computing and 
plotting histograms, variograms, two dimensional images of gridded data and 
such. To use these programs, the permeability data must be converted to the Geo-
EAS format with an appropriate header. The GSLIB executables are compiled 
with a specified limit on the number of input data points. to work with larger 
datasets, they must be recompiled with larger limits or the smaller datasets must 
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be created by sampling smaller volumes from the large dataset. The GSLIB 
programs produce postscript output which can be imported into word documents. 
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Table B.1 Sample FFTSIM input file 
//Run Type, Random Seed, Variogram Window 
1 1 0                 
// Number of cells in X, Y, Z, Size of cells in X,Y,Z  
2 2 2 1 1 1        
//Number of Variogram Structures 
1                      
//Variogram Type, Sill, Alpha, X-Range, Y-Range, Z-Range 
1 1 1 0.5 0.5 0.5     
//Additional Variogram Structures in the Same Format as Above 
 
Table B.2 FFTSIM UNIX makefile 
CFLAGS = -O 
fft_sim : fft_sim.o covar.o bessel.o gamma.o fft.o 
random.o ArrayAlloc.o 
 cc fft_sim.o covar.o bessel.o gamma.o fft.o 
random.o ArrayAlloc.o $K -lm -o fft_sim 
 
fft_sim.o covar.o      : covar.h 
fft_sim.o fft.o        : fft.h 
fft_sim.o random.o     : random.h 
fft_sim.o ArrayAlloc.o : ArrayAlloc.h 
covar.o bessel.o       : bessel.h 
covar.o gamma.o        : gamma.h 
 
Table B.3 Sample FFTSIM output 
nx = 4, ny = 4, nz = 4, dx = 1.000000, dy = 1.000000, dz = 
1.000000, seed = 1, nvar = 1 
1 
simulation 
  8.20821e-01 
 -8.76184e-02 
 -2.50372e+00 
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Appendix C. PARSSIM Sample Input and Usage 
C.1 OVERVIEW 
PARSSIM is a flow and transport simulation code developed by the 
Center for Subsurface Modeling of the Texas Institute for Computational and 
Applied Mathematics (now Institute for Computational Engineering and 
Sciences) at The University of Texas at Austin. The code distribution may be 
obtained by sending an email to Dr. Todd Arbogast (arbogast @ices.utexas.edu). 
It is a well documented code having its own user's guide which contains a 
description of the governing equations, numerical methods, input file syntax and 
units used. The distribution also includes sample input files.  
In this project, Parssim was setup to solve for the steady state flow field 
on a three dimensional Cartesian grid populated with spatially varying 
permeability values. This appendix describes how the code was used in this 
project with an aim to provide enough detail to ensure reproducibility and 
continuity of this work.  
C.2 INPUT DESCRIPTION 
The input to PARSSIM is a text file with coded directives and parameters which 
control the simulation. In this work, only the flow computation module is used 
(transport calculations are turned off). The model is initialized with a single 
flowing phase at constant density. The permeability data is stored in three 
separate, external files which are included in the main input file. These are 
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applied directly to the cell faces. Pressures are specified at the inlet face (x=0) and 
the outlet face (x=length of medium). The rest of the boundaries are closed to 
flow. There are no wells in the model.  
 The simulation time is 10 days with a time step size of 1 day. Since the 
cases setup in the work had significant levels of heterogeneity, the number of 
iterations and tolerances of the numerical scheme were tightened to ensure 
converged solution. If the criteria are not met then the program aborts. Parssim 
does not explicitly output an material balance/convergence summary.  
 A sample input file is shown in Table C.1. This is a template with 
keywords (e.g. NX, NY, NZ) which are replaced by numbers to generate the input 
file to be used with the code. Explanatory comments for each of these parameters 
is given is given below  
RNPROC: number of processors to be used when making a parallel run. This 
directive forces a domain decomposition along the z-axis of the model(e.g. a 
model with 100x100x100 cells when split over 4 processors would result in sub 
domains of 100x100x25 each). It is necessary to force this option so that the 
velocity output from each processor can be easily merged back into one file. 
Splitting along x or y axes would involved more tedious post processing to merge 
velocity outputs. 
RMAXMEM: this is the memory used by each processor when executing the 
code. This must be increased if the program returns an error message about 
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insufficient memory. For the computing platform used in this work a value of 
5,000,000,000 worked well. 
NX,NY,NZ: the number of grid cells in x,y and z directions 
XMAX,YMAX,ZMAX:  the length of the domain in x,y and z directions. The 
cell size would be XMAX/NX in x direction and so on.  
PHI:  porosity value, set to a constant of 0.2. 
PERMXFILE, PERMYFILE, PERMZFILE: the name of the data files 
containing the x, y and z direction permeabilities. 
C.3 COMPILING AND RUNNING THE CODE 
The code is modified to enable output the cell face velocities from each 
processor (in a parallel run). Without this modification, the velocity output would 
work correctly only for single processor runs. The code changes are made to the 
data output functions (defined in the file output.c). The new functionality is to a) 
enable single column data output b) enable binary output to preserve accuracy and 
save storage space c) enable each processor to output velocities for it's sub 
domain.  
The Parssim User's Guide (a PDF file available with the code distribution) 
describes the procedure to compile and run the code on a Unix machine (the code 
has not been compiled on a windows machine yet). This involves the use of a 
Makefile containing the compiler and linker directives. This file has certain 
parameters which must be customized for the target platform (compiler and 
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library locations etc). The platform specific component of the makefile for the 
TACC lonestar cluster is shown in Table C.2. To build the executable, type 
"make" in the directory with all the source code and the main makefile. Before 
doing this the appropriate math and communication libraries must be loaded into 
memory. This should yield an executable called "parssim".  
The command line arguments to run the program are detailed in the user's 
guide. To execute it on a cluster containing multiple processors, the program must 
be submitted to the execution queue using a job loader program. The details of 
such programs are usually present with system administrator.  
C.4 OUTPUT DESCRIPTION 
C.4.1 Runtime Screen Output 
During execution the program prints out statements showing the progress 
of the simulation run. A typical screen output from one of the runs made in this 
dissertation is shown in Table C.3. Upon completion of simulation, the execution 
time summary is printed along with messages from the individual processors (in a 
multiprocessor run). If there is an error in the input file , permeability include files 
or issue with the numerical solution, an appropriate error message is displayed 
and the program halts. The User's manual describes the possible error messages 
and their causes.  
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C.4.2 Data Output 
The converged solution of the flow simulation consists of pressures and 
cell face velocities. These values are written out to individual files at the end of 
program  execution. For a uniprocessor run, four files are created (one for 
pressure, one each of the x,y and z velocities). For a multiprocessor run, each 
processor prints four files containing the pressure and velocities for its sub 
domain. These files are named pres.000.n, velx.000.n, vely.000.n, velz.000.n 
where n is the processor number. These files are in binary format with single 
precision values stored in a series without any header.  
C.5 DATA PROCESSING 
Once the flow simulation is completed. The output from the program is 
processed to enable its use as an input to the transport calculations. For a 
uniprocessor run, all the velocity data are in three individual files and nothing 
needs to be done. For multiprocessor runs, the velocity data written out by each 
processor must be merged. The data storage format is binary (not text) to preserve 
the accuracy and reduce storage.  
Visualization of the data is done using the routines from the GSLIB 
software suite as in the case of FFTSIM output. 
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Table C.1 PARSSIM input template file 
SAMPLE GENERAL INPUT FILE FOR PARSSIM1 version 2.1 
 
====================================================
 
$S GENERAL INFO 
1   # computeFlow: Compute flow 
0   # computeTransport: Compute transport 
0   # computeChemistry: Compute chemistry 
0   # computeRND: Compute RND 
[m]    # baseLength: Internal length base units 
[kg]     # baseMass: Internal mass base units 
[day]   # baseTime: Internal time base units 
[degK]  # baseTemperature: [degK], [degC], or [degF]
 
$S SOLUTION PARAMETERS 
-1, -1, RNPROC  # nDom_x, _y, _z:  
$SS Flow 
5000     # maxIterIF_f:  
1.0e-8  # relTolIF_f: Interface relative tolerance 
0       # absTolIF_f: Interface absolute tolerance 
5       # pcTypeIF_f: Interface preconditioner 
RMAXMEM  # dWorkspace_f: Double workspace for flow 
 
$S TIME 
0        # tInitial: Initial time 
10[day]  # tFinal: Final time 
 
$SS Flow 
100   # nStepsMax_f: Maximum number of flow steps 
2   # ndtMax_f: Number of flow time step sizes 
{ 
0         # tdtMax_f: Time of onset 
1[day]   # dtMax_f:  Time step size 
100[day]         # tdtMax_f: Time of onset 
1[day]   # dtMax_f:  Time step size 
} 
 
$S GRID 
NX,NY,NZ   # nx, ny, nz: Number of grid cells 
0,0,0   # periodicBC_x, _y, _z: Boolean for 
periodicity 
1       # zIsDepth: Direction of the z coordinate 
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uniform # gridType:  
0,  XMAX[m]   # xMin, xMax: Minimal and maximal x 
points 
0,  YMAX[m]   # yMin, yMax: Minimal and maximal y 
points 
0, ZMAX[m]  # zMin, zMax: Minimal and maximal z 
points 
 
$S MATERIAL PROPERTIES 
9.8 [m/sec^2]      # gravity: Gravitational constant
constant PHI       # porosity: Porosity 
 
$SS Permeability 
face 
evolution of the 
{ [md] $IGNORE_LINES 3 $INCLUDE PERMYFILE } 
{ [md] $IGNORE_LINES 3 $INCLUDE PERMZFILE } 
 
$S PHASE PROPERTIES 
1[cp]        # fluidViscosity: Flowing phase 
viscosity 
1[g/cm^3]  # fluidDensity: Flowing phase mass 
density 
2            # nPhases: Number of phases 
 
$SS Phase #1 
WATER       # phaseNames: Phase name 
multi-species   # phaseType:  
1[/cc]          # chmPhaseDensity: Molar density 
 
$SS Phase #2 
ROCK            # phaseNames: Phase name 
single-species  # phaseType:  
 
$S INITIAL CONDITIONS 
 
$SS Flow #  
constant 0[ft/day]   # velX: X velocity 
constant 0            # velY: Y velocity 
constant 0            # velZ: Z velocity 
 
$SS Transport 
{ 
constant .1[/cc]  # conc: Molar concentration 
constant .2[/cc] 
constant .2[/cc] 
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} 
 
$S BOUNDARY CONDITIONS 
6   # nBCRegions: Number of boundary regions 
1   # maxnBCInterp_f:  
2   # maxnBCInterp_t:  
constant 1   # bcRegion_x_min: Boundary region map 
constant 2   # bcRegion_x_max: Boundary region map 
constant 3   # bcRegion_y_min: Boundary region map 
constant 4   # bcRegion_y_max: Boundary region map 
constant 5   # bcRegion_z_min: Boundary region map 
constant 6   # bcRegion_z_max: Boundary region map 
 
$SS Region #1 
 
$SSS Flow 
2         # bcType_f: BC type 
potential      
1         # nBCInterp_f: Number of interpolation 
times 
{ 
0         # bc_f_time:  BC time 
XMAX [psi]      # bc_f_value: BC value 
} 
 
 
$SS Region #2 
 
$SSS Flow 
2         # bcType_f: BC type 
potential # bcPresType_in:  
1         # nBCInterp_f: Number of interpolation 
times 
{ 
0         # bc_f_time:  BC time 
0 [psi]        # bc_f_value: BC value 
} 
 
$SS Region #3 
 
$SSS Flow 
0   # bcType_f: BC type 
 
$SS Region #4 
 
$SSS Flow 
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0   # bcType_f: BC type 
 
$SS Region #5 
 
$SSS Flow 
0   # bcType_f: BC type 
 
$SS Region #6 
 
$SSS Flow 
0   # bcType_f: BC type 
 
 
$S WELLS 
0   # nWells: Number of wells 
1   # maxnWellInterp_f:  
2   # maxnWellInterp_t:  
 
$S LEAKS 
0   # nLeaks: Number of leaks 
0   # maxnLeakInterp: Maximum number of 
interpolation times 
 
$S OUTPUT 
1     # runNumber: Run number  
      # runDescription: Title or description 
1     # verbosity: Driver verbosity flag 
0     # debug: Driver debug flag 
.     # outDir: Output directory 
0     # outFormat3D: Output 3-D file format 
2     # nSpeciesPerOutfile:  
1     # initialOut: Output 3-D initial conditions 
flag 
1     # outFormat1D: Output 1-D file format 
 
$SS Flow 
-1          # dStepOut_pres: Steps between pressure 
outputs 
-1          # dStepOut_vel: Steps between velocity 
outputs 
1[day]         # dtOut_pres: Time between pressure 
outputs 
1[day]         # dtOut_vel: Time between velocity 
outputs 
potential  # presType_out:  
5          # outFlags_f_1: Level of flow verbosity 
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5          # outFlags_f_2: Level of flow debugging 
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Table C.2 Parssim Makefile for TACC lonestar system 
# Configuration file for the PARSSIM code 
# TACC lonestar 2007-2008 
#Options 
============================================== 
PARSSIM_PROG := parssim 
MPI_HOME := /opt/MPI/intel9/mvapich-gen2/0.9.8 
COMM := mpi 
CHEM := RNSF 
#Compilation 
========================================== 
 CC      := mpicc -O3 -xT 
CFLAGS  := -I$(MPI_HOME)/include 
CPP     := mpicc -O3 -xT 
FC      := mpif77 -O3 -xT -I$(TOP_DIR) 
FFLAGS  := -D$(CHEM) 
AR      := ar 
ARFLAGS := r 
LD      := mpicc 
LDFLAGS := -I$(MPI_HOME)/include -I$(TACC_MKL_INC) 
LIBS := -L$(TACC_MKL_LIB) -lmkl -lmkl_lapack 
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Table C.3 Parssim runtime screen output 
 
    THE CENTER FOR SUBSURFACE MODELING 
       PARALLEL SUBSURFACE SIMULATOR 
 
           Code:    PARSSIM1 
           Version: 2.1 
           Tag:     V2_4 
           Date:    May 1998 
           Phases:  1 (flowing) 
 
INITIALIZING PARSSIM 
> Reading from file run00000.1.psim.in 
> Reading from file run00000.1.permx.in 
< Reading from file run00000.1.psim.in 
> Reading from file run00000.1.permy.in 
< Reading from file run00000.1.psim.in 
> Reading from file run00000.1.permz.in 
< Reading from file run00000.1.psim.in 
 
CALLING PARSSIM DRIVER 
Output Grid 
Setting up Mapping 
Setting up Flow 
 
FLOW STEP 0 FROM TIME 0 
 Balance matrix is structurally singular           0 
 Continuing with eigen-decomposition 
Output pressure 
Output velocities 
 
SIMULATION FINISHED 
  Flow:      Steps 0, Time 10 
 
CPU time in flow:         00:00:03.25 
CPU time writing output:  00:00:01.89 
TOTAL CPU TIME:           00:00:11.88 
 
NODE 0000 EXIT (Error code 0) 
NODE 0002 EXIT (Error code 0) 
NODE 0015 EXIT (Error code 0) 
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Appendix D. PTRACK Sample Input and Usage 
D.1 OVERVIEW 
PTRACK is a particle tracking code written in C to simulate tracer 
transport through a heterogeneous permeable media. A three dimensional, 
cartesian grid system is used. The primary inputs are the cell face velocities which 
must be obtained by a flow simulation and the diffusion/dispersivities to be used 
in each cell. PTRACK has been tested successfully with 100,000 particles in a 
system containing ten million grid cells.  
D.2 INPUT DESCRIPTION 
The input to PTRACK is a text file with coded directives and parameters. An 
input file template is shown in Table D.1, the keywords used are described below: 
RPREFIX: the run title to be used as a prefix to all output; must be 20 characters 
or less. 
NX,NY,NZ: the number of cells in the x,y and z direction. 
RDX,RDY,RDZ: the cell sizes in the x,y,z direction; units: meters. 
RVA: Velocity input type flag; 0 for discrete input using external files, 1 to use a 
predefined function (iSetGridVel in myfunctions.cpp)  to populate velocities.  
RVB: Velocity file type flag: 0 for ASCII (text), 1 for binary 
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RVC: Velocity file header flag; 0 if none,1 if present. The velocity file header is 
of three lines as per the Geo-EAS format: first the title of the file, second the 
number of columns (usually 1), third the name of the data (e.g., VELX etc). 
RVD: Velocity input debug flag; 1 to produce a dump of the velocities, 0 to 
continue program execution 
VELXFILE,VELYFILE,VELZFILE: filenames containing velocity input data 
at cell faces. Number of data points for the x-velocity would be (NX+1)*NY*NZ. 
Units: meters/day. 
MVX,MVY,MVZ: Multiplying factors to be applied to the input velocity. 
Usually set to 1. 
RALPHA1,RALPHA2,RALPHA3: the dispersivities for each cell in the x,y and 
z directions. Units: meters 
MDX,MDY,MDZ: Multiplying factors to be applied to the diffusion coefficient. 
Usually set to 1. If set to zero, produces a simulation with only convective motion 
of the particles. Also, zero diffusion implies zero dispersion. The base diffusivity 
value is 1.0×10−4 m2/d. 
NP: Number of particles to use in the simulation. Usually between 1000 and 
10000. 
RSTEPSIZ: the maximum displacement of a particle in a given time step 
expressed as a fraction of the cell size. Usually set to 0.01 (for purely convective 
runs)( or lower (for runs with diffusion). 
XPOS1,YPOS1,ZPOS1, XPOS2,YPOS2,ZPOS2: the co-ordinates defining the 
initial locations of the particles in the domain. Usually XPOS1=XPOS2=Length 
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of domain/2, YPOS1=ZPOS1=0 and YPOS2=Width; ZPOS2=Height. Units: 
meters. 
RISECHORUN: flag indicating type of simulation;0 for transmission, 1 for 
transmission and echo 
RISRTD: flag indicating method used to derive dispersion coefficients;0 to use 
particle spatial statistics, 1 to use particle travel time distributions. Set to 0 in all 
the simulations in this dissertation. 
RMAXLEVEL: the maximum simulation time (for transmission test) or the time 
for flow reversal (for echo test). Care must be taken to ensure that the particles do 
not hit the forward boundary at the time (which causes the program execution to 
stop). Units: days. 
ROUTVERB: flag indicating output verbosity; 0 to produce only run summary 
file, 1 to produce summary and plot file. The output files have the prefix defined 
earlier. More details on these are given in Section D.4.  
ROUTSPAC: flag indicating type of output spacing; 0 for linear and 1 for 
exponentially spaced 
ROUTLEVEL: number of output levels 
D.3 COMPILING AND RUNNING THE CODE 
The code package comprises of 10 source and header files. These are 
coded in completely in C and should compile with any standard compiler without 
portability issues. Table D.2 contains the filenames and a brief description of the 
code in each. The code has been compiled successfully on both Unix and 
Windows platforms.  
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For Unix, a Makefile is included which contains directives for compilation 
(Table D.3). This file must be edited to reflect the compilers present on the 
system being used. Usually the only change needed is the replace the C-compiler 
name (cc) with the name of the local compiler (mpicc, gcc etc). To build the 
executible, type "make" in the directory with all the source code and the makefile.  
This should yield an executable called "ptrack15". The program can be run with 
the command:  
./ptrack15 inputfilename 
 where 'inputfilename' is replaced by the name of the input file to be used. 
For windows, one must create a project and include all the .c files in it. Most 
standard compliers (e.g. Visual C++) would then automatically build the 
executable after parsing the files for dependencies. The same command line 
parameters are used to execute the program under Windows. A DOS window box 
must be opened to access the command line. Additional code is written to 
automate the process of running multiple cases in a batch mode. 
D.4 OUTPUT FILE DESCRIPTION 
D.4.1 Runtime Screen Output 
During program executing several messages are displayed on the screen. 
See Table D.4 for an example. The bulk of these are an echo parameters read 
from the input file and may be used for verification. The progress of the particle 
 189
tracking is shown in terms of number of days simulated. A summary is displayed 
at the end of the simulation. If the simulation is successful the keyword 'normal 
termination' is present. If not, then an appropriate error message is shown.  
D.4.2 Data Output 
D.4.2.1 Particle Statistics Summary File 
The main output from the program is the statistics summary text file. This 
file is named with the prefix specified in the input file and a suffice of '.sum.csv' 
(the .csv stands for comma separated values, a format which can be opened 
directly in excel). Table D.5 shows a sample file. The row/column format is used. 
The label explanations are: 
TMEAN: the average (first moment) of the timestamp associated with the 
particle set. This would varying between zero and the simulation time/time of 
flow reversal. The spacing would depend on the number of output levels 
specified. Units: days 
XMEAN,YMEAN,ZMEAN: the average of the respective x, y and z locations of 
the particle set. Units: meters 
TVAR: the variance in particles travel times at a given location. This would be 
zero for a case where the output time levels are pre-defined. It would be non-zero 
if the output distances were specified and the residence time distribution of the 
particles was being used to compute the dispersion coefficient. Units: days2 
XVAR,YVAR,ZVAR: the variance in particle positions at a given time. Units: 
meters2 
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DXXT: the dispersion coefficient computed from the particle travel time 
variance. Units: meters2/day 
DXX,DYY,DZZ: the dispersion coefficient computed from the particle location 
variance. Units: meters2/day 
 The mean velocity of the particle ensemble is the XMEAN/TMEAN. The 
longitudinal dispersivity averaged over the height and width of the domain is 
obtained by dividing the longitudinal dispersion coefficient by the mean velocity. 
D.4.2.2 Particle Locations Plot File 
If the output verbosity is greater than 0, then at each output time specified 
a particle location plot file is created with the prefix specified in the input file and 
a suffice of '.plt'. A sample plot file is shown in Table. D.5. The header lines 
contain information of the output time and number of particles. The data section 
is divided into three parts: particle positions, particle cell locations and particle 
velocities each containing rows of information for each particle in the ensemble. 
Under 'DATA' the values printed are the particle time, x, y and z location (in 
meters). Under 'LOC' (short for location) the values printed are the co-ordinates 
of the cell containing the particle. Under 'VEL' (short for velocity) the values 
printed are the particle x, y and z velocities (meters/day).  
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D.5 DATA PROCESSING 
Most of the processing of the output from the program is done in Excel for 
individual simulation runs. Merging of output from multiple runs into one file for 
easy plotting is done using scripts written in Unix or in Matlab. Particle location 
plots shown in this dissertation were created using DPLOT graphing software 
(Hydesoft Computing, MS, www.dplot.com).  
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Table D.1 PTRACK input template 
//Head 1 
//Head 2 
//Head 3 
//Head 4 
//Head 5 
//Prefix 
RPREFIX 
//Gridblocks 
NX NY NZ 
//BoundaryType 
0 0 
0 0 
0 0 
//BlockSize 
RDX RDY RDZ 
//VelFn-VelFileType-VelFileHeader-DebugVel 
RVA RVB RVC RVD 
//Datafile 
VELXFILE 
VELYFILE 
VELZFILE 
//VelMult 
MVX MVY MVZ 
//AlphaPhi 
RALPHA1 RALPHA2 RALPHA3 
//Diffusion(1E-4m2/d) 
1.0 1.0 1.0 
//DiffMult 
MDX MDY MDZ 
//Nparticles 
NP 
//RandSeed 
-1 
//StepSize 
RSTEPSIZ 
//InterpScheme 
1 
//SourceType 
1 
//SourceLocation 
XPOS1 YPOS1 ZPOS1 
XPOS2 YPOS2 ZPOS2 
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//isEchoRun 
RISECHORUN 
//isRTD 
RISRTD 
//MaxLevel(metersordays) 
RMAXLEVEL 
//OutputVerbosity 
ROUTVERB 
//OutputSpacing 
ROUTSPAC 
//NoutLevels 
ROUTLEVEL 
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Table D.2 PTRACK source file descriptions 
Filename Description 
ptrack15.cpp Main program file. Calls functions to 
read input, setup variables and call 
particle tracking routine. 
myfunctions.cpp, 
myfunctions.h 
Functions and Structured variable 
definitions which are used by the 
main function and the particle 
tracking functions. 
fileio.cpp, fileio.h Functions to read eclipse binary files 
stats.cpp, stats.h Functions to compute particle 
statistics, generate random numbers, 
perform comparisons of floating 
point numbers 
mytracking.cpp, 
mytracking.h 
Functions to perform particle 
tracking  
datatypes.h Datatype declarations which may be 
changed to ensure portability and 
precision.  
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Table D.3 PTRACK make file for Unix 
# Project: ptrack15 
 
CPP  = mpicc 
CC   = mpicc 
RES  =  
OBJ  = ptrack15.o myfunctions.o fileio.o stats.o 
mytracking.o $(RES) 
LINKOBJ  = ptrack15.o myfunctions.o fileio.o 
stats.o mytracking.o $(RES) 
LIBS = -lstdc++   
INCS =   
CXXINCS = 
BIN  = ptrack15 
CXXFLAGS = $(CXXINCS) 
CFLAGS = -O3 -xT 
RM = rm -f 
 
.PHONY: all all-before all-after clean clean-custom 
 
all: all-before ptrack15  all-after 
 
 
clean: clean-custom 
 ${RM} $(OBJ) $(BIN) 
 
$(BIN): $(OBJ) 
 $(CPP) $(LINKOBJ) -o "ptrack15" $(LIBS) 
 
ptrack15.o: ptrack15.cpp 
 $(CPP) -c $(CFLAGS) ptrack15.cpp -o ptrack15.o 
$(CXXFLAGS) 
 
myfunctions.o: myfunctions.cpp 
 $(CPP) -c $(CFLAGS) myfunctions.cpp -o 
myfunctions.o $(CXXFLAGS) 
 
fileio.o: fileio.cpp 
 $(CPP) -c $(CFLAGS) fileio.cpp -o fileio.o 
$(CXXFLAGS) 
 
stats.o: stats.cpp 
 $(CPP) -c $(CFLAGS) stats.cpp -o stats.o 
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$(CXXFLAGS) 
 
mytracking.o: mytracking.cpp 
 $(CPP) -c $(CFLAGS) mytracking.cpp -o 
mytracking.o $(CXXFLAGS) 
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Table D.4 Sample PTRACK runtime screen output 
------------------------------------------ 
Program Started Mon Dec 17 11:00:41 2007 
------------------------------------------ 
Control File is test1.3.ptrack.in 
Run prefix is test1.3 
NX=1000 NY=20 NZ=20 
DX=1.000000 DY=1.000000 DZ=1.000000 
Velocity input type is 1 
Data File is run00000.1.velx.in 
Data File is run00000.1.vely.in 
Data File is run00000.1.velz.in 
MX=1.000000 MY=1.000000 MZ=1.000000 
rAlpha11=0.000000 rAlpha22=0.000000 
rAlpha33=0.000000 
DXX=1.000000 DYY=1.000000 DZZ=1.000000 
DMultX=1000.000000 DMultY=1000.000000 
 DMultZ=1000.000000 
No of particles is 10000 
Random Seed is is -1 
Step size is 1.000000E-03 
Interp Scheme is 1 
Source Type is 1 
Source location is 500.000000 0.000000 0.000000 
Source location is 500.000000 20.000000 20.000000 
Echo simulation 
SPD based run 
MaxOutLevel is 100.000000 
OutputLevel is 0 
OutputSpacing is 0 
Output times are 50 
Diffusive Run 
 
Forward Flow SPD 
Completed 0.0 out of 100.0 days 
.... 
Completed 100.0 out of 100.0 days 
 
Reverse Flow SPD 
Completed 102.0 out of 200.0 days 
Completed 200.0 out of 200.0 days 
XY crosses 0, YZ crosses 0 
XZ crosses 0, XYZ crosses 0 
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------------------------------------------ 
Program Ended Mon Dec 17 11:12:09 2007 
Normal Termination 
Runtime, 11.4 mins 
------------------------------------------ 
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Table D.5 Sample PTRACK particle statistics file 
test1.1.t 
TMEAN,XMEAN,YMEAN,ZMEAN,TVAR,XVAR,YVAR,ZVAR,DXXT,DX
X,DYY,DZZ 
+0.000000E+00,+0.000000E+00,+7.921936E+00,+8.006714E+00,
+0.000000E+00,+0.000000E+00,+2.121605E+01,+2.105861E+01,
+0.000000E+00,+0.000000E+00,+0.000000E+00,+0.000000E+00 
......... 
+1.000000E+02,+9.287880E+01,+7.213702E+00,+8.058813
E+00,+0.000000E+00,+1.357574E+03,+1.943486E+01,+2.285026
E+01,+0.000000E+00,+6.787871E+00,+9.717431E-
02,+1.142513E-01 
run00111.13.e 
TMEAN,XMEAN,YMEAN,ZMEAN,TVAR,XVAR,YVAR,ZVAR,DXXT,DX
X,DYY,DZZ 
+1.000000E+02,+9.287880E+01,+7.213702E+00,+8.058813
E+00,+0.000000E+00,+1.357574E+03,+1.943486E+01,+2.285026
E+01,+0.000000E+00,+6.787871E+00,+9.717431E-
02,+1.142513E-01 
......... 
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Table D.6 Sample PTRACK particle locations plot file 
DAYS 
0.000000 
NPARTICLES 
1000 
DATA 
+0.000000E+00 +0.000000E+00 +5.885754E+00 
+4.841027E+01 
......... 
LOC 
 1024     6    49 
 1024    60    25 
......... 
 
VEL 
+4.290721E-01 -5.511764E-02 +2.752310E-02 
......... 
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Appendix E. Mixing Cell Model for Dispersion 
E.1 INTRODUCTION 
In this section we setup a model for dispersion based on a series of mixing 
cells and derive expressions for concentration histories. We attempt to generalize 
the model for varying volumes of cells and compare results from the model with 
previously measured experimental data. 
A mixing cell model aggregates the effect of diffusion and mechanical 
mixing within each cell by assuming it to be "well mixed" and "instantaneously 
mixed". This is the typical assumption used in petroleum reservoir simulation and 
is different from the discrete (Lagrangian) framework used in the dissertation 
where the convection (spreading) and diffusion(mixing) steps were computed 
independently.  
The basis of assuming complete mixing at a given scale comes from probe 
experiments in sandpacks that show evidence of mixing even at the pore scale 
(Jha, 2006a). Mixing distributions computed based on stretching and splitting 
show that fluid elements get to be homogenized after a few steps (see Appendix 
F). Hulin and Plona (1989) and Rigord et al. (1990) show that mixing in 
homogeneous sand packs and cores are irreversible. They show that the transition 
to irreversibility takes place within about ten to twenty pore diameters. So one 
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could think of mixing cells representing a volume encompassing this length. As 
shown below, the model helps achieve a scale up in representation. 
E.2 MODEL 
Consider flow of a solute through a series of cells1 as shown in Figure E.1. 
We assume single phase, steady state flow between the cells at a constant rate. 
The cells are of the same size (volume) and are well mixed and well connected 
cells (the time lag for fluid to move between cells is negligible). The mass 
balance for a cell gives: 
 1n n n
dC C C
dτ −= −  (E.1) 
where nC  is the concentration in cell number n, vol./vol.,
qt
V
τ =  is the 
dimensionless cell residence time. The number of pore volumes injected, based 
on the volume in all the cells, is  
 D
qtt
NV N
τ= =   (E.2) 
where N is the total number of cells. Applying the Laplace transform to Equation 
(E.1) we get 
 ( ) 10n n n nsC C C C−− = −    (E.3) 
Assuming zero initial concentration, this can be rearranged as 
 1n n nsC C C −+ =    (E.4) 
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This gives the relation 
 1
1
n
n
CC
s
−= +
  (E.5) 
Using Equation (E.5) for various n, we get  
 0 1C =  (E.6) 
 0
1C
s
=   (E.7) 
 ( )1
1
1
C
s s
= +
  (E.8) 
 ( ) ( )
1
2 2
1
1 1
CC
s s s
= =+ +
  (E.9) 
and so on, such that 
 ( )
1
1
n nC s s
= +
  (E.10) 
Applying the inverse Laplace transform to Equation (E.10) 
 ( ) ( )1 1 1 11n nL C L s s− −
⎛ ⎞= ⎜ ⎟⎜ ⎟+⎝ ⎠
  (E.11) 
Using two known results: 1 1 1L
s
− ⎛ ⎞ =⎜ ⎟⎝ ⎠  and ( ) ( )
1
1 1
1 !1
n t
n
t eL
ns
− −
− ⎛ ⎞ =⎜ ⎟⎜ ⎟ −+⎝ ⎠
 and the 
convolution theorem changes Equation (E.11) to 
                                                                                                                                     
1 The author acknowledges the notes of Dr. Russell T. Johns on this topic. 
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 ( ) ( )1 10
1
1 !
n u
nL C u e dun
τ
− − −= − ∫  (E.12) 
or 
 ( ) ( ) ( )10
1 ,n unC u e du P nn
τ
τ τ− −= =Γ ∫  (E.13) 
where ( ),P n τ is the incomplete gamma function (Abramovitz and Stegun, 1965) 
and qt
V
τ = . Equation (E.13) can also be obtained in a series form by representing 
Equation (E.10) using partial fractions, performing the inverse and summing the 
terms to get 
 ( ) 1
0
1
!
kn
n
k
C e
k
τ ττ −−
=
= − ∑  (E.14) 
Using the pore volume notation for a system of N cells 
 ( ) ( ),n D DC Nt P n Nt=   (E.15) 
where D
qtt
NV N
τ= = .The effluent concentration at n N=  or 1Dx =  is 
( ) ( ),N D DC t P N Nt=  
If each cell were not of the same volume but had different volumes (Vo, 
V1, V2…Vn), then starting from the mass balance for each cell and working in time 
instead of dimensionless time, it can be shown that the concentration of the nth 
cell in transformed space can be derived as: 
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 11 0 1( )
dCV q C C
dt
= −  (E.16) 
 
~ ~
1 11 1 1
1(0) ( )V s C V C q C
s
− = −  (E.17) 
 ( ) ~ 11 qq V s C s+ =  (E.18) 
 ( )
~
1
1
1
1
q
VqC
s q V s qs s
V
= =+ ⎛ ⎞+⎜ ⎟⎝ ⎠
 (E.19) 
following the series, we get for the nth cell 
 1 2
1 2
...
...
n
n
n
q q q
V V V
C
q q qs s s s
V V V
⎛ ⎞⎜ ⎟⎝ ⎠= ⎛ ⎞⎛ ⎞⎛ ⎞+ + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠
  (E.20) 
Let i
i
qa
V
=  then 
 ( )
1
1
n
i
i
n n
i
i
a
C
s s a
=
=
∏
=
∏ +
  (E.21) 
In terms of partial fractions, assuming no multiple roots (i.e. all the ia are 
different) 
 ( )
1 0 1 2
2
1
...
n
i
i n
n n
i n
i
i
a A AA AC
s s a s a s as s a
=
=
∏
= = + + + ++ + +∏ +
  (E.22) 
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In case of a repeated root, we would get terms such as ( )2
n
n
A
s a+  in Equation 
(E.22). To get the coefficients, we multiply both sides of by s and setting s=0 we 
get 
 ( )
1
0
1
1
0
n
i
i
n
i
i
a
A
a
=
=
∏
= =
∏ +
 (E.23) 
Multiplying both sides of by ( )ks a+ and putting ks a= −  
 ( )
1
1
n
i
i
k n
k i k
i
i k
a
A
a a a
=
=≠
∏
= −
∏ −
 (E.24) 
The inverse of Equation (E.22) is  
 0
1
( ) ( ) i
N
a t
n i
i
C t A U t Ae−
=
= + ∑  (E.25) 
where U(t) is the unit step function. 
E.3 RESULTS 
Concentration profiles (CD vs. xD) are shown at various times in Figure 
E.2 for a stream having 50 equally sized cells. The concentrations are between 0 
and 1, and the profile is similar to that of the error function solution to the 
convection-dispersion equation (CDE). The concentration history at the outlet is 
shown in Figure E.3 for the same case but with different cell residence times (τ = 
0.1 and τ = 1). The model predicts the same net mixing effect on changing either 
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the cell volume or the rate. This implies that for a given set of cells, the Peclet 
number would be constant giving a linear dependence of dispersion coefficient on 
fluid velocity. This is what is observed in laboratory measurements (see Figure 
4.11).  
The increased velocity does have an effect of sharpening the front in 
dimensional terms, as shown in Figure E.4, which is a plot with respect to 
distance. In the limit of very high velocity (small cell volumes), the curve would 
become a step function similar to the input but with a time lag to account for 
traverse along the cells in series. This is as if the mixing cell series became a 
streamline. Here a dimensionless concentration history plot would look the same 
because the mixing is coming from the number of cells in series and not the 
velocity itself (we defined cells as well mixed at all velocities).  
Figure E.5 shows the concentration profiles for a mixing cell series with 
varying number of cells but with the same cell residence time (τ=1). The mixing 
zone size in terms of number of cells seems to remains the same so increasing the 
number of cells has an effect of increasing NPe as is indicated by the sharper 
fronts as number of cells (N) increases. 
Figure E.6 is a plot of the mixing cell output in terms of the CDE 
framework. This plot is commonly used to verify the applicability of the error 
function solution and infer the dispersion coefficient from the effluent history 
data (Lake, 1989). The linear relationship for large N indicate that the solutions 
are similar in nature. The growth of mixing zones with time is shown in Figure 
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E.7 for varying N. The slopes of the lines are the same and indicate that the zones 
grow proportionately to the square root of time. A linear relationship is observed 
and larger N results a smaller mixing zone at the same time. 
The similarity between the mixing cell model and the CDE solution is 
because of the relationship between the error function solution and the incomplete 
gamma function. The error function is defined as 
 
2
0
2( )
x
terf x e dtπ
−= ∫  (E.26) 
If we set 2t k= ,  then 2tdt dk=  or 1
2
dt dk
k
=  and  
 
2 1
2
0
1( )
x
kerf x e k dkπ
−−= ∫  (E.27) 
The incomplete gamma function is defined as 
 1
0
1( , )
( )
x
t tP a x e t dt
a
− −= Γ ∫  (E.28) 
with 1( )
2
πΓ = . Comparing Equations (E.17) and (E.18) 
  21( ) ( , )
2
erf x P x=  (E.29) 
 Figure E.8 shows a plot of the incomplete gamma function. It is 
monotonic and goes from 0 to 1 in a range of x  centered around 1a −  and with a 
width approximately sized as a (Pruess et al., 1992). Therefore the effluent 
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history ( ) ( ),N d dC t P N Nt=  will appear centered around 1dNt N= −  which for 
large N (>100 or so) implies 1dt =  at x N= or 1dx = . This is the same as the 
error function solution with shifted co-ordinates. The width of the curve scales as 
N . In comparison the error function solution has a width which scales as 
PeN . Adjusting for the factor of 2, 2
cell
PeN N∼  which is what is observed in 
Figure E.6.  
Pore level measurements conducted in sand packs (Jha, 2006a) show 
Peclet numbers of around 600. To match this using the mixing cell model would 
require 300 mixing cells (NPe/2). The length of the sand pack was 360mm, 
implying that the length of each mixing cell is 1.2mm which is roughly two grain 
spans (grain diameter of the sand pack was 0.5mm).  
So a promising use of the mixing cell model for scaling up would be to set 
the volume of each cell to be that of each pore. These cells could be connected 
directly (as discussed here) or using tubes representing pore throats (Acharya et 
al., 2007a). 
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Figure E.1 Mixing tank in series with continuous tracer injection 
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Figure E.2 Concentration profiles predicted by the mixing cell model for various 
times and fixed number of cells (N=50) 
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Figure E.3 Concentration histories predicted by the mixing cell model 
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Figure E.4 Concentration histories predicted by the mixing cell model 
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Figure E.5 Concentration profiles predicted by the mixing cell model with 
varying number of cells (N=10,50,200). 
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Figure E.6 Effluent concentration histories plotted to compare with error function 
solution 
 213
10-1 100
10-2
10-1
100
Dimensionless time (Td)
D
im
en
si
on
le
ss
 m
ix
in
g 
zo
ne
 le
ng
th
Mixing zone growth with time, Xd(C=0.1)-Xd(C=0.9)
N=50
N=100
N=200
 
Figure E.7 Mixing zone growth predicted by mixing cell model for varying 
number of cells (N=50,100,200) 
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Figure E.8 Incomplete Gamma function 
 214
Appendix F. Kinematic Mixing Model for Dispersion 
F.1 INTRODUCTION 
From a kinematic viewpoint, mixing at the pore scale appears to be 
derived from the following causes: (1) splitting and rejoining of fluid elements as 
they flow around different grains. (2) stretching and squeezing of fluid elements 
as they move through pore bodies with changing aspect ratios. (3) longitudinal 
and transverse diffusion across fluid elements. The diffusional distances get 
affected by the change in shape after stretching and squeezing. 
In this Appendix a simple model is developed based on these three 
observations. The model provides a conceptual alternative to classical 
descriptions like Taylors-Aris model for dispersion in a tube. It can be thought of 
as an extension of the classical mixing cell model (Appendix E) to include stream 
splitting and rejoining between cells. This approach could be applied to a bundle 
of tubes model and the asymptotic trends may be used in setting up appropriate 
input parameters in pore network models. 
F.2 MODEL 
A streamtube by definition represents a set of streamlines starting at points 
that form a closed loop. It has impermeable boundaries with varying cross 
sectional area. In steady, one-dimensional flow, mass is conserved along a 
streamtube (Figure F.1). A fluid element can be thought to represent a material 
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cell with varying boundaries. Many such fluid elements can be thought to flow 
inside a streamtube.  
A model was setup to compute the mixing distributions within a 
streamtube where fluid elements are subject to the following conditions (Figure 
F.2). Two fluid elements start at the inlet. Average inlet concentration is varied by 
changing their volume fractions. The fluid elements go two steps. The first is 
'Stretching and diffusing'. In this step fluid elements change shape (elongate) with 
fluid element volume remaining constant. Diffusion occurs in the transverse 
direction. The second is 'Splitting and Rejoining'. In this step the fluid elements 
from previous step are split and rejoin to form a longer series of smaller fluid 
elements. These two steps are repeated successively to representing movement of 
the fluid elements in time along the length of the streamtube. This idea is derived 
from studies of chaotically advected fluids (Muzzio et. al., 1992).  
At the end of each pair of steps a distribution of concentrations are 
obtained. The standard deviation of the concentrations of the fluid elements 
indicates the homogenization along the streamtube. We assume uniform spatial 
and time steps, uniform splitting and stretching ratios (fluid elements are stretched 
to double their length, split in half).  
F.3 RESULTS 
Figure F.3 shows the variance in concentration across fluid elements as 
they progress along successive steps. In step 0, the standard deviation is computed 
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for only two fluid elements (var(0,1)=0.7), the stretching-diffusing-splitting-
rejoining sequence is performed and 4 elements with varying concentrations are 
obtained. The variance for these elements is computed before proceeding to the 
next step. Different initial volumes of tracer are used in step 0 to vary the initial 
concentration of the fluid element.  
We observe that the variance reduces as the number of sequence proceeds. 
All the initial configurations are homogenized (variance in concentrations of fluid 
elements reduced to 0.01) in about 20 steps.  
In the absence of diffusion, the model would exhibit completely reversible 
mixing. Following the sequence in reverse leads to the same inlet fluid element 
concentration values. Introduction of diffusion in the model gives rise to 
irreversibility in mixing. 
This model based on stretching and splitting captures some of the key 
kinematical features of pore level transport like irreversibility and transverse 
mixing arising from diffusion and breakup/spatial redistribution of fluid elements. 
Transport in the example discussed is along one tube at steady state with fixed 
geometry. Diffusion is only in the transverse direction (across fluid elements). 
Since mass is conserved along a streamtube, the average concentration at any step 
along the tube remains a constant (equal to the inlet concentration). The 
relaxation of these assumptions would enable verification of the validity of this 
model based on other features of dispersion in porous media such as the growth of 
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mixing zone with time and the scaling behavior of dispersion coefficient with 
velocity.  
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Figure F.1 Sketch showing a streamtube 
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Figure F.2 Sketch showing stretching, diffusing and splitting of a fluid element 
containing part tracer(black), part carrier fluid (white). Shades of 
grey indicate intermediate tracer concentrations. 
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Figure F.3 Standard deviation in concentration of all the fluid elements as 
kinematic mixing steps proceed 
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