Abstract. In this paper, we construct a class of locally supported wavelet bases for C 0 Lagrange nite element spaces on possibly non-uniform meshes on ndimensional domains or manifolds. The wavelet bases are stable in the Sobolev spaces H s for jsj < 3 2 (jsj 1 on Lipschitz' manifolds), and the wavelets can, in principal, be arranged to have any desired order of vanishing moments. As a consequence, these bases can be used e.g. for constructing an optimal solver of discretized H s -elliptic problems for s in above ranges.
Introduction
This paper is concerned with the construction of nite element based wavelet bases with respect to arbitrary initial triangulations. This introductory section is devoted to a summary of relevant background information which, in particular, motivates speci c requirements on the wavelet bases concerning stability in Sobolev spaces and moment conditions. 1.1. Motivation and background. Throughout this paper, H s for s 2 IR or jsj t, will denote a scale of Sobolev spaces, possibly incorporating essential boundary conditions, on an n-dimensional domain or su ciently smooth manifold. We will denote H 0 also as L 2 , and when s < 0 the space H s is understood to be the dual of H ?s . Adjoints with respect to the L 2 -scalar product will always be denoted by ( ) .
Consider the variational problem: Given f 2 H ?r , nd u 2 H r such that a(u; v) = f(v) (v 2 H r );
(1.1) where a is a scalar product satisfying a(v; v) = kvk 2 H r;
(1.2) i.e., the problem (1.1) is symmetric and elliptic of order 2r. In order to avoid the repeated use of generic but unspeci ed constants, by C < D we mean that C can be 2 ). Although for simplicity the advantages of suitable wavelet bases are demonstrated here for the symmetric case, another important application is the (non-symmetric) double layer potential equation that has order zero, and which also arises from a reformulation of Laplace's equation as a boundary integral equation.
Suppose we are given a sequence of nested closed subspaces, also called a multiresolution analysis, S 0 S 1 S j H r : Then the Galerkin discretization of (1.1) reads as follows: Find u j 2 S j such that a(u j ; v j ) = f(v j ) (v j 2 S j ):
(1.3)
By xing a basis f' j;x : x 2 I j g of S j , (1.3) leads to a linear system of equations A j u j = f j :
(1.4)
The size of the sti ness matrix A j = (a(' j;y ; ' j;x )) x;y2I j in realistic applications often excludes the use of direct solvers. In order to solve (1.4) iteratively in an e cient or rather optimal way, the following two questions are relevant:
{ Can we select f' j;x : x 2 I j g such that A j is spectrally equivalent to its diagonal D j uniformly in j. It is easily veri ed that this property is equivalent to the uniform H r -stability of the bases, de ned as k X x2I j c j;x ' j;x k 2 H r = X x2I j jc j;x j 2 k' j;x k 2 H r :
(1.5) (For convenience, in the sequel we often refer to the property (1.5) by saying that f' j;x : x 2 I j g is an H r -stable basis of S j , where we thus mean the uniform H r -stability of the sequence of bases f' j;x : x 2 I j g for j = 0; 1; ).
The following obvious but important observation concerns operator equations in which the operator is a sum of elliptic operators of di erent orders: If for i 2 f1; 2g, A (i) j is uniformly spectrally equivalent to its diagonal D (i) j , then A j = A (1) j + A (2) j is uniformly spectrally equivalent to its diagonal D j = D (1) j + D (2) j . This is relevant for combinations of integral and di erential operators but also for the rst example above. There it ensures robustness of preconditioners with respect to dominating di usion or reaction terms. Secondly, considering integral equations which generally lead to dense matrices:
the same order of convergence as the exact Galerkin solution. This process of nding a sparse, accurate approximation is usually called matrix compression. In a sequence of papers (see Dah97] and the references cited there), it was shown that both questions concerning stability and compression can be answered a rmatively when suitable wavelet bases are employed. Let us brie y point out what is meant by suitable wavelet bases in this context. Suppose that W k+1 S k+1 is chosen such that S k+1 = W k+1 S k and let k+1 = f k+1;x : x 2 J k+1 g be a basis of W k+1 . For convenience let us also set W 0 = S 0 equipped with some basis 0 . This gives rise to the direct sum decomposition S j = j k=0 W k ;
which is sometimes called a multiscale decomposition. Consequently, j := j k=0 k is a basis of S j , called multiscale-, or wavelet basis.
Aiming at computationally optimal implementations, we will always assume the availability of single-scale bases k = f k;x : x 2 I k g of the spaces S k , which are locally nite, i.e., sup x2I k #fy 2 I k : supp k;x \supp k;y 6 = ;g < 1. Viewing bases as (column) vectors whose components are the basis functions, the nesting S k S k+1 implies the existence of a re nement relation T k = T k+1 P k+1;0 :
(1.6)
Here the xth column of the #I k+1 #I k matrix P k+1;0 contains the coe cients for the linear combination of k;x in terms of the k+1;y . We will assume that k is local with respect to k+1 , with which we mean that the rows and columns of P k+1;0 have a uniformly bounded number of non-vanishing entries. This situation is encountered for any standard nite element discretization based on nested partitions. Clearly the matrix P k+1;0 represents a prolongation operator in multigrid terminology.
Given the single-scale bases k , we put 0 = 0 and search for complement bases k+1 , such that k+1 is local with respect to k+1 . In terms of two-scale relations this means that we have to nd #I k+1 #J k+1 matrices P k+1;1 which are sparse in the above sense so that T k+1 = T k+1 P k+1;1 :
(1.7) In that case k+1 k is also local with respect to k+1 . The fact that k k+1 is also a basis for S k is equivalent to saying that the matrix P k+1 := P k+1;0 ; P k+1;1 ] is invertible. The matrices P k+1 ; k = 0; : : : ; j ? 1 are the core ingredients of the basis transformation T j in S j that takes the multiscale coe cients of an element in S j into its single-scale coe cients. It can be implemented recursively from bottom-totop as a pyramid scheme which, on account of the sparseness of the P k+1 , requires O(dimS j ) operations.
Even when the order 2r of the problem (1.1) is negative, we will always assume that S k L 2 . Then the question of H r -stability of wavelet bases can be separated into two issues: Remark 1.1. If k is an L 2 -stable basis of W k :
(1.8) and
for some arbitrary constants k;r , then j = j k=0 k is an H r -stable basis of S j .
Indeed, from (1.9) and (1. In order to interpret the above norm equivalences for r < 0 our assumption S k L 2 requires, in particular, to decide how to identify an L 2 -function with a functional in H r . It is important to note that this has to be related to the variational formulation (1.1) in order to draw conclusions on preconditioning. In fact, recall that the variational problem (1.1) is derived from some operator equation Au = f by setting a(u; v) := (Au; v) where ( ; ) is an L 2 -scalar product. In this setting, for r < 0 the relation a(v; v) = kvk 2 H r is established rst for smooth functions, which now determines the identi cation of an L 2 -function u with the functional u(v) := (u; v) through the L 2 -scalar product used in the de nition of a( ; ) or through an equivalent one. Here`equivalent' means that the Riesz map relating two such scalar products not only has to be an isomorphism in L 2 but also in H r . In fact, a subtle point here is that di erent L 2 -scalar products give rise to di erent functionals, which generally have non-equivalent H r -norms, even when these scalar products yield equivalent L 2 -norms, see also the comments below in Section 1.2. In practical applications such as those involving the above examples, the analysis of the variational form is based on the standard L 2 -scalar product ( ; ) L 2 , which leads us to the following remark:
Remark 1.2. When r < 0, the H r -norm of an L 2 -function will always refer to the canonical embedding of L 2 in H r induced by u(v) = (u; v) L 2 .
The stability (1.8) on each re nement level is, in principal, relatively easy to check.
For example, assuming a normalization such that k k;y k L 2 ; k k;x k L 2 = 1 (uniformly in k; x 2 I k ; y 2 J k ), the L 2 -stability of the basis k?1 k is equivalent to the fact that kP k k; kP ?1 k k = 1;
(1.10) where k k denotes the spectral norm.
By contrast, it is usually much less apparent how to assert the stability (1.9) across all levels. In Dah96], it was proved that for (1.9), it is su cient that W k+1 = (S k ) ? L 2 \ S k+1 , where
ELEMENT-BY-ELEMENT CONSTRUCTION OF WAVELETS 5 is a \dual" sequence of nested closed subspaces, such that both (S k ) k as (S k ) k satisfy certain direct (or Jackson) and inverse (or Bernstein) estimates with respect to suitable Sobolev norms. Here (1.9) for r < 0 should be understood with respect to an identi cation of L 2 -functions as functionals using the same L 2 -scalar product that is applied in the orthogonality construction, which in this paper will therefore be the canonical L 2 -scalar product. A precise formulation of above result together with a new proof can be found in Section 2 and Appendix A respectively. (1.12) and if the Schwarz kernel of the integral operator is smooth o the diagonal and exhibits a certain asymptotic behavior under di erentiation, then the sti ness matrix can be compressed to a sparse one by dropping small elements in an a priori way, i.e., without computing these elements, in such a way that the order of convergence is not reduced. Note that for r 0, condition (1.12) rules out the orthogonal space decompositions, i.e., S k = S k or W k+1 = S k+1 ? L 2 S k . 1.2. Construction of suitable wavelet bases. So far, for d 0 > d, which is needed for integral operators of non-positive order, wavelet bases satisfying all desirable conditions have been constructed primarily only for spaces S j that are spanned by cardinal B-splines on uniform partitions of IR in CDF92], and of 0; 1] in DKU96]. Clearly, by taking tensor products, these constructions can be extended to IR n or 0; 1] n .
Using these wavelet bases as building blocks, in DS97] and CTU97], wavelet bases were constructed on manifolds that can be represented as disjoint unions of smooth parametric images of the unit cube. To put the present alternative approach into a proper perspective with regard to these constructions a few comments are in order. In DS97, CTU97], the underlying space decompositions are biorthogonal with respect to some modi ed L 2 -scalar product (v; u) L 2 ;w = (wv; u) L 2 , where both w and 1=w are bounded and piecewise smooth functions on the underlying domain or manifold, but which generally have jumps across the interfaces of adjacent patches.
These weight functions and their discontinuous character result from the underlying isoparametric concept. The norm equivalences derived in DS97, CTU97] therefore refer for r < 0 to the non-canonical embedding of L 2 in H r based on the identi cation of u 2 L 2 as the functional u(v) = (u; v) L 2 ;! . In fact, the H r -norm of such a functional is equal to kwuk H r in the present understanding of u(v) = (u; v) L 2 required by the variational formulation (1.1) as explained above. However, for r ? 1 2 , the norms kw k H r and k k H r are not equivalent, since that would imply that kwvk H ?r = kvk H ?r (v 2 H ?r ), which is not true for r ? 1 2 when w has jump discontinuities. We conclude that the bases from DS97, CTU97] are not optimal for preconditioning purposes when r ? 1 2 .
One may argue that the problems for r ? 1 2 can be circumvented by switching from (1.1), for instance, to the equivalent variational problemã(ũ;ṽ) =f(ṽ) (ṽ 2 H r ), whereã(ũ;ṽ) := a(wũ; wṽ) andf(ṽ) := f(wṽ). Indeed, based on the identi cation of L 2 -functions as functionals using ( ; ) L 2 ;! , one hasã(ṽ;ṽ) = kṽk 2 H r , i.e., the new formulation is elliptic of order 2r using the alternative identi cation. However, the solutionũ = u=w of the reformulated problem can be expected to be less smooth than u. Thus a Galerkin discretization based on spaces S j containing only continuous functions are expected to produce reduced convergence orders.
Recently, in DS97], see also Dah97], the di culties for r ? 1 2 were also overcome yielding in principle optimal results for any r. Yet, this construction involves certain extension operators which have to be carefully chosen depending on the problem at hand. Moreover, common to all three mentioned constructions is that they are based solely on smooth parametrizations of the unit cube, which may have several disadvantages from a practical point of view.
As an alternative approach, for C 0 Lagrange nite element spaces of order d 2 based on subdivisions into n-simplices (\triangulations") of domains in n dimensional Euclidean space, in this paper we introduce a construction of wavelet bases that meets all aforementioned requirements in the following sense: The wavelet bases are H r -stable for jrj < 3 2 , the wavelets are local with respect to the nodal bases, and they have, in principle, any order d 0 2 of vanishing moments. The underlying space decompositions are biorthogonal with respect to the canonical L 2 -scalar product, which means that we are in the scope of Remark 1.2. The construction is applicable to arbitrary initial meshes and for arbitrary boundary conditions. The only condition we need is that of uniform dyadic re nements. Apart from this condition, the appreciated exibility of nite elements is fully retained.
The whole construction carries directly over to nite element type spaces on certain Lipschitz manifolds. More precisely, those manifolds are covered that consist of patches, each of them the parametric image of a domain with triangulations as above, such that the images of the triangulations match at the interfaces, and on each domain the Jacobian determinant is piecewise constant with respect to the initial triangulation. This means that we can handle manifolds consisting of patches that are for example parts of hyperplanes, spheres or cylinders. The construction yields H r -stable wavelet bases for the in this case maximal range r 2 ?1; 1]. Since we again realize biorthogonality with respect to the canonical L 2 -scalar product, the stability results have the favourable interpretation in the sense of Remark 1.2.
When dealing with boundary integral equations on such manifolds the cancellation properties are important. Since some of the resulting wavelets may have support which intersects more than a single patch one can no longer resort to standard polynomial moment conditions. Nevertheless, employing a di erent strategy, we are still able to con rm certain cancellation properties needed to establish optimal decay estimates for matrix compression.
Our construction requires solving once and for all some system on a reference element, which depends on d, d 0 and n. Having solved this system, the necessary element-by-element adaptations of the wavelets to the mesh on the domain or manifold, and possibly to boundary conditions are given explicitly. We will perform the computations on the reference element for d Compared with existing approaches, our construction seems easy and, as we will show, it can be implemented e ciently. The clue of our approach is that we drop one condition that is usually imposed, viz. the existence of a well localized wavelet basis associated with the spaces S k which is biorthogonal to the wavelet basis associated with the spaces S k . We will refer to these bases as dual respectively primal bases.
Whereas for other applications of wavelets, such as signal analysis, the availability of both the primal and the dual basis is essential and enters the computations, for our present goals viz. stability and matrix compression, there is no need for explicitly knowing in addition to the primal basis also the dual one. It appears that without this requirement the possibilities of constructing e cient \ exible" wavelet bases are increased dramatically.
Although our wavelet construction can be implemented e ciently, simple second order problems of Poisson type should not be viewed as typical target problems. In fact, earlier comparisons from LO96b] indicate that (at least for uniform discretizations) schemes like the BPX-preconditioner or multiplicative multigrid schemes are more e cient if perhaps somewhat less robust with respect to zero order terms. We see a much more promising potential in connection with boundary integral operators or combinations of integral-and di erential operators, in particular, when norms of negative order are involved. For these problems, BPX-type preconditioners are not useful, even when the essential compression question is not taken into account. An impression of the huge bene ts in practical computations of the wavelet approach for such problems can be obtained from LS97]. Compared with the discontinuous wavelets based on orthogonal decompositions (d = d 0 ) applied in LS97], and that were introduced in PSS94], the wavelet bases constructed here have a larger range of stability (jsj < 3 2 vs. jsj < 1 2 ) in the above sense which now covers also the stability range required by the single layer potential operator. Moreover, due to the more exible concept of biorthogonality, d 0 can be chosen to be larger than d, which is essential for asymptotically optimal matrix compression in connection with integral equations of negative order. The second very promising application context is the design of highly adaptive methods for partial di erential as well as integral equations suggested by the results in CDD98]. The present construction meets all the requirements needed there to ensure optimal convergence rates. In this sense we view the present contribution as one essential ingredient (among possibly others) in a more complex application context rather than a competitive selfcontained method when only single aspects like preconditioning are focussed upon.
The remainder of this paper is organized as follows: In Section 2 we formulate a modi ed version of a crucial theorem concerning stability of biorthogonal space decompositions, that was rst proved in a somewhat more general Hilbert space setting in Dah96]. Its proof given in Appendix A for the slight specialization is shorter and, as we think, better accessible.
The construction of stable bases of the subspaces generating a biorthogonal space decomposition, i.e., the construction of the wavelets, is treated in Section 3.
In Section 4, the approach from Section 3 is specialized to C 0 Lagrange nite element spaces. We will perform the computations on the reference element for the cases mentioned above. Special attention will be paid to showing that the wavelet construction carries over to compact manifolds, and that resulting wavelets have the right cancellation properties essential for matrix compression. We give a quantitative analysis of the costs of performing the wavelet transform.
Biorthogonal space decompositions
In this section, we formulate su cient conditions for existence and stability of biorthogonal space decompositions. The essential distinction of the following Theorem 2.1 from related results in Dah96] is the practicality of the hypotheses in the present context. While the assumptions in Dah96] refer to special projectors which in practice already require some a-priori knowledge about suitable biorthogonal bases the present assumptions concern only multiresolution spaces that to some extent can be chosen. (a) Suppose that
as well as the analogous condition (C1) with interchanged roles of (S k ) k and (S k ) k hold. When the functions from the spaces S k and S k are piecewise smooth and globally t respectively t times continuously di erentiable, under the usual assumptions for quasi-uniform meshes with mesh sizes ?k on level k, the inverse estimates (C2) and (C2) are valid with = t+ 3 2 and = t + 3 2 , respectively (t (t ) := ?1 in case of no continuity between elements). The direct estimates (C3) and (C3) are usually enforced by demanding that, relative to their meshes, S k and S k contain all t or t times continuously di erentiable piecewise polynomials of degree d ? 1 and d ? 1 respectively. In that case, since by (1.11) W k+1 (S k ) ? L 2 , basis functions of W k+1 , i.e., the wavelets, will have d vanishing moments. As pointed out in Section 1, the property of having su ciently many vanishing moments is essential for the use of the wavelet basis for optimal compression DPS94, Sch95]. Finally, (C1) or (C1) are conditions concerning invertibility of certain linear operators that are usually encountered in connection with saddle point problems. Their validity will be checked using the following criterion.
Lemma 2.3. Let k = f k;x : x 2 I k g and k = f k;x : x 2 I k g be L 2 -stable bases (cf. (1.5)) of S k and S k respectively. (Note that (C1) and (C1) can be valid simultaneously only if the bases for S k and S k have the same cardinality, so it is no restriction to use the same index set I k for both bases.) De ne the possibly in nite For any d k+1 = (d k+1;x ) x2J k+1 and c k = (c k;y ) y2I k the L 2 -stability of k+1 and k and condition (c) provide
which means that kB k k`2 (J k+1 )!`2(I k ) < 1:
The de nition of k+1;x and the L 2 -stability of k+1 k+1 imply that 
From k k+1;x k L 2 = k k+1;x k L 2 and the boundedness of the mappings B k (3.2) we infer that both L k+1 and L ?1 k+1 are uniformly bounded mappings from`2(I k J k+1 ) ! 2 (I k J k+1 ). Since, by assumption, k+1 k+1 is an L 2 -stable basis of S k+1 , the boundedness of both L k+1 and L ?1 k+1 is equivalent to the property that k+1 k+1 is an L 2 -stable basis of S k+1 .
As for the remaining part of the claim, suppose that v k+1 = P x2J k+1 c k+1;x k+1;x + P y2I k d k;y k+1;y belongs to W k+1 = (S k ) ? L 2 \S k+1 . One easily veri es that k+1;x 2 (S k ) ? L 2 (x 2 J k+1 ). Now by taking L 2 -scalar products with basis functions k;z , we see that d k;z = 0 for all z 2 I k . Therefore k+1 spans W k+1 and hence is an L 2 -stable basis of W k+1 . Remark 3.2. As was already noted in Section 1, in order to get an optimal implementation, given some family of (locally nite, L 2 -stable) \single-scale" bases k , so that k is local with respect to k+1 , we need k+1 that is local with respect to k+1 . Generally in the context of Theorem 3.1, this necessarily means that both k+1 and k+1 are local with respect to k+1 , and that the matrix ? ( k+1;x ; k;y ) L 2 x2I k+1 ;y2I k is sparse.
(3.3) Remark 3.3. The construction presented in Theorem 3.1 is closely related to the concept of so-called stable completions proposed in CDP96]. Di erences are that in CDP96], it is assumed that (3.4) k+1 = k , i.e. ( k ; k ) is assumed to be a so-called biorthogonal pair of L 2 -stable bases of S k and S k respectively. (3.5) the basis functions are scaled such that k k;y k L 2 ; k k;y k L 2 ; k k;x k = 1 and ( k;y ; k;y ) L 2 = 1. Under these two assumptions, the wavelets de ned in (3.1) are exactly those yielded by CDP96, Theorem 3.3]. In fact, since W k+1 = (S k ) ? L 2 \S k+1 does not depend on S k , we may even replace in CDP96, Theorem 3.3] S k by span k+1 , and in particular, k by k+1 , so that, upon assuming (3.5), this theorem also yields the wavelets from our Theorem 3.1.
The fact that we avoid assuming some L 2 -normalization of basis functions, and correspondingly, that our de nition of (1.5) of stability of a basis is independent of the scaling of the basis functions involved, is of minor importance from a mathematical point of view. However, as was noticed in Ste97], in practical computations, in particular cases of non-uniform meshes, the absence of scalings permits a more e cient implementation.
The generalization that we allow k+1 to be some biorthogonal basis of k in S k+1 , instead of sticking to the initially given coarse generator basis k , is a crucial point of this paper. Remark 3.2 says that we need k to be local with respect to k+1 , whereas in case k+1 = k , and thus ( k ; k ) a biorthogonal pair of bases, (3.3) is equivalent to the property that k is local with respect to k+1 . So far, such biorthogonal bases have been constructed for pairs ((S k ); (S k )) satisfying the conditions of Theorem 2.1 only for spaces S k which are spanned by B-splines on uniform dyadic partitions of the real line (in CDF92]), or of the interval (in DKU96]). In CDF92], and as a consequence partly also in DKU96], the construction of the space S k relies through the construction of biorthogonal generators still on Fourier techniques, which restricts the eld of applications essentially to uniform meshes and adaptive re nements of such.
In contrast, as we will see in the next sections, our generalization concerning the choice of k+1 permits us to take for both S k and S k standard nite element spaces, also in more space dimensions and for non-uniform meshes.
On the other hand, as is known from the literature, for applications di erent from the generation of well-conditioned sti ness matrices or matrix compression, the wavelet construction starting with suitable biorthogonal pairs of bases o ers some potential advantages as will be described in the next remark. Remark 3.4 (cf. CDP96]). Let ( k ; k ) be a biorthogonal pair of bases, i.e., suppose k+1 = k . Suppose k is local with respect to k+1 , and k is local with respect to k+1 , i.e., both matrices P k+1;0 andP k+1;0 from the re nement relations As a rst consequence, we note that now besides T j , also the basis transformation T ?1 j from single scale basis j to multi-scale basis j = j k=0 k can be implemented in O(dimS j ) operations, by a recursive top-to-bottom application of P ?1 k+1 (j ? 1 k 0).
For the second application, it is convenient to assume scalings as in (3.5), which means that^ k = I,P k+1;0 P k+1;0 = I and kP k+1 k; kP ?1 k+1 k = 1. In this section, we will choose for both S k and S k C 0 Lagrange nite element spaces, on possibly non-uniform meshes. We con rm the validity of conditions (C2), (C2) , (C3) and (C3) . Furthermore, we reduce the problems of verifying (C1) and (C1) , and the construction of the single-scale bases k , as well as the bases k , k+1 and k+1 , to corresponding problems on the reference element. These questions on the reference element will be treated for a number of concrete cases. 
congruent n-simplices. Note that for n > 2, there are several possibilities to divide each simplex in this way. However, for n = 3 this ambiguity concerns only subsimplices whose 2-faces are not contained in any 2-face of the mother simplex. Thus the re nement of adjacent simplices in T ?m does not a ect compatibility on common faces. Therefore, to ease presentation, we will assume that n 3, which means that re nements can be made on an element-by-element basis with automatic matching of the triangulation at interfaces of adjacent macro elements. The set of vertices of all 2 T k is denoted by V k .
For~2 IN, k 2 ZZ with~ m, k ~? m, we de ne S(~; k) as the C 0 Lagrange nite element space of degree 2~`corresponding to the set of \nodes" V k and the~-times coarsened triangulation T k?~. Note that the dimension of S(~; k) only depends on k, but not on~. Restricting the polynomial degrees to powers of two ensures that the sets of nodes are nested under re nement. Each 2 T k?~c ontains 2~`+ n n nodes from V k , which indeed equals the dimension of 2~, the space of polynomials of total degree 2~`on IR n . In particular, one may verify that S(~; k) is well-de ned (e.g. see BS94, Sect. 3]). Now x`;` 2 IN and assume throughout the following that m = maxf`;` g. We de ne S k = S(`; k) \ H 1 ; S k = S(` ; k) \ H 1 ; where the intersection with H 1 is made to impose possibly essential boundary conditions. Note that k = 0 is the lowest level on which both S k and S k are de ned.
Only for matters related to obtaining an e cient implementation, sometimes it will be convenient also to consider spaces S(~; k) for some negative k. In fact we will need these spaces only for k 2 f0; 1g, but for matters related to
obtaining an e cient implementation on a few places we consider these spaces also for some k < 0. In any case, for some arguments it is useful to keep in mind that the dimension of all spaces S(~; k) that we consider is uniformly bounded, with a bound that only depends on m = maxf`;` g. In the following we will denote V k by I k , which is in agreement with (4.1), since we do not impose boundary conditions on . To describe certain symmetry relations which are relevant for the subsequent construction consider the mapping B : f 2 IR n+1 : where T : ! is an a ne bijection. In case n > 2, we have to assume in addition that T is a bijection between the triangulations T k?~i n the reference domain and f k?~2 T k?~: k?~ g in the physical domain. As mentioned before, for n 2, this is ensured automatically due to the uniqueness of uniform dyadic re nements. However, for n = 3 there exist three possibilities to subdivide a tetrahedron into 8 congruent tetrahedra, see DM88] for more details.
For any 6 =~ 2 T k? k?m with \~ 6 = ;, and any T , T~ as above, there exists a permutation such that T~ S T ?1 j~ \ = I. Property (P1) now implies that ' k;x is well-de ned, and that it is continuous on ~ if x 2 \~ . On the other hand, property (P2) shows that ' k;x vanishes on all faces of that do not contain x. We conclude that ' k;x is continuous on , vanishes on ? D , and so that ' k;x belongs to S(~; k) \ H 1 .
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Remark 4.2. In our applications, we will construct f ' k; x : x 2 I k g S(~; k) which on the whole of , thus not only on @ are invariant under all permutations of the barycentric coordinates that, for n > 2, leave the mesh T k?~u nchanged. So ' k;x de ned in (4.2) will be independent of the particular choice of T . Note that this construction of global bases is commonly used for a nely equivalent nite elements.
The analysis in the remainder of this subsection will be based on the following trivial relation Proof. Let k = f k;x : x 2 I k g and k = f k;x : x 2 I k g be de ned by (4.2) according to 0 i.e., the basis k+1 is biorthogonal to k . The L 2 -stability of the bases k and k+1 k+1 follows from Lemma 4.3.
Recall from formula (3.1) that for computing the wavelets we need the quantities ( k+1;x ; k;y ) L 2 ( k+1;y ; k;y ) L 2 . has an extension as a homeomorphic mapping between i2I ? i and i2I A i ( i ). We assume that i2I 2T ?m;i A i ( ) is a conforming triangulation of i2I A i ( i ). Note that these are mild requirements that conform with typical applications, for instance, in the context of boundary element methods. As in Section 4.1, by uniform, regular and dyadic re nement, on each i we de ne sequences of triangulations (T k;i ) k ?m , nodes (V k;i ) k ?m , and for~ m, nite element spaces (S i (~; k)) k ~? m . We de ne S (?) (~; k) = fu 2 C(?) : u i 2 S i (~; k); 1 i pg:
Due to our assumptions, the dimension of S (?) (~; k) is equal to #I k , where I k = p i=1 i (V k;i ) is now the set of nodes on the manifold.
Assuming that ? is globally Lipschitz continuous, the Sobolev spaces H s = H s (?) can be de ned for jsj 1 in the usual way using a partition of unity relative to some atlas (cf. BGZ96] 
Standard estimates con rm that, with respect to the H s -spaces, (C2), (C2) , (C3) 4.3.3. Wavelets. Now we come to the construction of the wavelets and the verication of (C1) and (C1) . To reduce, as in the domain case, these questions to corresponding questions on a reference element , we need a substitute for (4.3). We will make the assumption that the parametrizations i can be chosen in such a way that the weight function where T : ! are a ne bijections. Note that this assumption on the parametrizations allows us to handle manifolds consisting of patches that are for example parts of hyperplanes, spheres or cylinders.
In fact, since the dual norms sup 06 =u2H s j(u;v) L 2 (?) j kuk H s (s 0) turn into equivalent ones when the weight function g is multiplied with a globally smooth, positive function, we can handle even somewhat more general cases. That is, when for some collection f i g, the function g is a product of a piecewise constant and a globally smooth, positive function, we can remove this smooth factor from the scalar product before constructing the wavelets. In fact, recall from the discussion in Section 1.2 that, due to the global smoothness of the weight factor, the H s norms of the functionals induced by the resulting modi ed scalar product and by the standard scalar product are equivalent so that no adverse e ect on preconditioning is encountered.
If we now replace (4.2) in the domain case, by the construction of the bases k = `;N k and k , k , and so the veri cation of (C1), (C1) , as well as the construction of k , k , k and hence of the wavelets k follows exactly the same lines as in the domain case. Thus, after constructing the bases from Proposition 4.5 and 4.6 on a reference element for given n,`,` , we obtain an H s -stable wavelet basis for jsj 1. In particular, this covers the important case of polyhedral manifolds. 4.3.4. Cancellation property. Recall that aside from the validity of norm equivalences the vanishing moment property is a corner stone of wavelet concepts being essential for compression and adaptivity. All wavelets which are supported inside a patch retain in essence these vanishing moments (with respect to functions whose pre-image is a polynomial) and thus unfold their usual compression power. However, this may no longer be the case for wavelets whose support intersects several patches ? i . Its part on each patch is not a wavelet and thus has no vanishing moments. Nevertheless, recall also that not the vanishing moments are important but the fact that integration of a wavelet against a smooth function produces something small which is perhaps more appropriately referred to as cancellation property. It is this fact that is used to derive the compression results in connection with boundary integral equations and we will point out next that the cancellation property remains valid in a form that gives rise to optimal compression e ects in the context of singular integral operators. 
; where^ k+1;x is the union of the supports of the k+1;y for which the support of k;y intersects k+1;x . Thus one still has that diam(^ k+1;x ) = 2 ?k and thus^ k+1;x is comprised of a uniformly bounded number of i ( ), for 2 T k?` ;i , 1 i p.
To estimate k(I ? P where the kernel K has global support. We wish to estimate the size of the entries a( k +1;y ; k+1;x ) = (K; k +1;y k+1;x ) L 2 (? ?) : (4.11) To this end, consider for any function v : ? ? ! IR and any two projectors P; Q, acting on functions de ned on ?, the Boolean sum (P Q)v := (P I)v + (I Q)v ? (P Q)v; (4.12) where (P I)v( ; ) := P(x 7 ! v(x; ))( ), (I Q)v is de ned analogously, and (P Q) := (P I)(I Q). The Boolean sum is designed to ensure that coordinate errors multiply, i.e.
(I ? (P Q)) = (I ? P I)(I ? Q I): (4.13) From (4.12), one readily infers that (Pk P k )( k +1;y k+1;x ) = 0; (4.14) whereas, on account of (4.9), it is straightforward to verify that I ? (Pk P k ) = (I ? (P k 
Hence, on account of (4.11), (4.14) and (4.15), the same reasoning as in the proof of Proposition 4.7 yields where we have used that taking derivatives with respect to the variable commutes with the action of the nodal interpolant on the variable . Now in many applications the kernel K is actually smooth away from its diagonal. In fact, for the previously mentioned double-, single-layer or hypersingular operators one has estimates of the form jD D K( ; )j < dist ( ; ) ?(n+j j+j j+2r) ; when 2r is the order of the equation. Combining this with (4.16), assuming that the wavelets are normalized to k k;x k L 2 = 1, one nally obtains for wavelets with disjoint supports k;x = supp k;x the typical decay estimate j(a( k +1;y ; k+1;x ) L 2 j < 2 ?(k+k)(d +n=2 ) dist ( k +1;y ; k+1;x ) n+2d +2r ; which all the above mentioned compression approaches are based upon, see DPS94, PS95, Sch95]. 4.4. Some comments on implementation. Before we turn to the discussion of several concrete realizations of the above concepts we will make some preparatory comments concerning implementation. We will focus on the basis transformation T j on S j from wavelet basis j = j k=0 k to nodal basis `;N j . As we already have noted, T j can be applied at the cost of O(dimS j ) operations. Here we will make some comments which our quantitative complexity analysis in each case will be based upon. Before starting, we brie y explain our interest in the implementation of T j and its adjoint.
Recall problem (1.3): Given some f 2 H ?r , nd u j 2 S j such that a(u j ; v j ) = f(v j ) (v j 2 S j );
where a is a scalar product satisfying a(v; v) = kvk 2 H r. Let us denote the matrixvector equations corresponding to this problem with respect to `;N j and j respectively by A `;N j U `;N j = F `;N j and A j U j = F j . When r is in the stability range (? ; ) of the wavelet bases, the sti ness matrix A j , preconditioned by its diagonal, is uniformly well conditioned. On the other hand, since the wavelets on lower levels have large supports, F j = (f( k;x )) k2f0;:::;jg;x2J k cannot directly be computed in O(dimS j ) operations, and U T j j is frequently not the representation of u j that one likes to have. However, both problems can be solved by using the relations F j = T T j F `;N j and U `;N j = T j U j . Of course, the situation requires a di erent appraisal when employing adaptive methods so that the subspace spanned by those wavelets needed to approximate the solution within a desired accuracy might have a signi cantly smaller dimension than the full trial space S j where j is the highest level of resolution appearing in the wavelet subspace. We will, however, not discuss this issue in this paper.
Secondly, when a( ; ) stems from a di erential equation the sti ness matrix A j will, in contrast to A `;N j , not be (fully) sparse. Nevertheless, upon using the relation A j = T T j A `;N j T j , the application of A j to a vector can be computed in O(dimS j ) operations. Note that in case a( ; ) stems from an integral equation, the situation is reversed. Although both A j and A `;N j are generally densely populated, it is A j that, thanks to the cancellation property, which will be close to a sparse matrix.
In the following, we order the wavelets in such a way that j , again viewed as a column vector, can be written as ( j ) T = ( T j ; ; T 0 ) T We will refer to this version as the \naive" implementation. We discuss two improvements of this implementation. . In our concrete realizations discussed below in Section 4.5, we will always choose k+1 = f `;N k+1;x : x 2 J k+1 g `;N k+1 ; (4.18) that is, T k+1 = ( `;N k+1 ) T E k+1 , with the #I k+1 #J k+1 matrix E k+1 de ned by (E k+1 ) x;y = x;y . Denoting by G k+1 the #I k+1 #I k matrix de ned by T k+1 = ( `;N k+1 ) T G k+1 , we obtain P k+1;1 = E k+1 ? G k+1 Z k+1 : Thanks to the fact that the sparse matrices G k+1 and Z k+1 have smaller sizes than P k+1;1 , at least for n > 1 making use of this \factorized" form of P k+1;1 results in a more e cient implementation.
In our realizations we will construct k+1;y (y 2 I k ) as linear combinations of `;N k+1?i;x (x 2 I k+1?i ) for 0 i m + 1 ?`, where m = maxf`;` g. As a second improvement, instead of expressing for i > 0, `;N k+1?i;x directly in terms of `;N k+1;z , we can exploit the fact that the prolongation operations needed for this purpose have to be executed anyway. This observation has been also made in Swe97, LO96a] .
More speci cally, let end We will refer to this implementation as the \advanced" implementation. Ignoring, for the case` m ? 1, a few computations on levels with negative indices, we note that besides the costs of applying the prolongation operators P k;0 (1 k j), that are determined by the multiresolution analysis S 0 S 1 , and the costs of applying the Z k (1 k j), determined by the k?1 , the costs of the \advanced" implementation of the pyramid scheme depend on the total number of of non-zero entries in the matrices G k;i . In our realizations we will minimize this number of non-zero entries in the non-unique representation (4.19). The resulting version of \advanced" implementation will turn out to be signi cantly more economic than the \ naive" one. 4.5. Applications, realization of concrete cases. We will con ne the discussion to piecewise linear wavelets, i.e.,`= 0, in combination with the following cases:
{` = 0, n 2 f1; 2; 3g, {` = 1, n 2 f1; 2g, {` = 2, n 2 f1; 2g. In all cases one has m = maxf`;` g =` , so that T ?` = f g. We choose = fx 2 IR n : 0 x 1 x n 2` +1 g; so that I k = \ 2 1? k IN n (?` k 1). In particular, I ?` is the set of the n + 1 vertices of . Recall that for n = 3 the dyadic subdivision of tetrahedra is not unique. More precisely, the convex hull of the midpoints of the edges has yet to be decomposed into four tetrahedra. This can be done by making any two midpoints of edges that have no vertex in common the end points of a new edge. There are three such possibilities to form a dyadic triangulation T 1 . Once such a decomposition has been xed the set J 1 can be splitted into the set A containing these two midpoints connected with the new edge, and the set B of the remaining midpoints. Note that the elements of A are vertices of six tetrahedra, while each element of B is shared by four tetrahedra.
One can verify that for x 2 J 1 , y 2 I 0 one has As an application of the complexity analysis carried out in Section 4.4, we give an asymptotic operation count (for j ! 1) per unknown for performing the basis ELEMENT-BY-ELEMENT CONSTRUCTION OF WAVELETS 27 transformation on S j . For the case n > 1 we assume that the mesh is uniform, i.e., = 0; 1] n and T k = f2 ?k + fx 2 R n ; 0 x (1) x (n) 2 ?k g : 2 f1; : : : ; 2 k ?1g n ; a permutation of f1; : : : ; ngg:
We do not count scalar operations when they are combined with vector operations. For n = 1, k+1;x equals 0;N k+1;x minus some linear combination of two k+1;y 's, i.e., the matrices Z k+1 from Section 4.4 contain only two nonzero entries per column.
By expanding each k+1;y in terms of 0;N k+1 , we see that each wavelet is a linear combination of 5 nodal basis functions on its level. For both the \naive" and the \advanced" implementation, the operation count is 8 operations per unknown.
For n = 2, k+1; To compare this, with k+1;x = 0;N k+1;x , i.e., with the hierarchical basis (cf. Yse86]), an analogous operation count for the basis transformation to nodal basis yields 4, 3 1 3 and 3 1 7 operations per unknown, for n = 1, 2 and 3, respectively. Of course, the hierarchical basis neither has any cancellation properties nor gives rise to norm equivalences within the relevant scope of Sobolev regularity. 4.5.2. The case` = 1, n = 1. In this case T ?1 = f g, = 0; 4], I ?1 = f0; 4g, J 0 = f2g and J 1 = f1; 3g. Whenever this is relevant, we order elements from the index sets with increasing sizes.
An obvious choice for 0 would be to take 1;N 0 , i.e., the nodal basis of second order polynomials with respect to the nodes I 0 . However, note that we may add a multiple of We wish to represent 1; y for y 2 f0; 4g as a linear combination of 0;N ?1; y , 0;N 0; y and 0;N 1; y , and 1;2 as a linear combination of 0;N 0;2 and 0;N 1;2 . Another option would be to select 1;0 e.g. as a linear combination of 0;N 1;0 , 0;N 1;1 and 0;N 1;2 , and analogously for 1;4 . This choice would minimize the supports of the resulting wavelets. However, note that with the latter 1;0 and 1;4 , global biorthogonal basis functions k+1;y with y 2 I k a boundary point of a \macro element", i.e. y 2 I k?1 , would be linear combinations of 5 nodal basis functions. With our choice, global biorthogonal basis functions k+1;y are linear combinations of 3 or 2 (y 2 I k?1 or y 2 J k ) nodal basis functions, however, belonging to di erent levels. Nevertheless, as explained in Section 4.4, this latter fact is harmless as far as the cost of implementation is concerned.
At this point we stress that the favorable e ect on the costs of the implementation of selecting 1; y as a linear combination of nodal basis functions from di erent levels is more enhanced in more dimensions. On the other hand, it will appear that in more dimensions, there is less freedom in selecting a clever 0 such that x 2 4g. For convenience, we introduce a hierarchical numbering of elements of I ?1 , J 0 and J 1 as indicated in Fig. 3 , and in the following we will identify sets I k and J k with the corresponding sets of numbers. We will de ne 0 and 1 invariant under permutations of the barycentric coordinates. This means that it is su cient to specify 0; y and 1; y for y 2 f1; 6g. For a uniform mesh and the number of levels tending to in nity, the basis transformation from wavelet to nodal basis via the \advanced" implementation as described in Section 4.4, costs 11 7 12 operations per unknown. 4.5.5. The case` = 2, n = 2. In this case T ?2 = f g, = fx 2 IR 2 : 0 x 1 x 2 8g. We number the elements of I ?2 , J ?1 , J 0 and J 1 as indicated in Fig. 4 . Based on this numbering we will identify in the following I k and J k with corresponding sets of numbers.
We will de ne 0 and 1 invariant under permutations of the barycentric coordinates, and so we only have to specify 0; y and 1; y for y 2 f1; 6; 7; 13g. Following the ideas developed in x4.5.1-4.5.4, we take 
