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Abstract—We study the general formation problem for a
group of mobile agents in a plane, in which the agents are
required to maintain a distribution pattern, as well as to rotate
around or remain static relative to a static/moving target. The
prescribed distribution pattern is a class of general formations
that the distances between neighboring agents or the distances
from each agent to the target do not need to be equal. Each
agent is modeled as a double integrator and can merely perceive
the relative information of the target and its neighbors. A
distributed control law is designed using the limit-cycle based
idea to solve the problem. One merit of the controller is that it
can be implemented by each agent in its Frenet-Serret frame so
that only local information is utilized without knowing global
information. Theoretical analysis is provided of the equilibrium
of the N -agent system and of the convergence of its converging
part. Numerical simulations are given to show the effectiveness
and performance of the proposed controller.
I. INTRODUCTION
In recent years, control of multi-agent systems has cap-
tured increasing attention due to both its wide practical
potential in various applications, such as exploration [1],
environmental monitoring [2], pursuit and evasion [3], [4],
[5], and surveillance [6], and its theoretical challenges arising
from restrictions in application implementations.
Formation control is one of the most actively studied
topics within the realm of control and coordination of multi-
agent systems, since in such cooperative tasks the robots
can benefit from forming clusters or moving in a desired
formation with certain geometric shapes [7], [8], [9]. In
particular, by forming desired patterns, the robots are able to
successfully complete the tasks [8] and even to improve their
performance, such as the quality of the collected data, and the
robustness of group motion against random environmental
disturbances [9]. One theoretical challenge of such formation
control problems for multi-agent systems arises from the fact
that the robots can use only local information to implement
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their distributed control strategies without centralized coor-
dination.
Intensive research efforts have been devoted to the dis-
tributed formation control for multi-agent systems in the
systems and control community [8], [10], [11]. A consid-
erable amount of studies have focused on consensus based
formation control where the formation control problem is
converted by a proper transformation to a state consensus
problem. Specifically, the dynamics of the agents are mod-
eled as single-integrators [12], [13], double-integrators [14],
and unicycles [15], [16], [17]; some constrained conditions
are considered including input saturation [12], agents’ loco-
motion constraints [18], finite-time control [19] , and limited
communication [20]. With the aid of limit-cycle oscillators,
the property of collision avoidance has been guaranteed
when controlling a group of agents to form a circle around
a prescribed target [21]. Using the nonlinear bifurcation
dynamics, including limit cycles, [22] has proposed swarm
control laws to realize some formation configurations of
large-scale swarms. From these studies, the potential of limit-
cycle oscillators to formation controllers design has been
shown, which greatly inspires our work in this paper.
The goal of this paper is to design a distributed controller
that can guide a group of mobile agents with double-
integrator dynamics to form any given general formation
in a plane. The general control objective of the problem
comprises two specific sub-objectives. The first is target cir-
cling that each agent rotates around or remains fixed relative
to a static/moving target as expected, as well as keeping
desired distance to the target. The second is distribution
adjustment that each agent maintains the desired distance
from its neighbors. It’s worth to emphasize that the general
formations allow that the distance between neighboring
agents are distinguished and the distances from the agents
to the target are different. In addition, the agents can only
sense local information including the relative information of
the target and their two neighbors.
To realize the general formation, a limit-cycle based design
is delivered in this paper. We propose to use a controller
comprised of two parts to deal with the two sub-objectives
of target circling and distribution adjustment. The key idea
is to first design a limit cycle oscillator as the converging
part, which makes each agent keep a desired distance to
the static/moving target as well as rotating counterclock-
wise/clockwise around or remaining static relative to the
target as required. Then a layout part is introduced to the
designed limit cycle oscillator to further make the agents
maintain desired distance from its two neighbors. Subse-
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quently, an integrated controller is obtained to solve the
general formation problem. Our proposed controller can be
implemented by agents in their Frenet-Serret frame, so that
only local information is utilized without knowing global
information.
The rest of the paper is organized as follows. In Section
II, we formulate the general formation problem. Then we
design a distributed controller and provide some theoretical
analysis on its performances in Section III. Simulation results
are given in Section IV. Finally, Section V concludes this
paper.
II. PROBLEM FORMULATION
We consider a group of N , N ≥ 2, agents labeled 1 to N
and a static/moving target labeled 0 to be circled around in
a plane (see Fig. 1(a)). The N agents’ initial positions are
not required to be distinguished from each other, whereas
no agent occupies the same position as the target. For ease
of expression, we label the agents based on their initial
positions according to the following three rules: i) the labels
are sorted firstly in ascending order in a counterclockwise
manner around the target; ii) for the agents who lie on the
same ray extending from the target, their labels are sorted
in ascending order by the distance to the target point; and
iii) for the agents who occupy the same position, their labels
are chosen randomly. Then we consider the case when the
agents’ neighbor relationships are described by an undirected
ring graph G = (V, E), where V = {1, 2, . . . , N} and
E = {(1, 2), (2, 3), . . . , (N − 1, N), (N, 1)}. In such a way,
each agent only has two neighbors that are immediately in
front of or behind itself. We denote the set of agent i’s two
neighbors by Ni = {i−, i+} where
i+ =
{
i+ 1 when i = 1, 2, . . . , N − 1
1 when i = N
and
i− =
{
N when i = 1
i− 1 when i = 2, 3, . . . , N. (1)
Let pi = [xi, yi]T ∈ R2, vi = [vxi , vyi ]T ∈ R2, and ui =
[uxi , u
y
i ]
T ∈ R2 denote the position, velocity and control
input of agent i, respectively. Each agent i is described by a
double-integrator dynamics model{
p˙i(t) = vi(t)
v˙i(t) = ui(t).
(2)
The dynamics of the static/moving target are described as
follows {
p˙0(t) = v0(t)
v˙0(t) = a0(t)
(3)
where p0 = [x0, y0]T ∈ R2, v0 = [vx0 , vy0 ]T ∈ R2, and a0 =
[ax0 , a
y
0]
T ∈ R2 denote the position, velocity and acceleration
of the target, respectively.
(a) Initial states
p¯iv¯i
ρi
v¯i
θ¯i
αi
βi
(b) Frenet-Serret frame
Fig. 1. General formation in a plane. (a) The agents are initially located in
a plane. (b) The proposed controller can be implemented in the Frenet-Serret
frame of each agent i.
In this paper, the General Formation problem in a plane
is formalized as to design local controllers for all agents by
only using the relative information between the agent and the
target and the relative information between the agent and its
two neighbors such that all the agents asymptotically form
a desired formation to keep the static/moving target as a
reference point. The general formation is required to rotate
clockwise/counterclockwise around the target, or to remain
static relative to the target, and to maintain a prescribed
distribution pattern without the requirement that all the
desired distances between neighboring agents are equal nor
the requirement that the desired distances between each agent
and the target are equal.
To formulate the problem mathematically, the following
variables are introduced. Let p¯i(t) be the relative position
between agent i and target measured by agent i at time t,
p¯i(t) = pi(t)− p0(t) i ∈ V (4)
where p¯i = [x¯i, y¯i]T . Denote αi(t) as the angular of the
vector p¯i(t) for agent i. The relative velocity between agent
i and the target can be derived as
v¯i(t) = vi(t)− v0(t) i ∈ V (5)
where v¯i = [v¯xi , v¯
y
i ]
T . We further introduce the variables
αˆi as the angular distance from agent i to i+, which is
formed by counterclockwise rotating the ray extending from
the target to agent i until reaching agent i+. Similarly, αˆi−
is the angular distance from agent i− to i.
Let di denote the desired angular spacing from agent i to
i+, and Ri denote the desired distance from agent i to the
target. Then the desired distribution pattern of the N agents
is determined by the two vectors
d = [d1, d2, . . . , dN ]
T ∈ RN (6)
and
R = [R1, R2, . . . , RN ]
T ∈ RN . (7)
Let Ω ∈ R denote each agent’s desired angular velocity
relative to the target. For Ω > 0 (resp. Ω < 0), the
desired formation is required to rotate counterclockwise
(resp. clockwise) around the target. For Ω = 0, the desired
formation is required to remain static relative to the target.
Note that only local information of di and di− in vector d
is available to each agent i. We say a prescribed general
formation (di, Ri,Ω) is admissible if Ri > 0, di > 0 and∑N
i=1 di = 2pi.
With the above preparation, we are ready to formulate the
General Formation Problem of interest.
Definition 1 (General Formation Problem): Given an ad-
missible general formation characterized by R ∈ RN
and d ∈ RN in a plane with a desired angular velocity
Ω ∈ R to a static/moving target p0. Design distributed
control laws ui(t), i ∈ V , such that with any initial states
[pTi (t0),v
T
i (t0),p
T
0 (t0),v
T
0 (t0)] ∈ R8,∀t0 ≥ 0, the solution
to system (2) converges to some equilibrium point (p∗,v∗)
satisfying
‖p¯∗i ‖ = Ri
α˙∗i = Ω i ∈ V, (Target circling) (8)
‖v¯∗i ‖ = ‖RiΩ‖
and
αˆ∗ = d. (Distribution adjustment) (9)
where ·∗ denotes the state at the equilibrium point in this
paper.
III. MAIN RESULTS
In this section, we propose a control law to solve the Gen-
eral Formation Problem, and then give theoretical analysis.
A. Limit-cycle-based control design
The proposed control law takes the following form:
ui =
[
Ei(t) −Γi(t)
Γi(t) Ei(t)
]
p¯i +
[ −1 −1
1 −1
]
v¯i + a0 (10)
where
Ei(t) = −µ(‖p¯i‖ −Ri)‖p¯i‖σ − Ω(Ω− 1)
Γi(t) = Ω + fi(t)
fi(t) =
di−
di+di−
(λ1αˆi + λ2 ˙ˆαi)
− didi+di− (λ1αˆi− + λ2 ˙ˆαi−),
(11)
and λ1 > 0, λ2 > 0, µ > 0, σ ∈ R are constants.
Note that the controller is designed in the form of a limit
cycle oscillator as the converging part corresponding to the
first sub-objective target circling, while a layout part Γi(t) is
introduced to deal with the second sub-objective distribution
adjustment.
Let ρi(t) , ‖p¯i(t)‖, v¯i(t) , ‖v¯i(t)‖, and βi(t) , θ¯i(t)−
αi(t), where θ¯i is the angular of the vector v¯i. Then the
system (2) under control laws (10) can be represented in the
polar coordinates
p¯i(t) = ρi(t)
[
cosαi(t)
sinαi(t)
]
v¯i(t) = v¯i(t)
[
cos θ¯i(t)
sin θ¯i(t)
]
as
ρ˙i = v¯i cosβi
˙¯vi = ρi(Ei cosβi + Γi sinβi)− v¯i
β˙i = 1− ρiv¯i (Ei sinβi − Γi cosβi)− v¯iρi sinβi
(12)
and
α˙i =
v¯i
ρi
sinβi (13)
where Ei and Γi are given by (11).
Now we have the overall closed-loop system in the polar
coordinates with states ρi(t), v¯i(t) and βi(t) described by
equations (12). It is worth to emphasize that the variables
αi(t) here can be treated as additional states, which are only
used for analysis purposes and are not known to the agents
(see Fig. 1(b)).
Furthermore, for each agent i, we construct a moving
frame, the Frenet-Serret frame, that is fixed on the agent
with its origin at the representing point and x-axis coincident
with the orientation of the vector p¯i(t). The agent i’s Frenet-
Serret frame is shown by (~exi , ~e
y
i ) in Fig. 1(b). One can easily
check that our proposed control laws (10) can be successfully
implemented by agents in their Frenet-Serret frame without
knowing the information of global coordinates.
B. Analysis of Equilibrium
Now, we analyze the equilibria of the N -agent system (2)
under the control law (10). For this purpose, we consider
both the closed-loop system (12) in the polar coordinates
and the dynamics of additional states αi described by (13).
Then the equilibrium points can be calculated by solving
ρ˙i = v¯i cosβi = 0
˙¯vi = ρi(Ei cosβi + Γi sinβi)− v¯i = 0
β˙i = 1− ρiv¯i (Ei sinβi − Γi cosβi)− v¯iρi sinβi = 0.
(14)
It is known from the definition of the angular distance αˆi
that
˙ˆαi(t) = α˙i+(t)− α˙i(t) i ∈ V. (15)
Together with (13), one arrives at a subsystem with states αˆi
¨ˆαi = fi+ − fi − ˙ˆαi (16)
+ α˙i+ cotβi+(1− 2α˙i+)
− α˙i cotβi(1− 2α˙i).
We first analyze the states αˆ, ˙ˆα at the equilibrium point of
system (12).
Proposition 1: Any equilibrium point of the N -agent sys-
tem (12) is also an equilibrium of the following system
¨ˆαi = fi+ − fi − ˙ˆαi. (17)
Proof: At any equilibrium point of system (12), one
has v¯∗i = 0 or cosβ
∗
i = 0 since ρ˙i = 0. When cosβ
∗
i = 0,
we have cotβ∗i = 0. When v¯
∗
i = 0 and ρ
∗
i 6= 0, we have
α˙∗i =
v¯∗i
ρ∗i
sinβ∗i = 0. When v¯
∗
i = 0 and ρ
∗
i = 0, it follows
that α∗i = 0, θ¯
∗
i = 0 from their definitions, and β
∗
i = 0,
and thus α˙∗i = 0. Now, one can conclude that α˙
∗
i cotβ
∗
i =
0, ∀i ∈ V, always hold at any equilibrium point of system
(12). It implies that α˙∗i+ cotβ
∗
i+(1− 2α˙∗i+)− α˙∗i cotβ∗i (1−
2α˙∗i ) = 0, ∀i ∈ V . This completes the proof.
We further rewrite the system (17) into a compact form[
˙ˆα
¨ˆα
]
= Φ(d)
[
αˆ
˙ˆα
]
(18)
where
Φ(d) =
[
0N×N IN
−λ1L(d) −λ2L(d)− IN
]
and L(d) is given by (19).
Note that system (18), which merely contains variables
αˆ, ˙ˆα, is helpful when calculating the equilibrium of the N -
agent system, especially the layout part Γ∗i (t). Next we
give some useful results about system (18) to facilitate the
discussion on the equilibrium of the N -agent system (2)
under the control law (10).
Let D = diag{d1, d2, . . . , dN}. Then D−1L(d)D =
LT (d). For analysis purposes, we introduce a pair of vari-
ables (δ, ξ) {
δ = D−1αˆ
ξ = D−1 ˙ˆα.
Then we have [
δ˙
ξ˙
]
= Φ˜(d)
[
δ
ξ
]
(20)
where
Φ˜(d) =
[
0N×N IN
−λ1LT (d) −λ2LT (d)− IN
]
.
Suppose ηi (i = 1, 2, . . . , N) and ζij (i = 1, 2, . . . , N, j =
1, 2) are eigenvalues of L(d) and Φ˜(d), respectively.
Lemma 1 (Lemma 5 of [19]): It holds that
i) L(d) is diagonalizable and ηi ∈ [0, 2], i = 1, 2, . . . , N ;
ii) 0 is a single eigenvalue;
iii) When N is even, 2 is an eigenvalue, while when N is
odd, 2 is not.
In view of Lemma 1, without loss of generality, we now
assume η1 = 0 < η2 ≤ · · · ≤ ηN . Then we analyze the
eigenvalues of Φ˜(d).
Lemma 2: Matrix Φ˜(d) has exactly a zero eigenvalue of
algebraic multiplicity 1 and all the other eigenvalues have
negative real parts.
Proof: Let ζ be an eigenvalue of the matrix Φ˜(d). Then,
one has det(ζI2N − Φ˜) = 0. Note that
det(ζI2N − Φ˜) =
N∏
i=1
[ζ2 + (λ2ηi + 1)ζ + λ1ηi] = 0.
Hence,
ζi± =
−(λ2ηi + 1)±
√
(λ2ηi + 1)2 − 4λ1ηi
2
, i ∈ V (21)
From (21) and Lemma 1, it is easy to see that Φ˜(d) has a
zero eigenvalue of algebraic multiplicity 1 and all the other
eigenvalues have negative real parts.
Lemma 3: System (20) achieves consensus asymptotically
and δ(t)→ 1pT δ(0) + 1pT ξ(0), and ξ(t)→ 0, as t goes to
infinity, where p ∈ RN is the non-negative left eigenvector
of LT (d) associated with the eigenvalue 0 and pT1 = 1.
Proof: In view of Lemma 2, one can check that
eigenvalue zero of Φ˜(d) has geometric multiplicity equal to
one. Note that Φ˜(d) can be written in Jordan canonical form
as
Φ˜(d) = PJP−1
= [$1, . . . , $2N ]
[
0 01×(2N−1)
0(2N−1)×1 J
′
] ι
T
1
...
ιT2N

where $j can be chosen to be the right eigenvectors or
generalized eigenvectors of Φ˜(d), ιj can be chosen to be the
left eigenvectors or generalized eigenvectors of Φ˜(d), and J ′
is the Jordan upper diagonal block matrix corresponding to
non-zero eigenvalues.
Without loss of generality, choose $1 = [1TN ,0
T
N ]
T , where
1TN and 0
T
N are N -dimensional all-one and all-zero vectors,
respectively. It can be verified that $1 is a right eigenvector
of Φ˜(d) associated with the eigenvalue 0. Let p be the non-
negative vector such that pTLT = 0 and pT1 = 1. It can
be verified that ι1 = [pT , pT ]T is a left eigenvector of Φ˜(d)
associated with eigenvalue 0, where ιT1 $1 = 1.
Noting that all eigenvalues of Φ˜(d) except a simple zero
eigenvalue have negative real parts, we see that
eΦ˜t = P eJtP−1
= P
[
1 01×(2N−1)
0(2N−1)×1 eJ
′t
]
P−1
which converges to
[
1pT 1pT
0N×N 0N×N
]
as t→∞. Noting
that [
δ(t)
ξ(t)
]
→
[
1pT 1pT
0N×N 0N×N
] [
δ(0)
ξ(0)
]
we see that δ(t) → 1pT δ(0) + 1pT ξ(0), and ξ(t) → 0 as
t → ∞. As a result, we know that |δi(t) − δj(t)| → 0 and
|ξi(t)− ξj(t)| → 0 as t→∞. That is, system (20) achieves
consensus asymptotically.
Lemma 4: System (18) achieves consensus asymptoti-
cally. Specifically, αˆ(t)→ d and ˙ˆα(t)→ 0N as t→∞.
Proof: From Lemma 2 and Lemma 3, one can see that
system (20) achieves consensus asymptotically, which further
implies that system (18) achieves consensus asymptotically.
Moreover, one can check that there exists p = 12pid such
that pTLT = 0 and pT1 = 1. Since
∑N
i=1 αˆi = 2pi and∑N
i=1
˙ˆαi = 0 hold all times, we have
αˆ = Dδ → D1pT δ(0) +D1pT ξ(0)
= D1
1
2pi
dTD−1αˆ(0) +D1
1
2pi
dTD−1 ˙ˆα(0) = d
˙ˆα = Dξ → D0 = 0N .
L(d) =

d2
d2+d1
+
dN
d1+dN
− d1d2+d1 0 . . . 0 −
d1
d1+dN
− d2d2+d1
d3
d3+d2
+
d1
d2+d1
− d2d3+d2 . . . 0 0
0 − d3d3+d2
d4
d4+d3
+
d2
d3+d2
· · · 0 0
...
...
...
...
...
...
0 0 0 . . .
dN
dN+dN−1 +
dN−2
dN−1+dN−2 −
dN−1
dN+dN−1
− dNd1+dN 0 0 . . . −
dN
dN+dN−1
d1
d1+dN
+
dN−1
dN+dN−1

. (19)
Thus, we have αˆ→ d and ˙ˆα→ 0N for large t.
With the above preparation, we are ready to calculate the
equilibria of the N -agent system (2) under the control law
(10) (i.e., the closed-loop system in the polar coordinates
(12)) by solving (14). All the equilibrium points can be
classified into the following three cases:
• Case I: (ρ∗i )2 + (v¯∗i )2 6= 0, ∀i ∈ V;
• Case II: (ρ∗i )2 + (v¯∗i )2 = 0, ∀i ∈ V;
• Case III: (ρ∗i )2 + (v¯∗i )2 6= 0, ∃i ∈ V1 and (ρ∗j )2 +
(v¯∗j )
2 = 0, ∃j ∈ V2, where V1
⋃V2 = V , V1⋂V2 = ∅.
Proposition 2 (Equilibrium Case I): The equilibrium of
the N -agent system (12) is (22) when Ω 6= 0 and is (23)
when Ω = 0, if it satisfies (ρ∗i )
2 + (v¯∗i )
2 6= 0, ∀i ∈ V .
(for Ω 6= 0)

β∗i =
{
pi
2
+ 2kpi(k ∈ Z) when Ω > 0
−pi
2
+ 2kpi(k ∈ Z) when Ω < 0
v¯∗i = ‖ΩRi‖ > 0
ρ∗i = Ri > 0
α˙∗i = Ω 6= 0
αˆ∗ = d
(22)
(for Ω = 0)

v¯∗i = 0
ρ∗i = Ri > 0
α˙∗i = Ω = 0
αˆ∗ = d.
(23)
Proof: In this case, we need to consider three subcases.
Subcase I-a: v¯∗i 6= 0, ∀i ∈ V . From (14), one can have
cosβ∗i = 0 due to v¯
∗
i 6= 0, thus sinβ∗i = ±1, and v¯∗i =
Γ∗i ρ
∗
i sinβ
∗
i holds. Together with the definition of v¯i ≥ 0
and ρi ≥ 0, one can check v¯∗i > 0 and thus ρ∗i > 0 and
Γ∗i sinβ
∗
i > 0,Γ
∗
i 6= 0. It follows that v¯∗i = ‖Γ∗i ρ∗i ‖ > 0,
and sinβi = v¯iΓ∗i ρi thus Γ
∗
i
2 = (
v¯∗i
ρ∗i
)2. From (13), it holds
that α˙∗i =
v¯∗i
ρ∗i
sinβ∗i = Γ
∗
i sin
2 β∗i = Γ
∗
i . From Proposition 1
and Lemma 4, one can have αˆ∗ = d, ˙ˆα∗ = 0N . It follows
that Γ∗i = Ω. Since Γ
∗
i 6= 0, the equilibrium in Case I-
a only exists when Ω 6= 0. From (14), one can have E∗i =
v¯∗i
ρ∗i sin β
∗
i
−( v¯∗iρ∗i )
2 = Γ∗i −Γ∗i 2. It follows that µ(ρ∗i −Ri)ρ∗i σ =
(Ω−Ω2)− (Γ∗i −Γ∗i 2). Together with Γ∗i = Ω, one can have
ρ∗i = Ri. Moreover, since Γ
∗
i sinβ
∗
i > 0, i.e., Ω sinβ
∗
i > 0,
one can check that sinβ∗i = 1 for Ω > 0 and sinβ
∗
i = −1
for Ω < 0.
To sum up, for Subcase I-a, an equilibrium (22) exists
when Ω 6= 0.
Subcase I-b: v¯∗i = 0, ρ
∗
i 6= 0, ∀i ∈ V . From (13), we get
α¨i = Γi − α˙i + α˙i cotβi−2α˙2i cotβi. Since v¯∗i = 0, ρ∗i 6= 0,
one can check that α˙∗i = 0. It follows that α¨
∗
i = Γ
∗
i = 0.
Together with the definition of αˆi, one can have ˙ˆα∗i =
0, ¨ˆα∗i = 0, ∀i ∈ V . Thus, considering system (16), the
equilibrium in this case satisfies
¨ˆα∗ = −λ1L(d)αˆ∗
Thus, L(d)αˆ∗ = 0. It holds that
∑N
i=1 αˆi = 2pi from
the definition. In view of Lemma 1, one can check that
αˆ∗ = d. Then we calculate fi by (11), and get f∗i (t) = 0.
It follows Ω = Γ∗i . Since Γ
∗
i = 0, the equilibrium in
Case I-b only exists when Ω = 0. From (12), we have
ρ¨i = ρiEi − α˙iρi − ρ˙i + α˙2i ρi. It follows E∗i = 0. Together
with Ω = 0, one can check that ρ∗i = Ri.
To sum up, for Subcase I-b, an equilibrium (23) exists
when Ω = 0.
Subcase I-c: v¯∗ia 6= 0, ∃ia ∈ V and v¯∗ib = 0, ρ∗ib 6=
0, ∃ib ∈ V , where {ia}
⋃{ib} = V . Using the similar idea
with the calculation in Case I-a and I-b, one can have{
α˙∗ia = Γ
∗
ia 6= 0
α˙∗ib = Γ
∗
ib
= 0
It follows that {
α∗ia = Γ
∗
iat+ cia
α∗ib = cib
where cia , cib are constants. In this case, both ia-agent and
ib-agent exist in the system. It implies that there exists at least
one ib-agent (labeled as i′b) who has one or two ia-agent as
its neighbor. One can check by (11) that, for such an agent
i′b, its f
∗
ib
is a function of t. Thus Γ∗ib is also a function of
t. Comparing Γ∗ib = 0, we arrive at a contradiction.
To sum up, for Subcase I-c, no equilibrium exists.
Proposition 3 (Equilibrium Case II): The equilibrium of
the N -agent system (12) is (24) for any Ω, if it satisfies
(ρ∗i )
2 + (v¯∗i )
2 = 0, ∀i ∈ V .
(for ∀Ω)

v¯∗i = 0
ρ∗i = 0
α˙∗i = 0
αˆ∗ = 0
(24)
Proof: It holds that ρ∗i = 0, v¯
∗
i = 0, since (ρ
∗
i )
2 +
(v¯∗i )
2 = 0. Combining with the definition of αi, we have
α∗i = 0. Then one can check (12) and (13) and derive that
α˙∗i = 0 and thus αˆ
∗
i = 0, ∀i ∈ V . This completes the proof.
Proposition 4 (Equilibrium Case III): The equilibria of
the N -agent system (12) are (25) and (27) when Ω 6= 0, and
are (26) and (27) when Ω = 0, if it satisfies (ρ∗i )
2 + (v¯∗i )
2 6=
0, i ∈ V1 and (ρ∗j )2 + (v¯∗j )2 = 0, j ∈ V2, where
V1
⋃V2 = V and V1⋂V2 = ∅.
(for Ω 6= 0)

v¯∗j = v¯
∗
ib
= 0
ρ∗j = 0, ρ
∗
ib
= Rib > 0
α˙∗j = α˙
∗
ib
= 0
αˆ∗ = d′ 6= d (α∗j = 0)
where |V2| = 1, |V1b| = N − 1
(25)
(for Ω = 0)

v¯∗j = v¯
∗
ib
= 0
ρ∗j = 0, ρ
∗
ib
= Rib > 0
α˙∗j = α˙
∗
ib
= 0
αˆ∗ = d (α∗j = 0)
where |V2| = 1, |V1b| = N − 1
(26)
(for ∀Ω)

v¯∗j = v¯
∗
ib
= 0
ρ∗j = 0, ρ
∗
ib
= Rib > 0
α˙∗j = α˙
∗
ib
= 0
αˆ∗ = d′′ 6= d (α∗j = 0)
where |V2| = k > 1, |V1b| = N − k
(27)
where ia ∈ V1a, ib ∈ V1b,and d′, d′′ are constants whose
value are related to the initial states.
Proof: For ease of expression, we denote the agent
satisfying (ρ∗j )
2 + (v¯∗j )
2 = 0 by j-agent, the one satisfying
(ρ∗i )
2 + (v¯∗i )
2 6= 0 by i-agent, the one satisfying v¯∗ia 6= 0 by
ia-agent ia ∈ V1a, and the one satisfying v¯∗ib = 0, ρ∗ib 6= 0
by ib-agent ib ∈ V1b. One can check that V1
⋃V2 = V ,
V1
⋂V2 = ∅, V1a⋃V1b = V1, and V1a⋂V1b = ∅,
By the same way in Proposition 2 and 3, we have
j-agent : (ρ∗j )
2 + (v¯∗j )
2 = 0⇒
{
α∗j = 0
α˙∗j = 0
ia-agent : v¯∗ia 6= 0⇒
{
α∗ia = Γ
∗
iat+ cia
α˙∗ia = Γ
∗
ia 6= 0
ib-agent : v¯∗ib = 0, ρ
∗
ib 6= 0⇒
{
α∗ib = cib
α˙∗ib = 0
where cia , cib are constants.
It’s worth to point that, this case requires V1 6= ∅,V2 6= ∅.
Together with V1a
⋃V1b = V1, in this case, we need to
consider further two subcases. Subcase III-a: V1a 6= ∅.
Subcase III-b: V1a = ∅,V1b 6= ∅. Due to a space limit,
we omit the details, which are similar to those involved in
the proofs of Proposition 2 and Proposition 3, and present
directly the results as follows.
For Subcase III-a, no equilibrium exists. For Subcase III-
b, when |V2| = 1, |V1b| = N−1, equilibrium (25) exists for
Ω 6= 0 and (26) exists for Ω = 0; while when |V2| = k >
1, |V1b| = N − k, equilibrium (27) for ∀Ω. This completes
the proof.
Note that the equilibrium (22) or (23) corresponds to
the desired formation structure. Finally, we summarize the
above discussion on the equilibria of the N -agent system
(12) in the following proposition.
Proposition 5: The N -agent system (12) has equilibria
(22), (25), (24), (27) when Ω 6= 0, and has equilibria (23),
(26), (24), (27) when Ω = 0.
C. Analysis of convergence
Following the idea used to design the controller, we first
focus on the case when only the first part, the converging
part, of the controller works.
We emphasize that the converging part concerns the rela-
tionship between each agent and the static/moving target, and
no interaction between agents is included. Thus, to analyze
the system’s convergence under the converging part of the
controller, we just need to focus on each agent and the target,
and therefore it can be regarded as a single-agent case. It’s
obvious that for this case, the system has equilibria (22),
(23), and (24).
Theorem 1: Suppose that N = 1. The equilibrium (22)
corresponding to Ω 6= 0 and the equilibrium (23) correspond-
ing to Ω = 0 are locally stable equilibria. When σ = 0, the
equilibrium (24) is unstable.
Proof: For the single-agent case, the system (12)
becomes
ρ˙ = v¯ cosβ
˙¯v = ρ(E cosβ + Ω sinβ)− v¯
β˙ = 1− ρv¯ (E sinβ − Ω cosβ)− v¯ρ sinβ
where E = −µ(ρ−R)ρσ − Ω(Ω− 1).
For Ω 6= 0, its Jacobian matrix denoted as A can be
derived as
A|(22) =
 0 0 −ΩRΩ sinβ −1 RΩ(Ω− 1) sinβ
2Ω−1
R
+ µR
σ
Ω
sin β
R
( 1
Ω
− 2) −1
 .
Its characteristic polynomial is given by
det(λI −A|(22))
= λ3 + 2λ2 + [(2Ω− 1)2 + 1 + µRσ+1]λ+ µRσ+1.
It is easy to see that the coefficients of the polynomial a0 ,
1, a1 , 2, a2 , (2Ω−1)2 +1+µRσ+1, a3 , µRσ+1 are all
positive. In addition, one can verify that a1a2 − a0a3 > 0.
Therefore, det(λI−A|(22)) is stable and the equilibrium (22)
is locally stable.
When Ω = 0, the Jacobian matrix at the equilibrium (23)
can be calculated as
A|(23) =
 0 cosβ 0−µRσ+1 cosβ −1 0
∗ ∗ −1
 .
The elements denoted by ∗ is irrelevant for the calculation of
the characteristic polynomial. The characteristic polynomial
of A|(23) is given by
det(λI −A|(23)) = (λ+ 1)[λ2 + λ+ µRσ+1(cosβ)2].
Since at the equilibrium, β = 0 and hence µRσ+1(cosβ)2 >
0, the eigenvalues of the characteristic polynomial are in the
open left half plane and the equilibrium (23) is locally stable.
When σ = 0, the equilibrium (24) of system (12) cor-
responds to the following equilibrium (x¯∗, y¯∗, v¯x
∗
, v¯y
∗
) =
(0, 0, 0, 0) of system (28), which is the single-agent case of
the N -agent system (2) under control laws (10).
˙¯x = v¯x
˙¯y = v¯y
˙¯vx = x¯E − Ωy¯ − v¯y − v¯x
˙¯vy = y¯E + Ωx¯+ v¯x − v¯y
(28)
where E = −µ(ρ−R)ρσ − Ω(Ω− 1). Its Jacobian matrix
at this equilibrium is given by
A|(24) =
 0 0 1 00 0 0 1µR− Ω(Ω− 1) −Ω −1 −1
Ω µR− Ω(Ω− 1) 1 −1
 ,
whose characteristic polynomial can be calculated as
det(λI −A|(24)) = [λ(λ+ 1)− µR+ Ω(Ω− 1)]2 + (λ+ Ω)2
= λ4 + 2λ3 + 2(Ω2 − Ω− µR+ 1)λ2
+2(Ω2 − µR)λ+ [Ω(Ω− 1)− µR]2 + Ω2
The Routh array of this polynomial is given as
λ4 1
2(Ω2 − Ω −
µR+ 1)
[Ω(Ω − 1) −
µR]2 + Ω2
λ3 2 2(Ω2 − µR) 0
λ2 Ω2 − 2Ω− µR+ 2 [Ω(Ω − 1) −
µR]2 + Ω2
λ1
−4µR
Ω2−2Ω−µR+2 0
λ0 [Ω(Ω− 1)− µR]2 + Ω2
If Ω2−2Ω−µR+2 > 0 (resp. < 0), then −4µRΩ2−2Ω−µR+2 <
0 (resp. > 0). In both cases, the number of sign changes in
the first column of the array is two, so the characteristic
polynomial has two eigenvalues with positive real parts and
therefore is unstable. If Ω2−2Ω−µR+2 = 0, one can also
show that characteristic polynomial also has two eigenvalues
with positive real parts. One concludes that the equilibrium
(24) is unstable.
For the case when the layout part is included and then
the integrated controller is considered, the analysis becomes
more challenging and we do not have a complete result yet.
Nevertheless, we will demonstrate the effectiveness of our
controller by simulations in the next section.
IV. SIMULATION RESULTS
In the simulations, we consider a system consisting of six
agents. The target starts from or stays still at the point (0, 0)
in the plane without loss of generality. The initial states of
the six agents are generated randomly.
We present three typical scenarios. For Example 1, the
desired general formation is a circle rotating clockwise
around a static target, where the agents’ rotating velocity
Ω = −0.2, the distance from agents to the target is 1, and the
angular distances between neighbors are set to be equal. For
Example 2, the desired general formation is a form of two
concentric circles rotating counterclockwise around a moving
target, where the agents’ rotating velocity Ω = 1, the distance
from the agent to the target is 0.6 for agent 1, 3, 5 and 1.5 for
agent 2, 4, 6, and the angular distances between neighbors are
set to be equal. For Example 3, the desired general formation
is a right triangle remaining static relative to a moving target,
where the agents’ rotating velocity Ω = 0. For ease of
comparison, for each case, we use the same parameters of
the controllers as λ1 = λ2 = 1, µ = 1, σ = −1; and the
same trajectories of the moving target in Example 2 and 3.
We run the simulations and show the results in Fig. 2.
The simulation results clearly indicate that our proposed
controllers solve the general formation problem, while no
collision ever occurs.
V. CONCLUSIONS
In this paper, we have studied the general formation
problem for a group of mobile agents in a plane. The problem
includes two sub-objectives: target circling and distribution
adjustment. Using the limit-cycle based design idea, we
have designed a distributed local controller combined two
parts to solve the general control problem. The theoretical
analysis has provided to show the convergence of the system
under the converging part of the proposed controller, while
numerical simulations have been performed to demonstrate
the performance of the whole controller. Currently, we are
working on the theoretical analysis when the layout part is
included in the whole controller.
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(f) Example 3 (moving target): Ω = 0
Fig. 2. Simulation results of the proposed controllers solving the general formation problem when N = 6, and λ1 = λ2 = 1, µ = 1, σ = −1. (a)(b)
Example 1 with a static target: Ω = −0.2. (c)(d) Example 2 with a moving target: Ω = 1. (e)(f) Example 3 with a moving target: Ω = 0. (a)(c)(e)
Trajectories of six agents in the plane; (b)(d)(f) Distances from each agent to the target, differences between current distances and the desired distances
between all pairs of neighbors, and distances between all pairs of agents.
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