Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
Introduction
Gdp per capita (EUR, 1996) This polarisation of the economic landscape has been there since the unification of Italy, in the XIX century. The divide has persisted until now, despite strong policy intervention. Whether ICT will smooth or reinforce current divide is therefore a crucial issue for Italian policy-makers.
Indeed, Figure 2 shows that the spatial distribution of ICT production does not exhibit a clear north-south divide and this might affect the overall distribution of economic activities. Section 1 introduces the theoretical background. It discusses the forces (centrifugal and centripetal) that shape economic geography and how they are altered by the increasing use of ICT. Section 2 reviews the existing empirical evidence. Section 3 analyses industrial concentration patterns in Italy. Section 4 carries out an econometric analysis of industrial convergence. Section 5 draws the conclusions.
Theoretical background
Current economic literature has explained the type of agglomeration patterns that characterise the spatial distribution of economic activity in space, in terms of a balance between some centrifugal and centripetal forces.
Agglomeration results from some forms of increasing returns that induce cumulative causation mechanisms to set in and lock development processes. In fact, the sheer notion of "location decision" by a firm contains an implicit assumption of increasing returns (i.e., of costly duplication of the firm's production process in different places). Under constant returns to scale, firms do not need to choose where to locate: they can disperse arbitrarily fine operations plants anywhere in the territory (Quah, 2001b) . Marshall (1890) has described the three main centripetal forces (Marshallian triad) that are at the base of the existence of agglomeration. We briefly summarise them below following Krugman (1998) :
• Market-size effect (demand and cost linkages, also called backward and forward linkages).
A local concentration creates a large local market that in turn creates both 'demand linkages' -: sites close to large markets are preferred location for the production of goods -; and 'cost linkages' -: the local production of intermediate goods lowers the production costs of other producers;
• Thick labour markets. A local concentration supports the creation of a thick labour market, where employees and employers are readily matched;
• Pure external economies. A local concentration creates information spillovers benefiting all firms in the agglomeration ('The mysteries of the trade become no mystery, but are, as it were, in the air' (Marshall, 1890) . Besides, it is easier to monitor and manage activities in an established centre where firms know and can benchmark each other performances (Venables, 2001) .
If only centripetal forces were at work, the final result would be a unique agglomeration of economic activity. Opposing to that and limiting the otherwise indefinite possibility of growing of the agglomeration are the centrifugal forces, all of them involving some form of costly transportation or congestion costs. The set of centrifugal forces is more difficult to complete. Krugman (1998) suggests the following useful classification:
• Immobile factors. Immobile factors (land, natural resources, and, to some extent, labour) slow down the process of agglomeration, both on the demand side (industries have to go where factor owners are) and on the supply side (industries have to go where factors themselves are);
• Land rents. Concentration of economic activity drives up the cost of land and disincentivates further concentration. This explains, for example, why most of the landconsuming manufacturing activities have left the urban areas;
• Pure external diseconomies. Concentration of economic activities and concentration of population are likely to lead to increased traffic, congestion, pollution and crime.
The digital economy is dramatically reducing transport and communications costs. It has therefore the potential to alter the current equilibrium of centrifugal and centripetal forces, and to re-design the existing economic landscape. The final effect is not self-evident. Table 1 summarises some examples of possible channels through which those effects can come about (a fuller discussion can be found in Maignan et al, 2003 . Most of these effects are originally discussed in Venables, 2001) . Reduction in the costs of commuting
Strengthens centrifugal forces
One of the major limits to urban growth in industrial cities is weakened Reduction in the costs of replicating a product
Strengthens centripetal forces
Increases the degree of increasing returns Reduction in the costs of relocation
Weakens lock-in effects
Increases the possibility of relocating once the conditions have changed Table 1 above shows that the increasing use of ICT in business has many counterbalancing effects on centrifugal and centripetal forces. Therefore, the question of the final spatial impact of ICT has no definite answer at the theoretical level and it must therefore be addressed at the empirical level.
Available empirical evidence is discussed below.
Empirical evidence
There is ample agreement that the ICT and digital industries are geographically concentrated.
Le Blanc (2000) uses US data and finds that the most recent and fast-growing industries -Internet on-line services and software -exhibit a higher level of geographical concentration than four other industries 1 which, on the contrary, show roughly similar concentration measures. His research would tend to conclude that agglomeration forces are stronger in the Internet and software industries. Similar findings are reported by other researchers looking at a wide variety of industries and locations. Cooke (2002) discusses the formation and life of a wide variety of "knowledge" clusters: from biotech companies in Cambridge, UK, Germany or San Diego, US, to advanced opto-eletronics cluster in St Asaph, Wales; to the ICT cluster in Oulu, Finland. Quah (2001a) documents that successful regional clusters tend to cross national borders within the EU. Scott (1996 Scott ( , 1997 Scott ( , 1998 , drawing on trade directories and official data, has studied the locational patterns of the multimedia industry in South California. He finds evidence of a strong spatial pattern in the industry: entertainment activities cluster in Los Angeles while businessoriented activities cluster in San Francisco. Sandberg (1998) has noted a similar concentration in Sweden, around Stockholm. Zook (2000) has used Internet registration data to provide maps of "dot.com" addresses across the US. He finds that "dot.com" activity is spread widely but unevenly across and within US city regions. Gillespie et al (2001) use trade directories to map the regional patterns of firms in the "New Media" subsectors (games, web-based advertising, etc.) showing that such activities are predominantly concentrated in four locations quite close to each other: London, the M4 Corridor, East Sussex and the M11 Corridor. Dodge and Kitchen (2000) obtain a similar picture using registered addresses of owners of domain name space in the UK. Similarly, Bonaccorsi et al (2002) find that domain names are more spatially concentrated across Italian provinces than income or population.
The foregoing empirical evidence has often been used to generalise (Cooke, 2002) and argue that new technologies will further reinforce existing regional imbalances: "The e-economy maps on to the existing geography of economic and social division." (Christie and Hepworth, 2001, p 141) .
We believe this conclusion to be too hasty : the existence of spatial clustering of digital activities is not sufficient to surmise that ICT is leading to a more unequal landscape.
In Section 3 and 4 below we investigate this point further.
Following Dumais, Ellison and Glaeser (1997) and Kolko (2001) it is useful at this point to distinguish between two closely related but distinct concepts: concentration and convergence. Concentration refers to the clustering of an industry in one space at a specific point in time.
Convergence refers to the tendency of one industry to become more uniformly distributed over space, i.e. to grow faster where initially under-represented. Dumais, Ellison and Glaeser (1997) show that changes in industrial concentration over time can be decomposed into convergence and random shocks. As a result, industrial concentration can be the current manifestation of past large random shocks and sufficiently slow convergence or of infinite small random shocks and divergence.
In Section 4 we look at concentration, Section 5 looks at convergence.
Industrial concentration in Italy
This Section analyses industrial concentration patterns across Italian provinces with the objective of understanding whether and to what extent localisation patterns of ICT and related activities are different from those of more traditional activities.
4.1
The data
We use data for employment from the Censuses of Industry and Services for 1981 , 1991 . Employment data are aggregated by 82 industries (using the same classification used in the Input-Output Italian Table of 1992) and 103 provinces. We use employment data by establishment (site or plant where business is conducted), more appropriate than employment data by firm (one firm might include any number of establishments or activities) to analyse industrial locational patterns. Employment data by establishment are classified according to the activity of the establishment.
The results
We measure the concentration of industries using the Gini coefficient. The Gini coefficient, originally developed to measure the degree of income inequality in a population, has been adjusted to be used to measure the extent to which an industry is unequally represented across regions (Krugman, 1991) . In this version, it is usually referred to as Industrial Gini Coefficient (see also Midelfart et al 2001 , Amiti M, 1999 . The value of the Gini ranges between 0 and 1. If all provinces have the same amount of a given industry, the Industrial Gini coefficient for that industry is zero. If the industry is represented in just one province, the Industrial Gini coefficient for that industry is equal to 1.
[ Table 2 and Table 3 APPROX HERE] Table 2 and Table 3 compare industries according to the level (1991) and change (1991) (1992) (1993) (1994) (1995) (1996) of concentration, respectively for manufacturing and service industries. Table 2 and Table 3 are constructed as follows: firstly, we have ranked the industries according to their concentration index and have indicated the top third most concentrated industries in the top-left corner (from the most to the least concentrated) and the bottom third or least concentrated in the bottom-left corner (again, from the most to the least). Residual industries are shown at the bottom of the tables. Then we have ranked each of the two groups according to the change in the concentration index and have reported respectively in the top-right corner those industries (among the group of most concentrated) which showed the biggest negative change (from the biggest negative change to the smallest) and in the bottom-left corner those industries (among the group of least concentrated) which showed the biggest positive change (from the biggest positive change to the smallest). In order to check for the longer term stability of these trends, we have indicated in italics the industries that would not have been in the same corner if the period 1981-1996 had been used.
Stars indicate whether the industry is ICT or ICT-intensive: three stars indicate an ICT industry, two stars indicate a percentage of intermediate inputs from ICT industries greater than 10%, one star indicates a percentage of intermediate inputs from ICT industries greater than 5%. They are all in bold. Table 2 shows the manufacturing industries. Indeed, ICT-producing manufacturing industries appear in the top-left corner of the table (most concentrated), which may account for some of the evidence discussed in Section 3. However, it is also true that more traditional industries such as shoes, textile, jewellery and rubber products, which are at the core of some famous Italian "distretti industriali", also represents an important fraction of the group 2 . Besides, ICTproducing industries are the industries which are deconcentrating faster (top-right corner). Table 3 shows the service industries. Here, we have a similar representation of ICT-intensive industries in the top-right and bottom-right corners of the table. If we look at ICT-producing industries (telecoms and software), they are both in the residual group. They are close to the top, which again may account for some of the evidences discussed in Section 3, but this is not definitely a major feature. Looking at the left column (changes), two ICT-intensive industries are deconcentrating and one is concentrating.
Overall, the intensive use of ICT does not appear to be the key characteristic to explain the 'digital clusters' (Silicon Valley or St Asaph, Oulu or the M4 corridor), which have attracted so much attention in current literature. Simple comparative analysis of industrial concentration such as that of Table 2 and 3 are not able to provide any clear cut reading of likely patterns of industrial localisation in the future digital economy.
Beyond ICT-intensity, industries characterising the so-called 'digital clusters' share at least three additional features: they employ a skilled workforce, they are knowledge-intensive and they are fastgrowing.
In the next section we discuss how these features might affect patterns of industrial localisation and we apply an econometric model to isolate the impact of ICT.
Industrial convergence in Italy
In this Section we explain industrial locational dynamics in terms of the set of industry characteristics discussed above. The objective is to isolate the effect of ICT-intensity from other industry-characteristics.
The model
The basic equation (Kolko, 2001 ) is as follows:
= employment growth over the period 1991-1996 in the industry i in province k. Following Kolko (2001) , local employment growth is calculated using the average of the startyear and end-year employment as the denominator to avoid having nul values (see Davis, Haltiwanger and Schuh, 1996) ;
s ik = share of province k in total employment of industry i at the beginning of the period;
B im
= value of industry-characteristic B m in industry i. Industry-characteristics do not vary across provinces 3 .
The coefficient β detects whether there is geographical convergence or divergence. A negative β β β β implies convergence: industries are growing faster where they are under-represented, and slower where they are over-represented.
The coefficients δ m on the interaction terms (s ik *B im ) are the critical ones: each δ m identifies the effect of the industry-characteristic m on the speed of convergence. A negative δ δ δ δ m implies that the characteristic m is associated with faster-than-average convergence.
Below, we discuss the expected signs of the coefficients δ m on the interaction terms relative to the following industry-characteristics:
• ICT-intensity. As discussed in Section 1, the effect of ICT on localisation depends on many counterbalancing effects. We therefore can formulate no a priori expectations on the sign of the coefficient δ on this interaction term;
• industry growth. Krugman (1991) suggests that young industries characterised by fast growth in the start-up phase are characterised by slower convergence. Opposite arguments are suggested by Dumais, Ellison and Glaeser (1997) , who find that establishment births and expansions are more rapid outside areas of industrial concentration, implying that growing industries converge faster (Kolko, 2001) . Depending on the relative strength of these two forces we might expect both a positive or negative coefficient δ on this interaction term;
• skill-intensity and R&D-intensity. Skill-intensity and R&D-intensity are used to proxy the knowledge content of industries. High-skill and R&D-intensive industries are expected to concentrate faster with respect to other industries: as they rely more on knowledge, ideas, and skilled labour, we expect powerful agglomeration forces, related to labour pooling and knowledge spillovers, to be at work here. We therefore expect a positive coefficient δ on this interaction term;
• service industries. Services might show different clustering dynamics from other sectors of the economy and are therefore controlled for in the regressions with a dummy variable. In many cases, the transportability of service products is lower than that of manufactured products and most services are much less clustered than manufacturing industries. However, this picture has been changing recently. Liberalisation and industrial restructuring in some services (banking for example, where big national banks have increasingly taken over most of the smaller regional banks) seems to have fostered concentration. We therefore expect a positive coefficient δ on this interaction term.
• ICT-intensive services. Concerning ICT in particular, Kolko (2001) suggests that ICT should free services from being located closer to the customers. Therefore, assuming that consumers are less concentrated than production, ICT-intensive services should show slower convergence than the rest of services. We control for this effect by further interacting the services interaction term with the ICT-intensity measure. Following from above, we expect a positive coefficient δ on this interaction term 4 .
The specification of the model also includes both industrial and province dummies and a size variable. Results are therefore cleaned up from any nation-wide industry-specific or economywide region-specific effects and only refer to specific local industrial effects.
We deal with potential heteroskedasticity using both weighted regressions (using province populations as weight) and robust standard errors. Results from weighted regressions tend to be stronger in statistical terms, but they distort point estimates. We therefore prefer the results based on robust standard errors estimates, reported in Table 5 -7. Table 8 shows that results are very similar when weighted regressions are used.
The data
The dependent variable, the province size, the national industry growth are constructed using the employment by establishment Census data described in Section 3. Province size is defined as employment in the province k, excluding industry i. National industry growth is defined the growth of industry i outside of province k, to avoid local industry growth (the dependent variable) included in the regressors.
Other industry-characteristics are constructed as follows.
We measure ICT-intensity in 4 alternative ways. The first measure is based on the Input-Output -mail' or 'communication') . We measure ICT-intensity by the fraction of employees in the industry using a computer or e-mail at work in 1998. Industrial classification in the US slightly differs from the ISIC classification.
However, the differences existing between the two classification systems are minor and we believe they will not have altered the results. The fourth measure of ICT-intensity is a composite index of the previous three, which have been firstly normalised and then added together. Results are reported for the regressions making use of the first and last indicators only.
We measure skill-intensity alternatively as the share of non-manual workforce and the share of graduate workers in the industry. Both measures are based on the ISTAT Workforce Indicators for Industry and Services Big Enterprises, 1993. The second indicator seems more appropriate and gives better results in the regression analysis. We therefore report only the results based on this latter indicator.
Finally, we measure R&D-intensity in two alternative ways. Firstly, we use data on R&D expenditure by industry (average of 1996, 1997 and 1998) as a ratio to gross value added, factor costs. Data are from ISTAT, Indicatori Economici. Original data are for 36 industries. They have been expanded to 82 industries by applying the same share to all industries in the same group. This procedure, however, may cause a significant loss of information contained in the 82-industry original database. Besides, the available data refer to the period 1996-98 while beginning-of-period data might be more appropriate to avoid endogeneity problems. We have therefore developed a new measure based on the share of R&D industry in industries' intermediate output, and based on the 82 industries Input-Output [ Table 4 APPROX HERE] Table 4 shows the correlations between the ICT, skill and R&D-intensity measures.
Correlations are generally positive, implying that ICT-intensive industries are often also R&D and skill intensive. However, correlation coefficients are not too high, leaving space for statistical analysis. The two measures of ICT-intensity based on CPS data are very similar: if you use a computer you are very likely to use e-mail too. On the other hand, the two measures of R&D-intensity show surprisingly low correlation. We therefore can expect different results from the econometric analysis.
The results
We start the discussion of the results from a basic specification using the I/O-based measure of ICT-intensity and the R&D expenditure-based measure of R&D-intensity. Results are reported in Table 5 .
[ Table 5 APPROX HERE] Regression 1 shows the results when only the share of province k in total employment of industry i at the beginning of the period is used as a regressor. The coefficient is negative and significant, implying that an overall process of convergence has been going on.
In Regression 2 we introduce the term interacting this share with our measure of ICT-intensity. The negative (and significant) coefficient implies that higher ICT-intensity leads to faster convergence. Kolko (2001) found a positive coefficient, but it became negative when other factors (growth profile, skill-intensity) were controlled for in the regression.
In Regressions 3, 4, and 5 we introduce, progressively, the interaction terms for industry growth, skill, and research-intensity. We found that the coefficient on the ICT interaction term remains negative and increases in absolute value, implying that the convergence effect of ICT is stronger when other factors are controlled for, consistent with Kolko, 2001 . The coefficients on the industry growth and skill interaction terms are respectively negative and positive, as expected, implying that convergence is stronger in fast growing industries and slower in highskill industries (again this result is consistent with Kolko's findings, 2001) . The coefficient on R&D interaction term is negative and significant. This result is opposite to our a priori expectations. We pursue the issue further below.
Regression 6 introduces the dummy for services interacted with the initial share and Regression 7 adds this term interacted with the ICT-intensity. The signs are positive, as expected, but not significant implying that there are not significant differences in convergence dynamics between non-service, service and ICT-intensive services industries.
Before further commenting these results, we carry out below some testing of their robustness. In particular, we estimate the model using alternative measures of ICT-intensity and R&Dintensity, we estimate it across subsets of industries and finally, we estimate the model using a different estimation technique. Results are in Table 6 -8. The numbering of Regressions refers to the specifications adopted in Table 5 .
Checking for alternative measures of ICT-intensity
The index of ICT-intensity used in Table 5 measures how much an industry buys in terms of ICT equipment and services, but it does not say why and for what purposes (see Section 4.2).
[ Table 6 APPROX HERE] Table 6 shows the results obtained when using the composed index of ICT-intensity, which takes into account the use of computer and e-mail by each industry's employees. The pattern of results is very similar to those in Table 5 : using a different measure of ICT-intensity does not change the main results of previous analysis 5 .
Checking for alternative measures of R&D-intensity
The measure of R&D-intensity used in Table 5 and Table 6 relies on original data with less sectoral detail than the dependent variable, implying the loss of potential important information (see Section 4.2). Column 1 to 3 in Table 7 report the equivalent of Regressions 5 to 7 in Table  6 , using the measure of R&D-intensity based on the I/O Table (see Section 4 .2 for details).
[ Table 7 APPROX HERE]
Most of the previous results are confirmed. The only important change concerns the R&D term itself. The sign is now positive, implying that R&D-intensity is associated with faster divergence. The result is now in line with our a priori.
Checking for subset of industries and alternative estimation techniques
Column 4 and 5 in Table 7 shows the results of, respectively, Regression 5 and 7 when ICTproducing industries are excluded. The objective is to check for the impact of the adoption of ICT on localisation patterns of other sectors of the economy, independently from the ICT industries themselves. The coefficient on the ICT interaction term in Column 4 is higher than in the original regression estimated across all industries (Column 1). It implies that the convergence effect is stronger in other-than-ICT sectors than in ICT industries themselves. In Column 5 we introduce the dummies for services. The ICT interaction terms is no longer significant, while the ICT-interacted dummy is now significantly negative implying that, when we exclude the ICT industries, the ICT-convergence effect mainly comes through the service sectors.
The result is in line with Kolko (2001) but not consistent with our a priori. We expected ICT to free services from being located close to the consumers and therefore increase concentration (slowing down convergence). Apparently, this does not seem to be the only and most important effect. Other mechanisms are probably at work. Firstly, inside the firm, ICT might allow a spatial re-organisation of the firms towards more cost-effective structures, as discussed in Section 2. The most preminent example is the relocation of back-office operations to low cost locations. Since our analysis is carried out on establishment-based employment data, this effect is likely to be quite strong. Secondly, looking outside the firm into its relationships with customers, it may be that the use of ICT, far from relaxing the need to stay close to custormers, is forcing firms to move the plants near customers in order to exploit local knowledge and networks, while allowing previously centralised operations to be carried out over the Internet.
The last two columns show the results of Regression 5 and 7 when only the 27 most ICTintensive sectors are included. The size of the coefficient of the ICT term increases, implying a stronger convergence effect of ICT in the most ICT-intensive sectors. The explanatory power of regressions is also much higher: more than a quarter of variability of the dependent variable is now explained by the regressors. As we might expect, the stronger impact of ICT is where the ICT revolution is really taking place.
The results discussed above are confirmed when alternative estimation techniques are used. Table 8 shows the results of the same regressions of Table 7 when weighted regressions are used. Results are very similar to those reported in Table 7 .
[ Table 8 APPROX HERE]
Conclusions and implications for policy
The analysis above shows that the increasing penetration of ICT in the economy is leading to increasing convergence of industrial structure across Italian provinces: the more an industry is ICT-intensive, the more it tends to grow where it is under-represented. Results seem therefore to support the death-of distance view of the digital economy. ICT might indeed bring new possibilities for the Italian Mezzogiorno.
However, this is not the end of the story. Knowledge-intensity (as represented by R&D and skill-intensity) counterbalances the dispersion effect of ICT: the more an industry is knowledgeintensive the more it tends to grow where it is over-represented. This explains the emergence of big agglomeration of digital activities and seems to reconcile the 'death-of-distance' vision of the digital economy with the 'Silicon Valley' model.
Very similar results have been obtained by Kolko (2001) , looking at industrial location patterns across US Standard Metropolitan Statistical Areas.
They have important implications for policy-making. A first implication concerns the elaboration of specific policies for the development of Mezzogiorno (and less advanced regions in general). Research results suggest that regional policies aimed at attracting low-knowledge functions (such as call centres) in ICT-intensive industries are likely to fail in creating new clusters, as agglomeration forces for ICT-intensive, low-knowledge activities are weak (Kolko, 2001) . In this sense, "high-IT industries are unlikely to offer poorer countries long-term sustainable economic growth" (Kolko, 2001, p 18) , as poorer countries and regions have stronger comparative advantage in low-skilled rather than high-skilled labour.
A more general implication concerns the regional impacts of the so-called Lisbon process. The adoption of the Lisbon strategy set the strategic objective for Europe to become "the most competitive knowledge-based economy in the world". The contemporaneous launch of the e-Europe Action plan recognises that ICT plays an essential role in this transformation. The shift towards a knowledge-based economy, as envisaged by the Lisbon process, compounds therefore two parallel but distinct shifts: a shift towards a more ICT-intensive economy and a shift towards a more knowledge-intensive economy.
Our result highlightsboth complementarities and trade-offs between the process launched in Lisbon and the objective of regional cohesion. On the one hand, as far as the ICT-dimension of the change is concerned, the empirical evidence seems to show that the increasing use of ICT in the economy will lead to greater dispersion of economic activity, i.e. less regional disparities. This would suggest that policies fostering the adoption of ICT by industries and regions would indeed favour a more geographically cohesive Europe.
On the other hand, there is evidence that the parallel shift towards more knowledge-and skillintensive activities might counterbalance this dispersion effect. This implies a potential trade-off in European policies: the shift towards the knowledge-based European economy envisaged in Lisbon might result in less regional cohesion.
Two final considerations concern future research. First, an eventual clustering of ICT and knowledge-intensive industries does not automatically lead to a reinforcement of the traditional regional imbalances, such as the north-south Italian divide. If ICT and knowledge-intensive activities cluster in the periphery, this would rather contribute to the creation of a "multicentric" landscape as envisaged in the European Spatial Development Perspective (EC, 1999) . There is some evidence suggesting that this might actually be the case. Figure 2 shows that the Italian provinces most specialised in ICT are not in the traditional core. Similar patterns emerge at the European level where peripheral countries such as Finland, Ireland and Sweden are the countries most specialised in ICT and knowledge intensive production. More research is therefore needed to provide a more accurate picture of the clustering of knowledge-intensive activities.
Secondly, there is an increasing discussion about IPR rules, their impact on the share of codified-global to tacit-localised knowledge and their potential consequences on localisation (Quah, 2001b; Maignan et al, 2003) . However, theoretical and empirical analysis is still at an early stage. We think this is an interesting area for new research. In italics the industries that would not have been in the same corner if the period 1981-1996 had been used In italics the industries that would not have been in the same corner if the period 1981-1996 had been used -1,792*** -1,2640*** -2,3662*** -2,6739*** -2,3250*** -2,3733*** -2,3981*** (0,5270) (0,528) (0,5955) (0,5712) (0,5728) (0,5873) (0,5944)
Tables
Province Size -0.004*** -0.003*** -0.003*** -0.004*** -0.004*** -0.004*** -0.004*** (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
ICT-intensity * YSTR
-4,9482*** -6,1829*** -6,5227*** -4,0124** -4,0003** -3,9019**
(1,5159) (1,8420) (1,8078) (2,0127) (2,0019) (2,0119)
Skill-intensity * YSTR 20,6991** 22,4518*** 20,2336*** 21,3799*** 21,687*** (9,9135) (7,2670) (6,8901) (7,5107) (7,6066)
Industry growth * YSTR -3,3482*** -3,5828*** -3,4090*** -3,3643**
( Notes: *** = significant at 1%; ** = significant at 5%; * =significant at 10%; + = robust standard errors in parenthesis -1,7921*** -1,4589*** -2,6259*** -2,9655*** -2,4148*** -2,4456*** -2,4491*** (0,5270) (0,5301) (0,6410) (0,6231) (0,6505) (0,6590) (0,6592)
Province Size -0.004*** -0.003*** -0.003*** -0.003*** -0.003*** -0.003*** -0.003*** (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
ICT-intensity * YSTR -0,2230*** -0,3144*** -0,3428*** -0,1822** -0,1802** -0,1723** (0,0699) (0,0860) (0,0754) (0,0960) (0,0963) (0,1040)
Skill-intensity * YSTR 21,8647*** 24,0769*** 20,5820*** 21,3362*** 21,3598*** (9,9575) (7,2267) (7,1752) (7,8404) (7, 8790) Industry growth * YSTR -3,4970*** -3,7011*** -3,5787*** -3,5464***
( Notes:
*** = significant at 1%; ** = significant at 5%; * =significant at 10%; + = robust standard errors in parenthesis Notes:
*** = significant at 1%; ** = significant at 5%; * =significant at 10%; + = robust standard errors in parenthesis Notes: *** = significant at 1%; ** = significant at 5%; * =significant at 10%; + = robust standard errors in parenthesis Appendix 2: The data ISTAT, Censuses of Industry and Services for 1981, 1991 and 1996 is the main data source. Employment data are provided for 103 NUTS 3 regions (provinces) for the years 1981, 1991 and 1995 for the 82 industries in Table 9 . The first two columns show industry codes and names in the original ATECO Classification. The ISIC correspondents are reported in the third column. 
