The human interpreter is perhaps the best pattern-recognition engine currently available. Often, interpreting seismic data involves inspection and analysis of multiple seismic attributes. While interpreters are skilled at visualizing complex geologic features in 3D, they are less adept at visualizing a great many attributes at once. Recent software development provides interpreters with the means of corendering three attributes (using a red-green-blue color model) or four attributes (using a hue-lightness-saturation-opacity color model). While analysis of four or more attributes is simple from a mathematical point of view, it is overly taxing on the normal human interpreter who needs to relate these images to the underlying geologic processes.
The human interpreter is perhaps the best pattern-recognition engine currently available. Often, interpreting seismic data involves inspection and analysis of multiple seismic attributes. While interpreters are skilled at visualizing complex geologic features in 3D, they are less adept at visualizing a great many attributes at once. Recent software development provides interpreters with the means of corendering three attributes (using a red-green-blue color model) or four attributes (using a hue-lightness-saturation-opacity color model). While analysis of four or more attributes is simple from a mathematical point of view, it is overly taxing on the normal human interpreter who needs to relate these images to the underlying geologic processes.
Spectral decomposition is a well-established attribute that presents information that is extremely useful in understanding and interpreting geology. However, spectral decomposition presents considerable challenges in visual analysis in that it may produce dozens of spectral magnitude and phase volumes from a single input seismic amplitude volume. Researchers in fields such as statistics and computer science have developed methods for visualizing high-dimensional (d>2 or 3) data. The principal limitation of applying these techniques to seismic interpretation is related to the topology of the data. Specifically, these techniques recognize the existence of an "attribute space" where each dimension is defined by a feature or attribute.
However, in the case of seismic data, we know that the data have an important spatial structure in that it is natively organized in what mathematicians call a "lattice" (or what we think of as vertical, time, horizon, and stratal slices). This lattice structure allows us to interpret our data in the context of structural deformation, seismic stratigraphy (the term more commonly used on vertical slices), and seismic geomorphology (the term more commonly used on horizon and stratal slices). Mathematically, the human interpreter identifies and interprets subtle structural relationships related to the spatial organization of the data within the Earth as represented by the data image or cube.
Many analysis techniques attempt to reduce the dimension of the data presented to the interpreter. However, these methods are limited in the degree to which they allow interpreters to fully explore the data. In other words, most if not all decisions of dimensionality reduction are based only upon the organization of the data in attribute space. Such a dimensionality reduction is less than ideal since how the data are organized in attribute space is less relevant than how the attribute vectors interact in the lattice of a seismic cube. Therefore, the question becomes the following: How can we efficiently present different views or projections of multidimensional data such that the interpreter can pick out the one that best delineates the geologic features of interest?
We begin with a review of alternative projection schemes. We then present the image grand tour as it would be applied to multiple spectral components. Finally, we apply our technique to a land survey over Tertiary channels from south Texas.
Review of alternative projection techniques. Scatterplots, frequently known in the geophysics community as crossplots, are a workhorse in multiattribute analysis, and are commonly used in both seismic attribute (Chopra and Marfurt, 2006) and well-log analysis (Chaveste, 2003) . scatterplots are the canonical method for visualizing data when the only topological consideration is the structure of the attribute space, and they are supported by virtually all data visualization and analysis packages. scatterplots can be further expanded using color or plotting character; such methods are often used to incorporate such information as data class. Traditionally, scatterplots can only be used to visualize data in two or possibly three dimensions. In pairs plots (Figure 1 ), all possible pair-wise combinations of the attributes are plotted allowing for d-dimensional visualization; however, such data are still only visualized in two attribute combinations.
To effectively visualize more than three dimensions, we can use non-Euclidean geometries. Parallel coordinates plots (Wegman, 1990 ) display data using a projective geometry A grand tour of multispectral components: A tutorial BRADLEY C. WALLET and KURT J. MARFURT, University of Oklahoma, Norman, USA in which coordinates are parallel rather than orthogonal. Figure 2 is an example of a parallel coordinates plot. Since adding a dimension is simply a process of adding another axis parallel to the previous axes, parallel coordinates can be expanded to an arbitrary number of dimensions, although practical considerations regarding screen resolution do serve as a limiting factor.
Parallel coordinates involve a number of interesting dualities including the fact that lines in the Euclidean space are interaxial points of coincidence in parallel coordinate space. This, however, illustrates the major limitations of parallel coordinates. Firstly, the view shown by parallel coordinates is order-dependent, based upon how one chooses to arrange the axes. Furthermore, seeing structure in more than a pair-wise fashion is difficult and, even then, this capability is limited by the ordering of the axes.
One means of plotting observations in non-Euclidean space is Andrews' curve plots (Andrews, 1972) , which encode the observations as the coefficients of a Fourier transform plotted on the range of [-π, π] . As with parallel coordinates plot, each observation is represented as a curve, but the curve is smooth instead piecewise linear (Figure 3) . Also, as with parallel coordinates, Andrews' curve plots are attribute-order dependent. Andrews' coordinate plots lack the duality of parallel coordinates plots, and, thus, they are not as useful for examining higher-dimensional structure. However, the Andrews' curves plots are more globally oriented and are thus more powerful for clustering.
Chernoff faces. (Chernoff, 1973 ) is another multivariate visualization method developed to facilitate visual clustering. The idea behind Chernoff faces is to exploit the human brain's expertise in facial recognition. In Chernoff faces, each observation is represented as an individual cartoon of a human face. Each attribute is encoded as a portion of the face such as nose length, face obliquity, and mouth expression ( Figure 4 ). While Chernoff faces are an interesting approach, in practice, other methods are generally better at presenting the same information.
The above methods are far from an exhaustive list of ways to graphically present multiattribute (multivariable) data. They do, however, give a feel for the broad range of methods that are widely used for exploratory data analysis (EDA). As previously noted, all of these methods have a limitation in their applicability for seismic data in that they completely ignore the inherent lattice nature of the problem.
One approach is to attempt to reduce the dimension of the attribute set and then visualize or use these lower dimensional data. The ultimate goal of dimensionality reduction is to take a d-dimensional attribute space and reduce it to d'-dimensional space where the lower dimensional space is regarded as adequate or even superior for the task at hand. This is typically done in a linear manner by either selecting a subset of the attributes (feature selection) or by projecting onto a "lower dimensional flat" or a lower linear subspace of the original attribute space.
Attribute selection is the simplest form of dimensionality reduction, and it has been the subject of considerable study (Miller, 1990; Vriesanga, 1995; Wallet et al., 1996) . The practice of attribute selection involves retaining some attributes while discarding others based upon some criteria. The premise behind attribute selection is either that some attrib- utes are latent for the task at hand or that some attributes contain redundant information.
A more generalized class of dimensionality reduction is achieved by the linear projection onto a d' -dimensional flat where typically d'<<d . In the case where we wish to visualize the projected data, we would expect d'≤ 3 depending upon our chosen method of visualization. All projections are not equally good, with some projections elucidating useful structure while other projections may completely obscure all interesting information ( Figure 5 ). Note that the set of all
Therefore, the process of dimensionality reduction via linear projections can be thought of as searching over the set, Gr (d', d) . While this may sound complicated, the main thing to understand is that linear projections are simply linear combinations of the data dimensions. In other words, given an observation, x and α d ǂ 1 vector in d-dimensions, the linear projection of x to 1-dimension is defined as follows:
(1)
The challenge of constructing good projections is then the process of selecting αȏGr(d',d). Searching for projections that are in some way optimal or interesting is commonly called projection pursuit (Friedman, 1987) . Since projected data tend to be normally distributed, a frequent measure of what is interesting is departure from normality. Wallet et al. (1997) used performance of a classifier based upon the projected features as the measure of interestingness and hence used projection pursuit to directly build an optimized classifier in a lower dimension. Since this performance was based in part upon object shape in electro-optical images, this work had some limited incorporation of image topology. However, generally speaking, dimensionality reduction only considers the data as structured in attribute space.
Related to projection pursuit is a commonly known method, principal component analysis or PCA (Jackson, 1991) . In this method, eigenanalysis is used to find a rigid rotation of the attribute space. This amounts to a d©d linear mapping of the attribute space. The projection is defined such that the greatest variance of any projection lies on the first dimension, the second greatest variance lies on the second dimension, and continuing through to the d th dimension, which will contain the projection with the least variance. All of the above dimensions are required to be orthogonal in the original attribute space since the projection is linear mapping. PCA can then be used as a dimensionality reduction technique by truncating the number of retained dimensions. The eigenvalues are frequently used as a tool for deciding how many dimensions to retain.
Guo and Marfurt (2007) applied PCA to the visualization of spectral decomposition data, obtaining excellent results. In this work, they a priori chose to retain the first three dimensions and displayed them as the RGB channels of a color image. However, PCA as applied has a number of drawbacks. First, it is very restrictive in the views of the data that are presented. Furthermore, since the metric of the projection is variance, if the primary source of variance in the data set is background, PCA could serve to optimize the spread of the noise. In this case, PCA would serve to provide an optimally bad view of the data. Finally, in keeping with the overall theme of this paper, PCA in no way considers the lattice structure inherent in seismic data. We should note that there are nonlinear methods to project data. Perhaps most interesting are those based upon interpoint distances. The most exciting of these methods in terms of application to seismic data are diffusion maps (Nadler et al., 2006) . These methods are based upon doing eigenanalysis upon a matrix of interpoint similarities. The net result is a new attribute space, mapping similarity as a function of distance along a data manifold in the original attribute space. Diffusion maps are interesting to spectral decomposition since the continuous nature of stratigraphy should manifest itself as a relatively dense set of points in spectral decomposition space. In this manner, diffusion maps may implicitly capture some of topology inherent in seismic data.
Cluster analysis represents another form of nonlinear projection that is important in seismic attribute analysis. Although clustering is not typically thought of as a form of dimensionality reduction, it is a d©1 mapping from attribute space to a nominal, cluster or class, space. We should note that the application of cluster analysis does not preclude the use of other forms of dimensionality reduction. Indeed, cluster analysis may well function best if the dimension of the data is first reduced. Scott (1992) contains an excellent description of the problems inherent in estimation in higher-dimensional spaces.
Many means of doing cluster analysis exist (e.g., mixture models, k-means, and self-organized maps). A mixture model approach assumes that observed data are drawn from some random variable with probability density function f θ (x) where x is a point in attribute space and f θ is the weighted sum of some kernel function, typically Gaussian (Titterington, 1985) . The parameters of this pdf, θ, are typically estimated using an expectation-maximization (EM) algorithm. If we assume that the estimated mixture model represent an orthogonal decomposition of the density, then mixture models can be thought of as a clustering algorithm with the expectations/responsibilities being a form of soft cluster assignment. Interestingly, a number of approaches exist to allow for variable numbers of terms (clusters) including those based upon term creation and destruction (Solka et al., 1998) 
and variational Bayes EM (Winn and Bishop, 2005).
Another method of cluster analysis that is closely related to mixture models is k-means clustering. The objective of the k-means clustering is to partition the data into k groups where the intragroup variance is minimized. K-means is similar to mixture models in that both approaches estimate class partitions and class centers. However, k-means is typically a hard partition as opposed to the soft assignments of the mixture model approach. The advantage of k-means clustering is that it makes no distributional assumptions. Thus, unlike mixture models, apart from k, k-means is a nonparametric method. Self organizing maps (SOM) are another form of cluster analysis that is popular in facies analysis and reservoir characterization (Matos et al., 2007) . SOM use artificial neural networks (ANN) to provide a mapping from the original attribute space to a finite number of clusters or classes. The ANN is designed to preserve the topological properties of the original attribute space.
The grand tour (Asimov, 1985) is an interactive method of exploring high-dimensional data in a dynamic fashion. The premise of the grand tour is to look at many different projections of the data, allowing the analyst to then decide what is important and interesting structure. As first proposed by Asimov and further developed by Buja and Asimov (1986) , the grand tour presents scatterplots of d-dimensional data projected linearly into a 2D flat. As previously noted, the set of all possible projections is a Grassmanian manifold (Wegman, 1992) . The original grand tour involved constructing a curve dense on the manifold of possible projections. The interpreter would then visualize a dynamic graph of the projected data by utilizing this curve. By making the sequence of projections smooth, the grand tour creates the visual impression of watching a "data movie." The net result of the grand tour is analogous to looking at all sides of the data.
Wegman (1992) presents a method for constructing grand tours projecting to arbitrary dimensions. By using this method, he projected from and to R d , in essence simply rotating the feature space in a dense manner. He then visualized the data using parallel coordinates. This work effectively demonstrated the utility of projecting to a richer set of projections and visualizing the results using a richer set of tools. Wegman and Shen (1993) proposed an approximation method to Asimov's winding method that was simpler and more computationally efficient at projecting to either one or two dimensions. Wegman et al. (1998) provided the initial description of the image grand tour (IGT). The goal of this method is to preserve the original lattice topology when using the grand tour to explore multi-spectral image data. In this work, they examined eight band electro-optical data with the goal of constructing a classifier for detecting unexploded ordinances or land mines. Since the mines were characterized by shape in the image as well as by spectral signature, it was critical to preserve the original topology of the data in order to understand the data. Figure 6 shows an example of the application of the IGT to the problem of reconstructing and recovering rock art created by paleo-Native Americans. In this example, we dealt with a photograph related to the painting of a human figure presented in Kirkland and Newcomb (1967) , Plate 147, 24-B, page 196. However, in this photograph, taken more than 30 years after the publication of the painting, the figure has almost completely faded and is no longer recognizable in the photograph (see left of Figure 6 ). While the IGT did a good job in recovering the original figure (see right of Figure 6 ), other methods for processing this photograph have also been successfully demonstrated. Most notably, the figure has also been recovered using digital enhancement by Mark and Billo (2002) .
Since 1998 the IGT has been applied to a number of domain areas, including multi-angle imaging spectroradiometer (MISR) images and the previously discussed rock art images (Symanzik et al., 2002) . Most recently, Symanzik et al. (2007) applied a version of IGT to visualize volumetric medical image data. Using the IGT they were capable of creating a single gray-scale image that showed multiple structural phenomena that had not previously been visible in a single image.
An interesting limitation of all previous applications of the IGT of which we are aware is related to the domains. Specifically, the goal of previous applications involved dis- Symanzik et al. (2007) and is republished with permission.
Figure 6. A photograph consists of three input layers, representing the colors red, green, and blue (middle). For the typical color rendition, these layers are equally weighted and displayed in the RGB color space (left). In the IGT, the three layers obtain different weighting at each step of the tour and are projected into a one-dimensional gray-scale color space (right). This image was previously published in
covering a spectral signature and related projection that provided the ability to visualize a specific class or classes of structural phenomena in image data. As such, these tools were useful in laboratory settings to gain understanding of a general phenomenon and/or to construct a processing workflow such as an automated classifier. However, none of the previous applications were very useful to general practitioners of a field in a day-to-day sense.
Spectral decomposition presents a unique opportunity to fully utilize the power of the IGT. The interesting signatures produced by spectral decomposition are functions of things such as local bed thickness in a particular portion of a particular data set. As such, it is not possible to construct a single projection that is interesting across of broad range of data sets. In fact, it may not even be possible to construct a single linear projection that is interesting across the entirety of a single data set! Given this fact, the IGT represents a useful tool not just for researchers and system developers; it has the potential to be useful as a daily tool for the practicing exploration geoscientist.
Application. We illustrate the grand tour technique by applying it to a land survey acquired over south Texas. Spectral decomposition was run on the volume resulting in 85 spectral components, ranging from 5 Hz to 90 Hz at 1-Hz increments. We recognized a horizon containing a fluvial-deltaic system and flattened each data volume. We then applied PCA to these 85 subvolumes to reduce them to the eight highest PCA subvolumes displayed in Figure 7 , using a methodology described by Guo et al. (2006) . We note that several channel features can be seen in the first six principal components (or eigenspectra), while only random noise (either geological or seismic) can be seen in eigenspectra 7 and 8.
We follow Guo et al. (2006) and plot the first three eigenspectra against red, green, and blue in Figure 8 . The large NE-SW trending channels indicated by the cyan and brown arrows are clearly visible. Several smaller channels, indicated by cyan and magenta arrows are also visible. Figure 8 shows strong acquisition footprint. PCA uses a naive definition of "information," and acquisition footprint is often a significant source of variation in the data set. In such a case, PCA can actually enhance noise.
Examining other eigenspectra revealed that significant information appeared outside the first three images ( Figure  7) . However, by the time we reach the seventh eigenspectrum, little information appears visible. We thus chose to run the IGT using the first six eigenspectrum since they appear to capture all of the value in the data set.
The IGT was performed using a modified version of software previously constructed by one of the authors for medical imaging. This software is written in Java and has been demonstrated to run under both Microsoft Windows and Linux. A more complete discussion of this software and its current capabilities is contained in Symanzik et al. (2007) .
Running the IGT revealed structure that was not readily apparent when examining just the first three eigenspectra. We stop our tour any time we identify a feature of geologic interest. The top of Figures 9 and 10 shows the six coefficients α j applied to each eigenspectral image at the current tour location. Like modern tours, we are able to "get off the bus" and explore the neighborhood by adjusting each of the projection coefficients, giving us the ability to interactively explore in six-dimensional space. Several small channels appear that were difficult to see in Figures 7 and 8. Figure 9a presents various meandering channels, several of which were not clearly visible or were less in the first three eigenspectra. Figure 9b clearly shows a distinct view of a single meandering channel. While this channel was visible in previous images, this view is more distinct, providing tight localization. This illustrates the value of combining information gathered from multiple tour projections when performing interpretation. Finally, Figure 10 presents another image discovered when using the IGT that illustrates additional small, meandering channels.
Conclusions. Multiattribute analysis requires new tools and methods for combining information and presenting it to the geoscientist. A large number of methods for visualizing high-dimensional data have been developed by researchers in areas such as computational statistics, data mining, and computer science. However, many of these methods fail to preserve the topology that is inherent in seismic data. The IGT is an interesting and useful tool for performing multiattribute analysis, and it has demonstrated value in gleaning from spectral decomposition information that was not captured by PCA alone. IGT was able to uncover multiple structures that were not visible in any single image. Thus new workflows will need to be developed to integrate information from many different views to provide for a complete interpretation process.
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