In this paper, we consider using the weighted 2,1 minimization to reconstruct X from Y = AX + Z. This method has been applied to recover multichannel signal in resent years since it exploits both the interchannel correlation and multisource prior. We show improved sufficient conditions based on the restricted isometry property (RIP) for the exact and stable recovery of X via the weighted 2,1 minimization. Moreover, a sufficient condition based on the high order RIP is obtained to guarantee the recovery of X via the standard mixed-norm 2,1 minimization.
I. INTRODUCTION
Compressed sensing (its seminal works see [1] and [2] ), which is a new type of sampling theory and achieves simultaneous data acquisition and compression, has been extensively studied in recent years. It aims at recovering an unknown high dimensional k-sparse signal, which has at most k nonzero entries, from the single measurement vector. To this end, a series of efficient methods are introduced, such as the 1 minimization [3]- [7] , the weighted 1 minimization [8] - [12] , the nonconvex p (0 < p < 1) minimization [13] , [14] , greedy algorithm [15] - [17] . And different conditions for sparse signal recovery have been introduced and studied via efficient methods. For example, [4] , [12] and [14] showed tight conditions based on the restricted isometry property (RIP) for the 1 minimization, the weighted 1 minimization, and the p (0 < p ≤ 1) minimization, respectively.
The multiple measurement vector (MMV) problem, a natural extension of the single measurement vector, aims at recovering X ∈ R N ×L , whoes columns X ·j with j = 1, 2, · · · , L (X ·j is the j-th column of the matrix X) share a common support, from the multiple measurement vector Y = AX + Z (1) where A ∈ R M ×N is a sensing matrix, Y ∈ R M ×L is a matrix of the multiple measurement vector and Z ∈ R M ×L is measurement error.
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The MMV problem has been exhibited the applicability especially in the areas of wireless sensor networks [18] - [20] , face recognition [21] , [22] and MRI (Magnetic Resonance Imaging) [23] , [24] .
To recover X from (1), numerous effective algorithms have been proposed based on all X ·j with j = 1, 2, · · · , L having a common sparse support, such as greedy algorithm [25] , [26] , the simultaneous hard threshold pursuit [27] and the mixed-norm minimization [28] , [29] . In particular, some papers have theoretically obtained various sufficient and necessary conditions to guarantee the recovery of X via effective algorithms. For example, Blanchard et al. presented a sufficient condition based on the RIP in [22] . The RIP is one of the most commonly used frameworks for compressed sending as following definition.
Definition 1 [1] : A matrix A ∈ R M ×N is said to be that A has the k-order restricted isometry property (RIP) with the parameter δ ∈ (0, 1] if (1 − δ) x 2 2 ≤ Ax 2 2 ≤ (1 + δ) x 2 2 .
holds for all k-sparse signal x ∈ R N . And the smallest constant δ is called the restricted isometry constant (RIC) donating δ k . When k is not an integer, define δ k as δ k , where k is an integer satisfying k < k < k + 1. Clearly, if the matrix A satisfies the k-order RIP with δ k , then it holds that for all k-sparse matrix X ∈ R N ×L (X has at most k nonzero rows), where X F is the Frobenius norm, i.e., X F = N i=1 L j=1 |x ij | 2 with the entries x ij being in the i-th row and j-th column of X.
The above proposed effective algorithms for the MMV problem only applied the sparsity of the matrix X in (1). In fact, however, the unknown matrix X has some prior knowledge in practical examples. For example, adopting higher/lower measurement rates to sample and transmit key/non-key frames at the encoder of distributed compressive video sensing, these reconstructed key frames are treated as the prior information for better recovery of the non-key frames at decoder in [30] . As far as we know, there are some literatures [18] , [19] , [31] - [37] incorporating prior information to recover X from (1). They have been illustrated that the effective algorithms incorporating prior information for the MMV problem have better performance in the theoretical and practical cases. For example, [18] exploits the correlated information across the channels to consider the successful joint recovery of the MECG signals using a low number of measurements. Thus, in this paper, one studies the following weighted 2,1 minimization, which incorporates partial support prior information of X,
where w ∈ [0, 1] N andX i· is the i-th row of the matrix X ∈ R N ×L . In (3), the weight vector w plays a crucial role in practical applications. Here, let the prior supports T j ⊆ {1, 2, · · · , N } with j = 1, 2, · · · , J denoting T = ∪ J j=1 T j , where T j (j = 1, 2, · · · , J ) are J disjoint subsets. And for all i ∈ {1, 2, · · · , N }, set
where ω j ∈ [0, 1) with j = 1, 2, · · · , J . In fact, the method (3) has been introduced in [18] and applied to reconstruct multichannel electrocardiogram (ECG), which exploits both the interchannel correlation and multisource prior in wavelet domain. The incorporation of the intrachannel priors for ECG determines the weighted vector w (see [18, Part III] ). In addition, extensive experiments in [18] demonstrate that the method (3) has the significant performance improvement, in terms of compression rate and reconstruction quality, compared with the state-of-the-art CS-based methods for ECG.
In (3), if ω 1 = ω 2 = · · · = ω J = ω ∈ [0, 1), it reduces to the weighted 2,1 minimization with a single weight
If ω 1 = ω 2 = · · · = ω J = 1, one has the standard mixednorm 2,1 minimization
In this paper, we first introduce a new technical lemma. Applying this technical lemma, we next establish an improve sufficient condition based on the high order RIP for the sparse matrix recovery, and an error bound between the unknown original sparse matrix X and the minimizer of (3). The main contributions of this paper are as follow:
• We develop a new technical lemma for the sparse representation of a matrix, which is a key technical tool to improve sufficient conditions for the stable recovery of X via the weighted 2,1 minimization (3).
• We establish a cone inequality for the weighted 2,1 minimization (3), which is essential inequality in the proof of our main result.
• We show a sufficient condition based on the high order RIP for the exact and stable recovery of the matrix X from (1) via the weighted 2,1 minimization (3), which is weaker compared with the previous work [18] .
• We show a sufficient condition for the reconstruction of X via the weighted 2,1 minimization (5). Compared with the sufficient condition in [36] , our sufficient condition is weaker under certain case.
• We also establish a sufficient condition based on RIP for the 2,1 minimization (6). The rest of this paper is organized as follow. In Section II, some notations and basic results are introduced. Section III develops a significant technical lemma and a cone inequality for the weighted 2,1 minimization. Section IV presents our main results. The conclusion is shown in Section V.
II. PRELIMINARIES
Let us begin with some notations. Denote [N ] = {1, 2, · · · , N }. For the index set ⊂ [N ], let c ⊂ [N ] be the complement set of , and | | be the number of elements in . For the matrix X ∈ R N ×L , define the norms
And let X k ∈ R N ×L be the best k-sparse approximation matrix of X, such that
Furthermore, let T = rsupp(X k ) and the matrix X −k = X − X k . Let the inner product of two matrices X ∈ R N ×L and Y ∈ R N ×L be defined as X, Y = i,j x ij y ij , where x ij and y ij are in the i-th row and j-th column of X and Y , respectively. For the matrix X ∈ R N ×L and the index set ⊂ [N ], let X ∈ R N ×L be defined as
The following lemma presents an inequality, which is the simplification of [4, Lemma 5.3] . It is applied to perform finer estimation on the 2,1 and F norms of matrix.
Lemma 1 [4, Lemma 5.3] : Assume m ≥ l, a 1 ≥ a 2 ≥ · · · ≥ a m ≥ 0, λ ≥ 0 and
Based on the prior support information, Zhang et al. [18] obtained a sufficient condition based on RIP for recovering any matrix X via the weighted 2,1 minimization (3).
Theorem 1 [18, Theorem 2] : For the model (1) , let the noise Z be additive with Z F ≤ ε for some known ε > 0. Assume prior supports T j with j ∈ {1, · · · , J } satisfy | T j | = ρ j k and | T j ∩ T | = α j ρ j k. The RIP constants of A are such that there exist a ∈ 1 k Z with ρ j (1 − α j ) ≤ a for every j ∈ {1, · · · , J }, and
where
Then the solutionX to (3) obeys
where the constants
Remark 1: Since δ ak ≤ δ (a+1)k , the sufficient condition for (7) to hold is
, meaning | T | = ρk and | T ∩ T | = αρk.
Theorem 2 [36, Theorem 1] : Consider the convex optimization problem (5) with 0 < ρ ≤ 1. If the matrix A has the 2ρk -th order RIC
then the solutionX to (5) obeys
and the constants
III. METHODOLOGY
In the section, we develop critical techniques and methods. Inspired by the idea in [5] and [14] that a vector has a convex combination of k-sparse vectors under constraint conditions, we develop a key technical tool for analysing our main result as following lemma.
where β is a positive number and s is a positive integer. For
Proof: Please see Appendix A-A. LetX be the minimizer of the weighted 1,2 minimization (3), and H = X −X where X is original signal from (1). We show a cone inequality on H in the following lemma.
Lemma 3: For any index set ⊆ [M ], it holds that which is appropriate for the 1,2 minimization (6) .
That is, the cone inequality for (5) is
IV. MAIN RESULTS
In this section, we present our main results. We consider the recovery for X from (1) with Z = 0 via the weighted 2,1 minimization (3) and establish the sufficient condition based on the high order RIP.
For the define of the weighted vector (4), the weighted values ω j ∈ [0, 1] for j = 1, 2, · · · , J satisfy ω j = ω i with i, j ∈ {1, 2, · · · , J } and i = j. If A satisfies the RIP with
for some t > d, where γ is defined in (8) and
Then the solutionX to (3) with (4) obeys
Proof: Please see Appendix B-A. Remark 3: Theorem 3 shows that stable recovery of X in the noise case is guaranteed if δ tk < δ(t, d, γ ) for some t > d. Then we naturally consider that some verifiable conditions under which a given sensing matrix satisfies the RIP criterion. In fact, Baraniuk et al in [38] provides a bound on RICs for a set of random matrices A ∈ R M ×N from concentration of measure. For these random measurement matrices, Theorem 5.2 of [38] shows that for positive integer k < M and 0 < λ < 1,
Then, it is easy to see that δ tk < δ(t, d, γ ) holds in high probability when
Remark 4: From Theorem 3, it follows that X is recovered stably from (1) with Z F ≤ ε via (3) if the matrix X is k-sparse. Furthermore, the condition (16) guarantees to exactly recover the k-sparse matrix X from (1) with Z = 0.
Remark 5: δ(t, d, γ ) >δ(a + 1, k, γ ) with t = a + 1, which means that our sufficient condition (16) is weak for the weighted 2,1 minimization (3), compared with the condition (10) . In fact, from (16) with t = a + 1 and d = 1, it follows
On the other hand, there are D 0 < C 0 and D 1 < C 1 by a series of simplification, which means we improve the recovery bound on X − X 2,1 in theory. In addition, we intuitively illustrate the theoretical results in the case of L = 2, i.e., prior supports only contain T 1 and T 2 . See Fig. 1 .
On the other hand, we develop a sufficient condition for the reconstruction of X by (5) .
Theorem 4: For the model (1) with Z F ≤ ε, let X ∈ R N ×L be an arbitrary matrix and X k be the best k-sparse approximation matrix of X with rsupp(X k ) = T . Let | T | = ρk and | T ∩ T | = αρk with ρ = J j=1 ρ j and FIGURE 1. Comparison of sufficient conditions (10) in [18] and (16) , and stability constants for (9) in [18] and (18) . In all figures, let ρ 1 + ρ 2 = 1, t = 4, a = 3, ω 1 = 0.5, ω 2 = 0.25 and α 1 = α 2 = 0.5, 0.6 · · · , 0.9. In (b) and (c), let δ (a+1)k = δ tk = 0.1 and δ ak = 0.05. α = J j=1 α j ρ j J j=1 ρ j , where T , ρ j and α j with j = 1, 2, · · · , J are defined in Theorem 3. LetX be the minimizer of (5) with ω ∈ [0, 1]. If A satisfies the RIP with
for some t > d ω , where γ ω is defined in (12) and
Then
Proof: Please see Appendix B-B. In order to compare our sufficient condition (19) with (11) in [36] , we have the following discussion.
Remark 6: By (19) , one has
Comparison of sufficient conditions (11), (19) and (24) . In (b), let t = 4.
Moreover, as
it holds that
meaning that our condition is weaker than (11) . For example, if α ≥ 1 2 , then d ω = 1 and 1
Then, (22) holds as ρ ≥ 2 3 . Fig.2 (a) intuitively illustrates the discussion.
Clearly, we obtain the sufficient condition for the mixednorm 2,1 minization (6) from Theorem 4 with ω = 1.
Corollary 1: For (1) with Z 2 ≤ ε and the arbitrary matrix X ∈ R M ×N , letX be the minimizer of the mixed-norm 2,1 minimization (6) . If A satisfies the RIP with
for some t > 1, then
Remark 7: In Theorem 3, if α j = 1 2 for all j = 1, 2, . . . , J , then γ = 1, d = 1. Furthermore, we have that D 0 = D 0 , D 1 = D 1 and the bound δ(t, d, γ ) in (16) is identical to δ(t, k) in (24) . In the case, the recovery performance of the weighted 2,1 minimization (3) is better than that of (6) when X is not exact k-sparse. Since the fact that
where the inequality follows from ω j ∈ [0, 1] with j = 1, 2, · · · , J , and prior supports T j ⊆ [N ] (j = 1, 2, . . . , J ) with T = ∪ J j=1 T j are disjoint. Remark 8: In Theorem 3, suppose α j > 1 2 for all j = 1, . . . , J , then d = 1 and γ < 1. Furthermore, δ(t, d, γ ) < δ(t, k), which implies that the sufficient condition (16) for the weighted 2,1 minimization (3) is weaker than (24) for the 2,1 minimization (6) . And D 0 < D 0 and D 1 < D 1 , which means that the recovery performance of the weighted 2,1 minimization (3) is better than that of the 2,1 minimization (6) in the noise case. Similar, we show Fig 3 to intuitively illustrate the above results in the case of L = 2.
Remark 9: In Theorem 4, suppose α ≥ 1 2 , then d ω = 1 and γ ω ≤ 1. Furthermore, δ(t, d ω , γ ω ) ≤ δ(t, k), which implies the sufficient condition (16) for the weighted 2,1 minimization (5) is weaker compared with the condition (24) for the mixed-norm 2,1 minimization (6). Fig.2 (b) intuitively illustrates the comparison. For the recovery constants in (21) and (26) , we have D 0 ≤ D 0 and D 1 ≤ D 1 , implying the recovery performance of (5) is better than that of (6) . Similar, we intuitively show the relations for the recovery constants in case of t = 4 and δ tk = 0.1. See Fig 4.  FIGURE 3 . Comparison of sufficient conditions (16) and (24) , and stability constants in (18) and (26) . In all figures, let ρ 1 + ρ 2 = 1, t = 4, ω 1 = 0.5, ω 2 = 0.25 and α 1 = α 2 = 0.5, 0.6 · · · , 0.9. In (b) and (c), let δ tk = 0.1. 
V. CONCLUSION
In this paper, we studied improved sufficient conditions based on RIP for exactly and stablely recovering k-sparse matrix X with a common support shared from the model Y = AX + V by the weighted 2,1 minimization. First, we developed an important technical lemma for k-sparse representation of matrix and the cone inequality for the weighted 2,1 minimization. Second, we showed an improved sufficient condition based on RIP for the weighted 2,1 minimization with at least two different weights. At last, we showed a weaker sufficient condition for the weighted 2,1 minimization with a single weight to guarantee the stable reconstruction of X. In addition, we obtained a significant result for the weighted 2,1 minimization.
Our studies indeed provide useful insights into the critical problem using prior information to guarantee improvement of sparse matrix recovery in the context of MMV. And the performance gain of the proposed method is analyzed theoretically. Furthermore, a reconstruction error bound of the weighted 2,1 minimization is obtained, which indicates that the proposed method is stable and robust in recovering sparse and compressible matrixes from noisy MMV. In addtion, new RIP bounds containing several quantities in Theorems 3 and 4, it is a challenging problem for the future work to understand how tight the upper bound is given in terms of these quantities.
APPENDIX A PROOFS OF LEMMAS IN SECTION 3 A. THE PROOF OF LEMMA 2
Proof: First of all, the sufficiency is proved. That is, for any V ∈ T (β, s), (13) holds. For V ∈ T (β, s), there are two cases:
Case
Case II : |rsupp(V )| = l > s. To this end, we proceed by induction. Assume that (13) holds for all (l − 1)-sparse matrixes V ∈ T (β, s) with l − 1 ≥ s. Now, we need to show that (13) holds for any l-sparse matrix V .
For every i ∈ [N ], let d 1 be the largest V i· 2 , d 2 be the next largest V i· 2 and so on. Then, by |rsupp(V )| = l, one has V = l i d i U (i) , and β = d 1 ≥ d 2 ≥ · · · ≥ d l > 0, where U (i) is 1-sparse matrix in R N ×L , which equals to V d i on the i-th largest row of V and zero elsewhere. Let
By l − 1 ≥ s and l i=1 d i = V 2,1 ≤ sβ, it is clear that 1 ∈ , which implies that the set is not empty. Let t max ∈ be the largest element in . Then
Moreover, one has
where inequalities follow from d t max ≤ V 2,∞ ≤ β and (28), respectively. Taking
For every t max ≤ r ≤ l, based on b r > 0 define
and V (r) is a (l − 1)-sparse matrix with rsupp(V (r) ) ⊆ rsupp(V ). Furthermore, one has l r=t max
where (a) is due to (30) , (a) and (c) respectively follow from the definitions of λ r and b r , and (d) is because of (29) . In addition,
where (a) and (b) are due to (29) , and (c) follow from (27) . Therefore, applying the induction assumption and the fact that the matrix V (r) with t max ≤ r ≤ l is (l − 1)-sparse, there is the set
Hence, 0 ≤ λ r λ u,r ≤ 1, which implies that (13) holds for l-sparse matrix V . Next, we prove the necessity.
Thus, one has that
and T (s, β) . We complete the proof.
B. THE PROOF OF LEMMA 3
Proof: From the fact thatX = X + H is a minimizer of the weighted 1,2 minimization (3), it follows that
Based on T i ∩ T j = ∅ (i = j) and T = ∪ J i=1 T i , it is clear that
We complete the proof.
APPENDIX B PROOFS OF THEOREMS IN SECTION 4 A. THE PROOF OF THEOREM 3
Proof: We first prove the matrix X is stably recovered from (1) by the weighted 2,1 minimization (3) under the condition (16) as tk is an integer. That is, we will prove that (17) holds under (16) . To this end, letX = X + H, whereX is the solution of the weighted 2,1 minimization (3).
From (14) in Lemma 3 and the fact T = rsupp(X k ) ⊆ [N ] with |T | = k, it follows that
where the equality is from taking
Based on the fact that
Let the dk-sparse matrix H max(dk) be as H with all but the largest dk rows in 2 norm set to zero and
Clearly, based on the facts |T | = k and d ≥ 1, one has H max(dk) 2,1 ≥ H T 2,1 . Furthermore,
Combining (32) , one has
then r ≥ 0. Next, we proceed our discussion based on r under two following cases.
Case 1: r = 0. Clear, one has H − max(dk) 2,1 = 0, which means H is a dk-sparse matrix. From the definition of the RIP in (2) and t > d ≥ 1, it follows that
that is,
where (a) is from the facts Y − AX F ≤ ε and
By a series of calculation, one has D 0 ≥ 2
where (a) follows from the definition of r in (35) , (b) is from
k ≤ dk and the facts |T | = k and d ≥ 1, and (c) is due to rsupp(H (1) ) ⊆ rsupp(H −max(dk) ) and the definition of γ in (8) .
Now, based on the matrixes H max(dk) , H (1) and V (i) , define
. Then,
where (a) is due to (2) , and (b)
follows from H (1) +H (2) = H−H max(dk) . Therefore, (i) and H (1) , V (i) are dk-, m-, ((t − d)k − m)-sparse matrixes, respectively. For the matrix (i) , there is the following identity
where the second equality is from the fact
We first estimate the upper bound on the left hand side of (43). By (42), one has
By the fact that
the above inequality is simplified as
where (a) follows from Hölder inequality and the facts that the A satisfies the RIP order tk, ( 1 2 − µ)(H max(dk) + H (1) ) − µ 2 V (i) is tk-sparse matrix, and (b) applies
and rsupp(V (i) ) ⊆ rsupp(H (2) ) ⊆ rsupp(H max(dk) + H (1) 
, H max(dk) + H (1) = H (2) , H max(dk) + H (1) = 0. (45) Second, we consider the lower bound on the right hand side of (43). Based on the definition of i , one obtains that
where the inequality is because that the matrix A satisfies the RIP order tk and H max(dk) + H (1) + µV (i) is tk-sparse, and the second equality is from (45).
By (43), (44) and (46), one has
Combining the upper bound on V i F in (41), we obtain
, one has
Thus, denoting Z = H max(dk) + H (1) F , (47) is reduced to
which means the upper bound of H max(dk) 2 F , where the inequality is from the fact that (a 2 + b 2 ) ≤ a + b for a, b ≥ 0. To prove (17) , applying the fact that
we now consider the upper bound on H − max(dk) F . From the inequality (34), |T | ≤ dk (d ≥ 1) and
with i ∈ {1, 2, . . . , J }, it follows that
Thanks to Lemma 1 with l = dk and λ = Q, we obtain
Therefore, one has
From H max(dk) F ≤ H max(dk) + H (1) F and the above inequality, it follows that
Furthermore, by the upper bound on H max(dk) + H (1) F in (48), one has
which means that we prove the result of Theorem 3 when tk is an integer. If tk is not an integer, again we definet = tk k , theñ t > t and δ˜t k = δ tk < t−d t−d+γ 2 . We can prove the result by working on δ˜t k . Therefore, we complete the proof of Theorem 3.
B. THE PROOF OF THEOREM 4
Proof: The proof is similar to the proof of Theorem 3. LetX is the solution of (5) andX = X + H.
From (15) in Remark 2 and the fact T = rsupp(X k ) ⊆ [N ] with |T | = k, we have the following inequality
[ω X T c 2,1 + (1 − ω) X T c ∩T c 2,1 ] (49) instead of (32) . We can prove (25) basically the same as the proof of Theorem 3 except that we use instead of (49).
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