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Abstract 
      This dissertation investigates numerically the performance and the hysteretic 
characteristics of Wells turbine for wave power conversion. Wave is one of the most 
important renewable resources with the development potential estimated to be second only to 
that of solar energy. Numerous methods for extracting energy from the motion of sea-waves 
have been proposed and investigated since the late 1970s. The problem is in finding an 
efficient and economical means of converting an oscillating flow of energy into a 
unidirectional rotary motion for driving an electrical generator. A novel solution of this 
problem is the Wells turbine (Wells 1976), a version of the axial-flow turbine. For countries 
surrounded by the sea, such as the British Isles and Japan to mention just two, or with 
extensive shorelines, wave energy conversion is an attractive proposition. 
The Wells turbine is one of the most suitable air turbine for extracting energy from 
oscillating airflow resulting from sea waves because of its simple construction i.e., it has the 
advantage of not requiring rectifying air valves and can extract power at low airflow rate, 
when other turbines would be inefficient. The Wells turbine consists of a rotor with 
uncambered airfoil section blades which results in a unidirectional rotational motion 
irrespective of the direction of the oncoming flow. In the past, for estimating the performance 
of the Wells turbine, the calculations were carried out under steady flow condition with a 
numerical technique. Usually, the unsteady characteristics of the Wells turbine are predicted 
by computer simulation on the basis of the steady characteristics.  It seems to be reasonable 
to employ such a quasi-steady analysis because the nondimensional wave frequency (based 
on the relative velocity and the blade chord length) is the order of 10-4.  However, it results in 
inaccurate predictions of the performance, since the Wells turbine has hysteretic 
characteristics in an unsteady flow. Both the monoplane and the biplane Wells turbines for 
wave power conversion have hysteretic characteristics in a reciprocating flow.  So in order to 
predict the performance of the Wells turbine precisely, it is necessary to do the unsteady 
simulations for the hysteretic characteristics of the Wells turbine.   
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In this dissertation, especially, the mechanism of hysteretic characteristics on the Wells 
turbine in the deep stall condition (post stall situations) was elucidated.  The calculated 
results agreed well with the experimental results. The mechanisms of the hysteretic behaviors 
of the Wells turbine in the unstalled condition as well as in deep stall condition were 
elucidated based on unsteady 3 dimensional Navier–Stokes numerical simulations. For the 
monoplane Wells turbine, during the unstalled condition, the counterclockwise hysteresis 
loop is opposite to the well known clockwise hysteresis loop obtained by the dynamic stall of 
an isolated airfoil. It was found that the hysteretic behavior was associated with a streamwise 
vortical flow appearing near the hub region in the suction surface. However, in deep stall 
condition, the hysteresis loop is in the same direction as in the case of the dynamic stall of an 
isolated airfoil.  
For the biplane Wells turbine, the numerical investigation was made by an unsteady 
three-dimensional Navier-Stokes numerical simulation.  The calculated turbine unsteady 
performance show two characteristic loops similar to the case of monoplane.  A 
counterclockwise hysteresis loop is observed in the unstalled condition and a clockwise 
hysteresis loop is observed in the deep stall condition.  By dividing the torque and total 
pressure drop coefficient values between the one for upstream blade and the one for 
downstream one, it is found that the clockwise hysteresis loop can be seen only for the 
downstream blade. It was also revealed that the stall in the case of biplane can be delayed 
compared to the stall in the case of monoplane. 
Finally, Wells turbine performance and the mechanism of hysteresis with a very thin 
endplate (approximately airfoil shaped) with a relatively larger chord length attached at the 
tip surface were investigated both experimentally and numerically. It was found that the both 
the efficiency and the operating range (stall margin) of the Wells turbine were improved 
apparently due to the reduction in the tip-leakage flow by the attached endplate. The 
hysteretic characteristics of the Wells turbine with the endplate in deep stall condition were 
also investigated numerically with the unsteady, 3D numerical LES simulations and the 
obtained results are presented. The improvement in the stall margin in comparison to the 
Wells turbine without an endplate is quite evident from the obtained hysteretic loop as well 
and it also shows a relatively smaller hysteresis loop in the deep stall condition. 
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Chapter 1 
Introduction 
 
 
1.1 Preface  
This dissertation investigates the performance and the hysteretic characteristics of Wells turbine 
for wave power conversion. The world is becoming increasingly concerned with the very major 
issues surrounding the use of various forms of renewable energy. Wave energy technologies have 
been around for nearly thirty years. Setbacks and a general lack of confidence have contributed to 
slow progress towards proven devices that would have a good probability of becoming commercial 
sources of electrical power. The total power released by waves breaking along the world's coastlines 
has been estimated to be 2-3 million megawatts, equivalent to several thousand large power plants. 
Wave energy's development potential was estimated to be second only to that of solar energy. 
Designing a mechanical device to capture wave energy poses challenging engineering problems. 
The device must be capable of gathering useful energy from a relatively calm sea with wave heights 
of only 3 to 5 meters. It must also be able to survive sea conditions where wave heights can exceed 
15 meters. In this hostile, salt-laden environment, simplicity and reliability become leading design 
criteria. The rule of thumb has been, the fewer moving parts the better. 
These criteria have caused the Oscillating Water Column (OWC) approach to harvesting wave 
energy to emerge as a leading candidate. Briefly, the OWC operates similar to a blow hole. It is a 
chamber of air closed above the surface and open underwater. As the water rises and falls outside 
the chamber, the water column inside the chamber oscillates, blowing out and drawing in the 
trapped air, either directly through a turbine, or rectified through one-way valves. The compressible 
air acts as a buffer, and the OWC's design and operation are simple. 
The Wells turbine is one of the most suitable air turbines for energy conversion from oscillating 
air flow.  A schematic view of the OWC device with a Wells turbine is shown in Fig. 1.1. The Wells 
turbine is an axial flow air turbine. It consists of several symmetrical aerofoil blades set around a 
hub It has the advantage of not requiring rectifying air valves and can extract power at low airflow 
rate, when other turbines would be inefficient. 
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The Wells turbines for wave power conversion have hysteretic characteristics in a reciprocating 
flow.  So in order to predict the performance of the Wells turbine precisely, it is necessary to do the 
unsteady simulations for the hysteretic characteristics of the Wells turbine.   
 
1.2 Wave Resource  
 
Fig. 1.2:  Global Distribution of Deep Water Wave Power Resources 
Air turbine
Air chamber
Float
Oscillating water cloumn
(OWC)
Oscillating airflow
 
Symmetrical
airfoils
Wells turbine
(rotor hub)
Generator
shaft
 
Fig. 1.1 Schematic Diagram of a Typical OWC Device with the Wells Turbine 
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Despite the climate change phenomena, the world resource for wave remains very much as shown 
in fig. 1.2 by Dr Tom Thorpe [1]. The highest energy waves are concentrated off the western coasts 
in the 40o–60o latitude range north and south. The power in the wave fronts varies in these areas 
between 30 and 70 kW/m with peaks to 100kW/m in the Atlantic SW of Ireland, the Southern 
Ocean and off Cape Horn. The capability to supply electricity from this resource is such that, if 
harnessed appropriately, 10% of the current level of world supply could be provided.  
1.3 Wave Technology 
Wave power conversions may be classified according to location in the sea (shoreline, nearshore, 
offshore, floating, submerged, etc.), to method of secondary energy conversion (hydraulic, 
pneumatic, mechanical, etc.).  For examples, shoreline devices have the advantage of relatively 
easier maintenance and installation and do not require deep water moorings and long underwater 
electrical cables.  The three major classes of shoreline devices are the oscillating water column 
(OWC), the tapered channel (TAPCHAN) and the Pendulor, as shown in Fig. 1.3.  Offshore devices 
are situated in deeper water (typical more than 40 m water depth).  Several methods have been 
proposed to convert the oscillating motion of the body into useful mechanical energy (Fig. 1.4). 
The OWC is based on the exchange of energy between the water and the air trapped above the 
water surface in an air chamber that is open at the bottom as mentioned previously.  As waves 
impinge on the device, they cause the water column to rise and fall in the air chamber, which 
alternately compresses and depressurized the trapped air.  This air is allowed to flow to and from the 
atmosphere through a turbine which drives an electric generator. A number of OWC devices have 
been installed world-wide (Table 1). 
The TAPCHAN comprises a gradually narrowing channel with wall heights typically 3 to 5 m 
above mean water level.  The waves enter the wide end of the channel and, as they propagate down 
the narrowing channel, the wave height is amplified until the wave crests spill over the walls to a 
reservoir which provides a stable water supply to a conventional low head turbine.  The 
requirements of low tidal range and suitable shoreline limit the world-wide installation of this device. 
The Pendulor device consists of a rectangular box, which is open to the sea at one end.  A 
pendulum flap is hinged over this opening, so that the action of the waves causes it to swing back 
and forth.  This motion is then used to power a hydraulic pump and generator.  
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(a) Oscillating Water Column (OWC) Device 
 
 
(b)  Tapered Channel Device (TAPCHAN) 
 
 
(c) Pendulor Device 
 
Fig. 1.3:  Schematic of the Three Major shoreline Devices 
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The hosepump consists of an elastomeric hose that decreases in internal volume as it stretches. 
The hose is connected to a float that oscillates with the surface waves. The resultant pressurizing of 
the water in the hose forces water out a non-return valve at the bottom of the hose and to a turbine 
and generator unit. A series of hosepumps can be connected to a central turbine for larger 
installations. A schematic of the hosepump is shown in Fig. 1.4(a). 
The Pelamis “water snake” device is composed of hollow, cylindrical sections linked by hinged 
joints. The sections point into the oncoming waves and move with respect to each other as the waves 
pass down their length. Energy is extracted by hydraulic rams at the joints, which drive electrical 
generators. A Pelamis is being developed for deployment off a Scottish island in 2003, which is 
rated at 375kW and is 130 m long and 3.5 m in diameter. A pelamis device is shown in Fig. 1.4 (b). 
 
 
                    (a) Hosepump 
 
 
 
  (b) Pelamis 
 
 
Fig. 1.4:  Schematic of the Offshore Devices 
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World-wide, only small devices have been deployed. The technologies based on Oscillating 
Water Columns (OWC), buoys and pontoons (the Hosepump), flaps and tapered channels (the 
Pendulor and TAPCHAN) still exist or continue to be developed.  
 
1.4 Wave Power at Different Countries 
Considerable research started after the 1973’s oil crises and took place in the UK, Japan, Norway, 
Sweden and USA, a few years later in Denmark, Ireland, Portugal, in the 1980s started in India and 
China, and in last decade in Mexico, Australia, Netherlands and Korea.  The variety of systems for 
wave energy conversion is still being researched, but the best technology has not been settled yet.  
UK 
In November 2000, the world’s first commercial wave power station (LIMPET 500) began 
supplying power to the small Scottish island of Islay.  The LIMPET (Land Installed Marine 
Powered Energy Transformer) device is a 0.5 MW wave energy converter providing power to an 
electrical grid and was designed to operate right on the shoreline [32, 33]. In Fig. 1.5, a photograph 
of the LIMPET is shown.. A new OSPREY (Ocean Swell Powered Renewable EnergY) 2000 will 
now be installed in the Republic of Ireland [34].  It is designed to operate in 15 m of water within 1 
Km of the shore, generating up to 2 MW of power from four Wells turbines.  In addition, it can act 
 
 
Fig. 1.5 LIMPET’s Wells Turbine, the world’s first 
commercial wave power station. 
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as a support structure for a 1.5 MW wind turbine. Thus the addition of a wind turbine to the 
OSPREY 2000 creates a WOSP (Wind and Ocean Swell Power) 3500 [35].  Combining a wind 
power of 1.5 MW with the OSPREY 2000 will bring the installed power up to 3.5 MW. 
 
Japan 
A BBDB (Backward Bent Duck Buoy) wave power device using OWC was proposed by the wave 
energy initiators, Masuda [36, 37]. The sea test was conducted with the device in 1987.  JAMSTEC 
(Japan Marine Science and Technology Center) started its research and construction of another wave 
energy device called ‘Mighty Whale’ in the early 1990s, which was a developed BBDB floating 
device [15].  The shape looked like a huge whale.  The device has completed its manufacturing in 
1998 and put into operation in the open sea.  The device in the width of 30 m, length of 50 m, was 
equipped with one set of 10 kW, one set of 50 kW and 2 sets of 30 kW power generators.  The 
BBDB originated in Japan but has been further developed in China and now in Denmark too. 
 
Portugal 
A wave power plant of OWC type will be installed on the northern shoreline of the island of Pico, 
Azores.  The construction of the plant was started in 1995.  The power plant supports one Wells 
turbine-generator system, with a power rating of 0.5MW.  The self-rectifying Wells turbine is of 
monoplane fixed-pitch rotor type with a double row of stationary guide vanes.  
 
Norway 
The Norwegian wave energy plant [39] was launched in 1985 and has a capacity of 600 KW.  It 
runs at maximum speed of 1500 rpm and is vertically mounted with a diameter of 2m.  It had a 
nearly 20m high cylindrical tower and is a shoreline device.  The vertical mounting of the plant 
made it vulnerable to high waves and in 1988 it was destroyed by severe storms. 
 
India 
The National Test Facility at Vizhinjam, Kerala established by DOD (Department of Ocean 
Development) for developing wave power conversion system is being continuously used by NIOT 
(National Institute of Ocean Technology) for the design and testing of turbine-generator modules for 
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wave energy applications.  A new impulse turbine with self-pitching linked guide blades developed 
during 1997-98 was tested [40].  The best average power with self-pitching linked guide vanes was 
13.5 kW and the peak power pumped to the grid was 70 kW.  Subsequently, in order to improve the 
reliability of the turbine in marine environment, the self-pitching linked guide blades were modified 
to fixed guide vanes.  The angle of guide vanes at entrance to turbine rotor was varied and the 
performance of the turbine was monitored.  The optimum performance was obtained for a guide 
vane angle of 30 degrees with a best power output of 12.1 kW and a peak output power of 60 kW. 
 
China 
From the early 1980s, research was conducted mainly on fixed and floating oscillating water 
column wave energy device and pendulum wave energy device.  GIEC (Guangzhou research 
Institute of Energy Conversion) constructed a prototype wave power station and in 1996 succeeded 
to operate at the island of Dawanshan, Zhuhai; the installed capacity of the power station was 20 kW.  
In 1995, a 5 kW BBDB device [41] was constructed and succeeded to operate by GIEC.  And also a 
0.1 MW wave power station is under construction. 
 
Some are already being built as full-scale prototype or demonstration schemes, whilst others still 
require years of further research.  Table 1.1 shows the introduction of the wave power devices at 
different countries. 
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Table 1.1 Some wave power stations at different countries 
 
Country Technology 
Capacity (MW)
Status 
Shoreline-OWC 
(LIMPET) 
0.075 Operated from 1991 to 1999 
Shoreline-OWC 
(LIMPET500) 
0.5 Put into operation in 2000 
Nearshore-OWC 
(OSPREY 2000) 
2.0 Under construction UK 
Nearshore-OWC 
and Wind energy 
(WOSP 3500) 
3.5 Under construction 
Moored Barge-OWC 
(KAIMEI) 
0.125 
Operated from 1978 to 1980,
from 1985 to 1986 
Shoreline-OWC 0.04 Operated in 1988 Japan 
Moored BBDB 
(Mighty Whale) 
0.12 Operation from 1998 
Multi Resonance OWC 0.6 Operated from 1985 to 1988 
Norway Shoreline-TAPCHAN 0.35 
Operated from 1985 to 
the mid 1990s 
Portugal 
Shoreline-OWC 
(PICO) 
0.5 Under construction 
Nearshore-fixed OWC 0.15 Operated in 1990 
India Nearshore-fixed OWC 0.07, 0.06 Operated from 1997 to 1998 
Shoreline-OWC 0.02 Operation from 1996 
China Moored BBDB 0.005 Operation from 1995 
Korea Nearshore-OWC 0.006 Operation from 2001 
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1.5 The Wells turbine 
1.5.1 The Monoplane Wells turbine   
The monoplane Wells turbine i.e. the basic Wells turbine consists of several symmetrical aerofoil blades 
(NACA four digit series) set around a hub. Since its invention in 1976 by A.A. Wells, most researchers have 
focused on improving its efficiency and its range of efficient operation.  In fact, compared to other 
conventional air turbines (e.g. Francis turbine) the Wells turbine has a lower efficiency and a narrow 
operational region.  Nevertheless, it can extract power at low airflow rate, when other turbines would be 
inefficient. 
A schematic diagram of a Wells turbine is shown in Fig. 1.6. At first sight the arrangement might seem to 
be a highly improbable means of energy conversion. However, once the blades have attained design speed the 
turbine is capable of producing a time-averaged positive power output from the cyclically reversing airflow 
with a fairly high efficiency. Peak efficiencies of 65% have been measured at the experimental wave power 
station on Islay [142]. The results obtained from a theoretical analysis [82] showed that fairly high values of 
the mean efficiency, of the order 70-80%, may be attained in an oscillating flow "with properly designed 
Wells turbines". 
 
 
Fig. 1.6:  Schematic of the Monoplane Wells Turbine 
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1.5.2 The Biplane Wells turbine 
      The pressure drop across a mono-plane Wells turbine above is proportional to the square of the tip speed 
which has to be limited if transonic effects are to avoided.  For wave energy devices which produce 
significantly larger pressure drops than the limit for a single plane turbine a biplane turbine can be used (Fig. 
1.7).   
 
 
 It has certain advantages over the conventional monoplane Wells turbine as follows: 
 
I. It can operate under high loading.  
 
II. It can absorb higher wave power than the monoplane turbine if the diameter and rotational 
speed of the turbine are kept constant.  
 
III. The design speed is lower than that of the monoplane for the same loading. 
 
IV. It avoids the use of guide vanes and therefore the turbine would require less maintenance and 
repairs. 
 
 
 
Fig. 1.7:  Schematic of the Biplane Wells Turbine 
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1.5.3 Principle of operation 
The principle of operation of Wells turbine [81] is based on the classical airfoil theory.  
According to the classical airfoil theory, an airfoil which is set at an angle of incidence α  in a fluid 
flow generates a lift force L normal to the free stream.  The airfoil also experiences a drag force D in 
the direction of the free stream (relative velocity).  These lift and drag forces can be resolved into 
tangential (in the plane of rotation) and axial (normal to the plane of rotation) components FT and FA 
respectively (Fig. 1.8). 
 
Resulting expression for axial and tangential forces 
 
FA = Lcosα + Dsinα    (1.1) 
FT = Lsinα– Dcosα    (1.2) 
 
 
 
  
 
Fig. 1.8 Notation for determining lift, drag, and axial and tangential forces on 
an airfoil  (tanα = va/U) 
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The turbine absorbs the axial force while the tangential force causes the turbine to rotate.  For a 
symmetrical airfoil the direction of tangential force is the same for both positive and negative values 
of α.  Therefore, the direction of rotation of the rotor is independent of airflow direction. 
1.5.4 Hysteresis in the Wells Turbine 
 
For estimating the performance of Wells turbine, the calculations were carried out in the past 
under steady flow condition with a numerical technique. Usually, the unsteady characteristics of 
Wells turbine are predicted by computer simulation on the basis of the steady characteristics.  It 
seems to be reasonable to employ such a quasi-steady analysis because the nondimensional wave 
frequency (based on the relative velocity and the blade chord length) is the order of 10-4.  However, 
it results in inaccurate predictions of the performance, since the Wells turbine has hysteretic 
φ
φ
Fig. 1.9:  Typical Hysteresis loop obtained in the Wells Turbine for one-half cycle of the      
sinusoidal axial velocity in the unstalled condition 
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characteristics in an unsteady flow. Both the monoplane and the biplane Wells turbines for wave 
power conversion have hysteretic characteristics in a reciprocating flow.  In Fig. 1.9, the typical 
hysteresis loop obtained in the Wells Turbine for one-half cycle of sinusoidal axial velocity in 
unstalled condition is shown. Here, torque coefficient CT and input coefficient CA are the 
nondimensionalised form of the FT and FA respectively as described previously and flow coefficient 
φ  is a measure of the angle of attack and defined as tanα.  So in order to predict the performance of 
the Wells turbine precisely, it is necessary to do the unsteady simulations for the hysteretic 
characteristics of the Wells turbine.   
 
1.6 Objectives of the Research 
Since the development of the Wells turbine, many studies for an optimum design and flow 
phenomena around the turbine blade have been made experimentally.  With the recent development 
in computer power, it has become feasible to calculate a reasonable computer simulation of 3 
dimensional turbulent flow fields through complex geometry, such as those found in the Wells 
turbine.  Numerical flow visualizations are also possible to give the detailed flow information 
around the turbine blade.   
As stated earlier, usually, the unsteady characteristics of Wells turbine are predicted by 
computer simulation on the basis of the steady characteristics.  It seems to be reasonable to employ 
such a quasi-steady analysis because the nondimensional wave frequency (based on the relative 
velocity and the blade chord length) is the order of 10-4.  However, it results in inaccurate 
predictions of the performance, since the Wells turbine has hysteretic characteristics in an unsteady 
flow. So in order to investigate the hysteretic characteristics of Wells turbine including deep stall 
condition, unsteady, 3 dimensional Navier-Stokes numerical simulations were conducted for the 
flow field around the blade of Wells turbine. 
Further, it was also intended to find out new techniques to increase the performance of the Wells 
turbine. This was done by attaching a very thin endplate at the tip of the blade which increased the 
peak value of the torque coefficient and also delayed stall resulting in a relatively larger operating 
range for the Wells turbine.  
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The objectives are summarized as follows: 
1) To elucidate the mechanism of hysteretic characteristics on the monoplane Wells turbine 
in deep stall condition 
2) To investigate numerically the hysteretic characteristics of the biplane Wells turbine in 
deep stall condition. 
3)  To investigate both experimentally and numerically the effect of the endplate attachment.  
4) To investigate numerically the hysteretic characteristics of the Wells turbine with an 
endplate in deep stall condition. 
 
1.7 Outline of the Dissertation 
 
A survey of the literature associated with the research depicted in this dissertation is presented in 
Chapter 2 .   
      Numerical method used in this research is described in Chapter 3, which also contains a 
discussion of the basic physical models for rotating flows, a description of the turbulence modes 
used, an expression of the discretization methods employed and the boundary conditions for the 
study. The capabilities of the numerical code (FLUENT) used were also highlighted in the chapter. 
      The unsteady, 3 dimensional numerical simulations for the hysteretic characteristics of the 
monoplane Wells turbine in deep stall conditions are described in Chapter 4.  This chapter include 
the validation of the numerical schemes, the obtained hysteretic behavior and the internal flow 
visualizations explaining the hysteresis. 
      The unsteady, 3 dimensional numerical simulations for investigating the unsteady hysteretic 
characteristics on the biplane Wells turbine are carried out in Chapter 5.   
In Chapter 6, the Wells turbine with an endplate is presented. The experimental results showing 
improved performance are shown. The numerical results which include steady, 3D numerical 
simulations and agree well with the experiment are described. Also, unsteady, 3D simulations for 
the hysteretic characteristics of the Wells turbine with the endplate attachment in deep stall 
condition are also presented.  
Finally in Chapter 7, all the results from this dissertation are presented in brief and some 
conclusive recommendations are made for the further extension of this research work. 
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Chapter 2 
Literature Review 
 
2.1 Introduction 
This chapter summarizes some modern computational fluid dynamics methods which are being 
successfully applied to the state-of-the-art of turbomachinery technology and which also forms the basis for 
the numerical research on which this dissertation is based on. It begins with a brief review of the recent 
publications as related to the CFD applications on turbomachinery and then sets the ground for the present 
computational work on the Wells turbine. 
 
2.2 Review of CFD Research in Turbomachinery 
   CFD has had long recognized potential in the analysis of turbomachinery flows and their design.  Much 
research has been conducted into the limitations, applicability and usefulness of CFD based investigation 
methods.  The current section presents a concise description of relevant research work, the methods used, 
quality of results obtained, and applicability to the current Wells turbine simulation. 
   A three-dimensional viscous cascade code has been developed for linear cascades with flat and parallel 
end walls by Choi and Knight [49].  This paper presents a comparison between experiment and numerical 
predictions in Langston’s large-scale turbine blade geometry.  It employs scalar implicit approximate 
factorization, a finite-volume formulation, second-order upwind differencing, and a two-equation turbulence 
model based on integration to the wall.  Agreement with experiment is quite good.  A total number of 
81× 42× 28 (X, Y, Z) gird points were used and the H-type grids around the blade.  Although the Langston’s 
turbine geometry differs substantially from that of the Wells turbine, the same technique for grid mapping can 
be applied.  Most of the numerical methods used in this paper, such as finite volume formation, 
compressibility, and 2-equation turbulence models, are all available in FLUENT. 
   Chiang and Fleeter [50] developed a complete first order model to predict the oscillating incompressible 
aerodynamics of an airfoil cascade, including the effect of steady loading.  They utilized a boundary-fitted 
computational grid-generation technique for the numerical solution; a Poisson gird solver is used to fit a 
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C-type grid to the flow passage of a typical airfoil in the cascade.  A body fitted C-type grid is used to model 
the passage around a Gostelow cascade, which may be applied to the Wells turbine geometry.  This type of 
grid has the advantage over the H-type mapping technique in that there are no singularity cells generated as a 
result of grid mapping.  And also it is for a similar total number of grid cells that the grid density for a C-type 
grid is higher than for a H-type grid. 
   A fully explicit two-dimensional flow solver, based on a four-stage Runge-Kutta scheme, has been 
developed by Kunz and Lakshminarayana [51] and used to predict two-dimensional viscous flow through 
turbomachinery cascades for which experimental data are available.  The formulation is applied to the 
density-weighted time-averaged Navier-Stokes equations.  Several features of the technique improve the 
ability of the code to predict high Reynolds number flows on highly stretched grids.  This paper presents the 
results obtained from a two-dimensional flow solver, using the k-ε turbulence model.  The results are not 
directly applicable to the Wells turbine problem, however the numerical and experimental results show a good 
agreement.  This would indicate that the k-ε turbulence model could be used in modeling the Wells turbine 
geometry. 
   Liu and Jameson[52] present a vertex-based finite volume method for solving the three-dimensional 
compressible Reynolds-averaged Navier-Stokes equations in calculating turbomachinery cascade flows.  A 
discretization scheme for the viscous terms is proposed.  The Baldwin-Lomax algebraic turbulence model is 
used.  The scheme is verified against laminar and turbulent flows over a flat plate.  Two- and 
three-dimensional computations were carried out for a low-pressure turbine cascade at design and off-design 
conditions.  A H-type mesh is used to model the flow around the blades.  The grid points for two- and 
three-dimension calculation were composed of (209 blade chordwise, 65 blade-to-blade direction) and (209 
blade chordwise, 65 blade-to-blade direction, 33 spanwise).  Because of the large aspect ratio of the cascade, 
the smallest grid size near the endwall is only 2.8× 10-3 axial chord length.  In both cases, the numerical and 
experimental solutions correlate excellently.  It is interesting to note that the numerical and experimental 
results begin to diverge when the turbine is being modeled at off-design conditions, and also near a point in 
the flow where a separation bubbles were observed experimentally.  This would indicate that, for the Wells 
turbine, the simulation should be conducted at or near optimum running conditions for the turbine.  Namely, 
the calculations for Wells turbine at or near stall conditions should be avoided. 
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   Chima [53] applied a quasi-three-dimensional code utilizing the multigrid approach to accelerate 
convergence to a number of turbomachinery geometries.  The results of the analysis show that for both 
two-dimensional and quasi-three-dimensional geometries, and for the same reduction in residuals, the 
computing time can be reduced to almost half the time needed on the fine grid, by using a 1 level multigrid 
scheme, and to one third by using a 2 level multigrid scheme.  The multigrid scheme for accelerating 
convergence is available on FLUENT.  This feature should prove particularly useful when the model is 
being tested under a number of boundary conditions. 
   Dawes [54-59] developments an unstructured mesh, solution-adaptive methods to the solution of the 
three-dimensional Navier-Stokes equations in turbomachinery flows.  By adopting a simple, practical but 
systematic approach to mesh generation, the variety of simulations which can be attempted ranges from 
simple turbomachinery blade-blade primary paths towards complex secondary gas paths and can include the 
interactions between the two paths.  By adopting a multigrid structure, mesh refinement and derefinement 
can be performed sufficiently economically that is becomes practical to perform unsteady flow simulations 
with zones of mesh refinement following unsteady flow features, like vortices and wakes, through a coarse 
background mesh.  The author also notes that the reduction in residuals is most apparent with the first level 
of multigrid; as higher levels are used, the benefits become less evident.  In all cases, the first level of 
multigrid reduces the residuals to between one-half and one-third of those observed using only the fine grid.  
The combined benefits of the approach result in a powerful analytical ability.  Solutions for a wide range of 
steady flows are presented including a transonic compressor rotor, a centrifugal impellor, the internal coolant 
passage of a radial inflow turbine and a turbine disc-cavity flow.  Unsteady solutions are presented for a 
cylinder shedding vortices and for a turbine wake/rotor interaction.  The similarity of the 3-dimensinal 
geometries described in this paper to the Wells turbine problem indicates that the multigrid scheme can be 
significantly beneficial to numerically solving the flows around the Wells turbine. 
   Three-dimensional Euler and full Navier-Stokes computational procedures have been utilized to simulate 
the flow field in an axial compressor cascade with tip clearance by Kunz et. al. [60].  An embedded H-grid 
topology was utilized to resolve the flow physics in the tip gap region.  The numerical procedure employed 
is a finite difference Runge-Kutta scheme.  Available measurements of blade static pressure distributions 
along the blade span, dynamic pressure and flow angle in the cascade outlet region, and spanwise 
distributions of blade normal force coefficient and circumferentially averaged flow angles are used for 
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comparison. Measurements were take and computations were performed on the configuration with and 
without: tip clearance, the presence of an endwall, inlet endwall total pressure profiles and simulated relative 
casing rotation.  Additionally, both Euler and Navier-Stokes computations were performed to investigate the 
relative performance of these approaches.  Results indicate that the Navier-Stokes procedure, which utilizes 
a low Reynolds number k-ε model, captures a variety of important physical phenomena associated with tip 
clearance flows with good accuracy.  These include tip vortex strength and trajectory, blade loading near the 
tip, the interaction of the tip clearance flow with passage secondary flow, and the effects of relative endwall 
motion.  The Euler calculations were not so good.  They used three types of grid: an embedded H-grid for 
Euler solution and a pinched standard and an embedded H-grid for Naver-Stokes solution.  This paper is 
quite useful in that the authors compare numerical results obtained from the embedded H-type grid mapping 
procedure for Navier-Stokes solution with the other ones.  They find that the use of the embedded H-type 
grid is quite valid in such situations.  A useful insight is given regarding the spatial grid distribution needed 
to capture the flow around the blade geometry in enough detail.  For all three grids, 69 and 35 points were 
used in the streamwise and spanwise directions, respectively.  In pitchwise direction, 59 grid points were 
used for the two Navier-Stokes calculations and 45 points were used for the Euler calculations. 
   Sharma et. al.[61] assess the quality of unsteady flow predictions in turbine cascades.  The authors use a 
number of packages to numerically predict unsteady flows in a range of turbine geometries.  The authors 
conclude that a number of physical flow phenomena can be modeled only using unsteady flow predictions.  
However, the authors also admit to the serious computing cost incurred in unsteady flow predictions, and 
conclude that further work needs to be done on this approach to modeling.  Nevertheless, steady flow 
predictions can still provide useful, highly accurate data. 
Lakshminarayana [62] reviews and assesses various computational fluid dynamic techniques used for the 
analysis and design of turbomachinery.  Assessments of accuracy, efficiency, range of applicability, effect of 
physical approximations, and turbulence models are carried out.  Suggestions are made as to the most 
appropriate technique to be used in a given situation.  The emphasis of the paper is on the Euler and 
Navier-Stokes solvers with a brief assessment of boundary layer solutions, quasi three-dimensional and 
quasi-viscous techniques.  A brief review of the techniques and assessment of the following methods are 
carried out: pressure-based method, explicit and implicit time marching techniques, pseudo-compressibility 
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technique for incompressible flow, and zonal techniques.  Recommendations are made with regard to the 
most appropriate technique for various flow regimes and types of turbomachinery, incompressible and 
compressible flows, cascades, rotors, stators, liquid-handling and gas-handling turbomachinery.  
Computational fluid dynamics has reached a high level of maturity; Euler codes are routinely used in design 
and analysis, and the Navier-Stokes codes will also be commonplace before the end of this decade.  But to 
capture the realism in turbomachinery rotors and multi-stage turbomachinery, it is necessary to integrate the 
physical models along with the computational techniques.  Turbulence and transition modeling, gird 
generation, and numerical techniques play a key role.  This paper is very detailed, and only a brief outline of 
those topics directly applicable to the Wells turbine investigation will be presented here. 
The governing equations employed may be in control volume form for finite volume discretization.  
The rotating cylindrical coordinate system is the most appropriate coordinate system for turbomachinery 
applications.  The proper boundary conditions are vital to accurately capture flow physics.  The inflow and 
outflow boundary conditions should be placed for up and downstream so that the influence of the blade rows 
are negligible, although limitations on computing power, and grid topology can sometimes make this 
prohibitive.  For incompressible flows, most authors prescribe total pressure, relative velocity components, 
and the turbulence quantities k and e at the inlet, while static pressure is prescribed at the outlet. 
The algebraic eddy-viscosity, and basic k-e models are not suitable for turbomachinery flows due to the 
effects of rotation, 3-dimensionality, and curvature.  It is advised that for 3-D flows with rotation, curvature, 
and shock separation, the k-e model should be coupled with the algebraic Reynolds Stress model. 
Inviscid flow techniques may be applied in limited cases to turbomachinery flows.  For accurate 
predictions, especially in viscosity dominated flows, full Navier-Stokes solutions are advised, even though 
this is normally expensive due to its requirement of a fine mesh, especially when modeling complex 
geometry. 
   For the interaction of a wake, generated by a moving cylinder, with a T106 turbine blade at a Reynolds 
number of 160,000 based on the chord length of the blade, the LES has been performed by Opiela et. al. [63].  
The simulations of the wake-blade interaction are performed on block-structured grids with a sliding interface.  
The wake of the cylinder and the turbine blade are thoroughly discussed using statistical data.  The 
comparison of the time averaged velocity profiles with experimental data shows good agreement.  They 
used an explicit 5-steps Runge-Kutta scheme of second-order accuracy for the time integration.  And also 
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the Smagorinsky model was used for the subgrid scale.  FLUENT also provide the LES model with the two 
kind of subgrid models, the Samagorinsky-Lilly and RNG models. 
   LES calculations have been reviewed for three basic bluff body flows with relatively simple body 
geometry but complex flow behavior by Rodi [64].  Results were presented and compared for the 
vortex-shedding flow past square and circular cylinders and for the flow around a surface-mounted cube.  
The performance, the coast and the potential of the LES method with the subgrid model of Smagorinsky for 
simulating bluff body flows, was assessed.  For the convection terms a third-order upwind scheme was used.  
Calculations of the flow around a circular cylinder at the fairly low Reynolds number of 3 900 have shown 
that it is important to perform a 3D simulation since 2D simulations did not produce a recirculation zone.  
The subgrid-scale model was found to have little effect at this low Reynolds – already quite good agreement 
experiments was achieved with 3D calculations without a model, but the agreement was even better when the 
subgrid model was used.  Basically all the complex features of the flow past a surface-mounted cube were 
simulated by LES, and the results were much better than those of RANS calculations using various versions 
of the k-ε model. 
Large eddy simulation of flow past a rigid prism of a square cross section with one side facing the 
oncoming flow at Re=2.2x104 was performed by Sohankar et. al. [65].  An incompressible code was used 
employing an implicit fractional step method finite volume with second-order accuracy in space and time.  
Three different subgrid scale models: the Smagorinsky, the standard dynamic, and a dynamic one-equation 
model, were applied.  By comparison with experiments, the results produced by the dynamic one-equation 
one gave better agreement with experiments than the other two subgrid models. 
Tutar and Holdo [66] simulated a smooth circular cylinder oscillating normal to a uniform flow by a 
numerical code.  The numerical simulations were carried out using the LES method in 2-D and 3-D with a 
near-wall approach that was developed without using a ‘law of the wall.’  The 3-D simulations were 
compared with the 2-D results and experimental data in order to assess the relative performance of the 3-D 
LES simulations.  The results showed that 3-D LES gives more realistic flow field predictions. 
The development of dynamic subgrid scale modeling has motivated application of large eddy simulation 
to complex flows by Moin [67].  This paper includes progress on issues surrounding the governing 
equations and filtering, subgrid scale and wall layer modeling, and spatial discretization.  LES of complex 
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separated flows have been successful in accurate prediction of the flows considered. 
Recently, Kim [144] conducted numerical calculations using a commercial code FLUENT on the Wells 
turbine for the optimization of the blade geometry effect on its performance. The numerical method used in 
the calculations solves the discretized equations of the fully three-dimensional, steady, incompressible 
Reynolds-Averaged Navier-Stokes (RANS) equations, expressed in strong conservation form.  In addition, 
turbulence closure is provided by the k-ε model with a modification of the low-Reynolds number model of 
Lam and Bremhorst [141] for an appropriate treatment of the near-wall region. The calculated results 
predicted the optimum blade geometry parameters which were similar to the experimental ones.  
Regarding hysteresis of the monoplane Wells turbine in the unstalled condition, Kim [144] used 
FLUENT in which the unsteady, 3-dimensional and filtered Navier-Stokes equations were discretized by the 
finite volume method in strong conservative form.  The rotating frame of reference of the turbine rotor was 
adopted.  The second order accuracy upwind difference scheme was used for the convection term.  The 
RNG-SGS model [130], which is for an LES model, was used to calculate the subgrid-scale turbulent 
viscosity.  The unsteady calculations were made in one-half period of the sinusoidal change in axial flow 
velocity (the frequency of the axial flow velocity is about 0.167 Hz). The calculated results using the 
RNG-SGS model revealed the hysteretic behavior which agreed well with the experimental results. 
 
2.3 Conclusions 
From the literature review, it can be concluded that a numerical model using the CFD code, FLUENT, 
can be employed successfully to calculate the performance characteristics of Wells turbine as well as the 
hysteretic characteristics of the Wells turbine in the deep stall condition. 
The steady calculations can be simulated using the RANS equations with a k-ε model for the 
initializations and then the unsteady hysteretic characteristics can be clarified by using the 3-D Large Eddy 
Simulation. 
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Chapter 3 
Numerical Theory & Procedures 
 
3.1 Introduction 
As mentioned in the previous chapter, with the recent development in computer power, it has now 
become possible to successfully conduct a reasonable computation of 3-dimensional turbulent flow fields 
through complex geometries, such as those found in the Wells turbine.  The principal aim of this research is 
the numerical investigation on the unsteady hysteretic characteristics of the Wells turbine for wave power 
conversion. Accordingly, this chapter summarizes the numerical theories which include the basic conservation 
laws and the turbulence models, the capabilities of the computational code (i.e. FLUENT) used in this 
research and the numerical techniques and procedures applied to perform the calculations. 
 
3.2 Basic Conservation Laws 
The laws governing fluid flow in any system may be derived through the conservation principle.  Nearly 
all of the modeling of physical phenomena has certain important physical properties that must be conserved.  
Each equation employs a certain physical quantity as its dependent variable and implies that there must be a 
balance among the various factors that influence the variable.  Using the control volume approach, the 
principle of conservation states that the difference between the flux of a quantity through the surface of a 
control volume and the generation of that quantity inside the control volume must equal the time accumulation 
of that quantity within the volume.  The statement of conservation of that quantity for the volume becomes: 
Time accumulation inside volume = Flux out of volume - Flux into volume + Source 
For a fluid, this flux may be due to directed mass flow (bulk convection), or random motion (diffusion). 
Consider an arbitrary inertial frame in space of volume V enclosed by a surface A, i.e.: 
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Here, dA is the vector normal to a small patch on the surface A.  This vector points outwards by convention.  
If we now consider how any quantity (in units of stuff per unit volume) can change within this volume, the 
only way to change the amount of φ with time is to flux it through the boundary or create it within the volume 
like the statement of conservation above.  If we let F be the flux of φ in the absence of fluid transport (e.g. 
heat conduction), φu is the transport flux (stuff per unit area per unit time) and S a source or sink of φ, then the 
statement of conservation of φ for the volume V becomes 
[ ]∫ ∫ ∫+⋅+−=V S V dVSddVdtd AuF φφ                                           (3.1) 
The negative sign is present because a positive outward flux corresponds to a negative rate of change of the 
integral on the left side of Equation (3.1).  Using Gauss’s theorem, the surface integrals in Equation (3.1) can 
be replaced as: 
      [ ] ( )dVd
S V∫ ∫ +⋅∇−=⋅+ uA φφ FuF                                              (3.2) 
Moreover, because the surface and volume are fixed in an inertial frame, the time derivative is equal to the 
sum of the local time derivative: 
      dV
t
dV
dt
d
V V∫ ∫ ∂∂= φφ                                                         (3.3) 
Substituting Equations (3.2) and (3.3) into (3.1) yields 
      ( ) 0=⎥⎦
⎤⎢⎣
⎡ −+⋅∇+∂
∂∫ dVStV uF φφ                                                (3.4) 
Because V is of arbitrary shape and size, Equation (3.4) can only be satisfied if the term in square brackets is 
zero everywhere. 
V
A
dA
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Therefore 
      0)( =−+⋅∇+∂
∂ S
t
uF φφ                                                      (3.5) 
This is the general form of conservation laws. 
 3.2.1 Conservation of mass 
To derive conservation of mass it just substitute φ =ρ (density is the amount of mass per unit volume), 
F=0 (mass flux can only change due to transport) and S=0 (mass cannot be created or destroyed) into 
Equation (3.5) to get 
( ) 0=⋅∇+∂
∂ uρρ
t
                                                         (3.6) 
This equation is often referred to as the continuity equation.  It can be written in Cartesian tensor form as: 
       ( ) 0=∂
∂+∂
∂
i
ixt
uρρ                                                         (3.7) 
For a fluid flow without chemical or nuclear reactions, there can be no source or sink of mass inside the 
control volume. In many common flows, the variation of density has a relatively insignificant effect on the 
main flowfield, and may it be assumed constant.  Equation (3.6) now simplifies to: 
0=⋅∇ u   
or in a 3-D Cartesian system, 
0=∂
∂+∂
∂+∂
∂
z
w
y
v
x
u                                                          (3.8) 
This is the continuity equation for an incompressible fluid. 
3.2.2 Conservation of momentum 
In general momentum is mV, therefore the amount of momentum per unit volume is φ=ρu.  It can be 
assumed that the only way to change the momentum is to exert forces on it.  These forces come in two 
phases.  First, there is the stress that acts on the surface of the volume with local force f =σ .dA.  As stress is 
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simply force per unit area, the stress can also be thought of as a flux of force or F= σ− (the negative sign 
insures that if the net force on the volume points in, the momentum increases).  The second force acting on 
the volume is any body force such as gravity etc.  The body force acts a source of momentum, thus S=ρb, 
where b is the volume forces per unit mass of the body.  Substituting into Equation (3.5) yields conservation 
of momentum 
      ( ) buuu ρσρρ +⋅∇=⋅∇+∂
∂
t
                                                  (3.9) 
This is the momentum equation.  The easiest way to understand Equation (3.9) is to think in terms of each of 
the three components of the momentum which must be conserved individually.  Using index notation, 
Equation (3.9) can be written for the ith component of the momentum as: 
[ ] i
j
ij
ji
j
i
xxt
buu
u ρσρρ +∂
∂=∂
∂+∂
∂                                             (3.10) 
where i=1,2,3 and summation is assumed over j=1,2,3. Using substantial derivative, Equation (3.10) can be 
replaced as: 
j
ij
i
i
xDt
D
∂
∂+= σρρ bu                                                       (3.11) 
This is the general equation of momentum, giving the acceleration of the fluid in terms of the local volume 
force and the stress tensor.  It may be shown, using a suitable expression for the stress tensor, that: 
      ⎥⎥⎦
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For the flow conditions under the Wells turbine, m is not a function of position (it is constant in the flow), and  
 
the Equation (3.12) simplifies to in vector notation:  
       uubu ⋅∇−∇+∇−=
3
22μρρ p
Dt
D                                            (3.13) 
  
27
For an incompressible fluid, Equation (3.12) reduces to: 
      ubu 2∇+∇−= μρρ p
Dt
D                                                     (3.14) 
This is the incompressible Navier-Stokes equation. 
 
3.3 Time-Dependent Simulations 
FLUENT can solve the equations for conservation of mass and momentum (Equations (3.7) and (3.13)) in 
time-dependent form.  Thus FLUENT can be used to simulate a wide variety of time-dependent phenomena, 
such as 
• Vortex shedding and other time-periodic phenomena 
• Compressible filling and emptying problems 
• Transient heat conduction 
• Transient chemical mixing and reactions 
3.3.1 Temporal discretization 
The time-dependent equations must be discretized in both space and time.  The spatial discretization for 
the time-dependent equations is identical to the steady-state case (see Section 3.4).  Temporal discretization 
involves the integration of every term in the differential equations over a time step Δt.  The integration of the 
transient terms is straightforward, as shown below. 
 
A generic expression for the time evolution of a variable φ  is given by 
( )φφ F=∂
∂
t
                                                              (3.15) 
where the function F incorporates any spatial discretization.   
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If the time derivative is discretized using backward differences, the first-order accurate temporal discretization 
is given by 
( )φφφ F=Δ
−+
t
nn 1
                                                         (3.16) 
and the second-order discretization is given by 
( )φφφφ F=Δ
+− −+
t
nnn
2
43 11                                                  (3.17) 
where φ =  a scalar quantity 
 n+1 =  value at the next time level, t+Δt 
 n =  value at the current time level, t 
 n-1 =  value at the previous time level, t-Δt 
Once the time derivative has been discretized, a choice remains for evaluating F (φ): in particular, which time 
level values of φ should be used in evaluating F ? 
3.3.2 Implicit time integration 
One method is to evaluate F(φ) at the future time level: 
( )11 ++ =Δ− n
nn
t
φφφ F                                                       (3.18) 
This is referred to as implicit integration since φ n+1 in a given cell is related to φ n+1 in neighboring cells 
through F(φn+1): 
)( 11 ++ Δ+= nnn t φφφ F                                                      (3.19) 
This implicit equation can be solved iteratively by initializing φ i to φ n and iterating the equation 
( )ini t φφφ FΔ+=                                                         (3.20) 
for the first-order implicit formulation, or 
( )inni t φφφφ FΔ+−= − 3/23/13/4 1                                          (3.21) 
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for the second-order implicit formulation, until φ  stops changing (i.e., converges).  At that point, φ n+1 is set to 
φ.  The advantage of the fully implicit scheme is that it is unconditionally stable with respect to time step size. 
3.3.3 Explicit time integration 
A second method is available when the coupled explicit solver is used.  This method evaluates F (φ) at 
the current time level: 
( )nnn
t
φφφ F=Δ
−+1                                                            (3.22) 
and is referred to as explicit integration since φ n+1 can be expressed explicitly in terms of the existing solution 
values, φn:  
( )nnn t φφφ FΔ+=+1                                                       (3.23) 
Here, the time step Δt is restricted to the stability limit of the underlying solver (i.e., a time step corresponding 
to a Courant number of approximately 1).  In order to be time-accurate, all cells in the domain must use the 
same time step.  For stability, this time step must be the minimum of all the local time steps in the domain.  
The use of explicit time stepping is fairly restrictive.  It is used primarily to capture the transient behavior of 
moving waves, such as shocks, because it is more accurate and less expensive than the implicit time stepping 
methods in such case.  However, the explicit time stepping cannot use in incompressible flow 
(Incompressible solutions must be iterated to convergence with each time step). 
 
3.4 Turbulence Models 
Turbulent flows are characterized by fluctuating velocity fields.  These fluctuations mix transported 
quantities such as momentum, energy, and species concentration, and cause the transported quantities to 
fluctuate as well.  Since these fluctuations can be of small scale and high frequency, they are too 
computationally expensive to simulate directly in practical engineering calculations.  Instead, the 
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instantaneous governing equations can be time-averaged, ensemble-averaged, or otherwise manipulated to 
remove the small scales, resulting in a modified set of equations that are computationally less expensive to 
solve.  However, the modified equations contain additional unknown variables, and turbulence models are 
needed to determine these variables in terms of known quantities. 
A complete time-dependent solution of the exact Navier-Stokes equations for high-Reynolds-number 
turbulent flows in complex geometries is unlikely to be attainable for some time to come.  Two alternative 
methods can be employed to transform the Navier-Stokes equations in such a way that the small-scale 
turbulent fluctuations do not have to be directly simulated: Reynolds averaging and filtering.  Both methods 
introduce additional terms in the governing equations that need to be modeled in order to achieve closure 
(Closure implies that there are a sufficient number of equations for all the unknowns). 
The Reynolds-averaged Navier-Stokes (RANS) equations represent transport equations for the mean flow 
quantities only, with all the scales of the turbulence being modeled.  The approach of permitting a solution 
for the mean flow variables greatly reduces the computational effort.  If the mean flow is steady, the 
governing equations will not contain time derivatives and a steady-state solution can be obtained economically. 
A computational advantage is seen even in transient situations, since the time step will be determined by the 
global unsteadiness in the mean flow rather than by the turbulence.  The Reynolds-averaged approach is 
generally adopted for practical engineering calculations, and uses models such as one-, two-equation models 
(Spalart-Allmaras, k-ε models), and the RSM (Reynolds Stress Model). 
LES (Large Eddy Simulation) provides an alternative approach in which the large eddies are computed 
in a time-dependent simulation that uses a set of filtered equations.  Filtering is essentially a manipulation of 
the exact Navier-Stokes equations to remove only the eddies that are smaller than the size of the filter, which is 
usually taken as the mesh size.  Like Reynolds averaging, the filtering process creates additional unknown 
terms that must be modeled in order to achieve closure.  Statistics of the mean flow quantities, which are 
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generally of most engineering interest, are gathered during the time-dependent simulation.  The attraction of 
LES is that, by modeling less of the turbulence (and solving more), the error induced by the turbulence model 
will be reduced. 
3.4.1 Reynolds averaged Navier-Stokes equations 
In Reynolds averaging, the solution variables in the exact Navier-Stokes equations are decomposed into 
the mean (time-averaged) and fluctuating components.  For the velocity components: 
iii uu ′+=u  
where iu  and iu′ are the mean and instantaneous velocity components.  Likewise, for a scalar quantities φ : 
        φφφ ′+=  
where φ denotes a scalar such as pressure, energy, or species concentration.  Substituting expressions of this 
form for the flow variables into the instantaneous continuity and momentum equations (Equations (3.7) and 
(3.12)) and taking a time average (and dropping the overbar on the mean velocity, iu ) yields the time-
averaged equations.  They can be written in Cartesian tensor form as: 
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Equations (3.24) and (3.25) are called Reynolds-averaged Navier-Stokes equations.  Additional terms now 
appear that represent the effects of turbulence.  These Reynolds stress, jiuu ′′− ρ , must be modeled in order 
to close Equation (3.25).  A common method employs the Boussinesq hypothesis [118] to relate the 
Reynolds stresses to the mean velocity gradients: 
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The Boussinesq hypothesis is used in the k-ε models.  The advantage of this approach is the relatively low 
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computational cost associated with the computation of the turbulent viscosity, μt.  In the case of the k-ε 
models, two additional transport equations (for the turbulent kinetic energy, k, and the turbulence dissipation 
rate, ε) are solved, and μt is computed as a function of k and ε. 
3.4.2 The standard k-ε model 
The simplest complete models of turbulence are two-equation models in which the solutions of two 
separate transport equations allow the turbulent velocity and length scales to be independently determined.  
The standard k-ε model [119] is a semi-empirical model based on model transport equations for the turbulent 
kinetic energy (k) and its dissipation rate (ε).  The model transport equation for k is derived from the exact 
equation, while the model transport equation for k was obtained using physical reasoning and bears little 
resemblance to its mathematically exact counterpart.  In the derivation of the k-ε  model, it was assumed that 
the flow is fully turbulent, and the effects of molecular viscosity are negligible.  The standard k-ε  model is 
therefore valid only for fully turbulent flows. 
The turbulent kinetic energy, k, and its rate of dissipation, ε, are obtained from the following transport 
equations: 
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In these equations, Gk represents the generation of turbulent kinetic energy due to the mean velocity gradients 
(section 3.4.4).  Gb is the generation of turbulent kinetic energy due to buoyancy (section 3.4.5).  YM 
represents the contribution of the fluctuating dilatation in compressible turbulence to the overall dissipation 
rate (section 3.4.6).  C1ε  , C2ε and C3ε are constants,σ k and σ ε   the turbulent Prandtl numbers for k and ε, 
respectively.   
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Modeling the Turbulent Viscosity 
The eddy or turbulent viscosity μt , is computed by combining k and ε  as follows: 
ερμ μ
2kCt =                                                                 (3.29) 
where Cμ is a constant. 
Model Constants 
The model constants C1ε , C2ε , Cμ , σ k and σ ε have the following default values [119]: 
3.1,0.1,09.0,92.1,44.1 21 ===== εμεε σσ kCCC  
These default values have been determined from experiments with air and water for fundamental turbulent 
shear flows including homogeneous shear flows and decaying isotropic grid turbulence. 
3.4.3 The RNG k-ε model 
The RNG-based k-ε turbulence model is derived from the instantaneous (exact) Navier-Stokes equations, 
using a mathematical technique called renormalization group (RNG) methods.  The analytical derivation 
results in a model with constants different from those in the standard k-ε model, and additional terms and 
functions in the transport equations for k and ε.   
The RNG k-ε model has a similar form to the standard k-e model: 
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In these equations, Gk represents the generation of turbulent kinetic energy due to the mean velocity gradients 
(section 3.4.4).  Gb is the generation of turbulent kinetic energy due to buoyancy (section 3.4.5).  YM 
represents the contribution of the fluctuating dilatation in compressible turbulence to the overall dissipation 
rate (section 3.4.6). 
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Modeling the Effective Viscosity 
The scale elimination procedure in RNG theory results in a differential equation for turbulent viscosity: 
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Where,  
μμν effˆ =  
100≈νC  
Equation (3.32) is integrated to obtain an accurate description of how the effective turbulent transport varies 
with the effective Reynolds number (or eddy scale), allowing the model to better handle low-Reynolds-
number and near-wall flows. 
In the high-Reynolds-number limit, Equation (3.32) gives 
      ερμ μ
2kCt =                                                              (3.33) 
with Cμ=0.0845, derived using RNG theory.  It is interesting to note that this value of Cμ is very close to the 
empirically-determined value of 0.09 used in the standard k-ε  model. 
The R Term in the ε Equation 
The main difference between the RNG and standard k-e models lies in the additional term in the  
equation given by 
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where .012.0,38.4, 0 ==≡ βηεη kS   In regions where 0ηη < , the R term makes a positive contribution.  
In the logarithmic layer, for instance, it can be shown that .0.3≈η   As a result, for weakly to moderately 
strained flows, the RNG model tends to give results largely comparable to the standard k-ε model.  In regions 
of large strain rate ( 0ηη > ), however, the R term makes a negative contribution.  As a result, in rapidly 
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strained flows, the RNG model yields a lower turbulent viscosity than the standard k-ε model. 
   Thus, the RNG model is more responsive to the effects of rapid strain and streamline curvature than the 
standard k-e model, which explains the superior performance of the RNG model for certain classes of flows. 
Model Constants 
The model constants C1ε and C2ε in Equation (3.31) have values derived analytically by the RNG theory.  
These values are: 
68.1,42.1 21 == εε CC  
3.4.4 Modeling turbulent production in the k-ε models 
The term Gk, representing the production of turbulent kinetic energy, is modeled identically for the 
standard and RNG k-ε models.  From the exact equation for the transport of k, this term is defined as 
      
i
j
jik x
u
uuG ∂
∂′′−= ρ                                                          (3.35) 
To evaluate Gk in a manner consistent with the Boussinesq hypothesis, 
      2SG tk μ=                                                                (3.36) 
where S is the modulus of the mean rate-of-strain tensor, defined as 
     ijij SSS 2≡                                                               (3.37) 
with the mean strain rate Sij given by 
      ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂=
i
j
j
i
ij x
u
x
u
S
2
1                                                        (3.38) 
 3.4.5 Effects of buoyancy on turbulence in the k-ε models 
When a nonzero gravity field and temperature gradient are present simultaneously, the k-ε models account 
for the generation of k due to buoyancy (Gb in Equations (3.27) and (3.30)), and the corresponding 
contribution to the production of ε in Equations (3.28) and (3.31). 
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The generation of turbulence due to buoyancy is given by 
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where Prt is the turbulent Prandtl number for energy.  For the standard k-ε model, the value of Prt is 0.85.  
In the case of the RNG k-ε model, Prt=1/α, where a is given by 
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where ,10 pckPr μα ==  1effmol 〈〈μμ (the high-Reynolds-number limit).  And also the coefficient of 
thermal expansion, β, is defined as 
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For ideal gases, Equation (3.39) reduces to 
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It can be seen from the transport equations for k (Equation (3.27) and (3.30)) that turbulent kinetic energy 
tends to be augmented (Gb>0) in unstable stratification.  For stable stratification, buoyancy tends to suppress 
the turbulence (Gb<0).  The effects of buoyancy on the generation of k are always included when the 
problem under consideration has both a nonzero gravity field and a nonzero temperature (or density) gradient. 
While the buoyancy effects on the generation of k are relatively well understood, the effect on ε  is less 
clear.  The buoyancy effects on ε are neglected simply by setting Gb to zero in the transport equations for ε 
(Equation (3.28) or (3.31)).  The degree to which ε is affected by the buoyancy is determined by the constant 
C3ε .  The C3ε is calculated according to the following relation [120]: 
u
vC tanh3 =ε                                                             (3.42) 
where v is the component of the flow velocity parallel to the gravitational vector and u is the component of the 
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flow velocity perpendicular to the gravitational vector.  In this way, C3ε  will become 1 for buoyant shear 
layers for which the main flow direction is aligned with the direction of gravity.  For buoyant shear layers 
that are perpendicular to the gravitational vector, C3ε will become zero. 
  3.4.6 Effects of compressibility on turbulence in the k-ε models 
For high-Mach-number flows, compressibility affects turbulence through so-called dilatation 
dissipation, which is normally neglected in the modeling of incompressible flows [121].  Neglecting the 
dilatation dissipation fails to predict the observed decrease in spreading rate with increasing Mach number for 
compressible mixing and other free shear layers.  To account for these effects in the k-ε models, the dilatation 
dissipation term, YM, is included in the k equation.  This term is modeled according to a proposal by Sarkar 
[122]: 
22 tM MY ρε=                                                               (3.43) 
where Mt is the turbulent Mach number, defined as 
2a
kM t =                                                               (3.44) 
where a ( RTγ≡ ) is the speed of sound.  This compressibility modification uses only in the compressible 
flow. 
3.4.7 The large eddy simulation (LES) model 
Turbulent flows are characterized by eddies with a wide range of length and time scales.  The largest 
eddies are typically comparable in size to the characteristic length of the mean flow.  The smallest scales are 
responsible for the dissipation of turbulent kinetic energy.  It is theoretically possible to directly resolve the 
whole spectrum of turbulent scales using an approach known as direct numerical simulation (DNS).  DNS is 
not, however, feasible for practical engineering problems.  To understand the large computational cost of 
DNS, consider that the ratio of the large (energy-containing) scales to the small (energy-dissipation) scales is 
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proportional to 4/3tRe , where Ret is the turbulent Reynolds number.  Therefore, to resolve all the scales, the 
mesh size in three dimensions will be proportional to 4/9tRe .  Simple arithmetic shows that, for high 
Reynolds numbers, the mesh sizes required for DNS are prohibitive.  Adding to the computational cost is the 
fact that the simulation will be a transient one with very small time steps, since the temporal resolution 
requirements are governed by the dissipating scales, rather than the mean flow or the energy-containing eddies. 
Basically, in LES, large eddies are resolved directly, while small eddies are modeled.  Solving only for the 
large eddies and modeling the smaller scales results in mesh resolution requirements that are much less 
restrictive than with DNS.  Typically, mesh sizes can be at least one order of magnitude smaller than with 
DNS.  Furthermore, the time step sizes will be proportional to the eddy-turnover time, which is much less 
restrictive than with DNS.  In practical terms, however, extremely fine meshes are still required.  It is only 
due to the explosive increase in computer powers that LES can be considered as a possibility for engineering 
calculations. 
The next gives details of the governing equations for LES, presents the two models for the subgrid-scale 
stresses, and discusses the relevant boundary conditions. 
Filtered Navier-Stokes Equations 
The governing equations employed for LES are obtained by filtering the time-dependent Navier-Stokes 
equations.  The filtering process effectively filters out the eddies whose scales are smaller than the filter width 
or grid spacing used in the computations.  The resulting equations thus govern the dynamics of large eddies. 
A filtered variable (denoted by an overbar) is defined by 
( ) ( ) ( ) xxxxx ′′′= ∫ dGD ,φφ                                                  (3.45) 
where D is the fluid domain, and G is the filter function that determines the scale of the resolved eddies.  In 
FLUENT, the finite-volume discretization itself implicitly provides the filtering operation: 
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      ( ) ( )∫ ∈′′′= V VdVx xxx ,1 φφ                                               (3.46) 
where V is the volume of a computational cell.  The filter function, G(x, x'), implied here is then 
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The LES model will be applied to essentially incompressible (but not necessarily constant-density) flows.  
Filtering the incompressible Navier-Stokes equations, one obtains 
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where τi j is the subgrid-scale stress defined by 
      jijiij uuuu ρρτ −≡                                                        (3.49) 
The similarity between the filtered equations above and the incompressible form of the RANS equations 
(Equations (3.24) and (3.25)) is obvious.  The major difference is that the dependent variables are now 
filtered quantities rather than mean quantities, and the expressions for the turbulent stress differ. 
Subgrid-Scale Models 
The subgrid-scale stresses resulting from the filtering operation are unknown, and require modeling.  The 
majority of subgrid-scale models are eddy viscosity models of the following form: 
ijtijkkij Sμσττ 23
1 −=−                                                     (3.50) 
where μ t is the subgrid-scale turbulent viscosity, and ijS  is the rate-of-strain tensor for the resolved scale 
defined by 
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FLUENT contains two models for μt , the Smagorinsky-Lilly model and the RNG-based subgrid-scale model. 
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Smagorinsky-Lilly Model 
The most basic of subgrid-scale models was proposed by Smagorinsky [123] and further developed by 
Lilly [124].  In the Smagorinsky-Lilly model, the eddy viscosity is modeled by 
SLst
2ρμ =                                                                   (3.52) 
where Ls is the mixing length for subgrid-scale models and ≡S ijij SS2 .  Cs is the Smagorinsky constant.  
The Ls is computed using 
( )31,min VCdL ss κ=                                                       (3.53) 
where κ =0.42, d is the distance to the closest wall, and V is the volume of the computational cell.  Lilly 
derived a value of 0.23 for Cs from homogeneous isotropic turbulence.  However, this value was found to 
cause excessive damping of large-scale fluctuations in the presence of mean shear or in transitional flows.  
Cs=0.1 has been found to yield the best results for a wide range of flows. 
RNG-Based Subgrid-Scale Model 
Renormalization group (RNG) theory can be used to derive a model for the subgrid-scale eddy viscosity 
[125].  The RNG procedure results in an effective subgrid viscosity, μeff=μ+μt, given by 
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where 
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and H(x) is the Heaviside function (a discontinuous step function): 
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and V is the volume of the computational cell.  The theory gives Crng=0.157 and C=100. 
   In highly turbulent regions of the flow ( μμ 〉〉t ), sμμ ≅eff , and the RNG-based subgrid-scale model 
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reduces to the Smagorinsky-Lilly model with a different model constant.  In low-Reynolds-number regions 
of the flow, the effective viscosity recovers molecular viscosity.  This enables the RNG-based subgrid-scale 
eddy viscosity to model the low-Reynolds number effects encountered in transitional flows and near-wall 
regions. 
  3.4.8 Wall functions 
Wall functions are a collection of semi-empirical formulas and functions that in effect bridge or link the 
solution variables at the near-wall cells and the corresponding quantities on the wall.  The wall functions 
comprise 
• laws-of-the-wall for mean velocity and temperature (or other scalars) 
• formulas for near-wall turbulent quantities 
FLUENT offers two choices of wall function approaches: 
• standard wall functions 
• nonequilibrium wall functions 
Standard Wall Functions 
The standard wall functions in FLUENT are based on the proposal of Launder and Spalding [126], and 
have been most widely used for industrial flows.  The law-of-the-wall- for mean velocity yields 
( )∗= yEU ln1* κ                                                           (3.55) 
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and    κ = van Karman’s constant (=0.42) 
  
42
E = empirical constant (=9.81) 
UP = mean velocity of the fluid at point P 
κ P = turbulent kinetic energy at point P 
yP = distance from point P to the wall 
μ = viscosity of the fluid 
The logarithmic law for mean velocity is known to be valid for y*>30 ~ 60.  In FLUENT, the log-law is 
employed when y*>11.225.  When the mesh is such that y*<11.225 at the wall-adjacent cells, FLUENT 
applies the laminar stress-strain relationship that can be written as 
∗∗ = yU  
It should be noted that the laws-of-the-wall for mean velocity are based on the wall unit, y*, rather than y+ 
( μρ τ /yu≡ ).  These quantities are approximately equal in equilibrium turbulent boundary layers. 
In the k-ε  models, the k equation is solved in the whole domain including the wall-adjacent cells.  The 
boundary condition for k imposed at the wall is 
0=∂
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where n is the local coordinate normal to the wall.  The production of kinetic energy, Gk, and its dissipation 
rate, ε, at the wall-adjacent cells, which are the source terms in the k equation, are computed on the basis of the 
local equilibrium hypothesis.  Under this assumption, the production of k and its dissipation rate are assumed 
to be equal in the wall-adjacent control volume.  Thus, the production of k is computed from 
PP
P
k ykCy
U
G 2/14/1
μ
ωωω κρ
τττ =∂
∂≈                                            (3.57) 
and ε is computed from 
      
P
P
P y
kC
κε
μ
2/34/3
=                                                             (3.58) 
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The ε equation is not solved at the wall-adjacent cells, but instead is computed using Equation (3.58).  Note 
that, as shown here, the wall boundary conditions for the solution variables including mean velocity, k, and ε 
are all taken care of by the wall functions.  Therefore, we do not need to be concerned about the boundary 
conditions at the walls. 
   The standard wall functions described so far are provided in FLUENT.  The standard wall functions 
work reasonably well for a broad range of wall-bounded flows.  However, they tend to become less reliable 
when the flow situations depart too much from the ideal conditions that are assumed in their derivation.  
Among others, the constant-shear and local equilibrium hypotheses are the ones that most restrict the 
universality of the standard wall functions.  Accordingly, when the near-wall flows are subjected to severe 
pressure gradients, and when the flows are in strong nonequilibrium, the quality of the predictions is likely to 
be compromised.  The nonequilibrium wall functions offered as an additional option can improve the results 
in such situations. 
Nonequilibrium Wall Functions 
In addition to the standard wall function described above, the key elements in the nonequilibrium wall 
functions are as follows: 
• Launder and Spalding’s log-law for mean velocity is sensitized to pressure-gradient effects. 
• The two-layer-based concept is adopted to compute the turbulent kinetic energy ( ε,kG ) in the wall-
neighboring cells. 
The nonequilibrium wall function employs the two-layer concept in computing the turbulent kinetic energy at 
the wall-adjacent cells, which is needed to solve the k-equation at the wall-neighboring C cells.  The wall-
neighboring cells are assumed to consist of a viscous sublayer and a fully turbulent layer.  The following 
profile assumptions for turbulence quantities are made: 
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where y v is the physical viscous sublayer thickness, and computed from 
( )225.11,2/14/1 =≡ ∗∗ v
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v
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μρ
μ  
4/3−= μκCCl  
and ν  is dynamic viscosity of the fluid. 
Using these profiles, the cell-averaged production of k, kG , and the cell averaged dissipation rate, ε , can be 
computed from the volume average of Gk and ε of the wall-adjacent cells.  For quadrilateral and hexahedral 
cells for which the volume average can be approximated with a depth-average, 
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where yn is the height of the cell (yn=2yP). 
   In Equations (3.60) and (3.61), the turbulent kinetic energy for the wall-neighboring cells is effectively 
sensitized to the proportions of the viscous sublayer and the fully turbulent layer, which varies widely from 
cell to cell in highly nonequilibrium flows.  It effectively relaxes the local equilibrium assumption 
(production = dissipation) that is adopted by the standard wall function in computing the turbulent kinetic 
energy at wall-neighboring cells.  Thus, the nonequilibrium wall functions, in effect, partly account for 
nonequilibrium effects neglected in the standard wall function. 
Wall Boundary Conditions for the Large Eddy Simulation Model 
When the mesh is fine enough to resolve the laminar sublayer, the wall shear stress is obtained from the 
laminar stress-strain relationship: 
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If the mesh is too coarse resolve the laminar sublayer, it is assumed that the centroid of the wall-adjacent cell 
falls within the logarithmic region of the boundary layer, and the law-of-the-wall is employed: 
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τ
τ
yu
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u
u ln1                                                       (3.63) 
where κ=0.418 and E=9.793. 
 
3.5 Discretization 
A control-volume-based technique converts the governing equations to algebraic equations that can be 
solved numerically.  The control volume technique in FLUENT consists of integrating the governing 
equations about each control volume, yielding discrete equations that conserve each quantity on a control-
volume basis. 
Discretization of the governing equations can be illustrated most easily by considering the steady-state 
conservation equation for transport of a scalar quantity φ.  This is demonstrated by the following equation 
written in integral form for an arbitrary control volume V as follows: 
∫ ∫ ∫+⋅∇=⋅ V dVSdΓdρ φφ φφ AAv                                           (3.64) 
Where, ρ = density 
v = velocity vector 2D)inˆˆ( ji vu +=  
A = surface area vector 
φΓ = diffusion coefficient for φ 
φ∇ = gradient of φ )2Dinˆ)(ˆ)(( ji yx ∂∂+∂∂= φφ  
Sφ = source of φ  per unit volume 
Equation (3.64) is applied to each control volume, or cell, in the computational domain.  The two-
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dimensional, triangular cell shown in Fig.3.1 is an example of such a control volume.  Discretization of 
Equation (3.64) on a given cell yields 
( ) VSAf
N
f
n
N
f
fff φφ φφ +∇Γ= ∑∑ faceface Av                                          (3.65) 
Where,  Nfaces = number of faces enclosing cell 
φf = value of φ  convected through face f 
Af = area of face f, )2Dinˆˆ( jiA yx AA +=  
n)( φ∇ = magnitude of φ∇  normal to face f 
V = cell volume  
FLUENT stores discrete values of the scalar f at the cell centers (c0 and c1 in Fig.3.1).  However, face values 
φf are required for the convection terms in Equation (3.65) and must be interpolated from the cell center values.  
This is accomplished using an upwind scheme.  Upwinding means that the face value φf is derived from 
quantities in the cell upstream, or upwind, relative to the direction of the normal velocity vn in Equation (3.65).  
 
c0
c1
A 
 
Fig. 3.1 Control volume used to illustrate discretization of a  
scalar transport equation [48] 
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FLUENT allows you to choose from several upwind schemes: first-order upwind, second-order upwind, 
power law, and QUICK.  These schemes are described in next sections. 
  3.5.1 First-order upwind scheme 
When first-order accuracy is desired, quantities at cell faces are determined by assuming that the cell-
center values of any field variable represent a cell-average value and hold throughout the entire cell; the face 
quantities are identical to the cell quantities.  Thus when first-order upwinding is used, the face value φf is set 
equal to the cell-center value of φ  in the upstream cell. 
  3.5.2 Power-law scheme 
The power-law discretization scheme interpolates the face value of a variable, φ, using the exact solution 
to a one-dimensional convection-diffusion equation 
( )
xx
u
x ∂
∂Γ∂
∂=∂
∂ φφρ                                                        (3.66) 
where Γ and ρ u are constant across the interval .x∂   Equation (3.66) can be integrated to yield the following 
solution describing how φ  varies with x: 
( )
( ) 1exp
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L
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x
L φφ
φφ                                                  (3.67) 
 
 
where   0φ  = 0=xφ  
       Lφ  = Lx=φ  
and Pe is the Peclet number: 
Pe = Γ
uLρ  
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The variation of ( )xφ  between x=0 and x=L is depicted in Fig. 3.2 for a range of values of the Peclet number.  
Fig.3.2 shows that for large Pe, the value of φ at x=L/2 is approximately equal to the upstream value.  This 
implies that when the flow is dominated by convection, interpolation can be accomplished by simply letting 
the face value of a variable be set equal to its upwind or upstream value.  This is the standard first-order 
scheme for FLUENT.  When Pe=0 (no flow, or pure diffusion), Fig. 3.2 shows that φ may be interpolated 
using a simple linear average between the values at x=0 and x=L.  When the Peclet number has an 
intermediate value, the interpolated value for φ  at x=L/2 must be derived by applying the power law [127] 
equivalent of Equation (3.67). 
 
 
 
 
 
Pe => 1
Pe = 1
Pe = 0
Pe = -1
Pe =< -1
φL
φ
φ0
0 x L
Fig.3.2  Variation of a variable φ between x=0 and x=L  
Fig. 3.2 Variation of a variable φ between x=0 and x=L [48] 
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  3.5.3 Second-order upwind scheme 
When second-order accuracy is desired, quantities at cell faces are computed using a multidimensional 
linear reconstruction approach [128].  In this approach, higher-order accuracy is achieved at cell faces 
through a Taylor series expansion of the cell-centered solution about the cell centroid.  Thus when second-
order upwinding is used, the face value φf is computed using the following expression: 
sΔ⋅∇+= φφφ f                                                             (3.68) 
where φ  and φ∇  are the cell-centered value and its gradient in the upstream cell, and sΔ  is the 
displacement vector from the upstream cell centroid to the face centroid.  This formulation requires the 
determination of the gradient φ∇  in each cell.  This gradient is computed using the divergence theorem, 
which in discrete form is written as 
∑=∇ faces ~1 N
f
fV
Aφφ                                                          (3.69) 
the face values fφ~  are computed by averaging φ  from the two cells adjacent to the face ( Fig.3.1). 
 3.5.4 QUICK scheme 
    For quadrilateral and hexahedral meshes, where unique upstream and downstream faces and cells can be 
identified, FLUENT also provides the QUICK scheme for computing a higher-order value of the convected 
wxΔ exΔ
uS cS dS
 
Fig. 3.3 One-dimensional control volume [48] 
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variable φ  at a face.  QUICK-type schemes [129] are based on a weighted average of second-order-upwind 
and central interpolations of the variable. 
For the face e in Fig. 3.3, if the flow is from left to right, such a value can be written as 
( ) ⎥⎦
⎤⎢⎣
⎡
+−+
+−+⎥⎦
⎤⎢⎣
⎡
+++= WPEPe φφθφφθφ cu
c
cu
cu
dc
c
dc
d
SS
S
SS
2SS
1
SS
S
SS
S                 (3.70) 
θ =1 in the above equation results in a central second-order interpolation while θ =0 yields a second-order 
upwind value.  The traditional QUICK scheme is obtained by setting θ =1/8. 
 3.5.5 Linearized form of the discrete equation 
The discretized scalar transport equation (Equation (3.65)) contains the unknown scalar variable φ at the 
cell center as well as the unknown values in surrounding neighbor cells.  This equation will, in general, be 
non-linear with respect to these variables.  A linearized form of Equation (3.65) can be written as 
baa
nb
nbnbP += ∑ φφ                                                           (3.71) 
where the subscript nb refers to neighbor cells, aP and anb are the linearized coefficients for φ and φnb, and b is 
an internal source terms.  The number of neighbors for each cell depends on the grid topology, but will 
typically equal the number of faces enclosing the cell (boundary cells being the exception). 
  3.5.6 Under-relaxation 
Because of the non-linearity of the equation set being solved by FLUENT, it is necessary to control the 
change of φ.  This is typically achieved by under-relaxation, which reduces the change of φ produced during 
each iteration.  In a simple form, the new value of the variable φ within a cell depends upon the old value, φold, 
the computed change in φ, Δφ, and the under-relaxation factor, α, as follows: 
      φαφφ Δ+= old                                                             (3.72) 
  3.5.7 Discretization of governing equations 
Due to the non-linearity and strong coupling between many of the proceeding equations which govern a 
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certain flow process, it is usually impossible to solve these equations analytically for physical situations of 
even less complexity.  FLUENT utilizes the discretization schemes described in the previous sections to 
solve the governing equations.  From Equation (3.71), the x-momentum equation under steady-state 
condition can be obtained by setting φ = u: 
∑∑ +⋅+= Spuaua f
nb
nbnbP Aiˆ                                                 (3.73) 
If the pressure field and face mass fluxes were known, Equation (3.73) could be solved in the manner outlined 
in the previous sections, and a velocity field obtained.  However, the pressure field and face mass fluxes are 
not known and must be obtained as a part of the solution. 
FLUENT uses a co-located scheme, whereby pressure and velocity are both stored at cell centers.  
However, Equation (3.73) requires the value of the pressure at the face between cells c0 and c1 (Fig.3.1). 
Therefore, an interpolation scheme is required to compute the face values of pressure from the cell values.  
The scheme used in FLUENT interpolates the pressure values at the faces using momentum equation 
coefficients [130].  This procedure works well as long as the pressure variation between cell centers is 
smooth.  When there are jumps or large gradients in the momentum source terms between control volumes, 
the pressure profile has a high gradient at the cell face, and cannot be interpolated using this scheme. Flows for 
which the standard pressure interpolation scheme will have trouble include flows with large body forces, such 
as in strongly swirling flows, in high-Rayleigh-number natural convection and the like.  In such cases, it is 
necessary to pack the mesh in regions of high gradient to resolve the pressure variation adequately. 
The continuity equation may be discretized to a following equation 
0
face =∑N
f
fJ                                                               (3.74) 
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where Jf is the mass flow rate through face f, ρvnAf.  As shown in Fig.3.4, the momentum and continuity 
equations are solved sequentially.  In this sequential procedure, the continuity equation is used as an equation 
for pressure.  However, pressure does not appear explicitly in Equation (3.74) for incompressible flows, since 
density is not directly related to pressure.  The SIMPLE (Semi-Implicit Method for Pressure-Linked 
Equations) algorithm [127] is used for introducing pressure into the continuity equation. 
In order to insert the pressure term into the continuity equation, it is necessary to relate the face values of 
velocity vn to the stored values of velocity at the cell centers.  The face value of velocity vn is not averaged 
linearly; instead, momentum-weighted averaging, using weighting factors based on the aP coefficient from 
equation (3.73), is performed.  Using this procedure, the face flow rate Jf  may be written as 
( )c1c0~ ppdJJ fff −+=                                                   (3.75) 
where pc0 and pc1 are the pressures within the two cells on either side of the face, and fJ
~  contains the 
influence of velocities in these cells (Fig.3.1).   
Update 
ti
Solve momentum 
ti
Solve pressure-correction (continuity) equation 
Update pressure, face mass flow rate 
Solve energy, species, turbulence, and other scalar 
i
Converged ? Stop 
yes no 
 
 
Fig. 3.4 Overview of the solution process 
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The term df may be written as 
        
P
f
f a
A
d
2ρ=  
The term Pa  is the average of the momentum equation, aP coefficients for the cells on either side of face f. 
 3.5.8 Pressure-velocity coupling (SIMPLE) 
Pressure-velocity coupling is achieved by using Equation (3.75) to derive an equation for pressure from 
the discrete continuity equation (Equation (3.74)).  The SIMPLE algorithm uses a relationship between 
velocity and pressure corrections to enforce mass conservation and to obtain the pressure field.  If the 
momentum equation is solved with a guessed pressure field p*, the resulting face flux ∗fJ  computed from 
Equation (3.75) 
( )∗∗∗∗ −+= c1c0~ ppdJJ fff                                                        (3.76) 
does not satisfy the continuity equation.  Consequently, a correction fJ ′  is added to the face flow rate ∗fJ  
so that the corrected face flow rate fJ  
      fff JJJ ′+= ∗                                                              (3.77) 
satisfies the continuity equation.  The SIMPLE algorithm postulates that fJ ′  be written as 
        ( )c1c0 ppdJ ff ′−′=′  
where p′  is the cell pressure correction.  The SIMPLE algorithm substitutes the flux correction equations 
(Equation (3.76) and (3.77)) into the discrete continuity equation (Equation (3.74)) to obtain a discrete 
equation for the pressure correction p′  in the cell: 
bpapa
nb
nbnbP +′=′ ∑                                                      (3.78) 
where the source term b is the net flow rate into the cell. 
Once a solution is obtained, the cell pressure and the face flow rate are corrected using 
ppp P ′+= ∗ α                                                           (3.79) 
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( )c1c0 ppdJJ fff ′−′+= ∗                                                   (3.80) 
Here αP is the under-relaxation factor for pressure.  The corrected face flow rate fJ  satisfies the discrete 
continuity equation identically during each iteration. 
 
3.6 Grid Generation 
   Grid generation is one of three key elements in Computational Fluid Dynamics (CFC).  It has now 
become a fairly common tool for use in the numerical solution of partial differential equations on arbitrarily 
shaped regions.  The numerical solution of partial differential equations requires some discretization of the 
field into a collection of points (nodes) or elemental volumes (cells).  The differential equations are 
approximated by a set of algebraic equations on this collection, and this system of algebraic equations is then 
solved to produce a set of discrete values which approximates the solution of the partial differential system 
over the field.  The practice of discretizing the physical domain into a finite number of elements is called as 
grid generation. 
   3.6.1 Grid topologies 
   Generally, the governing equations may be transformed into finite element, finite difference, or finite 
volume equations.  The cell types supported by FLUENT are followed as: triangular and quadrilateral cells 
in 2D are accepted, and in 3D, tetrahedral, hexahedral, wedge, and pyramid cells can be used (Fig.3.5).  
Triangle Quadrilateral
Tetrahedron Hexaheron
Prism/Wedge
Pyramid  
Fig. 3.5 Cell types 
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Structured  versus Unstructured Grids 
The section presents a brief description of grid generation.  The grid generation techniques available at 
present fall into two categories, namely: a) structured grid generation and b) unstructured grid generation.  
The structured grid generation techniques are based on the transformation of the complex physical domain 
into a simple computational domain, which is often chosen to be rectangular in shape (quadrilateral and 
hexaheron in Fig.3.5).  
These techniques have been discussed in the reviews by Eiseman [131] and Thompson [132,133].  The 
coordinate transformation procedure involves the use of a curvilinear coordinate system which conforms to 
the shape of the physical region at the boundaries.  The interior coordinate lines may be obtained by 
algebraic methods using interpolation [131~133] or by the solution of suitable partial differential equations 
[132,133].  The intersection of these curvilinear coordinate lines defines the grid.  The PDE grid solvers 
meet important requirements such as smoothness and orthogonality of grid lines, and control of grid-spacing.  
However, these methods may be computationally expensive and may introduce singular points of 
transformation at which the numerical solution will become inaccurate.  Several authors [132,133] have 
considered the use of Laplacian gird generation equations for the body-fitting coordinates ξ and η to generate 
smooth grids.  These equations have been solved by the finite difference methods (FDM) over the 
transformed ξ -η domain with physical variables X and Y as the unknowns.  The transformation into the ξ -η 
domain results in an orthogonal and uniform computational grid which is required by FDM. 
The unstructured grid generations have been used with FEM (finite element method) procedure only, 
whereas structured grids have general applicability.  One of the widely adopted techniques for unstructured 
grid generation is the automatic triangulation, which involves algorithmic division of the physical region into 
nearly equilateral triangular elements [128,134].  Techniques for the local refinement of the element sizes in 
steep gradient regions have also been developed [128,134].  The triangulation techniques have the advantage 
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that any arbitrarily shaped domain can be closely fitted with triangular elements.  However, at times, the 
irregularity in the grid may be excessive, which affects the accuracy of the solution obtained. 
  3.6.2 Types of structured grid 
In FLUENT, both single-block and multi-block structured meshes are acceptable, as well as hybrid 
meshes containing quadrilateral and triangular or hexahedral, tetrahedral, pyramid, and wedge cells (Fig.3.5). 
Multiple Block 
Sometimes, it is possible to combine several structured computational meshes together to fit the physical 
domain.  Multiblocking has the advantage of the speed of a structured solver, without as many mapping 
constraints apparent in single block meshes.  A fine grid may also be overlaid onto coarser regions of a mesh 
to improve resolution and accuracy in local areas. 
Single Block 
   In this technique, one computational grid is mapped to fit the whole physical domain.  For even 
moderately complex shapes, it may be practically impossible to define a transformation which will map the 
outer surface of the computational domain to the required physical shape, while ensuring that the resulting grid 
has desirable attributes of smoothness, and orthogonality.  This is particularly true if the physical domain 
contains interior regions (Fig.3.6(c)).  In such cases, boundary conditions may be defined on interior regions 
of the computational grid and the boundaries of these regions then mapped to the interior region of the 
(a) O-typed grid (b) C-typed grid
(c) H-typed grid
 
Fig. 3.6 Structured grid mapping topologies 
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geometry.  For the case where the physical interior region is a blockage, the boundary condition applied to 
the relevant cells in the interior region is that no fluid is permitted to pass through the edges defining its 
boundary. 
  3.6.3 Structured-mesh mapping techniques 
A number of mapping techniques and methodologies may be available for a given geometric shape.  
For turbomachinery applications, the O, C, or H-typed grid-mapping topologies may be used (Fig.3.6).  Each 
has its own set of desirable and undesirable characteristics (Fig.3.6).  In C and O grids, local grid refinement 
adjacent to surface is possible.  In H-typed grids, refinement is still possible, but it usually results in an 
increase in grid density outside the area of interest, reducing overall computational efficiency.  C and O-typed 
grids are usually highly orthogonal, however they do suffer from a number of disadvantages, most notably 
being the complexity of the boundary conditions required to correctly model the flow.  For single-element 
airfoil calculations, the O-typed grid is preferable, however for multiple-element, or cascade predictions, 
limitations on the types of boundary conditions allowed often tends to make H-grids preferable.  A 
disadvantage of the H-type mapping topology is that local regions of high grid skewness may be formed.  
  3.6.4 Mesh quality 
   The quality of mesh plays a significant role in the accuracy and stability of the numerical simulations.  
The attributes associated with mesh quality are density of node, cell shape, smoothness and flow-field 
dependency. 
Node Density and Clustering 
In many cases, poor resolution in critical regions can dramatically alter the flow characteristics.  For 
example, the prediction of separation due to an adverse pressure gradient depends heavily on the resolution of 
the boundary layer upstream of the point of separation. 
Resolution of the boundary layer (i.e. mesh spacing near wall) also plays a significant role in the accuracy of 
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the computed wall shear stress.  This is particularly true in laminar flows where the grid adjacent to the wall 
should obey 
1≤∞
x
u
yP ν                                                              (3.81) 
where yP = distance to the wall from the adjacent cell centroid 
       ∞u = free-stream velocity 
ν = kinematic viscosity of the fluid 
x = distance along the wall from the starting point of the boundary layer. 
Equation (3.81) is based upon the Blasius solution for laminar flow over a flat plate at zero incidence [135]. 
Successful computations of turbulent flows require some consideration during the mesh generation.  Due to 
the strong interaction of the mean flow and turbulence, the numerical results for turbulent flows tend to be 
more susceptible to grid dependency than those for laminar flows.  In the near-wall region, different mesh 
resolution are required depending on the near-wall model being used. 
Near-wall mesh guidelines for wall functions in turbulent flow 
The distance from the wall at the wall-adjacent cells must be determined by considering the range over 
which the log-law is valid.  The distance is usually measured in the wall unit, y+.  Note that y+ has 
comparable values when the first cell is placed in the log-layer. 
• It is known that the log-law is valid for y+ > 30~60. 
• Although FLUENT employs the linear (laminar) law when y+<11.225, using an excessively fine 
mesh near the walls should be avoided, because the wall functions cease to be valid in the viscous 
sublayer. 
• The upper bound of the log-layer depends on, among others, pressure gradients and Reynolds number.  
As the Reynolds number increase, the upper bound tends to also increase.  y+ values that are too 
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large are not desirable, because the wake component becomes substantially large above the log-layer. 
• Using excessive stretching in the direction normal to the wall should be avoided.  It is important to 
have at least a few cells inside the boundary layer. 
Near-wall mesh guidelines for Large Eddy Simulation 
  For the LES implementation in FLUENT, the wall boundary conditions have been implemented using a 
law-of-the-wall approach described in Section 3.4.8.  This means that are no computational restrictions on 
the near-wall mesh spacing.  However, for best results, it might be necessary to use a very fine near-wall 
mesh spacing (on the order of y+). 
Cell Shape 
The shape of the cell (including its skewness and aspect ratio) also has a significant impact on the accuracy 
of numerical solution.  Skewness can be defined as the difference between the cell’s shape and the shape of 
an equilateral cell of equivalent volume.  Highly skewed cells can decrease accuracy and destabilize the 
solution.  For example, optimal quadrilateral meshes will have vertex angles close to 90 degrees, while 
triangular meshes should preferably have angles of close to 60 degrees and have all angles less than 90 
degrees.  A more stable numerical computation occurs when grid is almost orthogonal.  A conservative 
definition of acceptable skew is oo 135~45≈  included angle between grid lines. 
Aspect ratio is a measure of the stretching of the cell.  For highly anisotropic flows, extreme aspect ratios 
may yield accurate results with fewer cells.  However, a general rule of thumb is to avoid aspect ratios in 
excess 5:1. 
Smoothness 
   Rapid changes in cell volume between adjacent cells translate into larger truncation errors.  Truncation 
error is the difference between the partial derivatives in the governing equations and their discrete 
approximations.  Smoothness of gridlines is a desirable grid quality, not only for the correct physical 
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representation of the boundaries of the flow, but also because of limitations on the interpolation techniques 
used to model the changes in flow variables between nodes. 
Flow-Field Dependency 
  The effect of resolution, smoothness and cell shape on the accuracy and stability of the solution process is 
strongly dependent on the flow field being simulated.  For example, very skewed cells can be tolerated in 
benign flow regions, but can be very damaging in regions with strong flow gradients.  Since the locations of 
strong flow gradients generally cannot be determined a priori, it should strive to achieve a high-quality mesh 
over the entire flow domain. 
 
3.7 The Capabilities of FLUENT 
    This section provides a brief introduction to FLUENT and an explanation of its capabilities [48].  
FLUENT used in this research is a commercial code and a state-of-the-art computer program for modeling 
single and multiphase flows, heat and mass transfer, chemical reaction phenomena, and etc. in complex 
geometries.  This code includes following components; FLUENT, the flow solver; GAMBIT, the 
preprocessor for geometry modeling and mesh generation; prePDF, the preprocessor for modeling PDF 
combustion; TGrid, an additional preprocessor that can generate volume meshes form existing boundary 
meshes, and etc.  FLUENT solver utilizes a finite-volume, pressure-based, multiphase space marching 
method (SIMPLE algorithm), for solving the governing integral equations for conservation of mass and 
momentum, and for energy and other scalars such as turbulence and chemical species.  It has the following 
modeling capabilities: 
• Flows in 2D or 3D geometries using triangular/tetrahedral, quadrilateral/hexahedral, or mixed 
(hybrid) grids that include prisms (wedges) or pyramids 
• In compressible or compressible flows 
  
61
• Steady-state or transient analysis 
• Inviscid, laminar, and turbulent flows 
• Newtonian or non-Newtonian flow 
• Convective heat transfer, including natural or forced convection 
• Coupled conduction/convective heat transfer 
• Radiation heat transfer 
• Inertial (stationary) or non-inertial (rotating) reference frame models 
• Multiple moving reference frames, including sliding mesh interfaces and mixing planes for 
rotor/stator interaction modeling 
• Chemical species mixing and reaction, including combustion submodels and surface deposition 
reaction models 
• Arbitrary volumetric sources of heat, mass, momentum, turbulence, and chemical species 
• Lagrangian trajectory calculations for a dispersed phase of particles/droplets/bubbles, including 
coupling with the continuous phase 
• Flow through porous media 
• One-dimensional fan/heat-exchanger performance models 
• Two-phase flows, including cavitation 
• Free-surface flows with complex surface shapes 
 
FLUENT can provides a number of boundary conditions, including: 
• Velocity or Pressure Driven Inlets/Outlets 
• Stationary or Moving Walls, with or without Friction 
• Periodic Boundary Conditions 
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• Symmetry Boundary Conditions 
• Pressure Far-filed Boundary Conditions 
• Outflow Boundary Conditions 
• Inlet/Outlet Vent Boundary Conditions 
• Intake/Exhaust Fan Boundary Conditions 
   As the Well turbine has a complex geometry for modeling, a large number of modeling capabilities are 
required of the CFD code for the turbine.  FLUENT can incorporates all of these capabilities, and is most 
suitable for modeling the Wells turbine. 
 
3.8 Performance Parameters of the Well Turbine 
   The primary input for the design of a Wells turbine is the air power based upon the pressure and the 
volume flow rate Q at turbine inlet. The performance indicators are the pressure drop, power and efficiency 
and their variation with the flow rate. The aerodynamic design and consequent performance is a function of 
several variables. In non-dimensional form these are: 
Flow coefficient, φ  = va /UR  
Hub–tip ratio, ν = Dh/Dt 
Solidity at mean radius,σ R  = 2 l z / {πDt(1 + ν)} 
Blade aspect ratio, AR = b / l 
Blade tip clearance ratio, TC / l  
The performance of the Wells turbine [68~109] is dependent on these parameters and also blade thickness 
ratio, blade sweep ratio, setting angle [28], turbulence level at inlet to turbine, frequency of waves, the number 
of plane [74,102,106](e.g. mono- or bi-planes), and the Reynolds number. 
In the past two decades experimental work has dealt mainly for improving the performance of the Wells 
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turbine by changing blade shapes (it is related to the variation in the parameters). For experimental works, the 
overall performance of Wells turbine was evaluated by the turbine angular velocity ω, output torque T, flow 
rate Q, and total pressure drop ΔP across the rotor.  The results are expressed in the form of input power 
coefficient CA, torque coefficient CT and efficiency in terms of attack angle α R at mean radius R and flow 
coefficient.  The definitions are given as: 
( ) ⎟⎠⎞⎜⎝⎛ += a2R2aA zblvUvρ21ΔPQC         (3.82) 
( ) ⎟⎠⎞⎜⎝⎛ += R2R2aT zblrUvρ21TC         (3.83) 
( ) )(tantan 11 φ−− == RaR Uvα         (3.84) 
( )φATRAT CCαCCΔPQTωη === tan       (3.85) 
Where ρ is the air density, va the mean axial velocity, UR the circumferential velocity at rR, b the blade height, l 
the chord length of rotor blade, z the number of rotor blades, rR the mean radius of rotor. 
This section reviews the experimental results of the Wells turbine performance in steady flow condition so 
far. The solidity [69, 71, 74, 80, 81, 100, 103,] of the turbine σR is a measure of blockage to airflow within the 
turbine.  It is an important design variable and required of a value between 0.6 and 0.7 for extracting a 
relative high efficiency.  And also other parameters for a high efficiency are required as: a hub-to-tip ratio 
[69,80,81,83,103] h is a value of 0.6~0.7, an aspect ratio [80,81] AR of about 0.5, a blade sweep ratio 
[80,81,103,108] f of about 0.35, the blade thickness [76,80,81,103] of NACA four series of about 0.2, and a tip 
clearance ratio [80,81,103] TC/l < 0.03.  The parameters for the Wells turbine with a relatively high 
efficiency are summarized in Table 3.1. 
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Table 3.1 Parameters for the Wells turbine with a relatively high efficiency 
Solidity at mean radius σR 0.6~0.7 
Hub-to-tip ratio  h ≈  0.7 
Aspect ratio  AR ≈  0.5 
Blade profile NACA four digit series
Blade thickness ≈  0.2 
Blade sweep ratio  f ≈  0.35 
Tip clearance ratio  TC/l 0< TC/l <0.03 
 
 
3.9 Numerical Analysis of the Wells Turbine 
3.9.1 Steady-State Performance Analysis of the Wells Turbine 
Kim [144] conducted the numerical analyses for the internal flow patterns around a Wells turbine blade 
based on the experimental condition [27] by using FLUENT.  The FLUENT is classified into two groups, 
Fluent 5 for both flow solver and postprocessor and Gambit 1.3 for preprocessor.  The method used in the 
calculations solves the discretized equations of the fully three-dimensional, steady, incompressible Reynolds-
Averaged Navier-Stokes (RANS) equations, expressed in strong conservation form.  In addition, turbulence 
closure is provided by the k-ε model with a modification of the low-Reynolds number model of Lam and 
Bremhorst [141] for an appropriate treatment of the near-wall region.  A linear scheme was used for pressure, 
second order upwind for momentum, SIMPLE for pressure-velocity coupling, and QUICK for turbulence 
kinetic energy (k) and dissipation rate (ε).  The basic governing equations were solved by the finite volume 
method.  In order to judge convergence, axial scaled residuals (x-, y- and z-velocity), mass conservation, and 
force coefficients, such as input and torque coefficients (CA and CT), were monitored. The forces coefficients 
(CA and CT) on blade surface were calculated by summing the dot product of the pressure and viscous force 
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coefficients on each face with the specified force vector.  The calculation was carried out with changing the 
rotational speed of the rotor from a high speed to a low speed step by step under a constant axial velocity.  At 
the inflow an inlet axial velocity va of about 8.9m/s is applied as the inlet velocity boundary condition.  
Inflow values of turbulent intensity and hydraulic diameter model were also specified as values of 5% and 
0.09m (2(rt - rh)), respectively.  At the outflow boundary the static pressure is specified as atmosphere 
pressure. The calculations were restricted to one blade-to-blade passage with periodic boundaries. 
Kim [144] found an optimum rotor shape with the NACA0020 blade and blade sweep ratio, f = 0.35, the 
hub-to-tip ratio is about 0.7, the aspect ratio 0.5 are found for the optimum performance. He also found that 
the stall margin becomes high with the increase in both hub-to-tip and aspect ratios. Also, the tip clearance of 
about 1mm and the setting angle of 0o in a sinusoidal oscillating flow are found for the optimum performance 
of the Wells turbine by him. All his results were just the same as ones obtained experimentally by the authors 
in the past. 
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3.9.2 Unsteady Hysteresis Analysis of the Wells Turbine 
Kim [144] made numerical investigation for the mechanism of the hysteretic behavior of the Wells 
turbine in the unstalled condition. The unsteady, 3-dimensional and filtered Navier-Stokes equations were 
discretized by the finite volume method in strong conservative form.  The rotating frame of reference of the 
turbine rotor was adopted. The second order accuracy upwind difference scheme was used for the convection 
term.  The RNG-SGS model [130], which is for an LES model, was used to calculate the subgrid-scale 
turbulent viscosity.  The unsteady calculations were made in one-half period of the sinusoidal change in axial 
flow velocity (the frequency of the axial flow velocity was about 0.167 Hz). The calculated results agreed well 
with the experimental results as can be observed from the Fig. 3.7 shown below. 
 
Fig. 3.7 Experimental and calculated results on the hysteretic behaviors  
(z = 6, σR = 0.67, AR = 0.5, ReR = 2.1x105) 
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Further, prior to the present research work on the hysteretic behavior of the Wells turbine in deep stall 
condition, in order to validate the one-half cycle analysis of the hysteresis loop, the present author also 
investigated the unsteady hysteresis loop for 3 successive complete sinusoidal cycles of the oscillating axial 
 
Fig. 3.8 Sinusoidal flow condition for investigating the hysteretic characteristics 
 
 
φ
CΑ
 
Fig. 3.9 Input Coefficient for 3 successive sinusoidal axial flow cycles. 
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flow as shown in Fig. 3.8. The results obtained are shown in Fig. 3.9 and Fig. 3.10.  From these figures, it is 
evident that the unsteady analysis for the one-half period of the sinusoidal cycle is sufficient to predict the 
hysteretic behavior precisely. 
 
3.10 Conclusions 
So in this chapter, the fundamental conservation laws, the turbulence models along with other numerical 
tools such as discretization methods and grid generation basics were introduced  Also the numerical methods 
as had been applied successfully to the steady as well as unsteady analysis of the Wells turbine were presented.  
It can be concluded that the steady calculations can be simulated using the RANS equations with a k-ε 
model for the initializations and then the unsteady hysteretic characteristics can be clarified by using the 3-D 
Large Eddy Simulation for one-half period of the sinusoidal axial flow.. 
 
φ
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Fig. 3.10 Torque Coefficient for 3 successive sinusoidal axial flow cycles. 
 69
Chapter 4 
Hysteresis of the Monoplane Wells Turbine in Deep Stall 
Conditions 
 
4.1 Introduction 
   In order to make clear the hysteresis behavior of the Wells turbine performance including deep stall 
condition, experimental and numerical investigations were made including deep stall condition of the Wells 
Turbine.  The experimental investigation was made by the use of the turbine equipment in which a 
sinusoidal flow condition was simulated. The numerical investigation was made by an unsteady 
three-dimensional Navier-Stokes numerical simulation.  The experimental and calculated turbine unsteady 
performance shows the characteristic of two hysteretic loops.  The counterclockwise hysteresis loop in the 
unstalled condition can be associated with the separation on the suction surface near the hub, whereas the 
clockwise hysteresis loop in stalled condition can be associated with the separation on the suction surface near 
the tip 
 
4.2 Hysteretic characteristics of the Wells Turbine  
   A Wells turbine blade for wave power conversion experiences hysteretic characteristics in a reciprocating 
flow.  In early investigations, the modeled turbine tests of various rotor geometries were carried out under 
steady flow conditions in order to obtain the basic characteristics of the Wells turbine because the 
nondimensional wave frequency by the relative velocity and the chord length is the order of 10-4.  It is so 
small that the dynamic effect can be negligible in the wave energy conversion devices.  From these results, it 
seemed to be possible to predict the unsteady characteristics of the Wells turbine by a quasi-steady analysis.  
However, it results in inaccurate predictions of the performance, as the Wells turbine has a hysteretic behavior 
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in an unsteady flow [110 ~ 116]. 
   Dynamic stall phenomena are well-known as an unsteady aerodynamics phenomena which has hysteretic 
characteristics, and a lot of researchers have reported many kind of aspects of dynamic stall [117~122].  But 
the nondimensional frequency of the attack angle variation in the dynamic stall is the order of 10-1 (1000 
times of the one in Wells turbine).  And also the hysteretic loop of dynamic stall is opposite to the one of 
Wells turbine.  So the mechanism of the hysteretic characteristics of Wells turbine should be clarified for the 
better design of the system for wave power conversion. 
 
4.2.1 Hysteresis in the Unstalled Condition 
   Kinoue [145] had made unsteady, three-dimensional Navier-Stokes numerical simulations for the flow 
field around a blade of the Wells turbine in unstalled condition. The hysteretic characteristics in the unstalled 
condition are briefly described for the purpose of the comparison with the hysteresis in the deep stall 
condition. 
C
A
αR
Experiment
Calculation
0 5 10 15
1.5
3
 
         Fig. 4.1 Total pressure coefficient in the unstalled condition 
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Fig. 4.1 shows the experimental [110] and calculated results of the hysteretic behaviors of the total 
pressure coefficient CA against the attack angle αR in one-half period of the sinusoidal flow.  As seen in Fig. 
4.1, in the course of the cycle the experimental CA value (broken line) during acceleration of axial velocity is 
lower than that during deceleration and then a counterclockwise hysteretic loop appears for the Wells turbine 
in the unstalled condition. If the hysteretic behavior was caused by the dynamic stall of blade, a clockwise 
hysteretic loop would have been seen [117~122].  Therefore, the mechanism of hysteretic behavior of the 
Wells turbine should be different from the mechanism of the dynamic stall in the unstalled condition. As for 
the agreement of the calculated values with the experimental data in Fig. 4.1, qualitative agreements are well 
obtained, although the calculated values are a little smaller than the experimental data. 
 
4.2.2 Mechanism of the Hysteresis in the Unstalled Condition 
Kinoue [145] made unsteady, three-dimensional Navier-Stokes numerical simulations for the flow field 
around a blade of the Wells turbine in unstalled condition and it has been found that the hysteretic behavior 
can be associated with a streamwise vortical flow appearing near the blade suction surface in unstalled 
4a
streamline
vortex line
1
2
4b
3
 
(1):incoming flow, (2):separation vortex flowing downstream, (3):downward flow to make a vortical wake 
flow, (4a):vortical wake flow affecting the adjacent blade, (4b):vortical wake flow to enlarge the flow 
separation 
Fig. 4.2 Illustration of the flow structure in blade suction side in the unstalled condition 
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condition as shown in Fig. 4.2.  According to Fig. 4.2, at high angles of attack a separation vortex (2) 
appears on the blade suction surface in the hub side to reduce the blade circulation, because of the excessive 
angle of attack near the hub.  A strong downward flow (3) is induced by the separation vortex near the 
trailing edge.  It brings about the clockwise vortical wake flow (4a), which affects to enlarge the flow 
separation on the adjacent blade suction surface (4b).  The intensity of the vortical flow varies in the 
accelerating and the decelerating flow processes for the following reason as shown in Fig. 4.3. In the 
accelerating flow process, as the blade circulation increases, vortices opposite to the blade circulation are shed 
from the trailing edge according to Kelvin’s theorem. The stronger vortices are shed at larger radii because the 
Blade circulation
(accelerating)
Unsteady trailing vortices shed vortices
to intensify the vortical flow
(a) In the accelerating flow process
Blade circulation
(decelerating)
Unsteady trailing vortices to suppress
the vortical flow
(b) In the decelerating flow process  
Fig. 4.3 Illustration of the unsteady trailing shed vortices to affect the 
vortical wake flow 
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blade circulation increases more than at a smaller radius.  Then, the clockwise trailing vortices are generated 
according to Helmholtz’s theorem, as illustrated in Fig. 4.3(a).  Therefore, the clockwise vortical flow is 
intensified by these vortices.  In the decelerating flow process where the blade circulation decreases, the shed 
vortices are in the same direction as the blade circulation.  They form counter-clockwise trailing vortices as 
shown in Fig. 4.3(b), which suppress the vortical wake flow.  Since the stronger vortical wake flow enlarges 
the separation on the suction surface of the adjacent blade, the performance in the accelerating flow process 
becomes lower than in the decelerating flow process. 
 
4.3 Experimental Apparatus and Procedure 
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Fig. 4.4 Experimental Setup 
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   The experimental apparatus used for the study of the hysteresis in the deep stall condition is shown in Fig. 
4.4.  The test rig consists of a 1.4 m dia. cylinder with a piston disk, a rectangular settling chamber, and a 0.3 m 
dia. test section with a bell-mouth entry and a diffuser exit.  The turbine rotor with hub-to-tip ratio of 0.7 is 
placed at the center of the test section which is coupled to a reversible servomotor-generator through a torque 
transducer, and it is possible to make turbine test at an arbitrary rotating speed. 
   Any kind of unsteady flow condition can be obtained by controlling the motion of the piston through a 
micro-computer, a D/A converter and servomotor driving ball-screw.  A sinusoidal air flow (0.167 Hz of 
frequency) was produced besides a steady air flow in order to examine the hysteretic characteristics of the Wells 
turbine.  During the test, the turbine output torque T, the air flow rate Q, the total pressure drop across the rotor 
ΔP0 were measured by keeping the turbine speed constant.  The uncertainty in turbine efficiency was about 
2 %.  The values of T have large fluctuating components after the occurrence of the stall of the blade.  Fig. 
4.5 shows the detailed geometry of the Wells turbine used in the study and Table 4.1 summarizes the 
specifications of the turbine rotor. 
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Fig. 4.5 Wells turbine Geometry 
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Table 4.1 Turbine model of the monoplane Wells turbine 
Number of plane  N 1 
Blade thickness NACA0020 
Number of blades  z 6 
Blade chord length  l 90 mm 
Solidity at tip σt 0.57 
Aspect ratio  AR 0.5 
Hub-to-tip ratio  h 0.7 
Tip clearance  TC 1 mm 
Blade sweep ratio  f 0.35 
 
4.4 Numerical Analysis 
   In order to investigate the hysteretic behaviors of the Wells turbine including deep stall condition, unsteady, 
three-dimensional Navier-Stokes numerical simulations were conducted for the flow field around a blade of 
the Wells turbine.  A commercial code, FLUENT 5, was used in the numerical analysis. The numerically 
modeled wells turbine is shown in Fig. 4.6.  
 
 
Fig. 4.6 Numerically modeled Wells turbine 
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The computational domain was extended 4 and 8 blade chord lengths upstream and downstream of blade, 
respectively as shown in Fig. 4.7.  Fig. 4.8 shows the perspective view of the grids.  The structured, 
hexahedral grids of O-type were used around the blade, while H-type grids were used for the upstream and 
downstream regions.  The total number of the grids is approximately 560,000.  3 grids were set in the 
region of tip clearance. 
4l 
8l 
 
Fig. 4.7 Computational domain 
 
 
Fig. 4.8 Perspective view of grids 
 77
The unsteady, 3-dimensional and filtered Navier-Stokes equations were discretized by the finite volume 
method in strong conservative form.  The rotating frame of reference of the turbine rotor was adopted.  The 
second order accuracy upwind difference scheme was used for the convection term and the second order 
accuracy implicit method was used for time discretization.  The RNG-SGS model [130], which is an LES 
model, was used to calculate the subgrid-scale turbulent viscosity.  The unsteady calculations were made in 
one-half period of the sinusoidal change in axial flow velocity (the frequency of the axial flow velocity is 
about 0.167 Hz). 
No slip boundary conditions were used for the hub surface, the pressure and suction side of the rotor 
surfaces.  The moving casing wall was used because of the rotating frame of reference.  Periodic boundary 
conditions were used for the surfaces of circumferential sides.  On the upstream boundary, the inlet velocities 
were given at each time step, where axial velocities were given from the flow rate and circumferential 
velocities given from the constant rotating speed.  On the downstream boundary, the static pressures were set 
at each time step.  The results of the steady flow calculation for φ = 0 were used as the initial condition, 
which corresponds to the experimental condition.  As for the convergence of each time step, it is found 
enough the decrease of 2-order magnitude of the relative residual in 20 iterations of the implicit calculation. In 
order to judge convergence, axial scaled residuals (x-, y- and z-velocity), mass conservation, and force 
coefficients, such as input and torque coefficients (CA and CT), were monitored. The forces coefficients (CA 
and CT) on blade surface were calculated by summing the dot product of the pressure and viscous force 
coefficients on each face with the specified force vector.  Inflow values of turbulent intensity and hydraulic 
diameter model were also specified as values of 5% and 0.09m (2(rt - rh)), respectively.  At the outflow 
boundary the static pressure is specified as atmosphere pressure. The calculations were restricted to one 
blade-to-blade passage with periodic boundaries. 
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 4.5 Results and Discussions 
4.5.1 Experimental Results 
     Fig. 4.9 and fig. 4.10 show the experimental results of the hysteretic behaviors (solid lines) of the total 
pressure coefficient CA and the torque coefficient CT against the flow coefficient φ in one-half period of the 
sinusoidal flow for φmax=0.47.  Steady characteristics are also shown in Fig. 7 with the broken lines.  CT 
values in Fig. 4.10 shows that the blades are considered to stall deeply at φ = 0.36 for steady flow case and φ = 
0.37 for unsteady (sinusoidal) flow case.  The experimental data of CT (Fig. 4.10) is fluctuating a lot after the 
deep stall, but the CA values show clearly the clockwise hysteretic loop in deep stall condition in addition to 
the counterclockwise loop in unstalled condition.  It can be considered that this mechanism of clockwise 
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Fig. 4.9 Experimental results for the total pressure coefficient in  
deep stall condition for φmax=0.47 
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loop can be explained with the concept of the dynamic stall of an airfoil, that is, the flow separates and 
attaches with the time delay for the unsteady flow case.  The repeatability of the variation of CA is almost 
good, although the repeatability of the fluctuating components of CT is not good.  The number of the peak 
(or trough) of CT in each experiment varies from 2 to 3 both near φmax= 0.47 and in the region of 0.0<φ <0.25 
in the decelerating flow. 
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Fig. 4.10 Experimental results for the torque coefficient in  
deep stall condition for φmax=0.47 
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4.5.2 Numerical Results 
    Fig. 4.11 shows the experimental and calculated results of hysteretic behaviors of CA for φmax =0.47, the 
solid and broken lines show the calculation and the experiment, respectively.  Calculated results of CA have 
the counterclockwise hysteretic loop in unstalled condition and the clockwise hysteretic loop in deep stall 
condition, although the agreements of the calculated values with experimental data are not good, especially in 
the decelerating flow.  The repeatability of variations of CA is quite good in the calculations. 
Fig. 4.12 shows the streamlines near the suction surface starting from the leading edge of the blade, 
where the number described at the centerline are the flow coefficient φ.  For φ = 0.09 and 0.18 in the 
unstalled condition, the flow near the hub surface separates more upstream than the flow near the tip side in 
the accelerating flow. Similar but smaller region of separation can be seen in the decelerating flow. Conversely, 
for φ =0.35 and 0.43 in the deep stall condition, the large flow separations can be seen around the tip regions 
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Fig. 4.11 Total pressure coefficient including deep stall condition (φmax=0.47) 
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besides the separation near the hub.  The separation region along the suction side surface in the decelerating 
flow near the tip side is larger than that in the accelerating flow. 
φ = 0.35
0.43
Accelerating flow        Decelerating flow
(b) Deep stall condition  
Accelerating flow       Decelerating flow
0.18
φ = 0.09
(a) Unstalled condition  
Fig. 4.12 Streamlines near the blade suction surface including deep stall condition (φmax=0.47) 
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In Fig 4.13, for φ = 0.09 and 0.18 in the unstalled condition, both the boundary layer separation and the 
φ = 0.35
0.43
(b) Deep stall condition
Accelerating flow          Decelerating flow
 
0.18
φ = 0.09
(a) Unstalled condition
Accelerating flow       Decelerating flow
 
Fig. 4.13 Circumferential velocity contours at midspan surface including deep stall condition 
(φmax=0.47)
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wake flow from the behind-side blade are clearly visible in the accelerating flow case but those things are 
almost nonexistent in the decelerating flow. However, for φ =0.35 and 0.43 in the deep stall condition, 
massive boundary layer separation and relatively larger wake flow can be observed in decelerating flow case. 
All these flow structures are consistent with the hysteretic behavior of the Wells turbine in both the unstalled 
and the deep stall conditions. 
Fig. 4.14 shows the streamlines starting from the trailing edge of the blade and the air flows from left to 
right in the figure.  The streamlines crossing over the blade suction surface come from the trailing edge of 
Accelerating flow                      Decelerating flow
 
Fig. 4.14 Streamlines starting from trailing edge including deep stall condition (φmax=0.47) 
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the left side blade.  A clockwise vortex exists near the hub in every picture of Fig. 4.14, which is caused by 
the strong downward flow near the trailing edge.  In additions, in the decelerating flow of φ = 0.35 in deep 
stall condition, large effects of tip clearance vortex can be seen around the trailing edge of the blade near the 
tip region. 
   Figure 4.15 shows the computed oilflows on the suction surface of the blade and the air flows from left to 
right.  For φ = 0.09 and 0.18, the spiral-type separation near the hub can be seen more clearly in the 
accelerating flow than in the decelerating flow, and the reverse flow under the spiral point in the accelerating 
Accelerating flow                      Decelerating flow
 
Fig. 4.15 Computed oilflows on the suction surface of the blade including deep stall condition (φmax=0.47)
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flow is larger than in the decelerating flow.  These observations are consistent with the hysteretic behaviors 
in unstalled condition.  For φ = 0.35, the flows both in the accelerating flow and in the decelerating flow 
separate largely, but the attached region near the leading edge in the accelerating flow is larger than in the 
decelerating flow.  This observation is also consistent with the hysteretic behavior in deep stall condition. 
 
φ = 0.35 
φ = 0.18
φ = 0.09
Accelerating flow Decelerating flow 
 
Fig. 4.16 Velocity Vectors near the suction surface, near the hub surface and near the 
surface perpendicular to the chord direction at the trailing edge (φmax=0.47) 
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Fig. 4.16 shows the velocity vectors near the suction surface, hub surface and near the surface 
perpendicular to the chord direction at the trailing edge. For each figure in Fig. 4.16, the vortex can be seen on 
the suction surface, which can be related with the spiral-focus in Fig. 4.15. Further, the vortex can be seen on 
the surface perpendicular to the chord direction at the trailing edge. 
In order to examine the relation between two vortices in each figure of Fig. 4.16, the streamline is shown 
in Fig. 4.17 for φ = 0.09 in the accelerating flow, in which the streamline starts from the spiral-focus on the 
suction surface. Fig. 4.17 shows that this vortex within the separation goes downstream with 
counterclockwise rotation. Those two vortices in each figure of Fig. 4.16 can be connected by a single vortex 
tube shown by the thick black curved line, which is illustrated by the vortex tube (2) in Fig. 4.2. 
 
 
 
 
φ = 0.09 
accelerating 
 
Fig. 4.17 The streamline started from the spiral-focus on the suction 
surface for φ =0.09 in the accelerating flow  
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4.6 Conclusions 
In order to make clear the hysteresis behavior of Wells turbine performance including deep stall condition, 
experimental and numerical investigations were made for the hysteretic characteristics including deep stall 
condition of Wells Turbine.  Conclusions are summarized as follows. 
(1) Two hysteretic loops are observed during the experiment on turbine unsteady performance. A 
counterclockwise loop is observed in unstalled condition, which can be associated with a streamwise vortical 
flow appearing near the blade suction surface. Besides, a clockwise hysteretic loop is observed in deep stall 
condition, the mechanism of which is considered to be similar to the mechanism of the dynamic stall of an 
airfoil. 
(2) The calculated turbine performance can follow the experimental results qualitatively, that is, the 
calculated results have both a counterclockwise loop in unstalled condition and a clockwise loop in stalled 
condition that is, the calculated results also show a counterclockwise loop in unstalled condition and a 
clockwise loop in deep stall condition.. 
 (3) In deep stall condition, the separation regions along the suction side surface in the decelerating flow 
are found to be larger than those in the accelerating flow, especially near the tip side of the blade. This feature 
is consistent with the mechanism of the clockwise loop of the dynamic stall of an airfoil. 
(4) The spiral-focus type separation on the hub surface, the vortex tube starting from that spiral-focus and 
going downstream with counterclockwise rotation are visualized, which is consistent with the flow structure 
in the consideration of the mechanism of hysteretic characteristics. 
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Chapter 5 
Hysteresis of the Biplane Wells Turbine in  
Deep Stall Conditions 
 
5.1 Introduction 
    Kaneko et al. [142] have proposed the biplane axial turbine for the purpose of improving the efficiency, 
the starting characteristics and the stall margin of the Wells turbine.  This biplane turbine is referred as to a 
biplane Wells turbine and the normal Wells turbine is referred as to a monoplane Wells turbine, respectively.  
In order to make clear the hysteresis behavior of biplane Wells turbine performance in deep stall condition, 
numerical investigations were made for the hysteretic characteristics in deep stall condition of biplane Wells 
Turbine. The numerical investigation was made by an unsteady three-dimensional Navier-Stokes numerical 
simulation.  The calculated turbine unsteady performance show two characteristic loops.  A 
counterclockwise hysteresis loop is observed in the unstalled condition and a clockwise hysteresis loop is 
observed in the deep stall condition.  By dividing the torque and total pressure drop coefficient values 
between the one for upstream blade and the one for downstream one, it is found that the clockwise hysteresis 
loop can be seen only for the downstream blade. 
 
5.2 Numerical Analysis 
The turbine used in the study was a biplane Wells turbine with NACA0020 airfoil blades arranged in two 
circumferential planes at a distance of half of the blade chord length of 90 mm. Each plane had 6 blades with 
a solidity of 0.57 at tip, aspect ratio of 0.5, hub-to-tip ratio of 0.7, blade sweep ratio of 0.35 and a tip clearance 
of 1 mm inside a 300 mm casing. Table 5.1 shows the detailed geometry and Fig. 5.1 shows the numerical 
model of the biplane turbine investigated. 
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Table 5.1 Model turbine geometry for the calculations of biplanes 
 
 
 
 
 
 
 
In order to investigate the hysteretic behaviors of the Biplane Wells turbine including deep stall condition, 
unsteady, three-dimensional Navier-Stokes numerical simulations were conducted for the flow field around 
two adjacent blades of the biplane Wells turbine.  A commercial code, FLUENT 5, was used in the 
numerical analysis.  The unsteady, 3-dimensional and filtered Navier-Stokes equations were discretized by 
the finite volume method in strong conservative form.  The rotating frame of reference of the turbine rotor 
was adopted.  The second order accuracy upwind difference scheme was used for the convection term and 
Blade thickness NACA0020
The Number of plane  z 2 
Number of blades  z 6 
Blade chord length  l 90mm 
Solidity at mean radius  σR 0.67 
Aspect ratio  AR 0.5 
Hub-to-tip ratio  h 0.7 
Tip clearance  TC 1mm 
Blade sweep ratio  f 0.35 
Setting angle  γ 0o 
 
    Fig. 5.1 Numerical modeled biplane Wells Turbine 
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the second order accuracy implicit method was used for time discretization.  The RNG-SGS model [130] 
which is an LES model was used to calculate the subgrid-scale turbulent viscosity.  The unsteady 
calculations were made in one-half period of the sinusoidal change in axial flow velocity. 
Fig. 5.2 Computational domain and grid system 
 
   The computation domain was extended 4 and 8 blade chord lengths upstream and downstream of blade, 
respectively as shown in Fig. 5.2.  It also shows the perspective view of the grids.  The structured, 
hexahedral grids of O-type were used around the blade, while H-type grids were used for the upstream and 
downstream regions.  The total number of the grids is approximately 720,000.  5 grids were set in the 
region of tip clearance.  
 No slip boundary conditions were used for the hub surface, the pressure and suction side of the rotor 
surfaces.  The moving casing wall was used because of the rotating frame of reference.  Periodic boundary 
4l 
8l
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conditions were used for the surfaces of circumferential sides.  On the upstream boundary, the inlet 
velocities were given at each time step, where axial velocities were given from the flow rate and 
circumferential velocities given from the constant rotating speed.  On the downstream boundary, the static 
pressures were set at each time step.  The results of the steady flow calculation for φ = 0 were used as the 
initial condition, which corresponds to the experimental condition. As for the convergence of each time step, it 
is found enough the decrease of 2-order magnitude of the relative residual in 25 iterations of the implicit 
calculation.  In order to judge convergence, axial scaled residuals (x-, y- and z-velocity), mass conservation, 
and force coefficients, such as input and torque coefficients (CA and CT), were monitored. The forces 
coefficients (CA and CT) on blade surface were calculated by summing the dot product of the pressure and 
viscous force coefficients on each face with the specified force vector.  Inflow values of turbulent intensity 
and hydraulic diameter model were also specified as values of 5% and 0.09m (2(rt - rh)), respectively.  At the 
outflow boundary the static pressure is specified as atmosphere pressure. The calculations were restricted to 
one blade-to-blade passage for each plane with periodic boundaries  
   
5.3 Numerical Results 
Fig. 5.3 shows the calculated results of hysteretic behaviors of the total pressure coefficient CA  along with 
their upstream and downstream blade components against the flow coefficient φ in one-half period of the 
sinusoidal flow for the biplane wells turbine for φ max= 0.47 which shows a small stall region. As with the case 
for the monoplane, a counterclockwise loop in the unstalled condition and a tiny clockwise loop in the stalled 
condition can be observed.  It is because the stall in the case of biplane [142] can be delayed compared to the 
stall in the case of monoplane. 
 92
  
C
A
φ0 0 .1 0 .2 0 .3 0 .4 0 .5
0
2
4
6
Total 
Upstream 
blade 
C
A
φ0 0.1 0 .2 0 .3 0 .4 0 .5
0
2
4
6
Total
Down stream 
blade 
 
Fig. 5.3 Pressure coefficient for the biplane Wells turbine including 
small stall region (φmax = 0.47) 
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Fig 5.4 and Fig. 5.5 show the calculated results of hysteretic behaviors of the total pressure coefficient CA (Fig. 
5.4) and the total torque coefficient CT (Fig. 5.5) along with their upstream and downstream blade 
components against the flow coefficient φ in one-half period of the sinusoidal flow for the biplane wells 
turbine in deep stall condition (φ max = 0.55). In these figures, a counterclockwise loop in the unstalled 
condition and a distinguishable clockwise loop in the stalled condition can be observed. 
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Fig. 5.4 Pressure coefficient for the biplane Wells turbine 
including deep stall condition (φmax = 0.55) 
 94
By dividing the upstream and downstream values separately, the clockwise loop can be seen only in the case 
for the downstream blade for both the pressure and torque coefficients. Also except a little fluctuation, the 
torque coefficient for the upstream blade shows almost the same tendencies during both the accelerating and 
decelerating condition. 
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Fig. 5.5 Torque coefficient for the biplane Wells turbine including  
deep stall condition (φmax = 0.55) 
 95
 
Decelerating Flow Accelerating Flow 
φ =0.42
φ =0.47
φ =0.54
 
Fig. 5.6 Circumferential velocity contours at midspan (φmax = 0.55) 
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Fig. 5.6 shows the circumferential velocity contours at mid span, where the numbers described at the 
centerline are the flow coefficient φ, and the air flows left to right.  In every picture of Fig. 5.6, the contour 
lines near the suction surface of the blade are denser than the ones near the pressure surface, which means that 
the boundary layer along the suction surface is thicker than the one along the pressure surface. Although the 
contours on the upstream blade suction surface are not so distinctive in these figures, for φ = 0.42 and 0.47, the 
flow on the downstream blade suction surface is more separated near the trailing edge in the accelerating flow 
than in the decelerating flow. Conversely, for φ = 0.54, the flow on the downstream blade suction surface is less 
separated at the trailing edge during acceleration than deceleration. 
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Fig. 5.7 shows the streamlines near the suction surface starting from the leading edge of the blade, where the 
φ =0.54 
φ =0.47 
φ =0.42 
Decelerating Flow Accelerating Flow 
 
Fig. 5.7 Streamlines coming from the leading edge onto the suction surface (φmax = 0.55) 
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number described at the centerline are the flow rate coefficient φ.  In all these figures, a thick separation region 
near the tip area of the upstream blade suction surface and also separation near the hub area of the downstream 
blade suction surface can be observed. The separation on the downstream blade suction surface is more evident 
in the decelerating flow than that in the accelerating flow for φ = 0.54. 
φ =0.54 
φ =0.47 
φ =0.42 
Decelerating Flow Accelerating Flow 
 
Fig. 5.8 Computed oilflow diagram on the suction surface of the upstream blade (φmax = 0.55) 
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Figs. 5.8 ~ 5.9 show the computed oilflows on the suction surfaces of the blades and the air flows from left 
to right. In Fig. 5.8, the oilflows on the suction surface of the upstream blade is shown. Although separation 
region near the tip area is evident in all these figures, no significant differences on the flow structure between 
φ =0.54
φ =0.47
φ =0.42
Decelerating FlowAccelerating Flow 
 
  Fig. 5.9 Computed oilflow diagram on the suction surface of the downstream blade (φmax = 0.55) 
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the acceleration and deceleration can be observed. In Fig. 5.9, the oilflows on the suction surface of the 
downstream blade are shown. For φ =0.42, the flow is more attached in the decelerating flow than in the 
accelerating flow. For φ =0.54, on the other hand, the flow is more attached in the accelerating flow than in the 
decelerating flow. These observations are consistent with the hysteretic loop of the downstream blade of the 
biplane turbine (Figs. 5.4 ~ 5.5). 
 
5.4 Conclusions 
In order to make clear the hysteresis behavior of biplane Wells turbine performance in deep stall condition, 
numerical investigations were made and the conclusions are summarized as follows. 
(1) In the case of a maximum flow coefficient of 0.47, as with the case for the monoplane, a 
counterclockwise loop in the unstalled condition and a tiny clockwise loop in the stalled condition can be 
observed.  It is because the stall in the case of biplane can be delayed compared to the stall in the case of 
monoplane. 
(2) In the case of a maximum flow coefficient of 0.55, distinctive stall can be seen.  The calculated 
turbine unsteady performance show two characteristic loops.  A counterclockwise hysteresis loop is 
observed in the unstalled condition and a clockwise hysteresis loop is observed in the deep stall condition.  
By dividing the torque and total pressure drop coefficient values between the one for upstream blade and the 
one for downstream one, it is found that the clockwise hysteresis loop can be seen only for the downstream 
blade. 
(3) The oilflows on the suction surface of the downstream blade show that the flow is more attached in the 
decelerating flow than in the accelerating flow for φ =0.42, and that the flow is more attached in the accelerating 
flow than in the decelerating flow for φ =0.54. These observations are consistent with the hysteretic loop of the 
downstream blade of the biplane turbine. 
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Chapter 6 
Wells Turbine with an Endplate 
 
6.1 Introduction 
As mentioned earlier, Wells turbine has the advantage of not requiring rectifying air valves and can 
extract power at low airflow rate, when other turbines would be inefficient. But the Wells turbine is also 
suffered from the limitations of a relatively narrow operating range, poorer starting characteristics and higher 
noise level in comparison to the conventional turbines. So far, many experiments have dealt mainly for 
improving the performance of the Wells turbine with focuses on both running and starting characteristics for 
the past two decades, and a few papers have been clarified the optimum geometry for the Wells turbine [69,73, 
81].  In fact, however, the optimum geometry proposed until now is not that satisfactory. McCormick 
[42,43] suggested an impulse turbine with fixed guide vanes and counter rotating rotors to be superior to the 
Wells turbine in the overall performances under the irregular flow conditions. But this turbine also suffers 
from the cost of balancing of the gears and severe noise. So the Worldwide the main trend for the wave 
energy conversion system is the Wells turbine due to its very simple geometry. Recently a special type 
impulse turbine having very thin endplates of the approximate shape of the blade profile with a relatively 
larger chord length was found to improve the efficiency by 3 to 5% [143]. The main idea of the proposed 
endplate was to minimize the adverse effect of the tip clearance of the turbine blade. In the present chapter, an 
attempt was made to improve the performance of the Wells turbine by attaching a very thin (approximately 
airfoil shaped) thin endplate with a relatively larger chord length at the tip with an aim to reduce the tip 
leakage flow thus improving the performance. Both experimental and numerical investigations were made 
and it was found that the endplate indeed contribute to the improvement of the Wells turbine performance.  
 
6.2 Endplate Geometry and the Experimental Setup 
 The test turbine specification is shown in Table 6.1 and the detailed geometry is shown in Fig. 6.1. As 
shown in the figure, the endplate symmetrically surrounds the tip profile. It can be noticed in Fig. 6.1 that the 
trailing edge of the endplate is rounded instead of being sharp. This is because the endplate is very thin 
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(0.5mm) and might fail at the sharp point due to the stress concentration on that point at the high speed of 
rotation.   The experimental setup used in the study is the same as was described in chapter 4 with the Fig. 
4.4. The methodology was also the same as described in chapter 4 except that only the steady state 
performance was measured in the the experiment 
  
Table 6.1 Turbine model with the endplate 
 
Number of plane  N 1 
Blade thickness NACA0020 
Number of blades  z 6 
Blade chord length  l 90 mm 
Solidity at tip σt 0.57 
Aspect ratio  AR 0.5 
Hub-to-tip ratio  h 0.7 
Tip clearance  TC 0.5 mm 
Blade sweep ratio  f 0.35 
Endplate spanwise thickness 0.5 mm 
Endplate chord length 96 mm 
 
Blade
(NACA0020)
Hub
End plate
a
a a
0.5
44
Unit: mm
 
 
   Fig. 6.1 Rotor blade with end plate 
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6.3 Numerical Analysis 
The method used in the calculations for the steady state performance study was the solution the 
discretized equations of the fully three-dimensional, steady, incompressible Reynolds-Averaged 
Navier-Stokes (RANS) equations, expressed in strong conservation form. In addition, turbulence closure is 
provided by the k-ε model with a modification of the low-Reynolds number model of Lam and Bremhorst 
[141] for an appropriate treatment of the near-wall region.  The schemes for the discretization are as follows: 
a linear scheme is used for pressure, second order upwind for momentum, SIMPLE for pressure-velocity 
coupling, and QUICK for turbulence kinetic energy (k) and dissipation rate (ε).  The basic governing 
equations are solved by the finite volume method.  In order to judge convergence, axial scaled residuals (x-, 
y- and z-velocity), mass conservation, and force coefficients, such as input and torque coefficients (CA and CT), 
are monitored. 
The computation domain was extended 4 and 8 blade chord lengths upstream and downstream of 
blade, respectively as shown in Fig. 6.2.  The structured, hexahedral grids of H-type were used around the 
blade.  The total number of the grids is approximately 580,000, 5 grids were set in the region of tip clearance. 
Fig. 6.3 shows the perspective view of grids used in the study. 
4l 
8l 
 
 
Fig. 6.2 Computational domain 
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For the boundary conditions, non-slip conditions were used for the hub surface and the pressure, 
suction and tip side of the rotor surface.  In calculation, the turbine hub surface is fixed with the rotor, but the 
casing surface is rotated.  The periodic boundary conditions were used for the surface of circumferential side.  
On the upstream boundary, the inlet velocities were given at each case, where axial velocities were given 
from the flow rate and circumferential velocities given from the constant rotating speed.  On the downstream 
boundary, the static pressures with a radial equilibrium distribution were set, which is used to avoid the 
artificial radial flow because of the centrifugal force.  The Reynolds number is based upon the blade chord 
length and relative velocity at mean radius, which ReR is about 1.0x105 to 3.8x105. 
The forces coefficients (CA and CT) on blade surface are calculated by summing the dot product of the 
pressure and viscous force coefficients on each face with the specified force vector.  The calculation was 
carried out with changing the rotational speed of the rotor from a high speed to a low speed step by step under 
a constant axial velocity.  At the inflow an inlet axial velocity va of about 8.9m/s is applied as the inlet 
velocity boundary condition.  Inflow values of turbulent intensity and hydraulic diameter model were also 
specified as values of 5% and 0.09m (2(rt - rh)), respectively.  At the outflow boundary the static pressure 
was specified as atmosphere pressure. The calculations were restricted to one blade-to-blade passage with 
periodic boundaries. 
 
Fig. 6.3 Perspective view of grids 
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For the hysteretic study, the unsteady, 3-dimensional and filtered Navier-Stokes equations were 
discretized by the finite volume method in strong conservative form.  The rotating frame of reference of the 
turbine rotor was adopted.  The second order accuracy upwind difference scheme was used for the 
convection term and the second order accuracy implicit method was used for time discretization.  The 
RNG-SGS model [130] which is an LES model, was used to calculate the subgrid-scale turbulent viscosity.  
The unsteady calculations were made in one-half period of the sinusoidal change in axial flow velocity. 
 
6.4 Experimental and Numerical Results 
6.4.1 Performance Characteristics 
Fig. 6.4 shows both the experimental and numerical results obtained for the total input coefficient for the 
Wells turbine with and without an endplate. Here, we can see that endplate attachment seems to reduce the 
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   Fig. 6.4 Input Coefficient for the Wells turbine with and without endplate 
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total input coefficient which can be observed from both the experimental and numerical results. However, as 
shown in Fig. 6.5, the torque coefficient CT also decreases with the endplate attachment but the relative 
decrease in the value of CT is insignificant as compared to the decrease in the value of CA. This is evident from 
the Fig. 6.9 that the efficiency as high as 51% had been obtained both experimentally and numerically for a 
flow coefficient of around 0.26. This is approximately 4% increase as compared to the Wells turbine without 
an endplate as can be observed from Fig. 6.6.  Further, in all these figures, we can see that stall is delayed 
with the endplate attachment. From Figs.6.5 and 6.6, it can be observed that the stall occurs at around a flow 
coefficient value of 0.32 to 0.34 for both the experimental and numerical results for the Wells turbine without 
endplate whereas, for the Wells turbine with endplate, the value of the flow coefficient for stall to occur is 
improved to 0.36 to 0.37 according to both the experimental and numerical analysis. Thus it is clear that with 
the end plate attachment, the value of the maximum efficiency of the turbine increases. and angle of stall 
improves effectively increasing the operating range of the Wells turbine.  
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Fig. 6.5 Torque Coefficient for the Wells turbine with and without endplate 
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6.4.2 Hysteretic Characteristics 
 Fig. 6.7shows the deep stall hysteretic behaviour of the Wells turbine with and without an endplate. As 
shown in Fig. 6.7, the input coefficient CA consists in two hysteretic loops in both the cases, one 
counterclockwise loop for the unstalled condition and clockwise loop in the deep stall condition. The torque 
coefficient CT in Fig. 6.8 demonstrates the same trend. It can be observed here that the hysteresis loop is much reduced 
with endplate than without it. However, since the general trend of the hysteretic behavior is similar to the hysteretic 
behavior of the monoplane Wells turbine as shown in the figure so the mechanism of the hysteresis should also be the 
same as described in chapter 4. However, with the endplate, the crossing point between the two hysteresis loops 
seems to be delayed which means the improvement in the stall margin and also the clockwise loop in the deep 
stall condition is somewhat reduced as compared to the monoplane Wells turbine without an endplate. 
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Fig. 6.6 Wells turbine efficiency with and without endplate 
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Fig. 6.7 Input coefficient for the Wells turbine with and without an endplate 
in deep stall condition 
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Fig. 6.8 Torque coefficient for the Wells turbine with and without an endplate in 
deep stall condition 
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As for the steady state performance enhancements, Fig. 6.9 shows the flow structure on the suction surface 
of the Well turbine at different values of the flow coefficient φ.  From this diagram, it can be seen that for all 
values of φ , the flow is more attached to the suction surface in the presence of endplate than the case without 
endplate. In the case of without endplate, tip region is almost vacant due to the tip leakage flow and the 
separation zones near the hub are more enlarged than the case with endplate. At φ =0.33, without the endplate, 
almost no streamline can be seen near the tip region and largely separated flow occurs on the suction surface. 
With the endplate for all the values of φ , a bunch of streamlines are seemed to be forced downward against 
the tip region which contribute to the enhancement of the performance. 
 
With Endplate Without Endplate
φ = 0.28
φ = 0.33
φ = 0.24
 
Fig. 6.9 Oil flow diagram on the suction surface  
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In Fig. 6.10 and 6.11, the velocity contours at three radial surfaces are shown for φ =  0.24 and 0.28. From 
these figures, it can be observed that in both the cases, the contours seem to favor the endplate configuration 
near the hub and at midspan surfaces. Particularly at midspan, contours are much regular at the suction 
surface whereas in the case without endplate boundary layer seems to separate at the suction surface. Near the 
hub, some separation occurs at the suction surface for the endplate case in both figures, but it is less than the 
separation seems to occur without the endplate case. Near the tip, the contour lines seems to be more 
streamlined for the case without endplate and some separation occur near the trailing edge for the case with 
Near 
tip
At 
midspan
Near 
hub
With 
Endplate
Without 
Endplate  
Fig. 6.10 Velocity contours for φ = 0.24 at radial surfaces  
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endplate. However, it may be due to the downwash of the tip-leakage flow as had been shown in Fig. 6.9 for 
the case with endplate. 
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Fig. 6.11 Velocity contours for φ = 0.28 at radial surfaces 
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6.5 Conclusions 
The experimental and numerical investigations have been carried out to find the effect of an endplate 
attachment on the steady state performance of the Wells turbine and also to study the hysteretic behavior after 
the attachment of the endplate. 
(1) The endplate attachment was found to improve both the efficiency and the stall margin in comparison 
to the Wells turbine without an endplate. By visualizing the flow structure on the suction surface it was 
observed that endplate remarkably suppresses the tip leakage flow thus contributing to the improvement of 
the performance of the Wells turbine. 
(2)  The hysteresis loop obtained for the Wells turbine with an endplate attachment is similar to the one 
obtained for the Wells turbine without an endplate, i.e., the counterclockwise loop for the unstalled condition 
and clockwise loop in the deep stall condition. However, the crossing point between the two loops seems to 
be delayed which means the improvement in the stall margin and also the clockwise loop in the deep stall 
condition is somewhat reduced as compared to the Wells turbine without an endplate. 
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Chapter 7 
Conclusions 
 
   The main aims of the research described in this dissertation were to investigate the hysteretic 
characteristics of the monoplane and the biplane Wells turbine in deep stall condition.  Further, it was also 
intended to chalk out new techniques to increase the performance of the Wells turbine, i.e., to increase the 
peak value of the torque coefficient, delivering better efficiency while keeping the stall angle as small as 
possible effectively delaying stall resulting in a relatively larger operating range for the Wells turbine.  The 
Hysteretic behavior is predicted by the unsteady calculations. The performance enhancement was done by a 
very thin endplate attachment at the tip surface which revealed the desired effect both experimentally and 
numerically as described in the previous chapter.  The complementary aim is to make some 
recommendations to carry out this research work for the further development of the Wells turbine. 
 
7.1 Conclusions 
7.1.1 Deep Stall Hysteresis for the monoplane Wells Turbine 
In order to make clear the hysteresis behavior of Wells turbine performance including deep stall condition, 
experimental and numerical investigations were made for the hysteretic characteristics including deep stall 
condition of Wells Turbine.  Conclusions are summarized as follows. 
(1) Two hysteretic loops are observed during the experiment on turbine unsteady performance. A 
counterclockwise loop is observed in unstalled condition, which can be associated with a streamwise vortical 
flow appearing near the blade suction surface. Besides, a clockwise hysteretic loop is observed in deep stall 
condition, the mechanism of which is considered to be similar to the mechanism of the dynamic stall of an 
airfoil. 
(2) The calculated turbine performance can follow the experimental results qualitatively, that is, the 
calculated results have both a counterclockwise loop in unstalled condition and a clockwise loop in stalled 
condition that is, the calculated results also show a counterclockwise loop in unstalled condition and a 
clockwise loop in deep stall condition. 
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 (3) In deep stall condition, the separation regions along the suction side surface in the decelerating flow 
are found to be larger than those in the accelerating flow, especially near the tip side of the blade. This feature 
is consistent with the mechanism of the clockwise loop of the dynamic stall of an airfoil. 
(4) The spiral-focus type separation on the hub surface, the vortex tube starting from that spiral-focus and 
going downstream with counterclockwise rotation are visualized, which is consistent with the flow structure 
in the consideration of the mechanism of hysteretic characteristics. 
 
7.1.2 Deep Stall Hysteresis for the biplane Wells Turbine 
For the biplane Wells turbine performance in deep stall condition, the following conclusions can be 
made from the numerical investigations: 
(1) In the case of a maximum flow coefficient of 0.47, as with the case for the monoplane, a 
counterclockwise loop in the unstalled condition and a tiny clockwise loop in the stalled condition can be 
observed.  It is because the stall in the case of biplane can be delayed compared to the stall in the case of 
monoplane. 
(2) In the case of a maximum flow coefficient of 0.55, distinctive stall can be seen.  The calculated 
turbine unsteady performance show two characteristic loops.  A counterclockwise hysteresis loop is 
observed in the unstalled condition and a clockwise hysteresis loop is observed in the deep stall condition.  
By dividing the torque and total pressure drop coefficient values between the one for upstream blade and the 
one for downstream one, it is found that the clockwise hysteresis loop can be seen only for the downstream 
blade. 
(3) The oilflows on the suction surface of the downstream blade show that the flow is more attached in 
the decelerating flow than in the accelerating flow for φ =0.42, and that the flow is more attached in the 
accelerating flow than in the decelerating flow for φ = 0.54. These observations are consistent with the 
hysteretic loop of the downstream blade of the biplane turbine. In order to make clear the hysteresis behavior 
of biplane Wells turbine performance in deep stall condition, numerical investigations were made and the 
conclusions are summarized as follows. 
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7.1.3 Wells Turbine with an Endplate 
7.1.3.1 Performance characteristics 
The endplate attachment was found to improve both the efficiency and the stall margin in comparison 
to the Wells turbine without an endplate. By visualizing the flow structure on the suction surface it was 
observed that endplate remarkably suppresses the tip leakage flow thus contributing to the improvement of 
the performance of the Wells turbine. 
 
7.1.3.2 Hysteretic characteristics 
The hysteresis loop obtained for the Wells turbine with an endplate attachment is similar to the one 
obtained for the Wells turbine without an endplate, i.e., the counterclockwise loop for the unstalled condition 
and clockwise loop in the deep stall condition. However, the crossing point between the two loops seems to 
be delayed which means the improvement in the stall margin and also the clockwise loop in the deep stall 
condition is somewhat reduced as compared to the Wells turbine without an endplate. 
 
7.2 Suggestions for Future Research 
   A numerical code used in this research reproduced well the unsteady characteristics of the Wells turbine.     
From the results of this dissertation, the unsteady performance of the Wells turbine is very sensitive to both the 
separation of the boundary layer on the suction surface and the vortical wake flow from the front side of the 
blade. And the performance in the acceleration flow process becomes lower than in the decelerating flow 
process resulting in hysteresis due to the vortical wake flow which enlarges the flow separation on the  
suction surface in the accelerating flow process which were evident from the experiment as well as 
computational investigations.. 
 To control the flow separation on the blade suction surface, a modified Wells turbine that has grooved 
lines on the pressure and suction surfaces of the blade and to reduce the effect of vortical wake flow from the 
blade suction surface, a modified Wells turbine with a passive control device such as a bypass tube on the 
hub-side were investigated experimentally [146] and were shown to be valid to improve the stall 
characteristics of the Wells turbine. However, numerical simulations can be done with these two methods to 
visualize the detailed flow structure to determine the optimum geometry for those devised techniques.  
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 Regarding Endplate attachment, both numerical and experimental investigations can be made to 
determine the optimum profile of the endplate along with the geometrical dimensions and mounting 
mechanisms. 
 Further, Wells turbine with a very thin circumferential End-Ring attachment (with different 
circumferential width) at the tip surface can be investigated both numerically and experimentally for the 
improvement of the performance since it is supposed to suppress the tip leakage flow just like the endplate. 
   Finally, although all these calculations were done with a reasonable accuracy by selecting the periodic 
zone of one blade-to-blade passage, but if the calculations are done using two or even three blades’ zone, then 
there might have some chances of better accuracy than the present simulations. 
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