Abstract. The large-time asymptotic behavior of real-valued solutions of the pure initialvalue problem for Burgers' equation u t + uu x ? u xx = 0, > 0, is studied. The initial data is of the form u 0 (x) = nx 1+x 2 + u 1 (x), where n 2 R and u 1 2 L 1 (R). Eberhard Hopf H] considered the case n = 0, and the case ku 1 k L 1 = + jnj su ciently small was considered in D]. Here we study the general case. When n < 1 we nd an explicit function U( ) such that u(x; t) = t ?1=2 U(xt ?1=2 ) + o(t ?1=2 (1 + jxjt ?1=2 ) ?1 ) as t ! 1. When n 1 the solution is no longer asymptotically self-similar, although it almost is. We give a matched asymptotic description of the solution and compute its sharp decay rate in L 1 .
x0 Introduction
This work concerns the large-time asymptotic behavior of solutions of the initial-value problem for Burgers' equation u t + uu x ? u xx = 0; x 2 R; t > 0; u(x; 0) = u 0 (x); x 2 R; the large time asymptotics of the solution u(x; t) of Burgers' equation is generally not a uniformly valid asymptotic approximation as ! 0 + .
We assume that u 0 (x) = u 1 (x) + nx 1 + x 2 ; x 2 R; where u 1 2 L 1 (R) is a real-valued function and n 2 R. Especially prominent in the study of the large-time behavior of u(x; t) are the self-similar solutions, namely those of the form u(x; t) = t ?1=2 U(xt ? The constant of integration n is chosen so that the large j j asymptotics of U( ) will coincide with those of u 0 . One of the main motivations for considering initial data of the type we have is to explore the relation between the large-time asymptotic behavior of u(x; t) and self-similar solutions with pro les satisfying (R).
The origin of the connection between these two is the work of Eberhard Hopf H] (see also EZ] , KF] ). He considered the case n = 0, and analyzed the initial-value problem and the large-time behavior (as well as the limit ! 0 + ) using a transformation which he rediscovered, and which is now called the Cole-Hopf Transformation (see also Forsythe F] , and Cole C] ). This transformation consists of the following. Then nally the solution of the initial-value problem for Burgers' equation is given by the explicit formula u(x; t) = ? v x (x; t) v(x; t) ; x 2 R; t 0:
This transformation from solutions of the heat equation to solutions of Burgers' equation, when specialized to similarity solutions, becomes the standard linearization procedure for solving the Riccati equation (R): ifṽ(x; t) = t ?n=2 V (xt ?1=2 ) is a self-similar solution of the heat equation, so that V solves the linear ordinary di erential equation (L) nV + V 0 ( ) + V 00 ( ) = 0; then U = ?V 0 =V solves (R). When n = 0 we have R 1
?1 u(x; t) dx = R 1 ?1 u 0 (x) dx = for all t 0, hence Hopf considered the solution U of (R) such that = for all integers r 0 and all 1 < s 1. If ln(2 + jxj) u 2 (x) is integrable over x 2 R for some > 0 (such as for the particular choice u 2 (x) = n 1+x 2 we consider in this work) the above estimate was also proved D1] to hold when s = 1. The pro le U was not computed explicitly in that work, nor was the Cole-Hopf transformation involved in the proofs, since the result was actually proved for a dispersive generalization of Burgers' equation to which the Cole-Hopf transformation does not apply.
The problem of extending the above results to allow large initial data is interesting for reasons which extend beyond the context of Burgers' equation by itself. The problem belongs to the wider study of the large time behavior of solutions of nonlinear dispersivedissipative wave equations, which have been receiving increasing attention; NS2] , the large-time behavior of some more general equation is found to coincide with that of a solution of Burgers' equation. Hence a deeper study of the large time behavior of solutions of Burgers' equation can have rami cations for other equations as well. But also, according to the classi cation scheme discussed in D2], the solutions of Burgers' equation of the type considered here are said to be in the balanced case, where nonlinear and dissipative e ects are both supposed to make leading-order contributions to the large-time behavior. However, this classi cation scheme is based on the presumption of asymptotically self-similar behavior, which holds for small initial data. Only a relatively small fraction of the above work applies to the balanced case; it is more di cult because nonlinear e ects cannot be treated as small perturbations, especially when the solutions are large. In the case of Burgers' equation, its integrable structure makes the study of its large solutions feasible, thus providing a window into the type of behavior we might expect in other equations as well. This study will provide valuable clues as to whether or not the asymptotic balance in a solution can depend merely on the size of the initial data, the other parameters relevant to the classi cation (see D2]) remaining xed.
Thus our main goal for this present work will be to describe in detail the leading-order large-time behavior of solutions of Burgers' equation arising from initial data of the above type without any size restrictions on ku 1 k L 1 or n. Our strategy for generating the leadingorder termũ(x; t) of the large-time asymptotics of u(x; t) is to nd a su ciently accurate asymptotic approximationṽ(x; t) to the solution v(x; t) of the heat equation, and then apply the Cole-Hopf transformation, i.e.ũ(x; t) = ?~v x (x;t v(x;t) . The leading-order large-time asymptotics of the solution v(x; t) of the initial-value problem for the heat equation has been studied from a di erent point of view in Den1], Den2], and VDZ] (Theorem 1, page 195). But those results are not su cent for our purposes.
When n < 1 the leading-order term for the asymptotics of u(x; t) will be found to be selfsimilar,ũ(x; t) = t ?1=2 U(xt ?1=2 ), with an explicitly determined pro le U( ), depending on and n (see Theorem 0.1 below for an exact statement). as ! 1, where U( ) is given by the same explicit formula that we found applied to the case n < 1. U 1 ( ) = solves (R) with n = 1, and corresponds to a rarefaction solution of Burgers' (and inviscid Burgers') equation , W] . It of course has the wrong large j j asymptotic behavior to be compatible with initial data of the type we are considering.
Hence in the region j j p (n ? 1) there is a rapid transition from U 1 ( ) to U( ). We will call the region j j p (n ? 1) the rarefaction region. Our picture applies whenever t is su ciently large so that all the poles of U( ) are within the rarefaction region.
The case where n 1 is an integer is similar to the case n > 1, n = 2 Z, although some transitional peculiarities appear in the case n = 1. This case is described in detail in Theorem 0.3 below. It will also be our goal to control the relative error between t 1=2 u( t 1=2 ; t) and our leading-order asymptotic approximation t 1=2ũ ( t 1=2 ; t) as t ! 1. This was already done in an average sense for small jnj in D1], since the error was controlled in L 1 but U( ) decays too slowly to be in L 1 . Here we intend to strengthen those results by obtaining weighted L 1 estimates on the error, where the weights exactly re ect the behavior ofũ(x; t). This will demonstrate that we have found the correct leading-order term as t ! 1, regardless of how x varies. Naturally, this will entail some further assumptions on u 1 (x) beyond merely that u 1 2 L 1 . We succeed in doing this except for the case n = 0, where U( ) decays exponentially as j j ! 1, and even more stringent assumptions on u 1 would probably be required in order to control the relative error. When n 1 we also fail to control the relative error in the rarefaction region for the x derivatives of u (see below). When n < 1, the homogeneous functioñ v 0 (x) = jxj ?n cosh( 2 ) ? sinh( 2 ) sgn(x)] = jxj ?n e ? =2 x > 0; jxj ?n e =2 x < 0; with the same large jxj asymptotics as v 0 (x) is integrable in a neighborhood of x = 0.
?1 e ?ikx v 0 (x) dx is integrable in a neighborhood of k = 0; for n > 1 we have v 0 2 L 1 and hencev 0 (k) is bounded and absolutely continuous. As n increases, v 0 becomes more rapidly decaying andv 0 more regular. The cases where n is a positive integer are critical when one looks at the asymptotic expansion ofv 0 (k) as k ! 0.
Hence it is natural to consider three cases: n < 1, n > 1 but n = 2 Z, and n 1 an integer.
Our rst main result is the following.
Theorem 0.1 (n < 1). Suppose u 0 (x) = u 1 (x) + nx 1+x 2 , where u 1 2 L 1 (R) and n < 1. (1 + j j) n+2r+2 + 1 t (n?1)=2 e ? 2 =2 (1 + j j) n + 1 :
De neũ(x; t) = ?ṽ x (x; t)=ṽ(x; t). Then we have the asymptotic estimate
Remarks. The extra assumptions on u 1 are su cient to cause the integral de ning M 0 in
(1) to converge. When n 2 is an integer, the de nition of z r+1 is identical to that made in the case n > 1 not an integer. The de nition ofṽ looks the same, but the de nition of V ( ) is di erent, depending on whether n > 1 is an integer or not.
Our nal In this section we will show how to prove Theorems 0.1, 0.2, and 0.3, which are all weighted decay estimates of the quantity @ m x (u ?ũ), where u = ?v x =v is the solution of Burgers' equation under study, andũ = ?ṽ x =ṽ is its large-time asymptotic approximation.
We will do this assuming the validity of certain weighted asymptotic estimates on the quantities 1=ṽ, @ xṽ , and @ x (v ?ṽ). The exact form of the weighted estimates on these quantities and their proofs di er between the three cases, n < 1, n > 1 not an integer, and n 1 an integer. Thus in section 2, 3, and 4 we will prove those estimates separately. But the nonlinear estimates for all three cases can be treated in an uni ed manner, and so that will be the topic of this section.
We have 
where the sum in a is over all mappings a: P ! M n satisfying the conditions
Remarks. As usual, empty sums are understood to have the value zero. Hence the sum in need only be taken over those 2 M n such that j j j j. Also, the mappings a satisfying the two conditions above will always be supported on the set of those such that . The values of such mappings will always satisfy a( ) . Thus the sum in a is always a nite sum. We are also making the convention that 0 0 = 1. Thus the apparently in nite product over is in fact only a nite product.
If we apply this Lemma with m = 1; n = 2, we get @ r+1 x g(f 1 (x); f 2 (x))] = (r + 1)! X n 1 0;n 2 0;integers 1 n 1 +n 2 r+1
(@ n 1 y 1 @ n 2 y 2 g)(f 1 (x); f 2 (x))
where the sum in (a 1 ; a 2 ) is over all pairs of functions de ned for integers 1 r + 1, with integer values such that 0 a 1 ( ) n 1 ; 0 a 2 ( ) n 2 , and We will apply this formula with g(y 1 ; y 2 ) = ln(1+ y 1 y 2 ), f 1 = v ?ṽ, and f 2 =ṽ. To compute the partial derivatives (@ n 1 y 1 @ n 2 y 2 g)(y 1 ; y 2 ) in this case we apply Lemma 1.1 again, this time with m = 2; n = 1; g(y) = ln(y); f(x 1 ; x 2 ) = 1 + x 1 x 2 , to obtain (after some manipulation) @ n 1 y 1 @ n 2 y 2 ln 1 + y 1 y 2 = 1 y n 1 +n 2 2 n 1 +n 2 X j=maxf1;n 1 g C(j; n 1 ; n 2 ) (1 + y 1 y 2 ) j y 1 y 2 j?n 1 :
The constant C(j; n 1 ; n 2 ) in the above is de ned by C(j; n 1 ; n 2 ) = (?1) n 2 +j?1
where the sum in b is over all integer valued functions b( 1 ; 2 ), de ned for integer arguments 0 1 1; 0 2 n 2 ; 1 + 2 > 0, such that 0 b( 1 ; 2 ) j and 
where the sum in (a 1 ; a 2 ) is as before.
For our weighted estimates we will use the weight function w (x; t), which will faithfully re ect the behavior in x and t of @ xṽ (x; t), and the weight function z (x; t) = w (x; t)=w 0 (x; t), which will re ect the behavior of @ x lnṽ. These functions will have di erent de nitions in the three cases we will discuss in detail later. The main property of these weight functions that we need to assume is the following.
Interpolation Inequality. For all nonnegative integers r, a(1); : : : ; a(r + 1), such that P r+1 =1 a( ) = r + 1, there exists a constant C > 0 such that for all x 2 R and t 1 we have r+1 Y =1 z (x; t) a( ) Cz r+1 (x; t):
We will assume the following three linear estimates have been established. Linear Estimates.
(1) sup : a 1 ( ) = 0 for all = 1; : : : ; r + 1, if and only if n 1 = 0. By the linear estimate (2) the sum in (a 1 ; a 2 ) contained in terms where n 1 = 0 is bounded independently of t, and hence its product with K(t; 0; n 2 ) tends to zero as t ! 1. For terms with n 1 > 0 we must have a 1 ( ) > 0 for some 1 r + 1, and so such terms also tend to zero as t ! 1 by linear estimates (2) and (3).
x2 Linear Estimates for the Case n < 1
The purpose of this section is describe the asymptotic approximationṽ to v which is appropriate for the case n < 1. The weight functions w and z will be de ned, and the Interpolation Estimate from x1 veri ed. Then we will prove the three Linear Estimates from x1, completing the proof of Theorem 0.1. are the Hermite polynomials, with purely imaginary roots. In particular, when n is an even negative integer and = 0, we have V ( ) = He ?n ( ), so that U = ?V 0 =V is a rational function (see K]).
Using the known asymptotics of the con uent hypergeometric function (see 13. as ! 1, j arg( )j =4 ? .
When 1 this statement gives the leading-order term provided n is not an integer satisfying n 0 < n + . When n takes on one of these exceptional values, the leadingorder term we have written vanishes, and it holds that V ( ) ( ) = o(j j ?n? ) as j j ! 1. If n 0 is an integer and also n + 0 then ?(n + )=?(n) = (n + ? 1) : : : (n + 1) n, where I 1 is the integral over ?1 y 1, I 2 is the integral over 1 y < 1, and I 3 is the integral over ?1 < y ?1. We will bound each of these separately.
To show that I 1 ! 0 as t ! 1 we use Peetre's inequality (1 + j j) n+ C(1 + j ? yj) jn+ j (1 + jyj) n+ , where C > 0 is independent of or y. Also, using the expression forṽ 0 (y) given in the introduction we have that there are constants C 0 > 0; C 00 > 0, independent of x 2 R and t 1, such that jI 1 j C 0 Since n < 1, this quantity tends to zero as t ! 1 by the dominated convergence theorem. We will show that I 2 ! 0 as t ! 1. Using this result we have shown that lim t!1 sup 2R (1 + j j) n+ jJj = 0.
For the boundary term J j , we note that the limit y ! 1 makes no contribution. Since (1 + j j) n+ jHe ?j ( ? 1)j exp ? 1 2 ( ? 1) 2 ] is bounded independently of 2 R, we have by the last displayed result (where is replaced by j ? 1) again that lim t!1 sup 2R (1 + j j) n+ jJ j j = 0, j = 1; : : : ; . Thus we have shown that I 2 ! 0 as t ! 1, uniformly in . x3 Linear Estimates for the Case n > 1, n = 2 Z Now suppose n > 1 and n = 2 Z. As in section 2, our goal in this section is to derive the form ofṽ, de ne the weight functions, and to verify the interpolation inequality and the three linear estimates from section 1. The large-time asymptotics of the solution v(x; t) of the heat equation with initial data v 0 are well-known to arise from the asymptotic expansion ofv 0 (k) as k ! 0. We did not pursue this approach when n 0 because in that case the asymptotic expansion ofv(k) would necessarily involve distributions. ( 2 ) cos( 2 n) jDj n?1 G]( ) ?
sinh ( 2 ) sin ( 2 n This formula agrees with our previous expression for V ( ) derived when n < 1, as one can see by applying the re ection formula for the Gamma function. However, this formula has a pole at every positive integral value of n, and when n > 1 it will generally happen that V ( ) = 0 has a real solution . It will be useful in the proof of Linear Estimate (3) Using formulae (12) and (13) But usingṽ 1 insteadṽ (de ningũ 1 = ?@ x lnṽ 1 ) still does not lead to estimates of @ r x (u?ũ 1 ) such as were obtained in the case n < 1. This is because @ r x (u ?ũ 1 ) depends not only on @ x (v ?ṽ 1 ), but also on @ xṽ 1 , and and we have not seen how to fully compensate the slower decay of this latter quantity by the better estimates obtainable on @ x (v ?ṽ 1 ).
In keeping with this new (non-self-similar) expression forṽ we will introduce new weight functions (as usual = xt ?1=2 ) w (x; t) = (1 + j j) (1 + j j) n+2 + 1 t (n?1)=2 e ? 2 =2 (1 + j j) n + 1 :
The rst factor is the weight function which was used in section 2. The second factor is not bounded; in fact it grows logarithmically in t in some regions. Despite the complicated nature of these weight functions, we will now prove that the Interpolation Estimate of section 1 is satis ed. Proof. Immediate.
The rst step in the proof of Linear Estimate (3) is the following.
Lemma 3.4. Suppose n > 1 and n = 2 Z. Supposeṽ(x; t),ṽ 1 (x; t), and w (x; t) are de ned as above. Then for all integers 0 we have
Proof. There is nothing to prove unless N 2. In that case
We will prove the same weighted estimate on each term of this sum. After some manipulation we get G (s+ ) ( ) t (1+s+ )=2 w (x; t) C t (n?1?s)=2 (1 + j j) n+2 +s e ? 2 =2 t (n?1)=2 (1 + j j) n+2 e ? 2 =2 + 1
s t (n?1)=2 (1 + j j) n+2 e ? 2 =2 t (n?1)=2 (1 + j j) n+2 e ? 2 =2 + 1 : Let > 0 be given. Clearly, if 1 + j j t 1=2 then this quotient is bounded independently of and t 1 by C s . On the other hand if 1 + j j t 1=2 then the quotient is bounded by Ct (n?1?s)=2 (1 + j j) n+2 +s e ? 2 =2 :
Since (1+j j) a e ? 2 =2 is an exponentially decreasing function of j j for su ciently large j j, the above quantity must be less than if t is su ciently large.
Since 1 w (x; t) t 1=2 (1 + j j)] n+ ;
in order to complete the proof of Linear Estimate (3) it su ces to prove the following.
Lemma 3.5. Suppose n > 1 and n = 2 Z. For every integer 0 we have
Proof. We have the following formulae:
v(x; t) = Now we intend to integrate by parts times, rst over the intervals ?A; ? ] and ; A], and then let ! 0 + and A ! 1. Each time another derivative is applied to v 0 (y p t)?ṽ 0 (y p t) the singularity at y = 0 gets worse, so we must chose the antiderivative of the other part so that at each stage we have an absolutely convergent integral. The contributions of the endpoints vanish in the limit ! 0 + and A ! 1. This process yields nally @ x v(x; t)?ṽ 1 (x; t)] = where I 1 is the integral over jyj 1, I 2 is the integral over y 1, and I 3 is the integral over y ?1. We will estimate these three separately.
To deal with I 1 we use the integral form of the Taylor This quantity is bounded for jyj 1. Furthermore, for each xed and nonzero value of y, jyj 1, the above expression evaluated at y p t tends to zero as t ! 1 (as was shown in section 2). Thus by the dominated convergence theorem, jI 1 j ! 0 as t ! 1, uniformly for 2 R.
The arguments required to deal with I 2 and I 3 are essentially the same; we will explain the one for I 2 . We apply H older's inequality, and exactly as in section 2 we show that V ( ) = (?1) n?1 (n ? 1)! L n (ln jDj G (n?1) )( ) + 2 N n (HG (n?1) )( ) :
This expression for V ( ) only applies when n 1 is an integer.
Using the expressions we derived in section 3 for jDj n?1 G and jDj n?1 HG in terms of con uent hypergeometric functions, as well as the known large asymptotics for con uent hypergeometric functions (13.1.5, page 504 of AS]) we obtain the asymptotics (jDj n?1 G)( ) ?(n) cos(n 2 )j j ?n as j j ! 1, (jDj n?1 HG)( ) ?(n) sin(n 2 ) sgn( )j j ?n as j j ! 1.
These hold uniformly for all complex values of n, <n > 0. Using these we have the following large j j asymptotics of HG (n?1) :
(HG (n?1) )( ) (?1) n?1 (n ? 1)! ?n as j j ! 1, for every positive integer n 1. By Theorem 9.4 of Was] we can di erentiate the asymptotic expansions of jDj n?1 G and jDj n?1 HG with respect to n. Thus we obtain (ln jDj G (n?1) )( ) (?1) n (n ? 1)! 2 sgn( ) ?n as j j ! 1, for every positive integer n 1. Thus we have that V ( ) cosh( 2 ) ? sinh( 2 ) sgn( )]j j ?n ; as j j ! 1. Because this term is slowly decaying in , it will become dominant as t ! 1; j j ! 1, despite the fact that it is not so important when t ! 1 and is a xed constant.
So when n 2 is an integer, we can use the same weight functions w (x; t) and z (x; t) as in section 3. Hence the interpolation estimate for n 2 has already been proved in Lemma 3.1. But when n = 1 we de ne w (x; t) = ln(t)(1 + j j) The proof of the interpolation estimate for the case n = 1 is extremely similar to the proof of Lemma 3.1. (We let a = ln(t)(1 + j j)e ? 2 =2 , which is positive for t > 1, and then the rest of the proof applies without change.)
When n 2 is an integer we de nẽ v(x; t) = M 0 t 1=2 G( ) + V ( ) t n=2 : This is not a solution of the heat equation, but adding the extra term to make it a solution is not necessary, since the extra term is negligible in comparison with the weight function w 0 (x; t) de ned in section 3.ṽ(x; t) is positive valued for all su ciently large t. When n = 1 we de neṽ (x; t) = 1 t 1=2 M 0 + cosh( 2 )(?2 + ln t) G( ) + V ( ) : This is a solution of the heat equation. It is positive valued for all su ciently large t.
Linear Estimate (1) can now be proved as in Lemma 3.2. That Lemma already applies when n 2 is an integer. When n = 1 the de nition ofṽ(x; t) and w 0 (x; t) are di erent, but the proof of Lemma 3.2 can be modi ed to apply to this case quite easily: t n?1 2 should be replaced by ln t, and certain constants should be adjusted slightly.
Linear Estimate (2) for the case n 1 an integer follows as trivially as it did in Lemma 3.3. The proof of Linear Estimate (3) will take place in two steps, analogous to Lemmata 3.4 and 3.5. The statement of Lemma 3.4 now holds for all integers n 1, whereṽ,ṽ 1 , and w have the appropriate de nitions given above. The proof is exactly along the lines of the proof of Lemma 3.4
It will be necessary for the proof of the analog of Lemma 3.5 to be able to express @ x v(x; t) ?ṽ 1 (x; t)] as a convolution of the heat kernel with a certain distribution. As we have already pointed out, the terms comprisingṽ 1 (x; t) arise from an asymptotic expansion We could have expanded v 0 (x) in terms of the basis u ; v and their associated generalized eigenvectors, but when = ?n is a negative integer we will instead use (n?1) ; x ?n as the basis of the eigenspace, and x ?n sgn(x) as the generalized eigenvector of degree m = 1 associated to the eigenvector (n?1) . The distributions fjxj ?n ; jxj ?n sgn(x)g = fx ?n ; x ?n sgn(x)g appearing in the expansion of v 0 (x) are both de ned by the rule hx ?n sgn(x) l ; i = for all 2 S(R), l = 0; 1. Even though these two distributions are de ned in the same manner, they have di erent homogeneity properties. In conformity with the notation of previous sections we will de ne the distributioñ v 0 (x) = jxj ?n cosh( 2 ) ? sinh( 2 ) sgn(x)]:
If such an expression occurs in an integral, it will represent the ordinary function with the same de nition. In that case care must be taken to insure that the integral converges. It is possible to demonstrate directly from this that the condition n r( x) ! 0 in S 0 (R) as ! 1 holds. This implies that v 0 (x) has the particular expansion we have stated. The consequences of the de nition of M n?1 we have given earlier in this section are evident in the above.
We can also show that the Fourier transform of the expansion of v 0 (x) gives rise to the asymptotic expansion ofv 0 (k) we stated earlier. The Fourier transforms of the other terms of the expansion of v 0 (x) obviously agree with the corresponding terms in the asymptotic expansion ofv 0 (k) at k = 0.
The following is the analog of Lemma 3.5.
II : R 0 ! 1, R 2 ! 0, ! 1, t ! 1. The region II is quite narrow. In fact, using the asymptotic technique described on page 13 of O], we have that the value of where the ratio R has a positive constant value is given asymptotically by ; as t ! 1. Nevertheless, the region II is nonempty, since it includes the values of where R is constant, 0 < < 2. In this regionũ(x; t) c 1 t ?1=2 R ?1 1 , and the ratio R 1 ranges throughout the interval (0; 1). This allows the solution to accomplish a rapid transition from the \rarefaction" in region I to the self-similar solution in regions III . This analysis extends to the case n = 1 essentially by replacing t (n?1)=2 by ln t in the de nition of R . We omit the details.
The proof of the sharp decay estimate in Theorem 0.4 in the case n < 1 is essentially given in the remark after Theorem 0.1. Now we will prove the decay estimates stated in Theorem 0.4 for the cases n 1. We begin with the observation that sup t e 2 @ r xũ (x; t) z r+1 (x; t) L 1 (x) < 1: This is proved along the similar lines as Lemma 1.3 using Linear Estimate (2) by Theorems 0.2 and 0.3. Now we will show that when n 1 and r = 0 then the above decays estimates are sharp, i.e. lim inf as t ! 1. Thus lim t!1ũ (x(t); t)=z 1 (x(t); t) = 1 as claimed. This completes the proof of Theorem 0.4.
