Abstract. Pivoting through a popular language with more parallel corpora available (e.g. English and Chinese) is a common approach to build machine translation (MT) systems for low-resource languages. For example, to build a Russian-toSpanish MT system, we could build one system using the Russian-Spanish corpus directly. We could also build two systems, Russian-to-English and English-toSpanish, as the resources of the two language pairs are much larger than the Russian-Spanish pair, and use them cascadingly to translate texts in Russian into Spanish by pivoting through English. There are, however, some confusing results on the Pivot MT approach in the literature. In this paper, we reviewed the performance of Pivot MT with the United Nations Parallel Corpus v1.0 (UN6Way) using both English and Chinese as pivot languages. We also report our system performance on the CWMT 2018 Pivot MT shared task, where Japanese patent sentences are translated into English using Chinese as the pivot language.
Introduction
The idea of Pivot MT is to build MT systems for a language pair where the availability of its parallel corpus (A-C) is either absent or comparably smaller than the existing parallel corpora paired with a 'pivot' language B, i.e. the A-B and B-C corpora [22] [11] . When the availability of parallel corpus A-C is small, taking advantage of A-B and B-C corpora is the main approach to translating sentences from A to C. It is one of the enabling technologies to build MT systems for low-resource languages. There are many strategies in the literature on how to realise this idea in MT systems. Recently it was shown that zero-shot Neural Machine Translation (NMT) could also be trained in the same model for both A-to-C and C-to-A translation directions using only A-B and B-C corpora [6] . However, there is still a big gap on the results compared to the pivot approach of translating with cascading A-to-B and B-to-C models [12] .
Two pivot strategies are compared in Utiyama and Isahara (2007) , namely phrasetranslation and sentence-translation. [22] . In the sentence-translation strategy, the two models (FR-to-EN and EN-to-DE) were used directly. An input French sentence is first translated into an English sentence using the FR-to-EN model and then the MT-ed English sentence is translated into a German sentence using the EN-to-DE model. We refer to this sentence translation strategy as "Naïve Pivot MT" (or "Triangulation" in some literature). In the phrase-translation strategy, two Statistical MT (SMT) models are trained (FR-to-EN and EN-to-DE) and the phrase translation probabilities from the two phrase-tables are used to create a FR-to-DE phrase-table, which is then used along with a monolingual German language model (LM) in the FR-to-DE MT system.
In Wu and Wang (2007) , translation probabilities are interpolated using a small bilingual corpus. The method calculates phrase-translation probabilities and lexical weights from Source-to-Pivot and Pivot-to-Target MT models. The interpolated model for SMT [24] increased BLEU score by one point using 22,000 pairs of Chinese-Japanese parallel data [15] .
The zero-shot translation approach, where only one neural network is trained with corpora of several translation pairs and directions, has also been proposed [6] . For example, in the training of that single neural network, Portuguese-to-English and Englishto-Spanish directions are both used, with the idea that the one network is able to translate from Portuguese to Spanish, even though there is no direct Portuguese-to-Spanish parallel data used in training. However, in a later review of the approach, the scores using the UN6Way corpus [27] for Pivot MT are below 10 in terms of BLEU in most translation directions [12] .
In this paper, we examine the idea of Pivot MT using the Naïve Pivot MT approach for comparison purposes. Both SMT and NMT approaches are employed as base models in the experiments. Our goal is to give an overview of the performance of Pivot MT in a fair setting and to clarify some confusing results reported in the literature, e.g. pivoting through English performed better than models trained with direct parallel corpora using the JRC-Acquis corpus [20, 8] .
The rest of the paper is organised as follows. In Section 2, we give an introduction to Pivot Machine Translation. In Section 3, our experiments are presented, followed by discussion in Section 4. Conclusions are given in Section 5.
Pivot Machine Translation
Pivot MT is the technology that we use to build A-to-C and/or C-to-A MT systems without (or with little) parallel data of the A-C language pair. A 'pivot' language B could be used to help build A-C MT systems if there are decent sizes of A-B and B-C parallel corpora to be taken advantage of [22, 24, 8, 6] .
In addition to the main Pivot MT approaches mentioned in Section 1, there are several strategies proposed to further improve pivoting performance. A joint training algorithm is introduced to connect the two separate models in the training phase [2] . Further work on the use of word embeddings in the pivot language is also suggested for Pivot NMT systems [6] . A method incorporating Markov random walks is introduced to alleviate the error propagation problem in Pivot MT, by connecting translation phrases of source and target languages [26] .
A Teacher-Student Framework for zero resource NMT is proposed in [1] . The idea is to use a pivot-to-target NMT model (as "teacher") to guide the training of the sourceto-target (the "student") model, in which source-target parallel data is not available. The framework might also work using SMT systems, but no experimentation exists on this.
An NMT-based pivot translation method has been proposed [5] . The architecture used in its 'one-to-one' strategy is the same as the "sentence translation strategy" described in [22] . The only difference is that SMT models are replaced by NMT models.
A single attention model is introduced to be shared across all language pairs, which enables the training of multi-way translation system in one NMT model [5] . Accordingly, the second strategy proposed in [5] is the use of 'many-to-one' translation in pivot MT. The strategy is while translating from ES to FR, the Spanish sentence is first translated into English using the ES-to-EN NMT model, and then from 'both' the original Spanish sentence and the MT-ed English sentence, into a French sentence using a "multi-way multilingual NMT" model. However, the two strategies do not perform well in the reports [5] .
Experiments
We conduct our experiments on both SMT and NMT models. We used the caseinsensitive 4-gram BLEU metric [15] for evaluation, and sign-test [3] for statistical significance testing.
We employ Moses [9] to build our phrase-based SMT models. The 5-gram language models are trained using the SRI Language Toolkit [21] . To obtain word alignment, we run GIZA++ [14] on the training data together with News-Commentary11 corpora. We use minimum error rate training [13] to optimize the feature weights. The maximum length of sentences is set as 80.
We employ an attentional encoder-decoder architecture as described in [16] using the Marian framework 1 [7] , implemented in C++. We pre-process the data with similar routines in Moses 2 [9] , using the following steps: entity replacement (applied to numbers, emails, urls and alphanumeric entities), tokenization, truecasing and byte-pair encoding (BPE) [17] with 89,500 merge operations. The models are trained on sentences of lengths up to 50 words with early stopping. Mini-batches were shuffled during processing with a mini-batch size of 80 sentences. The word-embedding dimension and the hidden layer size are 512. We selected the model that yields the best performance on the validation set.
For the experiments using the UN corpus, we built three MT systems (A-to-B, B-to-C and A-to-C) for each pivot triplet (A-B-C). The base MT model is either SMT or NMT. We used the default settings of Moses 4.0 as the base SMT model, and the Transformer model as implemented in [25] as the base NMT model.
There are more than ten million sentence pairs in the UN6Way corpus [4] . In addition to using the complete set of sentence pairs, we also randomly chose 500K sentence pairs for the experiments. This random subset of UN6Way Corpus is referred to as UN6Way-500K in this paper in order to investigate the effect of increased training data size. The corpus contains the same sentences in each of the six languages, i.e. Arabic, Chinese, English, French, Russian and Spanish. However, we do not include experiments involving Arabic (in both SMT and NMT systems) and Russian (in SMT systems) as they require additional pre-processing and post-processing.
Chinese sentences are segmented using the open-source Jieba segmenter 3 [23] . Segmented Chinese sentences are used as source and target for the MT system training and test data. No additional pre-processing and post-processing tools are used. Likewise, tokenised English, French and Spanish following Moses 4.0 default settings are used as source and target for training and test data. Our experiments focus on comparing the MT performance with and without pivoting, i.e. A-to-C versus A-to-B-to-C using B as pivot.
Results of Direct MT Systems
The performance of SMT systems trained with the UN6Way-500K corpus is shown in Table 1 . The results are obtained using direct (i.e. A-to-C) MT systems. We can see from the table that the BLEU scores of translations to and from Chinese are much lower than translations between any two of the three European languages (English, French and Spanish).
Looking at the scores of the two translation directions of one language pair in Table 1 , it can be seen that inter-translations between two of the three languages, English, French and Spanish, are of the same MT performance in terms of BLEU scores. For example, EN-to-ES and ES-to-EN are 47.77 and 46.45, respectively. For translation pairs involving Chinese and Russian, however, the performance is quite different between the two translation directions of a language pair. For example, ZH-to-ES is 31.14 in terms of BLEU and ES-to-ZH is 18.91. There are more than 10 points difference in general between translations to and from Chinese. The performance of direct NMT systems trained with the UN6Way-500K corpus is shown in Table 2 . We can also observe that scores of translations to and from Chinese are lower. However, NMT systems in general performed better than SMT systems to and from Chinese. Using the UN6Way-500K corpus for MT training, SMT performed better in some translation pairs and directions, e.g. FR-to-EN and ES-to-RU, and NMT performed better in others, e.g. ZH-to-EN and FR-to-ZH.
The results also show that despite UN6Way-500K being a relatively small corpus for NMT training, NMT models are able to outperform their SMT counterparts in most language pairs and translation directions involving Chinese. We believe this is because SMT relies on word segmenters to pre-process Chinese sentences, while NMT systems incorporate BPE to learn subword units during the training [18] . For other language pairs and translation directions, however, SMT outperformed NMT trained with small corpora. The performance of SMT and NMT systems trained with the whole UN6Way corpus is shown in Table 3 and Table 4 , respectively. We can still observe that translations to and from Chinese are lower in general, but the differences between those language pairs not involving Chinese are smaller.
For direct SMT systems, when the size of the training corpus is increased from 500K to 11M, the BLEU scores improve by 10 points in general. Systems translating into Chinese were observed to have a bigger improvement compared to other language pairs and translation directions, e.g. English-to-Chinese improves from 22.49 to 37.87 in terms of BLEU. 
Results of Pivot MT Systems
In this section, the results of our Pivot MT systems are shown. They are derived from the same base systems in Tables 1 and 2 . The scores of *-direct systems are repeated from either Table 1 , 2 or 4, for easier comparison with results using Pivot MT. Table 5 shows the results of pivoting through English using SMT base systems trained with the UN6Way-500K corpus. It shows that for French and Spanish, direct MT in general outperformed pivoting through English by one to two points in terms of BLEU. Table 6 shows the results of pivoting through English using NMT base systems. It shows pretty much the same comparative results as those using SMT. For French and Spanish, the performance of pivoting through English is lower than direct NMT by two BLEU points. For translation directions involving Chinese, the performance is comparable. In general, comparing Tables 5 and 6 , we see that performance with NMT is 2-5 BLEU points better than SMT. However, for some language pairs and translation directions (e.g. RU-to-ES), the SMT performance is much better (almost 8 BLEU points) than that of NMT. This is also observed in results using the complete set as training data. This experimental result will be examined further in future work. Table 7 shows the results of pivoting through English using NMT base systems where the whole UN6Ways corpus is used for training. The impact of using more data is significant. By increasing the training from 500K to 11M, the BLEU scores have increased by 10 points in general for both direct models and pivot models using English as pivot language. The gaps between results of direct models and pivot models are larger. This indicates that the pivot strategy is more suitable to be used in small corpus, and this is the situation we would like to employ it. 
Impact of Pivot Choice
In addition to using English as pivot, we also conduct experiments using Chinese as the pivot language. Table 8 shows the results of pivoting through Chinese using SMT base systems trained with the UN6Way-500K corpus. One notable result is that the MT performance pivoting through Chinese to and from English, French and Spanish, is much lower than direct MT models by twelve BLEU points on average. The results are intuitive and confirm that it is beneficial to choose a pivot language that is linguistically close to both source and target languages. Table 9 shows the results of pivoting through Chinese using NMT base systems. It shows similar comparative results to those using SMT in Table 8 . The gains replacing SMT base models with NMT ones are smaller (one to two points improvement in BLEU) compared to those using English as pivot language (four points improvement). 
Results of Japanese-to-English MT Using Chinese as Pivot Language
We participated in the CWMT 2018 shared task on Pivot MT. In this shared task, training corpora are given for the Japanese-Chinese and Chinese-English pairs in the patent domain. Participants trained the systems to translate from Japanese sentences into English using Chinese as the pivot language. We followed the same experimental setup as used for the UN6Way experiments, except pre-processing the segmentations on the Japanese and Chinese corpora. Common sequences of characters that appear in both Japanese and Chinese corpora are extracted (as parallel texts) from the training corpus and they are treated as 'words' by longest-word-first segmenters which were used to segment both Japanese and Chinese training corpora. The results of our system (designated as 'je-2018-S1-primary-a') is shown in Table 11 . Our system took 4th place (out of 5) according to BLEU4-SBP score, but first place in terms of METEOR [10] and Translation Edit Rate (TER) [19] .
Discussions
Our experiments using both SMT and NMT showed that pivoting will lose around 4 points compared to training with direct parallel data of comparable sizes. In [8] , pivoting through English actually performed better than training MT in the direct language pair, in the JRC-Acquis corpus in the legal domain [20] . This finding is now not observed in our experiments using UN6Way. For this result reported in [8] , one possible cause might be that the corpus is curated 'aligned' around English, which might give pivoting through English an advantage compared to direct MT training on that particular corpus. Another reason might be that many texts in the JRC-Acquis corpus are in English in their original form [20] . Texts in the other languages are likely to be translations of their English counterparts. This would also give English an advantage when it is the pivot and explain why it performs better in pivot scenarios using the JRC-Acquis corpus.
Conclusions
In this paper we have reviewed major approaches to Pivot MT. Experiments using Naïve Pivot MT approaches were conducted to review the applicability of Pivot MT systems. Firstly, there were claims stating that pivoting through English outperformed direct trained MT systems. We found that using both the whole UN6Way Corpus and its random subset of 500K sentences pairs, direct MT systems still outperform Pivot MT systems in general. Even when a very different language (i.e. Chinese to-or-from English, French and Spanish) is involved, their performance is still comparable. Secondly, the results showed in general that it would be much more beneficial to choose a pivot language that is linguistically close to the source and target languages. Thirdly, the results confirm that the errors introduced by pivoting do propagate to the target language. Therefore, it might be necessary to incorporate quality estimation and/or automatic/human post-editing to the intermediate translation of the pivot language, in application scenarios where high-quality translations are demanded.
