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Zusammenfassung. Nach einer knappen historischen Skizze zur Entstehung der Fourierreihen
wird f

ur die
"
erste Fourierreihe\, die Euler erstmals 1744 erw

ahnte, ein m

oglichst einfacher und
elementarer Konvergenzbeweis gegeben. Auerdem werden einige an diese bemerkenswerte Reihe
ankn

upfende mathematische Sachverhalte, insbesondere das Gibbs-Ph

anomen und die Eulersche
Summenformel, in gegen

uber

ublichen Darstellungen vereinfachter bzw. um wichtige Aspekte
erg

anzter Weise diskutiert.
1. Nicht selten tragen mathematische Begrie oder Methoden gar nicht den Namen ihres eigentlichen
Ernders, sondern den Namen eines Forschers, durch dessen Werke sie | manchmal eher zuf

allig, manchmal,
weil die K

opfe inzwischen aufnahmebereiter f

ur diese Gedanken waren | einem breiteren Publikum bekannt
wurden.
Die Fourierreihen aber sind v

ollig zu Recht benannt worden nach Jean-Baptiste Joseph Fourier (1768{
1830), dem Schneidersohn aus Auxerre, der in Paris Assistent des ber

uhmten Joseph Louis Lagrange (1736{
1813, aus Turin stammend) wurde, als Verehrer Napoleons diesen 1798 f

ur drei Jahre nach

Agypten begleitete
und, nach Paris zur

uckgekehrt, neben seinen vielf

altigen administrativen Aufgaben sich wissenschaftlich
intensiv mit dem Ph

anomen der W

arme befate. Frucht dieser Studien, die ihm 1812 den Preis der Pariser
Akademie der Wissenschaften eintrugen, war sein epochemachendes Werk
"
Theorie analytique de la chaleur\
(1822).
Als analytisches Hauptwerkzeug bei diesen Untersuchungen benutzte Fourier die Darstellung sozusagen
x-beliebiger, auch unstetig zusammengest

uckelter Funktionen durch eine unendliche Reihe aus Sinus- und
Cosinusfunktionen, in heutiger Schreibweise:
f(x) =
a
0
2
+
1
X
n=1
(a
n
cos nx+ b
n
sinnx): (1)
Wenige Jahrzehnte zuvor war eine solche Darstellbarkeit
"
willk

urlicher\ Funktionen heftig umstritten ge-
wesen. W

ahrend Daniel Bernoulli glaubte, da man beliebige Anfangsauslenkungen einer schwingenden
Saite durch eine trigonometrische Reihe der Form (1) darstellen k

onne, hielt Leonhard Euler (1707{1783,
der gr

ote Mathematiker und Wissenschaftler

uberhaupt des 18. Jahrhunderts), der 1749 als erster solche
Reihen zur Beschreibung von Saitenschwingungen benutzte, eine 1747 von d'Alembert aufgestellte andere
Formel f

ur allgemeiner (siehe [21], S. 351{368).
Obwohl also Euler die Tragweite von Reihen der Form (1) eher skeptisch beurteilte, war er es, der 1777,
schon seit Jahren vollst

andig erblindet, die allgemeine Beziehung zwischen den Koezienten a
n
, b
n
und der
darzustellenden Funktion f formulierte (siehe [18], S. 138.; bei Euler kommt allerdings nur die erste der
beiden Formeln explizit vor):
a
n
=
1

Z

 
f(x) cos nx dx; b
n
=
1

Z

 
f(x) sinnx dx: (2)
Merkw

urdig, da Euler nicht auf den Gedanken kam, da diese Formeln ja f

ur nahezu beliebige Funktionen
sinnvoll sind! (Siehe auch [6], S. 30f.)
So blieb es Fourier vorbehalten, durch seine Untersuchungen zur W

armeleitung zu demonstrieren, welch
allgemeines und m

achtiges Werkzeug die Reihen der Form (1) in der Hand des Analytikers sind.

Ahnlich
hatte Isaac Newton, der 1666 die binomische Reihe
(1 + x)

= 1 + x+
(  1)
1  2
x
2
+
(  1)(  2)
1  2  3
x
3
+    (3)
1
entdeckte, demGebrauch der Potenzreihen in den mathematischenWissenschaften die Bahn gebrochen (siehe
[18], S. 20.). Die Potenzreihen aber waren eingeschr

ankt auf die Darstellung unendlich glatter Funktionen,
w

ahrend Fouriers Reihen durch ihre fast grenzenlose Allgemeinheit den Ansto gaben zur Formulierung
des allgemeinen modernen Funktionsbegris (Dirichlet, 1837). Peter Gustav Lejeune Dirichlet (1805{1859),
preuischer Hugenotte, geboren in D

uren/Rhld., zeitweilig Sch

uler von Fourier in Paris und sp

ater Nachfolger
von Gau in G

ottingen, gab 1828 den ersten strengen Konvergenzbeweis f

ur die Fourierschen Reihen, im
wesentlichen das heutige
"
Dirichlet/Jordan-Konvergenzkriterium\. (Nur zwei Jahre eher publizierte Niels
Henrik Abel (1802{1829) den ersten vollst

andigen Konvergenzbeweis f

ur Newtons binomische Reihe.)
Die aufbl

uhende Fourier-Analysis lieferte die entscheidenden Impulse zur Entstehung der allgemeinen
Mengenlehre (G. Cantor, 1873) und des modernen Integralbegris (Riemann, 1854; Lebesgue, 1902) und
entwickelte sich schlielich zu einem Herzst

uck der reinen wie der angewandten Mathematik.
Als erste Fourierreihe gilt
sinx+
sin 2x
2
+
sin3x
3
+    =
   x
2
(0 < x < 2); (4)
eine Formel, die Euler erstmals 1744 | also schon einige Jahre vor den Diskussionen

uber die schwingende
Saite | in einem Brief Christian Goldbach mitteilte, ohne einen Beweis anzugeben; den hat er erst 1755 in
seinem Lehrbuch der Dierentialrechnung publiziert (s. [5], S. 875f.).
Um die Eigenschaften dieser bemerkenswerten Reihe soll es im vorliegenden Artikel gehen.
2. Wir schildern zun

achst, mit heutigen Bezeichnungen, Eulers Lehrbuch-Beweis der Formel (4):
Ausgehend von der geometrischen Reihe
1
X
n=0
(r  e
ix
)
n
=
1
1  r  e
ix
und ihrem Realteil
1
X
n=0
r
n
cos nx =
1  r cosx
1  2r cosx+ r
2
; (5)
ergibt sich f

ur r = 1
1 + cos x+ cos 2x+    =
1
2
;
also
cosx+ cos 2x+ cos 3x+    =  
1
2
;
und indem man dies von  bis x integriert, erh

alt man
sinx+
sin 2x
2
+
sin 3x
3
+    =
   x
2
:
Der Haken bei dieser Herleitung:
Die Reihe
1 + cos x+ cos 2x+ cos 3x+   
ist divergent f

ur beliebige x 2 R!
Eulers Herleitung l

at sich aber | wie so manche scheinbar falsche Argumentation bei Euler | ohne
weiteres in einen echten Beweis umwandeln, und zwar, indem man statt unendlicher Reihen deren endliche
Partialsummen betrachtet:
Der Realteil der geometrischen Reihe
N
X
n=0
e
inx
=
1  e
i(N+1)x
1  e
ix
2
ergibt
N
X
n=0
cosnx =
1
2
+
sin(N +
1
2
)x
2 sin
x
2
: (6)
G

ultig ist die Formel zun

achst f

ur 0 < x < 2, mit stetiger Erg

anzung gilt sie aber auch f

ur x = 0, x = 2
und damit letztlich f

ur alle x 2 R.
Indem wir nun (6) wieder gliedweise integrieren, erhalten wir mit partieller Integration f

ur 0 < x < 2:
N
X
n=1
sinnx
n
=
Z
x

N
X
n=1
cosnt dt =
Z
x


 
1
2
+
sin(N +
1
2
)t
2 sin
t
2

dt
=
   x
2
+
1
2N + 1
 
 
cos(N +
1
2
)x
sin
x
2
 
1
2
Z
x

cos
t
2
cos(N +
1
2
)t
sin
2
t
2
dt
!
:
Also folgt (das letzte Integral wird mit dem erweiterten Mittelwertsatz abgesch

atzt)





N
X
n=1
sinnx
n
 
   x
2






1
2N + 1


2
sin
x
2
  1

(7)
f

ur 0 < x < 2, womit Eulers Formel aus dem Brief an Goldbach bewiesen ist.
Man kann (4) auch direkter, aber daf

ur weniger elementar, aus (5) herleiten:
1
X
n=1
r
n
sinnx
n
=
Z
x

1  r cos t
1  2r cos t + r
2
dt+    x
=
   x
2
+
1
2
(1  r
2
)
Z
x

dt
1  2r cos t+ r
2
:
Da 1  2r cos t+ r
2
= (1   r cos t)
2
+ r
2
sin
2
t  (1  r cosx)
2
f

ur t zwischen  und x und x 2 (0; 2), folgt
lim
r!1 
1
X
n=1
r
n
sinnx
n
=
   x
2
(0 < x < 2):
Also gilt (4) nach Littlewoods Taubersatz ([22], S. 233.):
Aus lim
r!1 
P
1
n=1
a
n
r
n
= s und a
n
= O(
1
n
) f

ur n!1 folgt
P
1
n=1
a
n
= s.
3. Nebenbei ergibt sich aus den obigen Rechnungen auch ein einfacher Beweis der Identit

at
Z
1
0
sinx
x
dx =

2
: (8)
Es ist
0 =
Z

0
N
X
n=1
cosnt dt =  

2
+
Z

0
sin(N +
1
2
)x
2 sin
x
2
dx
=  

2
+
Z

0
sin(N +
1
2
)x
x
dx+
Z

0

1
2 sin
x
2
 
1
x

sin(N +
1
2
)x dx;
also

2
=
Z
(N+
1
2
)
0
sin t
t
dt+
Z

0
'(x) sin(N +
1
2
)x dx (9)
mit der f

ur jxj < 2 stetig dierenzierbaren Funktion
'(x) =
1
2 sin
x
2
 
1
x
=
P
1
n=0
( 1)
n
(2n+3)!
 (
x
2
)
2n+1
2
P
1
n=0
( 1)
n
(2n+1)!
 (
x
2
)
2n
:
3
Durch partielle Integration des zweiten Integrals in (9) ergibt sich also, da es ein O(
1
N
)-Term ist, weshalb
(9) f

ur N !1 in (8)

ubergeht.
Auch die Identit

at
1
X
n=1
1
n
2
=

2
6
(10)
erh

alt man leicht aus den bisherigen Rechnungen. Wir integrieren
N
X
n=1
sinnt
n
=
   t
2
+
Z
t

sin(N +
1
2
)
2 sin

2
d
bzgl. t von  bis x und erhalten mit anschlieender partieller Integration
N
X
n=1
( 1)
n
  cosnx
n
2
=  
(   x)
2
4
+
Z
x

Z
t

sin(N +
1
2
)
2 sin

2
d dt
=  
(   x)
2
4
+ x
Z
x

sin(N +
1
2
)
2 sin

2
d  
Z
x

t sin(N +
1
2
)t
2 sin
t
2
dt:
F

ur 0  x < 2 verschwinden beide Integrale beim Grenz

ubergang N !1, und es folgt
1
X
n=1
( 1)
n
  cos nx
n
2
=  
(   x)
2
4
(0  x < 2):
(Noch direkter folgt dies durch gliedweise Integration aus (7), wenn man f

ur x = 0 die Stetigkeit der Reihe
ausnutzt.)
F

ur x = 0 ergibt sich nun
P
1
k=1
2=(2k   1)
2
= 
2
=4, also
1
X
n=1
1
(2n  1)
2
=

2
8
; (11)
und aus
P
1
n=1
1=(2n)
2
= 1=4
P
1
n=1
1=n
2
folgt
P
1
n=1
1=(2n  1)
2
= 3=4
P
1
n=1
1=n
2
und daher mit (11) auch
(10).
Wir halten noch die mitbewiesene Identit

at ( 1=8 + 1=24 =  1=12)
1
X
n=1
cosnx
n
2
=
(   x)
2
4
 

2
12
(0  x < 2) (12)
fest, eine Fourierreihe, aus der die Eulersche Formel (4) durch gliedweise Dierentiation entsteht.
4. Die Fourierreihe
P
1
n=1
sinnx=n ist ein Beispiel f

ur die bemerkenswerte, Euler selbst noch nicht recht
glaubhaft erscheinende Tatsache, da durch solche Reihen aus unendlich glatten Funktionen beliebig
"
zu-
sammengest

uckelte\ Funktionen, auch solche mit Spr

ungen, dargestellt werden k

onnen. Eulers Reihe stellt
eine
"
S

agezahnfunktion\ dar (Abb. 1).
4
Abb. 1
Die Approximation des Funktionsverlaufs in der Umgebung der Sprungstelle durch die Partialsummen der
Fourierreihe ist naturgem

a nicht gleichm

aig; es tritt vielmehr ein charakteristisches

Uberschwungverhalten
auf, das sogenannte Gibbssche Ph

anomen:
S
N
(x) =
N
X
n=1
sinnx
n
=
   x
2
+
Z
x

sin(N +
1
2
)t
2 sin
t
2
dt
=
   x
2
+
Z
x
0
sin(N +
1
2
)t
2 sin
t
2
dt 
Z

0
 
1
2
+
N
X
n=1
cosnt
!
dt
=
   x
2
+
Z
x
0
sin(N +
1
2
)t
t
dt+
Z
x
0
'(t) sin(N +
1
2
)t dt 

2
=
   x
2
+
Z
(N+
1
2
)x
0
sin t
t
dt 

2
+O
 
1
N

: (13)
Dabei ist ' die schon in (9) auftretende stetig dierenzierbare Funktion, weshalb das '-Integral im Be-
reich jxj   gleichm

aig als O(
1
N
)-Term abgesch

atzt werden kann (partielle Integration). Die Funktion
R
x
0
sin t=t dt  =2 hat bei  ein Maximum mit Wert
Z

0
sin t
t
dt 

2
=

2
 0:1789797 : : :
und pendelt sich f

ur x!1 auf den Wert 0 ein (Abb. 2).
5
Abb. 2
Nach (13) ist S
N
(x) f

ur 0 < x <  die Summe aus der Grenzfunktion (   x)=2, der (N +
1
2
)-fach
"
zu-
sammengeschobenen\ Funktion
R
x
0
sin t=t dt  =2 und einem gleichm

aig mit 1=N gegen 0 strebenden Rest
(Abb. 3).
Abb. 3
Wenn auch an einer festen Stelle x 2 (0; 2) die Werte von S
N
(x) f

ur N !1 gegen (   x)=2 streben, gilt
dennoch
S
N
 

N +
1
2

!
Z

0
sin t
t
dt =

2
 1:1789797 : : :
Dieses

Uberschwingen um ca. 17.9% ist ein Ph

anomen, das stets bei Sprungstellen von Fourierreihen st

uck-
weise glatter Funktionen auftritt; die Analyse des Allgemeinfalls l

at sich ganz einfach auf das diskutierte
Beispiel der Eulerschen Reihe zur

uckf

uhren, indem man benutzt, da die Fourierreihe einer stetigen st

uck-
weise glatten Funktion gleichm

aig gegen die Funktion konvergiert (siehe z. B. [9], S. 482 u. S. 487.).
(Entdeckt hat das

Uberschwingverhalten der durch seinen Beitrag zum experimentellen Fundament der Re-
lativit

atstheorie ber

uhmte amerikanische Physiker Albert A. Michelson, der einen
"
harmonischen Analysa-
tor\, ein Ger

at zur Bestimmung von Fourierkoezienten, konstruiert hatte, und aufgrund dieses Ph

anomens
glaubte, sein Apparat sei fehlerhaft. Er berichtete seinem groen Theoretiker-Kollegen Josiah Willard Gibbs
davon, und dieser lieferte (im Jahre 1899) die mathematische Erkl

arung. Das Gibbssche Ph

anomen wurde
aber schon 50 Jahre fr

uher von Henry Wilbraham beschrieben; vgl. z. B. [15], S. 62., ferner [20], S. 145.)
6
5. Wir schildern abschlieend den Zusammenhang zwischen der Eulerschen Fourierreihe (4) und einer
fundamentalen Formel der Analysis, der ebenfalls von Euler entdeckten Eulerschen Summenformel ; diese
erm

oglicht es, die Berechnung der Summe
P
N
n=0
f(n) auf diejenige des Integrals
R
N
0
f(x) dx zur

uckzuf

uhren
(oder umgekehrt).
Zun

achst leiten wir die Formel nach Lagrangeschem Vorbild rein formal algebraisch her, ohne R

ucksicht
auf Konvergenzfragen (vgl. [10], S. 456f.). Nach Taylor gilt, wenn wir unter D den linearen Operator der
Dierentiation verstehen, also D :=
d
dx
setzen,
f(x + h) =
1
X
n=0
f
(n)
(x)
n!
h
n
=
1
X
n=0
(hD)
n
n!
f(x) = e
hD
f(x)
und daher
1
X
n=0
f(x + nh) =
1
X
n=0
 
e
hD

n
f(x) =
1
1  e
hD
f(x) =  
1
hD
hD
e
hD
  1
f(x):
Nun benutzen wir die Darstellung (mit den Bernoullischen Zahlen B
n
, vgl. z. B. [10])
x
e
x
  1
= 1 
x
2
+
1
X
n=1
B
2n
(2n)!
x
2n
(14)
sowie die Tatsache, da
R
1
x
die Umkehroperation zu  D ist, und erhalten
1
X
n=0
f(x + nh) =
1
h
Z
1
x
f(t) dt +
1
2
f(x)  
1
X
n=1
B
2n
(2n)!
h
2n 1
f
(2n 1)
(x):
Durch Dierenzbildung schlielich ergibt sich
N
X
n=0
f(x + nh) =
1
h
Z
x+Nh
x
f(t) dt+
f(x) + f(x + Nh)
2
+
1
X
n=1
B
2n
(2n)!
h
2n 1
n
f
(2n 1)
(x+Nh)   f
(2n 1)
(x)
o
:
(15)
Dies ist die Eulersche Summenformel f

ur den Fall, da das Restglied gegen 0 strebt, was aber bei vielen in-
teressanten Beispielen gerade nicht vorausgesetzt werden kann; im allgemeinen ist die in (15) rechts stehende
Reihe gar nicht konvergent. Die mathematisch strenge Eulersche Summenformel | die allerdings noch nicht
zu Eulers Zeit formuliert wurde | lautet (mit noch zu spezizierendem Restglied R
M
)
N
X
n=0
f(x + nh) =
1
h
Z
x+Nh
x
f(t) dt +
f(x) + f(x +Nh)
2
+
M
X
m=1
B
2m
(2m)!
h
2m 1
n
f
(2m 1)
(x+ Nh)  f
(2m 1)
(x)
o
+R
M
:
(16)
Wir skizzieren nun ihre exakte Herleitung (bei der die Bernoullischen Zahlen nicht als bekannt vorausgesetzt
werden, sondern sich auf nat

urliche Weise ergeben).
Ausgangspunkt ist der Fehlerausdruck f

ur die Trapezregel, den man durch partielle Integration erh

alt:
1
2
 
f(0) + f(1)

 
Z
1
0
f(x) dx =
Z
1
0
 
x 
1
2

f
0
(x) dx (17)
und allgemeiner
1
2
 
f(n) + f(n + 1)

 
Z
n+1
n
f(x) dx =
Z
n+1
n
 
x  bxc  
1
2

f
0
(x) dx;
7
Aufsummieren ergibt
N
X
n=0
f(n) =
Z
N
0
f(x) dx +
f(0) + f(N )
2
+
Z
N
0
(x  bxc  
1
2
)f
0
(x) dx: (18)
Das ist der Fall M = 0 der Eulerschen Summenformel (16) mit x = 0 und h = 1; durch Umskalieren erfat
man beliebige x- und h-Werte, weshalb im folgenden stets x = 0 und h = 1 angenommen wird.
Mittels partieller Integration gelangt man schrittweise zu h

oheren Ableitungsordnungen im Fehlerinte-
gral; d. h. mit'
1
(x) = x bxc 
1
2
bildet man sukzessive Funktionen '
m+1
(x) = '
m+1
(0)+
R
x
0
'
m
(t) dt (m =
1; 2; : : :) und erh

alt die Fehlerintegrale ( 1)
m
R
N
0
'
m+1
(x)f
(m+1)
(x) dx. Die Integrationskonstanten w

ahlt
man zweckm

aigerweise so (
"
Gleichbehandlung\ aller Intervalle (n; n+ 1)), da alle '
m
1-periodisch sind:
 '
2
(x) = '
2
(0) +
R
x
0
'
1
(t) dt ist stetig und 1-periodisch, da
R
1
0
'
1
(t) dt = 0;
 analog ist '
3
(x) = '
3
(0)+
R
x
0
'
2
(t) dt stetig dierenzierbar und 1-periodisch, wenn man '
2
(0) so festlegt,
da
R
1
0
'
2
(t) dt = 0; usw.
Man setzt also die '
m
in [0; 1) rekursiv fest gem

a
'
1
(x) = x 
1
2
(0  x < 1);
'
0
m+1
(x) = '
m
(x) (0  x < 1);
Z
1
0
'
m+1
(t) dt = 0 (m 2N):
9
>
=
>
>
;
(19)
Diese Festsetzung ist

aquivalent zu einer gewissen Minimalit

atsbedingung:
Man k

onnte in (19) die Normierung
R
1
0
'
m+1
(t) dt = 0 auch durch die Forderung
Z
1
0
'
2
m+1
(t) dt
!
= min
ersetzen; denn unterwirft man den Ansatz '
m+1
(x) = c +
R
x
0
'
m
(t) dt dieser Minimalit

atsforderung, ergibt
sich c =  
R
1
0
 R
x
0
'
m
(t) dt

dx, wie leicht nachzurechnen ist.
Mit (19) und '
m
(x) = '
m
(x bxc) (x 2 R) erh

alt man nach insgesamtM  1 partiellen Integrationen
(fast) die Eulersche Summenformel mit Restglied:
N
X
n=0
f(n) =
Z
N
0
f(x) dx+
f(0) + f(N )
2
+
M
X
m=2
( 1)
m
'
m
(0)
n
f
(m 1)
(N )  f
(m 1)
(0)
o
+ ( 1)
M+1
Z
N
0
'
M
(x)f
(M)
(x) dx:
9
>
>
>
>
>
>
=
>
>
>
>
>
;
(20)
Wegen '
0
m+1
= '
m
ergibt sich mit c
0
:= 1; c
k
:= '
k
(0) (k  1) induktiv
'
m
(x) =
m
X
k=0
c
k
(m   k)!
x
m k
(0  x < 1);
also mit
R
1
0
'
m
(t) dt = 0 auch
P
m
k=0
c
k
(m+1 k)!
= 0; setzt man nun B
k
:= k!  c
k
, folgt
B
0
= 1; B
1
=  
1
2
;
m
X
k=0

m + 1
k

B
k
= 0 (m  2):
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Die sich aus dieser Rekursion ergebenden rationalen Zahlen heien Bernoullische Zahlen. Da dabei B
3
=
B
5
= : : : = 0, zeigt sich durch Entwickeln von '
m
nach Potenzen von x 
1
2
: Mit (19) folgt induktiv, da f

ur
ungerades (gerades) m nur ungerade (gerade) Potenzen von x  
1
2
auftreten, also '
2+1
(0) = 0 f

ur  2 N
(Periodizit

at!). Also wird aus (20) schlielich (

Ubergang von M zu 2M + 1)
N
X
n=0
f(n) =
Z
N
0
f(x) dx+
f(0) + f(N )
2
+
M
X
m=1
B
2m
(2m)!
n
f
(2m 1)
(N )   f
(2m 1)
(0)
o
+
Z
N
0
'
2M+1
(x)f
(2M+1)
(x) dx:
9
>
>
>
>
>
=
>
>
>
>
>
;
(21)
Mit dem Restglied
R
M
=
Z
N
0
'
2M+1
(x)f
(2M+1)
(x) dx (22)
kann man aber nur etwas anfangen, wenn man '
2M+1
absch

atzen kann | und das leistet Eulers erste
Fourierreihe! Nach (4) gilt
'
1
(x) =  2
1
X
n=1
sin 2nx
2n
;
nach (12)
'
2
(x) = 2
1
X
n=1
cos 2nx
(2n)
2
;
und da man dies wegen gleichm

aiger Konvergenz gliedweise integrieren kann, folgt allgemein
'
2m 1
(x) = 2  ( 1)
m
1
X
n=1
sin 2nx
(2n)
2m 1
und
'
2m
(x) = 2  ( 1)
m 1
1
X
n=1
cos 2nx
(2n)
2m
;
also insbesondere
1
X
n=1
1
n
2m
=
( 1)
m 1
(2)
2m
B
2m
2  (2m)!
; (23)
j'
m
(x)j 
2
(2)
m
1
X
n=1
1
n
m
(m  2)
und schlielich
Z
1
0
'
2
m
(x) dx =
2
(2)
2m
1
X
n=1
1
n
2m
(m  1):
(Bei der Herleitung der letzten Formel benutzt man Orthogonalit

atsrelationen:
Z
1
0
sin 2kx sin 2lx dx =

0 f

ur k 6= l
1
2
f

ur k = l
(k; l 2N)
und die entsprechende Formel f

ur den Cosinus.)
Leibniz meinte angesichts der Reihe 1  
1
3
+
1
5
 
1
7
+      =

4
(x =

2
in (4)), Gott erfreue sich an den
ungeraden Zahlen; (23) zeigt, da ER/SIE auch die geraden mag!
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6. Die Kegelschnitte entsprangen den zweckfreien geometrischen Spekulationen griechischer Mathemati-
ker, um dann 2000 Jahre sp

ater Kepler zur Beschreibung der Planetenbewegungen zu dienen; der Begri
des unendlichdimensionalen Hilbertraums entstand, ankn

upfend an Entwicklungen in der Theorie linearer
Integralgleichungen, aus der Neigung der Mathematiker zu verallgemeinernden und vereinheitlichenden ab-
strakten Begrisbildungen und wurde | gar nicht so viel sp

ater | zum unentbehrlichen R

ustzeug der
Atomphysik.
Bei den Fourierreihen war es genau umgekehrt: Sie betraten die mathematische B

uhne bei dem Versuch,
Naturvorg

ange quantitativ zu modellieren | zun

achst zaghaft bei Untersuchungen

uber die schwingende
Saite, mit Macht bei Fouriers Forschungen zur W

armeleitung. Und dann erwies sich dieses neugewonnene
Werkzeug nicht nur als ganz wesentliche Bereicherung des Arsenals analytischer Techniken, sondern auch
als eine treibende Kraft der allgemeinen Begrisentwicklung der Mathematik: 1837 benutzte Dirichlet eine
abstrakte Form der Fourierentwicklung (Stichwort: Gruppencharaktere), um zu zeigen, da in einer arith-
metischen Folge (a+ bn)
n2N
mit teilerfremden nat

urlichen Zahlen a und b stets unendlich viele Primzahlen
auftreten (vgl. [15], S. 513{556), und der moderne Funktionsbegri, die Anfangsgr

unde der Mengenlehre, der
Riemannsche wie der Lebesguesche Integralbegri, die Theorie der Summierbarkeit verdanken wesentliche
Anst

oe den bei der Ausgestaltung der Fourierschen Theorie entstandenen Fragestellungen.
Heute, knapp 250 Jahre nach Eulers Brief an Goldbach, sind die Anwendungen wie die Theorie der
Fourieranalysis noch l

angst nicht ans Ende ihrer Entwicklung gekommen. Im Bereich der Anwendungen
haben eziente Verfahren zur Berechnung der diskreten Fouriertransformation zu einer st

urmischen Ent-
wicklung in den letzten 25 Jahren gef

uhrt. Die schnelle Fouriertransformation (FFT) wird nicht nur

uberall
dort benutzt, wo die Fourieranalysis wesentliches Modellierungswerkzeug ist (also etwa in der Signalverar-
beitung und Nachrichtentechnik im weitesten Sinne, vgl. [2], [13], [17]), sondern wurde inzwischen zu einer
ubiquit

aren und vielfach variierten numerischen Grundtechnik (siehe z. B. [3], [4]). Die Theorie der punkt-
weisen Konvergenz, lange Zeit ein Schwerpunkt der theoretischen Forschungen (siehe [24]), hat durch die
fundamentalen Resultate von Carleson, Hunt, Kahane und Katznelson ([15], S. 74f., [16], [14]) aus den Jahren
1966/67 eine gewisse Abrundung gefunden; im Mittelpunkt des Interesses stehen heute andere Konvergenz-
konzepte und Fragestellungen (siehe z. B. [8], [12]). Dennoch gibt es auch in diesem klassischen Bereich noch
wichtige, nicht abschlieend gekl

arte Fragen, z. B. die, in welchem Umfang sich die Konvergenzaussagen
f

ur Fourierreihen auf allgemeinere Eigenfunktionsentwicklungen zu Dierentialoperatoren

ubertragen lassen
(siehe z. B. [23]).
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Wer als Studierender mehr als nur die erste Fourierreihe kennenlernen m

ochte, dem seien die Werke K

orner[15], Fichten-
holz[9], Hardy/Rogosinski[11], Dym/McKean[7] und Helson[12] empfohlen; das bei den letzten dreien erforderliche analytische
Handwerkszeug ndet man in den hervorragenden Lehrb

uchern Titchmarsh[22] und Rudin[19] (die nat

urlich auch einiges an
Fourieranalysis enthalten).
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