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Abstract. Using a scheme involving a lifting of a row contraction we in-
troduce a toy model of repeated interactions between quantum systems.
In this model there is an outgoing Cuntz scattering system involving
two wandering subspaces. We associate to this model an input/output
linear system which leads to a transfer function. This transfer function is
a multi-analytic operator, and we show that it is inner if we assume that
the system is observable. Finally it is established that transfer functions
coincide with characteristic functions of associated liftings.
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1. Introduction
In page 287 of the article [9] the author has commented the following while
comparing [9] with [4, 5]: In [4] a row contraction A on a Hilbert space H
with a one-dimensional eigenspace is considered and the theory of minimal
isometric dilations is used. The characteristic function introduced in [5] is a
multi-analytic operator associated to a lifting and the ergodic case is studied
in detail in [4]. In [9] minimality is not considered but one starts with an
interaction U (which is a unitary operator) in a scheme similar to [4] and
and obtains a multi-analytic operator which represents the transfer function
of an input-output system associated with the interaction. It is expected that
the scheme developed [9] is more directly applicable to physical models. In the
setting of [5] the assumption of a one-dimensional eigenspace is dropped and
the theory is much more general in another direction. A further integration
of these schemes in the future may help to remove unnecessarily restrictive
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assumptions of the toy model considered in [9] and lead to the study of other
and of more realistic models.
This paper achieves some of these objectives. In the model of repeated
interactions between quantum systems, also called a noncommutative Markov
chain, studied in [9] (cf. [8]) for given three Hilbert spaces H,K and P with
unit vectors ΩH,ΩK and ΩP an interaction is defined to be a unitary operator
U : H⊗K → H⊗P such that
U(ΩH ⊗ ΩK) = ΩH ⊗ ΩP . (1.1)
Define K∞ :=
⊗∞
i=1K and P∞ :=
⊗∞
i=1 P as infinite tensor products of
Hilbert spaces with distinguished unit vectors. We denote m-th copy of K in
K∞ by Km and set K[m,n] := Km⊗ · · ·⊗Kn for m ≤ n. Similar notations are
also used with respect to P . The repeated interaction is defined as
U(n) := Un . . . U1 : H⊗K∞ → H⊗P[1,n] ⊗K[n+1,∞)
where Ui’s are copies of U on the factors H⊗Ki of the infinite tensor prod-
ucts and Ui’s leaves other factors fixed. Equation (1.1) tells us that the tensor
product of the vacuum vectors ΩH,ΩK (along with ΩP) represents a state
of the coupled system which is not affected by the interaction U. This entire
setting represents interactions of an atom with light beams or fields. In par-
ticular ΩH in [9] is thought of as the vacuum state of an atom, and ΩK and
ΩP as a state indicating the absence of photons.
In the generalized repeated interaction model that we introduce in this
article we use a pair of unitaries to encode the interactions instead of one
unitary as follows:
Let H˜ be a (closed) subspace of H, and U : H⊗K → H⊗P and U˜ : H˜⊗K →
H˜ ⊗ P be two unitaries such that
U(h˜⊗ ΩK) = U˜(h˜⊗ ΩK) for all h˜ ∈ H˜. (1.2)
We fix {ǫ1, . . . , ǫd} to be an orthonormal basis of P . The equation (1.2) is the
analog of the equation (1.1) for our model and thus our model can be used
for the setting where a quantum system interacts with a stream of copies of
another quantum system in such a way that there is no backaction (so we
get a Markovian type of dynamics) and such that there is a certain kind of
subprocess. In the model of [9] the vacuum state ΩH of an atom plays an
important role. For a model describing interaction of a quantum system with
a stream of copies of another quantum sytem we need that the computations
do not involve any fixed unit vector ΩH and we are able to achieve this in
our model by using a pair of unitaries. Instead of ΩH we now have a kind of
subprocess, described by U˜ , which can be treated on the same level as the
full process, described by U.
The main condition imposed on the unitary U : H ⊗ K → H ⊗ P in
order to get a generalized interaction model is that U(H˜ ⊗ΩK) ⊂ H˜⊗P (cf.
Proposition 3.1 of [10] for an interesting consequence of this assumption). We
can then define U˜ restricted to H˜⊗ΩK as U restricted to H˜⊗ΩK, and assume
that H⊗ P is big enough to allow a unitary extension U˜ : H˜ ⊗ K → H˜ ⊗ P .
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The focus of the study done here, as also in [9], is to bring out that certain
multi-analytic operators of the multivariate operator theory are associated to
noncommutative Markov chains and related models, and that these operators
can be exploited as powerful tools. These operators occur as central objects
in various context such as in the systems theory related works (cf. [3]) and
noncommutative multivariable operator theory related works (cf. [14], [15]).
A tuple T = (T1, . . . , Td) of operators Ti’s on a common Hilbert space L
is called a row contraction if
∑d
i=1 TiT
∗
i ≤ I. In particular if
∑d
i=1 TiT
∗
i = I,
then the tuple T = (T1, . . . , Td) is called coisometric. We introduce the nota-
tion Λ˜ for the free semigroup with generators 1, . . . , d. Suppose T1, . . . , Td ∈
B(L) for a Hilbert space L. If α ∈ Λ˜ is the word α1 . . . αn with length |α| = n,
where each αj ∈ {1, . . . , d}, then Tα denote Tα1 . . . Tαn . For the empty word
∅ we define |∅| = 0 and T∅ = I.
The unitary U : H⊗K → H⊗P from our model can be decomposed as
U(h⊗ ΩK) =
d∑
j=1
E∗j h⊗ ǫj for h ∈ H, (1.3)
where Ej ’s are some operators in B(H), for j = 1, . . . , d. Likewise there exist
some operators Cj ’s in B(H˜) such that
U˜(h˜⊗ ΩK) =
d∑
j=1
C∗j h˜⊗ ǫj for h˜ ∈ H˜. (1.4)
Observe that
∑d
j=1 EjE
∗
j = I and
∑d
j=1 CjC
∗
j = I, i.e., E and C are coiso-
metric tuples. By equation (1.2)
E∗j h˜ = C
∗
j h˜ for all h˜ ∈ H˜, j = 1, . . . , d.
We recall from [5] that such tuple E = (E1, . . . , Ed) is called a lifting of
C = (C1, . . . , Cd).
From a physicist perspective our model is a Markovian approximation
of the repeated interaction between a quantum system and a stream of copies
of another quantum system in such a way that there is no backaction. The
change of an observable X ∈ B(H) until time n, compressed to H, is written
as
Zn(X) := PHU(n)
∗(X ⊗ I)U(n)|H.
From equation (1.3) it follows that Zn(X) = Z
n(X) where Z(X) =∑d
i=1 EiXE
∗
i : B(H) → B(H) and Z is called the transition operator of the
noncommutative Markov chain.
In section 2 we develop our generalized repeated interaction model and
obtain a coisometric operator which intertwines between the minimal isomet-
ric dilations of E and C, and which will be crucial for the further investigation
in this article. Using this an outgoing Cuntz scattering system in the sense
of [3] is constructed for our model in section 3. Popescu introduced the min-
imal isometric dilation in [13] and the characteristic function in [14] of a row
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contraction, and systematically developed an extensive theory of row con-
tractions (cf. [16], [17]). We use some of the concepts from Popescu’s theory
in this work.
For the outgoing Cuntz scattering system in section 4 we give a Λ˜-linear
system with an input-output formalism. A multi-analytic operator appears
here as the transfer function and in the next section we show that this trans-
fer function can be derived from the intertwining coisometry of section 2.
In the scattering interpretation of the transfer function this now mediates
between two processes. This together with a nice product formula obtained
in Proposition 2.1 tells us that this identification of transfer function is a
reminiscent of the scattering operator construction using wave operators in
Lax-Phillips scattering theory [12], equation (1.5) (cf. [18]), with one of the
processes moving forward combined with the other moving backward. In [20]
and [7] there are other approaches to transfer functions. Several works on
transfer functions and on quantum systems using linear system theory can
be found in recent theoretical physics and control theory surveys.
In section 5 we investigate in regard to our model what the notion of
observability implies for the scattering theory and the theory of liftings. Some
techniques used here are similar to those of scattering theory of noncommu-
tative Markov chains introduced in [11]. Characteristic functions for liftings,
introduced in [5], are multi-analytic operators which classify certain class of
liftings. Our model generalizes the setting of [9], and a comparison is done in
section 6 between the transfer function of our model and the characteristic
function for the associated lifting using the series expansion of the transfer
function obtained in section 4. As a consequence mathematically generalized
interaction models get firmly linked into the theory of functional models.
2. A Generalised Repeated Interaction Model
We begin with three Hilbert spacesH,K and P with unit vectors ΩK ∈ K and
ΩP ∈ P , and unitaries U and U˜ as in equation (1.2). In K∞ =
⊗∞
i=1K and
P∞ =
⊗∞
i=1 P define ΩK∞ :=
⊗∞
i=1 Ω
K and ΩP∞ :=
⊗∞
i=1 Ω
P respectively. We
denote m-th copy of ΩK in ΩK∞ by Ω
K
m and in terms of this we introduce the
notation ΩK[m,n] := Ω
K
m ⊗ · · · ⊗ ΩKn . Identify K[m,n] with ΩK[1,m−1] ⊗ K[m,n] ⊗
ΩK[n+1,∞), H with H⊗ΩK∞ as a subspace of H⊗K∞ and H˜ with H˜⊗ΩK∞ as a
subspace of H˜ ⊗ K∞. Similar notations with respect to P are also used. For
simplicity we assume that d is finite but all the results here can be derived
also for d =∞.
Associate a row contraction E to the unitary U as in equation (1.3) and
define isometries
V̂ Ej (h⊗ η) := U∗(h⊗ ǫj)⊗ η for j = 1, . . . , d,
on the elementary tensors h⊗ η ∈ H ⊗ K∞ and extend it linearly to obtain
V̂ Ej ∈ B(H⊗K∞) for j = 1, . . . , d. We recall that a lifting T = (T1, . . . , Td)
of any row contraction S = (S1, . . . , Sd) is called its isometric dilation if
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Ti’s are isometries with orthogonal ranges. It can be easily verified that
V̂
E
= (V̂ E1 , . . . , V̂
E
d ) on the space H ⊗ K∞ is an isometric dilation of E =
(E1, . . . , Ed). If h ∈ H and k1 ∈ K, then there exist hi ∈ H for i = 1, . . . , d
such that U∗(
∑d
i=1 hi ⊗ ǫi) = h⊗ k1 because U is a unitary. This implies
d∑
i=1
V̂ Ei (hi ⊗ ΩK∞) = h⊗ k1 ⊗ ΩK[2,∞).
In addition if k2 ∈ K, then
d∑
i=1
V̂ Ei (hi⊗k2⊗ΩK[2,∞)) = U∗(
d∑
i=1
hi⊗ǫi)⊗k2⊗ΩK[3,∞) = h⊗k1⊗k2⊗ΩK[3,∞).
By induction we conclude that
H⊗K∞ = span{V̂ Eα (h⊗ ΩK∞) : h ∈ H, α ∈ Λ˜},
i.e., V̂
E
is the minimal isometric dilation of E. Note that the minimal iso-
metric dilation is unique up to unitary equivalence (cf. [13]).
Similarly, associate a row contraction C to the unitary U˜ as in equation
(1.4) and define isometries
V̂ Cj (h˜⊗ η) := U˜∗(h˜⊗ ǫj)⊗ η for j = 1, . . . , d (2.1)
on the elementary tensors h˜⊗ η ∈ H˜ ⊗ K∞ and extend it linearly to obtain
V̂ Cj ∈ B(H˜ ⊗ K∞) for j = 1, . . . , d. The tuple V̂
C
= (V̂ C1 , . . . , V̂
C
d ) on the
space H˜ ⊗ K∞ is the minimal isometric dilation of C = (C1, . . . , Cd). Recall
that
Um : H⊗K∞ → H⊗K[1,m−1] ⊗ Pm ⊗K[m+1,∞)
is nothing but the operator which acts as U onH⊗Km and fixes other factors
of the infinite tensor products. Similarly, we define U˜m using U˜ .
Proposition 2.1. Let Pn := PH˜⊗IP[1,n]⊗IK[n+1,∞) ∈ B(H⊗P[1,n]⊗K[n+1,∞))
for n ∈ N. Then
sot− lim
n→∞
U˜∗1 . . . U˜
∗
nPnUn . . . U1
exists and this limit defines a coisometry Ŵ : H⊗K∞ → H˜⊗K∞. Its adjoint
Ŵ ∗ : H˜ ⊗ K∞ → H⊗K∞ is given by
Ŵ ∗ = sot− lim
n→∞
U∗1 . . . U
∗
nU˜n . . . U˜1.
Here sot stands for the strong operator topology.
Proof. At first we construct the adjoint Ŵ ∗. For that consider the dense
subset
⋃
m≥1 H˜⊗K[1,m] of H˜⊗K∞ and let an arbitrary simple tensor element
of this dense subset be h˜⊗k1⊗ . . .⊗kℓ⊗ΩK[ℓ+1,∞) for some ℓ ∈ N, h˜ ∈ H˜ and
ki ∈ Ki. Set ap = U∗1 . . . U∗p U˜p . . . U˜1(h˜⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞)) for p ∈ N.
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Since U(h˜⊗ΩK) = U˜(h˜⊗ΩK) for all h˜ ∈ H˜, we have aℓ = aℓ+n for all n ∈ N.
Therefore we deduce that
lim
n→∞
U∗1 . . . U
∗
nU˜n . . . U˜1(h˜⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞))
exists. Because U and U˜ are unitaries, we obtain an isometric extension Ŵ ∗ to
the whole of H˜⊗K∞. Thus its adjoint is a coisometry Ŵ : H⊗K∞ → H˜⊗K∞.
Now we will derive the limit form for Ŵ as claimed in the statement of
the proposition. If h⊗ η ∈ H ⊗K[1,k], h˜⊗ η˜ ∈ H˜ ⊗ K[1,n] and k ≤ n, then
〈Ŵ (h⊗ η), h˜⊗ η˜〉 = 〈h⊗ η˜, Ŵ ∗(h˜⊗ η˜)〉
= 〈h⊗ η, U∗1 . . . U∗nU˜n . . . U˜1(h˜⊗ η˜)〉
= 〈U˜∗1 . . . U˜∗nPnUn . . . U1(h⊗ η), h˜⊗ η˜〉.
Consequently Ŵ = sot − lim
n→∞
U˜∗1 . . . U˜
∗
nPnUn . . . U1 on a dense subset and
therefore it can be extended to the whole of H⊗K∞. 
Observe that
Ŵ ∗(h˜⊗ ΩK∞) = h˜⊗ ΩK∞ for all h˜ ∈ H˜. (2.2)
Next we show that this coisometry Ŵ intertwines between V̂ Ej and V̂
C
j for
all j = 1, . . . , d. For j = 1, . . . , d, define
Sj : H⊗K∞ → H⊗P1 ⊗K[2,∞),
h⊗ η 7→ h⊗ ǫj ⊗ η.
The following are immediate:
(1) S∗j (h⊗ p1 ⊗ η) = 〈ǫj , p1〉(h⊗ η) for (h⊗ p1 ⊗ η) ∈ H⊗ P1 ⊗K[2,∞).
(2) V̂ Ej (h⊗ η) = U∗1Sj(h⊗ η) for h⊗ η ∈ H⊗ K∞.
(3) V̂ Cj (h˜⊗ η) = U˜∗1Sj(h˜⊗ η) for h˜⊗ η ∈ H˜ ⊗ K∞.
Proposition 2.2. If Ŵ is as in Proposition 2.1, then
Ŵ V̂ Ej = V̂
C
j Ŵ , V̂
E
j Ŵ
∗ = Ŵ ∗V̂ Cj for all j = 1, . . . , d.
Proof. If h ∈ H, η ∈ K∞, h˜ ∈ H˜ and ki ∈ Ki, then by the three observations
that were noted preceding this proposition we obtain for j = 1, . . . , d
〈 Ŵ V̂ Ej (h⊗ η), h˜⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞) 〉
= 〈 U∗(h⊗ ǫj)⊗ η, U∗1 . . . U∗ℓ U˜ℓ . . . U˜1(h˜⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞)) 〉.
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Substituting U˜(h˜ ⊗ k1) =
∑
i h˜
(i) ⊗ k(i)1 where h˜(i) ∈ H˜ and k(i)1 ∈ K we
obtain
〈 Ŵ V̂ Ej (h⊗ η), h˜⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞) 〉
= 〈 h⊗ ǫj ⊗ η, U∗2 . . . U∗ℓ U˜ℓ . . . U˜2(
∑
i
(h˜(i) ⊗ k(i)1 )
⊗k2 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞)) 〉
=
∑
i
〈ǫj , k(i)1 〉 〈 h⊗ η, Ŵ ∗(h˜(i) ⊗ k2 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞)) 〉
= 〈 Ŵ (h⊗ η), S∗j U˜1(h˜⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞)) 〉
= 〈 U˜∗1SjŴ ((h⊗ η), h˜⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞) 〉
= 〈 V̂ Cj Ŵ (h⊗ η), h˜⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞) 〉.
Hence Ŵ V̂ Ej = V̂
C
j Ŵ for all j = 1, . . . , d. To obtain the other equation of
the proposition we again use the last two of the three observations as follows:
For j = 1, . . . , d
Ŵ ∗V̂ Cj (h˜⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞))
= Ŵ ∗U˜∗1 (h˜⊗ ǫj ⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+2,∞))
= U∗1U
∗
2 . . . U
∗
ℓ+1U˜ℓ+1 . . . U˜2U˜1U˜
∗
1 (h˜⊗ ǫj ⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+2,∞))
= U∗1U
∗
2 . . . U
∗
ℓ+1U˜ℓ+1 . . . U˜2Sj(h˜⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞))
= U∗1SjU
∗
1 . . . U
∗
ℓ U˜ℓ . . . U˜1(h˜⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞))
= V̂ Ej Ŵ
∗(h˜⊗ k1 ⊗ . . .⊗ kℓ ⊗ ΩK[ℓ+1,∞))

Further define
(H⊗K∞)◦ := (H⊗K∞)⊖ (H˜ ⊗ ΩK∞),
(H˜ ⊗ K∞)◦ := (H˜ ⊗ K∞)⊖ (H˜ ⊗ ΩK∞) and H◦ := H⊖ H˜. (2.3)
Let
∑k
i=1 ξi ⊗ ηi ∈ (H⊗K∞)◦ and h˜ ∈ H˜. Then for j = 1, . . . , d
〈V̂ Ej (
∑
i
ξi ⊗ ηi), h˜⊗ ΩK∞〉 = 〈
∑
i
U∗(ξi ⊗ ǫj)⊗ ηi, h˜⊗ ΩK∞〉
= 〈
∑
i
ξi ⊗ ǫj ⊗ ηi, U˜(h˜⊗ ΩK1 )⊗ ΩK[2,∞)〉 = 0
because U˜ maps into H˜ ⊗ P and ∑ki=1 ξi ⊗ ηi⊥H˜ ⊗ ΩK. Therefore V̂ Ej (H⊗
K∞)◦ ⊂ (H⊗K∞)◦ for j = 1, . . . , d. Similarly V̂ Cj (H˜ ⊗ K∞)◦ ⊂ (H˜ ⊗ K∞)◦
for j = 1, . . . , d. Set V Ej := V̂
E
j |(H⊗K∞)◦ and V Cj := V̂ Cj |(H˜⊗K∞)◦ for j =
1, . . . , d. If we define
W ∗ := Ŵ ∗|(H˜⊗K∞)◦ ,
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then by equation (2.2) it follows that W ∗ ∈ B((H˜ ⊗ K∞)◦, (H⊗K∞)◦). The
operator W ∗ is an isometry because it is a restriction of an isometry and W ,
the adjoint ofW ∗, is the restriction of Ŵ to (H⊗K∞)◦, i.e.,W = Ŵ |(H⊗K∞)◦ .
Remark 2.3. It follows that
WV Ej = V
C
j W
for j = 1, . . . , d.
3. Outgoing Cuntz Scattering Systems
In this section we aim to construct an outgoing Cuntz scattering system (cf.
[3]) for our model. This will assist us in the next section to work with an
input-output formalism and to associate a transfer function to the model.
Following are some notions from the multivariable operator theory:
Definition 3.1. Suppose T = (T1, . . . , Td) is a row contraction where Ti ∈
B(L).
(1) If Ti’s are isometries with orthogonal ranges, then the tuple T = (T1, . . . ,
Td) is called a row isometry.
(2) If spanj=1,...,dTjL = L and T = (T1, . . . , Td) is a row isometry, then T
is called a row unitary.
(3) If there exist a subspace E of L such that L = ⊕α∈Λ˜ TαE and T =
(T1, . . . , Td) is a row isometry, then T is called a row shift and E is
called a wandering subspace of L w.r.t. T .
Definition 3.2. A collection (L, V = (V1, . . . , Vd),G+∗ ,G) is called an outgoing
Cuntz scattering system (cf. [3]), if V is a row isometry on the Hilbert space
L, and G+∗ and G are subspaces of L such that
(1) for E∗ := L ⊖ spanj=1,...,dVjL, the tuple V |G+∗ is a row shift where
G+∗ =
⊕
α∈Λ˜ VαE∗.
(2) there exist E := G ⊖ spanj=1,...,dVjG with G =
⊕
α∈Λ˜ VαE , i.e., V |G is a
row shift.
In the above definition the part (1) is the Wold decomposition (cf. [13])
of the row isometry V and therefore G+∗ can be derived from V . But G+∗ is in-
cluded in the data because it helps in describing the scattering phenomenon.
We continue using the notations from the previous section. V̂ Ej ’s are isome-
tries with orthogonal ranges and because (ǫj)
d
j=1 is an orthonormal basis of
P , we have
spanj=1,...,dV̂
E
j (H⊗K∞) = H⊗K∞.
Thus V̂
E
is a row unitary on H ⊗ K∞. Now using the fact that V Ej =
V̂ Ej |(H⊗K∞)◦ we infer that V Ej ’s are isometries with orthogonal ranges. There-
fore V E is a row isometry on (H⊗K∞)◦ .
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Proposition 3.3. If Y := H˜ ⊗ (ΩK1 )⊥ ⊗ ΩK[2,∞) ⊂ H˜ ⊗ K∞, then
W ∗Y ⊥ spanj=1,...,d V Ej (H⊗K∞)◦.
Proof. By Proposition 2.1 it is easy to see that
W ∗Y = U∗1 U˜1Y ⊂ H⊗K1 ⊗ ΩK[2,∞). (3.1)
Let h˜i ∈ H˜ and ki ⊥ ΩK1 for i = 1, . . . , n, i.e.,
∑
i h˜i ⊗ ki ⊗ ΩK[2,∞) ∈ Y. For∑
k hk ⊗ ηk ∈ (H⊗K∞)◦ with hk ∈ H and ηk ∈ K∞
〈 W ∗(∑i h˜i ⊗ ki ⊗ ΩK[2,∞)), V Ej (∑k hk ⊗ ηk) 〉
= 〈 U∗U˜(∑i h˜i ⊗ ki)⊗ ΩK[2,∞),∑k U∗(hk ⊗ ǫj)⊗ ηk 〉
= 〈 U˜(∑i h˜i ⊗ ki)⊗ ΩK[2,∞),∑k hk ⊗ ǫj ⊗ ηk 〉 = 0.
The last equality holds because
∑
k hk ⊗ ηk ⊥ H˜ ⊗ ΩK∞. Thus W ∗Y ⊥
spanj=1,...,dV
E
j (H⊗K∞)◦. 
The following Proposition gives an explicit description of the Wold de-
composition of V E :
Proposition 3.4. If Y is defined as in the previous proposition, then W ∗Y is a
wandering subspace of V E, i.e., V Eα (W
∗Y) ⊥ V Eβ (W ∗Y) whenever α, β ∈ Λ˜,
α 6= β, and
W ∗Y = (H⊗K∞)◦ ⊖ spanj=1,...,dV Ej (H⊗K∞)◦.
Proof. By Proposition 3.3 it is immediate that V Eα (W
∗Y) ⊥ V Eβ (W ∗Y) when-
ever α, β ∈ Λ˜, α 6= β and W ∗Y ⊂ (H ⊗ K∞)◦ ⊖ spanj=1,...,dV Ej (H ⊗K∞)◦.
The only thing that remains to be shown is that
(H⊗K∞)◦ ⊖ spanj=1,...,dV Ej (H⊗K∞)◦ ⊂W ∗Y.
Let x ∈ (H⊗K∞)◦⊖spanj=1,...,dV Ej (H⊗K∞)◦. Write down the decom-
position of x as x1⊕x2 w.r.t.W ∗Y⊕(W ∗Y)⊥. So x−x1 = x2 is orthogonal to
both spanj=1,...,dV
E
j (H⊗K∞)◦ and W ∗Y. Now we show that if any element
in (H⊗K∞)◦ is orthogonal to spanj=1,...,dV Ej (H⊗K∞)◦ and W ∗Y, then it
is the zero vector. Let x0 be such an element. Because x0 ∈ (H⊗K∞)◦ and
x0 ⊥W ∗Y,
x0 ⊥ U∗(H˜ ⊗ ǫj)⊗ ΩK[2,∞)
for j = 1, . . . , d. This implies x0 ⊥ spanj=1,...,dV̂ Ej (H˜ ⊗ ΩK∞). We also know
that
x0 ⊥ spanj=1,...,dV Ej (H⊗K∞)◦(= spanj=1,...,dV̂ Ej (H⊗K∞)◦).
Therefore
x0 ⊥ spanj=1,...,dV̂ Ej (H⊗K∞).
Since V̂
E
is a row unitrary, x0 ⊥ H ⊗ K∞. So x0 = 0 and hence x = x1 ∈
W ∗Y.We conclude that (H⊗K∞)◦⊖spanj=1,...,dV Ej (H⊗K∞)◦ ⊂W ∗Y. 
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Proposition 3.5. If E := H⊗(ΩK1 )⊥⊗ΩK[2,∞) ⊂ (H⊗K∞)◦, then V Eα E ⊥ V Eβ E
whenever α, β ∈ Λ˜, α 6= β and (H⊗K∞)◦ = H◦ ⊕
⊕
α∈Λ˜V
E
α E.
Proof. If |α| = |β| and α 6= β, then it is easy to see that V Eα E ⊥ V Eβ E
because ranges of V Ej ’s are mutually orthogonal. If |α| 6= |β| (without loss of
generality we can assume that |α| > |β|), then by taking the inner product
at the tensor factor K|α|+1 we obtain V Eα E ⊥ V Eβ E .
To prove the second part of the proposition, observe that for n ∈ N,
H⊗K[1,n] ⊗ ΩK[n+1,∞]
= (H⊗ ΩK∞)⊕ (H⊗ (ΩK1 )⊥ ⊗ ΩK[2,∞))⊕ (H⊗K1 ⊗
(ΩK2 )
⊥ ⊗ ΩK[3,∞))⊕ · · · ⊕ (H⊗K[1,n−1] ⊗ (ΩKn )⊥ ⊗ ΩK[n+1,∞))
= (H˜ ⊗ ΩK∞)⊕ (H◦ ⊗ ΩK∞)⊕ E ⊕
d⊕
j=1
V Ej E ⊕ · · · ⊕
d⊕
|α|=n−1
V Eα E .
Taking n→∞ we have the following:
H⊗K∞ = (H˜ ⊗ ΩK∞)⊕ (H◦ ⊗ ΩK∞)⊕
⊕
α∈Λ˜
V Eα E .
Since (H⊗K∞)◦ = (H⊗K∞)⊖ (H˜ ⊗ ΩK∞), it follows that
(H⊗K∞)◦ = H◦ ⊕
⊕
α∈Λ˜
V Eα E .

We sum up Propositions 3.3, 3.4 and 3.5 in the following theorem:
Theorem 3.6. For a generalized repeated interaction model involving unitaries
U and U˜ as before set Y := H˜⊗(ΩK1 )⊥⊗ΩK[2,∞) and E := H⊗(ΩK1 )⊥⊗ΩK[2,∞).
If E∗ :=W ∗Y, G+∗ :=
⊕
α∈Λ˜ V
E
α E∗ and G :=
⊕
α∈Λ˜ V
E
α E, then the collection
((H⊗K∞)◦, V E = (V E1 , . . . , V Ed ),G+∗ ,G)
is an outgoing Cuntz scattering system such that (H⊗K∞)◦ = H◦ ⊕ G.
Remark 3.7. Applying arguments similar to those used for proving the second
part of the Proposition 3.5 one can prove the following:
(H˜ ⊗ K∞)◦ =
⊕
α∈Λ˜
V Cα Y.
We refer the reader to Proposition 3.1 of [10] for a result in a similar
direction.
Generalized Repeated Interaction Model and Transfer Functions 11
4. Λ˜-Linear Systems and Transfer Functions
We would demonstrate that the outgoing Cuntz scattering system ((H ⊗
K∞)◦, V E = (V E1 , . . . , V Ed ),G+∗ ,G) from Theorem 3.6 has interesting relations
with a generalization of the linear systems theory that is associated to our
interaction model. For a given model involving unitaries U and U˜ as before,
let us define the input space as
U := E = H⊗ (ΩK1 )⊥ ⊗ ΩK[2,∞) ⊂ (H⊗K∞)◦
and the output space as
Y = H˜ ⊗ (ΩK1 )⊥ ⊗ ΩK[2,∞) ⊂ (H˜ ⊗ K∞)◦.
Here we assume that a quantum system A interacts with a stream of
copies of another quantum system B and we assume H is the (quantum
mechanical) Hilbert space of A. Let Ki be the Hilbert space of a part of
a stream of copies of B at time i immediately before the interaction with
A. Let the Hilbert space Pi be that the part of a stream of copies of B at
time i immediately after the interaction with A. ΩK and ΩP denote states
indicating that no copy of quantum system B is present and so no interaction
is taking place at time i. Then η ∈ U = H ⊗ (ΩK1 )⊥ ⊗ ΩK[2,∞) ⊂ H ⊗ K∞
represents a vector state with copies of quantum system B arriving at time
1 and stimulating an interaction between the stream of copies of A and B,
but no further copy of B arriving at later times. But some activity is induced
which goes on for a longer period.
Note that H⊗K = H⊕U and H˜ ⊗K = H˜⊕Y. So U maps H⊕U onto
H⊗ P and U˜ maps H˜ ⊕ Y onto H˜ ⊗ P . Using unitaries U and U˜ we define
Fj : H → U and Dj : H˜ → Y for j = 1, . . . , d by
d∑
j=1
F ∗j η ⊗ ǫj := U(0⊕ η),
d∑
j=1
D∗j y ⊗ ǫj := U˜(0⊕ y) for η ∈ U and y ∈ Y.
(4.1)
Combining equation (4.1) with equations (1.3) and (1.4) we have for h ∈
H, η ∈ U , h˜ ∈ H˜ and y ∈ Y
U(h⊕ η) =
d∑
j=1
(E∗j h+ F
∗
j η)⊗ ǫj, (4.2)
U˜(h˜⊕ y) =
d∑
j=1
(C∗j h˜+D
∗
j y)⊗ ǫj (4.3)
respectively. Using equation (4.3) it can be checked that
U˜∗(h˜⊗ ǫj) = Cj h˜⊕Dj h˜ for h˜ ∈ H˜; j = 1, . . . , d. (4.4)
Let us define
C˜ :=
d∑
j=1
DjPH˜E
∗
j : H → Y, D˜ :=
d∑
j=1
DjPH˜F
∗
j : U → Y
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where PH˜ is the orthogonal projection onto H˜. It follows that
PY U˜
∗P1U(h⊕ η) = C˜h+ D˜η (4.5)
where h ∈ H, η ∈ U , P1 is as in Proposition 2.1 and PY is the orthogonal
projection onto Y.
Define a colligation of operators (cf. [3]) using the operators E∗j ’s, F
∗
j ’s,
C˜ and D˜ by
CU,U˜ :=


E∗1 F
∗
1
...
...
E∗d F
∗
d
C˜ D˜

 : H⊕ U →
d⊕
j=1
H⊕ Y.
From the colligation CU,U˜ we get the following Λ˜-linear system
∑
U,U˜ :
x(jα) = E∗j x(α) + F
∗
j u(α), (4.6)
y(α) = C˜x(α) + D˜u(α) (4.7)
where j = 1, . . . , d and α, jα are words in Λ˜, and
x : Λ˜→ H, u : Λ˜→ U , y : Λ˜→ Y.
If x(∅) and u are known, then using∑U,U˜ we can compute x and y recursively.
Such a Λ˜-linear system is also called a noncommutative Fornasini-Marchesini
system in [1] in reference to [6].
Let z = (z1, . . . , zd) be a d-tuple of formal noncommuting indetermi-
nates. Define the Fourier transforms of x, u and y as
xˆ(z) =
∑
α∈Λ˜
x(α)zα, uˆ(z) =
∑
α∈Λ˜
u(α)zα, yˆ(z) =
∑
α∈Λ˜
y(α)zα
respectively where zα = zαn . . . zα1 for α = αn . . . α1 ∈ Λ˜. Assuming that
z-variables commute with the coefficients the input-output relation
yˆ(z) = ΘU,U˜ (z)uˆ(z)
can be obtained on setting x(∅) := 0 where
ΘU,U˜ (z) :=
∑
α∈Λ˜
Θ
(α)
U,U˜
zα := D˜ + C˜
∑
β∈Λ˜,j=1,...,d
(Eβ¯)
∗F ∗j z
βj. (4.8)
Here β¯ = β1 . . . βn is the reverse of β = βn . . . β1 ∈ Λ˜ and Θ(α)U,U˜ maps U to Y.
The formal noncommutative power series ΘU,U˜ is called the transfer function
associated to the unitaries U and U˜ . The transfer function is a mathematical
tool for encoding the evolution of a Λ˜-linear system. For y(α) ∈ Y with∑
α∈Λ˜ ‖y(α)‖2 < ∞, any series
∑
α∈Λ˜ y(α)z
α stands for a series converging
to an element of ℓ2(Λ˜,Y).
Generalized Repeated Interaction Model and Transfer Functions 13
Theorem 4.1. The map MΘ
U,U˜
: ℓ2(Λ˜,U)→ ℓ2(Λ˜,Y) defined by
MΘ
U,U˜
uˆ(z) := ΘU,U˜ (z)uˆ(z)
is a contraction.
Proof. Observe that PY U˜
∗P1U(h˜⊗ΩK∞) = 0 for all h˜ ∈ H˜. Consider another
colligation which is defined as follows:
C◦
U,U˜
:=


E∗◦1 F
∗◦
1
...
...
E∗◦d F
∗◦
d
C˜◦ D˜

 : H◦ ⊕ U →
d⊕
j=1
H◦ ⊕ Y
where E∗◦j := PH◦E
∗
j |H◦ : H◦ → H◦, F ∗◦j := PH◦F ∗j : U → H◦ and C˜◦ :=
C˜|H◦ : H◦ → Y for j = 1, . . . , d. Recall that H◦ and (H⊗K∞)◦ were defined
in equation array (2.3). Consider the outgoing Cuntz scattering system ((H⊗
K∞)◦, V E = (V E1 , . . . , V Ed ),G+∗ ,G), with (H⊗K∞)◦ = H◦⊕G, constructed by
us in Theorem 3.6. In Chapter 5.2 of [3] it is shown that there is an associated
unitary colligation

Eˆ1 Fˆ1
...
...
Eˆd Fˆd
Mˆ Nˆ

 : H◦ ⊕ E →
d⊕
j=1
H◦ ⊕ E∗ (4.9)
such that (Eˆj , Fˆj) = PH◦(V
E
j )
∗|H◦⊕E and (Mˆ, Nˆ) = PE∗ |H◦⊕E . Recall that
E and E∗ were introduced in Proposition 3.5 and Theorem 3.6 respectively.
From equations (4.2) and (4.5) we observe that (E∗◦j , F
∗◦
j ) = PH◦⊗ǫjU |H◦⊕E
(identifying H◦ with H◦ ⊗ ǫj) and (C˜◦, D˜) = PY U˜∗P1U |H◦⊕E . Using these
observations we obtain the following relations:
U∗(E∗◦j , F
∗◦
j ) = U
∗PH◦⊗ǫjU |H◦⊕E = PU∗(H◦⊗ǫj)|H◦⊕E = PV Ej H◦ |H◦⊕E
= V Ej PH◦(V
E
j )
∗|H◦⊕E = V Ej (Eˆj , Fˆj) (4.10)
for j = 1, . . . , d and
U∗U˜(C˜◦, D˜) = U∗U˜PY U˜
∗P1U |H◦⊕E = U∗PU˜YP1U |H◦⊕E = U∗PU˜YU |H◦⊕E
= PU∗U˜Y |H◦⊕E = PW∗Y |H◦⊕E (by equation (3.1))
= PE∗ |H◦⊕E = (Mˆ, Nˆ). (4.11)
Let uˆ(z) =
∑
α∈Λ˜ u(α)z
α ∈ ℓ2(Λ˜,U) with u(α) ∈ U such that∑
α∈Λ˜ ‖u(α)‖2 <∞. We would prove that
‖MΘ
U,U˜
uˆ(z)‖2 ≤ ‖uˆ(z)‖2.
Define x : Λ˜ → H by equation (4.6) such that x(∅) = 0. Further, define
x◦(α) := PH◦x(α) for all α ∈ Λ˜. Now applying the projection PH◦ to relation
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(4.6) on both sides and using the fact H˜ is invariant under E∗j for j = 1, . . . , d
we obtain the following relation:
x◦(jα) = E∗◦j x
◦(α) + F ∗◦j u(α) for all α ∈ Λ˜, j = 1, . . . , d. (4.12)
Because PY U˜
∗P1U1(h˜⊗ΩK∞) = 0 for all h˜ ∈ H˜ we conclude by equation (4.5)
that
C˜h˜ = 0 for h˜ ∈ H˜. (4.13)
This implies
C˜x(α) = C˜◦x◦(α) for all α ∈ Λ˜. (4.14)
Define y : Λ˜→ Y by
y(α) := C˜x(α) + D˜u(α) (4.15)
for all α ∈ Λ˜. Recall that the input-output relation stated just before the
theorem is
yˆ(z) =
∑
α∈Λ˜
y(α)zα = ΘU,U˜ (z)uˆ(z)(=MΘU,U˜ uˆ(z)).
Using the unitary colligation given in equation (4.9) we have
‖x◦(α)‖2 + ‖u(α)‖2 =
d∑
j=1
‖Eˆjx◦(α) + Fˆju(α)‖2 + ‖Mˆx◦(α) + Nˆu(α)‖2
=
d∑
j=1
‖E∗◦j x◦(α) + F ∗◦j u(α)‖2 + ‖C˜◦x◦(α) + D˜u(α)‖2
=
d∑
j=1
‖x◦(jα)‖2 + ‖C˜x(α) + D˜u(α)‖2
=
d∑
j=1
‖x◦(jα)‖2 + ‖y(α)‖2
for all α ∈ Λ˜. In the above calculation equations (4.10), (4.11), (4.12), (4.14)
and (4.15) respectively have been used. This gives us
‖u(α)‖2 − ‖y(α)‖2 =
d∑
j=1
‖x◦(jα)‖2 − ‖x◦(α)‖2
for all α ∈ Λ˜. Summing over all α ∈ Λ˜ with |α| ≤ n and using the fact that
x◦(∅) = 0 we obtain∑
|α|≤n
‖u(α)‖2 −
∑
|α|≤n
‖y(α)‖2 =
∑
|α|=n+1
‖x◦(α)‖2 ≥ 0 for all n ∈ N.
Therefore ∑
|α|≤n
‖y(α)‖2 ≤
∑
|α|≤n
‖u(α)‖2 for all n ∈ N.
Finally taking limit n→∞ both the sides we get thatMΘ
U,U˜
is a contraction.

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MΘ
U,U˜
is a multi-analytic operator ([15]) (also called analytic intertwin-
ing operator in [3]) because
MΘ
U,U˜
(
∑
α∈Λ˜
u(α)zαzj) =MΘ
U,U˜
(
∑
α∈Λ˜
u(α)zα)zj for j = 1, . . . , d,
i.e., MΘ
U,U˜
intertwines with right translation. The noncommutative power
series ΘU,U˜ is called the symbol of MΘU,U˜ .
5. Transfer Functions, Observability and Scattering
We would now establish that the transfer function can be derived from the
coisometry W of section 2. In the last section d-tuple z = (z1, . . . , zd) of
formal noncommuting indeterminates were employed. Treat (zα)α∈Λ˜ as an
orthonormal basis of ℓ2(Λ˜,C). Assume Y and U to be the spaces associated
with our model with unitaries U and U˜ as in the last section. It follows from
Remark 3.7 that there exist a unitary operator Γ˜ : (H˜ ⊗ K∞)◦ → ℓ2(Λ˜,Y)
defined by
Γ˜(V Cα y) := yz
α¯ for all α ∈ Λ˜, y ∈ Y.
We observe the following intertwining relation:
Γ˜(V Cα y) = (Γ˜y)z
α¯. (5.1)
Similarly, using Theorem 3.6, we can define a unitary operator Γ : (H ⊗
K∞)◦(= (H◦ ⊕ G))→ H◦ ⊕ ℓ2(Λ˜,U) by
Γ(˚h⊕ V Eα η) := h˚⊕ ηzα¯ for all α ∈ Λ˜
where h˚ ∈ H◦, η ∈ U . In this case the intertwining relation is
Γ(V Eα η) = (Γη)z
α¯. (5.2)
Using the coisometric operator W , which appears in Remark 2.3, we define
ΓW by the following commutative diagram:
(H⊗K∞)◦ W //
Γ

(H˜ ⊗ K∞)◦
Γ˜

H◦ ⊕ ℓ2(Λ˜,U) ΓW // ℓ2(Λ˜,Y),
(5.3)
i.e., ΓW = Γ˜WΓ
−1.
Theorem 5.1. ΓW defined by the above commutative diagram satisfies
ΓW |ℓ2(Λ˜, U) =MΘU,U˜ .
Proof. Using the intertwining relation V Cj W =WV
E
j from Remark 2.3, and
equations (5.1) and (5.2) we obtain
ΓW (ηz
βzj) = Γ˜WΓ−1(ηzβzj) = Γ˜WV Ej V
E
β¯
η
= Γ˜V Cj V
C
β¯
Wη = (Γ˜Wη)zβzj = ΓW (ηz
β)zj
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for η ∈ U , β ∈ Λ˜, j = 1, . . . , d. Hence, ΓW |ℓ2(Λ˜, U) is a multi-analytic operator.
For computing its symbol we determine ΓW η for η ∈ U , where η is identified
with ηzφ ∈ ℓ2(Λ˜,U). For α = αn−1 . . . α1 ∈ Λ˜ let Pα be the orthogonal
projection onto
Γ˜−1{f ∈ ℓ2(Λ˜,Y) : f = yzα for some y ∈ Y}
= V Cα¯ Y = U˜∗1 . . . U˜∗n−1(H˜ ⊗ ǫα1 ⊗ · · · ⊗ ǫαn−1 ⊗ (ΩKn )⊥ ⊗ ΩK[n+1,∞))
with U˜i’s as in Proposition 2.1.
Recall that the tuple E associated with the unitary U is a lifting of the
tuple C (associated with the unitary U˜) and so E can be written as a block
matrix in terms of C as follows: Ej =
(
Cj 0
Bj Aj
)
for j = 1, . . . , d w.r.t. to
the decomposition H = H˜ ⊕ H◦ where B and A are some row contractions.
Because E is a coisometric lifting of C we have
d∑
j=1
CjC
∗
j = I and
d∑
j=1
CjB
∗
j = 0
(cf. [5]) . Now using these relations and equations (4.2), (4.3) and (4.4) it can
be easily verified that
PαU˜
∗
1 . . . U˜
∗
nPnUn . . . U1η = PαU˜
∗
1 . . . U˜
∗
mPmUm . . . U1η for all m ≥ n, η ∈ U .
Using the formula of W from Proposition 2.1 we obtain
PαWη = PαU˜
∗
1 . . . U˜
∗
nPnUn . . . U1η for η ∈ U .
Finally for η ∈ U
PαU˜
∗
1 . . . U˜
∗
nPnUn . . . U1η =
{
D˜η if n = 1, α = ∅,
V Cα¯ (C˜E
∗
αn−1
. . . E∗α2F
∗
α1
η) if n = |α|+ 1 ≥ 2.
This implies for η ∈ U
Γ˜WΓ−1η = Γ˜Wη = D˜η ⊕
∑
|α|≥1
(C˜E∗αn−1 . . . E
∗
α2
F ∗α1η)z
α.
Comparing this with equation (4.8) we conclude that ΓW |ℓ2(Λ˜, U) = MΘU,U˜ .

Note that the Theorem 4.1 and its proof concern the transfer function
of the Λ˜-linear system and has nothing to do with the scattering theory.
Theorem 5.1, on the other hand, is the scattering theory part in the sense
of Lax-Phillips [12]. The same function MΘ
U,U˜
relates the outgoing Fourier
representation for a vector in the ambient scattering Hilbert space to the
incoming Fourier representation for the same vector. This makes MΘ
U,U˜
the
scattering function for the outgoing Cuntz scattering system. We introduce
a notion from the linear systems theory for our model:
Definition 5.2. The observability operator W0 : H◦ → ℓ2(Λ˜,Y) is defined as
the restriction of the operator ΓW to H◦, i.e., W0 = ΓW |H◦ .
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It follows that W0˚h = (C˜(Eα¯)
∗h˚)α∈Λ˜. Popescu has studied the similar types
of operators called Poisson kernels in [16].
Definition 5.3. If there exist k,K > 0 such that for all h˚ ∈ H◦
k‖˚h‖2 ≤
∑
α∈Λ˜
‖C˜(Eα¯)∗˚h‖2 = ‖W0˚h‖2 ≤ K ‖˚h‖2,
then the Λ˜−linear system is called (uniformly) observable.
We illustrate below that the notion of observability is closely related to the
scattering theory notions of noncommutative Markov chains. Observability
of a system for dimH <∞ is interpreted as the property of the system that
in the absence of U-inputs we can determine the original state h ∈ H◦ of the
system from all Y-outputs at all times. Uniform observability is an analog of
this for dimH =∞.
We extend W0 to
Ŵ0 : (H˜ ⊕ H◦)(= H) −→ H˜ ⊕ ℓ2(Λ˜,Y)
by defining Ŵ0h˜ := h˜ for all h˜ ∈ H˜. If W0 is uniformly observable, then using
kˆ = k and Kˆ = max{1,K} the above inequalities can be extended to Ŵ0 on
H as
kˆ‖h‖2 ≤ ‖Ŵ0h‖2 ≤ Kˆ‖h‖2
for all h ∈ H.
Before stating the main theorem of this section regarding observability
we recall from [5] the following: Let C be a row contraction on a Hilbert space
HC . The lifting E of C is called subisometric [5] if the minimal isometric
dilations V̂
E
and V̂
C
of E and C respectively are unitarily equivalent and
the corresponding unitary, which intertwines between V̂ Ei and V̂
C
i for all
i = 1, 2, . . . , d, acts as identity on HC . Some of the techniques used here are
from the scattering theory of noncommutative Markov chains (cf. [11], [8]).
Theorem 5.4. For any Λ˜-linear system associated to a generalized repeated
interaction model with unitaries U, U˜ the following statements are equivalent:
(a) The system is (uniformly) observable.
(b) The observability operator W0 is isometric.
(c) The tuple E associated with the unitary U is a subisometric lifting of
the tuple C (associated with the unitary U˜).
(d) W : (H⊗K∞)◦ → (H˜ ⊗ K∞)◦ is unitary.
If one of the above holds, then
(e) The transfer function ΘU,U˜ is inner, i.e., MΘU,U˜ : ℓ
2(Λ˜,U) → ℓ2(Λ˜,Y)
is isometric.
If we have additional assumptions, viz. dimH <∞ and dimP ≥ 2, then the
converse holds, i.e., (e) implies all of (a), (b), (c) and (d).
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Proof. Clearly (d)⇒ (b)⇒ (a). We now prove (a)⇒ (d). Because the system
is (uniformly) observable there exist k > 0 such that for all h˚ ∈ H◦
k‖˚h‖2 ≤ ‖W0˚h‖2.
Since
⋃
m≥1H⊗K[1,m] is a dense subspace ofH⊗K∞, for any 0 6= η ∈ H⊗K∞
there exist n ∈ N and η′ ∈ H⊗K[1,n] such that
‖η − η′‖ <
√
k√
k + 1
‖η‖.
Let η0 ∈ H⊗K[1,n]. Suppose Un . . . U1η0 = h0⊗p0⊗ΩK[n+1,∞), where h0 ∈ H,
p0 ∈ P[1,n]. Then clearly
lim
N→∞
‖U˜∗1 . . . U˜∗nU˜∗n+1 . . . U˜∗NPNUN . . . Un+1Un . . . U1η0‖ = ‖Ŵ0h0‖‖p0‖
and thus by Proposition 2.1 it is equal to ‖Ŵη0‖. Because the system is
(uniformly) observable,
‖Ŵ0h0‖‖p0‖ ≥
√
k‖h0‖‖p0‖.
Therefore ‖Ŵη0‖2 ≥ k‖η0‖2. However, in general Un . . . U1η0 =
∑
j h
(j)
0 ⊗
p
(j)
0 ⊗ ΩK[n+1,∞) with h(j)0 ∈ H and some mutually orthogonal vectors p(j)0 ∈
P[1,n]. By using the above inequality for each term of the summation and
then adding them we find that in general for all η0 ∈ H⊗K[1,n]
‖Ŵη0‖2 ≥ k‖η0‖2.
In particular, for η′ ∈ H⊗K[1,n] we have the above inequality. Therefore
‖Ŵη‖ ≥ ‖Ŵη′‖ − ‖Ŵ (η′ − η)‖
≥
√
k‖η′‖ − ‖η − η′‖
≥
√
k‖η‖ − (
√
k + 1)‖η − η′‖ > 0.
This implies Ŵη 6= 0 for all 0 6= η ∈ H ⊗ K∞ and hence Ŵ is injective. Re-
call that Ŵ is a coisometry and an injective coisometry is unitary. Further,
because Ŵ (h˜ ⊗ ΩK∞) = h˜ ⊗ ΩK∞ for all h˜ ∈ H˜ it follows that W is unitary.
This establishes (a)⇒ (d) and we have proved (a)⇔ (b)⇔ (d).
Next we prove (d) ⇔ (c). Assume that (d) holds. Since W is unitary,
clearly Ŵ is unitary. We know that Ŵ intertwines between the minimal
isometric dilations V̂
E
and V̂
C
of E and C respectively. Hence E is a subi-
sometric lifting of C.
Conversely, if we assume (c), then by the definition of subisometric lift-
ing there exist a unitary operator
Ŵ1 : H⊗K∞ −→ H˜ ⊗ K∞
which intertwines between V̂
E
and V̂
C
, and Ŵ1 acts as an identity on H˜⊗ΩK∞.
To prove W is unitary it is enough to prove Ŵ is unitary. We show that
Ŵ = Ŵ1. By the definition of the minimal isometric dilation we know that
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H˜ ⊗ K∞ = span{V̂ Cα (h˜⊗ ΩK∞) : h˜ ∈ H˜, α ∈ Λ˜}. For j = 1, . . . , d and h˜ ∈ H˜,
by equation (2.2) and Proposition 2.2,
Ŵ ∗V̂ Cj (h˜⊗ ΩK∞) = V̂ Ej Ŵ ∗(h˜⊗ ΩK∞) = V̂ Ej (h˜⊗ ΩK∞)
= Ŵ ∗1 V̂
C
j Ŵ1(h˜⊗ ΩK∞) = Ŵ ∗1 V̂ Cj (h˜⊗ ΩK∞).
Thus Ŵ ∗ = Ŵ ∗1 and hence Ŵ = Ŵ1.
To prove (d)⇒ (e) we at first note that since W is unitary, ΓW is also
unitary. By Theorem 4.2, we haveMΘ
U,U˜
= ΓW |ℓ2(Λ˜,U). Since a restriction of
a unitary operator is an isometry, MΘ
U,U˜
is isometric.
Finally with the additional assumptions dimH <∞ and dimP ≥ 2, we
show (e)⇒ (b). Define
Hscat := H ∩ Ŵ ∗(H˜ ⊗ K∞) = H˜ ⊕ {˚h ∈ H◦ : ‖W0˚h‖ = ‖˚h‖}.
Since ‖Ŵ0h‖ = lim
n→∞
‖U˜1 . . . U˜nP˜nUn . . . U1h‖ by Proposition 2.1, the follow-
ing can be easily verified:
U(Hscat ⊗ ΩK) ⊂ Hscat ⊗ P . (5.4)
Because MΘ
U,U˜
= ΓW |ℓ2(Λ˜,U) is isometric by (e), it can be checked that
U(H⊗ (ΩK)⊥) ⊂ Hscat ⊗ P . (5.5)
Combining equations (5.4) and (5.5) we have
U∗((H⊖Hscat)⊗ P) ⊂ (H⊖Hscat)⊗ ΩK.
Since dimH <∞ and dimP ≥ 2, we obtainH⊖Hscat = {0}, i.e., H = Hscat.
This implies W0 is isometric and hence (e)⇒ (b). 
6. Transfer Functions and Characteristic Functions of Liftings
Continuing with the study of our generalized repeated interaction model,
from equations (2.1) and (4.4) we obtain
V̂ Cj (h˜⊗ ΩK∞) = (Cj h˜⊕Dj h˜)⊗ ΩK[2,∞) for h˜ ∈ H˜ and j = 1, . . . , d. (6.1)
Let DC := (I − C∗C) 12 :
⊕d
i=1 H˜ →
⊕d
i=1 H˜ denote the defect operator and
DC := Range DC . The full Fock space over Cd (d ≥ 2) denoted by F is
F = C⊕ Cd ⊕ (Cd)⊗2 ⊕ · · · ⊕ (Cd)⊗m ⊕ · · · .
The vector e∅ := 1⊕ 0⊕ · · · is called the vacuum vector. Let {e1, . . . , ed} be
the standard orthonormal basis of Cd. For α ∈ Λ˜ and |α| = n, eα denote the
vector eα1⊗eα2⊗· · ·⊗eαn in the full Fock space F . We recall that Popescu’s
construction [13] of the minimal isometric dilation V˜
C
= (V˜ C1 , . . . , V˜
C
d ) on
H˜ ⊕ (F ⊗DC) of the tuple C is
V˜ Cj (h˜⊕
∑
α∈Λ˜
eα ⊗ dα) = Cj h˜⊕ [e∅ ⊗ (DC)j h˜+ ej ⊗
∑
α∈Λ˜
eα ⊗ dα]
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for h˜ ∈ H˜ and dα ∈ DC where (DC)j h˜ = DC(0, . . . , h˜, . . . , 0) (h˜ is embedded
at the jth component). So
V˜ Cj h˜ = Cj h˜⊕ (e∅ ⊗ (DC)j h˜) for h˜ ∈ H˜ and j = 1, . . . , d. (6.2)
From equations (6.1) and (6.2) it follows that
‖
d∑
j=1
Djh˜j‖2 = ‖
d∑
j=1
(DC)j h˜j‖2 (6.3)
where h˜j ∈ H˜ for j = 1, . . . , d. Let ΦC : span{Djh˜ : h˜ ∈ H˜, j = 1, . . . , d} →
DC be the unitary given by
ΦC(
d∑
j=1
Dj h˜j) =
d∑
j=1
(DC)j h˜j for h˜j ∈ H˜ and j = 1, . . . , d.
Similarly for Ei’s and Fi’s obtained from interaction U in equation (4.2) we
set DE := (I − E∗E) 12 :
⊕d
i=1H →
⊕d
i=1H and DE := Range DE, and
define another unitary operator ΦE : span{Fjh : h ∈ H, j = 1, . . . , d} → DE
by
ΦE(
d∑
j=1
Fjhj) =
d∑
j=1
(DE)jhj for hj ∈ H and j = 1, . . . , d.
The second equation of (4.1) yields
d∑
j=1
DjD
∗
j y = y for y ∈ Y.
This implies
span{Djh˜ : h˜ ∈ H˜, j = 1, . . . , d} = Y.
Similarly, we can show that span{Fjh : h ∈ H, j = 1, . . . , d} = U . Thus ΦC
is a unitary from Y onto DC and ΦE is a unitary from U onto DE . As a
consequence we have for i, j = 1, . . . , d
D∗jDi = (DC)
∗
j (DC)i = δijI − C∗jCi, (6.4)
F ∗j Fi = (DE)
∗
j (DE)i = δijI − E∗jEi. (6.5)
Define unitaries M˜ΦC : ℓ
2(Λ˜,Y)→ F ⊗DC and Φ˜E : Uz∅ → e∅ ⊗DE by
M˜ΦC
(∑
α∈Λ˜
yαz
α
)
:=
∑
α∈Λ˜
eα¯ ⊗ ΦC(yα),
Φ˜E(uz
∅) := e∅ ⊗ ΦEu
which would be useful in comparing transfer functions with characteristic
functions.
Define D∗,A := (I − AA∗) 12 : H◦ → H◦ and D∗,A := Range D∗,A.
Because E is a coisometric lifting of C, using Theorem 2.1 of [5] we conclude
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that there exist an isometry γ : D∗,A → DC with γD∗,Ah = B∗h for all
h ∈ H◦. Further, for h ∈ H◦
ΦCC˜h = ΦC
d∑
j=1
DjPH˜E
∗
j h = ΦC
d∑
j=1
DjPH˜(B
∗
j h⊕A∗jh)
= ΦC
d∑
j=1
DjB
∗
j h =
d∑
j=1
(DC)jB
∗
j h
= DCB
∗h = B∗h.
The last equality holds because for the coisometric tuple C the operator DC
is the projection onto DC and Range B∗ ⊂ DC . This implies
ΦCC˜h = γD∗,Ah. (6.6)
The characteristic function MC,E : F ⊗DE → F⊗DC of lifting E of C,
which was introduced in [5], and its symbol ΘC,E has the following expansion:
For i = 1, . . . , d and h ∈ H˜
ΘC,E(DE)ih = e∅ ⊗ [(DC)ih− γD∗,ABih]−
∑
|α|≥1
eα ⊗ γD∗,A(Aα)∗Bih,
(6.7)
and for h ∈ H◦
ΘC,E (DE)ih = −e∅ ⊗ γD∗,AAih
+
d∑
j=1
ej ⊗
∑
α
eα ⊗ γD∗,A(Aα)∗(δjiI −A∗jAi)h. (6.8)
Theorem 6.1. Let U and U˜ be unitaries associated with a generalized repeated
interaction model, and the lifting E of C be the corresponding lifting. Then
the characteristic function MC,E coincides with the transfer function ΘU,U˜ ,
i.e.,
M˜ΦCΘU,U˜ (z) = ΘC,EΦ˜E .
Proof. If h ∈ H and i = 1, . . . , d, then by equation (4.8)
M˜ΦCΘU,U˜ (z)(Fihz
∅)
= M˜ΦC [D˜ z
∅ +
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗F ∗j z
βj](Fihz
∅)
= M˜ΦC [D˜Fih z
∅ +
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗F ∗j Fih z
βj]. (6.9)
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Case 1. h ∈ H˜ :
D˜Fih =
d∑
j=1
DjPH˜F
∗
j Fih =
d∑
j=1
DjPH˜(δijI − E∗jEi)h
= Dih−
( d∑
j=1
DjPH˜E
∗
j
)
Eih = Dih− C˜Eih
= Dih− C˜(Cih⊕Bih) = Dih− C˜Bih.
Second and last equalities follows from equations (6.5) and (4.13) respectively.
By equation (6.5) again we obtain
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗F ∗j Fih z
βj
=
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗(δijI − E∗jEi)h zβj
=
∑
β∈Λ˜
C˜(Eβ¯)
∗h zβi −
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗E∗jEih z
βj
= −
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗E∗jEih z
βj
(because C˜(Eβ¯)
∗h = C˜(Cβ¯)
∗h = 0 by equation (4.13))
= −
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗
(
(C∗jCi +B
∗
jBi)h⊕A∗jBih
)
zβj
= −
∑
β∈Λ˜,j=1,...,d
C˜(Aβ¯)
∗A∗jBih z
βj (by equation (4.13))
= −
∑
|α|≥1
C˜(Aα¯)
∗Bih z
α.
So by equation (6.9) we have for all i = 1, . . . , d and h ∈ H˜
M˜ΦCΘU,U˜ (z)(Fihz
∅)
= M˜ΦC [(Dih− C˜Bih) z∅ −
∑
|α|≥1
C˜(Aα¯)
∗Bih z
α]
= e∅ ⊗ ΦC(Dih− C˜Bih)−
∑
|α|≥1
eα¯ ⊗ ΦC(C˜(Aα¯)∗Bih)
= e∅ ⊗ [(DC)ih− γD∗,ABih]−
∑
|α|≥1
eα¯ ⊗ γD∗,A(Aα¯)∗Bih.
By equation (6.7) it follows that
M˜ΦCΘU,U˜ (z)(Fihz
∅) = ΘC,E(e∅ ⊗ (DE)ih)
= ΘC,EΦ˜E(Fihz
∅).
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Case 2. h ∈ H◦ :
D˜Fih =
d∑
j=1
DjPH˜F
∗
j Fih =
d∑
j=1
DjPH˜(δijI − E∗jEi)h
= DiPH˜h−
( d∑
j=1
DjPH˜E
∗
j
)
Eih = −C˜Aih
Second equality follows from equation (6.5). By equations (6.5) and (4.13)
again we obtain∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗F ∗j Fih z
βj =
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗(δijI − E∗jEi)h zβj
=
∑
β∈Λ˜,j=1,...,d
C˜(Aβ¯)
∗(δijI −A∗jAi)h zβj.
So by equation (6.9) we have for all i = 1, . . . , d and h ∈ H◦
M˜ΦCΘU,U˜ (z)(Fihz
∅)
= M˜ΦC [−C˜Aih z∅ +
∑
β∈Λ˜,j=1,...,d
C˜(Aβ¯)
∗(δijI −A∗jAi)h zβj]
= −e∅ ⊗ ΦC(C˜Aih) +
∑
β∈Λ˜,j=1,...,d
ej ⊗ eβ¯ ⊗ ΦC(C˜(Aβ¯)∗(δijI −A∗jAi)h)
= −e∅ ⊗ γD∗,AAih+
∑
β∈Λ˜,j=1,...,d
ej ⊗ eβ¯ ⊗ γD∗,A(Aβ¯)∗(δijI −A∗jAi)h.
By equation (6.8) it follows that
M˜ΦCΘU,U˜ (z)(Fihz
∅) = ΘC,E(e∅ ⊗ (DE)ih)
= ΘC,EΦ˜E(Fihz
∅).
Hence we conclude that
M˜ΦCΘU,U˜ (z) = ΘC,EΦ˜E .

The transfer function is a notion affiliated with the input/state/output
linear system, while the scattering function is a notion affiliated with the
scattering theory in the sense of Lax-Phillips. For our repeated interaction
model Theorem 6.1 elucidates that the transfer function is identifiable with
the characteristic function of the associated lifting. This establishes a strong
connection between a model for quantum systems and the multivariate op-
erator theory. Connections between them were also endorsed in other works
like [2], [8], [4] and [10], and this indicates that such approaches to quantum
systems using multi-analytic operators are promising.
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