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Abstract
Poncelet’s theorem is a famous result in projective geometry, dating to the
early part of the nineteenth century. It concerns closed polygons inscribed in
one conic and circumscribed about another. There are several proofs of the
theorem, none of which are elementary. The proof of Poncelet’s theorem that
we present in this work requires basic notions of Riemann surfaces, classic
results of complex analysis and basic principles of projective geometry. It
relates to the theory of elliptic curves and exploits the fact that such curves
are endowed with an analytic group structure.
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Introduccio´n
Sean C yD dos elipses en el plano real, conD dentro de C. Supongamos
que existe un pol´ıgono cerrado de n lados, inscrito en C y circunscrito
sobre D. Entonces, para cualquier punto p de C, existe un pol´ıgono
cerrado de n lados, inscrito en C y circunscrito sobre D, tal que p es
uno de sus ve´rtices.
La Figura 1 ilustra el caso n = 8. El pol´ıgono cerrado de linea continua
esta´ inscrito en C y circunscrito sobre D. El trazado de linea discontinua
describe la existencia de un pol´ıgono cerrado de ocho lados, inscrito en C y
circunscrito sobre D, tal que p es uno de sus ve´rtices.
C
D
p
Figura 1: Teorema de Poncelet
La afirmacio´n anterior se conoce como Teorema de Poncelet. El matema´tico
france´s Jean-Victor Poncelet descubrio´ el teorema en 1813, mientras se en-
contraba retenido en la ciudad rusa de Saratov, como prisionero de guerra.
En 1822, despue´s de volver a Francia, una prueba del resultado anterior
aparece publicada en su libro [Pon22]. Poncelet prueba el teorema como
corolario de un resultado ma´s general, conocido como Teorema General de
Poncelet, es cual puede ser enunciado como sigue: Sean C,D1, . . . , Dn co´ni-
cas lisas en el plano proyectivo real de un misma haz. Si existe un pol´ıgono
cerrado de n lados, inscrito en C, tal que cada lado es tangente a una de las
co´nicas D1, . . . , Dn, entonces existen infinitos de tales pol´ıgonos.
11
12 Teorema de Poncelet
Sus pruebas fueron duramente criticadas por algunos contempora´neos como
Augustin Louis Cauchy, pues estaban basadas en un principio de continuidad
no probado.
La siguiente prueba del Teorema de Poncelet que se conoce se debe a Carl
Gustav Jacob Jacobi. En 1828, este ofrecio´ una prueba usando el teorema de
adicio´n de funciones el´ıpticas [Jac84]. Esencialmente, el teorema de Poncelet
es equivalente al teorema de adicio´n de curvas el´ıpticas, y su prueba repre-
senta una manera sinte´tica de deducir la estructura de grupo en una curva
el´ıptica.
Desde su publicacio´n, hasta la u´ltima de´cada del siglo XIX, el teorema de
Poncelet atrajo la atencio´n de muchos matema´ticos de la e´poca. Una gran
cantidad de literatura sobre variantes, pruebas alternativas y generaliza-
ciones del teorema de Poncelet se produjo en estos an˜os. Las principales
obras de este per´ıodo se deben a Nicola Trudi, Arthur Cayley, George
Salmon, Adolf Hurwitz, Gaston Darboux y George H. Halphen. La principal
razo´n de esta atraccio´n parece provenir del hecho de que varias pruebas pu-
blicadas estaban basadas en ana´lisis complejo y geometr´ıa proyectiva. Una
buena descripcio´n histo´rica del teorema de Poncelet, junto con novedosas
pruebas y observaciones esta´ dada en [BKOR87].
Un problema interesante que surgio´ tras la publicacio´n de Jacobi, con-
sist´ıa en determinar bajo que´ condiciones anal´ıticas existir´ıan pol´ıgonos ce-
rrados de n lados, inscrito en C y circunscrito sobre D. En 1853, tales
condiciones fueron obtenidas por Arthur Cayley [Cay54], usando teor´ıa de
integrales abelianas. Las publicaciones de Cayley sirvieron de gran inspi-
racio´n a Henri Le´on Lebesgue, el cual tradujo´ las condiciones de Cayley a
lenguaje geome´trico [Leb42].
Recientemente, ambos problemas han sidos estudiados de nuevo por los
matema´ticos Phillip Griffiths y Joseph Daniel Harris (1977-1978), ofreciendo
pruebas modernas. En los art´ıculos [GH77, GH78] relacionan los dos teoremas
a curvas el´ıpticas sobre el cuerpo de los nu´meros complejos, y a funciones
el´ıpticas, las cuales constituyen el conjunto de funciones meromorfa de estas
curvas.
En este trabajo, la prueba ofrecida del teorema de Poncelet ha sido ex-
tra´ıda del libro de Leopold Flato [Fla09, cap.9] y sigue la aproximacio´n de
Griffiths y Harris [GH77]. Concretamente, ellos prueban la siguiente versio´n
del teorema de Poncelet en el plano proyectivo complejo.
Versio´n-P2 del Teorema de Poncelet. Sean C y D dos co´nicas lisas en
P2, en posicio´n general. Supongamos que existe un pol´ıgono cerrado, inscrito
en C y circunscrito sobre D. Entonces, para cualquier punto p de C, existe
un pol´ıgono cerrado, inscrito en C y circunscrito sobre D, tal que p es uno
de sus ve´rtices.
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Recuerde que las co´nicas C y D esta´n en posicio´n general si su intersec-
cio´n esta´ constituida por cuatros puntos, el cual es el nu´mero ma´ximo posible
como consecuencia del teorema de Bezout. Un pol´ıgono cerrado de n lados en
el plano proyectivo complejo, con ve´rtices consecutivos p1, . . . , pn, esta´ ins-
crito en C y circunscrito sobre D si los puntos p1, . . . , pn ∈ C y las rectas
determinadas por los pares de puntos (p1, p2), . . . , (pn, p1) son tangentes a D.
Esta versio´n del teorema de Poncelet en el plano proyectivo complejo se
mantiene si las co´nicas C y D no esta´n en posicio´n general [Fla09, cap.11],
aunque la prueba requiere algunas otras consideraciones.
La afirmacio´n anterior de la versio´n proyectiva compleja del teorema de
Poncelet puede ser reformulada si precisamos la correspondencia de Poncelet
M y la aplicacio´n de Poncelet η, asociada a C y D.
Sea D∗ la co´nica dual de D, es decir, el conjunto de rectas tangentes a D.
La correspondencia de Poncelet M para C y D esta´ definida como
M = {(x, ξ) |x ∈ C, ξ ∈ D∗, x ∈ ξ}.
Fijado (x, ξ) ∈M, denotemos por x′ al otro punto de interseccio´n de la recta
ξ con la co´nica C, y por ξ′ a la otra recta del haz x′∗ que es tangente a D.
Observe que si la recta ξ es tangente a C, entonces x′ = x, y si x′ ∈ D,
entonces las rectas ξ, ξ′ son iguales.
La aplicacio´n de Poncelet η :M→M, asociada a M, esta´ definida como
η(x, ξ) = (x′, ξ′), ∀ (x, ξ) ∈M.
Es rutinario comprobar que η es una aplicacio´n biyectiva. Adema´s, como las
co´nicas C y D esta´n en posicio´n general, η, η2 no presentan puntos fijos.
Enunciemos la reformulacio´n citada anteriormente.
Sea n ∈ N, con n ≥ 3. Si la aplicacio´n ηn presenta un punto fijo,
entonces ηn es la aplicacio´n identidad.
Observe que la afirmacio´n anterior es efectivamente una reformulacio´n de
la versio´n proyectiva compleja del teorema de Poncelet, pues x, x′ ∈ ξ y
ξ′ ∈ D∗, para todo (x, ξ) ∈ M. Ahora bien, para probar tal afirmacio´n ne-
cesitamos introducir nociones ba´sicas de superficies de Riemann, resultados
cla´sicos de ana´lisis complejo y principios ba´sicos de geometr´ıa proyectiva.
Los rudimentos de superficies de Riemann que necesitamos esta´n cubiertos
en los tres primeros cap´ıtulos. En el primer cap´ıtulo introducimos el concepto
de superficie de Riemann y presentamos varios ejemplos notables de tales
superficies. En el segundo cap´ıtulo precisamos los morfismos entre estas su-
perficies, probamos varios teoremas heredados del ana´lisis complejo relativos
a estos morfismos y determinamos los isomorfimos entre toros complejos. En
el tercer cap´ıtulo nos centramos en estudiar propiedades locales y globales
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de morfismos entre superficies de Riemann. Adema´s, en este cap´ıtulo intro-
ducimos las superficies de Riemann denominadas curvas hiperel´ıpticas, las
cuales juegan un papel determinante en la prueba que nos hemos propuesto.
Los siguientes tres cap´ıtulos tienen como objetivo probar que la curvas
hiperel´ıpticas asociadas a curvas planas afines determinadas por polinomios
de la forma
w2 − (z − a1)(z − a2)(z − a3),
con a1, a2, a3 nu´meros complejos distintos, son curvas el´ıpticas, y rec´ıpro-
camente, cualquier toro complejo es isomorfo a una curva hiperel´ıptica de
este estilo. Ma´s detalladamente, en el cuarto cap´ıtulo introducimos las fun-
ciones el´ıpticas, presentamos la funcio´n ℘ de Weierstrass y determinamos la
ecuacio´n diferencial que esta satisface. En el quinto cap´ıtulo resolvemos el
problema de inversio´n, basa´ndonos en propiedades de la funcio´n modular J ,
las cuales son probadas previamente. En el sexto cap´ıtulo trabajamos con
curvas el´ıpticas, es decir, con superficies de Riemann las cuales son isomor-
fas a un toro complejo. En este sexto cap´ıtulo demostramos que la curvas
el´ıpticas puede ser dotadas con una estructura de grupo anal´ıtico, la cual
esta´ un´ıvocamente determinada por la eleccio´n del elemento neutro, y cum-
plimos el objetivo mencionado anteriormente, el cual es consecuencia inme-
diata de la solucio´n del problema de inversio´n y de la ecuacio´n diferencial
que satisface la funcio´n ℘ de Weierstrass.
Por u´ltimo, en el se´ptimo cap´ıtulo probaremos la reformulacio´n de la ver-
sio´n proyectiva compleja del teorema de Poncelet. Para tal fin, identifica-
remos la correspondencia de Poncelet M para C y D con una curva alge-
braica lisa γ en Ĉ2. As´ı M heredara´ la topolog´ıa y estructura de superficie
de Riemann de γ. Seguidamente, probaremos que esta curva algebraica γ
es una curva el´ıptica y, como consecuencia, obtendremos queM tambie´n es
una curva el´ıptica, pues M es isomorfa a γ como superficies de Riemann.
Por lo tanto, podremos dotar a M con una estructura de grupo anal´ıtico,
heredada a trave´s del isomorfismo que existe entre esta superficie y un toro
complejo. Finalmente, usando resultados de automorfismos involutivos con
puntos fijos de toros complejos, probaremos que la aplicacio´n de Poncelet
η asociada a M es una traslacio´n con respecto a la estructura de grupo
anal´ıtico que ha sido heredada en M, es decir, existe b ∈M, tal que
η(p) = p+ b, ∀ p ∈M.
As´ı, obtendremos
ηn(p) = p+ nb, ∀ p ∈M.
Ahora, es fa´cil probar la reformulacio´n, pues si existe p0 ∈ M tal que
ηn(p0) = p0, entonces nb debe ser el elemento neutro en M.
Observe que la aplicacio´n ηn presenta un punto fijo si, y solo si, nb es el
elemento neutro en M. La versio´n proyectiva del teorema de Cayley ob-
tenida por Griffiths y Harris [GH78], se obtiene al relacionar estos puntos
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de orden finito en curvas el´ıpticas con propiedades de funciones el´ıpticas,
las cuales como antes comentamos constituyen las funciones meromorfas de
estas curvas.
Sean C y D dos co´nicas lisas en P2, en posicio´n general, determinadas
respectivamente por matrices sime´tricas AC , AD ∈M (3× 3,C). Definamos
la multifuncio´n F : C→ P(C) como
F (t) =
√
det(tAC +AD), ∀ t ∈ C.
Como D es una co´nica lisa, el determinante de la matriz AD es distinto de
cero, luego existe ε > 0, tal que det(tAC + AD) 6= 0, ∀ t ∈ B = B(0, ε).
Observe que F admite dos ramificaciones holomorfas en B. Sea f una de
estas ramificaciones. Consideremos los coeficientes (An)n≥0 del desarrollo en
serie de potencias de f centrado en 0,
f(t) = A0 +A1t+ · · ·+Antn + · · · , ∀ t ∈ B.
Versio´n-P2 del Teorema de Cayley. Sea n ∈ N, con n ≥ 3. La n-e´sima
composicio´n ηn de la aplicacio´n de Poncelet asociada a C y D presenta un
punto fijo si, y solo si,∣∣∣∣∣∣∣
A2 . . . Am+1
...
. . .
...
Am+1 . . . A2m
∣∣∣∣∣∣∣ = 0, si n = 2m+ 1 (m ≥ 1),∣∣∣∣∣∣∣
A3 . . . Am+1
...
. . .
...
Am+1 . . . A2m−1
∣∣∣∣∣∣∣ = 0, si n = 2m (m ≥ 2),
Observe que la afirmacio´n del teorema es independiente de la ramificacio´n
elegida de F en B, pues la otra ramificacio´n holomorfa es −f . Una prueba
del resultado anterior puede ser consultada en [Fla09, cap.10].
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Cap´ıtulo 1
Superficies de Riemann:
Definiciones ba´sicas
Como se menciono´ en la introduccio´n, la prueba del Teorema de Poncelet
que presentamos en este documento usa nociones de superficies de Riemann.
En este cap´ıtulo definiremos tales superficies, y tambie´n presentaremos varios
ejemplos importantes de superficies de Riemann, las cuales sera´n usadas pos-
teriormente. Adema´s, justificaremos que toda superficie de Riemann es una
variedad diferenciable de dimensio´n 2 orientable, y concluiremos comentan-
do sus consecuencias.
1.1. Cartas complejas y estructuras complejas
Sea X un espacio topolo´gico. Pretendemos que X sea, localmente, como
un abierto del plano complejo, as´ı nos permitira´ definir unas coordenadas
complejas en cada punto de X.
Definicio´n 1.1. Una carta compleja, o simplemente carta, en X es un
homeomorfismo φ : U → V , donde U ⊆ X es un abierto en X, y V ⊆ C es
un abierto en el plano complejo. Se denota por (U, φ).
Si φ : U → V es una carta compleja en X, al subconjunto abierto U se le
denomina dominio de la carta φ. Adema´s, la carta φ esta´ centrada en p ∈ U
si φ(p) = 0.
Ejemplos 1.2.
1. En el plano real con la topolog´ıa euclidea Te, para cualquier abierto
U ⊆ R2, la aplicacio´n φU : U → U , definida como φU (x, y) = x + iy,
es una carta en R2. Es ma´s, si (0, 0) ∈ U , entonces la carta φU esta´ cen-
trada en (0, 0).
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2. En la esfera de Riemann, definida en el ape´ndice (A), consideremos los
abiertos U1 = C, U2 = Ĉ \ {0}. Las aplicaciones φi : Ui → C, definidas
como
φ1(z) = z, φ2(z) =
1
z
(donde
1
∞ := 0),
son cartas en Ĉ.
Observaciones 1.3.
. Si φ : U → V es una carta compleja en X, entonces para todo abierto
U1 ⊆ U , se verifica que φ|U1 : U1 → φ(U1) es una carta compleja en X,
denominada subcarta de φ.
. Si φ : U → V es una carta compleja en X, y g : V → W ⊆ C es
una biyeccio´n holoforma, donde W es un abierto en el plano complejo,
entonces la composicio´n g ◦ φ : U →W es una carta compleja en X.
Definicio´n 1.4. Dos cartas complejas φi : Ui → Vi, i = 1, 2, en X son
compatibles si U1 ∩ U2 = ∅, o´ U1 ∩ U2 6= ∅, y
φ2 ◦ φ−11 : φ1(U1 ∩ U2)→ φ2(U1 ∩ U2)
es holomorfa.
U1∩U2U1 U2
V1 V2
φ1 φ2
φ2 ◦ φ−11
Figura 1.1: Compatibilidad de cartas complejas
Observaciones 1.5.
. Observe que la definicio´n es sime´trica, es decir, si U1 ∩ U2 6= ∅, y
φ2 ◦ φ−11 : φ1(U1 ∩ U2)→ φ2(U1 ∩ U2)
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es holomorfa, entonces
φ1 ◦ φ−12 : φ2(U1 ∩ U2)→ φ1(U1 ∩ U2)
es holomorfa. Como consecuencia, se verifica que
(φ2 ◦ φ−11 )′(z) 6= 0, ∀ z ∈ φ1(U1 ∩ U2).
A la funcio´n φ2◦φ−11 se le denomina funcio´n de transicio´n entre las cartas
complejas φ1 y φ2.
. Si φ : U → V es una carta compleja en X, y g : V → W ⊆ C es
una biyeccio´n holoforma, donde W es un abierto en el plano complejo,
entonces las cartas complejas φ, g ◦ φ son compatibles. Es ma´s, g ◦ φ es
compatible con cualquier carta compleja que sea compatible con φ.
Definicio´n 1.6. Un atlas complejo, o simplemente atlas, A en X es una
coleccio´n A = {φα : Uα → Vα} de cartas complejas en X, compatibles dos a
dos, cuyos dominios recubren a X, es decir, X =
⋃
α Uα.
Ejemplos 1.7.
1. En (R2, Te), la coleccio´n A = {φU : U → U |U ⊆ R2 abierto} de cartas es
un atlas en R2.
2. En (Ĉ, Tc), la coleccio´n A = {φi : Ui → C | i = 1, 2} de cartas es un atlas
en Ĉ. En efecto, pues U1 ∩ U2 = C∗, φ2 ◦ φ−11 (z) = 1/z, ∀ z ∈ C∗.
Definicio´n 1.8. Dos atlas complejos A1, A2 en X son equivalentes si cada
carta compleja de uno es compatible con cada carta compleja del otro.
Evidentemente, dos atlas complejos en X son equivalentes si y solo si su
unio´n es un atlas complejo en X. Adema´s, puede probarse que todo atlas
complejo en X esta´ contenido en un u´nico atlas complejo maximal.1 Luego,
dos atlas complejos en X son equivalentes si y solo si esta´n contenidos en el
mismo atlas complejo maximal.
Definicio´n 1.9. Una estructura compleja en X es un atlas complejo maxi-
mal en X, o equivalentemente, una clase de equivalencia de atlas complejos
en X.
Dado que cualquier atlas determina una u´nica estructura compleja en X,
esta´ sera la manera habitual de definir una estructura compleja en X.
1Mediante una aplicacio´n del Lema de Zorn, se puede probar el resultado.
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Definicio´n 1.10. Una superficie de Riemann es un espacio topolo´gico
conexo, Hausdorff, no vac´ıo, dotado de una estructura compleja.
Observaciones 1.11.
. Sea X una superficie de Riemann, dotada de la estructura compleja deter-
minada por un atlas A = {φα : Uα → Vα} en X. Observe que para cual-
quier subconjunto abierto Y ⊆ X se verifica que la coleccio´n de subcartas
AY = {φα|Y ∩Uα : Y ∩ Uα → φα(Y ∩ Uα)} es un atlas en Y . Como con-
secuencia, cualquier subconjunto abierto Y ⊆ X, conexo, no vac´ıo, es una
superficie de Riemann. Su estructura compleja esta´ determinada por AY .
Observe que no depende del atlas representante A.
. Si X es una superficie de Riemann, entonces para cada punto p ∈ X
existe una carta compleja φ : U → V en X, con p ∈ U . Es ma´s, podemos
incluso garantizar la existencia de una carta centrada para cada punto
p ∈ X. Como consecuencia, es fa´cil probar que X es localmente conexo
por caminos. Por lo tanto, X es conexo por caminos.
. Si X es una superficie de Riemann, entonces X cumple el segundo axioma
de numerabilidad (Teorema de Rado´, [NR11, p.71]), es decir, existe una
base numerable de abiertos en X.
Ejemplos 1.12.
1. Observe que (R2, Te) es un espacio topolo´gico Hausdorff, conexo. Si do-
tamos a R2 de la estructura compleja determinada por el atlas complejo
constituido unicamente por la carta identidad (R2, φR2), esta superficie
de Riemann se denomina plano complejo. Se denota por C.
2. Se verifica que (Ĉ, Tc) es un espacio topolo´gico Hausdorff, conexo y com-
pacto, pues Ĉ ∼= S2. Si dotamos a Ĉ de la estructura compleja determi-
nada por el atlas complejo A = {φi : Ui → C | i = 1, 2}, la superficie de
Riemann resultante se denomina esfera compleja . Se denota por Ĉ.
3. Sean w1, w2 ∈ C, linealmente independientes sobre R. Consideremos el
subconjunto de C,
Λ = {m1w1 +m2w2 |m1,m2 ∈ Z}.
A Λ se le denomina ret´ıculo generado por w1, w2. Observe que Λ es ce-
rrado y discreto. Adema´s, es subgrupo aditivo de C.
Ahora, centre´monos en el conjunto cociente C/Λ. Dotemos a C/Λ de la
topolog´ıa cociente inducida por la proyeccio´n pi : C → C/Λ, esto es,
G ⊆ C/Λ es abierto si y solo si pi−1(G) es abierto en C. Con respecto
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Figura 1.2: Ret´ıculo generado por w1, w2
a esta topolog´ıa, pi es continua, luego C/Λ es conexo. Observe que todo
abierto en C/Λ es imagen de un abierto en C, pues
U = pi(pi−1(U)), ∀ U ⊆ C/Λ,
ya que pi es sobreyectiva. Es ma´s, pi es una aplicacio´n abierta. En efecto,
pues si V ⊆ C es abierto, se verifica
pi−1(pi(V )) =
⋃
w∈Λ
w + V.
A continuacio´n, probaremos que C/Λ es Hausdorff. Sean z1 + Λ, z2 + Λ
∈ C/Λ, tales que z2 − z1 /∈ Λ. Se verifica que existe ε > 0, tal que
B(w, ε) ∩ Λ = {w}, ∀w ∈ Λ. En efecto, pues dado que Λ es discreto,
existe ε > 0 tal que B(0, ε)∩Λ = {0}. Como consecuencia, para cualquier
w ∈ Λ, se verifica B(w, ε) ∩ Λ = {w}.2 Para cada w ∈ Λ, consideremos
la bola B(w, ε2). Observe que existe a lo ma´s un u´nico w0 ∈ Λ, tal que
z2 − z1 ∈ B(w0, ε2). Por lo tanto,
η = ı´nf
w∈Λ
|(z2 − z1)− w| > ε′,
donde ε′ = 12 |(z2 − z1) − w0|. Concluimos que pi(B(z1, η2 )), pi(B(z2, η2 ))
son abiertos disjuntos de z1 + Λ, z2 + Λ, respectivamente, en C/Λ. En
efecto, pues si existiese z ∈ B(z1, η2 ), w ∈ Λ, tales que z + w ∈ B(z2, η2 ),
se obtendr´ıa
|(z2 − z1)− w| ≤ |z2 − (z + w)|+ |z − z1|
<
η
2
+
η
2
,
que contradice la definicio´n de η.
Por u´ltimo, definamos un atlas complejo en C/Λ. Dado z ∈ C, conside-
remos la bola Bz = B(z,
δ
4), donde
δ = mı´n
w∈Λ\{0}
{|w|}.3
2Recuerde que Λ es subgrupo aditivo de C.
3Sea r > 0, tal que w1 ∈ B(0, r). Dado que las bolas B(w, ε2 ), w ∈ Λ, son disjuntas,
existe un nu´mero finito de elementos de Λ \ {0} pertenecientes a la bola B(0, r).
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Observe que pi|Bz : Bz → pi(Bz) es un homeomorfismo. Denotemos por
φz a su homeomorfismo inverso. Probaremos que la coleccio´n de cartas
A = {φz : pi(Bz)→ Bz | z ∈ C}
es un atlas complejo en C/Λ. Evidentemente, C/Λ =
⋃
z∈C pi(Bz). Adema´s,
dados z1, z2 ∈ C, tales que pi(Bz1) ∩ pi(Bz2) 6= ∅, se verifica que existe
a ∈ C tal que
φz2 ◦ φ−1z1 (z) = z + a, ∀ z ∈ S,
donde S = φz1(pi(Bz1) ∩ pi(Bz2)). En efecto, pues
ϕ(z) := φz2 ◦ φ−1z1 (z)− z ∈ Λ, ∀ z ∈ S,
y |ϕ(s1) − ϕ(s2)| < δ, para cualesquiera s1, s2 ∈ S. Por lo tanto, existe
a ∈ C, tal que ϕ(z) = a, ∀ z ∈ S.
La superficie de Riemann resultante C/Λ se denomina toro complejo.
Se trata de una supercie de Riemann compacta, ya que
pi(P ) = C/Λ,
donde P = {λ1w1 + λ2w2 |λi ∈ [0, 1]}.
La presentacio´n de los siguientes ejemplos de superficies de Riemann usan
el teorema de la funcio´n impl´ıcita para polinomios. Enuncie´moslo.
Teorema 1.13. Sea p ∈ C[z, w], (a, b) ∈ C2. Si p(a, b) = 0, pw(a, b) 6= 0,
entonces existen abiertos Va, Vb ⊆ C, con a ∈ Va, b ∈ Vb, y una funcio´n
g : Va → Vb, holomorfa en Va, tal que ∀ (z, w) ∈ Va × Vb,
p(z, w) = 0 si, y solo si, w = g(z).
En el ape´ndice (B), precisamos la definiciones de curva algebraica lisa en
C2 y curva algebraica lisa en Ĉ2.
Ejemplos 1.14.
1. Sea γ una curva algebraica lisa en C2, definida por un polinomio
p ∈ C[z, w]. Determinemos un atlas complejo en γ.
Sea (a, b) ∈ γ. Supongamos que pw(a, b) 6= 0. En tal caso, por el teorema
anterior, existen abiertos Va, Vb ⊆ C, con a ∈ Va, b ∈ Vb, y una funcio´n
g : Va → Vb, holomorfa en Va, tal que ∀ (z, w) ∈ Va × Vb, p(z, w) = 0
si y solo si w = g(z). Por lo tanto, la aplicacio´n piz : U → Va, defi-
nida como piz(z, w) = z, donde U = {(z, w) ∈ γ | z ∈ Va, w ∈ Vb}, es
una carta compleja en γ. Adema´s, observe que (a, b) ∈ U . La inversa de
piz es pi
−1
z : Va → U , pi−1z (z) = (z, g(z)). Ana´logamente, si suponemos
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pz(a, b) 6= 0, entonces, como consecuencia del teorema anterior, existen
abiertos V ′a, V ′b ⊆ C, con a ∈ V ′a, b ∈ V ′b , y una funcio´n h : V ′b → V ′a,
holomorfa en V ′b , tal que ∀ (z, w) ∈ V ′a × V ′b , p(z, w) = 0 si y solo si
z = h(w). Luego, la aplicacio´n piw : U
′ → V ′b , definida como piw(z, w) = w,
donde U ′ = {(z, w) ∈ γ | z ∈ V ′a, w ∈ V ′b}, es una carta compleja en γ.
Observe que (a, b) ∈ U ′. Adema´s, la inversa de piw es pi−1w : V ′b → U ,
pi−1w (w) = (h(w), w). Por hipo´tesis, estas cartas complejas recubren a γ.4
Veamos ahora la compatibilidad. Si ambas cartas provienen de proyectar
sobre la misma variable, y sus dominios se cortan, entonces la funcio´n
de transicio´n es la identidad. En cambio, si las cartas provienen de pro-
yectar sobre distintas variables, esto es, piz : U → Va1 , piz(z, w) = z, y
piw : U
′ → V ′b2 , piw(z, w) = w, y sus dominios se cortan, entonces
piw ◦ pi−1z : piz(U ∩ U ′)→ piw(U ∩ U ′)
esta´ definida como piw ◦ pi−1z (z) = g(z).
Dotemos a γ de la estructura compleja que determina el atlas obte-
nido. Supuesto que p es irreducible, se verifica que γ es un espacio to-
polo´gico conexo por caminos. Adema´s, γ es Hausdorff, pues C2 lo es,
luego bajo esta´ u´ltima hipo´tesis, obtenemos una superficie de Riemann,
denominada curva plana af´ın . Observe que no es compacta, pues γ no
es un subconjunto acotado de C2.
2. Sea γ una curva algebraica lisa en Ĉ2, definida por un polinomio
p ∈ C[z, w]. Consideremos los polinomios
q = zmp(1/z, w),
r = wnp(z, 1/w),
s = zmwnp(1/z, 1/w),
donde m = degz p, n = degw p. Determinemos un atlas complejo en γ.
Las cartas del atlas con dominio en C2 esta´n definidas como en el ejemplo
anterior. Ahora, necesitamos aumentar nuestra coleccio´n de cartas, para
garantizar que recubran a γ. Supongamos que (∞, b) ∈ γ, con b 6=∞. El
homeomorfismo involutivo Q : Ĉ2 → Ĉ2, definido como
Q(z, w) = (1/z, w), ∀ (z, w) ∈ Ĉ2,
env´ıa la curva algebraica lisa γ en la curva algebraica lisa γ1, la cual
viene determinada por el polinomio q. Observe que Q(∞, b) = (0, b) ∈ γ1.
Adema´s, se verifica que qz(0, b) 6= 0, o´ qw(0, b) 6= 0. Actuando como en
el ejemplo anterior, determinemos una carta φ : U → V , con (0, b) ∈ U .
Observe que φ◦Q|Q−1(U) es una carta compleja en γ, con (∞, b) ∈ Q−1(U).
4Es perfectamente posible que sobre un punto haya definidas dos cartas complejas.
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Ana´logamente, se determinan cartas complejas en γ sobre los puntos
(a,∞), con a 6=∞, (∞,∞), usando respectivamente los homeomorfismos
involutivos R,S : Ĉ2 → Ĉ2, definidos como
R(z, w) = (z, 1/w), S(z, w) = (1/z, 1/w), ∀ (z, w) ∈ Ĉ2.
La prueba de la compatibilidad de las cartas es omitida, y se deja como
ejercicio para el lector.
Dotemos a γ de la estructura compleja que determina el atlas obtenido.
De nuevo, supuesto que p es irreducible, se verifica que γ es un espacio
topolo´gico conexo por caminos. Adema´s, γ es Hausdorff, luego bajo la
hipo´tesis de irreducibilidad, obtenemos una superficie de Riemann, de-
nominada curva algebraica lisa en Ĉ2. Observe que se trata de una
superficie de Riemann compacta, pues γ es un subconjunto cerrado de Ĉ2.
1.2. Orientacio´n y ge´nero
Sea Ω ⊆ C abierto, y f : Ω→ C una funcio´n holomorfa en Ω. Consideremos
las aplicaciones u, v : Ω→ R, definidas como
u(x, y) = Re f(z),
v(x, y) = Im f(z), ∀ z = x+ iy ∈ Ω.
Observe que ambas aplicaciones son de clase C∞. Adema´s, como f es holo-
morfa en Ω, se verifican las ecuaciones de Cauchy-Riemann, es decir,
∂u
∂x
=
∂v
∂y
,
∂u
∂y
= −∂v
∂x
.
Por lo tanto, si f ′ = ∂u∂x + i
∂v
∂x 6= 0 en Ω, entonces
det
(
∂u
∂x
∂u
∂y
∂v
∂x
∂v
∂y
)
=
(
∂u
∂x
)2
+
(
∂u
∂y
)2
> 0.
Como consecuencia de los razonamientos anteriores, si X es una super-
ficie de Riemann dotada de la estructura compleja A, entonces X es una
variedad diferenciable de dimensio´n 2 orientable. En efecto, pues A es un
atlas diferenciable orientado. Por lo tanto, si adema´s suponemos que X es
una superficie de Riemann compacta, entonces podemos usar el teorema de
clasificacio´n de superficies: Toda superficie compacta, conexa y orientable
es homeomorfa a una esfera con g asas. El nu´mero g es un invariante to-
polo´gico y se denomina el ge´nero de la superficie. Si g = 0, la superficie es
una esfera. Si g ≥ 1, la superficie se obtiene pegando g asas a la esfera. Al
nu´mero χ = 2− 2g se le denomina caracter´ıstica de Euler-Poincare.
Cap´ıtulo 2
Morfismos entre superficies
de Riemann
Como es habitual en Matema´ticas, una vez definido los objetos con lo que
vamos a tratar, el siguiente paso natural es definir cua´les son las aplicacio-
nes interesantes o morfismos entre tales objetos. En este cap´ıtulo, precisa-
remos cuales sera´n las aplicaciones interesantes entre superficies de Riemann.
Adema´s, presentamos varios resultados esenciales sobre tales aplicaciones.
Finalizamos determinando los isomorfismos del toro complejo.
A lo largo de todo el cap´ıtulo, salvo que se mencione otra cosa, X,Y, Z
denotara´n superficies de Riemann.
2.1. Morfismos
Comencemos definiendo las aplicaciones de intere´s entre superficies de
Riemann.
Definicio´n 2.1. Sea W ⊆ X abierto. Una aplicacio´n F : W → Y es un
morfismo u holomorfa en p ∈ W si existen cartas φ1 : U1 → V1 en X,
φ2 : U2 → V2 en Y , con p ∈ U1, F (p) ∈ U2, que garantizan la existencia de
un abierto G ⊆W ∩ U1, con p ∈ G, F (G) ⊆ U2, tal que la composicio´n
φ2 ◦ F ◦ φ−11 : φ1(G)→ C
es holomorfa en φ1(G).
1
Una aplicacio´n F : W → Y es un morfismo u holomorfa en un abierto
U ⊆W si lo es cada punto de U .
1Observe que si F es continua en p, entonces, para cualesquiera abiertos U1 ⊆ X,
U2 ⊆ Y , con p ∈ U1, F (p) ∈ U2, existe un abierto G ⊆ W ∩ U1, con p ∈ G, tal que
F (G) ⊆ U2.
25
26 Superficies de Riemann
Ejemplos 2.2.
1. Cualquier aplicacio´n F : W → Y constante es holomorfa en W .
2. La aplicacio´n identidad Id : X → X es un morfismo.
3. Sea Ω ⊆ C abierto, p ∈ Ω. Si f : Ω → C es holomorfa en p, en el
sentido usual, entonces f es holomorfa en p como superficies de Riemann.
Adema´s, el rec´ıproco tambie´n es cierto, por lo tanto, la definicio´n anterior
es una generalizacio´n.
En las condiciones de la definicio´n anterior, si F : W → Y es holomorfa en
p ∈ W , entonces existen cartas φ1 : U1 → V1 en X, φ2 : U2 → V2 en Y , con
p ∈ U1, F (p) ∈ U2, y un abierto G ⊆ W ∩ U1, con p ∈ G, F (G) ⊆ U2, tal
que la composicio´n
φ2 ◦ F ◦ φ−11 : φ1(G)→ C
es holomorfa en φ1(G). Por lo tanto, para cualquier abierto G
′ ⊆ G, no
vac´ıo, la composicio´n φ2 ◦ F ◦ φ−11 : φ1(G′) → C es holomorfa en φ1(G′).
Adema´s, observe que φ1(G) ⊆ C es abierto, luego existe ε > 0 tal que
B(φ1(p), ε) ⊆ φ1(G). Consideremos la subcarta φ1|U : U → φ1(U) de φ1,
donde U = φ−11 (B(φ1(p), ε)). Como consecuencia de la anterior objecio´n, se
verifica que
φ2 ◦ F ◦ (φ1|U )−1 : φ1(U)→ C
es holomorfa en φ1(U).
De los razonamientos anteriores, deducimos que si F : W → Y es holomorfa
en p ∈ W , entonces existen cartas φ1 : U1 → V1 en X, φ2 : U2 → V2 en Y ,
con p ∈ U1, F (p) ∈ U2, tales que U1 es conexo, U1 ⊆ W , F (U1) ⊆ U2, y
la composicio´n φ2 ◦ F ◦ φ−11 : V1 → C es holomorfa en V1. Es ma´s, como
consecuencia de la siguiente proposicio´n podremos incluso suponer que las
cartas esta´n centradas, es decir, φ1(p) = φ2(F (p)) = 0.
Proposicio´n 2.3. Sea W ⊆ X abierto, F : W → Y una aplicacio´n, p ∈W .
Se verifica:
1. Si F es holomorfa en p, entonces F es continua en p.
2. Si F es holomorfa en p, entonces F es holomorfa en un abierto U ⊆W ,
con p ∈ U .
3. F es holomorfa en p si, y solo si, para cualesquiera par de cartas (U1, φ1)
en X, (U2, φ2) en Y , con p ∈ U1, F (p) ∈ U2, se garantiza la existencia de
un abierto G ⊆W ∩ U1, con p ∈ G, F (G) ⊆ U2, tal que la composicio´n
φ2 ◦ F ◦ φ−11 : φ1(G)→ C
es holomorfa en φ1(G).
2. Morfismos entre superficies de Riemann 27
4. Si U ⊆W es abierto, y F es holomorfa en W , entonces F|U es holomorfa
en U .
5. Si U ⊆W es abierto, y F|U es holomorfa en U , entonces F es holomorfa
en U .
Prueba:
1. Sea G2 ⊆ Y abierto, tal que F (p) ∈ G2. Como F es holomorfa en p,
entonces existen cartas φ1 : U1 → V1 en X, φ2 : U2 → V2 en Y , con
p ∈ U1, F (p) ∈ U2, tales que U1 ⊆ W , F (U1) ⊆ U2, y la composicio´n
φ2 ◦ F ◦ φ−11 : V1 → C es holomorfa en V1. Consideremos el abierto
G = G2 ∩ U2. Por continuidad, existe G1 ⊆ V1 abierto, con φ1(p) ∈ G1
tal que φ2 ◦ F ◦ φ−11 (G1) ⊆ φ2(G). Luego F (φ−11 (G1)) ⊆ G ⊆ G2.
2. Si F es holomorfa en p, entonces existen cartas φ1 : U1 → V1 en X,
φ2 : U2 → V2 en Y , con p ∈ U1, F (p) ∈ U2, tales que U1 ⊆W,F (U1) ⊆ U2,
y la composicio´n φ2 ◦ F ◦ φ−11 : V1 → C es holomorfa en V1. Como
consecuencia, observe que F es holomorfa en U1.
3. Sean φ1 : U1 → V1, φ2 : U2 → V2 cartas, respectivamente en X e Y , con
p ∈ U1, F (p) ∈ U2. Como F es holomorfa en p, existen cartas ϕ1 : C1 →
D1 en X, ϕ2 : C2 → D2 en Y , con p ∈ C1, F (p) ∈ C2, tales que C1 ⊆W ,
F (C1) ⊆ C2, y la composicio´n ϕ2 ◦ F ◦ ϕ−11 : D1 → C es holomorfa en
D1. Adema´s, debido a la compatibilidad de las cartas, las funciones
ϕ1 ◦ φ−11 : φ1(U1 ∩ C1)→ ϕ1(U1 ∩ C1),
φ2 ◦ ϕ−12 : ϕ2(U2 ∩ C2)→ φ2(U2 ∩ C2)
son holomorfas. Luego, la composicio´n
(ϕ2 ◦ F ◦ ϕ−11 ) ◦ (ϕ1 ◦ φ−11 ) : φ1(U1 ∩ C1)→ C
es holomorfa. Como consecuencia, existe un abierto G ⊆ U1 ∩ C1, con
φ1(p) ∈ φ1(G), tal que (ϕ2 ◦F ◦ϕ−11 ) ◦ (ϕ1 ◦φ−11 )(φ1(G)) ⊆ ϕ2(U2 ∩C2).2
Obtenemos as´ı que
φ2 ◦ F ◦ φ−11 : φ1(G)→ C
es holomorfa en φ1(G).
4. Sea p ∈ U . Como F es holomorfa en p, existen cartas φ1 : U1 → V1 en X,
φ2 : U2 → V2 en Y , con p ∈ U1, F (p) ∈ U2, tales que U1 ⊆W,F (U1) ⊆ U2,
y la composicio´n φ2 ◦F ◦φ−11 : V1 → C es holomorfa en V1. Consideremos
el abierto G = U ∩ U1 ⊆ U1. Observe que p ∈ G, F|U (G) ⊆ U2, y la
composicio´n
φ2 ◦ F|U ◦ φ−11 : φ1(G)→ C
es holomorfa en φ1(G).
2Recuerde, todo aplicacio´n holomorfa es continua.
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5. Es trivial.
Definicio´n 2.4. Sea W ⊆ X abierto. Se define
OX(W ) = {f : W → C | f es holomorfa en W}.
Estas aplicaciones se denominan funciones holomorfas en W .
El conjunto anterior OX(W ) presenta estructura de C-a´lgebra con las ope-
raciones de suma y producto de aplicaciones.
Proposicio´n 2.5. Sea W ⊆ Y abierto, y F : X → Y un morfismo. Si
f ∈ OY (W ), entonces f ◦ F ∈ OX(F−1(W )). Como consecuencia F induce
un morfismo de C-a´lgebras
F ∗ : OY (W )→ OX(F−1(W )),
F ∗(f) = f ◦ F.
La siguiente proposicio´n garantiza que la composicio´n de morfismos es
morfismo.
Proposicio´n 2.6. Si F : X → Y , G : Y → Z son morfismos, entonces
G ◦ F : X → Z es morfismo.
Prueba: Sea p ∈ X. Como F es holomorfa en p, y G es holomorfa en F (p)
existen cartas φ1 : U1 → V1 en X, φ2 : U2 → V2 en Y , φ3 : U3 → V3 en Z,
con p ∈ U1, F (p) ∈ U2, G(F (p)) ∈ U3, tales que F (U1) ⊆ U2, G(U2) ⊆ U3,
y las composiciones
φ2 ◦ F ◦ φ−11 : V1 → C,
φ3 ◦G ◦ φ−12 : V2 → C
son holomorfas. Por lo tanto, la funcio´n
φ3 ◦ (G ◦ F ) ◦ φ−11 : V1 → C
es holomorfa en V1.
Como consecuencia del resultado anterior, observe que si F : X → Y ,
G : Y → Z son morfismos, entonces (G ◦ F )∗ = F ∗ ◦G∗.
Definicio´n 2.7. Un morfimo biyectivo F : X → Y se denomina isomorfismo
si F−1 : Y → X es morfismo. Un isomorfismo G : X → X se denomina
automorfismo.
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Si existe un isomorfismo F : X → Y , entonces decimos que la superficie
de Riemann X es isomorfa a la superficie de Riemann Y , y lo denotaremos
por X ∼= Y . Es fa´cil, comprobar que si X ∼= Y , entonces Y ∼= X, y que si
X ∼= Y e Y ∼= Z, entonces X ∼= Z.
El conjunto constituido por todos los automorfismos de X presenta estruc-
tura de grupo bajo la operacio´n de composicio´n de aplicaciones. A tal grupo
se le denota por Aut(X).
Teorema 2.8. Si F : X → Y es un isomorfismo, entonces la aplicacio´n
F̂ : Aut(X)→ Aut(Y ), definida como
F̂ (G) = F ◦ G ◦ F−1, ∀G ∈ Aut(X),
es un isomorfismo de grupos. Es ma´s,
F (p(G)) = p(F̂ (G)), ∀G ∈ Aut(X),
con p(G) ⊆ X, p(F̂ (G)) ⊆ Y los puntos fijos de G, F̂ (G), respectivamente.
2.2. Teoremas sobre morfismos
En esta seccio´n, presentamos varios resultados importantes sobre morfismos
entre superficies de Riemann, los cuales se heredan del Ana´lisis Complejo.
Por tal motivo, tambie´n enunciaremos, sin demostrar,3 los respectivos resul-
tados de Ana´lisis Complejo de los cuales se hereden. Comencemos.
Teorema 2.9. Sea Ω ⊆ C una regio´n. Si f : Ω → C es una funcio´n holo-
morfa en Ω, no identicamente nula, entonces f−1(0)′ ∩ Ω = ∅.
Recuerde que un subconjunto abierto no vac´ıo Ω ⊆ C es una regio´n si
es conexo. Utilizando el teorema anterior, obtenemos el siguiente resultado,
denominado Teorema de la Identidad.
Teorema 2.10. Sean F,G : X → Y morfismos. Si existe S ⊆ X, con
S′ 6= ∅, tal que F (x) = G(x), ∀x ∈ S, entonces F = G.
Prueba: Consideremos el conjunto
A = {x ∈ X |F = G en un abierto U ⊆ X,x ∈ U}.
Observe que A es cerrado. Como X es conexo, bastara´ probar que A es
abierto, no vac´ıo. Si p ∈ A, entonces existe U ⊆ X abierto, p ∈ U , tal
que F (x) = G(x) ∀x ∈ U . Luego p ∈ int(A), pues p ∈ U ⊆ A. Veamos
3Consulte [BGLA10] si desea ver la prueba de los resultados.
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ahora que A 6= ∅. Sea p ∈ S′. Observe que F (p) = G(p), pues para todo
abierto U ⊆ X, p ∈ U , se verifica (U \ {p}) ∩ S 6= ∅. Adema´s, como F,G
son holomorfas en p, existen cartas φ1 : U1 → V1 en X, φ2 : U2 → V2 en Y ,
con p ∈ U1, q = F (p) ∈ U2, tales que U1 es conexo, F (U1), G(U1) ⊆ U2, y
las composicio´nes φ2 ◦F ◦ φ−11 , φ2 ◦G ◦ φ−11 : V1 → C son holomorfas. Como
consecuencia del resultado anterior, deducimos
φ2 ◦ F ◦ φ−11 = φ2 ◦G ◦ φ−11 ,
pues φ1(p) ∈ Σ′ ∩ V1, donde
Σ = {z ∈ V1 |φ2 ◦ F ◦ φ−11 (z) = φ2 ◦G ◦ φ−11 (z)}.
Luego F = G en U1, por lo que p ∈ A.
Teorema 2.11. Sea Ω ⊆ C una regio´n. Si f : Ω → C es una funcio´n
holomorfa en Ω, no constante, entonces f es una aplicacio´n abierta.
Del teorema anterior, conseguimos el siguiente resultado, denominado Teo-
rema de la Aplicacio´n Abierta.
Teorema 2.12. Si F : X → Y es un morfismo no constante, entonces F
es una aplicacio´n abierta.
Prueba: Sea q ∈ F (U), con U ⊆ X abierto. Observe que existe p ∈ U ,
tal que F (p) = q. Adema´s, como F es holomorfa en p, existen cartas
φ1 : U1 → V1 en X, φ2 : U2 → V2 en Y , con p ∈ U1, q ∈ U2, tales que
U1 es conexo, F (U1) ⊆ U2, y la composicio´n φ2 ◦ F ◦ φ−11 : V1 → C es ho-
lomorfa en V1. Consideremos ahora G = U1 ∩ U . Observe que G ⊆ U1 es
abierto, luego φ1(G) ⊆ V1 es abierto. Como consecuencia del teorema ante-
rior,4 obtenemos que φ2(F (G)) = φ2 ◦ F ◦ φ−11 (φ1(G)) ⊆ V2 es abierto, por
lo que F (G) ⊆ U2 es abierto. Como F (G) ⊆ F (U), obtenemos el resultado.
Proposicio´n 2.13. Sean Ω, G ⊆ C abiertos, y g : G → C, f : Ω → C
funciones, tales que f(Ω) ⊆ G, g(f(z)) = z, ∀ z ∈ Ω. Si g es holomorfa e
inyectiva en G, entonces f es holomorfa en Ω.
A continuacio´n, probaremos un resultado que nos garantiza que todo mor-
fismo biyectivo es isomorfismo. Por lo tanto, si existe un morfismo biyectivo
F : X → Y , entonces X ∼= Y .
4Observe que la composicio´n φ2 ◦ F ◦ φ−11 : V1 → C no es constante, pues U ′1 6= ∅.
2. Morfismos entre superficies de Riemann 31
Proposicio´n 2.14. Si F : X → Y es un morfismo inyectivo, entonces la
restriccio´n sobre la imagen, F˜ : X → F (X), es un isomorfismo.
Prueba: Observe que F (X) es un subconjunto abierto de Y , como conse-
cuencia de (2.12). Adema´s, X es conexo, luego F (X) es conexo. Ahora, si
p ∈ X, como F es holomorfa en p, entonces existen cartas φ1 : U1 → V1
en X, φ2 : U2 → V2 en Y , con p ∈ U1, F (p) ∈ U2, tales que U1 es conexo,
U2 ⊆ F (X), F (U1) ⊆ U2, y la composicio´n φ2 ◦ F ◦ φ−11 : V1 → C es
holomorfa. Por consiguiente, observe que F˜ es morfismo. Adema´s, note que
φ2 ◦ F ◦ φ−11 no es constante, luego es una aplicacio´n abierta, como conse-
cuencia de (2.11). Por lo tanto, su inversa φ1 ◦ F˜−1 ◦ φ−12 : V → V1, con
V ⊆ V2 abierto, es continua. Como consecuencia del resultado anterior, ob-
tenemos que la composicio´n φ1 ◦ F˜−1 ◦ φ−12 es holomorfa en V . Por ende,
F˜−1 es morfismo.
El siguiente resultado es una consecuencia inmediata del Teorema de la
Aplicacio´n Abierta.
Teorema 2.15. Si X es compacta, y F : X → Y es un morfismo no
constante, entonces F es sobreyectiva e Y es compacta.
Prueba: Por (2.12), F (X) ⊆ Y es abierto. Adema´s, como X es compacto,
F (X) es compacto. Ahora bien, Y es Hausdorff, luego F (X) es cerrado.
Obtenemos as´ı que F (X) = Y , pues Y es conexo.
Corolario 2.16. Si X es compacta, entonces OX(X) = C.
Prueba: Sea f ∈ OX(X). Si f no fuese constante, como consecuencia del
resultado anterior obtendr´ıamos que C es compacta. Luego, necesariamente
f debe ser constante.
Del siguiente teorema, obtenemos una generalizacio´n de (2.9).
Teorema 2.17. Si F : X → Y es un morfismo no constante, entonces para
cada q ∈ Y , F−1(q) es un subconjunto discreto de X. En particular, si X
es compacta, F−1(q) es finito, no vac´ıo, ∀ q ∈ Y .
Prueba: Sea q ∈ Y , tal que F−1(q) 6= ∅. Consideremos p ∈ F−1(q). Como
F es holomorfa en p, existen cartas φ1 : U1 → V1 en X, φ2 : U2 → V2 en
Y , con p ∈ U1, q ∈ U2, tales que U1 es conexo, F (U1) ⊆ U2, la composicio´n
φ2 ◦ F ◦ φ−11 : V1 → C es holomorfa, y φ1(p) = φ2(q) = 0. Observe que
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φ2 ◦ F ◦ φ−11 (0) = 0. Adema´s, φ2 ◦ F ◦ φ−11 no es identicamente nula, pues
existe p0 ∈ U1, tal que F (p0) 6= q.5 Como consecuencia de (2.9), obtenemos
que existe ε > 0, tal que B(0, ε) ⊆ V1, y
φ2 ◦ F ◦ φ−11 (z) 6= 0, ∀ z ∈ B˙(0, ε).
Luego, φ−11 (B(0, ε)) ∩ F−1(q) = {p}.
Si X es compacta, entonces F es sobreyectiva. Adema´s, si q ∈ Y entonces
F−1(q) es compacto y discreto, por lo que F−1(q) es finito.
Corolario 2.18. Sea q ∈ Y . Si F : X → Y es un morfismo, tal que
F−1(q) ( X, entonces F−1(q) es un subconjunto discreto de X.
Por u´ltimo, presentamos un teorema de gran utilidad que nos permi-
tira´ probar que ciertas aplicaciones son morfismos.
Teorema 2.19. Sea F : X → Y una aplicacio´n continua, y A ⊆ X un
conjunto finito. Si F es holomorfa en X \A, entonces F es morfismo.
Prueba: Sea p ∈ A. Observe que existen cartas φ1 : U1 → V1 en X, φ2 :
U2 → V2 en Y , con p ∈ U1, F (p) ∈ U2, tales que U1∩A = {p}, y F (U1) ⊆ U2.
Consideremos la composicio´n φ2◦F ◦φ−11 : V1 → C. Por hipo´tesis, es continua
en V1 y holomorfa en V1 \ {φ1(p)}. Por lo tanto, φ2 ◦ F ◦ φ−11 es holomorfa
en V1, como consecuencia del teorema de singularidad evitable de Riemann.
2.3. Isomorfismos del toro complejo
En esta u´ltima seccio´n, nos proponemos determinar los isomorfismos del
toro complejo. Con tal fin, comencemos enunciando un resultado de Ana´lisis
Complejo que describe cuales son los automorfismos de C∗,C, y Ĉ.
Teorema 2.20. Los automorfismos de C∗,C, y Ĉ son, respectivamente:
1. G(z) = az o´ G(z) = az , a 6= 0.
2. G(z) = az + b, a 6= 0.
3. G(z) = az+bcz+d , con ad− bc 6= 0.
Prueba: Probaremos solamente el primer caso, que es quiza´s menos cono-
cido. Los dos u´ltimos casos pueden ser consultados en [BGLA10, p.238].
5Note que U ′1 6= ∅.
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Fijado a ∈ C, a 6= 0, es rutinario comprobar que tanto G(z) = az como
G(z) = a/z son automorfismos de C∗. Rec´ıprocamente, sea G ∈ Aut(C∗).
Observe que |G(z)| 6= 1, ∀ z ∈ B˙(0, ε), donde
ε = ı´nf
|w|=1
|G−1(w)| > 0.
Por lo tanto, |G(z)| < 1, ∀ z ∈ B˙(0, ε), o´ |G(z)| > 1, ∀ z ∈ B˙(0, ε), pues la
bola punteada B˙(0, ε) es conexa por caminos. Supongamos que |G(z)| < 1,
∀ z ∈ B˙(0, ε). En tal caso, por el teorema de singularidad evitable de Riemann,
existe G1 : C → C holomorfa, tal que G1(z) = G(z), ∀ z ∈ C∗. Es ma´s, se
verifica que G1(0) = 0. En efecto, pues si (zn) es una sucesio´n en C∗, tal que
l´ım
n→∞ zn = 0, entonces (G(zn)) es una sucesio´n en C
∗, tal que
l´ım
n→∞G(zn) = G1(0).
Como consecuencia, obtenemos que G1(z) = az, ∀ z ∈ C, con a ∈ C, a 6= 0.
Ahora, supongamos que |G(z)| > 1, ∀ z ∈ B˙(0, ε). En tal caso, G∗ : C∗ → C∗,
definida como
G∗(z) = 1G(z) , ∀ z ∈ C
∗,
es un automorfismo de C∗. Adema´s, |G∗(z)| < 1, ∀ z ∈ B˙(0, ε). Por lo tanto,
aplicando el razonamiento anterior, obtenemos G∗(z) = az, ∀ z ∈ C∗, con
a ∈ C, a 6= 0.
Sean Ti = C/Λi, i = 1, 2, dos toros complejos, donde Λ1,Λ2 ⊆ C son
ret´ıculos arbitrarios.
Teorema 2.21. Sea F : T1 → T2 un isomorfismo, tal que F (p1) = p2, con
pi ∈ Ti. Si pii(zi) = pi, con zi ∈ C, entonces existe un u´nico automorfismo
G de C, tal que G(z1) = z2, y
F ◦ pi1(z) = pi2 ◦ G(z), ∀ z ∈ C,
es decir, el siguiente diagrama es conmutativo:
C G //
pi1

C
pi2

T1
F // T2
Prueba: [Fla09, p.226]
El automorfismo G esta´ determinado por la condicio´n G(z1) = z2. Observe
que si z ≡ z′ (mo´d Λ1), entonces G(z) ≡ G(z′) (mo´d Λ2). Como consecuen-
cia de los resultados anteriores, obtenemos la siguiente caracterizacio´n.
34 Superficies de Riemann
Teorema 2.22. Si T1 ∼= T2, entonces existe α ∈ C, tal que Λ2 = αΛ1.
Rec´ıprocamente, si existe α ∈ C, tal que Λ2 = αΛ1, entonces T1 ∼= T2.
Adema´s, los isomorfismos de T1 a T2 son
F (z + Λ1) = αz + β + Λ2,
6
con α, β ∈ C,Λ2 = αΛ1.
Prueba: Si F : T1 → T2 es un isomorfismo, por (2.21), existe un automor-
fismo G de C, tal que
F ◦ pi1(z) = pi2 ◦ G(z), ∀ z ∈ C.
Adema´s, por (2.20), se verifica que G(z) = αz + β, con α, β ∈ C, α 6= 0.
Luego
F (z + Λ1) = αz + β + Λ2, ∀ z ∈ C.
Como consecuencia, si z ∈ Λ1, entonces αz ∈ Λ2, pues
F (z + Λ1) = F (Λ1) = β + Λ2.
Para la contencio´n contraria, observe
F−1 ◦ pi2(z) = pi1 ◦ G−1(z), ∀ z ∈ C,
con G−1(z) = z/α − β/α. Actuando de manera ana´loga, es fa´cil deducir
α−1Λ2 ⊆ Λ1.
Ahora, supongamos que existe α ∈ C, tal que Λ2 = αΛ1, y probemos que
F : T1 → T2, definida como F (z + Λ1) = αz + β + Λ2, ∀ z ∈ C, con β ∈ C,
es un isomorfismo.
Observe que
F (
w − β
α
+ Λ1) = w + Λ2, ∀w ∈ C,
luego F es sobreyectiva. Adema´s, si F (z1 + Λ1) = F (z2 + Λ1), con zi ∈ C,
entonces α(z1 − z2) ∈ Λ2. Como Λ2 = αΛ1, deducimos z1 − z2 ∈ Λ1. Por
lo tanto, F es inyectiva. Por u´ltimo, sea z0 + Λ1 ∈ T1, y consideremos las
cartas complejas φz0 : pi1(Bz0) → Bz0 en T1, φw0 : pi2(Bw0) → Bw0 en T2,
con w0 = αz0 +β. Por continuidad, existe un abierto V0 ⊆ Bz0 , con z0 ∈ V0,
tal que αz + β ∈ Bw0 , ∀ z ∈ V0, luego
φw0 ◦ F ◦ (φz0)−1(z) = αz + β, ∀ z ∈ V0.
Sea Λ ⊆ C un ret´ıculo arbitrario, y consideremos el toro complejo T = C/Λ.
6Observe que las aplicaciones esta´n bien definidas, es decir, no depende del represen-
tante elegido.
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Corolario 2.23. Los automorfismos de T son
G(z + Λ) = αz + β + Λ,
con α, β ∈ C, αΛ = Λ. Los automorfismos de T sin puntos fijos son
G(z + Λ) = z + β + Λ,
con β ∈ C \ Λ.
Prueba: Por (2.22), con Λ1,Λ2 = Λ, deducimos que los automorfismos de
T son
G(z + Λ) = αz + β + Λ,
con α, β ∈ C, αΛ = Λ. Ahora, si exigimos que no existan punto fijos, entonces
α = 1, pues en caso contrario, F (z0 + Λ) = z0 + Λ, donde z0 =
β
1−α . Por
u´ltimo, observe que si β ∈ C\Λ, entonces el automorfismo G(z+Λ) = z+β+Λ
no tiene puntos fijos.
36 Superficies de Riemann
Cap´ıtulo 3
Propiedades de los morfismos
En este tercer cap´ıtulo de superficies de Riemann estudiaremos propiedades
de los morfismos, tanto locales como globales. Tales propiedades, nos per-
mitira´n introducir el concepto de punto de ramificacio´n de un morfismo no
constante, y de recubrimiento ramificado. Adema´s, presentamos dos me´to-
dos para construir nuevas superficies de Riemann a partir de otras ya exis-
tentes, y concluiremos incluyendo nuevos ejemplos notables de superficies
de Riemann.
3.1. Propiedades locales de los morfismos
En esta primera seccio´n nos centramos en estudiar las propiedades locales
de los morfismos. Comencemos enunciando dos resultados de ana´lisis com-
plejo, a saber, el teorema de la funcio´n inversa y el teorema de existencia de
ra´ız m-e´sima.
Teorema 3.1. Sea Ω ⊆ C abierto, z0 ∈ Ω. Si f : Ω → C es una funcio´n
holomorfa en Ω, tal que f ′(z0) 6= 0, entonces existen abiertos V ⊆ Ω,W ⊆ C,
con z0 ∈ V , w0 = f(z0) ∈ W , tales que f establece una biyeccio´n entre V y
W . Adema´s, f−1 : W → V es derivable en w0, y se verifica que
(f−1)′(w0) =
1
f ′(z0)
.
Teorema 3.2. Sea Ω ⊆ C abierto, z0 ∈ Ω. Si f : Ω → C es una funcio´n
holomorfa en Ω, tal que f(z0) 6= 0, entonces para todo entero m ≥ 1, existe
un abierto V ⊆ Ω, con z0 ∈ V , y una funcio´n g : V → C holomorfa en V ,
tal que
f(z) = g(z)m, ∀ z ∈ V.
En adelante, salvo que se indique otra cosa, X,Y denotara´n superficies de
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Riemann. Como consecuencia de los dos teoremas anteriores obtenemos el
siguiente resultado, conocido como Teorema de Forma Local.
Teorema 3.3. Si F : X → Y es un morfismo en p ∈ X, no constante,
entonces existe un u´nico entero m ≥ 1, que satisface la siguiente propiedad:
Para toda carta (U2, φ2) en Y , centrada en q = F (p), existe una carta
(U1, φ1) en X, centrada en p, con F (U1) ⊆ U2, tal que
φ2 ◦ F ◦ φ−11 (z) = zm, ∀ z ∈ φ1(U1).
Prueba: Sea φ2 : U2 → V2 una carta en Y , con q ∈ U2, tal que φ2(q) = 0.
Como F es morfismo en p, existe una carta φ1 : U1 → V1 en X, centrada
en p, tal que F (U1) ⊆ U2, y la composicio´n
φ2 ◦ F ◦ φ−11︸ ︷︷ ︸
h
: V1 → C
es holomorfa en V1. Sea ε > 0, tal que B(0, ε) ⊆ V1. Si (an)n≥0 son los
coeficientes de la serie de potencias centrada en 0, tal que
h(w) =
∞∑
n=0
anw
n ∀w ∈ B(0, ε),
entonces a0 = 0, pues h(0) = 0. Por lo tanto, h(w) = w
mf(w)∀w ∈ B(0, ε),
donde
m = mı´n{n ∈ N | an 6= 0},1 f : B(0, ε)→ C, f(w) =
∞∑
n=m
anw
n−m.
Observe que f es holomorfa en B(0, ε), f(0) 6= 0. Por (3.2), existe un abierto
V ⊆ B(0, ε), con 0 ∈ V , y una funcio´n g : V → C holomorfa en V , tal que
f(w) = g(w)m, ∀w ∈ V.
Luego h(w) = (wg(w))m, ∀w ∈ V . Sea ψ : V → C, definida como
ψ(w) = wg(w), ∀w ∈ V.
Como ψ′(0) 6= 0, por el teorema de la funcio´n inversa, existen abiertos
C ⊆ V , D ⊆ C, tales que 0 ∈ C, ψ(0) ∈ D, y ψ establece una biyeccio´n
entre C y D. Consideremos la carta compleja ϕ1 = ψ|C ◦ φ1|φ−11 (C) en X.
Observe que
φ2(F (ϕ
−1
1 (ψ(w)))) = (wg(w))
m
= (ψ(w))m, ∀w ∈ C,
1Note que h no es identicamente nula, pues F no es constante, y U ′1 6= ∅.
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luego φ2(F (ϕ
−1
1 (z)) = z
m, ∀ z ∈ D.
Ahora, sea δ > 0, tal que B = B(0, δ) ⊆ D. Observe que
F (ϕ−11 (z)) = φ
−1
2 (z
m), z ∈ B.
Consideremos los abiertos ϕ−11 (B) ⊆ X, F (ϕ−11 (B)) ⊆ Y . Como consecuen-
cia de la anterior igualdad, dado q′ ∈ F (ϕ−11 (B)), con q′ 6= q, se verifica
que existen m preima´genes en ϕ−11 (B) de q
′. Se obtiene as´ı la unicidad del
entero m ≥ 1, pues esta´ determinado por las propiedades topolo´gicas de la
aplicacio´n en un entorno de p.
Definicio´n 3.4. Sea F : X → Y un morfismo en p ∈ X, no constante. Se
define la multiplicidad de F en p, o ı´ndice de ramificacio´n de F en p, como
el u´nico entero m ≥ 1, que satisface la propiedad enunciada en el teorema
anterior. Se denota por ep(F ).
Ejemplos 3.5.
1. Si Id : X → X es la aplicacio´n identidad, entonces ep(Id) = 1, ∀ p ∈ X.
2. Sea f : C → C, definida como f(z) = zm, m ∈ N. Observe que la
multiplicidad de f en 0 es m. En cambio, ep(f) = 1 para todo z ∈ C∗.
Proposicio´n 3.6. Sea F : X → Y un morfismo no constante, p ∈ X. Son
equivalentes:
1. ep(F ) = 1
2. F es un isomorfismo local en p, es decir, existen abiertos conexos U0 ⊆ X,
con p ∈ U0, y V0 ⊆ Y , con q = F (p) ∈ V0, tales que F |U0 : U0 → V0 es
un isomorfismo.
Prueba: Supongamos ep(F ) = 1, y consideremos una carta φ2 : U2 → V2
en Y , centrada en q. Por (3.3), existe una carta φ1 : U1 → V1 en X, centrada
en p, con U1 ⊆ X conexo, F (U1) ⊆ U2, tal que
φ2 ◦ F ◦ φ−11 (z) = z, ∀ z ∈ V1.
Por lo tanto, F|U1 : U1 → F (U1) es un isomorfismo.
Supongamos ahora que existen abiertos conexos U0 ⊆ X, con p ∈ U0, y
V0 ⊆ Y , con q ∈ V0, tales que F |U0 : U0 → V0 es un isomorfismo. Conside-
remos una carta φ2 : U2 → V2 en Y , centrada en q. De nuevo, por (3.3), existe
una carta φ1 : U1 → V1 en X, centrada en p, con U1 ⊆ U0, F (U1) ⊆ U2, tal
que
φ2 ◦ F ◦ φ−11 (z) = zm, ∀ z ∈ V1,
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donde m = ep(F ). Por inyectividad, necesariamente m = 1.
Existe una forma fa´cil de calcular el ı´ndice de ramificacio´n sin necesidad de
utilizar cartas centradas. Sea F : X → Y un morfismo no constante, p ∈ X.
Como F es morfismo en p, existen cartas φ1 : U1 → V1 en X, φ2 : U2 → V2
en Y , con p ∈ U1, F (p) ∈ U2, tales que F (U1) ⊆ U2, y la composicio´n
φ2 ◦ F ◦ φ−11︸ ︷︷ ︸
h
: V1 → C
es holomorfa en V1. Entonces,
ep(F ) = mı´n{n ∈ N |hn)(z0) 6= 0},2
donde hn) es la derivada n-e´sima de h, y z0 = φ1(p). Como consecuencia, si
ep(F ) > 1, entonces existe un abierto U ⊆ X, con p ∈ U , tal que ep′(F ) = 1,
para todo p′ ∈ U \ {p}. En efecto, pues existe ε > 0, tal que B(z0, ε) ⊆ V1,
y h′(z) 6= 0, ∀ z ∈ B˙(z0, ε).
Definicio´n 3.7. Sea F : X → Y un morfismo no constante. Un punto
p ∈ X es un punto de ramificacio´n de F si ep(F ) > 1. Un punto y ∈ Y es
un punto rama de F si es la imagen de un punto de ramificacio´n de F .
Como consecuencia de la anterior observacio´n, para todo morfismo F :X→Y
no constante, el conjunto R = {p ∈ X | ep(F ) > 1} es discreto. Por lo tanto,
si X es compacta, entonces R es un conjunto finito, pues R es cerrado, como
consecuencia de (3.6).
3.2. Propiedades globales de los morfismos
Ahora, nos interesaremos en las propiedades globales de los morfismos.
Introduciremos los conceptos de recubrimiento e´tale, recubrimiento ramifi-
cado y aplicacio´n propia, as´ı podremos enunciar el teorema de caracteriza-
cio´n de recubrimientos ramificados y la fo´rmula de Hurwitz.
3.2.1. Aplicaciones recubridoras
Definicio´n 3.8. Sean X,Y espacios topolo´gicos. Una aplicacio´n continua
F : X → Y es un recubrimiento e´tale o espacio recubridor si es sobreyectiva,
y para todo q ∈ Y existe un abierto V ⊆ Y , q ∈ V , tal que
F−1(V ) =
⊔
i∈I
Ui,
2Observe que no existe V ⊆ V1 abierto, con z0 ∈ V , tal que h sea constante en V , luego
existe n0 ∈ N, tal que hn0)(z0) 6= 0.
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donde Ui ⊆ X es abierto, F|Ui : Ui → V es homeomorfismo, ∀ i ∈ I.
En las condiciones de la definicio´n anterior, si F : X → Y es un recu-
brimiento e´tale, entonces la aplicacio´n q ∈ Y → #F−1(q) es localmente
constante. En efecto, pues si q ∈ Y , entonces existe un abierto V ⊆ Y ,
q ∈ V , tal que
F−1(V ) =
⊔
i∈I
Ui,
donde Ui ⊆ X es abierto, F|Ui : Ui → V es homeomorfismo, ∀ i ∈ I. Luego
#F−1(q′) = #I, para todo q′ ∈ V .
Proposicio´n 3.9. Sean X,Y espacios topolo´gicos, y F : X → Y un recu-
brimiento e´tale. Si Y es conexo, entonces la aplicacio´n q ∈ Y → #F−1(q)
es constante. Al nu´mero #F−1(q), con q ∈ Y , se le denomina grado del
recubrimiento e´tale.
Prueba: Observe que Aq = {q′ ∈ Y |#F−1(q) = #F−1(q′)}, con q ∈ Y , es
abierto y cerrado. Adema´s, q ∈ Aq, luego Aq = Y .
Ejemplos 3.10.
1. Si X es un espacio topolo´gico conexo, la aplicacio´n identidad Id : X → X
es un recubrimiento e´tale de grado 1.
2. La aplicacio´n exp : C → C∗ es un espacio recubridor. En efecto, pues si
s0 ∈ C∗, como consecuencia del teorema de la funcio´n inversa, existen
abiertos U0 ⊆ C, V0 ⊆ C∗, con s0 ∈ V0, tales que exp|U0 : U0 → V0 es una
biyeccio´n holomorfa. Luego
exp−1(V0) =
⊔
n∈Z
Un, donde Un = 2piin+ U0, ∀n ∈ Z.
Observe que cada restriccio´n exp|Un : Un → V0 es homeomorfismo.
Definicio´n 3.11. Sean X,Y superficies de Riemann. Un morfismo F :X→Y
es un recubrimiento ramificado si para todo q ∈ Y se verifica F−1(q) es finito
y no vac´ıo, y adema´s, si F−1(q) = {p1, . . . , pr}, entonces existen cartas
φi : Ui → Vi en X, centradas en pi, y φ : U → V en Y , centrada en q, y
enteros ei ≥ 1, tales que F−1(U) =
r⊔
i=1
Ui, y el diagrama siguiente
Ui
F //
φi

U
φ

Vi
ψi // V
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es conmutativo, donde ψi(z) = z
ei.
Ejemplos 3.12.
1. Si X es una superficie de Riemann, la aplicacio´n identidad Id : X → X
es un recubrimiento ramificado.
2. Sea m ∈ N. La aplicacio´n f : C → C, definida como f(z) = zm, es un
recubrimiento ramificado.
3.2.2. Teorema de caracterizacio´n
Definicio´n 3.13. Un espacio topolo´gico X es localmente compacto si cada
punto de X tiene una base de entornos compuesta de conjuntos compactos.
Proposicio´n 3.14. Sea X espacio topolo´gico Hausdorff. Entonces, X es
localmente compacto si, y solo si, en cada punto de X existe un entorno
compacto.
Prueba: [Wil70, p.130]
Como consecuencia del resultado anterior, cualquier superficie de Riemann
X es un espacio localmente compacto. En efecto, pues si p ∈ X, entonces
existe una carta φ : U → V en X, con p ∈ U . Como V ⊆ C es abierto,
existe ε > 0, tal que B(φ(p), ε). Luego φ−1(B(φ(p), ε)) ⊆ X es un entorno
compacto de p.
Corolario 3.15. Un espacio topolo´gico Hausdorff, compacto, es localmente
compacto.
Definicio´n 3.16. Sean X,Y espacio topo´gicos. Una aplicacio´n F : X → Y
es propia si F−1(K) ⊆ X es compacto, para todo K ⊆ Y compacto.
Ejemplos 3.17.
1. En cualquier espacio topolo´gico X, la aplicacio´n identidad Id : X → X
es una aplicacio´n propia.
2. Si X = {(x, y) ∈ R2 |xy − 1 = 0}, la proyeccio´n pi : X → R, pi(x, y) = x,
no es una aplicacio´n propia, pues pi−1(K), con K = [−1, 1], no es acotado.
Proposicio´n 3.18. Sean X,Y espacio topo´gicos, y F : X → Y una apli-
cacio´n continua. Si X es compacto e Y es Hausdorff, entonces F es una
aplicacio´n propia.
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Prueba: SiK ⊆ Y es compacto, entoncesK es cerrado, pues Y es Hausdorff.
Adema´s, como F es una aplicacio´n continua, F−1(K) ⊆ X es cerrado, luego
compacto.
Proposicio´n 3.19. Sean X,Y espacio topo´gicos Hausdorff, localmente com-
pactos, y F : X → Y una aplicacio´n continua. Si F es propia, entonces F
es cerrada.
Prueba: Sea A ⊆ X cerrado. Por (3.14), para cada y ∈ Y , existe un
entorno Ky ⊆ Y compacto. Observe que
F (A) ∩Ky = F (A ∩ F−1(Ky)), ∀ y ∈ Y.
Ahora, como X es Hausdorff, A ∩ F−1(Ky) es compacto. Por continuidad,
obtenemos F (A ∩ F−1(Ky)) es compacto. Como tambie´n Y es Hausdorff,
F (A∩F−1(Ky)) es cerrado. Adema´s, se verifica que F (A∩F−1(Ky)) ⊆ Ky,
luego
F (A) ∩Ky = F (A) ∩Ky, ∀ y ∈ Y.
Obtenemos as´ı F (A) = F (A), pues
⋃
y∈Y
Ky = Y .
El siguiente resultado caracteriza el concepto de recubrimiento ramificado.
Se denomina Teorema de Caracterizacio´n de Recubrimientos Ramificados.
Teorema 3.20. Sean X,Y superficies de Riemann, y F : X → Y un mor-
fismo no constante. Son equivalentes:
1. F es un recubrimiento ramificado
2. Para cada q ∈ Y , el conjunto F−1(q) es finito y no vac´ıo, y adema´s, la
aplicacio´n que a cada q ∈ Y le asocia el nu´mero∑
p∈F−1(q)
ep(F ),
es constante.
3. F es una aplicacio´n propia.
Prueba: [DD05, sec. 6.1]
Como consecuencia de los dos resultados anteriores, si F : X → Y es un
recubrimiento ramificado, entonces F es una aplicacio´n cerrada. Adema´s,
recuerde que tambie´n es abierta, pues F es un morfismo no constante.
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Definicio´n 3.21. Sean X,Y superficies de Riemann, y F : X → Y un
morfismo no constante. Si F es un recubrimiento ramificado, al nu´mero
deg(F ) =
∑
p∈F−1(q)
ep(F ),
con q ∈ Y , se le denomina grado del recubrimiento.
Corolario 3.22. Sean X,Y superficies de Riemann, con X compacta. Si
F : X → Y es un morfismo no constante, entonces F es un recubrimiento
ramificado.
Prueba: Consecuencia inmediata de (3.18) y (3.20).
Proposicio´n 3.23. Sean X,Y superficies de Riemann, y F : X → Y un
recubrimiento ramificado. Consideremos
R = {p ∈ X | ep(F ) > 1}.
Entonces F (R) es un conjunto discreto y cerrado. Adema´s, R es vac´ıo si,
y solo si, F es un recubrimiento e´tale.
Prueba: Sea q ∈ Y . Como F es un recubrimiento ramificado, F−1(q) es
finito y no vac´ıo, digamos F−1(q) = {p1, . . . , pr}, y adema´s existen cartas
φi : Ui → Vi en X, centradas en pi, y φ : U → V en Y , centrada en q, y
enteros ei ≥ 1, tales que F−1(U) =
r⊔
i=1
Ui, y el diagrama siguiente
Ui
F //
φi

U
φ

Vi
ψi // V
es conmutativo, donde ψi(z) = z
ei . Sea q′ ∈ U , con q′ 6= q. Observe que
en cada abierto Ui, F solo se puede ramificar en el punto pi, por lo tanto,
si p ∈ F−1(q′), entonces ep(F ) = 1. Obtenemos as´ı que U ∩ F (R) ⊆ {q}.
Esto prueba que F (R) es un conjunto discreto. Tambie´n se verifica que es
cerrado, pues F es una aplicacio´n cerrada.
Por u´ltimo, si F es un recubrimiento e´tale, la aplicacio´n que a cada q ∈ Y
asocia #F−1(q) es constante, luego no pueden existir puntos de ramifica-
cio´n. Rec´ıprocamente, si no existen puntos de ramificacio´n, todas las formas
locales son de potencia igual a 1, y entonces F es un recubrimiento e´tale.
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Corolario 3.24. Sean X,Y superficies de Riemann, y F : X → Y un
morfismo, no constante, tal que F es un isomorfismo local. Si F−1(q) es
finito, ∀ q ∈ Y , y la aplicacio´n que a cada q ∈ Y le asigna el nu´mero de
elementos de F−1(q) es constante, entonces F es un recubrimiento e´tale.
Prueba: Por (3.6), ep(F ) = 1 ∀ p ∈ X. Luego, la aplicacio´n que a cada
q ∈ Y le asocia el nu´mero ∑
p∈F−1(q)
ep(F )
es constante. Por lo tanto, F es un recubrimiento ramificado, como conse-
cuencia de (3.20). Adema´s, F no tiene puntos de ramificacio´n.
Ejemplo 3.25.
Sea m ∈ Z, m ≥ 1. La aplicacio´n f : C∗ → C∗, definida como f(z) = zm, es
un recubrimiento e´tale de grado m.
3.2.3. Fo´rmula de Hurwitz
En la seccio´n (1.2), hab´ıamos justificado que toda superficie de Riemann
compacta es homeomorfa a una esfera con g asas. A continuacio´n, presen-
tamos un resultado, conocido como Formula de Hurwitz, que relaciona el
ge´nero de dos superficies de Riemann compactas a trave´s de un morfismo
no constante.
Teorema 3.26. Sean X,Y superficies de Riemann compactas, y F : X → Y
un morfismo no constante. Entonces
2g(X)− 2 = deg(F )(2g(Y )− 2) +
∑
p∈X
(ep(F )− 1).
Prueba: [Mir95, p.52]
Este resultado nos permitira´ determinar el ge´nero de las curvas hiperel´ıpti-
cas que introduciremos en la siguiente seccio´n.
3.3. Ma´s ejemplos de superficies de Riemann
3.3.1. Estructura heredada
Sea X es una superficie de Riemann, Y un conjunto, y F : X → Y una
aplicacio´n biyectiva. Dotemos a Y con la topolog´ıa heredada de X v´ıa F ,
es decir, U ⊆ Y es abierto si y solo si F−1(U) es abierto en X. Sea AX el
46 Superficies de Riemann
atlas complejo maximal en X que determina su estructura de superficie de
Riemann. Consideremos la siguiente coleccio´n de cartas complejas en Y ,
AY = {(F (U), φ ◦ F−1) | (U, φ) ∈ AX}.
Es rutinario comprobar que AY es un atlas complejo en Y . Dotemos a Y
de la estructura compleja determinada por AY . Como consecuencia, X le
confiere al conjunto Y estructura de Superficie de Riemann. Observe que Y
es un espacio topolo´gico Hausdorff, conexo. Es ma´s, se obtiene X ∼= Y , pues
F se convierte en un isomorfismo.
Proposicio´n 3.27. Sean Xi superficies de Riemann, i = 1, 2. Consideremos
un conjunto Y , y aplicaciones biyectivas Fi : Xi → Y . Si F−12 ◦ F1 es un
isomorfismo de X1 a X2, entonces las topolog´ıas y las estructuras complejas
en Y heredadas de Xi via Fi son identicas.
Prueba: Denotemos por Yi la superficie de Riemann resultante al heredar el
conjunto Y la topolog´ıa y la estructura compleja de Xi, v´ıa Fi. Consideremos
la aplicacio´n identidad Id : Y1 → Y2. Como
Id = F2 ◦ (F−12 ◦ F1) ◦ F−11 ,
obtenemos que Id es un isomorfismo.
Ejemplo 3.28. (Co´nicas lisas)
Sea C una co´nica lisa en P2. En el ape´ndice (C) introducimos parametriza-
ciones cuadraticas de co´nicas lisas en P2. Consideremos una parametrizacio´n
cuadra´tica f : Ĉ→ C, y dotemos a C con la topolog´ıa y estructura compleja
heredada de Ĉ, v´ıa f . As´ı, C se convierte en una superficie de Riemann iso-
morfa a Ĉ. Adema´s, como consecuencia del resultado anterior, la topolog´ıa y
la estructura compleja en C no dependen de la parametrizacio´n cuadra´tica
elegida. En efecto, pues si g : Ĉ → C es otra parametrizacio´n cuadra´ti-
ca, entonces g−1 ◦ f es una transformacio´n de Mo¨bius (C.4). Por lo tanto,
g−1 ◦ f : Ĉ→ Ĉ es un automorfismo (2.20).
La superficie de Riemann C la denominaremos co´nica lisa en P2. Observe
que es compacta. Es ma´s, C es homeomorfa a S2.
3.3.2. Suma conexa de superficies de Riemann
Sean X,Y espacios topolo´gicos. Supongamos que existe un homeomorfismo
ψ : U → V , donde U ⊆ X, V ⊆ Y son abiertos no vac´ıos. Formemos la unio´n
disjunta X
∐
Y = (X × {1}) ∪ (Y × {2}), y consideremos las inclusiones
iX : X → X
∐
Y, iY : Y → X
∐
Y,
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definidas como iX(x) = (x, 1), iY (y) = (y, 2). Los abiertos de X
∐
Y son
los subconjuntos cuyas preima´genes por iX , iY son abiertos respectivos de
X,Y .
SeaR la relacio´n de equivalencia enX
∐
Y generada por {(u, ψ(u)) |u ∈ U}.
En el conjunto cociente (X
∐
Y )/R, existen tres tipos de elementos,
conjuntos de un elemento {x} para x ∈ X − U ,
conjuntos de un elemento {y} para y ∈ Y − V ,
pares {u, ψ(u)} para u ∈ U .
Este cociente se suele denotar por X
⋃
ψ Y , o por X
∐
Y/ψ. En adelante,
para abreviar la notacio´n, lo denotaremos por Z. Mediante la proyeccio´n
pi : X
∐
Y → Z, dotemos a Z de la topolog´ıa final, es decir, un subconjunto
W ⊆ Z es abierto si y solamente si pi−1(W ) es abierto de X∐Y .
Lema 3.29. Las aplicaciones
pi ◦ iX : X → Z, pi ◦ iY : Y → Z
son inyectivas y abiertas. Las denotaremos, respectivamente, por jX , jY .
Prueba: Veamos que son inyectivas. Sean x, x′ ∈ X, tales que jX(x) =
jX(x
′). Si x ∈ X\U , entonces jX(x) = {x}, luego necesariamente x′ ∈ X\U ,
x′ = x. En cambio, si x ∈ U , entonces jX(x) = {x, h(x)}, luego x′ ∈ U ,
x′ = x. Ana´logamente, se prueba la inyectividad de jY .
Ahora, sea G ⊆ X abierto. Como pi−1(jX(G)) = G
∐
ψ(G∩U), obtenemos
jX(G) ⊆ Z es abierto. Actuando de manera similar se obtiene el cara´cter
abierto de la aplicacio´n jY .
Observe que las aplicaciones jX , jY son continuas. Es ma´s, como conse-
cuencia del resultado anterior son inmersiones.
Lema 3.30. Si X,Y son espacios topolo´gicos conexos, entonces Z es conexo.
Prueba: Sea A ⊆ Z abierto, cerrado, no vac´ıo. Por continuidad, j−1X (A) es
abierto y cerrado de X. Si j−1X (A) = ∅, entonces j−1Y (A) ⊆ Y \ V . Adema´s,
A es no vac´ıo, luego j−1Y (A) es un abierto, cerrado, no vac´ıo de Y . Como
Y es conexo, obtenemos V = ∅. Por lo tanto, necesariamente j−1X (A) = X.
Ahora, j−1Y (A) es un abierto y cerrado de Y . Adema´s, j
−1
Y (A) 6= ∅, pues en
otro caso, U = ∅, luego j−1Y (A) = Y . Obtenemos as´ı que A = Z.
Estamos interesados en estudiar que´ ocurre cuando X,Y son superficies de
Riemann.
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Proposicio´n 3.31. Sean X,Y superficies de Riemann. Supongamos que
existe un isomorfismo ψ : U → V , donde U ⊆ X, V ⊆ Y son abiertos
conexos no vac´ıos. Si Z es Hausdorff, entonces existe una estructura de
superficie de Riemann en Z, tal que las inclusiones jX , jY son morfismos.
Prueba: Comencemos definiendo un atlas complejo en Z. Para cada carta
φ1 : U1 → V1 en X, consideremos la carta compleja
φ1 ◦ j−1X : jX(U1)→ V1.
Ana´logamente, para cada carta φ2 : U2 → V2 en Y , consideremos la carta
compleja
φ2 ◦ j−1Y : jY (U2)→ V2.
Justifiquemos que esta coleccio´n de cartas complejas en Z son compatibles
dos a dos. Es fa´cil comprobar la compatibilidad si ambas cartas provienen
de X, o de Y . Supongamos entonces que jX(U1) ∩ jY (U2) 6= ∅. En tal caso,
(φ2 ◦ j−1Y ) ◦ (φ1 ◦ j−1X )−1(z) = φ2 ◦ ψ ◦ φ−11 (z), ∀ z ∈ V,
donde V = φ1 ◦ j−1X (jX(U1) ∩ jY (U2)), luego la funcio´n de transicio´n entre
las cartas complejas φ1◦j−1X , φ2◦j−1Y es holomorfa en V , pues ψ es morfismo.
Este atlas complejo determinara´ una estructura compleja en Z. Adema´s,
por hipo´tesis Z es Hausdorff, y por el resultado anterior Z es conexo, pues
tanto X como Y lo son. Finalicemos, probando que las inclusiones jX , jY
son morfismos.
Sea p ∈ X. Consideremos una carta φ1 : U1 → V1 en X, con p ∈ U1.
Observe que φ1 ◦ j−1X : jX(U1)→ V1 es una carta en Z, con jX(p) ∈ jX(U1).
Se verifica
(φ1 ◦ j−1X ) ◦ jX ◦ φ−11 (z) = z, ∀ z ∈ V1,
luego jX es morfismo. Actuando ana´logamente, se prueba que jY es morfismo.
En el resultado anterior, hemos exigido que Z sea Hausdorff para poder
dotarlo de estructura de superficie de Riemann. Esta´ hipo´tesis es esencial.
En efecto, pues si X,Y = C, y consideramos el isomorfismo ψ : C∗ → C∗,
definido como ψ(z) = z, entonces Z no es Hausdorff: los punto 0X , 0Y no se
pueden separar.
Ejemplo 3.32. (Curvas hiperel´ıpticas)
Sea f ∈ C[z] un polinomio de grado 2g + 1 o´ 2g + 2, con ra´ıces dis-
tintas. Consideremos la curva plana af´ın X, determinada por el polinomio
w2 − f(z) ∈ C[z, w]. Definamos fˆ = u2g+2f(1/u) ∈ C[u]. Observe que fˆ
tambie´n tiene ra´ıces distintas. Determinemos el grado de fˆ , y sus ra´ıces:
1. Supongamos que el grado de f es 2g + 2.
3. Propiedades de los morfismos 49
a) Si f(0) 6= 0, entonces fˆ es de grado 2g + 2, y sus ra´ıces son las
inversas de las ra´ıces de f .
b) Si f(0) = 0, entonces fˆ es de grado 2g + 1, y sus ra´ıces son las
inversas de las ra´ıces no nulas de f .
En ambos casos, fˆ(0) 6= 0.
2. Supongamos que el grado de f es 2g + 1.
a) Si f(0) 6= 0, entonces fˆ es de grado 2g + 2, y sus ra´ıces son las
inversas de las ra´ıces de f , ma´s el cero.
b) Si f(0) = 0, entonces fˆ es de grado 2g + 1, y sus ra´ıces son las
inversas de las ra´ıces no nulas de f , ma´s el cero.
Observe que fˆ(0) = 0, en ambos casos.
Ahora, consideremos la curva plana af´ın Y , definida por el polinomio
v2 − fˆ(u) ∈ C[u, v], y definamos la aplicacio´n ψ : U → V como
ψ(z, w) =
(
1
z
,
w
zg+1
)
,
donde U ⊆ X, V ⊆ Y son los abiertos, respectivamente
{(z, w) ∈ X | z 6= 0}, {(u, v) ∈ Y |u 6= 0}.
Claramente ψ es biyectiva. Su inversa ψ−1 : V → U esta´ definida como
ψ−1(u, v) =
(
1
u
,
v
ug+1
)
.
Probemos que ψ es morfismo. Sea p = (z0, w0) ∈ U . Si w0 6= 0, entonces piz
es la carta en U de p. Adema´s, como ψ(p) = (u0, v0) verifica que v0 6= 0, la
carta en V de ψ(p) es piu. Por lo tanto,
(piu ◦ ψ ◦ pi−1z )(s) = (piu ◦ ψ)(s, t(s)) =
1
s
.
En cambio, si w0 = 0, entonces piw es la carta en U de p,
3 y piv es la carta
en V de ψ(p). Obtenemos as´ı,
(piv ◦ ψ ◦ pi−1w )(s) = (piv ◦ ψ)(r(s), s)) =
s
r(s)g+1
.
Observe que ambas composiciones esta´n bien definidas y son holomorfas
en un entorno abierto respectivamente de z0, w0, pues ψ es continua y
pi−1z (s), pi−1w (s) ∈ U .
3Recuerde que f tiene ra´ıces distintas.
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Adema´s, Z = X
⋃
φ Y es Hausdorff. Justifiquemos el caso p ∈ X \ U ,
q ∈ Y \ V .4 Observe que los abiertos
Up = {(z, w) ∈ X | |z| < 1}, Vq = {(u, v) ∈ Y | |u| < 1}
no se cortan, y p ∈ Up, q ∈ Vq.
La superficie de Riemann resultante de realizar el pegado X
⋃
φ Y , se de-
nomina superficie de Riemann hiperel´ıptica asociada a la curva plana
af´ın X, o curva hiperel´ıptica .
A continuacio´n, probaremos que Z es una superficie de Riemann compacta,
y que la aplicacio´n pi : Z → Ĉ, definida como
pi(p) =
{
z si p ∈ X,
∞ si p ∈ Y \ V,
es un morfismo de grado 2.
El cara´cter compacto de Z se deduce a partir de la igualdad
Z = {(z, w) ∈ X | |z| ≤ 1} ∪ {(u, v) ∈ Y | |u| ≤ 1}.
Centre´monos ahora en la aplicacio´n. Sea p = (z0, w0) ∈ X. Si w0 6= 0, la
carta en Z de p es piz ◦ j−1X , mientras que si y0 = 0, la carta en Z de p es
piw ◦ j−1X . En ambos casos, la carta en Ĉ de pi(p) = z0 es φ1. Entonces
h1(s) = φ1 ◦ pi ◦ (piz ◦ j−1X )−1(s) = φ1(s) = s,
h2(s) = φ1 ◦ pi ◦ (piw ◦ j−1X )−1(s) = pi(r(s), s) = r(s),
con r(s) holomorfa en un entorno abierto de 0, verifica´ndose f(r(s)) = s2.
Ahora, sea p = (0, v) ∈ Y \ V . Distingamos los siguientes dos casos:
Si deg(f) = 2g + 2, entonces fˆ(0) 6= 0. Por lo tanto, existen β1, β2 ∈ C∗,
tales que β2i = fˆ(0). Observe que necesariamente v = βi, para algu´n
i = 1, 2. La carta en Z de p es piu ◦ j−1Y , y la carta en Ĉ de pi(p) =∞ es
φ2. Entonces
h3(s) = φ2 ◦ pi ◦ (piu ◦ j−1Y )−1(s)
= φ2 ◦ pi ◦ jY (s, t(s))
= φ2 ◦ pi(1/s, t(s)/sg+1) = s, ∀ s 6= 0,
h3(0) = φ2 ◦ pi ◦ (piu ◦ j−1Y )−1(0) = 0.
Si deg(f) = 2g+ 1, entonces fˆ(0) = 0. As´ı, v = 0, y la carta en Z de p es
piv ◦ j−1Y , y la carta en Ĉ de pi(p) =∞ es φ2. Entonces
h4(s) = φ2 ◦ pi ◦ (piv ◦ j−1Y )−1(s)
= φ2 ◦ pi ◦ jY (b(s), s)
= φ2 ◦ pi(1/b(s), s/b(s)g+1) = b(s), ∀ s 6= 0,
h4(0) = φ2 ◦ pi ◦ (piv ◦ j−1Y )−1(0) = 0,
4Los casos restantes son triviales.
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con b(s) holomorfa en un entorno abierto de 0, verifica´ndose fˆ(b(s)) = s2.
Finalicemos determinando el grado del recubrimiento ramificado pi, y sus
puntos de ramificacio´n. Haciendo uso de las funciones hi que hemos calculado
previamente, obtenemos:
Puntos p = (z0, w0) ∈ X, con w0 6= 0. La funcio´n a estudiar es h1(s) = s,
cuya derivada no se anula. Por tanto, estos puntos no son de ramificacio´n.
Puntos p = (z0, 0) ∈ X. Se corresponden con las ra´ıces de f . La funcio´n
a estudiar es la derivada de h2(s) = r(s), en s = 0. Como s
2 = f(r(s)),
obtenemos 2s = f ′(r(s))r′(s). Adema´s, f(r(0)) = 0, luego f ′(r(0)) 6= 0, y
entonces r′(0) = 0. Por tanto, estos puntos son de ramificacio´n. Observe
que hay tantos como el grado de f .
Puntos p = (0, β1), (0, β2) ∈ Y , para deg(f) = 2g + 2. A partir de h3, es
inmediato que no son de ramificacio´n.
Punto p = (0, 0) ∈ Y , para deg(f) = 2g+1. Hay que estudiar la derivada
de la funcio´n h4(s) = b(s), en s = 0. Como fˆ(b(0)) = 0, deducimos
fˆ ′(b(0)) 6= 0. Adema´s, 2s = fˆ ′(b(s))b′(s), por lo que b′(0) = 0. Por lo
tanto, es un punto de ramificacio´n.
En conclusio´n, de manera independiente al grado de f , obtenemos 2g + 2
puntos de ramificacio´n, con ı´ndice igual a 2, pues la imagen inversa de un
punto z ∈ C, tal que f(z) 6= 0, consta de dos puntos. Ahora, si aplicamos la
fo´rmula de Hurwitz, obtenemos que
2g(Z)− 2 = deg(pi)(2g(Ĉ)− 2) +
∑
p∈R
(ep(pi)− 1)
= 2(−2) + 2g + 2 = 2g − 2,
luego g(Z) = g.
Observaciones 3.33.
. Consideremos la curva plana af´ın Xa, determinada por el polinomio
w2 − af(z) ∈ C[z, w], con a ∈ C∗,
y denotemos por Za la superficie de Riemann hiperel´ıptica asociada a
la curva plana af´ın Xa. Aunque no lo probaremos aqu´ı, se verifica que
Z ∼= Za. Este hecho lo usaremos en (7.8).
. Sean a1, . . . , an nu´meros complejos distintos, con n un natural par. Con-
sideremos la curva plana af´ın X1, determinada por el polinomio
w2 − (z − a1) · · · (z − an) ∈ C[z, w],
52 Superficies de Riemann
y denotemos por Z1 la superficie de Riemann hiperel´ıptica asociada a la
curva plana af´ın X1. Ana´logamente, consideremos la curva plana af´ın X2,
determinada por el polinomio
w2 − (z − b1) · · · (z − bn−1) ∈ C[z, w],
donde bj = 1/(aj − an), y denotemos por Z2 la superficie de Riemann
hiperel´ıptica asociada a la curva plana af´ın X2.
En el ape´ndice (D) demostramos que ambas curvas hiperel´ıpticas son
isomorfas. Este hecho tambie´n lo usaremos en (7.8).
Cap´ıtulo 4
Introduccio´n a funciones
el´ıpticas
En el presente cap´ıtulo, introducimos el concepto de funcio´n el´ıptica y de-
rivamos sus principales propiedades. Como ejemplo, presentamos en detalle
la funcio´n ℘ de Weierstrass, y determinamos la ecuacio´n diferencial que
satisface. Adema´s, estudiamos algunas funciones relacionadas con ℘ para
caracterizar el conjunto de ceros y polos de las funciones el´ıpticas no cons-
tantes.
4.1. Funciones el´ıpticas
Comencemos precisando el concepto de aplicacio´n meromorfa.
Definicio´n 4.1. Sea X una superficie de Riemann. Una aplicacio´n f :X→ Ĉ
es meromorfa en X si f es un morfismo, y f−1(∞) ( X.
Observaciones 4.2.
. En las condiciones de la definicio´n anterior, observe que si f : X → Ĉ es
meromorfa en X, entonces, como consecuencia de (2.18), f−1(∞) es un
subconjunto discreto de X.
. Si X es una superficie de Riemann, es usual denotar al conjunto de apli-
caciones meromorfas en X porM(X). Se prueba queM(X) es un cuerpo
que presenta estructura de C-a´lgebra. Por lo tanto, si f, g : X → Ĉ son
meromorfas enX, entonces f+g, fg y 1/f (si f 6= 0) son meromorfas en X.
. Sea Ω ⊆ C una regio´n. Si f ∈ M(Ω), entonces Ω1 = Ω \ f−1(∞) ⊆ C es
una regio´n, f−1(∞)′∩Ω = ∅, y se verifica que f|Ω1 : Ω1 → C es holomorfa.
Adema´s, si z0 ∈ f−1(∞), entoces z0 es un polo de f|Ω1 . En efecto, pues
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si (zn) ⊆ Ω1 es una sucesio´n, tal que l´ım
n→∞ zn = z0, entonces
l´ım
n→∞ f|Ω1(zn) = l´ımn→∞ f(zn) =∞.
Rec´ıprocamente, si Ω1 ⊆ Ω es una regio´n, tal que A′ ∩ Ω = ∅, donde
A = Ω \ Ω1, y f : Ω1 → C es una funcio´n holomorfa que verifica
l´ım
s→z f(s) =∞, ∀ z ∈ A,
entonces la funcio´n fe : Ω→ Ĉ, definida como
fe(z) = l´ım
s→z f(s), ∀ z ∈ Ω,
es meromorfa en Ω. Obtenemos as´ı una correspondencia entre las funciones
meromorfas en Ω, y las funciones holomorfas en regiones contenidas en Ω
con polos en el complementario respecto de Ω. En adelante, para abreviar
la notacio´n, si f ∈M(Ω), entonces a f|Ω1 tambie´n la denotaremos por f .
Sean w1, w2 ∈ C, linealmente independientes sobre R, y consideremos el
ret´ıculo Λ generado por w1, w2.
Definicio´n 4.3. Una funcio´n f ∈M(C) es el´ıptica con periodos w1, w2 si
f(z) = f(z + w1) = f(z + w2), ∀ z ∈ C.
Las funciones constantes son ejemplos triviales de funciones el´ıpticas. En
(4.2) introduciremos un ejemplo no constante de funcio´n el´ıptica. Observe
que si f, g son funciones el´ıpticas con periodos w1, w2, entonces f+g, fg, 1/f
(si f 6= 0) y f ′ tambie´n son funciones el´ıpticas con periodos w1, w2.
Si f es el´ıptica con periodos w1, w2, entonces
f(z) = f(z + w), ∀ z ∈ C, ∀w ∈ Λ.
Por lo tanto, f esta´ determinada por sus valores en
Pa = {a+ λw1 + βw2 | 0 ≤ λ, β < 1},
con a ∈ C. En efecto, pues dado z ∈ C, existe un u´nico z′ ∈ Pa, tal que
z ≡ z′ (mo´d Λ). A Pa se le denomina periodo o paralelogramo fundamental.
Adema´s, como f−1(∞)′ = ∅, deducimos que f−1(∞) ∩ Pa es un conjunto
finito, ya que Pa es acotado. Ana´logamente, si f no es identicamente nu-
la, se deduce que f−1(0) ∩ Pa tambie´n es un conjunto finito. En tal caso,
denotaremos por Nc al nu´mero de ceros de f en Pa, y por Np al nu´mero
de polos de f en Pa, contados los ceros y polos tantas veces como indiquen
sus respectivos ordenes. Observe que tanto Nc como Np no dependen del
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Pa
a a+ w1
a+ w2
Figura 4.1: Paralelogramo fundamental
periodo Pa. Cuando hablemos de los ceros y polos de f siempre deberemos
entender que nos estamos refiriendo a los conjuntos pi(f−1(0)) y pi(f−1(∞)),1
respectivamente, donde pi : C→ C/Λ es la proyeccio´n al conjunto cociente.
En el siguiente teorema presentamos los resultados ba´sicos correspondientes
a ceros y polos de funciones el´ıpticas.
Teorema 4.4. Si f es una funcio´n el´ıptica, no constante, con periodos
w1, w2, entonces:
1. f−1(∞) 6= ∅, o equivalentemente, f tiene polos.
2. La suma de los residuos de los polos de f es igual a cero.
3. Nc = Np.
4. Si a1, . . . , an (resp. b1, . . . , bn) son los ceros (resp. polos) de f , se verifica
a1 + · · ·+ an ≡ b1 + · · ·+ bn (mo´d Λ).
Prueba: Antes de comenzar con la prueba, observe que en cualquier sub-
conjunto acotado de C solo existen un nu´mero finito de ceros y polos de f .
Por lo tanto, elijamos a ∈ C, tal que ∂Pa ∩ f−1{0,∞} = ∅.
1. Supongamos por reduccio´n al absurdo que f−1(∞) = ∅. En tal caso,
existe M > 0 tal que |f(z)| ≤ M , ∀ z ∈ Pa, pues f es continua, y Pa es
un conjunto compacto. Por periodicidad, deducimos
|f(z)| ≤M, ∀ z ∈ C,
luego f esta acotada. Por lo tanto, como consecuencia del teorema de
Liouville obtenemos la contradiccio´n deseada, pues f no es constante.
2. Por el teorema de los residuos, la suma de los residuos de los polos de f
en Pa es igual
1
2pii
∫
∂Pa
f(z) dz, donde ∂Pa esta´ orientada positivamente.
1Habitualmente, a trave´s de representantes de las clases de equivalencia describiremos
tales conjuntos. Adema´s, de acuerdo al orden correspondiente se repetira´n representantes.
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Ahora, sean Γ1, . . . ,Γ4 los lados consecutivos dirigidos de ∂Pa, con Γ1 el
lado que une a con a+ w1. Observe que∫
Γ1
f(z) dz =
∫
Γ1
f(z + w2) dz = −
∫
Γ3
f(z) dz,∫
Γ4
f(z) dz =
∫
Γ4
f(z + w1) dz = −
∫
Γ2
f(z) dz,
luego
∫
∂Pa
f(z) dz =
4∑
k=1
∫
Γk
f(z) dz = 0.
3. Por el principio del argumento
1
2pii
∫
∂Pa
f ′(z)
f(z)
dz = Nc −Np.
Adema´s, como f ′/f es una funcio´n el´ıptica, no constante, con periodos
w1, w2, deducimos por el apartado anterior
∫
∂Pa
f ′(z)
f(z) dz = 0.
4. Por el teorema de los residuos,
n∑
j=1
aj −
n∑
j=1
bj =
1
2pii
4∑
k=1
∫
Γk
z
f ′(z)
f(z)
dz.
Ahora, observe que∫
Γ1
(z + w2)
f ′(z)
f(z)
dz = −
∫
Γ3
z
f ′(z)
f(z)
dz,
luego
1
2pii
[∫
Γ1
+
∫
Γ3
]
z
f ′(z)
f(z)
dz = − w2
2pii
∫
Γ1
f ′(z)
f(z)
dz.
Obtenemos as´ı
1
2pii
[∫
Γ1
+
∫
Γ3
]
z
f ′(z)
f(z)
dz = sw2,
para algu´n s ∈ Z, pues
1
2pii
∫
Γ1
f ′(z)
f(z)
dz = n(f(Γ1), 0) ∈ Z,
donde n(f(Γ1), 0) denota el ı´ndice de f(Γ1) respecto de 0.
Ana´logamente, se prueba
1
2pii
[∫
Γ2
+
∫
Γ4
]
z
f ′(z)
f(z)
dz = rw1,
para algu´n r ∈ Z.
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Si f es una funcio´n el´ıptica, no constante, con periodos w1, w2, al nu´mero
Np se le denomina orden de f . Observe que dado c ∈ C, el orden de fc = f−c
es igual al orden de f . Como consecuencia del resultado anterior, obtenemos
el siguiente resultado.
Corolario 4.5. Si f una funcio´n el´ıptica, no constante, con periodos w1, w2,
entonces, en cada paralelogramo Pa, f asume cada valor el mismo nu´mero
de veces.
4.2. La funcio´n ℘ de Weierstrass
Sean w1, w2 ∈ C, linealmente independientes sobre R, y consideremos el
ret´ıculo Λ generado por w1, w2. Por (4.4), si f es una funcio´n el´ıptica, no
constante, con periodos w1, w2, entonces f
−1(∞) 6= ∅. Adema´s, su orden Np
debe ser mayor o igual a dos, pues la suma de los residuos de los polos de f es
igual a cero. Si suponemos que Np = 2, entonces o bien f presenta tan solo
un polo de orden dos, o bien f presenta dos polos simples no congruentes.
En esta seccio´n presentamos un ejemplo del primer caso.
La funcio´n ℘ de Weierstrass para Λ esta´ definida como
℘(z) =
1
z2
+
∑
w 6=0
(
1
(z − w)2 −
1
w2
)
,
donde la suma se extiende sobre todos los puntos w ∈ Λ, no nulos. A
continuacio´n, probaremos que ℘ es una funcio´n el´ıptica con periodos w1, w2,
y determinaremos sus principales propiedades.
Lema 4.6. Para cualquier nu´mero real r > 2, se verifica∑
w 6=0
1
|w|r <∞.
Prueba: Para cada k ∈ N, consideremos los conjuntos
Ak = {mw1 + nw2 |m,n ∈ Z, |m|+ |n| = k},
Sk = {xw1 + yw2 |x, y ∈ R, |x|+ |y| = k}.
Observe que, para cada k ∈ N se verifica
Ak ⊆ Sk, Sk = kS1, |Ak| = 4k.
Por lo tanto, para todo w ∈ Ak se verifica
|w| ≥ ck, donde c = mı´n
z∈S1
|z| > 0.
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Como consecuencia,
∑
w 6=0
1
|w|r =
∞∑
k=1
∑
w∈Ak
1
|w|r ≤
4
cr
∞∑
k=1
1
kr−1
<∞.
Lema 4.7. Sea K ⊆ C compacto. Si K ∩ Λ = ∅, entonces la serie∑
w 6=0
(
1
(z − w)2 −
1
w2
)
converge uniformemente en K.2
Prueba: Dados z ∈ C \ Λ, w ∈ Λ \ {0}, se verifica
1
(z − w)2 −
1
w2
=
z(2w − z)
(z − w)2w2 .
Si adema´s |w| ≥ 2|z|, entonces∣∣∣∣ 1(z − w)2 − 1w2
∣∣∣∣ ≤ 10|z||w|3 ,
pues
|2w − z| ≤ 5
2
|w|, |z − w| ≥ |w|
2
.
Ahora, basta aplicar el criterio mayorante de Weierstrass, como consecuencia
del lema anterior.
Del resultado anterior, deducimos que ℘ define una funcio´n holomorfa en
C\Λ. Adema´s, observe que cada punto w ∈ Λ es un polo de ℘ de orden dos.
Teorema 4.8. La funcio´n ℘ de Weierstrass para Λ es un funcio´n el´ıptica
par, con periodos w1, w2, de orden 2.
Prueba: Sea z ∈ C \ Λ. Se verifica que
℘(−z) = 1
(−z)2 +
∑
w 6=0
(
1
(−z − w)2 −
1
w2
)
=
1
z2
+
∑
w 6=0
(
1
(z − w)2 −
1
w2
)
= ℘(z),
2Bastar´ıa con exigir que K ∩ (Λ \ {0}) = ∅, para obtener la misma conclusio´n.
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como consecuencia del cara´cter incondicionalmente convergente de la serie.
Ahora, probaremos
℘(z) = ℘(z + wj), ∀ z ∈ C,
para j = 1, 2. Derivando te´rmino a te´rmino, obtenemos
℘′(z) = −2
∑
w∈Λ
1
(z − w)3 , ∀ z ∈ C \ Λ.
Por lo tanto,
℘′(z + wj) = −2
∑
w∈Λ
1
(z − (w − wj))3 , ∀ z ∈ C \ Λ.
De nuevo, debido al cara´cter incondicionalmente convergente de la serie,3
deducimos
℘′(z)− ℘′(z + wj) = 0, ∀ z ∈ C \ Λ
Como C \ Λ es una regio´n, existe aj ∈ C, tal que
℘(z) = ℘(z + wj) + aj , ∀ z ∈ C \ Λ.
Por u´ltimo, observe que aj = 0, pues
℘(
wj
2
) = ℘(
−wj
2
) = ℘(
wj
2
) + aj
Como consecuencia de la prueba anterior, es fa´cil probar que ℘′ es una
funcio´n el´ıptica impar, con periodos w1, w2, de orden 3.
Corolario 4.9. Sean z1, z2 ∈ C. Entonces
℘(z1) = ℘(z2) si, y solo si, z2 ≡ ±z1 (mo´d Λ).
Prueba: Supongamos que ℘(z1) = ℘(z2). Si ℘(z1) =∞, entonces z1, z2 ∈ Λ.
En cambio, si ℘(z1) 6=∞, definamos f : C→ Ĉ como
f(z) = ℘(z)− ℘(z1), ∀ z ∈ C.
Observe que f(z1) = f(z2) = 0. Ahora, si z1 6≡ −z1 (mo´d Λ), entonces ±z1
constituyen los ceros de f .4 Por lo tanto, z2 ≡ ±z1 (mo´d Λ). Si z1 ≡ −z1
(mo´d Λ), entonces ℘′(z1) = ℘′(−z1) = −℘′(z1). Deducimos as´ı f ′(z1) = 0,
luego necesariamente z2 ≡ z1 (mo´d Λ), pues z1 es un cero de orden 2 de f .
La implicacio´n contraria es consecuencia inmediata del teorema anterior.
3Λ− wj = Λ, para j = 1, 2.
4Note que el orden de f es 2.
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4.2.1. Ecuacio´n diferencial para ℘
Sean
g2 = g2(Λ) = 60
∑
w 6=0
1
w4
, g3 = g3(Λ) = 140
∑
w 6=0
1
w6
.
Por (4.6), observe que ambas series son absolutamente convergente.
Teorema 4.10. La funcio´n ℘ satisface la ecuacio´n diferencial
(℘′)2 = 4℘3 − g2℘− g3.
Prueba: Fijado w ∈ Λ \ {0}, se verifica
1
(z − w)2 =
1
w2
+
∞∑
n=1
(n+ 1)
zn
wn+2
, ∀ z ∈ B(0, |w|),
pues
1
(1− z)2 =
∞∑
n=1
nzn−1, ∀ z ∈ B(0, 1).
Sustituyendo y reordenando te´rminos, obtenemos
℘(z) =
1
z2
+
∞∑
n=1
anz
n, ∀ z ∈ B˙(0, r),
donde
an = (n+ 1)
∑
w 6=0
1
wn+2
, r = mı´n
w∈Λ\{0}
{|w|}.
Adema´s, como ℘ es una funcio´n par, deducimos que an = 0 si n es impar.
Por lo tanto,
℘(z) = 1/z2 + 3G2z
2 + 5G3z
4 + · · · ,
℘′(z) = −2/z3 + 6G2z + 20G3z3 + · · · ,
℘(z)3 = 1/z6 + 9G2/z
2 + 15G3 + · · · ,
℘′(z)2 = 4/z6 − 24G2/z2 − 80G3 + · · · ,
∀ z ∈ B˙(0, r), donde
Gn =
∑
w 6=0
1/w2n, ∀n > 1.
Obtenemos as´ı,
℘′(z)2 − 4℘(z)3 + g2℘(z) = −g3 + · · · , ∀ z ∈ B˙(0, r).
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Como consecuencia, deducimos
℘′(z)2 − 4℘(z)3 + g2℘(z) = −g3, ∀ z ∈ C,
pues la funcio´n (℘′)2 − 4℘3 + g2℘ es el´ıptica con periodos w1, w2, sin polos.5
Corolario 4.11. Sean
e1 = ℘(
w1
2
), e2 = ℘(
w2
2
), e3 = ℘(
w1 + w2
2
).
Los valores ei son distintos, y son las tres ra´ıces del polinomio f ∈ C[z],
f = 4z3 − g2z − g3.
Prueba: Sea w cualquiera de los tres nu´meros complejos w12 ,
w2
2 ,
w1+w2
2 .
Como ℘′ es impar, y ℘′(z) = ℘′(z + 2w), ∀ z ∈ C, deducimos ℘′(w) = 0.
Por lo tanto, f(℘(z)) = 0, como consecuencia del resultado anterior.
Ahora, justifiquemos que los valores ei son distintos. Como ℘
′(w1/2) = 0,
y ℘ tiene orden 2, por (4.5), deducimos que necesariamente e2, e3 6= e1.
Razonando ana´logamente, se deduce e2 6= e3.
Del corolario anterior, deducimos que los nu´meros complejos w12 ,
w2
2 ,
w1+w2
2
constituyen los ceros de ℘′, pues el orden de ℘′ es 3.
Corolario 4.12. Sea ∆ = g32 − 27g23. Entonces ∆ 6= 0.
Prueba: Como f no tiene ra´ıces mu´ltiples, deducimos que f y f ′ no tienen
ra´ıces comunes. Las ra´ıces de f ′ son ±√g2/12, luego
f(±
√
g2/12) = ∓2
3
g2
√
g2/12− g3 6= 0.
4.3. Las funciones ζ y σ
En esta seccio´n nos proponemos caracterizar los ceros y polos de las fun-
ciones el´ıpticas no constantes. Con tal fin, introduciremos algunas funciones
auxiliares relacionadas con la funcio´n ℘ de Weierstrass.
5La u´nica singularidad posible ser´ıa 0 (salvo congruencia), pero es fa´cil deducir de la
igualdad que le precede que no es un polo.
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Sean w1, w2 ∈ C, linealmente independientes sobre R, y consideremos el
ret´ıculo Λ generado por w1, w2. Las funciones ζ y σ para Λ esta´n definidas
como
ζ(z) =
1
z
+
∑
w 6=0
(
1
z − w +
1
w
+
z
w2
)
,
σ(z) = z
∏
w 6=0
(
1− z
w
)
ez/w+
1
2
(z/w)2 .
donde la suma y el producto se extienden sobre todos los puntos w ∈ Λ\{0}.
Lema 4.13. Sea K ⊆ C compacto. Si K ∩ Λ = ∅, entonces la serie
∑
w 6=0
(
1
z − w +
1
w
+
z
w2
)
converge uniformemente en K.6
Prueba: Dados z ∈ C \ Λ, w ∈ Λ \ {0}, se verifica
1
z − w +
1
w
+
z
w2
=
z2
w2(z − w) .
Si adema´s |w| ≥ 2|z|, entonces∣∣∣∣ 1z − w + 1w + zw2
∣∣∣∣ ≤ 2|z|2|w|3 .
Basta ahora aplicar el criterio mayorante de Weierstrass, y usar (4.6).
Como consecuencia del resultado anterior, observe que ζ define una funcio´n
holomorfa en C \ Λ, con polos simples en Λ. Adema´s, derivando te´rmino a
te´rmino obtenemos
ζ ′(z) = −℘(z), ∀ z ∈ C.
Corolario 4.14. Existen dos constantes η1, η2 ∈ C tales que
ζ(z + wj) = ζ(z) + ηj , ∀ z ∈ C.
Prueba: Consecuencia inmediata de la identidad anterior.
6De nuevo, observe que bastar´ıa con exigir que K ∩ (Λ \ {0}) = ∅.
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Teorema 4.15. Sea Ω ⊆ C abierto, y consideremos una sucesio´n fn : Ω→ C
de funciones holomorfas en Ω. Supongamos que existe una sucesio´n (an) de
nu´meros reales no negativos, tal que
∞∑
n=1
an <∞, |fn(z)− 1| ≤ an, ∀ z ∈ Ω, ∀n ∈ N.
Entonces,
∞∏
n=1
fn(z) define una funcio´n F holomorfa en Ω. Adema´s,
F ′(z)
F (z)
=
∞∑
n=1
F ′n(z)
Fn(z)
uniformemente en compactos K ⊆ Ω \ F−1(0).
Prueba: [SS03, p.141]
Lema 4.16. El producto∏
w 6=0
(
1− z
w
)
ez/w+
1
2
(z/w)2 ,
define una funcio´n entera, cuyos ceros son Λ \ {0}.
Prueba: Para cada w ∈ Λ \ {0}, definamos Ew : C→ C como
Ew(z) =
(
1− z
w
)
ez/w+
1
2
(z/w)2 .
Consideremos la rama principal del logaritmo log : C\(−∞, 0]→ C. Es bien
conocido, que
log(1− z) = −
∞∑
k=1
zk
k
= −z − z
2
2
− z
3
3
· · · , ∀ z ∈ B(0, 1).
Fijemos s ∈ B(0, 12), y definamos v = −
∞∑
k=3
sk
k . Se verifica
|v| ≤
∞∑
k=3
|s|k
k
≤ 2
3
|s|3 ≤ 1
2
,
|ev − 1| = |
∞∑
k=1
vk
k!
| ≤ |v|
1− |v| ≤ 2|v|.
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Por lo tanto,
|(1− s)es+ s
2
2 − 1| = |ev − 1| ≤ 2|v| ≤ 4
3
|s|3 ≤ 2|s|3.
Sea r > 0. Observe que si |w| > 2r, entonces
|Ew(z)− 1| ≤ 2 r
3
|w|3 , ∀ z ∈ B(0, r),
como consecuencia de los razonamientos anteriores. Ahora, basta aplicar
(4.6) junto con el teorema anterior.
Debido al resultado anterior, σ define una funcio´n entera, cuyo conjunto
de ceros es Λ. Observe que todos sus ceros son simples. Adema´s, se verifica
σ′
σ
(z) = ζ(z), ∀ z ∈ C \ Λ.
Teorema 4.17. Sea Ω ⊂ C una regio´n simplemente conexa. Si f : Ω → C
es una funcio´n holomorfa que no se anula en Ω, entonces existe una funcio´n
g : Ω→ C holomorfa, tal que eg(z) = f(z), ∀ z ∈ Ω.
Prueba: [SS03, p.100]
Corolario 4.18. Para cada z ∈ C, se verifica
σ(z + wj) = −σ(z)eηj(z+wj/2), j = 1, 2.
Prueba: Sea a ∈ C \ Λ. Fijemos ε > 0, tal que B=B(a, ε) ⊆ C \ Λ. Por el
teorema anterior, existen funciones g1, g2 : B → C holomorfas, tales que
eg1(z) = σ(z), eg2(z) = σ(z + wj), ∀ z ∈ B.
Derivando, obtenemos
g′2(z)− g′1(z) =
σ′
σ
(z + wj)− σ
′
σ
(z)
= ζ(z + wj)− ζ(z) = ηj , ∀ z ∈ B,
como consecuencia de (4.14). Por lo tanto,
g2(z)− g1(z) = ηjz + dj , ∀ z ∈ B,
con dj ∈ C, pues B es una regio´n. Obtenemos as´ı
σ(z + wj) = cje
ηjzσ(z), ∀ z ∈ B,
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donde cj = e
dj . Por (2.10), la igualdad anterior se extiende a C. Por u´ltimo,
para determinar cj , usemos que σ es impar, es decir, σ(−z) = −σ(z), ∀ z ∈ C.7
Como
σ(
wj
2
) = σ(−wj
2
+ wj) = cje
−ηjwj/2σ(−wj
2
),
deducimos cj = −eηjwj/2.
Teorema 4.19. Existe una funcio´n el´ıptica f con periodos w1, w2, cuyos
ceros y polos son, respectivamente, a1, . . . , an y b1, . . . , bn, si, y solo si,
a1 + · · ·+ an ≡ b1 + · · ·+ bn (mo´d Λ).
Es ma´s, f esta´ un´ıvocamente determinada salvo una constante multiplicativa.
Prueba: La condicio´n necesaria se probo´ en (4.4). Justifiquemos ahora el
cara´cter suficiente de la condicio´n. Por hipo´tesis, existe w ∈ Λ, tal que
n∑
k=1
ak −
n∑
k=1
bk = w.
Supongamos que w = 0, y definamos f : C→ Ĉ como
f(z) =
n∏
k=1
σ(z − ak)/
n∏
k=1
σ(z − bk).
Observe que f es una funcio´n el´ıptica con periodos w1, w2, como consecuencia
del corolario anterior. Adema´s, f tiene los ceros y polos deseados.
Por u´ltimo, supongamos que f1, f2 son funciones el´ıpticas con periodos
w1, w2, cuyos ceros y polos coinciden. En tal caso, f2/f1 es una funcio´n
el´ıptica con periodos w1, w2, sin polos, luego es una constante.
7Observe que Λ = −Λ.
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Cap´ıtulo 5
La funcio´n modular
En el cap´ıtulo anterior definimos las cantidades gk(Λ), k = 2, 3, para un
ret´ıculo Λ arbitrario, y probamos que g32−27g23 6= 0. Esto plantea la siguiente
pregunta:
Sean c2, c3 ∈ C, tales que c32 − 27c23 6= 0. ¿Existe un ret´ıculo Λ cum-
pliendo gk(Λ) = ck, para k = 2, 3?
La cuestio´n anterior se denomina problema de inversio´n. En este cap´ıtulo
probaremos que efectivamente existe un ret´ıculo Λ cumpliendo gk(Λ) = ck,
para k = 2, 3, y ma´s aun, Λ sera´ el u´nico ret´ıculo que lo cumpla. La prueba
que exponemos aqu´ı esta basada en propiedades de la funcio´n modular J . Por
tal motivo, comenzaremos definiendo la funcio´n modular J , y precisaremos
sus principales propiedades.
5.1. Las funciones g2, g3
Sean w1, w2 ∈ C, linealmente independiente sobre R. En (4.2.1) hab´ıamos
definido las cantidades g2, g3 respecto de un ret´ıculo arbitrario. Tales canti-
dades pueden ser consideradas como funcio´n de w1, w2, es decir,
g2(w1, w2) = 60
∑′ 1
(mw1 + nw2)4
,
g3(w1, w2) = 140
∑′ 1
(mw1 + nw2)6
,
donde la suma
∑′
se extiende sobre todos pares de enteros (m,n) 6= (0, 0).
Lema 5.1. Las funciones gk, k = 2, 3, verifican las siguientes propiedades:
1. gk es homogenea de grado −2k,
gk(λw1, λw2) = λ
−2kgk(w1, w2), ∀λ ∈ C∗.
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2. Si a, b, c, d ∈ Z, tales que ad− bc = ±1, entonces
gk(aw1 + bw2, cw1 + dw2) = gk(w1, w2).
Prueba: La primera propiedad es inmediata. Con respecto a la segunda,
definamos
w′1 = aw1 + bw2, w
′
2 = cw1 + dw2.
Como ad− bc = ±1, obtenemos
w1 = ±(dw′1 − bw′2), w2 = ±(−cw′1 + aw′2).
Si Λ es el ret´ıculo generado por w1, w2, y Λ
′ es el ret´ıculo generado por
w′1, w′2, entonces Λ = Λ′ como consecuencia de las igualdades anteriores. As´ı,
debido al cara´cter incondicionalmente convergente de las series que definen
las cantidades gk(w1, w2), se obtienen las identidades deseadas.
De la prueba anterior deducimos que para cualesquiera a, b, c, d ∈ Z, tales
que ad− bc = ±1, el ret´ıculo generado por
w′1 = aw1 + bw2, w
′
2 = cw1 + dw2
coincide con el ret´ıculo generado por w1, w2. Adema´s, el rec´ıproco tambie´n
es cierto, es decir, si w′1, w′2 ∈ C, linealmente independiente sobre R, generan
el mismo ret´ıculo que w1, w2, entonces existen a, b, c, d ∈ Z, ad − bc = ±1,
tales que
w′1 = aw1 + bw2, w
′
2 = cw1 + dw2.
En efecto, pues
w′1 = a1w1 + b1w2, w1 = c1w
′
1 + d1w
′
2,
w′2 = a2w1 + b2w2, w2 = c2w
′
1 + d2w
′
2,
con ai, bi, ci, di ∈ Z, luego(
Rew′1 Imw′1
Rew′2 Imw′2
)
=
(
a1 b1
a2 b2
)(
c1 d1
c2 d2
)(
Rew′1 Imw′1
Rew′2 Imw′2
)
,
o equivalentemente,(
a1 b1
a2 b2
)(
c1 d1
c2 d2
)
=
(
1 0
0 1
)
.
5.2. La funcio´n modular J
Sea H = {z ∈ C | Im z > 0}, y consideremos las funciones gk,∆ : H → C,
k = 2, 3, definidas como
gk(z) = gk(1, z),
∆(z) = g2(z)
3 − 27g3(z)2, ∀ z ∈ H.
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La funcio´n modular J : H→ C, esta´ definida como
J(z) =
g2(z)
3
∆(z)
, ∀ z ∈ H.
Debido a (4.12), deducimos que la funcio´n modular J esta´ bien definida,
pues ∆ no se anula en H.
Teorema 5.2. La funcio´n modular J es holomorfa en H.
Prueba: Observe que bastara´ probar que las funciones gk son holomorfas
en H. Sean a, b > 0. Dado z ∈ H, z = x+ iy, m,n ∈ Z, se verifica
|m+ nz|2 = m2 + 2mnx+ n2x2 + n2y2.
Elijamos δ > 0, tal que a
2
a2+b2
< δ2 < 1, y reescribamos
|m+ nz|2 = (1− δ2)m2 +
(
δm+
xn
δ
)2
+
[
y2 +
(
1− 1
δ2
)
x2
]
n2.
Si suponemos |x| ≤ a, y ≥ b, entonces
|m+ nz|2 ≥ (1− δ2)m2 +
[
b2 +
(
1− 1
δ2
)
a2
]
n2.
Ahora, como 1− δ2, b2 + (1− 1
δ2
)
a2 > 0, fijemos ε > 0, tal que
|m+ nz|2 ≥ ε2(m2 + n2).
Obtenemos as´ı
1
|m+ nz| ≤
1
ε
1
|m+ ni| ,
para todo m,n ∈ Z, no ambos nulos. Adema´s, por (4.6) se verifica∑′ 1
|m+ ni|r <∞, para r > 2,
luego basta aplicar el criterio mayorante de Weierstrass para deducir que la
serie ∑′ 1
(m+ nz)r
, para r > 2,
converge uniformemente en {z ∈ H | |Re z| ≤ a, Im z ≥ b}.
Sean a, b, c, d ∈ Z, tales que ad − bc = 1. Consideremos el automorfismo
G : Ĉ→ Ĉ, definido como
G(z) = az + b
cz + d
.
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Dado z ∈ C \ R, se verifica que
ImG(z) = Im (az + b)(cz¯ + d)|cz + d|2 =
Im z
|cz + d|2 .
As´ı, deducimos que γ = G|H es un automorfismo en H. Adema´s, es rutinario
comprobar que el conjunto constituido por todos los automorfismos en H de
esta forma presenta estructura de grupo bajo la operacio´n de composicio´n.
A este grupo se le denomina grupo modular, y se le denota por Γ.
Teorema 5.3. La funcio´n modular J satisface la ecuacio´n
J(γ(z)) = J(z), ∀ z ∈ H, ∀ γ ∈ Γ.
Prueba: Sea γ ∈ Γ, γ(z) = az+bcz+d . Como ad− bc = 1, obtenemos
gk(z) = gk(cz + d, az + b) = (cz + d)
−2kgk(γ(z)), ∀ z ∈ H,
para k = 2, 3, como consecuencia de (5.1). As´ı, se deduce
g2(γ(z))
3 = (cz + d)12g2(z)
3,
g3(γ(z))
2 = (cz + d)12g3(z)
2, ∀ z ∈ H.
5.3. Regio´n fundamental para Γ
Comencemos definiendo una relacio´n de equivalencia enH. Dados z, z′ ∈ H,
z esta´ relacionado con z′, z∼Γ z′, si existe γ ∈ Γ, tal que z′ = γ(z). Las clases
de equivalencia resultantes las denominaremos Γ-o´rbitas. As´ı, las Γ-o´rbitas
son ide´nticas o disjuntas, y la unio´n de todas las Γ-o´rbitas es igual a H.
Ahora, un subconjunto F de H es una regio´n fundamental para Γ si F es
conexo por caminos, y cada Γ-o´rbita interseca con F en un u´nico punto.
Observe que la funcio´n modular J es constante en cada Γ-o´rbita, como
consecuencia de (5.3), por lo tanto, si F es una regio´n fundamental para Γ,
la funcio´n modular J esta´ determinada por sus valores en F .
Teorema 5.4. Sea
F = {z ∈ H | − 1
2
≤ Re z < 1
2
, |z| > 1} ∪ {z ∈ C | − 1
2
≤ Re z ≤ 0, |z| = 1}.
Entonces, F es una regio´n fundamental para Γ.
Los puntos ρ, i, ρ+1, con ρ = −1+
√
3i
2 , se denominan ve´rtices de F . Observe
que los automorfismos T (z) = z + 1, U(z) = −1/z de H esta´n en Γ.
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Prueba: Comencemos probando que cada Γ-o´rbita tiene interseccio´n no
vac´ıa con F . Fijemos z = x+ iy ∈ H. Si γ ∈ Γ, γ(z) = az+bcz+d , entonces
Im γ(z) =
y
(cx+ d)2 + (cy)2
.
As´ı, deducimos que existe γ0 ∈ Γ, tal que
Im γ0(z) = ma´x
γ∈Γ
Im γ(z).
Sea n ∈ Z, tal que −12 ≤ Re z0 < 12 , donde z0 = γ0(z) − n. Observe que z0
es un punto de la Γ-o´rbita de z. Adema´s, como Im z0 = Im γ0(z), deducimos
que necesariamente |z0| ≥ 1, pues en caso contrario, obtendr´ıamos
Im (−1/z0) = Im z0|z0|2 > Im z0,
que contradice la maximalidad de Im z0. As´ı, z0 es el punto deseado en la
Γ-o´rbita de z, salvo que |z0| = 1, en cuyo caso, el punto deseado es −1/z0.
Ahora, justifiquemos que cada Γ-o´rbita interseca a F en un solo punto.
En (5.11), probaremos que J|F : F → C es una aplicacio´n biyectiva. Por
lo tanto, si una Γ-o´rbita interseca a F en dos puntos z1, z2 distintos, se
obtendr´ıa J(z1) = J(z2), contradiciendo la inyectividad de J|F .
Corolario 5.5. Cualquier ret´ıculo Λ puede ser generado por elementos
w1, w2 ∈ C∗, tales que w2/w1 ∈ F.
Prueba: Sean w′1, w′2 ∈ C, linealmente independientes sobre R, y conside-
remos el ret´ıculo Λ generado por w′1, w′2. Sin perdida de generalidad, supon-
gamos z0 = w
′
2/w
′
1 ∈ H. Por el teorema anterior, existe γ ∈ Γ, γ(z) = az+bcz+d ,
tal que γ(z0) ∈ F . Sean
w1 = dw
′
1 + cw
′
2, w2 = bw
′
1 + aw
′
2.
F
−1 1
i
−1/2 1/2
ρ+ 1ρ
Figura 5.1: Regio´n fundamental F
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Como ad− bc = 1, deducimos que w1, w2 generan el ret´ıculo Λ. Ademas, se
verifica
w2/w1 =
aw′2 + bw′1
cw′2 + dw′1
= γ(z0) ∈ F.
5.4. Expansio´n de Fourier de J
Por (5.3), deducimos que
J(z + 1) = J(z), ∀ z ∈ H.
As´ı, la funcio´n modular J es una funcio´n holomorfa de periodo 1. Ahora,
consideremos la aplicacio´n t : H→ C, definida como
t(z) = e2piiz, ∀ z ∈ H.
Observe que t(H) = B˙, donde B˙ = B˙(0, 1). Adema´s, dado z0 ∈ H, si
t0 = t(z0), se verifica que t
−1(t0) = {z0 + k | k ∈ Z}. Por lo tanto, la aplica-
cio´n f : B˙ → C, definida como
f(t(z)) = J(z), ∀ z ∈ H,
esta´ bien definida. Es ma´s, usando el teorema de la funcio´n inversa es fa´cil
comprobar que f es holomorfa en B˙. Como consecuencia, f admite un desa-
rrollo en serie de Laurent en B˙, es decir, existen coeficientes (an)n∈Z un´ıvo-
camente determinados, tales que
f(t) =
∞∑
∞
ant
n, ∀ t ∈ B˙.
As´ı, obtenemos que
J(z) =
∞∑
∞
ane
2piinz, ∀ z ∈ H.
En (5.8), probaremos que a−1 6= 0, y que an = 0, para todo n ≤ −2. Esto nos
permitira´ determinar el comportamiento asinto´tico de la funcio´n modular J
cuando Im z →∞, lo cual sera´ requerido en la siguiente seccio´n.
Lema 5.6. Sea K ⊆ C compacto. Si K ∩ Z = ∅, entonces la serie∑
m6=0
(
1
z +m
− 1
m
)
,
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extendida sobre todos los enteros no nulos, converge uniformemente en K.
Adema´s, se verifica que
pi cotpiz =
1
z
+
∑
m6=0
(
1
z +m
− 1
m
)
, ∀ z ∈ C \ Z.
Prueba: [Ahl78, p.189]
Desarrollando en series de Laurent ambos lados de la identidad anterior
sobre z = 0, e igualando los coeficientes asociados a z3, z5, se obtiene
∞∑
m=1
1
m4
=
pi4
90
,
∞∑
m=1
1
m6
=
pi6
945
.
Lema 5.7. Sea
∑∞
k=1 akt
k una serie de potencias de radio de convergencia
R ≥ 1, y consideremos la funcio´n f : B(0, 1)→ C, definida como
f(t) =
∞∑
k=1
akt
k, ∀ t ∈ B(0, 1).
Entonces,
∑∞
n=1 f(t
n) converge uniformemente en compactos contenidos en
B(0, 1). Como consecuencia, la funcio´n g : B(0, 1)→ C, definida como
g(t) =
∞∑
n=1
f(tn), ∀ t ∈ B(0, 1),
es holomorfa, y su serie de potencias centrada en 0 se obtiene sumando
formalmente las series de potencias centradas en 0 de f(t), f(t2), . . . .
Prueba: Sea r ∈ (0, 1). Si |t| ≤ r, entonces
|f(tn)| ≤
∞∑
k=1
|ak|rnk, ∀n ∈ N.
Intercambiando el orden de sumacio´n, obtenemos
∞∑
n=1
∞∑
k=1
|ak|rnk =
∞∑
k=1
|ak| r
k
1− rk ≤
1
1− r
∞∑
k=1
|ak|rk <∞.
Ahora, basta aplicar el criterio mayorante de Weierstrass, para obtener el
resultado.
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Teorema 5.8. Para cada z ∈ H, se verifica
J(z) =
1
1728t
+
∞∑
n=0
ant
n.
Prueba: Las funciones gk, k = 2, 3, son holomorfas en H de periodo 1, es
decir,
gk(z) = gk(z + 1), ∀ z ∈ H.1
Determinemos las expansiones de Fourier de gk, k = 2, 3.
Comencemos por g2. Como
s+ 1
s− 1 = −(
∞∑
n=0
sn+1 +
∞∑
n=0
sn)
= −(1 + 2
∞∑
n=1
sn), ∀ s ∈ C, |s| < 1,
obtenemos
pi cotpiz = pii
t+ 1
t− 1
= −pii(1 + 2t+ 2t2 + · · · ), ∀ z ∈ H.
Igualando con la expresio´n obtenida en (5.6) y derivando, tres y cinco veces,
deducimos que
6
∑ 1
(m+ z)4
= 16pi4(t+ 8t2 + 27t3 · · · ),
120
∑ 1
(m+ z)6
= −64pi6(t+ 32t2 + 243t3 + · · · ), ∀ z ∈ H,
donde ambas series se extienden sobre todos los enteros.
As´ı, obtenemos que
g2(z) = 60
∑′ 1
(m+ nz)4
= 60
(
2
∞∑
m=1
1
m4
+ 2
∞∑
n=1
∞∑
m=−∞
1
(m+ nz)4
)
= 60
(
pi4
45
+
16pi4
3
∞∑
n=1
(tn + 8t2n + · · · )
)
, ∀ z ∈ H.
1Consecuencia inmediata de la prueba del resultado (5.3).
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Usando ahora el lema anterior, conseguimos que
g2(z) = pi
4(
4
3
+ 320t+ · · · ), ∀ z ∈ H.
Por un razonamiento similar, usando ahora la igualdades
∞∑
m=1
1
m6
=
pi6
945
,
120
∑ 1
(m+ z)6
= −64pi6(t+ 32t2 + · · · ), ∀ z ∈ H,
obtenemos
g3(z) = pi
6(
8
27
− 448
3
t+ · · · ), ∀ z ∈ H.
As´ı,
∆(z) = g2(z)
3 − 27g3(z)2 = pi12(4016t+ · · · ), ∀ z ∈ H.
Corolario 5.9. Sea z = x+ iy ∈ H. Entonces
l´ım
y→∞ tJ(z) =
1
1728
,
uniformemente en x.
5.5. Valores de J
Para solucionar el problema de inversio´n necesitamos conocer los siguientes
dos resultados.
Lema 5.10. Se verifica
g2(ρ) = 0, g3(i) = 0.
Respectivamente, es equivalente a
J(ρ) = 0, J(i) = 1.
Prueba: Sea Λρ el ret´ıculo generado por 1, ρ. Como ρΛρ = Λρ, obtenemos
g2(ρ) = 60
∑′ 1
(ρw)4
= ρ−4g2(ρ),
luego necesariamente g2(ρ) = 0, pues ρ
−4 6= 1.
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Por otro lado, sea Λi el ret´ıculo generado por 1, i. Observe que iΛi = Λi,
luego
g3(i) = 140
∑′ 1
(iw)6
= −g3(i).
Por lo tanto, g3(i) = 0.
Teorema 5.11. La funcio´n modular J asume cada valor complejo c en la
regio´n fundamental F , definida en (5.4). Es ma´s, si c 6= 0, 1, entonces es
asumido tan solamente una vez en F , y si c = 0, 1, entonces
J(z) 6= c, ∀ z ∈ F \ {ρ, i}.
Como consecuencia, J|F : F → C es una aplicacio´n biyectiva.
Prueba: Sea c ∈ C. Definamos f : H→ C, como
f(z) = J(z)− c, ∀ z = x+ iy ∈ H.
Por (5.9), observe que l´ımy→∞ f(z) =∞, uniformemente en x. Por lo tanto,
existe y0 ≥ 2, tal que |f(z)| ≥ 1, ∀ z ∈ H, con y ≥ y0. Como consecuencia,
f presenta un nu´meros finito de ceros en F . Denotemos por N el nu´mero de
ceros de f en F , contados estos tantas veces como indiquen sus respectivos
ordenes, y consideremos la curva de Jordan C orientada positivamente, cons-
tituida por los cincos lados etiquetados `1, . . . , `5, descritos en Figura 5.2.
ρ+ 1ρ
`2
−1/2 + iy0 1/2 + iy0
`1
`5
`3
`4
i
Figura 5.2
Para determinar N , distinguiremos los siguientes tres casos:
Supongamos que f no presenta ceros en C. En tal caso, por el principio
del argumento, obtenemos que
N =
1
2pii
(∆1 + · · ·+ ∆5),
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donde
∆j =
∫
`j
f ′(z)
f(z)
dz, ∀ j = 1, . . . , 5.
Ahora, como f(z + 1) = f(z), ∀ z ∈ H, deducimos ∆1 = −∆4. Ana´loga-
mente, deducimos ∆2 = −∆3, pues f(−1/z) = f(z), ∀ z ∈ H. Luego,
N =
1
2pii
∫
`5
f ′(z)
f(z)
dz.
Usando de nuevo (5.9), obtenemos que la aplicacio´n g : B˙ = B˙(0, 1)→ C,
definida como
g(t(z)) = f(z), ∀ z ∈ H,2
presenta un polo simple en 0. Adema´s, la aplicacio´n t transforma el seg-
mento de curva `5 en una circunferencia de radio e
−2piy0 , orientada nega-
tivamente. Como consecuencia,
1
2pii
∫
`5
f ′(z)
f(z)
dz =
1
2pii
∫
t(`5)
g′(z)
g(z)
dz = 1.
Ahora, supongamos que f presenta ceros en C, pero no en los ve´rtices.
Observe que estos ceros vienen en pares, los cuales son sime´tricos respecto
de la recta x = 0. Modifiquemos la curva C cerca de estos ceros como
en Figura 5.3, de modo que el automorfismo T env´ıe la modificaciones
realizadas a `1 a las modificaciones realizada en `4, y el automorfismo U
env´ıe la modificaciones realizadas a `2 a las modificaciones realizada en
`3. Argumento como el caso anterior, volvemos a obtener que N = 1.
Figura 5.3
Por u´ltimo, supongamos que f presenta ceros en algunos de los ve´rti-
ces. En tal caso, modifiquemos la curva C introduciendo arcos circula-
res de radio r > 0, suficientemente pequen˜o, sobre los ve´rtices como en
Figura 5.4.
2Observe que g esta´ bien definida , y es holomorfa en B˙.
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C1 C3
C2
Figura 5.4
Aplicando de nuevo el principio del argumento, y actuando como antes,
obtenemos
N0 = 1 +
1
2pii
3∑
j=1
∆(Cj),
donde N0 denota el nu´mero de ceros de f en F \ {ρ, i}, contados estos
tantas veces como indiquen sus respectivos ordenes, y
∆(Cj) =
∫
Cj
f ′(z)
f(z)
dz, ∀ j = 1, . . . , 3.
Sean mρ,mi,mρ+1 las respectivas multiplicidades de f en ρ, i, ρ + 1.
Observe que existe ε > 0, tal que
f ′(z)
f(z)
=
mp
z − ρ + gρ(z), ∀ z ∈ B˙(ρ, ε),
donde gρ : B(ρ, ε)→ C es una funcio´n holomorfa. Como consecuencia,
l´ım
r→0
∆(C1) = − ipi
3
mρ.
Por un razonamiento ana´logo,
l´ım
r→0
∆(C2) = −ipimi,
l´ım
r→0
∆(C3) = − ipi
3
mρ+1.
As´ı, obtenemos que
N0 +
mi
2
+
mρ
3
= 1,
pues mρ = mρ+1. Ahora bien, como hemos supuesto que f presenta ceros
en algunos de los ve´rtices, deducimos que necesariamente las soluciones
a la ecuacio´n anterior son
(N0,mi,mρ) = (0, 2, 0), (0, 0, 3).
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5.6. Solucio´n al problema de inversio´n
Resolvamos el problema de inversio´n mencionado en la introduccio´n del
cap´ıtulo.
Teorema 5.12. Sean c2, c3 ∈ C, tales que c32 − 27c23 6= 0. Entonces, existe
un u´nico ret´ıculo Λ cumpliendo
gk(Λ) = ck, k = 2, 3. (5.14)
Prueba: Por (5.5), cualquier ret´ıculo Λ puede ser generado por elementos
w,wz, con w ∈ C∗, z ∈ F , as´ı que bastara´ con determinar las soluciones de
gk(w,wz) = ck, k = 2, 3, (5.15)
con w ∈ C∗, z ∈ F . Distingamos los siguientes tres casos:
Si c2, c3 6= 0, entonces (5.15) es equivalente a
g32(w,wz)
g32(w,wz)− 27g23(w,wz)
=
c32
c32 − 27c23
,
g3(w,wz)
g2(w,wz)
=
c3
c2
.
Es ma´s, por (5.1) esto equivale a
J(z) =
c32
c32 − 27c23
, (5.16)
w2 =
c2g3(z)
c3g2(z)
. (5.17)
Por (5.11), existe una u´nica solucio´n z0 ∈ F de (5.16). Adema´s, c2, c3 6= 0,
luego J(z0) 6= 0, 1, lo cual es equivalente g2(z0), g3(z0) 6= 0. Por lo tanto,
existen dos soluciones ±w0 ∈ C∗ de la ecuacio´n
w2 =
c2g3(z0)
c3g2(z0)
.
Observe que las dos soluciones obtenidas de (5.15), w0, w0z0 y −w0,−w0z0,
generan el mismo ret´ıculo Λ, el cual es la u´nica solucio´n de (5.14).
Si c2 = 0, entonces c3 6= 0. Adema´s, (5.15) equivale a
g2(z) = 0, (5.18)
w−6g3(z) = c3. (5.19)
Como consecuencia de (5.10) y (5.11), deducimos que ρ es la u´nica solucio´n
en F de (5.18). Por lo tanto, obtenemos seis soluciones de (5.15), a saber,
w,wρ con w ∈ 6
√
g3(ρ)/c3.
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Ahora, es rutinario comprobar que estas seis soluciones generan el mismo
ret´ıculo Λ, el cual es la u´nica solucio´n de (5.14).
Si c3 = 0, entonces c2 6= 0. Adema´s, en este caso (5.15) equivale a
g3(z) = 0, (5.20)
w−4g2(z) = c2. (5.21)
Como consecuencia de (5.10) y (5.11), deducimos que i es la u´nica solucio´n
en F de (5.20). Por lo tanto, las soluciones de (5.15) son
w,wi con w ∈ 4
√
g2(i)/c2.
Observe que estas cuatros soluciones generan el mismo ret´ıculo Λ, el cual es
la u´nica solucio´n de (5.14).
Cap´ıtulo 6
Curvas el´ıpticas
Las superficies de Riemann las cuales son isomorfas a toros complejos se
denominan curvas el´ıpticas. Las curvas el´ıpticas pueden ser dotadas con
una estructura de grupo anal´ıtico. Adema´s, dicha estructura esta´ un´ıvoca-
mente determinada por la eleccio´n del elemento neutro. En este cap´ıtulo
probaremos que las curvas hiperel´ıpticas asociadas a curvas planas afines
determinadas por polinomios de la forma
w2 − (z − a1)(z − a2)(z − a3),
con a1, a2, a3 nu´meros complejos distintos, son curvas el´ıpticas, y rec´ıproca-
mente, cualquier toro complejo es isomorfo a una curva hiperel´ıptica de este
estilo.
6.1. Curvas el´ıpticas
Definicio´n 6.1. Una superficie de Riemann X es una curva el´ıptica si es
isomorfa a un toro complejo, es decir, si existe algu´n ret´ıculo Λ, tal que
X ∼= C/Λ.
Sea Λ un ret´ıculo, y consideremos el toro complejo T = C/Λ. A lo largo
del cap´ıtulo, con el fin de abreviar la notacio´n, denotaremos por z˜ la clase
de equivalencia en C/Λ de z ∈ C, es decir, z˜ = z + Λ.
Es obvio que T es una curva el´ıptica. Adema´s, como Λ es subgrupo aditivo
de C, el conjunto cociente C/Λ presenta estructura de grupo, a saber,
z˜1 + z˜2 = z˜1 + z2, ∀ z˜1, z˜2 ∈ C/Λ.
Sean z˜1, z˜2 ∈ T , y consideremos las cartas complejas en T
φz1 : pi(Bz1)→ Bz1 ,
φz2 : pi(Bz2)→ Bz2 ,
φw0 : pi(Bw0)→ Bw0 ,
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con w0 = z1 + z2. Observe que existe un abierto V ⊆ Bz1 ×Bz2 , tal que
z + w ∈ Bw0 , ∀ (z, w) ∈ V . Por lo tanto,
φw0
(
φ−1z1 (z) + φ
−1
z2 (w)
)
= z + w, ∀ (z, w) ∈ V.
Como consecuencia, T presenta estructura de grupo anal´ıtico. Esto significa
que, en te´rminos de cartas locales sobre dos puntos cualesquiera z˜1, z˜2 ∈ T ,
la adicio´n es una funcio´n holomorfa de dos variables complejas. Es ma´s, a
continuacio´n probaremos que esta es la u´nica estructura de grupo anal´ıtico
en T , tal que 0˜ es el elemento neutro.
Lema 6.2. Sea Λ un ret´ıculo, y consideremos el toro complejo T = C/Λ.
Entonces, existe una u´nica estructura de grupo anal´ıtico en T , tal que 0˜ es
el elemento neutro.
Prueba: Supongamos que T presenta otra estructura de grupo anal´ıtico,
distinta de la estructura anterior, determinada por la adicio´n ⊕, tal que 0˜
es el elemento neutro. Bastara´ probar que
z˜1 ⊕ z˜2 = z˜1 + z˜2, ∀ z˜1, z˜2 ∈ T,
para obtener la contradiccio´n deseada. Evidentemente, si z˜2 = 0, la identidad
es obvia. Si z˜2 6= 0˜, entonces la aplicacio´n Gz˜2 : T → T , definida como
Gz˜2(z˜) = z˜ ⊕ z˜2, ∀ z˜ ∈ T,
es un automorfismo sin puntos fijos. Por lo tanto, como consecuencia de
(2.23), existe β˜ ∈ T , β˜ 6= 0, tal que
Gz˜2(z˜) = z˜ + β˜, ∀ z˜ ∈ T,
o equivalentemente,
z˜ ⊕ z˜2 = z˜ + β˜, ∀ z˜ ∈ T.
As´ı, deducimos z˜2 = β˜, pues
0˜⊕ z˜2 = 0˜ + β˜.
Si X es una curva el´ıptica, entonces existe un ret´ıculo Λ, y un isomorfismo
F : T → X, donde T = C/Λ. Mediante el isomorfismo F , la curva el´ıptica
X hereda la estructura de grupo anal´ıtico de T . Para ello, basta definir la
adiccio´n
F (z˜1) + F (z˜2) := F (z˜1 + z˜2), ∀ z˜1, z˜2 ∈ T.
As´ı, F se convierte en un isomorfismo de grupos. Adema´s, observe que F (0˜)
es el elemento neutro de la estructura de grupo anal´ıtico heredada en X.
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Teorema 6.3. Sea X una curva el´ıptica, p0 ∈ X. Entonces, existe una
u´nica estructura de grupo anal´ıtico en X, tal que p0 es el elemento neutro.
Prueba: Por hipo´tesis, existe un ret´ıculo Λ, y un isomorfismo F : X → T ,
donde T = C/Λ. Consideremos el automorfismo G : T → T , definido como
G(z˜) = z˜ − z˜0, ∀ z˜ ∈ T,
donde z˜0 = F (p0). Observe que G ◦ F : X → T es un isomorfismo, tal que
G ◦ F (p0) = 0˜. Por lo tanto, basta dotar a X de la estructura de grupo
anal´ıtico heredada de T v´ıa (G ◦F )−1, como en el razonamiento anterior que
precede al enunciado del teorema.
Ahora, justifiquemos la unicidad. Supongamos que X presenta otra estruc-
tura de grupo anal´ıtico, distinta de la estructura anterior, determinada por
la adicio´n ⊕, tal que p0 es el elemento neutro. En tal caso, dotemos a T de
ambas estructuras de grupo anal´ıtico heredadas de X v´ıa G ◦F . Basta ahora
usar el lema anterior para obtener la contradiccio´n deseada.
Corolario 6.4. Sean X1, X2 curvas el´ıpticas, con elementos neutros p1, p2,
respectivamente. Si F : X1 → X2 es un isomorfismo, tal que F (p1) = F (p2),
entonces
F (x+ y) = F (x) + F (y), ∀x, y ∈ X1.
Como consecuencia, F es un isomorfismo de grupos.
Prueba: Basta dotar a X2 de la estructura de grupo anal´ıtico heredada de
X1 v´ıa F , como consecuencia del teorema anterior.
6.2. Modelos algebraicos
Sean a1, a2, a3 nu´meros complejos distintos. Consideremos la curva plana
af´ın X, determinada por el polinomio
w2 − (z − a1)(z − a2)(z − a3) ∈ C[z, w],
y denotemos por Sa = S(a1, a2, a3) la superficie de Riemann hiperel´ıptica
asociada a la curva plana af´ın X. Recuerde que Sa = X
∐
Y/ψ, donde Y es
la curva plana af´ın determinada por el polinomio
v2 − u(1− a1u)(1− a2u)(1− a3u) ∈ C[u, v].
Adema´s, el conjunto Sa \ X ⊆ Y esta´ constituido por un u´nico elemento
q0 = (0, 0).
A continuacio´n, probaremos que Sa es una curva el´ıptica.
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Teorema 6.5. La curva hiperel´ıptica Sa es una curva el´ıptica.
Prueba: Sea s =
∑
ai. El cambio de variable
z = x+ s/3, w = y/2,
transforma la ecuacio´n w2 =
∏
(z−ai) en y2 = 4
∏
(x−ei), con ei = ai − s/3.
Adema´s, observe que la ecuacio´n y2 = 4
∏
(x−ei) es equivalente a la ecuacio´n
y2 = 4x3 − c2x− c3,
donde
c2 = −4(e1e2 + e1e3 + e2e3), c3 = 4
∏
ei,
pues
∑
ei = 0. Ahora, como consecuencia de (5.12), existe un ret´ıculo Λ,
tal que gk(Λ) = ck. Es ma´s, por (4.10), la funcio´n ℘ de Weierstrass para Λ
satisface la ecuacio´n diferencial
(℘′)2 = 4℘3 − c2℘− c3.
Consideremos la aplicacio´n F : C/Λ→ Sa, definida como
F (z˜) =
{
(℘(z) + s/3, ℘′(z)/2) si z /∈ Λ,
q0 si z ∈ Λ.
Observe que F esta´ bien definida. A continuacio´n, probaremos que F es un
isomorfismo. As´ı, obtendremos que Sa es una curva el´ıptica.
Comencemos justificando que F es una aplicacio´n biyectiva.
Sea (z0, w0) ∈ X. Distingamos los siguientes dos casos:
Si z0 6= ai, entonces w0 6= 0. Adema´s, como ℘ es una funcio´n el´ıptica de
orden dos, deducimos de la ecuacio´n diferencial que la ecuacio´n
℘(z) = z0 − s/3
presenta dos soluciones z˜1, z˜2 ∈ C/Λ. Observe que bastara´ probar que
℘′(z1) 6= ℘′(z2). Por (4.9), obtenemos que z˜2 = −z˜1, luego
℘′(z2) = ℘′(−z1) = −℘′(z1),
pues ℘′ es una funcio´n el´ıptica impar. Por lo tanto, ℘′(z1) 6= ℘′(z2).1
Si z0 = ai, entonces w0 = 0. Adema´s, usando de nuevo que ℘ es una
funcio´n el´ıptica de orden dos, deducimos de la ecuacio´n diferencial que la
ecuacio´n
℘(z) = z0 − s/3
presenta una u´nica solucio´n z˜1 ∈ C/Λ. Es ma´s, observe que ℘′(z1) = 0,
luego F (z˜1) = (z0, w0).
1Note que ℘′(z1) 6= 0.
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Por u´ltimo, centre´monos en probar que efectivamente F es morfismo.
Sea z˜0 ∈ C/Λ, y consideremos la carta compleja piz0 : pi(Bz0)→ Bz0 en C/Λ.
Distingamos los siguientes dos casos:
Si z0 /∈ Λ, entonces la carta en Sa de F (z0) depende del valor ℘(z0), es
decir, si ℘(z0) 6= ei, entonces la carta es piz ◦ j−1X , y si ℘(z0) = ei, entonces
la carta es piw ◦ j−1X . As´ı, en el primer caso obtenemos que
(piz ◦ j−1X ) ◦ F ◦ (piz0)−1(z) = (piz ◦ j−1X ) ◦ F (z˜)
= (piz ◦ j−1X )(℘(z) + s/3, ℘′(z)/2)
= ℘(z) + s/3,
y en el segundo caso
(piw ◦ j−1X ) ◦ F ◦ (piz0)−1(z) = (piw ◦ j−1X ) ◦ F (z˜)
= (piw ◦ j−1X )(℘(z) + s/3, ℘′(z)/2)
= ℘′(z)/2.
Observe que ambas composiciones esta´n bien definidas y son holomorfas
en entornos abiertos de z0.
Si z0 ∈ Λ, entonces la carta en Sa de F (z0) = q0 es piv ◦ j−1Y . Por lo tanto,
(piv ◦ j−1Y ) ◦ F ◦ (piz0)−1(z) = (piv ◦ j−1Y ) ◦ F (z˜)
= (piv ◦ j−1Y )(℘(z) + s/3, ℘′(z)/2)
= piv(ψ(℘(z) + s/3, ℘
′(z)/2))
=
℘′(z)
2(℘(z) + s/3)2
, ∀ z 6= z0,
(piv ◦ j−1Y ) ◦ F ◦ (piz0)−1(z0) = 0.
De nuevo, observe que la composicio´n esta´ bien definida y es holomorfa
en un entorno abierto de z0, pues
l´ım
z→z0
℘′(z)
2(℘(z) + s/3)2
= 0.
Teorema 6.6. Sean w1, w2 ∈ C, linealmente independiente sobre R, y con-
sideremos el ret´ıculo Λ generado por w1, w2. Entonces, C/Λ ∼= S(e1, e2, e3),
donde
e1 = ℘(
w1
2
), e2 = ℘(
w2
2
), e3 = ℘(
w1 + w2
2
),
con ℘ la funcio´n de Weierstrass para Λ.
Prueba: Basta reproducir la prueba anterior.
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Cap´ıtulo 7
Teorema de Poncelet
El principal objetivo de este cap´ıtulo es demostrar el teorema de Poncelet
para dos co´nicas lisas C y D en posicio´n general. Para tal fin, comenzaremos
definiendo la correspondencia de Poncelet M para C y D, y precisaremos
la aplicacio´n de Poncelet η asociada a M. Concretamente, probaremos la
siguiente reformulacio´n del teorema de Poncelet, en te´rminos de η:
Sea n ∈ N, con n ≥ 3. Si la aplicacio´n ηn presenta un punto fijo,
entonces ηn es la aplicacio´n identidad.
Para probar la afirmacio´n anterior, identificaremosM a trave´s de una apli-
cacio´n biyectiva con una curva algebraica lisa γ en Ĉ2, as´ı M heredara´ la
topolog´ıa y la estructura de superficie de Riemann de γ. A continuacio´n,
probaremos queM dotada con esta´ estructura heredada es una curva el´ıpti-
ca. Como consecuencia, podremos dotar a M con una estructura de grupo
anal´ıtico, y mostraremos que la aplicacio´n η es una traslacio´n con respecto
a la estructura de grupo. El teorema de Poncelet se deducira´ facilmente de
este u´ltimo hecho.
7.1. Correspondencia de Poncelet
Sean C y D dos co´nica lisas en P2. La correspondencia de Poncelet M
para C y D esta´ definida como
M = {(x, ξ) |x ∈ C, ξ ∈ D∗, x ∈ ξ},
donde D∗ es la co´nica dual de D. Observe que las proyecciones pix :M→ C,
piξ :M→ D∗,
pix(x, ξ) = x, piξ(x, ξ) = ξ, ∀ (x, ξ) ∈M,
son aplicaciones sobreyectivas. Es ma´s, fijado x ∈ C, existen u´nicamente
dos rectas ξ, ξ′ ∈ D∗, tales que (x, ξ), (x, ξ′) ∈ M, salvo que x ∈ C ∩ D,
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en cuyo caso, existe tan solamente una recta ξ ∈ D∗, tal que (x, ξ) ∈ M.
Ana´logamente, fijada una recta ξ ∈ D∗, existen u´nicamente dos puntos
x, x′ ∈ C, tales que (x, ξ), (x′, ξ) ∈M, salvo que ξ ∈ C∗ ∩D∗, en cuyo caso,
existe tan solamente un punto x ∈ C, tal que (x, ξ) ∈M.
Precisada esta notacio´n, consideremos las aplicaciones σ, τ :M→M,
σ(x, ξ) = (x′, ξ), τ(x, ξ) = (x, ξ′), ∀ (x, ξ) ∈M.
Observe que ambas aplicaciones son involuciones deM. Es ma´s, como conse-
cuencia de la observacio´n anterior, (x, ξ) ∈M es punto fijo para σ (resp. τ)
si y solo si ξ ∈ C∗∩D∗ (resp. x ∈ C∩D). A la composicio´n de las aplicaciones
anteriores, η :M→M, definida como
η = τ ◦ σ,
se le denomina aplicacio´n de Poncelet para M.
C
D
x′
x
ξ
ξ′
Figura 7.1: Aplicacio´n de Poncelet para M
Lema 7.1. Las co´nicas lisas C y D esta´n en posicio´n general si, y solo si,
C∗ y D∗ esta´n en posicio´n general.
Prueba: Sea F = {(x, ξ) |x ∈ C ∩ D, ξ ∈ C∗ ∩ D∗, x ∈ ξ}. Observe que
(x, ξ) ∈ F si y solo si C y D son ambas tangentes a ξ en x. Ahora bien,
C y D esta´n en posicio´n general si y solo si F = ∅. Adema´s, por dualidad,
C∗ y D∗ esta´n en posicio´n general si y solo si F = ∅.
7.2. Ecuacio´n algebraica para M
Sea q : Ĉ→ C3, la aplicacio´n definida como
q(z) =
{
(1, z, z2) si z ∈ C,
(0, 0, 1) si z =∞.
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Por (C.3), C y D∗ admiten parametrizaciones
x(z) = Aq(z), ∀ z ∈ Ĉ,
ξ(w) = Bq(w), ∀w ∈ Ĉ,
con A,B ∈M (3×3,C), invertibles. Estas ecuaciones parame´tricas permiten
identificar Ĉ2 con C ×D∗, mediante la aplicacio´n m : Ĉ2 → C ×D∗,
m(z, w) = (x(z), ξ(w)), ∀ (z, w) ∈ Ĉ2.
Adema´s, consideremos la aplicacio´n P : Ĉ2 → C, definida como
P (z, w) = x(z) · ξ(w)
= Tq(z) · q(w) (T = [tij ]2i,j=0 = B′A)
= (T0(z), T1(z), T2(z)) · q(w), ∀ (z, w) ∈ Ĉ2,
donde Ti : Ĉ → C, esta´ definida como Ti(z) = (ti0, ti1, ti2) · q(z), ∀ z ∈ Ĉ.
Observe que la restriccio´n de la aplicacio´n P a C2 determina un polinomio
p ∈ C[z, w], a saber,
p =
2∑
i=0
(
2∑
j=0
tijz
j)wi.
Es ma´s, es fa´cil comprobar que dado (z, w) ∈ Ĉ2, si γ es la curva algebraica
en Ĉ2 definida por el polinomio p, entonces (z, w) ∈ γ si y solo si P (z, w) = 0.
Como consecuencia, m|γ : γ →M es una biyeccio´n, pues
x · ξ = 0, ∀ (x, ξ) ∈M.
Sea ∆ : Ĉ→ C, definida como
∆(z) = T1(z)
2 − 4T0(z)T2(z), ∀ z ∈ Ĉ.
Lema 7.2. Sea z ∈ Ĉ. Entonces
x(z) ∈ C ∩D si, y solo si, ∆(z) = 0.
Como consecuencia, C y D esta´n en posicio´n general si, y solo si, ∆ tiene
cuatro ra´ıces distintas en Ĉ.
Antes de comenzar con la prueba, observe que las aplicaciones Ti no tienen
ra´ıces comunes en Ĉ, pues T es una matriz regular y q(z) 6= 0, ∀ z ∈ Ĉ.
Prueba: Recuerde que existen dos rectas distintas en x(z)∗ tangentes a
D, salvo que x(z) ∈ C ∩ D, en cuyo caso tan solamente existe una u´nica
recta. Por lo tanto, x(z) ∈ C ∩D si y solo si existe un u´nico w ∈ Ĉ, tal que
P (z, w) = 0. A continuacio´n, probaremos que esto u´ltimo equivale ∆(z) = 0.
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Si T2(z) 6= 0, entonces P (z,∞) 6= 0. Como consecuencia, las soluciones de
la ecuacio´n P (z, w) = 0 son
w =
−T1(z) +
√
∆(z)
2T2(z)
,
y la equivalencia es obvia.
Ahora, supongamos T2(z) = 0. En tal caso, observe que P (z,∞) = 0. Si
adema´s T1(z) = 0, entonces P (z, w) 6= 0, ∀w ∈ C, pues T0(z) 6= 0. En
cambio, si T1(z) 6= 0, entonces la u´nica solucio´n de la ecuacio´n P (z, w) = 0
en C es w = −T0(z)/T1(z). As´ı, concluimos que existe un u´nico w ∈ Ĉ, tal
que P (z, w) = 0, si y solo si T1(z) = 0, o equivalentemente ∆(z) = 0, pues
∆(z) = T1(z)
2.
Podemos obtener un resultado ana´logo al anterior intercambiando los roles
de las variables z y w. Observe que
P (z, w) = q(z) · T ′q(w)
= q(z) · (T˜0(w), T˜1(w), T˜2(w)), ∀ (z, w) ∈ Ĉ2,
donde T˜j : Ĉ→ C, esta´ definida como T˜j(w) = (t0j , t1j , t2j) · q(w), ∀w ∈ Ĉ.
Sea ∆˜ : Ĉ→ C, definida como
∆˜(w) = T˜1(w)
2 − 4T˜1(w)T˜2(w), ∀w ∈ Ĉ.
Lema 7.3. Sea w ∈ Ĉ. Entonces
ξ(w) ∈ C∗ ∩D∗ si, y solo si, ∆˜(w) = 0.
Como consecuencia, C y D esta´n en posicio´n general si, y solo si, ∆˜ tiene
cuatro ra´ıces distintas en Ĉ.
Prueba: Basta reproducir la prueba realizada en el lema anterior inter-
cambio los papeles de las variables z y w. La consecuencia es inmediata de
(7.1).
7.3. Estructura compleja en M
Consideremos los polinomios
q = z2p(1/z, w),
r = w2p(z, 1/w),
s = z2w2p(1/z, 1/w),
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y los subconjuntos BC ,BD∗ de M, definidos como
BC = {(x, ξ) ∈M|x ∈ C ∩D},
BD∗ = {(x, ξ) ∈M| ξ ∈ C∗ ∩D∗}.
Lema 7.4. Sea (a, b) ∈ Ĉ2. Entonces, m(a, b) ∈ BC si, y solo si,
1. p(a, b) = pw(a, b) = 0, si a, b 6=∞,
2. q(0, b) = qw(0, b) = 0, si a =∞, b 6=∞,
3. r(a, 0) = rw(a, 0) = 0, si a 6=∞, b =∞,
4. s(0, 0) = sw(0, 0) = 0, si a, b =∞.
Prueba: Probaremos la equivalencia correspondiente al primer caso. Los
restantes casos son ana´logos,1 y se dejan como ejercicio para el lector.
Sea (a, b) ∈ C2. Por (7.2), m(a, b) ∈ BC si y solo si p(a, b) = ∆(a) = 0.
Adema´s, se verifica que
p(a, b) = T2(a)b
2 + T1(a)b+ T0(a),
pw(a, b) = 2T2(a)b+ T1(a),
luego
∆(a) = p2w(a, b)− 4T2(a)p(a, b).
Usando ahora (7.3), obtenemos un resultado similar al anterior.
Lema 7.5. Sea (a, b) ∈ Ĉ2. Entonces, m(a, b) ∈ BD∗ si, y solo si,
1. p(a, b) = pz(a, b) = 0, si a, b 6=∞,
2. q(0, b) = qz(0, b) = 0, si a =∞, b 6=∞,
3. r(a, 0) = rz(a, 0) = 0, si a 6=∞, b =∞,
4. s(0, 0) = sz(0, 0) = 0, si a, b =∞.
Como consecuencia de los resultados anteriores obtenemos el siguiente
teorema.
1Realice los respectivos cambios de variables.
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Teorema 7.6. Sea (a, b) ∈ Ĉ2. Entonces, m(a, b) ∈ F si, y solo si, (a, b)
es un punto singular de γ. Como consecuencia, γ es una curva algebraica
lisa en Ĉ2 si, y solo si, F = ∅, o equivalentemente, C y D esta´n posicio´n
general.
Prueba: Basta tener en cuenta F = BC ∩ BD∗ .
Observaciones 7.7.
. En adelante, supondremos que C y D esta´n posicio´n general. En tal
caso, γ presenta estructura de superficie de Riemann, como consecuencia
del resultado anterior. Por lo tanto, M hereda la topolog´ıa y la estruc-
tura compleja de γ, v´ıa m|γ . A continuacio´n, justificaremos que estas
estructuras heredadas porM son independientes de las parametrizaciones
cuadra´ticas elegidas de C y D.
Sean
x˜(z), ∀ z ∈ Ĉ, ξ˜(w), ∀w ∈ Ĉ,
otras parametrizaciones cuadra´ticas de C y D, respectivamente. Consi-
deremos la curva algebraica lisa γ˜ en Ĉ2 con ecuacio´n x˜(z) · ξ˜(w) = 0, y
la aplicacio´n m˜ : Ĉ2 → C ×D∗, definida como
m˜(z, w) = (x˜(z), ξ˜(w)), ∀ (z, w) ∈ Ĉ2.
Observe que bastara´ probar que ϕ : γ → γ˜, definida como
ϕ = (m˜|γ˜)−1 ◦m|γ ,
es un isomorfismo de γ a γ˜, como consecuencia de (3.27). Por (C.4), esto
u´ltimo es inmediato, pues cada componente de ϕ es una trasformacio´n
de Mo¨bius.
. Supongamos que hemos probado que las proyecciones
pix :M→ C, piξ :M→ D∗
son morfismos.2 En tal caso, por (3.22), observe que son recubrimientos
ramificados, puesM es compacta. Adema´s, si Rx, Rξ denotan respectiva-
mente los puntos de ramificacio´n de pix, piξ, entonces pix(Rx), piξ(Rξ) son
ambos conjuntos finitos, ya que ambos son conjuntos discretos y cerrados,
como consecuencia de (3.23). Por lo tanto, deducimos
deg(pix) = deg(piξ) = 2.
2En la siguiente seccio´n probaremos que ambas proyecciones son morfismos.
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Es ma´s,
Rx = BC , Rξ = BD∗ .
Por u´ltimo, observe que F = BC ∩BD∗ = ∅, pues C y D esta´n en posicio´n
general.
C
D
Figura 7.2: Puntos de Ramificacio´n de pix, piξ
7.4. M es una curva el´ıptica
En esta seccio´n probaremos que γ es una curva el´ıptica, es decir, existe un
ret´ıculo Λ, y un isomorfismo F : T → γ, donde T = C/Λ. Como consecuen-
cia, obtendremos que M es una curva el´ıptica, pues M∼= γ.
Comencemos probando que las proyecciones piz, piw : γ → Ĉ,
piz(z, w) = z, piw(z, w) = w, ∀(z, w) ∈ γ,
son morfismos.
Consideremos los subconjuntos de γ
Bz = m−1(BC), Bw = m−1(BD∗).
Como consecuencia de (7.4) y (7.5), observe que:
Si (a, b) ∈ γ \ Bz, entonces piz (resp. 1/piz) es la carta en γ de (a, b) si
a 6=∞ (resp. a =∞).
Si (a, b) ∈ γ \ Bw, entonces piw (resp. 1/piw) es la carta en γ de (a, b) si
b 6=∞ (resp. b =∞).
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Probemos que piz es morfismo.
Sea (a, b) ∈ γ \ Bz. Distingamos los siguientes dos casos:
Si a 6=∞, entonces la carta en Ĉ de piz(a, b) = a es φ1. Por lo tanto,
φ1 ◦ piz ◦ (piz)−1(z) = z.
Si a =∞, entonces la carta en Ĉ de piz(a, b) =∞ es φ2. Por lo tanto,
φ2 ◦ piz ◦ (1/piz)−1(z) = z.
Ahora, basta aplicar (2.19), para deducir que piz es morfismo. Actuando
ana´logamente, se obtiene fa´cilmente que piw es morfismo.
Como consecuencia, observe que las proyecciones
pix :M→ C piξ :M→ D∗
son morfismos. En efecto, pues
pix = x ◦ piz ◦ (m|γ)−1,
piξ = ξ ◦ piw ◦ (m|γ)−1.
Ahora, probaremos que γ es una curva el´ıptica.
Teorema 7.8. La superficie de Riemann γ es una curva el´ıptica.
Prueba: Observe que la restriccio´n a C de la aplicacio´n ∆ determina un
polinomio f ∈ C[z], con ra´ıces distintas. Es ma´s, si ∆(∞) = 0, entonces
deg(f) = 3, y si ∆(∞) 6= 0, entonces deg(f) = 4, como consecuencia de
(7.2).
Consideremos la curva plana af´ın X, determinada por el polinomio
w2 − f(z) ∈ C[z, w],
y denotemos por Z la superficie de Riemann hiperel´ıptica asociada a la
curva plana af´ın X, es decir, Z = X
∐
Y/ψ, donde Y es la curva plana af´ın
determinada por el polinomio
v2 − u4f(1/u) ∈ C[u, v].
Por (6.5), Z es una curva el´ıptica,3 luego bastara´ probar que Z es isomorfa
a γ.
Antes de seguir, observe que como consecuencia de la prueba del resultado
(7.2), fijado z ∈ Ĉ, (z, w) ∈ γ si, y solo si,
3Ve´ase los isomorfismos entre curvas hiperel´ıpticas [3.33, p.51].
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w =
−T1(z)+
√
∆(z)
2T2(z)
, si T2(z) 6= 0,
w =∞, si T2(z) = T1(z) = 0,
w =∞ o´ w = −T0(z)T1(z) , si T2(z) = 0, T1(z) 6= 0.
Sea X0 = {(z, w) ∈ X |T2(z) 6= 0}. Definamos F : X0 → γ como
F (z, w) =
(
z,
−T1(z) + w
2T2(z)
)
, ∀ (z, w) ∈ X0.
Es rutinario comprobar que F esta´ bien definida. Adema´s, es inyectiva y
continua. Extendamos F a Z, es decir, definamos
F (p) = l´ım
(z,w)→p
(z,w)∈X0
F (z, w), ∀ p ∈ Z \X0.
Comprobemos que esta extensio´n esta´ bien definida. Distingamos los siguien-
tes cuatro casos:
Puntos p = (z0, w0) ∈ X, con T2(z0) = T1(z0) = 0. En este caso,
l´ım
(z,w)→p
(z,w)∈X0
F (z, w) = (z0,∞).
Puntos p = (z0, w0) ∈ X, con T2(z0) = 0, T1(z0) 6= 0. Observe que nece-
sariamente w0 = T1(z0) o´ w0 = −T1(z0). En el primer caso, w0 = T1(z0),
se obtiene que
l´ım
(z,w)→p
(z,w)∈X0
F (z, w) = (z0,
−T0(z0)
T1(z0)
),
sin embargo, en el segundo caso, w0 = −T1(z0), se verifica que
l´ım
(z,w)→p
(z,w)∈X0
F (z, w) = (z0,∞).
Punto p = (0, 0) ∈ Y , para deg(f) = 3. Si T2(∞) 6= 0, se obtiene que
l´ım
(z,w)→p
(z,w)∈X0
F (z, w) = (∞, −T1(∞)
2T2(∞) ).
En cambio, si T2(z) = 0, se verifica que
l´ım
(z,w)→p
(z,w)∈X0
F (z, w) = (∞,∞).
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Puntos p = (0, v) ∈ Y , para deg(f) = 4. En este caso, necesariamente
v ∈√∆(∞), pues
l´ım
u→0
u4∆(1/u) = ∆(∞).
Adema´s, si T2(∞) = 0, entonces v = T1(∞) o´ v = −T1(∞), y
l´ım
(z,w)→p
(z,w)∈X0
F (z, w) = (∞,∞),
l´ım
(z,w)→p
(z,w)∈X0
F (z, w) = (∞, −T1(∞)
T0(∞) ),
respectivamente. En cambio, si T2(∞) 6= 0, entonces
l´ım
(z,w)→p
(z,w)∈X0
F (z, w) = (∞, −T1(∞) + v
2T2(∞) ).
Como consecuencia de la comprobacio´n anterior, observe que la extensio´n
es una aplicacio´n continua y biyectiva.
Ahora, probemos que es morfismo. Sea p = (z0, w0) ∈ X0, tal que ∆(z0) 6= 0.
Observe que la carta en Z de p es piz ◦ j−1X , y la carta en γ de F (p) es piz,
pues (z0, w0) ∈ γ \ Bz. Por lo tanto,
piz ◦ F ◦ (piz ◦ j−1X )−1(z) = piz ◦ F ((z, h(z)))
= piz(z,
−T1(z) + h(z)
2T2(z)
) = z.
As´ı, obtenemos que F es holomorfa en p. Adema´s, como F es continua en
Z, basta aplicar (2.19) para obtener la conclusio´n deseada.
7.5. Los automorfismos σ, τ y η
Consideremos las aplicaciones σ∗, τ∗ : γ → γ, definidas como
σ∗ = (m|γ)−1 ◦ σ ◦m|γ , τ∗ = (m|γ)−1 ◦ τ ◦m|γ .
Observe que ambas aplicaciones son involuciones. Es ma´s, (a, b) ∈ γ es punto
fijo para σ∗ (resp. τ∗) si y solo si (a, b) ∈ Bw (resp. (a, b) ∈ Bz).
En esta seccio´n nos proponemos como objetivo probar que ambas invo-
luciones son automorfismos de γ. Como consecuencia, obtendremos que las
aplicaciones σ, τ, η son automorfismos de M, pues m|γ es isomorfismo.
Teorema 7.9. Las involuciones σ∗ y τ∗ son automorfismos de γ.
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Prueba: Probemos que τ∗ es automorfismo.4
Sea (a, b) ∈ γ \ Bz. Distingamos los siguientes dos casos:
Si a 6= ∞, entonces existen cartas complejas (U, piz), (U ′, piz) en γ, con
(a, b) ∈ U , τ∗(a, b) ∈ U ′, tales que
U,U ′ ⊆ γ \ Bz, U ∩ U ′ = ∅, piz(U) = piz(U ′).
Por lo tanto,
piz ◦ τ∗ ◦ (piz)−1(z) = z, ∀ z ∈ U.
Si a = ∞, entonces existen cartas complejas (U, 1/piz), (U ′, 1/piz) en γ,
con (a, b) ∈ U , τ∗(a, b) ∈ U ′, tales que
U,U ′ ⊆ γ \ Bz, U ∩ U ′ = ∅, 1/piz(U) = 1/piz(U ′).
Por lo tanto,
1/piz ◦ τ∗ ◦ (1/piz)−1(z) = z, ∀ z ∈ U.
Obtenemos as´ı que τ∗ es holomorfa en γ \ Bz. Ahora, bastara´ probar que τ∗
es continua en Bz, como consecuencia de (2.19).
Sea (a, b) ∈ Bz. Supongamos por reduccio´n al absurdo que γ no es continua
en (a, b). En tal caso, existe un abierto U ⊆ γ, con (a, b) ∈ U , y una sucesio´n
(an, bn) ⊆ γ \ Bz convergente a (a, b), tal que
τ∗(an, bn) = (an, b′n) /∈ U, ∀n ∈ N.5
Ahora bien, γ es compacta, luego existe una subsucesio´n (ank , b
′
nk
) conver-
gente a cierto (a0, b0) ∈ γ. Observe que necesariamente
a0 = a, b0 6= b,
pero esto es una contradiccio´n, pues x(a) ∈ C ∩D.
7.6. Automorfismos involutivos del toro complejo
Sea Λ ⊆ C un ret´ıculo arbitrario, y consideremos el toro complejo T = C/Λ.
Teorema 7.10. Si G : T → T es un automorfismo involutivo, distinto de la
aplicacio´n identidad, con al menos un punto fijo, entonces existe β ∈ C, tal
que
G(z + Λ) = −z + β + Λ, ∀ z ∈ C.
4Probar que σ∗ es automorfismo es similar.
5Observe que b′n 6= bn, pues (an, bn) /∈ Bz.
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Rec´ıprocamente, si G : T → T esta´ definida como
G(z + Λ) = −z + β + Λ, ∀ z ∈ C,
con β ∈ C, entonces G es un automorfismo involutivo con cuatro puntos
fijos.
Prueba: Sea G : T → T un automorfismo involutivo, distinto de la apli-
cacio´n identidad, con al menos un punto fijo. Por (2.23), existen α, β ∈ C,
αΛ = Λ, tales que
G(z + Λ) = αz + β + Λ, ∀ z ∈ C.
Por lo tanto,
z + Λ = α2z + β(α+ 1) + Λ, ∀ z ∈ C.
As´ı, obtenemos
(α2 − 1)z + β(α+ 1) ∈ Λ, ∀ z ∈ C.
Observe que necesariamente α = ±1. Es ma´s, si α = 1, entonces β ∈ Λ, pues
en caso contrario G no presentar´ıa ningu´n punto fijo.
Ahora, centre´monos en el rec´ıproco. Sea G : T → T , definida como
G(z + Λ) = −z + β + Λ, ∀ z ∈ C,
con β ∈ C. Como consecuencia de (2.23), G es un automorfismo. Ademas,
es rutinario comprobar que G ◦ G = IT , donde IT : T → T es la aplicacio´n
identidad. Por u´ltimo, es fa´cil calcular que los cuatros puntos fijos de G son
1
2
(β +mw1 + nw2) + Λ, m, n = 0, 1,
con w1,w2∈C, linealmente independientes sobre R, generadores del ret´ıculo Λ.
El siguiente corolario es consecuencia inmediata del resultado anterior.
Corolario 7.11. Si G1,G2 son automorfismo involutivos de T , distintos de
la aplicacio´n identidad, con al menos un punto fijo, entonces G2 ◦ G1 es una
traslacio´n de T , es decir,
G2 ◦ G1(z + Λ) = z + β + Λ, ∀ z ∈ C,
con β ∈ C.
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7.7. Prueba del teorema de Poncelet
Por (7.8), M es una curva el´ıptica, luego existe un ret´ıculo Λ, y un iso-
morfismo F : T →M, donde T = C/Λ. Adema´s, recuerde que mediante el
isomorfismo F , M hereda la estructura de grupo anal´ıtico de T . Para ello,
basta definir la adiccio´n
F (z˜1) + F (z˜2) := F (z˜1 + z˜2), ∀ z˜1, z˜2 ∈ T.
Teorema 7.12. La aplicacio´n η es una traslacio´n de M, es decir, existe
b ∈M, tal que
η(p) = p+ b, ∀ p ∈M.
Prueba: Consideremos los automorfismos involutivos G1,G2 : T → T ,
definidos como
G1 = F−1 ◦ σ ◦ F,
G2 = F−1 ◦ τ ◦ F.
Por (2.8), ambos automorfismos tienen cuatro puntos fijos. Aplicando (7.11),
obtenemos G2 ◦ G1 es una traslacio´n de T , es decir,
G2 ◦ G1(z + Λ) = z + β + Λ, ∀ z ∈ C,
con β ∈ C. Por lo tanto, η es una traslacio´n de M, pues
G2 ◦ G1 = F−1 ◦ η ◦ F.
Prueba del teorema de Poncelet. Sea n ∈ N, con n ≥ 3. Supongamos
que existe p0 ∈M, tal que ηn(p0) = p0. En tal caso, por el teorema anterior,
η(p)n = p+ nb
= p, ∀ p ∈M,
pues p0 + nb = p0.
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Ape´ndice A
La esfera de Riemann
Es conveniente en Ana´lisis Complejo an˜adir el punto del infinito como un
punto ma´s del plano complejo. Con tal fin, se le une a C un elemento adicio-
nal que no este´ en e´l. Tal elemento se denota por ∞. Se obtiene as´ı el plano
complejo extendido o completado Ĉ = C∪{∞}. A continuacio´n, a trave´s de
la proyeccio´n estereogra´fica, dotaremos a Ĉ de una topolog´ıa me´trica, res-
pecto de la cual Ĉ sera´ un espacio compacto. Adema´s, la topolog´ıa relativa
a C resultante coincidira´ con la topolog´ıa euclidea.
Sea S2 la esfera de Riemann, es decir,
S2 = {(x, y, z) ∈ R3 |x2 + y2 + z2 = 1}.
Consideremos la proyeccio´n estereogra´fica p : C→ S2 \ {N}, definida como
p(z) =
(
2Re(z)
1 + |z|2 ,
2Im(z)
1 + |z|2 ,
|z|2 + 1
|z|2 + 1
)
, ∀ z ∈ C,
C
S2
p(z)
N
z
Figura A.1: Proyeccio´n estereogra´fica
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donde N = (0, 0, 1). Observe que p es una aplicacio´n biyectiva. De hecho,
p−1 : S2 \ {N} → C, viene dada por
p−1(x, y, z) =
x
1− z + i
y
1− z , ∀ (x, y, z) ∈ S
2.
Nosotros estamos interesados en la extensio´n de la proyeccio´n estereogra´fica
a Ĉ, esto es, p˜ : Ĉ→ S2, definida como
p˜(z) =
{
p(z) si z ∈ C,
N si z =∞.
Teorema A.1. Sea de la distancia euclidea en R3. Entonces, la aplicacio´n
X : Ĉ× Ĉ→ R, definida como
X (z, w) = de(p˜(z), p˜(w)) ∀ (z, w) ∈ Ĉ× Ĉ,
es una distancia en Ĉ, denominada distancia cordal. Adema´s, expl´ıcitamente
X (z, w) =

2|z−w|√
(1+|z|2)(1+|w|2) si z, w ∈ C,
0 si z, w =∞,
2√
1+|z|2 si z ∈ C, w =∞.
Teorema A.2. Denotemos por Tc la topolog´ıa inducida en Ĉ por la distancia
cordal. Se verifica:
1. La topolog´ıa relativa de Tc a C es la topolog´ıa euclidea Te.
2. A ⊆ Ĉ es entorno de ∞ si y solo si existe r > 0 tal que
{∞} ∪ {z ∈ C | |z| > r} ⊆ A.
3. La extensio´n de la proyeccio´n estereogra´fica a Ĉ es un homeomorfismo.
Prueba:
1. Probaremos que la aplicacio´n identidad Id : (C, de)→ (C,X|C) es homeo-
morfismo. Observe que la proyeccio´n estereogra´fica p : C → S2 \ {N}
es homeomorfismo. Por lo tanto, dado z ∈ C, ε > 0, existe δ > 0,
tal que de(p(z), p(z
′)) < ε, para todo z′ ∈ B(z, δ). Obtenemos as´ı la
continuidad de la aplicacio´n identidad Id : (C, de) → (C,X|C), pues
X|C(z, w) = de(p(z), p(w)), ∀ (z, w) ∈ C × C. Ana´logamente, se obtiene
la continuidad de la aplicacio´n identidad Id : (C,X|C)→ (C, de), sin ma´s
que tener en cuenta la continuidad de la aplicacio´n p−1 : S2 \ {N} → C.
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2. Si A ⊆ Ĉ es entorno de ∞, entonces existe ε > 0, tal que BX (∞, ε) ⊆ A.
Luego,
{∞} ∪ {z ∈ C | |z| > r} ⊆ {∞} ∪ {z ∈ C | 2√
1 + |z|2 < ε} ⊆ A,
donde r = 2/ε. Rec´ıprocamente, si existe r > 0 tal que
{∞} ∪ {z ∈ C | |z| > r} ⊆ A,
entonces BX (∞, ε) ⊆ A, donde ε = 2√1+r2 .
3. Basta tener en cuenta
X (z, w) = de(p˜(z), p˜(w)), ∀ (z, w) ∈ Ĉ× Ĉ.
104 Ape´ndice A
Ape´ndice B
Curvas algebraicas
Curvas algebraicas en C2
Sea p ∈ C[z, w] un polinomio de grado positivo. Consideremos el subcon-
junto
γ = {(a, b) ∈ C2 | p(a, b) = 0} ⊆ C2.
Al subconjunto γ se le denomina curva algebraica en C2, determinada por
el polinomio p.
Sea (a, b) ∈ γ. La curva algebraica γ es singular en (a, b) si
pz(a, b) = pw(a, b) = 0.
En tal caso, al punto (a, b) se le denomina punto singular de la curva alge-
braica γ. La curva algebraica γ es lisa si no contiene puntos singulares.
Adema´s, supuesto que p es un polinomio irreducible, puede probarse que
γ es un espacio topolo´gico conexo por caminos.1 La prueba de la afirmacio´n
anterior puede ser consultada en [Ahl78, cap.8, sec.2].
Curvas algebraicas en Ĉ2
Sea p ∈ C[z, w] un polinomio de grado positivo. Consideremos los poli-
nomios
q = zmp(1/z, w),
r = wnp(z, 1/w),
s = zmwnp(1/z, 1/w),
donde m = degz p, n = degw p. Al subconjunto
γ = {(a, b) ∈ Ĉ2 | p(a, b) = 0} ⊆ Ĉ2
1La curva algebraica γ es un subespacio topolo´gico de C2.
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se le denomina curva algebraica en Ĉ2, determinada por el polinomio p.
Precisemos la propiedad p(a, b) = 0, cuando a =∞ o´ b =∞:
p(∞, b) = 0, con b ∈ C, si q(0, b) = 0,
p(a,∞) = 0, con a ∈ C, si r(a, 0) = 0,
p(∞,∞) = 0, si s(0, 0) = 0.
Sea (a, b) ∈ γ. La curva algebraica γ es singular en (a, b) si
pz(a, b) = pw(a, b) = 0, para a, b 6=∞,
qz(a, b) = qw(a, b) = 0, para a =∞, b 6=∞,
rz(a, b) = rw(a, b) = 0, para a 6=∞, b =∞,
sz(a, b) = sw(a, b) = 0, para a, b =∞.
En tal caso, al punto (a, b) se le denomina punto singular de la curva alge-
braica γ. La curva algebraica γ es lisa si no contiene puntos singulares.
De nuevo, supuesto que p es un polinomio irreducible, puede probarse que
γ es un espacio topolo´gico conexo por caminos.2
2La curva algebraica γ es un subespacio topolo´gico de Ĉ2.
Ape´ndice C
Ecuaciones parame´tricas de
co´nicas lisas
Sea P2 el plano proyectivo complejo, es decir,
P2 = {pi(x1, x2, x3) | (x1, x2, x3) ∈ C3 \ {0}},
donde pi es la proyeccio´n al conjunto cociente resultante de la relacio´n de
equivalencia ∼ en C3 \ {0},
x, y ∈ C3 \ {0}, x ∼ y si ∃α ∈ C∗, tal que y = αx.
Definamos x · y := x1y1 + x2y2 + x3y3, ∀x, y ∈ C3. Adema´s, para cada
a = (a1, a2, a3) ∈ C3 \ {0}, denotemos por la al subconjunto
{pi(x) ∈ P2 | a · x = 0}.
Observe que la es una recta en P2. Es ma´s, la = lb si, y solo si, a ∼ b.
Sea C una co´nica lisa en P2. Consideremos el haz de rectas m∗ de un
punto m ∈ C. Cualquier recta l ∈ m∗ interseca la co´nica C en otro punto,
que denotaremos por ml, salvo que l sea la recta tangente a C en m.
mlC
m
l
Figura C.1: Parametrizacio´n de co´nicas lisas
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Por lo tanto, la aplicacio´n fCm : m∗ → C, definida como
fCm(l) =
{
m, si l es tangente a C en m,
ml, caso contrario,
es biyectiva. Adema´s, fijadas dos rectas la, lb ∈ m∗ distintas, la aplicacio´n
que a cada t ∈ Ĉ asocia la recta lta+b, con l∞a+b := la, es una biyeccio´n de
Ĉ en m∗. As´ı, obtenemos una parametrizacio´n de la co´nica C,
fCm(lta+b), t ∈ Ĉ.
Observe que la parametrizacio´n depende del punto m ∈ C, y de las rectas
la, lb ∈ m∗, aunque si fijamos otras rectas lc, ld ∈ m∗ distintas, es fa´cil
comprobar que la composicio´n
fCm(luc+d)
−1 ◦ fCm(lta+b)
es una transformacio´n de Mo¨ebius, pues las homograf´ıas en la recta proyec-
tiva compleja se identifican con las transformaciones de Moe¨bius.
Una aplicacio´n f : Ĉ → C biyectiva es una relacio´n de coordenadas ho-
moge´neas (abreviado r.c.h) en C, si existe m ∈ C, tal que
f(t) = fCm(lta+b), ∀ t ∈ Ĉ,
para algunas rectas la, lb ∈ m∗ distintas.
Lema C.1. Sea C una co´nica lisa en P2, y T : P2 → P2 una homograf´ıa
determinada por una matriz A ∈M (3× 3,C) invertible, es decir,
T (pi(x)) = pi(Ax), ∀x ∈ C3 \ {0}.
Si f es una r.c.h en C, entonces T ◦ f es una r.c.h en la co´nica D = T (C).
Prueba: Sea f = fCm(lta+b), con m ∈ C, y la, lb ∈ m∗ rectas distintas.
Se verifica que
T (lta+b) = ltA∗a+A∗b, ∀ t ∈ Ĉ,
donde A∗ = (A−1)t. Por lo tanto,
T (fCm(lta+b)) = f
D
Tm(ltA∗a+A∗b), ∀ t ∈ Ĉ.
Sea q : Ĉ→ C3, la aplicacio´n definida como
q(t) =
{
(1, t, t2) si t ∈ C,
(0, 0, 1) si t =∞.
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Para cada transformacio´n de Mo¨ebius γ : Ĉ→ Ĉ,
γ(t) =
at+ b
ct+ d
, ∀ t ∈ Ĉ,
con a, b, c, d ∈ C, ad− bc 6= 0, definamos qγ : Ĉ→ C3 como
qγ(t) = (ct+ d)
2q(γ(t)), ∀ t ∈ Ĉ.
Es rutinario comprobar que para cada t ∈ Ĉ, qγ(t), q(γ(t)) son vectores no
nulos proporcionales. Adema´s, se verifica que
qγ(t) = Aq(t), ∀ t ∈ Ĉ,
donde A ∈M (3× 3,C) es la matriz d2 2cd c2db cb+ da ca
b2 2ab a2
 .
Sea C0 la co´nica lisa de ecuacio´n
x1x3 − x22 = 0.
Lema C.2. Sea C una co´nica lisa en P2. Si f, g son r.c.h en C, entonces
la composicio´n g−1 ◦ f es una transformacio´n de Mo¨ebius.
Prueba: Sin perdida de generalidad, supongamos que C es la co´nica lisa
C0.
1 Observe que m = (0, 0, 1), n = (1, 0, 0) ∈ C0. Adema´s, supongamos que
f = fCm(lta+b), g = f
C
n (luc+d)
con a, b, c, d ∈ C3 \ {0},
a = (1, 0, 0), c = (0, 1, 0),
b = (0,−1, 0), d = (0, 0,−1).
Se verifica que
fCm(lta+b) = q(t), ∀ t ∈ Ĉ,
fCn (luc+d) = q(u), ∀u ∈ Ĉ.
As´ı,
fCn (luc+d)
−1 ◦ fCm(lta+b) = t, ∀ t ∈ Ĉ.
1Para cualesquiera p, q ∈ C, p 6= q, existe una homograf´ıa T : P2 → P2, tal que
T (C) = C0, T (p) = m y T (q) = n.
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Teorema C.3. Sea C una co´nica lisa en P2, y fCm(lta+b) una r.c.h en C.
Entonces, existe una matriz A ∈M (3× 3,C) invertible, tal que
fCm(lta+b) = Aq(t), ∀ t ∈ Ĉ.
Es ma´s, la matriz A esta´ un´ıvocamente determinada salvo una constante
multiplicativa no nula.
Rec´ıprocamente, si A ∈M (3×3,C) parametriza la co´nica lisa C, es decir,
la aplicacio´n Aq(t) es una biyeccio´n de Ĉ en C, entonces A es no singular
y Aq(t) es una r.c.h en C.
Prueba: Sea f una r.c.h en C0. Como consecuencia del lema anterior,
existe una transformacio´n de Mo¨ebius γ, tal que f = qγ . Por lo tanto, existe
A ∈M (3× 3,C), tal que
f(t) = Aq(t), ∀ t ∈ Ĉ.
Adema´s, la matriz A es invertible. En efecto, pues en caso contrario, existir´ıa
c ∈ C3 \ {0}, tal que Atc = 0, luego
c ·Aq(t) = Atc · q(t) = 0, ∀ t ∈ Ĉ,
es decir, C0 ⊆ lc.
Ahora, sea T una homograf´ıa, tal que T (C) = C0. Por (C.1), es fa´cil deducir
la existencia de una matriz A ∈M (3× 3,C) invertible, tal que
fCm(lta+b) = Aq(t), ∀ t ∈ Ĉ.
Probemos que la matriz A esta´ un´ıvocamente determinada salvo constante
multiplicativa. Sea B ∈M (3× 3,C) invertible, tal que
Aq(t) = Bq(t), ∀ t ∈ Ĉ.
Fijemos cuatros distintos t1, . . . , t4 ∈ Ĉ. Observe que
p1 = q(t1), . . . , p4 = q(t4)
son cuatro puntos distintos en C0. Como C0 es una co´nica lisa, los puntos
p1, . . . , p4 esta´n en posicio´n general. Adema´s, Aq(ti) = Bq(ti), luego existe
α ∈ C∗, tal que B = αA.
Por u´ltimo, centre´monos en el rec´ıproco. Sea A ∈ M (3 × 3,C), tal que
Aq(t) es una biyeccio´n de Ĉ en C. Por un razonamiento similar al realizado
anteriormente se deduce que A es invertible. Adema´s, si T es la homograf´ıa
determinada por la matriz A−1, entonces
T (Aq(t)) = q(t), ∀ t ∈ Ĉ.
Por lo tanto, Aq(t) es una r.c.h en C, como consecuencia de (C.1).
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Corolario C.4. Sea C una co´nica lisa en P2, y A,B ∈ M (3 × 3,C).
Si ambas matrices parametrizan la co´nica C, entonces
Bq(u)−1 ◦Aq(t)
es una transformacio´n de Mo¨ebius.
Prueba: Consecuencia inmediata de la afirmacio´n rec´ıproca del teorema
anterior.
En este documento, las parametrizaciones de co´nicas lisas en P2 que siempre
usaremos son de la forma
Aq(t), t ∈ Ĉ,
con A ∈ M (3 × 3,C), invertible. Por parametrizaciones cuadra´ticas nos
referiremos a tales parametrizaciones.
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Ape´ndice D
Isomorfismo entre curvas
hiperel´ıpticas
Sean a1, . . . , an nu´meros complejos distintos, con n un natural par. Consi-
deremos la curva plana af´ın X1, determinada por el polinomio
w2 − (z − a1) · · · (z − an) ∈ C[z, w],
y denotemos por Z1 la superficie de Riemann hiperel´ıptica asociada a la
curva plana af´ın X1. Ana´logamente, consideremos la curva plana af´ın X2,
determinada por el polinomio
w2 − (z − b1) · · · (z − bn−1) ∈ C[z, w],
donde bj = 1/(aj − an), y denotemos por Z2 la superficie de Riemann hi-
perel´ıptica asociada a la curva plana af´ın X2.
A continuacio´n, probaremos que ambas curvas hiperel´ıpticas son isomorfas.
Sean E1 ⊆ Z1, E2 ⊆ Z2 los subconjuntos
{(an, 0)} ∪ (Z1 \X1), {(0, c), (0,−c)} ∪ (Z2 \X2),
respectivamente, con c una ra´ız cuadrada de −b1 · · · bn−1. Recuerde que:
Z1 = X1
∐
Y1/ψ, donde Y1 es la curva plana af´ın determinada por el
polinomio
v2 − (1− a1u) · · · (1− anu) ∈ C[u, v].
Z2 = X2
∐
Y2/ψ, donde Y2 es la curva plana af´ın determinada por el
polinomio
v2 − u(1− b1u) · · · (1− bn−1u) ∈ C[u, v].
El conjunto Z1 \ X1 ⊆ Y1 esta´ constituido por dos elementos, a saber,
p10 = (0, 1), p
2
0 = (0,−1).
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El conjunto Z2\X2 ⊆ Y2 esta´ constituido por un u´nico elemento q0 = (0, 0).
Ahora, consideremos la aplicacio´n f : Z1 \ E1 → Z2 \ E2, definida como
f(z, w) =
(
1
z − an ,
cw
(z − an)n/2
)
, ∀ (z, w) ∈ Z1 \ E1.
Es rutinario comprobar que f es una aplicacio´n biyectiva y continua.
Interese´monos en la extensio´n a Z1, es decir, F : Z1 → Z2, definida como
F (p) =

f(p) si p ∈ Z1 \ E1,
q0 si p = (an, 0),
(0, c) si p = p10,
(0,−c) si p = p20.
Por (2.19), bastara probar que F es holomorfa en Z1 \E1, y continua en E1,
para obtener que F es isomorfismo.
Comencemos probando que F es continua en E1. Sea G2 ⊆ Z2 abierto, tal
que q0 ∈ G2. Observe que
F (z, w) =
(
1
z − an ,
cw
(z − an)n/2
)
= ψ
(
1
z − an ,
cw
(z − an)n/2
)
= (z − an, cw) , ∀ (z, w) ∈ X1 \ {(an, 0)}.
Por lo tanto, existe un abierto G1 ⊆ X1, tal que (an, 0) ∈ G1 y F (G1) ⊆ G2.
Ahora, sean G12, G
2
2 ⊆ Z2 abiertos, tales que (0, c) ∈ G12, (0,−c) ∈ G22.
Se verifica que
F (u, v) = F (ψ−1(u, v))
= F
(
1
u
,
v
un/2
)
=
(
u
1− anv ,
cv
(1− anu)n/2
)
, ∀ (u, v) ∈ Y1,
con u 6= 0, tal que ψ−1(u, v) 6= (an, 0), luego existen abiertos G11, G21 ⊆ Y1,
tales que p10 ∈ G11, p20 ∈ G21 y F (G11) ⊆ G12, F (G21) ⊆ G22.
Por u´ltimo, comprobemos que F es holomorfa en Z1 \ E1.
Sea p = (z0, w0) ∈ Z1 \ E1. Distingamos los siguientes dos casos:
Si z0 6= ai, la carta en Z1 de p es piz ◦ j−1X1 , y la carta de F (p) en Z2 es
piz ◦ j−1X2 . Entonces
(piz ◦ j−1X2 ) ◦ F ◦ (piz ◦ j−1X1 )−1(s) =
1
s− an .
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Si z0 = ai, la carta en Z1 de p es piw ◦ j−1X1 , y la carta de F (p) en Z2 es
piz ◦ j−1X2 . Entonces
(piw ◦ j−1X2 ) ◦ F ◦ (piw ◦ j−1X1 )−1(s) =
cs
(h(s)− an)n/2
,
con h(s) holomorfa en un entorno abierto de 0, verifica´ndose
s2 = (h(s)− a1) · · · (h(s)− an).
Observe que ambas composiciones esta´n bien definidas en un entorno abierto
respectivamente de z0, 0, pues F es una aplicacio´n continua.
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