The uncertainties in future Bitcoin price make it difficult to accurately predict the price of Bitcoin. Accurately predicting the price for Bitcoin is therefore important for decision-making process of investors and market players These values show a high degree of reliability in predicting the price of Bitcoin using the stacking ensemble model. Accurately predicting the future price of Bitcoin will yield significant returns for investors and market players in the cryptocurrency market.
players in the Bitcoin market. In this study, Bitcoin is used for the prediction problem because of the magnitude of its market capitalization.
Analogous to stock price and foreign exchange prediction using machine learning algorithms, the price of Bitcoin can also be fpredicted using different machine learning techniques. However, literatures on Bitcoin price prediction using machine learning techniques are not exhaustive. [3] analyzed the prediction strength of blockchain network-based features on Bitcoin's future price. The classification accuracy for their prediction was about 55%. As indicated by [4] , an accuracy value closer or less than 50% for a binary classification problem is as good as randomly selecting the labels. Hence, the blockchain network-based algorithm they employed was not effective in predicting the movement in the price of Bitcoin. In their study, [5] used Bayesian neural networks (BNNs), linear and support vector regression models to predict the price of Bitcoin. BNN performed better in predicting the price of Bitcoin as compared to linear and support vector regression models. Using a genetic algorithm based selective neural network, [6] studied the relationship between the predictors of Bitcoin and the day-ahead change in Bitcoin price. The model was later used to predict the day-ahead movement of Bitcoin price. By implementing a Bayesian optimised recurrent neural network and a Long Short Term Memory network on Bitcoin price time series data obtained from Bitcoin Price Index, [7] identified the percentage accuracy for which the price of Bitcoin in United States Dollars (USD) can be predicted.
They compared the deep learning models to an autoregressive integrated moving average (ARIMA) model and concluded that deep learning models are better in classification prediction than the ARIMA model. to compare these individual machine learning models to Stacking ensemble model, 4) to add to the scarce empirical evidence in predicting the price of Bitcoin using machine learning techniques reported in literature.
The rest of the paper is organized as follows: section 2 provides explanation for the machine learning techniques used in the study; the data, technical indicators, data pre-processing, and evaluation metrics used for the study are presented in section 3; section 4 describes the empirical results and analysis of the prediction models; and the conclusions are outlined in section 5.
Machine Learning Forecasting Techniques
In this study, we use machine learning as a tool for forecasting the price of Bitcoin. The choice of an optimal machine learning algorithm for forecasting is a major factor to consider in any forecasting problem. For this reason, the chosen machine learning technique should be able to forecast the price of Bitcoin with a small margin of error.
Support Vector Regression (SVR)
A generalized version of support vector machine (SVM) called the support vector regression (SVR) was proposed by [8] in 1996. The output model of SVR relies solely on a subsample of training data. The cost function for constructing the SVR model does not take into consideration any training data that is near to the model prediction. SVR also uses kernels and has demonstrated to be a functional and versatile tool in most real-valued function computation. The following steps can be used to implement SVR.
Step1 . Given a training dataset {(
where K is a high dimensional space of the input pattern (
Step2 . A nonlinear (NL) regression problem can be changed into a functional linear regression problem in K by making use of a linear function called the SVR function,
h(x) is the forecasted Bitcoin price values, the coefficients v and b can be tuned.
Step3 . The observed risk, R(h) can be determine as,
ψ (y i , h(x)) represents a -intensive loss function defined as,
The purpose of the -intensive loss function is to restrict the way the model are generalized.
Step3 . Using a quadratic optimization problem with inequality constraints, the errors between the training data and the the -intensive loss function can be estimated, Step4 . By solving equation 4, v can be estimated as,
Step3 The SVR function is set up as,
Generally, the performance of SVR depends on the settings of the global parameters: Cost (C) controls the trade-off in the model complexity and extent to which the variance greater than can allowed, controls the width of the insensitive areas, and the Kernel function (K). Selecting an optimal value for these parameters is complicated since SVR depends on all the three parameters.
Random Forest (RF)
Random forest is an ensemble approach based on the idea that ensemble of weak learners (decision trees) when combined would result in a strong learner (where n=number of features used for the prediction). The fraction of the training data that is randomly selected to suggest the next tree in the expansion is called the subsampling fraction or the bag.fration. The default value of bag.fraction is 0.5. However, this value can be increase if the training sample is small.
Generalized linear model via penalized maximum likelihood (GLMNET)
Generalized linear model via penalized maximum likelihood is a highly robust method for fitting the entire lasso or elastic-net regularization path for linear regression [11] . GLMNET can take advantage of the sparsity in the features.
It can fit linear, multi-response linear, multinomial, logistic, and poisson regression models. Different predictions can be obtained from the fitted regression models. GLMNET solves the following problem
for a grid of values of λ for the full bounds. L(y, ϑ) is defined as the neg- 
Stacking Ensemble Leaner
Ensemble learning is a machine learning meta-algorithms where "weak learners" are trained and combined into one predictive model to reduce bias (boosting), variance (bagging), or increase the accuracy of predictions (stacking). The concept of ensemble methods is that when weak learners are rightly combined, the resulting model is robust as compared to the individual weak learners. Stacking ensemble is less widely used than boosting and bagging [12] . In contrast to boosting and bagging, stacking may be used to combine models of different types. In stacking ensemble, a new model from a metaregressor learns how to optimally combine the predictions of other existing models from weak learners. That is, the base level weak models (made up of different learning algorithms) are trained on the training dataset and a meta-model is trained using the outputs of the base level model as features.
Hence, stacking ensemble learning method can be considered as a "heterogeneous ensemble model". From literatures [4, 13] , predictive models based on stacking ensemble models are usually better than individual model. Figure   1 is the visual diagram of stacking ensemble scheme. Simple Moving Average (SMA): A type of moving average that computes the arithmetic average price over a specific period. 
Weighted Moving Average (WMA): WMA is similar to an EMA, but with linear weighting if the length of weights is equal to w.
Average True Range (ATR): It measures the volatility of a High-Low-Close series.
where 
where V d is the volume traded at day d.
Commodity Channel Index (CCI): It identifies cyclical turns in Bitcoin price.
CCI can be used to evalaute whether a bitcoin is overbought or oversold.
Rate of change (ROC): It calculates the rate of change relative to the Bitcoin closing prices over a period of time.
Momentum (MOM): It measures the change in price relative to the actual price levels.
Moving 
where LL w and HH w are respectively the mean lowest low and highest high prices for previous d days.
Data pre-processing
To make the data more relevant for the machine learning forecasting models, the time series data was pre-processed.
Data Transformation
The Bitcoin time series data (Close, High, Low, and Volume) was transformed into a set of ten (10) These technical indicators are widely used in financial market literatures and help in price forecasting.
Data Normalization
The Bitcoin time series data are converted to the same scale without chang- ized data points can be changed to the magnitude of the actual data points.
where maximum(x), minimum(x), x normalize are the maximum, minimum value of the inputs and the normalized input value respectively.
R statistical software was used in implementing the data normalization.
Feature selection
Feature selection is an important step in the Bitcoin forecasting problem.
Boruta algorithm was used to select the most important features for the fore-casting models. Boruta is a feature ranking and selection machine learning algorithm that uses a wrapper approach buitt on RF algorithm. It iteratively eliminates the features that are less important than random probes.
The Boruta package in R [14] was used to select the most important features.
Evaluation Metrics
Equation 19-22 are the metrics used in evaluating the performance of the forecasting models.
Root mean squared error (RMSE),
Mean absolute error (MAE),
Mean absolute percentage error (MAPE),
Coefficiet of determination/R-squared (R 2 )
where A i ,Ā i , F i are the actual, mean, and the forecasted Bitcoin prices. In comparing the techniques, the model that gives a lower RMSE, MAE, and MAPE is considered as the best model with respect to these metrics. A model with a larger R-Squared value is considered to be the best model when using R-Squared as the performance metric. The RMSE, MAE measure ranges from 0 to ∞. MAPE measure (equation 21) ranges from 0 to 100%. RSquared measures the degree of relationship between the forecasted and the real price data and it ranges from 0 to 1. In all the machine learning techniques, the testing data was used to evaluate and validate the performance of the model.
Experimental results and discussion

Feature selection
Boruta performed 99 iterations in 43.2388 minutes and 34 attributes were confirmed important. One output (volume from (volumeF)) was considered unimportant and two outputs (average true range (atr) and volume to (volume)) were considered to be tentative. 
Forecasting with ML techniques
Using the training data, the four ML techniques were fine-tuned to select the optimal parameter value for the forecasting model.
For the generalized linear model via penalized maximum likelihood, resampling was done on a 10 fold cross validation and repeated for 6 times. The smallest root mean square error value was used to select the best model. In all the above ML forecasting models, the CARET package in R [15] was used for the implementation.
Evaluation metrics (MAPE, RMSE, MAE, and R-squared) defined in section 3 were used to evaluate the performance of the ML algorithms. Table 3 
Conclusion
In the existence of high volatility of Bitcoin price, an accurate and reliable forecasting models for Bitcoin price is very important for investors and market players.
Three machine learning models (generalized linear model via penalized maximum likelihood, random forest, support vector regression with linear kernel)
were used to predict the price of bitcoin in the midst of price uncertainties.
The construction of a stacking ensemble model using generalized linear model via penalized maximum likelihood, random forest as the base learners and support vector regression with linear kernel as the meta-learner reduced the prediction error for the three machine learning models, which was already low to begin with. Clearly, the stacking ensemble was functional in fine-tuning a model to attain a nearly perfect prediction.
The performance metrics (mean absolute percentage error, root mean square error, mean absolute error, and coefficient of determination) showed that the stacking ensemble model was the optimal model for predicting the testing data. However, the result is not to conclude that, the stacking ensemble model is superior to the other models; the performance of a model under separate states should be studied and understood. By employing machine learning techniques, the closing price of Bitcoins has been forecasted. Even though, the price of Bitcoin is very volatile, machine learning models were able to accurately forecast the price of Bitcoin.
