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ON A CONJECTURE BY Y. LAST
SERGEY A. DENISOV
To the memory of George G. Lorentz
Abstract. We prove a conjecture due to Y. Last. The new determinantal
representation for transmission coefficient of Jacobi matrix is obtained.
In this paper we consider discrete Schro¨dinger operator on the half-lattice with
bounded real potential v
J =


v1 1 0 0 . . .
1 v2 1 0 . . .
0 1 v3 1 . . .
0 0 1 v4 . . .
. . . . . . . . . . . . . . .

 (1)
In [7], Y. Last posed the following problem
Conjecture 0.1. Do the following conditions: vn → 0 and
vn+q − vn ∈ ℓ2
(q ∈ Z+– fixed) guarantee that σac(J) = [−2, 2]?
The symbol σac(J) conventionally denotes the absolutely continuous (a.c.) spec-
trum of self-adjoint operator J . In this paper, we give an affirmative answer to this
question. The manuscript consists of two sections. The first one is mostly algebraic,
it contains the determinantal formula for the so-called transmission coefficient that
allows us to immediately treat the case q = 1. In the second part, we show how
asymptotical methods for difference equations provide the solution for any q. The
appendix contains an elementary lemmas for harmonic functions which are used in
the paper.
Recently, many results on the characterization of parameters in the Jacobi matrix
through the spectral data were obtained and the ℓ2–condition on coefficients was
often involved in one form or another (see, e.g., [1, 4, 6, 10]). This paper makes the
next step in this direction by developing the technique suggested in [2].
We will use notations: (δv)n = vn+1 − vn, (δ(q)v)n = vn+q − vn, χj∈M is the
characteristic function of the set M . For the sequence α ∈ ℓp, the symbol ‖α‖p
denotes its norm in ℓp. As usual, the symbol C denotes the positive constant
which might take different values in different formulas. For any matrix B ∈ Ck×k,
the symbol ‖B‖ will denote its operator norm in Ck. Consider a linear bounded
operator A acting in the Hilbert space. Assume that it is Hilbert-Schmidt, i.e.
A ∈ S2. Then, we define the regularized determinant by the formula (see, e.g., [9])
det 2(I +A) = det(I +R2(A))
1
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where
R2(A) = (I +A) exp(−A)− I ∈ S1
The symbol Sp is reserved for the standard Schatten–von Neumann class.
1. Determinantal formula and q = 1.
It will be convenient for us to start with Jacobi matrices on ℓ2(Z). Let H be a
discrete Schro¨dinger operator on ℓ2(Z) with potential v. Later on, we will make the
following choice for v. For positive indices, it will be taken from (1). For negative
indices, it will be set to zero. By H0 we will denote the “free” case, i.e. the case
when the potential v is identically zero on all of Z. Consider the right and the left
shifts acting on ℓ2(Z)
(Rf)n = fn−1, L = R
∗
Obviously, R = L−1. For any z ∈ C, introduce the following diagonal operators
Λ(z) = {λn(z)} and Λ0(z) = λ˜(z) · I, where
λn(z) =
z − vn −
[
(z − vn)2 − 4
]1/2
2
, λ˜(z) =
z − [z2 − 4]1/2
2
(2)
and
√
has a cut along the positive axis. Notice that the both functions map the
upper half–plane into the lower half of the unit disc, i.e. {z ∈ C : |z| < 1, Im z < 0}.
Let δΛ(z) = Λ(z) − Λ0(z). We also need the finite dimensional versions of these
operators. Take m = 2n+1–dimensional linear space span{e−n, . . . , en} and let Rn
and Ln be right and left cyclic shifts, respectively. They are unitary operators and
Ln = R
−1
n . Let Λn, Λ
0
n, δΛn = Λn − Λ0n be restrictions of Λ, Λ0, and δΛ. Define
ωj = λj+1 − λj , j = −n, . . . , n− 1, ωn = λ−n − λn and the corresponding diagonal
operator Ωn = {ωj}, j = −n, . . . , n.
If Kn = Ln +Rn − Λn − Λ−1n , then we have an elementary
Lemma 1.1. For any z /∈ R, we have
(Ln − Λn)(Rn − Λn) = −ΛnKn − ΩnLn = −KnΛn −RnΩn
(Rn − Λn)(Ln − Λn) = −KnΛn +ΩnLn
Proof. The proof is a straightforward calculation. 
Lemma 1.2. For any z ∈ C+,
detKn = −det(Ln − Λn) det(Rn − Λn)
detΛn
× exp
(
tr
[
ΩnLn[(Ln − Λn)(Rn − Λn)]−1
])
× det 2[I +ΩnLn[(Ln − Λn)(Rn − Λn)]−1]
= −det(Ln − Λn) det(Rn − Λn)
detΛn
× exp
(
tr
[
ΩnLn[(Rn − Λn)(Ln − Λn)−RnΩn − ΩnLn]−1
])
× det 2[I +ΩnLn[(Ln − Λn)(Rn − Λn)]−1]
(3)
detKn = −det(Ln − Λn) det(Rn − Λn)
detΛn
× exp
(
tr
[−ΩnLn[(Rn − Λn)(Ln − Λn)]−1])× det 2[I − ΩnLn[(Rn − Λn)(Ln − Λn)]−1]
(4)
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detKn = −det(Ln − Λn) det(Rn − Λn)
detΛn
× exp
(
1
2
tr
[
ΩnLn(Ln − Λn)−1(Rn − Λn)−1(RnΩn +ΩnLn)(Rn − Λn)−1(Ln − Λn)−1
])
×
[
det 2[I +ΩnLn(Rn − Λn)−1(Ln − Λn)−1] det 2[I − ΩnLn(Ln − Λn)−1(Rn − Λn)−1
]1/2
(5)
Proof. (3) and (4) follow immediately from the previous lemma. Multiplication of
(3) and (4) yields (5) after application of the second resolvent identity:
(A+ V )−1 −A−1 = −A−1V (A+ V )−1
and taking the suitable square root. 
Writing down the formula (5) for the “free” case with
K0n = Ln +Rn − Λ0n − (Λ0n)−1
and dividing, we have
det
[
Kn/K
0
n
]
=
det(I − (Ln − Λ0n)−1δΛn) det(I − (Rn − Λ0n)−1δΛn)
det [Λn/Λ0n]
× exp
(
1
2
tr
[
ΩnLn(Ln − Λn)−1(Rn − Λn)−1(RnΩn +ΩnLn)(Rn − Λn)−1(Ln − Λn)−1
])
×
[
det 2[I +ΩnLn(Rn − Λn)−1(Ln − Λn)−1] det 2[I − ΩnLn(Ln − Λn)−1(Rn − Λn)−1
]1/2
(6)
Later on we will need the following bound
Lemma 1.3. For any z ∈ C+ and v, we have the following estimates for the
operator norms
‖(Ln − Λn)−1‖ ≤ C(Im z)−1(1 + Im z), ‖(L− Λ)−1‖ ≤ C(Im z)−1(1 + Im z) (7)
‖(Rn − Λn)−1‖ ≤ C(Im z)−1(1 + Im z), ‖(R− Λ)−1‖ ≤ C(Im z)−1(1 + Im z)
Proof. Writing λ˜(z) in polar coordinates, one can prove that
|λ˜(z)| =
∣∣∣∣∣z −
√
z2 − 4
2
∣∣∣∣∣ ≤
√
4 + (Im z)2 − Im z
2
, z ∈ C+
and
‖Λn‖ ≤
√
4 + (Im z)2 − Im z
2
Since
C Im z
1 + Im z
< 1− ‖Λn‖ ≤ |((Ln − Λn)f, Lnf)| ≤ ‖(Ln − Λn)f‖, ‖f‖ = 1
we have the statement of the lemma. The statements for L,Rn, R have the same
proofs. 
Taking n→∞ in (6), we get
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Lemma 1.4. Assume that v is supported on |j| ≤ l. For z ∈ C+,
det [(H − z)/(H0 − z)] = det(I − (L− Λ
0)−1δΛ) det(I − (R − Λ0)−1δΛ)
det [Λ/Λ0]
× exp
(
1
2
tr
[
ΩL(L− Λ)−1(R − Λ)−1(RΩ+ ΩL)(R− Λ)−1(L − Λ)−1])
×
[
det 2[I +ΩL(R− Λ)−1(L − Λ)−1] det 2[I − ΩL(L− Λ)−1(R − Λ)−1
]1/2
(8)
Proof. Since v is compactly supported, all determinants and traces in (6) and (8)
are taken of the finite matrices with size of order ∼ l. Therefore, it is sufficient to
check that the corresponding matrices converge componentwise, which follows from
the bound (7). In the same way one can show that
det[I + (K0n)
−1(Kn −K0n)]→ det[I + (H0 − z)−1(H −H0)]
Then, taking n→∞ in (6), one has (8). 
Lemma 1.5. If z ∈ C+, then
[(L − Λ0)−1f ]n =
n∑
k=−∞
λ˜n−k(z)fk−1, [(R − Λ0)−1f ]n =
∞∑
k=n
λ˜k−n(z)fk+1
Proof. The sums are in ℓ2(Z) by Young’s inequality for convolutions since |λ˜(z)| < 1.
The rest is a direct calculation. 
By inspection, we have
Lemma 1.6. If z ∈ C+, then
det
[
I − (L − Λ0)−1δΛ] = 1, det [I − (R− Λ0)−1δΛ] = 1
det
[
Λ0Λ−1
]
=
l∏
j=−l
[
λ˜(z)/λj(z)
]
Proof. It is a direct corollary from lemma 1.5. 
Thus the formula (8) can be simplified and we have
Lemma 1.7. For compactly supported v,
det [(H − z)/(H0 − z)] =
∞∏
j=−∞
[
λ˜(z)/λj(z)
]
× exp
(
1
2
tr
[
ΩL(L− Λ)−1(R − Λ)−1(RΩ+ ΩL)(R− Λ)−1(L − Λ)−1])
×
[
det 2[I +ΩL(R− Λ)−1(L − Λ)−1] det 2[I − ΩL(L− Λ)−1(R − Λ)−1
]1/2
(9)
Consider the first factor. Take any sequence v = {vj}, j ∈ Z of real numbers
such that vj → 0 as |j| → ∞ and let vN = v · χ|j|<N be its truncation where N is
large. For each N , introduce1
1The use of symbol WKB is justified by analogous results in asymptotical theory of ordinary
differential equation (see, e.g., [3]). This abbreviation is after Wentzel–Kramers–Brillouin.
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WKBvN (z) =
N∏
j=−N
[
λ˜(z)/λj(z)
]
where λj(z) and λ˜(z) are defined in (2). Obviously, if v is compactly supported,
then WKBvN (z) will coincide with the first factor in (9) as long as N is large.
Notice that, for any fixed δ, we have
|WKBvN (z)| ∼ 1 (10)
for any z ∈ [−2 + δ, 2− δ] and any N provided that ‖v‖∞ is small.
In scattering theory, the inverse to the transmission coefficient is usually denoted
by a(z). We will introduce its modification (or, rather, regularization). It will be
denoted by am(z). For compactly supported v, consider the second and the third
factors in (9). Let
am(z) =
= exp
(
1
2
tr
[
ΩL(L− Λ)−1(R − Λ)−1(RΩ+ ΩL)(R− Λ)−1(L− Λ)−1])
×
[
det 2[I +ΩL(R− Λ)−1(L − Λ)−1] det 2[I − ΩL(L− Λ)−1(R − Λ)−1
]1/2
(11)
The relevance of am(z) to the scattering will be clear from the proof of the Theo-
rem 1.1.
We want to control am(z) for Im z > 0 and |z| < 4. Specifically, we need
estimates on the boundary behavior as z approaches [−2, 2]. For the Hilbert–
Schmidt norm ‖Ω‖S2 of Ω, we have
‖Ω‖S2 ≤ C‖δv‖2
Combining this estimate with (7), we get
Lemma 1.8. For Im z > 0, |z| < 4,
ln |am(z)| ≤ C ‖δv‖
2
2
(Im z)4
(12)
Also, for any fixed ǫ > 0 and any z : Im z > ǫ, |z| < 4, we have
|am(z)| > C(ǫ, ‖δv‖2) > 0 (13)
provided that ‖δv‖2 is small.
Proof. The estimates follow from the Lemma 1.3 and from the properties of the
trace and det 2 (see [9], p.107 (b) and [8], p.242 problem 28.2). 
Now, we are ready to prove the main statement of the first section.
Theorem 1.1. Assume that vn → 0 and vn+1 − vn ∈ ℓ2(Z+). Then, σac(J) =
[−2, 2].
Proof. By Weyl’s theorem, the essential spectrum of J is [−2, 2]. By the Kato-
Rosenblum theorem, the support of a.c. spectrum does not change under the trace-
class perturbations and σac(J) = σac(J(L)) where J(L) has potential v(L) = v ·
χj>L.
‖v(L)‖∞ + ‖δv(L)‖2 → 0, L→∞ (14)
and therefore we can assume ‖v‖∞ + ‖δv‖2 to be as small as we wish.
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For large N , consider truncations vN , i.e. vN = v · χj<N . Also, take HN
on ℓ2(Z) with potential vj = v
N
j for j ≥ 0 and vj = 0 for j < 0. Let JN denotes
analogous truncation for J . Then, the Jost function ψn(k) is defined as the solution
to HNψ = (k + k−1)ψ that satisfies ψn(k) = k
n for n > N . It is well-known that
such a solution exists for all k 6= 0. We will be interested in k : Im k ≤ 0, 0 < |k| ≤ 1
which corresponds to z = k + k−1 ∈ C+.
Since vNj = 0 for negative j, ψn(k) = a
N (z)kn + bN(z)k−n for n < 0. We will
use the following well-known facts
aN (z) = det
[
HN − z
HN0 − z
]
|aN (z)| ≥ 1 for z ∈ (−2, 2) (15)
1
|aN (z)|2 =
4| sin θ|
|mN (z) + eiθ|2 Imm
N (z), z = 2 cos θ ∈ [−2, 2] (16)
(see p. 346, [1]), here mN (z) is the Stieltjes transform of the spectral measure
dρN (λ) of J
N . From (15),
2−δ∫
−2+δ
ln |aN (z)|dz > 0
for any small δ > 0.
Consider the formula (9) for aN (z) and use (10), (11), and Lemma 3.3 from
Appendix with f(z) = − ln |aNm(z)|, a = −2 + δ, b = 2 − δ. The estimates (12),
(13), and (14) guarantee its applicability because the function aN (z) is continuous
up to the real line in the specified domain since vN has a finite support. Thus, we
have
−
2−δ∫
−2+δ
ln |aNm(z)|dz > −C
Therefore, due to (10) and (16),
2−δ∫
−2+δ
ln ρ′N (z)dz ≥ −C (17)
uniformly in N . Since dρN (λ) → dρ(λ) in the weak sense [1], the semicontinuity
argument from [4], Corollary 5.3 gives
2−δ∫
−2+δ
ln ρ′(z)dz ≥ −C (18)
for all δ > 0. That implies that the a.c. part of the spectrum covers [−2, 2]. 
2. Last’s conjecture for any q.
In this section, we will apply the standard method of asymptotical analysis to
study the Schro¨dinger difference relation, then the asymptotics obtained will be
analyzed to conclude the presence of a.c. spectrum.
Consider a general solution
xn+1 + vnxn + xn−1 = zxn, n = 1, 2, . . .
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Xn =
[
xn+1
xn
]
, n = 0, 1, . . .
Xn = (Ω + Vn)Xn−1, Ω =
[
z −1
1 0
]
, Vn = vn
[ −1 0
0 0
]
, n = 1, 2, . . .
If Zm = Xmq, then
Zm+1 = TmZm, m = 0, 1, . . . (19)
where
Tm = (Ω + Vmq+q) . . . (Ω + Vmq+1)
Let
k±1(z) =
z ∓√z2 − 4
2
so that k(z) maps C\[−2, 2] onto D conformally.
Notice that if P˜ , P and Q˜,Q are (q, q−1)-th and the (q−1, q−2)-th polynomials
corresponding to the first Jacobi coefficients v1, . . . , vq and (1, 0)
t, (0, 1)t initial
conditions, then
Tm =
[
P˜m Q˜m
Pm Qm
]
Notice that detTm = 1 and therefore P˜mQm − PmQ˜m = 1. We also have
Ωq =


kq+1 − k−q−1
k − k−1 −
kq − k−q
k − k−1
kq − k−q
k − k−1 −
kq−1 − k−q+1
k − k−1


and therefore
P˜m +Qm = k
q + k−q + d(k, vmq+1, . . . , vmq+q), (20)
The function d(·) is a polynomial in vmq+1, . . . , vmq+q and
d(k, vmq+1, . . . , vmq+q)→ 0, m→∞ (21)
Introduce λ
(m)
1(2) by
λ
(m)
1(2) =
P˜m +Qm ∓
√
(P˜m +Qm)2 − 4
2
(22)
These are the eigenvalues of Tm.
Let us take Um
Um =
[
−Qm + λ(m)1 −Qm + λ(m)2
Pm Pm
]
(23)
Then we have
U−1m+1Um =
1
Pm+1(λ
(m+1)
1 − λ(m+1)2 )
(24)
×
[
Pm+1(λ
(m)
1 −Qm)− Pm(λ(m+1)2 −Qm+1), Pm+1(λ(m)2 −Qm)− Pm(λ(m+1)2 −Qm+1)
−Pm+1(λ(m)1 −Qm) + Pm(λ(m+1)1 −Qm+1), −Pm+1(λ(m)2 −Qm) + Pm(λ(m+1)1 −Qm+1)
]
The matrix Um can be used to diagonalize Tm as follows
Tm(z) = Um(z)Λm(z)U
−1
m (z)
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where
Λm(z) =
[
λ
(m)
1 (z) 0
0 λ
(m)
2 (z)
]
Lemma 2.1. The matrix Tm has eigenvalues λ
(m)
1(2)(z) such that
λ
(m)
1 (z) · λ(m)2 (z) = 1, z ∈ C (25)
|λ(m)1(2)(z)| = 1, z ∈ [zj + δ(v), zj+1 − δ(v)], j = 0, . . . , q − 1
and
δ(v)→ 0
as
ζm = max{|vmq+q|, . . . , |vmq+1|} → 0
Here zj = 2 cos(π − πj/q), j = 0, . . . , q.
Proof. The first identity follows from detTm(z) = 1. Since the function d(·) in (20)
is real for real z, the second one is immediate from (20), (21), and (22). 
Notice that Ωq has eigenvalues
ω1(2) = k
∓q(z) =
(
z ±√z2 − 4
2
)q
We have the following elementary perturbation result
Lemma 2.2. If 0 ≤ Im z ≤ 1, zj + δ < Re z < zj+1 − δ, j = 0, . . . , q − 1, then
λ
(m)
1(2)(z) = ω1(2)(z) +O(ζm)
∞∑
m=0
∣∣∣λ(m+1)1(2) (z)− λ(m)1(2)(z)∣∣∣2 < C(δ)
(26)
and δ > 0 is fixed arbitrarily small number. Moreover, for all z in these domains
we have the following estimate
ln |λ(m)1 (z)| = (C +O(ζm)) Im z (27)
with some positive constant C. We also assume here that m > m0(δ) and m0(δ) is
large depending on δ.
Proof. For d(·), we have |d(k, vmq+1, . . . , vmq+q)| < C|ζm|. It is also a polynomial
in vmq+1, . . . , vmq+q. Then, (26) follows from the Mean Value Theorem and (20),
(21), and (22). To prove (27), we fix j and consider the following function
h(z) = ln |λ(m)1 (z)/ω1(z)|
harmonic in the domain of interest: 0 ≤ Im z ≤ 1, zj + δ < Re z < zj+1 − δ. On
the real line, i.e., for zj + δ < Re z < zj+1 − δ, Im z = 0, we have h(z) = 0 and at
all other points we have
h(z) = O(ζm)
Therefore, the interpolation lemma 3.1 gives
h(z) = O(ζm) Im z
For ω1(z) we have |ω1(z)| > 1 + C Im z with positive C, and one gets (27). 
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Let us find Zm in the form Zm = UmSm and
Sm+1 = U
−1
m+1TmUmSm = U
−1
m+1UmΛmSm = [U
−1
m+1(Um − Um+1) + I]ΛmSm (28)
Lemma 2.3. If 0 ≤ Im z ≤ 1, zj + δ < Re z < zj+1 − δ, j = 0, . . . , q− 1, then for
the matrix norms we have
‖U−1m+1(Um − Um+1)‖ℓ2 < C
Proof. Away from the points zj , ‖U−1m+1‖ is uniformly bounded and the proof follows
immediately from (26) and (23). 
We need the following
Theorem 2.1. Let
Ψn+1 = (I +Wn)
[
κn 0
0 κ−1n
]
Ψn, Wn =
[
αn βn
γn δn
]
, Ψ0 =
[
1
0
]
,
where κn ∈ C, C > |κn| > |κ| > 1, the sequence ζn = ‖Wn‖ ∈ ℓ2(Z+) and its ℓ2
norm is small. Assume also that there is a constant 0 ≤ υ < 1 so that∣∣∣∣∣ ln
l∏
n=k
|1 + αn|
∣∣∣∣∣ ≤ C + υ
√
l− k,
∣∣∣∣∣ ln
l∏
n=k
|1 + δn|
∣∣∣∣∣ ≤ C + υ
√
l− k (29)
Then,
Ψn = pn
[
φn
νn
]
,
where
pn =
n−1∏
j=0
κj(1 + αj), p0 = 1
and
|φn|, |νn| ≤ C exp
(
C
|κ| − 1 exp
[
Cυ2
|κ| − 1
])
(30)
Moreover, for any fixed ǫ > 0 and any κ : |κ| > 1 + ǫ, we have
|φn| > C > 0, |νn| < C‖ζ‖2 (31)
uniformly in n provided that ‖ζ‖2 is small enough.
Proof. Let
Ψn =
[
pn 0
0 qn
]
Yn
where
qn =
n−1∏
j=0
κ−1j (1 + δj), q0 = 1
Then,
Yn+1 =
[
1 qnp
−1
n+1κ
−1
n βn
pnq
−1
n+1κnγn 1
]
Yn
If
Yn =
[
φn
vn
]
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then
νn = qnp
−1
n vn (32)
and we have the following equations
φn = 1 +
n−1∑
j=0
qjp
−1
j+1κ
−1
j βjvj
vn =
n−1∑
j=0
pjq
−1
j+1κjγjφj (33)
For φn:
φn = 1 +
n−2∑
k=0
φkǫk,n, ǫk,n = γkpkq
−1
k+1κk
n−1∑
j=k+1
κ−1j qjp
−1
j+1βj
For ǫk,n,
|ǫk,n| ≤ ǫk = C|γk|
∞∑
j=k+1
|βj | · |κ|−2(j−k) ·
j∏
l=k
∣∣∣∣ 1 + δl1 + αl
∣∣∣∣ (34)
< C|γk|
∞∑
j=k+1
|βj ||κ|−2(j−k) · exp
(
Cυ
√
j − k
)
From the obvious inequality
∞∑
j=0
|κ|−j · exp
(
Cυ
√
j
)
<
C
ln |κ| exp
[
Cυ2
ln |κ|
]
and Young’s inequality for convolutions, we get an estimate for the ℓ1 norm of the
sequence ǫ introduced in (34):
‖ǫ‖1 ≤ C|κ| − 1 · exp
[
Cυ2
|κ| − 1
]
· ‖γ‖2 · ‖β‖2 (35)
This yields the same estimates for
n∑
k=0
|ǫk,n|
uniformly in n. Now, to prove (30), one can use the following lemma below.
Lemma 2.4. If xn, vn ≥ 0, x0 = 1, and
xn+1 ≤
n∑
j=0
vjxj
for all n > 0, then
xn ≤ v0 exp

n−1∑
j=1
vj

 , n ≥ 2; x1 ≤ v0 (36)
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Proof. 2 Consider the functions
x(t) =
∞∑
j=0
xjχ[j,j+1)(t), v(t) =
∞∑
j=0
vjχ[j,j+1)(t)
We have
x(t) ≤ v0 +
[t]−1∫
1
x(s)v(s)ds ≤ v0 +
t∫
1
x(s)v(s)ds, t > 1
The application of Gronwall-Bellman inequality gives (36). 
The estimate for νn and the line (31) are straightforward corollaries from the
bound for ‖φ‖∞, (32), (33), and the Cauchy-Schwarz inequality. 
Introduce
U−1m+1(Um − Um+1) =
[
αm βm
γm δm
]
(37)
Then, (28) can be rewritten as
Sm+1 =
[
I +
[
αm βm
γm δm
]]
×
[
λ
(m)
1 0
0 λ
(m)
2
]
Sm (38)
Now, let us apply the theorem 2.1 to (38). For each k = 0, . . . , q − 1, consider z
in the following domain: 0 ≤ Im z < 1, zk + δ < Re z < zk+1 − δ where δ is a small
positive number. We have λ
(m)
1 · λ(m)2 = 1 and |λ(m)1 | > (1 + C Im z) by lemma 2.1
and (27). In our notations
Wm =
[
αm βm
γm δm
]
and κm = λ
(m)
1 . The estimate ‖Wm‖ ∈ ℓ2(Z+) follows from the lemma 2.3. Now,
let us control
n∏
j=0
(1 + αn),
n∏
j=0
(1 + δn)
and the constant υ(z) in (29).
Theorem 2.2. For z : 0 ≤ Im z < 1, zk + δ < Re z < zk+1 − δ, k = 0, 1, . . . , q − 1,
we have∣∣∣∣∣ ln
l∏
n=k
|1 + αn|
∣∣∣∣∣ ≤ C+(C Im z)(l−k)1/2,
∣∣∣∣∣ ln
l∏
n=k
|1 + δn|
∣∣∣∣∣ ≤ C+(C Im z)(l−k)1/2
(39)
as long as ‖v‖∞ is small.
Proof. Consider the product for αn, the product for δn can be treated in the same
way. In notations of (24), (37),
1+αm(z) =
Pm+1(λ
(m)
1 −Qm)− Pm(λ(m+1)2 −Qm+1)
Pm+1(λ
(m+1)
1 − λ(m+1)2 )
= 1+t1m+t
2
m+t
3
m+t
4
m+t
5
m
where
t1m =
PmQm+1 − Pm+1Qm
Pm+1(λ
(m+1)
1 − λ(m+1)2 )
2This lemma can also be proved by induction.
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t2m = −
Pm+1 − Pm
2Pm+1
t3m =
(Pm+1 − Pm)(P˜m+1 +Qm+1)
2Pm+1(λ
(m+1)
1 − λ(m+1)2 )
t4m = −
P˜m+1 − P˜m +Qm+1 −Qm
2(λ
(m+1)
1 − λ(m+1)2 )
t5m = −
(λ
(m+1)
1 − λ(m+1)2 )− (λ(m)1 − λ(m)2 )
2(λ
(m+1)
1 − λ(m+1)2 )
since
Pm+1λ
(m)
1 − Pmλ(m+1)2
Pm+1(λ
(m+1)
1 − λ(m+1)2 )
=
Pm+1(λ
(m)
1 − λ(m+1)2 )
Pm+1(λ
(m+1)
1 − λ(m+1)2 )
+
+
(Pm+1 − Pm)λ(m+1)2
Pm+1(λ
(m+1)
1 − λ(m+1)2 )
λ
(m)
1 − λ(m+1)2
λ
(m+1)
1 − λ(m+1)2
= 1− λ
(m+1)
1 − λ(m)1
λ
(m+1)
1 − λ(m+1)2
λ
(m+1)
1 − λ(m)1
λ
(m+1)
1 − λ(m+1)2
=
(λ
(m+1)
1 − λ(m+1)2 )− (λ(m)1 − λ(m)2 )
2(λ
(m+1)
1 − λ(m+1)2 )
+
+
P˜m+1 − P˜m +Qm+1 −Qm
2(λ
(m+1)
1 − λ(m+1)2 )
as follows from (22)
and
(Pm+1 − Pm)λ(m+1)2
Pm+1(λ
(m+1)
1 − λ(m+1)2 )
= −Pm+1 − Pm
2Pm+1
+
(Pm+1 − Pm)(P˜m+1 +Qm+1)
2Pm+1(λ
(m+1)
1 − λ(m+1)2 )
Obviously, all tjm ∈ ℓ2(Z+), j = 1, . . . , 5 and are small if ‖v‖∞ is small.
Therefore, we have∣∣∣∣∣Re ln
l∏
n=k
(1 + αn)
∣∣∣∣∣ ≤
∣∣∣∣∣∣
5∑
j=1
Re
l∑
n=k
tjn
∣∣∣∣∣∣+ C (40)
We need the following lemma
Lemma 2.5. If ǫn → ǫ ∈ C, |ǫn+1 − ǫn| ∈ ℓ2, and f(z) is holomorphic around ǫ.
Then, ∣∣∣∣∣
l∑
n=k
(ǫn+1 − ǫn)f(ǫn)
∣∣∣∣∣ < C
for k and l large enough.
Proof. Consider g(z) holomorphic around ǫ such that g(ǫ) = 0 and g′(z) = f(z).
The Taylor formula around ǫn yields
g(ǫl+1)− g(ǫk) =
l∑
n=k
g(ǫn+1)− g(ǫn) =
l∑
n=k
[
(ǫn+1 − ǫn)f(ǫn) +O(|ǫn+1 − ǫn|2)
]
which shows that the second term in the right hand side is bounded. 
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Taking f(z) = z−1 in the lemma yields∣∣∣∣∣
l∑
n=k
tjn
∣∣∣∣∣ < C
where j = 2, 5. Now, for the other j, consider the following functions
Re
l∑
n=k
tjn(z)
which are harmonic near the intervals of interest. By Cauchy-Schwarz, we have∣∣∣∣∣Re
l∑
n=k
tjn(z)
∣∣∣∣∣ < C(l − k)1/2 (41)
for any z in the specified domain. For real z within the intervals [zk + δ, zk+1 − δ],
Re
l∑
n=k
tjn(z) = 0 (42)
Indeed, all polynomials P, P˜ , Q, Q˜ are real for real z. On the other hand, for real
z within these intervals and small ‖v‖∞, we have λ(m)1 = λ(m)2 , and so λ(m)1 − λ(m)2
is purely imaginary. Now, the theorem follows from (41), (42) and interpolation
lemma 3.1.

As a corollary, we get
Theorem 2.3. Consider z : 0 ≤ Im z < 1, zk+δ < Re z < zk+1−δ, k = 0, 1, . . . , q−
1 and introduce κj(z) and αj(z) as before. If v1 = v2 = . . . = vq = 0 and X0 =
(k−1(z), 1)t, then we have the following estimates for the solution of the Schro¨dinger
recursion:
|xnq(z)| ≤
∣∣∣∣∣∣
n−1∏
j=0
κj(z)(1 + αj(z))
∣∣∣∣∣∣ · exp
(
C
Im z
)
where the first factor in the r.h.s. is uniformly bounded for z ∈ (zk + δ, zk+1 − δ),
k = 0, 1, . . . , q− 1. Moreover, for any fixed ǫ > 0 and any z : Im z > ǫ > 0, we have∣∣∣∣∣∣∣xnq(z)

n−1∏
j=0
κj(z)(1 + αj(z))


−1
∣∣∣∣∣∣∣ > C > 0
uniformly in n, provided that ‖v‖∞ + ‖δ(q)v‖2 is small enough.
Proof. We have
U−10 =
1
k−q − kq
[
1 −k
−1 k−1
]
If
Xmq = Zm = UmSm (43)
then we have recursion (28) for Sm and S0 = (k(z)−k−1(z))(kq(z)−k−q(z))−1(1, 0)t.
From (43), an explicit form (23) for Um, and theorems 2.1, 2.2, we get the statement
of the theorem. 
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Remark. One can easily see that the analysis suggested above proves the asymp-
totics for xn(z) in the corresponding domains of complex plane, not just bounds
from above and below. It is also conceivable that the complicated product of 1+αj
in the asymptotics can be simplified and possibly eliminated (as for q = 1) by ap-
plying some analog of lemma 2.5. We do not pursue it here and employ technique
which is somewhat more powerful.
Now, we are ready to prove the main result of this paper.
Theorem 2.4. If the Jacobi matrix J given by (1) has coefficients vn → 0 and
vn+q − vn ∈ ℓ2(Z+) for some q, then σac(J) = [−2, 2].
Proof. By Weyl’s theorem, the essential spectrum is [−2, 2]. Take any small δ > 0.
We will show that all intervals [zj + δ, zj+1 − δ], j = 0, . . . , q− 1 are contained in
the support the a.c. spectrum of J . Fix δ > 0. Just like in the theorem 1.1, we can
assume that ‖v‖∞ + ‖δ(q)v‖2 is as small as we wish.
Then, we will prove
zj+1−δ∫
zj+δ
ln ρ′(z)dz > −∞, j = 0, . . . , q − 1 (44)
where ρ(z) is the spectral measure of the matrix J . Consider the truncated potential
vN = v ·χj<N , the corresponding matrix JN , and the spectral measure ρN , (we take
N = qm). Since the potential is finitely supported, there exists the Jost solution:
xNn+1 + v
N
n x
N
n + x
N
n−1 = zx
N
n
with the following asymptotics
xNn = k
n, n > N
Then, the factorization (see, [4], (1.32))
π · (ρN )′(z) =
√
4− z2
|xN0 (z)|2
, z ∈ [−2, 2]
holds.
Obviously, xNn is the solution of the Cauchy problem x
N
N = k
N , xNN+1 = k
N+1
and xN0 can be obtained by solving the recursion “backward”. The theorem 2.3 can
be applied then. Introduce the function (modified Jost function)
fN (z) = x
N
0 (z)

kN m−1∏
j=0
(1 + αj(z))κj(z)


−1
where αj and κj are taken from the theorem 2.3 (with “backward” ordering for
potential). From this theorem,
|fN (z)| < exp
(
C
Im z
)
uniformly in N as long as zj + δ < Re z < zj+1 − δ, 0 < Im z < 1. On the real line,∣∣∣∣∣∣kN
m−1∏
j=0
(1 + αj(z))κj(z)
∣∣∣∣∣∣ ∼ 1
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and we obtain
zj+1−δ∫
zj+δ
ln(ρN )′(z)dz > −C1 − C2
zj+1−δ∫
zj+δ
ln |fN(z)|dz (45)
zj+1−δ∫
zj+δ
(− ln |fN (z)|)+ dz < C1
zj+1−δ∫
zj+δ
(
ln(ρN )′(z)
)+
dz + C2 < C (46)
uniformly in N . Moreover,
|fN(z)| > C > 0
if Im z > ǫ(v), also uniformly in N .
The function − ln |fN (z)| is harmonic in zj + δ < Re z < zj+1 − δ, 0 < Im z < 1
because x0(z) has no zeroes in C
+ (otherwise the asymptotics at infinity would yield
the complex eigenvalue for JN which is impossible) and 1 + αj(z) 6= 0 since ‖v‖∞
is small. This function is also continuous up to the boundary since the potential is
finitely supported. Due to (46), the lemma 3.3 of Appendix is then applicable. It
yields
zj+1−δ∫
zj+δ
(− ln |fN (z)|)− > −C j = 0, . . . , q − 1
uniformly in N . By (45), we also have
zj+1−δ∫
zj+δ
ln(ρN )′(z)dz > C, j = 0, . . . , q − 1
Now, notice that dρN → dρ weakly as N →∞ (see, e.g., [1]) and the semicontinuity
of the entropy argument from [4] (see corollary 5.3) gives (44). Since δ > 0 was
arbitrary positive, that proves that the a.c. spectrum is supported on [−2, 2]. 
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3. Appendix
In this Appendix, we prove several auxiliary statements used in the main text.
Lemma 3.1. Assume that f(z) is harmonic in Π = a < Re z < b, 0 < Im z < c
and is continuous on the closure Π. Then, two estimates
|f(z)| < γ, z ∈ Π
and
f(z) = 0, z ∈ [a, b]
imply
|f(z)| ≤ Cγ Im z, a+ δ < Re z < b− δ
and the constant C depends on the domain Π and δ only.
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Proof. Map Π conformally onto the upper half-plane such that [a, b] goes to, say,
[−1, 1]. Let g(ξ) be the transplantation of f(z). Then, an application of the Poisson
representation
g(x+ iy) =
y
π
∫
R
g(t)
(t− x)2 + y2 dt
provides the necessary estimate. 
Consider the domain Σ = {z = x + iy : a < x < b, 0 < y < c} in the complex
plane. The next lemma is rather simple and is taken from [5]. Below, the constants
C are all positive, f–independent, and can change from one formula to another;
f± denotes the positive/negative parts of a real–valued function f (i.e., f+ = f if
f ≥ 0 and f = 0 otherwise, f− = f − f+).
Lemma 3.2. Assume f(z) is harmonic on Σ, continuous on Σ, and
b∫
a
f+(x)dx < C (47)
f(z) < Cy−α, z ∈ Σ, α > 0 (48)
and
f(z1) > −C (49)
for some z1 ∈ Σ. Then,
b−δ∫
a+δ
f−(x)dx > −C(δ)
Proof. Take isosceles triangle ABC as shown on Figure 1 below and write the mean
value formula for f∫
AB
f(z)ω(z)d|z|+
∫
AC
f(z)ω(z)d|z|+
∫
BC
f(z)ω(z)d|z| = f(z1)
where ω is the harmonic measure for triangle and z1 assuming that z1 is inside it.
That can be rewritten as∫
AB
f−(z)ω(z)d|z|+
∫
AC
f−(z)ω(z)d|z|+
∫
BC
f−(z)ω(z)d|z| =
= f(z1)−
∫
AB
f+(z)ω(z)d|z| −
∫
AC
f+(z)ω(z)d|z| −
∫
BC
f+(z)ω(z)d|z|
By taking the angle γ small enough we can always guarantee that ω will decay fast
at A and B so that the integrals of f+ over AC, BC are uniformly bounded due
to (48). The integral of f+ over AB is bounded due to (47). Therefore, since f(z1)
is bounded from below by (49), we get the uniform estimate for the left-hand side.
If z1 is not inside the triangle, an analogous argument would work if one takes a
slightly different shape (e.g., a curved triangle). 
In the main text, the condition that z1 is inside a triangle can always be realized
by assuming the norm of v to be small.
ON A CONJECTURE BY Y. LAST . . . 17
✘
✘
✘
✘
✘
✘
✘
✘
✘
✘
✘
✘
✘
C
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
q z1
γ
a
A
b
B
Figure 1
The slight modification of the argument provides the next lemma which is crucial
for our considerations. It allows to obtain the entropy bounds from very rough
estimates on modified Jost functions.
Lemma 3.3. Assume f(z) is harmonic on Σ, continuous on Σ, and
b∫
a
f+(x)dx < C
f(z) > −Cy−α, z ∈ Σ, α > 0 (50)
and
f(z) < C (51)
for Im z > d(α) = C(1 + α)−1 > 0. Then,
b−δ∫
a+δ
f−(x)dx > −C(δ)
Proof. Take two equal triangles ABC and ADC as shown on the Figure 2. As in
the previous lemma,∫
AB
f−(z)ω(z)d|z|+
∫
AC
f−(z)ω(z)d|z|+
∫
CB
f−(z)ω(z)d|z| =
= f(z1)−
∫
AB
f+(z)ω(z)d|z| −
∫
AC
f+(z)ω(z)d|z| −
∫
CB
f+(z)ω(z)d|z| (52)
By the same arguments, we only need to provide a uniform estimate from above for
the integrals over AC and BC. Consider the integral over AC, the other side can
be treated in the same way. Consider ACD with z2 being symmetric to z1 with
respect to the line AC. The harmonic measure for ACD and z2 is equal to the
same ω and we have∫
AD
f+(z)ω(z)d|z|+
∫
AC
f+(z)ω(z)d|z|+
∫
DC
f+(z)ω(z)d|z| =
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= f(z2)−
∫
AD
f−(z)ω(z)d|z| −
∫
AC
f−(z)ω(z)d|z| −
∫
DC
f−(z)ω(z)d|z|
The estimate (51) gives a bound for f(z2) from above and (50) controls the other
terms in the right-hand side if the angle γ is small enough. Thus,∫
AC
f+(z)ω(z)d|z| < C
and that finishes the proof due to (52). Choosing d(α) = C(1 + α)−1 with small C
guarantees that (51) is applicable to z2. 
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