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The problem to express an n × n matrix A as the sum of two
square-zero matrices was first investigated byWang andWu [2] for
matrices over the complex field. This paper investigates the problem
over an arbitrary field F . It is shown that, if char(F) = 2, then A ∈
Mn(F) is the sumof twosquare-zeromatrices if andonly ifA is similar
to amatrix of the formN⊕ X ⊕ (−X)⊕
(
m⊕
i=1
C(gi(x
2))
)
, whereN is
nilpotent,X is nonsingular, andeachC(gi(x
2)) is a companionmatrix
associated with an even-power polynomial with nonzero constant
term. If F is of characteristic two, the term X⊕(−X) falls away. If F is
of characteristic zero and algebraically closed, the term
m⊕
i=1
C(gi(x
2))
falls away and the result of Wang and Wu is obtained.
© 2011 Elsevier Inc. All rights reserved.
1. Some notation
Mn(F) denotes the algebra of n × nmatrices over a field F . The companion matrix associated with
the monic polynomial g(x) = xn − cn−1xn−1 − · · · − c0 ∈ F[x] is denoted by C(g), i.e.,
C(g) =
⎡
⎢⎢⎢⎣
0 | c0|∣∣
In−1
∣∣∣ c1...
cn−1
⎤
⎥⎥⎥⎦ ∈ Mn(F).
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Sometimes it is convenient to simply denote thematrix by Cwhen the associationwith the polynomial
g is not considered. Similarity is denoted by∼, and the characteristic of a field F is denoted by char(F).
2. Preliminary results
Since the square-zero property is invariant under similarity, in order to show that a matrix A is the
sum of two square-zero matrices, it suffices to establish it for a matrix similar to A.
Lemma 1. Suppose A ∈ Mn(F), F an arbitrary field, can be expressed as the sum of two square-zero
matrices. Then tr(Ak) = 0 for all odd integers k ≥ 1.
Proof. LetA = R+S, where R and S are square-zeromatrices. Then tr(A) = 0 since tr(R) = tr(S) = 0.
Assume therefore k > 1. In the expansion of (R+ S)k , apart from RSR · · · SR and SRS · · · RS, each term
contains either R2 or S2, both of which are zero. Thus,
tr(Ak) = tr(RSR · · · SR) + tr(SRS · · · RS)
= tr(R2SR · · · S) + tr(S2RS · · · R)
= 0. 
Corollary 1. If F is a field of characteristic two and A ∈ Mn(F) can be expressed as the sum of two
square-zero matrices, then tr(Ak) = 0 for all integers k ≥ 1.
Proof. Let A = R+S, where R and S are square-zeromatrices. It follows from Lemma1 that tr(Ak) = 0
for any odd integer k ≥ 1. Suppose k ≥ 1 is even. In the expansion of (R + S)k , apart from RS · · · RS
and SR · · · SR, each term contains either R2 or S2, both of which are zero. Thus,
tr(Ak) = tr(RS · · · RS) + tr(SR · · · SR)
= tr(RS · · · RS) + tr(RSR · · · S)
= 2tr(RS · · · RS)
= 0. 
It follows from Corollaries 2 and 4 that the converse of Lemma 1 does not hold in general over any
field. However, it does hold for nonderogatory matrices over a field of characteristic zero or two as is
established in Lemma 3.
Even-power (resp. odd-power) polynomials, i.e., f (x) = g(x2) (resp. f (x) = xg(x2)) for some
polynomial g(x) ∈ F[x], will be encountered in what follows. Note that f (x) = cnxn + cn−1xn−1 +· · · + c0 ∈ F[x] is an even-power (resp. odd-power) polynomial if and only if n is even (resp. odd) and
cn−k = 0 for all odd integers k, 1 ≤ k ≤ n.
Lemma 2. Let F be an arbitrary field. If C = C(f ), where f ∈ F[x] is an even or odd-power monic
polynomial, then C is the sum of two square-zero matrices.
Proof. By the preceding remark
C =
⎡
⎢⎢⎢⎣
0 | c0|∣∣
In−1
∣∣∣ c1...
cn−1
⎤
⎥⎥⎥⎦
where cn−k = 0 for all odd integers k, 1 ≤ k ≤ n. Consider C as a linear transformation with respect
to the basis E= {e1, e2, . . . , en} of Fn and define the linear operators R, S : Fn → Fn as follows:
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(i) n even
R(ej) =
{
ej+1 if j is odd, 1 ≤ j < n;
0 if j is even, 1 ≤ j ≤ n;
and
S(ej) =
⎧⎪⎨
⎪⎩
0 if j is odd, 1 ≤ j < n;
ej+1 if j is even, 1 ≤ j < n;
c0e1 + c1e2 + · · · + cn−1en if j = n.
(ii) n odd
R(ej) =
{
0 if j is odd, 1 ≤ j ≤ n;
ej+1 if j is even, 1 ≤ j < n;
and
S(ej) =
⎧⎪⎨
⎪⎩
ej+1 if j is odd, 1 ≤ j < n;
0 if j is even, 1 ≤ j < n;
c0e1 + c1e2 + · · · + cn−1en if j = n.
In both cases C = R + S and R2 = S2 = 0. 
Lemma 3. Let F be a field of characteristic zero or two. The following statements are equivalent for a
companion matrix
C =
⎡
⎢⎢⎢⎣
0 | c0|∣∣
In−1
∣∣∣ c1...
cn−1
⎤
⎥⎥⎥⎦ ∈ Mn(F)
(a) C is the sum of two square-zero matrices;
(b) tr(Ck) = 0 for all odd integers k ≥ 1;
(c) cn−k = 0 for all odd integers k, n ≥ k ≥ 1;
(d) C = C(f ), where f ∈ F[x] is an even or odd-power monic polynomial.
Proof.
(a) 	⇒ (b). This follows from Lemma 1.
(b) 	⇒ (c). Write C = J + K , where
J =
⎡
⎢⎢⎣
0
1
. . .
. . .
1 0
⎤
⎥⎥⎦ and K =
⎡
⎢⎢⎣
0 ... 0 c0
...
...
...
0 ... 0 cn−1
⎤
⎥⎥⎦ ,
i.e., J = Jn(0), the Jordan block of order n associated with the eigenvalue zero. The result holds
for k = 1 since cn−1 =tr(C) = 0. Let k be odd, n ≥ k > 1, and suppose cn−i = 0 (hence
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KJi−1K = 0) for each odd integer i, k > i ≥ 1.
tr(Ck) =tr((J + K)k)
=tr(Jk) + ∑
r1+···+rm+m−1=k
m≥2, rj≥0
tr(Jr1KJr2 · · · KJrm)
= ∑
r1+···+rm+m−1=k
m≥2, rj≥0
tr(Jr1KJr2 · · · KJrm)
since Jk is nilpotent. We separate the cases (I)m = 2 and (II)m > 2.
(I)m = 2: There are k terms of the form tr(Jr1KJr2), hence∑
r1+···+rm+m−1=k
m=2, rj≥0
tr(Jr1KJr2 · · · KJrm) =ktr(Jk−1K)
=kcn−k.
(II) m > 2: If r2, r3, . . . , rm−1 or r1 + rm is zero, then tr(Jr1KJr2 · · · KJrm) = 0 since K2 = 0.
Assume therefore that r2 > 0, r3 > 0, . . . , rm−1 > 0 and r1 + rm > 0. Since
r2 + r3 + · · · + rm−1 + (r1 + rm) = k − (m − 1) ≤ k − 2,
it follows that at least one term on the left is even (since ifm is even, we have the sum of an odd
number of terms that is even, and ifm is odd, we have the sum of an even number of terms that
is odd) and less than or equal to k−3. Hence KJrjK = 0 for some j, 1 < j < m, orKJr1+rmK = 0,
so that ∑
r1+···+rm+m−1=k
m>2, rj≥0
tr(Jr1KJr2K · · · KJrm) = 0.
Taking the combined trace it follows that tr(Ck) = kcn−k = 0, and therefore (c) follows since
k = 0 over the given fields.
(c) 	⇒ (d). This follows from the remark preceding Lemma 2.
(d) 	⇒ (a). This follows from Lemma 2. 
Remark 1. Lemma 3 does not hold for fields of characteristic greater than two.
Take e.g.
C =
⎡
⎢⎢⎣
0 | 1|∣∣
Ip−1
∣∣∣ 0...
0
⎤
⎥⎥⎦ ∈ Mp(F),
where char(F) = p > 2. Then tr(Ck) = 0 for p ≥ k ≥ 1, and since Cp = Ip, it follows that tr(Ck) = 0
for all integers k ≥ 1. But C is not the sum of two square-zero matrices. For suppose
C = R + S where R2 = S2 = 0
then
Cp = Ip = RS . . . R + SR . . . S (both terms containing p factors)
520 J.D. Botha / Linear Algebra and its Applications 436 (2012) 516–524
so that
R = RS . . . RS (p + 1 factors) = S,
which is impossible since C is nonsingular. 
3. Matrices satisfying X ∼ −X
Let
g(x) = cnxn + cn−1xn−1 + · · · + c0 ∈ F[x],
where F is an arbitrary field, and define ∗ : F[x] → F[x] by
g∗(x) = (−1)ng(−x)
= cnxn + (−1)cn−1xn−1 + · · · + (−1)icn−ixn−i + · · · + (−1)nc0.
It follows that (f ∗)∗ = f and (fg)∗ = f ∗g∗ for f , g ∈ F[x]. Hence f is irreducible if and only if f ∗
is irreducible. Also, if f is irreducible, then either f = f ∗ or f and f ∗ are relatively prime. f is called
∗-symmetric if f = f ∗. In particular, ff ∗ is ∗-symmetric.
Lemma 4. Suppose A ∈ Mn(F), F an arbitrary field, is a nonderogatory matrix with minimum polynomial
g(x) = xn + cn−1xn−1 + · · · + c0.
Then −A is nonderogatory with minimum polynomial
g∗(x) = xn + (−1)cn−1xn−1 + · · · + (−1)icn−ixn−i + · · · + (−1)nc0.
Proof. Since A is nonderogatory, there exists a vector e ∈ Fn such that e, Ae, . . . , An−1e is a basis for
Fn, and Ane = −cn−1An−1e − · · · − c1Ae − c0e. Then e, (−A)e, . . . , (−A)n−1e is a basis for Fn, and
(−A)ne = (−1)n(−cn−1An−1e − · · · − c1Ae − c0e)
= −(−1)1cn−1(−A)n−1e − · · · − (−1)icn−i(−A)n−ie − · · · − (−1)nc0e.
Hence the result follows. 
Lemma 5. Let A ∈ Mn(F), where F is an arbitrary field. The following statements are equivalent:
(a) A ∼ −A;
(b) A ∼
(
m⊕
i=1
C(g
mi
i )
)
⊕
(
k⊕
i=1
C(f
ki
i )
)
⊕
(
k⊕
i=1
C((f ∗i )ki)
)
, where each gi (1 ≤ i ≤ m) is a ∗-symmetric
irreducible monic polynomial and each fi (1 ≤ i ≤ k) is an irreducible monic polynomial such that
fi and f
∗
i are relatively prime;
(c) A ∼ N⊕X⊕(−X)⊕
(
m⊕
i=1
C(g
mi
i )
)
, where N is nilpotent, X is nonsingular, and each gi (1 ≤ i ≤ m)
is a ∗-symmetric irreducible monic polynomial with nonzero constant term;
(d) A ∼ m⊕
i=1
C(gi), where each gi (1 ≤ i ≤ m) is a ∗-symmetric monic polynomial.
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Proof. We show that (a) 	⇒ (b) 	⇒ (c) 	⇒ (a) and (b) 	⇒ (d) 	⇒ (a).
(a) 	⇒ (b). It follows from the rational canonical form theory that A ∼ r⊕
i=1
C(p
ri
i ), where
each pi is an irreducible monic polynomial. By Lemma 4,
r⊕
i=1
C(p
ri
i ) ∼ −
(
r⊕
i=1
C(p
ri
i )
)
∼ r⊕
i=1
(
−C(prii )
)
∼ r⊕
i=1
C
(
(p∗i )ri
)
.
It follows from the uniqueness of the rational canonical form that each pi is either ∗-symmetric
or occurs in a pair (p
ri
i , (p
∗
i )
ri), where pi and p
∗
i are relatively prime. Thus, (b) follows.
(b) 	⇒ (c). If gi has a zero constant term, then it is equal to x since it is also irreducible. The
direct sum of all C(g
mi
i ) with gi = x forms a matrix N which is nilpotent. Let X =
k⊕
i=1
C(f
ki
i ),
then X is nonsingular since each fi(0) = 0 (1 ≤ i ≤ k), and it follows from Lemma 4 that
k⊕
i=1
C((f ∗i )ki) ∼ −X . Thus, (c) follows.
(c) 	⇒ (a). By the rational canonical form theory, N ∼ k⊕
i=1
C(xki) where ki are positive
integers . Since each xki is ∗-symmetric, it follows from Lemma 4 that C(xki) ∼ −C(xki), hence
N ∼ −N. Similarly m⊕
i=1
C(g
mi
i ) ∼ −
(
m⊕
i=1
C(g
mi
i )
)
. Finally, Y(X ⊕ (−X))Y−1 = −(X ⊕ (−X)),
where Y = Y−1 =
[
O Ik
Ik O
]
and k denotes the order of X . Thus, (a) follows.
(b) 	⇒ (d). Since fi and f ∗i are relatively prime, it follows thatC(f kii )⊕C((f ∗i )ki) ∼ C((fif ∗i )ki),
and (fif
∗
i )
ki is ∗-symmetric. Thus, (d) follows.
(d) 	⇒ (a). Since each gi is ∗-symmetric, it follows from Lemma 4 that A ∼ −A. 
4. char(F) = 2
Lemma 6. Let A = B⊕C ∈ Mn(F), where F is a field of characteristic two, and suppose A can be expressed
as the sum of two square-zero matrices. If B is nonsingular, then tr(Bk) = 0 for any integer k ≥ 1.
Proof. Suppose
[
B O
O C
]
=
[
R1 R2
R3 R4
]
+
[
S1 S2
S3 S4
]
,
where both matrices on the right are square-zero. Hence R21 + R2R3 = 0 and S21 + S2S3 = 0, and
therefore R21 = S21 since R2 = S2 and R3 = S3. Consequently
R1B = R1(R1 + S1) = S21 + R1S1 = BS1
so that tr(R1) =tr(BS1B−1) = tr(S1), and finally
tr(B) = tr(R1 + S1) = 2tr(R1) = 0.
For k > 1,
tr(Bk) = tr(R1Bk−1) + tr(S1Bk−1)
= tr(BS1Bk−2) + tr(S1Bk−1)
= 2tr(S1Bk−1) = 0,
hence the result follows. 
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Corollary 2. The converse of Corollary 1 does not hold for arbitrary matrices over a field F of characteristic
two.
Proof. Take, e.g., A = αIn, where 0 = α ∈ F and n is even. Then tr(Ak) = 0 for any integer k ≥ 1, but
A is not the sum of two square-zero matrices. In fact, for n even or odd and R and S square-zero,
αIn = R + S ⇐⇒ (R + αIn)2 = S2 ⇐⇒ α2In = 0 ⇐⇒ α = 0.
For a nonscalar counterexample, take, e.g., A = T ⊕ αIm, where 0 = α ∈ F , m is odd and T is a
triangularmatrixwith an odd number ofα’s on its diagonal and any other diagonal element appearing
an even number of times. Then tr(Ak) = 0 for any integer k ≥ 1. Since tr(αkIm) = mαk = αk = 0, it
follows from Lemma 6 that A is not the sum of two square-zero matrices. 
Lemma 7. A = m⊕
i=1
Bi ∈ Mn(F), F a field of characteristic two, is the sum of two square-zero matrices if
and only if each Bi is the sum of two square-zero matrices.
Proof. Suppose that each Bi = Ri + Si, 1 ≤ i ≤ m, is the sum of two square-zero matrices Ri and Si.
Then
A = m⊕
i=1
Bi = m⊕
i=1
(Ri + Si) =
(
m⊕
i=1
Ri
)
+
(
m⊕
i=1
Si
)
,
and both R = m⊕
i=1
Ri and S = m⊕
i=1
Si are square-zero.
Conversely, suppose A is the sumof two square-zeromatrices. It follows from the rational canonical
form theory that each Bi, 1 ≤ i ≤ m, is similar to a direct sum of companion matrices Bi ∼
mi⊕
j=1
C(gij)
such that gij, 1 ≤ j ≤ mi, is either a monic polynomial with nonzero constant term or equal to xkij
for some kij ≥ 1 . If gij has a nonzero constant term, then C(gij) is nonsingular, and it follows from
Lemma 6 that tr(Ck(gij)) = 0 for all integers k ≥ 1. Hence, by Lemma 3, C(gij) is the sum of two
square-zero matrices. If gij = xkij , then gij is an even or odd-power monic polynomial, and again by
Lemma 3, C(gij) is the sum of two square-zero matrices. Thus it follows from the first part of the proof
that Bi, 1 ≤ i ≤ m, is the sum of two square-zero matrices. 
Theorem1. Let A ∈ Mn(F),where F is afield of characteristic two. The following statements are equivalent:
(a) A is the sum of two square-zero matrices;
(b) A ∼ N ⊕ ( m⊕
i=1
C(gi(x
2))), where N is nilpotent and each gi(x
2) is an even-power monic polynomial
with nonzero constant term;
(c) A ∼ m⊕
i=1
C(gi), where each gi is an even or odd-power monic polynomial;
(d) A ∼ m⊕
i=1
Ci, where each Ci is a companion matrix such that tr(C
k
i ) = 0 for all integers k ≥ 1.
Proof.
(a) 	⇒ (b). It follows from the rational canonical form theory that A ∼ N ⊕
(
m⊕
i=1
C(gi)
)
,
where N is nilpotent and each gi is a monic polynomial with nonzero constant term. By Lemma
7, each C(gi) is the sum of two square-zero matrices. Hence by Lemma 3, each gi is an even
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or odd-power polynomial, which in this case has to be even-power since its constant term is
nonzero.
(b) 	⇒ (c). This follows since, by the rational canonical form theory, N is similar to a direct
sum of companion matrices of the form C(xk).
(c) 	⇒ (d). Let Ci = C(gi), 1 ≤ i ≤ m, and apply Lemma 3.
(d) 	⇒ (a). By Lemma 3 each Ci is the sum of two square-zero matrices, hence by Lemma 7
the same applies to A. 
5. char(F) = 2
Lemma 8 (Wang andWu [2]). Let F be an arbitrary field, and suppose A = A1 ⊕A2 ∈ Mn(F) is such that
the characteristic polynomials of A1 and −A2 are relatively prime. Then A is the sum of two square-zero
matrices if and only if both A1 and A2 are the sum of two square-zero matrices.
Proof. Since A1 and −A2 have no common eigenvalues in the algebraic closure F of F , it follows from
[1, Theorem 5.16] that the equation XA1 = −A2X has only the trivial solution X = 0 over F , and hence
also over F . The rest of the argument is as in [2, Lemma 2.10]. 
Theorem 2. Let A ∈ Mn(F), where F is a field of characteristic not equal to two. The following statements
are equivalent:
(a) A is the sum of two square-zero matrices;
(b) there exists an involution V such that AV = −VA;
(c) A ∼ −A;
(d) A ∼ ( m⊕
i=1
C(g
mi
i )) ⊕ (
k⊕
i=1
C(f
ki
i )) ⊕
(
k⊕
i=1
C((f ∗i )ki)
)
, where each gi (1 ≤ i ≤ m) is either an even-
power irreducible monic polynomial or equal to x, and each fi (1 ≤ i ≤ k) is an irreducible monic
polynomial such that fi and f
∗
i are relatively prime;
(e) A ∼ N⊕X⊕ (−X)⊕ ( m⊕
i=1
C(g
mi
i )), where N is nilpotent, X is nonsingular, and each gi (1 ≤ i ≤ m)
is an even-power irreducible monic polynomial;
(f) A ∼ m⊕
i=1
C(gi), where each gi (1 ≤ i ≤ m) is an even or odd-power monic polynomial.
Proof.
(a) 	⇒ (b). By the rational canonical form theory, A ∼ N ⊕ B, where N is nilpotent and
B is nonsingular. Hence, according to Lemma 8, both N and B can be expressed as the sum of
two square-zero matrices. It follows from [2, Theorem 2.4], the proof of which is valid over any
field, that there exists an involution V such that BV = −VB. The rest of the argument is as in [2,
Theorem 2.11].
(b) 	⇒ (c). This follows immediately.
(c) 	⇒ (d) 	⇒ (e) 	⇒ (f ). This follows from Lemma 5, noting that, since char(F) = 2,
a poynomial over F is ∗-symmetric if and only if it is either an even or odd-power polynomial.
Also, an odd-power polynomial is irreducibe if and only if it is equal to x.
(f ) 	⇒ (a). By Lemma 2 each Ci is the sum of two square-zero matrices. The rest of the proof
is as in the first part of Lemma 7, which is valid over any field. 
Corollary 3 (cf. [2, Theorem2.11]). Let A ∈ Mn(F), where F is an algebraically closed field of characteristic
not equal to two. The following statements are equivalent:
(a) A is the sum of two square-zero matrices;
(b) there exists an involution V such that AV = −VA;
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(c) A ∼ −A;
(d) A ∼ N ⊕ X ⊕ (−X), where N is nilpotent and X is nonsingular;
(e) A ∼ m⊕
i=1
C(gi), where each gi (1 ≤ i ≤ m) is an even or odd-power monic polynomial.
Proof. The proof follows from Theorem 2, noting that, since F is algebraically closed, F[x] does not
contain even-power irreducible polynomials, hence the term
m⊕
i=1
C(g
mi
i ) in (e) falls away. 
Corollary 4. The converse of Lemma 1 does not hold for arbitrary matrices over a field F of characteristic
not equal to two.
Proof. Take, e.g., A = −Im ⊕ Jm(1) ⊕ X ⊕ (−X), where m > 1, Jm(1) is the Jordan block or order m
associatedwith the eigenvalue 1, and X is any nonsingularmatrix. Then tr(Ak) = 0 for any odd integer
k ≥ 1, but A is not the sum of two square-zero matrices since A  −A. 
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