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ABSTRACT 
Let {S,} denote the set of orthogonal polynomials with respect to the symmetric inner product 
(f,g) = 22ny;;z+~; 1) ;I (1 -x2YfOgOr)dx+ 
1 
~fcl~~c~~+f~-L~~l-l~l+~~~~l~~‘ll~+f’~-L~~’~-1~1~ 
a> - 1, MzO, NzO. 
It is proved that the zeros of S,, are real and simple and that for n sufficiently large exactly one 
pair Q, -Q lies outside (- 1, 1). Moreover two five term recurrence relations are given. 
1. INTRODUCTION 
In [l] we defined the symmetric inner product 
I- I-(2a + 2) (f,g)= 22a+1T2(a+1) ~, j' (1 - xZ)*f(x)g(x)dx t (1.1) 
where cx> - 1, MzO, NrO and we determined the set of orthogonal polyno- 
mials {S: M* N} with respect to this inner product. We showed that for n 22 
the polynomials can be written as 
where the coefficients a,, b, and c,, are explicitely given functions of a, A4 
and N and where R?)(x) denotes the ultraspherical polynomial normalized by 
R(@( 1) = 1: n 
RF)(x) = 
(- l)“T(cr + 1) 
2”r(n+cx+ 1) (1 -X2)P $ 
( > 
71-X2Yirr 
Furthermore S,(x) = 1, S, (x) =x. 
We derived some properties of S, such as: the polynomials satisfy a second 
order differential equation and they can be expressed as a hypergeometric 
series. These results generalize results of H.L. Krall [5], [6], A.M. Krall [4] and 
T.H. Koornwinder [3] on orthogonal polynomials for which the weight 
function is the Jacobi weight function combined with a delta function at the 
endpoint(s) of the interval of orthogonality. 
We remark that for N#O the inner product (1.1) cannot be obtained by a 
weight function since (x, x) # ( 1, x2 >. This implies that well-known results for 
classical orthogonal polynomials, depending on the existence of a weight 
function, do not longer hold. 
In the present paper (section 2) we investigate the zeros of S,, and we will 
show that for N>O and n sufficiently large there exists exactly one pair of 
real zeros e,, -Q, of S, lying outside (- l,l). In section 3 we show that the 
well-known three term recurrence relation for orthogonal polynomials does not 
hold in this case, but has to be replaced by a five term relation. 
Similar results can be obtained for polynomials on [O,oo) and an inner 
product involving derivatives as a generalization of the Laguerre polynomials; 
see R. Koekoek-H.G. Meijer [2]. 
In the sequel we will use the following results from [l]. 
The coefficients a,, 6, and 
b,+c,#O for nr3. ([l], (3.3) 
(1.3) S,(O) # 0 for n even, 
(1.4) S;(O) # 0 for n odd. 
c, in (1.2) are such that c, #0 for n 2 2 and 
and (3.4)). This implies 
The polynomials S, are normalized in such a way that S,(l) = S, (1) = S,(l) = 1 
and (VI, (6.1)) 
(1.9 
N (2o+3),+, 
S,(l)= 1- - for nr3. 
2 (a+ 1)&r-3)! 
Moreover k, denotes the coefficient of x” in S,(x) and k,,>O for all n. 
Finally, ([ 11, (6.2)) 
(1.6) $(l)=&(l)+ 
(2a + 3), 
M for n22. 
(a + 1)2(n - 2)! 
2. THE ZEROS OF S, 
We observe that for n even RF) is an even function and for n odd RF) is an 
odd one. In view of (1.2) the same holds for S,. This implies that if Q #O is a 
8 
zero of S, of multiplicity m, then -Q is also a zero of S,, of the same multi- 
plicity. 
Finally (1.3) and (1.4) imply that x= 0 is not a zero of S, for even n and a 
zero of multiplicity one for odd n. 
LEMMA. If n 2 2, 
in (- l,l). 
then S, has at least n - 2 different zeros of odd multiplicity 
PROOF 
Let xl, 3, . . . . xk denote the zeros of S, of odd multiplicity lying in (- 1,l). 
Put p(x) = (x-x1) “(x-xk). 
We remark that p is even as n is even and p is odd as n is odd. 
Moreover p(l)>0 and p’(l)>O. 
Let 
d=l+2:%, and h(x)=p(x)(d-x2). 
Then d>l and h’(l)=h’(-l)=O. 
Now h(x)&(x) does not change sign on [ - 1, 11. Since h( - l)S,( - 1) = 
h(l)&(l) we have 
(h,S,) = 
r(2a + 2) 
j’ (1 -x*)“h(x)S,(x)dx+2Mh(l)S,(l)#O. 
22a+1T2(a+ 1) _, 
Hence degree hzn and kzn-2. 
THEOREM 2.1. All zeros of S, are real and have multiplicity one. 
PROOF 
Since the zeros Q # 0 occur in pairs Q, -Q of the same multiplicity the lemma 
implies that S, cannot have a zero of even multiplicity. In the same way the 
lemma implies that S, cannot have a zero of odd multiplicity 23. Hence all 
zeros of S, are simple. Moreover the lemma implies that S, can have at most 
one pair Q, -Q of zeros outside (- 1, 1). 
Suppose n 2 2 and Q # 0 is a non real zero of S,. Then Q also had to be a 
zero of S,. Hence p = - Q; write Q = ir. 
Let x,, . . . . x,_* denote the zeros of S, in (- I, 1) and put 
p(x)=(x-x,)*.*(x-x,-z). 
Then 
S,(x) = k,p(x)(x* + r’) . 
Obviously p is even if n is even and p is odd if n is odd. 
Since k, >O we have 
r(2a+2) +’ 
0= (P*Sfl) = 22a+‘r2(a+ 1) k, 1, (1 - x2)“p2(x)(x2 + r2)dx + 
2Mk,$(1)(1+r2)+2Nk,p’(l){p’(1)(1+r2)+2p(l)}>0, 
a contradiction. Hence all zeros of S, are real. 
THEOREM 2.2. Let N# 0. If n is sufficiently large then S, has exactly one pair 
of real zeros Q,, - Q, outside ( - 1,l). 
If Q, denotes the zero in [l, 03) and n 2 3, then 
1 
e,<l+- 
n-2’ 
PROOF 
In view of the lemma S,, can have at most one pair of real zeros Q,, -Q, 
outside (- 1,l). Since k, >O, S, has a zero Q,, in [l, 00) if and only if S,(l)5 0. 
It follows from (1.5) that this condition is satisfied if n is sufficiently large. 
Hence, if n is sufficiently large, then S,, has exactly one pair of zeros outside 
(- 191). 
Let n 2 3. Suppose that the zeros Q, and -Q, lie outside (- 1,l) and let 
xi, . . ..x.-, denote the zeros in ( - 1,l). Put as before 
p(x)=(x-x,)*.*(x-x,-2), 
then 
S,(x) = k,&)(x2 - e,“). 
Now 
r(2cr + 2) +I 
O=QAS,)= 22a+lr2(a+1) k, J, (1 - x2)“p2(x)(x2 - @,2)dx+ 
2Mk,p2U>(1 -e,2)+2Nk,p’(l){p’(l)(l -d)+MW. 
The first two terms of the last member are negative. Since p’(l) > 0 this implies 
P’(l)(l -e,2)+2J7(1)>0* 
or 
P(l) 
&<1+2- 
P’(l). 
Now 
10 
For a pair of zeros xi, -xi, different from zero, we have 
1 1 2 -++---__ >2. 
1 -xj 1 +x; 1-x; 
Hence 
n-2 1 
;C, l-Xi -zn-2, 
and 
2 
&l+- 
n-2’ 
Then 
1 
.Q,<l+- 
n-2’ 
We remark that this implies limn,, Q, = 1. 
3. RECURRENCE RELATIONS 
It is well-known that a set of polynomials {p,) orthogonal with respect to 
a weight function satisfies a three term recurrence relation of the form 
(3.1) P,+l(x)-(~,x+B,lP,(x)+C,P,-l(x)=0. 
If N> 0, the inner product (1.1) cannot be obtained by a weight function and 
a relation (3.1) does not hold. 
Obviously we can write 
xS,(x)= c c!fS/M 
k=O 
for some constants c,. Since for n even S, is an even function and for n odd 
S, is an odd one, it follows ck = 0 for n - k even. For n - k odd and k I n - 3 
we have 
Ck(Sk,Sk) = (XS,(X),Sk(X)) = 
Then, by (1.5) and (1.6), ck#O in general. 
Instead of (3.1) we can prove the following two recurrence relations. 
THEOREM 3.1. The polynomials {S,} satisfy the recurrence relations 
(3.2) 1 (1 -X~)2Sn(X)=C~~4Sn+4(X)+C~~2sn+2(X)+ C~)Sn(X)+c~2Sn_2(X)+c~4Sn-4(X), 
11 
where the cf’ and dp) are independent of x. 
PROOF 
We can write 
n+4 
(l-x2)2sn(x)= c cj?S,(x), 
k=O 
for some constants cp’. Now 
(3.4) cj(l)<S,,S,) = ((1 -xz)2S,,Sk) =(S,,(l -x2)Q, 
which equals 0 for k< n - 4. 
Since moreover the S, are even or odd functions when n is even respectively 
odd, relation (3.2) follows. 
Relations (3.3) is proved in the same way. 
Using theorem 3.1 we can obtain some Christoffel-Darboux type theorems. 
Therefore we introduce the notation 
A,=(S,,S,). 
Then (3.4) implies 
(3.5) Akc~‘=l,,c~’ for n-4<kin+4. 
In the same way 
(3.6) Akdf’)=A,drjk) for n-3sksn+3. 
Comparing the leading coefficients in (3.2) and (3.3) we obtain 
k 
(3.7) cF$= 2 
k ’ 
n+4 
k 
(3.8) df”“l, = 2 
k . n+3 
Using (3.5) and (3.7) we rewrite (3.2) to 
f (1 -x2)2S,(x) = + 
c?!2 
sn+4w+ - $+2(X) + 
n n n+4 All 
,(n) 
-f- q$x) + 
&” - 2) 
n q-2(x)+ 
k 
n 1 n-2 
* q-4(x). 
A 
n-4 n 
We multiply this relation with S,(y), form a second relation by 
x and y and substract the last two relations. Then we obtain 
12 
interchanging 
+ (2- x2 -u2)(v2 -X2)WW,(Y) = 
~ * n 
& (s,+4(X)S,~)--S,+4(Y)Sn(X)} + 
n n+4 
,(n) 
y ~~,+,~~~~,~~-~,+*~Y~~,~~~~ + 
n 
&” - 2) 
e ~~,~2(x)~,cv)--s,-2(Y)~,(x)~ + 
n 2 
* {s,-,(x)s,~)-s,~4(Y>s,(x)}. 
n 4 ” 
Now the following result follows immediately. 
THEOREM 3.2. 
W2’ 
(2-x2--y*)(y*-x2) c 
$I - 2k w% 2k w =1 
k-0 &2k 
* {~,+,(X)~,(Y)-~,+,(Y)~,(X)) + 
n ni4 
l k”k’ ~~,+,(x)~,-,(~)-~,+*(Y)~n~*(X)~. 
n 2 n+2 
In the same way we find, starting from (3.3) and using (3.6) and (3.8) 
THEOREM 3.3. 
n Sk(X)Sk (v) 
(3-x*-xy-y*)(y-x) c ok = 
k=O 
d(“) 
y ~~,tl(x)~,(Y)-~,tl(Y)~,(x)~+ 
n 
A k”;l ~~,+*(x)~,-I(Y)-~,t*(Y)~,-I(x)~ + 
n I nt2 
A k”;* ~~,+,~~~~,-*~Y~-~,+,~Y~~,-*~~~~. 
n 2 ntl 
Dividing the relations in theorem 3.2 and 3.3 by y-x and taking the limit for 
y-+x we obtain the following results. 
13 
THEOREM 3.4. 
a) 
w21 (& - 2k(x))2 = 
4x(1 -x2) c 
k=O In-2k 
* {~,+,(x)~~(x)-~:,+4(x)~,(x)} + 
n II+4 
$0 
y ~~,+,~~~~;,~~~--s:,+2~~~~,~~~~ + 
n 
* k”i2 {~,+,(x)~:,-2(x)--s:,+2(x)~,-2(x)~~ 
n 2 n+2 
b) 
n (sk(x))2 
3(1-x2) c ~ = 
k=O Ak 
+ {~,+,(x)~:,(x)-~:,+3(x)~,(x)} + 
n II+3 
A k”;l ~~,+,(x)~I,-1(x)-~:,+2(x)~,-*(x)} •t 
n 1 ni2 
A k”;2 ~~,+1~~~~:,-2~~~-~:,+1~~~~,_2~~~}. 
n 2 n+l 
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