Let G be a finite group and let h be a positive integer. A BH(G, h) matrix is a G-invariant |G| × |G| matrix H whose entries are complex hth roots of unity such that HH * = |G|I |G| , where H * denotes the complex conjugate transpose of H, and I |G| denotes the identity matrix of order |G|. In this paper, we give three new constructions of BH(G, h) matrices. The first construction is the first known family of BH(G, h) matrices in which G does not need to be abelian. The second and the third constructions are two families of BH(G, h) matrices in which G is a finite local ring.
Introduction
Let n and h be positive integers. An n×n-matrix H whose entries are complex hth roots of unity is called a Butson Hadamard matrix if HH * = nI n , where H * is the complex conjugate transpose of H and I n is the identity matrix of order n. We say that H is a BH(n, h) matrix. The focus of this paper is Butson Hadamard matrices which are invariant under the action of finite groups. Let G be a finite group. A |G| × |G| matrix A = (a g,k ) g,k∈G is G-invariant if a gl,kl = a g,k for all g, k, l ∈ G. A G-invariant BH(|G|, h) matrix is called a BH(G, h) matrix. The topic of group-invariant Butson Hadamard matrices encompasses many combinatorial objects such as generalized Hadamard matrices, generalized Bent functions, abelian splitting semi-regular relative difference sets, cyclic n-roots, perfect sequences and perfect arrays, see [14] and [6] for more details.
Let exp(G) denote the least common multiple of the orders of the elements of G. Let ν p (x) denote the p-adic valuation of the integer x. Using bilinear forms over finite abelian groups, we [5, Theorem 2.1] constructed BH(G, h) matrices in which G is a finite abelian group and (i) ν p (h) ≥ ⌈ν p (exp(G)/2⌉ for every prime divisor p of |G|, and (ii) ν 2 (h) ≥ 2 if ν 2 (|G|) is odd and G has a direct factor Z 2 .
The conditions (i) and (ii) are also necessary conditions for the existence of BH(G, h) matrices in the case G is a cyclic group of prime-power order, see [5, Theorem 3.6 ]. Furthermore, [5, Theorem 2.1] is the state-of-the-art class of group-invariant Butson Hamard matrices which includes previously known constructions in [1] and [10] .
In the case G is a cyclic group, most known necessary conditions, see [6] , on the existence of BH(G, h) matrices involve a condition on gcd(|G|, h). However when G is not a cyclic group, the situation turns out to be different. As the last two constructions in this paper suggest, the conditions required for these constructions to work are the existence of various vanishing sums of roots of unity.
In this paper, we construct three new classes of BH(G, h) matrices. Our first construction is a class of BH(G, h) matrices which does not require G to be abelian, but requires G to contain a large enough normal cyclic subgroup. The second and the third constructions use ideas in the studies of relative difference sets in finite local rings by Leung et. al. [11, 12] .
To end this section, we state the following result by Lam and Leung [9] on the existence of vanishing sums of roots of unity.
Result 1.1. Let n and h be positive integers and let h = r i=1 p e i i be the prime factorization of h. If η 1 , . . . , η n are hth roots of unity such that n i=1 η i = 0, then n ∈ p 1 N + · · · + p r N.
Preliminaries

Group-invariant Butson Hadamard matrices and group-ring equations
As it turns out, the properties of group-invariant Butson Hadamard matrices can be wrapped in a single group-ring equation. The theory of group rings and characters is pivotal in our study.
Let G be a finite group, let R be a number ring and let R[G] denote the group ring of G over R. The elements of R[G] have the form X = g∈G a g g with a g ∈ R. The numbers a g are called coefficients of X. Two elements X = g∈G a g g and Y = g∈G b g g in R[G] are equal if and only if a g = b g for all g ∈ G. A subset S of G is identified with the group ring element g∈S g. For the identity element 1 G of G and λ ∈ R, we write λ for the group ring element λ1 G .
For h ∈ Z + , we denote a primitive hth root of unity by ζ h . In our study, we focus on the ring R = Z[ζ h ]. For X = g∈G a g g ∈ R[G], we write
where a g denotes the complex conjugate of a g .
If G is an abelian group, then we can study the ring R[G] using characters of G. We denote the group of complex characters of G byĜ. The trivial character of G, denoted by χ 0 , is defined by χ 0 (g) = 1 for all g ∈ G. For D = g∈G a g g ∈ R[G] and χ ∈Ĝ, we set χ(D) = g∈G a g χ(g). The following result is the well known Fourier inversion formula for group ring theory and a proof can be found in [2, Ch. VI, Lem. 3.5].
Result 2.1 (Fourier inversion). Let G be a finite abelian group and let D = g∈G a g g ∈ C[G].
Then 
Proof. It is clear that the matrix H defined by
On the other hand, let x and y be any two elements in G. Write y = gx, g ∈ G. The inner product of row y and row x of H is
Therefore, the equation (1) holds if and only if any two distinct rows of H have inner product 0, that is, if and only if H is a BH(G, h) matrix.
Our construction approach
By Result 2.2, the existence of a BH(G, h) matrix is equivalent to the existence of a group ring element D = g∈G a g g with the following properties.
(i) Each a g is an hth root of unity.
In our constructions, we imply a structure on D by putting
G i (note that we usually choose G i as subgroups, or cosets of a subgroup, of G);
(b) Each η i is a complex hth root of unity.
Assume that we have D = t i=1 η i G i with η i and G i satisfying conditions (a) and (b). We proceed to finding conditions for η i and G i such that (i) and (ii) are satisfied. Note that each g ∈ G belongs to ∩ i∈Ig G i for some nonempty subset I g of {1, . . . , t}, so we need i∈Ig η i = η g , where η g is an hth root of unity. This results in various vanishing sums of roots of unity whose existence is determined by Result 1.1. The difficulty now lies in finding G i such that DD (−1) = |G|. An example where this happens is the folowing case: G is a finite abelian group such that for any character χ of G, we have
Assuming this case, we obtain χ(D) = η j χ(G j ) for any χ ∈Ĝ. So χ(DD (−1) ) = |χ(G j )| 2 = |G| for any χ ∈Ĝ, which implies DD (−1) = |G| by Result 2.1.
The idea above will be used in our first and second constructions. The third construction utilizes a similar idea with some modification.
BH(G, h) Matrices with G non-abelian
The main idea in the construction of this section comes from modifying the building set idea used in the study of relative difference sets, see [4] for more details about building sets.
For positive integers t and h, we denote the cyclic group of order t by Z t and a primitive hth root of unity by ζ h . The following lemma is the main ingredient for our construction. Lemma 3.1. Let n be a positive integer and let h be the smallest positive integer such that h 2 ≡ 0 (mod n) and (ν 2 (n), ν 2 (h)) = (1, 1).
(2)
Then there exists a set of k group-ring elements
which has the following properties.
(a) D i = g∈Z n/k a ig g, where each a ig is a complex h th root of unity.
To prove Lemma 3.1, we need the following result on square norms of algebraic integers. The first part of this result is a familiar property of quadratic Gauss sums. We include proofs for both parts for the convenience of the reader. Lemma 3.2. Let n be an odd positive integer and let b be an integer.
As n is odd, we have n−1 i=0 ζ 2ji n = 0 for any j = 0. Hence XX = n.
By part (a), we have YȲ = ZZ = n.
Moreover, we have
Consequently, we have YZ = nζ
. Combining with (4) and (5), we obtain
Proof of Lemma 3.1. By Result 2.1, the property (b) of Lemma 3.1 is equivalent to saying that for any character χ of Z n/k , we have χ(D i ) = 0 for exactly one i ∈ {0, . . . , k − 1} and χ(D i D (−1) i ) = n for this value of i.
Let g be a generator of Z n/k . Note that the group of characters of Z n/k is {χ t : t = 0, . . . , n/k − 1}, where each χ t : Z n/k → C is defined by χ t (g i ) = ζ ti n/k for any i = 0, . . . , n/k − 1. Let m be a fixed positive integer which is coprime to n. There are three cases concerning the parity of ν 2 (n) and whether ν 2 (n) = 1. Case 1. ν 2 (n) is even. In this case, we have h = n/k and
As h is the smallest positive integer with the property (2), we have ν 2 (h) = ν 2 (n)/2. Hence,
As (m, k) = 1, there is only one i ∈ {0, . . . , k − 1} with mi + t ≡ 0 (mod k). Thus, there is only one D i ∈ {D 0 , . . . , D k−1 } such that χ(D i ) = 0. Moreover by Lemma 3.2.(a), the sum l−1 y=0 ζ y 2 +y(mi+t)/k l has square norm equal to l. We obtain
In this case, we have h = n/k and
As h is the smallest positive integer with the property (2), we have ν 2 (h) = (ν 2 (n) + 1)/2. Note that the group-ring elements D i are well defined, as k = n/h ≡ 0 (mod 2). Moreover, the number l = h/(2k) = h 2 /(2n) is odd. Let χ be any character of Z h . Assume χ(g) = ζ t h for some t ∈ Z. We have
has square norm equal to 2l. We obtain
In this case, we have h = 2n/k and
Note that h = 4lk. Write j = 2lx + y with 0 ≤ x ≤ k − 1 and 0 ≤ y ≤ 2l − 1. We obtain
Hence
has square norm equal to 2l. We obtain 
Suppose that G is a group of order n which contains Z n/k as a normal subgroup. Then a BH(G, h) matrix exists.
Proof. Note that a BH(G, h) matrix is automatically a BH(G, h ′ ) matrix whenever h | h ′ , as a hth root of unity is a power of a h ′ root of unity. Thus, we can assume that h is the smallest positive integer with the property ( * ). Let D 0 , . . . , D k−1 be defined as in Lemma 3.1. Let x 0 , . . . , x k−1 be a full set of coset representatives of Z n/k in G. Define
x∈Z n/k a ix xx i . Any element h ∈ G has a unique expression h = xx i with x ∈ Z n/k and i ∈ {0, . . . , k − 1}. Hence the coefficient of h in D is a ix , an hth root of unity by Lemma 3.1.(a). By Result 2.2, to show that D gives a BH(G, h) matrix, it remains to verify that DD (−1) = n. We have
where the second equality follows from the fact that D i ∈ Z[ζ h ][Z n/k ] and Z n/k is a normal subgroup of G. By Lemma 3.1.(b), we have D i D (−1) j = 0 whenever i = j. Hence
Construction in Finite Local Rings
In this section, we adopt the notations and properties of finite local rings used by Leung and Ma [11] . A ring R is called a finite local ring if it contains a finite number of elements and it has a unique maximal ideal. Our goal in this section is to construct two classes of BH(R × R, h) matrices, where h is some positive integer. The following result [11, Propositions 2.3, 2.4] guarantees the existence of a finite local ring and describes its basic properties. (i) Its maximal ideal I is generated by a prime element π;
(ii) π n−1 = 0, π n = 0 and p = π m u, where u is a unit in R;
(iii) R/I is a finite field of order p d ;
From now on, we fix the local ring R with parameters I, π, d, m, n, a, b as above. We note that any nontrivial ideal of R has the form I t for some 1 ≤ t ≤ n − 1. Moreover |I t | = p d(n−t) for any 1 ≤ t ≤ n − 1. Next, we look at character groups of R and R × R.
Let τ be an additive character of R which is nontrivial on I n−1 . For each a ∈ R, define the map τ a : R → C by τ a (x) = τ (ax) for all x ∈ R. It is straightforward to check that τ a is an additive character of R. 
Construction 1
Note that each element x ∈ R \{0} can be written uniquely as x = π k u for some positive integer k ≤ n − 1 and a unit u in R. The following result [11, Section 4] partitions R × R in a way which becomes the main ingredient for our construction in this subsection.
Result 4.2. Let φ : R → R be defined by x = π k u → φ(x) = π k u −1 . Let t ≤ d be a positive integer and let {R 0 , . . . , R p t −1 } be a partition of R such that for any coset a + I n−1 of I n−1 in R and any i ∈ {0, . . . , p t − 1}, we have |R i ∩ (a + I n−1 )| = p d−t . By f i we denote the characteristic
Then {D 0 , . . . , D p t −1 } is a partition of R × R and for any character χ of R × R, we have
where the element c χ ∈ R depends only on χ. 
Then a BH(R × R, h) matrix exists.
Proof. By (9) and Result 1.1, there exists a vanishing sum of roots of unity of length p d . In fact, these p d roots of unity can be used directly in our construction for BH(R × R, h) matrices. However, we will prove this theorem under a more flexible condition as follows. Assume that 1 ≤ t ≤ d is any integer such that p t ∈ p 1 N + · · · + p r N. By Result 1.1, there exists p t hth roots of unity η 0 , . . . , η p t −1 such that
We show that these η i can be used to construct a BH(R × R, h) matrix. Let D i , 0 ≤ i ≤ p t − 1, be subsets of R × R defined as in (7) . Define
By Result 4.2, the set {D 0 , . . . , D p t −1 } is a partition of R× R. Let g ∈ R× R and assume g ∈ D i for some i ∈ {0, . . . , p t − 1}. As g does not belong to any D j with j = i, the coefficient of g in D is η i , an hth root of unity. Thus all coefficients in D are complex hth roots of unity. To show that D gives a BH(R × R, h) matrix, it remains, by Result 2.2, to show that DD (−1) = |R × R|.
Let χ 0 denote the trivial character of R × R. By (8), we have
where the last equality follows from (10) . Note that {R 0 , . . . , R p t −1 } is a partition of R and f i is the characteristic function of R i . So there exists j ∈ {0, . . . , p t − 1} such that f j (0) = 1 and f i (0) = 0 for any i = j. We obtain χ 0 (D) = p dn η j , which implies χ 0 (DD (−1) ) = p 2dn .
Let χ be any nontrivial character of R × R. By (8), we have
Similar to the previous case, there exists j ∈ {0, . . . , p t − 1} such that f j (c χ ) = 1 and f i (c χ ) = 0 for any i = j. We obtain χ(D) = p dn η j , which implies χ(DD (−1) ) = p 2dn . Therefore, we have χ(DD (−1) ) = p 2dn = |R × R| for any character χ of R × R. As R × R is an abelian group, we obtain, by Result 2.1,
Remark 4.4. The construction in Theorem 4.3 depends on the relation p d ∈ p 1 N + · · · + p r N, where p 1 < · · · < p r are all prime divisors of h. In general, there are many cases where this can happen. For example, if p d ≥ (p 1 − 1)(p 2 − 1), then we can write p d = p 1 a 1 + p 2 a 2 for some a 1 , a 2 ∈ N, see [13, Ex. 4, p.22] , which implies p d ∈ p 1 N + · · · + p r N. Specifically, consider the case h ≡ 0 (mod 6). We have p 1 = 2 and p 2 = 3 and p d ≥ (p 1 − 1)(p 2 − 1) = 2 for any prime p and positive integer d. Hence p d ∈ p 1 N + · · · + p r N and a BH(R × R, h) matrix exists.
Construction 2
For each r ∈ R and s ∈ I, define Recall that π is the generator of the maximal ideal I of R. For any x ∈ R, we can write it uniquely in the form x = π t u x , where u x is a unit in R and t ∈ {0, . . . , n}. Define ν π : R → N by x = π t u x → ν π (x) = t.
First, observe the following properties of the subgroups I r and J s of R × R. (c) Let (x, xr) be an element in I r and put t = ν π (x). Then
Let (xs, x) be an element in J s and put t = ν π (x). Then (c) Assume that (x, xr) ∈ I r is an element in I r ′ . We obtain x(r ′ − r) = 0, which implies r ′ ∈ r + I n−t , where t = ν π (x). Hence {I r ′ : (x, xr) ∈ I r ′ } = {I r ′ : r ′ ∈ r + I n−t }. The remaining claim is proved in the same way.
Let R 1 ⊂ R be a fixed set of coset representatives of I in R such that R 1 contains 0. Define R 0 = {0}. For 1 ≤ i ≤ n, define
Hence R i is a set of coset representatives of I i in R. Moreover, the set πR j , 0 ≤ j ≤ n−1, is a set of coset representatives of I j+1 in I. Note that {0} = R 0 ⊂ R 1 ⊂ R 2 ⊂ · · · ⊂ R n−1 ⊂ R n = R and |R i | = p di for any 0 ≤ i ≤ n. We are ready for the main result of this subsection.
Theorem 4.6. Let η, η r , δ u , µ s , γ v with r ∈ R, u ∈ R n−1 , s ∈ I, v ∈ πR n−2 , be complex hth roots of unity such that for any 1 ≤ i ≤ n − 1 and 0 ≤ j ≤ n − 2, we have
s∈v+I j+1
Put
Then D has coefficients as complex hth roots of unity and
As a consequence, there exists a BH(R × R, h) matrix.
Proof. First, we prove that D has all coefficients as complex hth roots of unity. Let (x, y) be any nonzero element in R × R. Comparing the values of ν π (x) and ν π (y), we consider the following two cases.
Write t = ν π (x) and y = xr for some r ∈ R. Note that 0 ≤ t ≤ n − 1, as (x, y) = (0, 0). By If t = 0, then I r is the only set which contains (x, y) and the coefficient of (x, y) in D is η r . Assume that 1 ≤ t ≤ n − 1. By equation (11) , the coefficient of (x, y) in D is
where u ∈ R n−t such that r − u ∈ I n−t .
Case 2. ν π (x) > ν π (y). Write t = ν π (y) and x = ry with some r ∈ I. Note that 0 ≤ t ≤ n − 1. By (a) and (b) of Lemma 4.5, we have (x, y) ∈ (∪ s∈I J s ) \ (∪ r∈R I r ). By Lemma 4.5.(c), we have (x, y) ∈ J s if and only if s ∈ r + I n−t . If t = 0, then J r is the unique set which contains (x, y) and the coefficient of (x, y) in D is µ r . Assume that 1 ≤ t ≤ n − 1. By equation (12) , the coefficient of (x, y) in D is
where v ∈ πR n−1−t such that r − v ∈ I n−t .
We have shown that any nonzero element (x, y) has coefficient in D as an hth root of unity. Now we consider the coefficient of (0, 0) in D. Case 3. (x, y) = (0, 0). As (0, 0) ∈ I r and (0, 0) ∈ J s for any r ∈ R, s ∈ I, its coefficient in D is r∈R η r + s∈I µ s . By (11) , we have r∈R η r = u∈R 1 r∈u+I η r = u∈R 1 δ u . By (12) , we have s∈I µ s = v∈πR 1 s∈v+I 2 µ s = v∈πR 1 γ v . By (13) , we obtain
proving that the coefficient of (0, 0) in D is an hth root of unity.
It remains to show that DD 
If τ a,b (J s ) = p dn for some s ∈ I, then τ ((as + b)x = 1) for all x ∈ R, which implies
The equation (14) has a solution r ∈ R if and only if ν π (a) ≥ ν π (b). The equation (15) has a solution s ∈ I if and only if ν π (a) < ν π (b). Thus in any case, only one of the two equations (14) or (15) has solution.
First, we assume that ν π (a) ≥ ν π (b). Write t = ν π (b), 0 ≤ t ≤ n − 1. By the proof of Claim 2, there exists an element r ∈ R such that τ a,b (I r ) = p dn . We also have 
where in the last equality, we use the property that τ a+bs is a nontrivial character of R. Similarly, for any s ∈ I, we have as + b = 0 and
Combining (16), (17) and (18), we obtain τ a,b (D) = p dn s∈r+I n−t η s . If t = 0, then τ a,b (D) = p dn η r . If 1 ≤ t ≤ n − 1, then τ a,b (D) = p dn δ u , where u ∈ R n−t such that r − u ∈ I n−t . In any case, we obtain |τ a,b (D)| 2 = p 2dn .
Lastly, the case ν π (a) < ν π (b) follows similarly from the last case as follows. Put t = ν π (a),
For any s ′ ∈ I \ (s + I n−t ), we have τ a,b (J s ′ ) = 0, and for any r ∈ R, we have τ a,b (I r ) = 0. We obtain
If t = 0, then τ a,b (D) = p dn µ s . If 1 ≤ t ≤ n − 1, then τ a,b (D) = p dn γ v , where v ∈ πR n−1−t such that v − s ∈ I n−t . In any case, we obtain |τ a,b (D)| 2 = p 2dn .
We finish the proof of Claim 3 and finish the proof of Theorem 4.6. (11), (12) and (13) . In general, there can be various choices for these roots of unity.
For example, assume that h ≡ 0 (mod 6). Note that (11), (12) and (13) are equations of vanishing sums of hth roots of unity of various lengths. By Result 1.1, a vanishing sum of hth roots of unity of length n exists if and only if n ∈ p 1 N + · · · + p r N, where p i 's are all prime divisors of h. As any integer n ≥ 2 can be written in the form 2a + 3b for some a, b ∈ N, we have n ∈ p 1 N + · · · + p r N, which implies the existence of a vanishing sum of hth roots of unity of length n. Hence there exist complex hth roots of unity η r , δ u , µ s , γ v which satisfy (11), (12) and (13).
A new family of perfect arrays
A multi-dimensional array A = (a i 1 ,...,i k ) of size n 1 × · · · × n k is called a perfect h-phase array if all its entries are complex hth roots of unity and 0≤i j ≤n j −1 ∀ j a i 1 ,...,i k a i 1 +s 1 ,...,i k +s k = 0 whenever (s 1 , . . . , s k ) = (0, . . . , 0), where the indices are taken modulo n j for 1 ≤ j ≤ k. Perfect arrays have a wide range of applications in communication and radar systems, see [3] , [7] , [8] for example.
In [6, Lemma 3.4] , the author shows the following equivalence between perfect arrays and group-invariant Butson Hadamard matrices.
Result 4.8. Let k, h, n 1 , . . . , n k be positive integers. Then a perfect h-phase array of size n 1 × · · · × n k exists if and only if a BH(Z n 1 × · · · × Z n k , h) matrix exists.
Using Result 4.8 and the construction of group-invariant Butson Hadamard matrices in [5] , the author [6] obtained the following array.
Result 4.9. Suppose that k, h, n 1 , . . . , n k are positive integers such that (h, n i ) 2 ≡ 0 (mod n i ) and (ν 2 (n i ), ν 2 (h)) = (1, 1) for any 1 ≤ i ≤ k.
Then a perfect h-phase array of size n 1 × · · · × n k exists. (i) p d ∈ p 1 N + · · · + p r N, where p 1 , . . . , p r are all prime divisors of h.
(ii) There exists complex h roots of unity η, η r , δ u , µ s , µ v with r ∈ R, u ∈ R n−1 , s ∈ I, v ∈ πR n−2 , such that for any 1 ≤ i ≤ n − 1 and 0 ≤ j ≤ n − 2, we have r∈u+I i η r = δ u for any u ∈ R i , s∈v+I j+1 µ s = γ v for any v ∈ πR j ,
Theorem 4.10. Under the same notations as before, assume that either condition (i) or (ii) is satisfied. Then there exists a perfect h-phase array of size p a+1 × · · · × p a+1 × p a × · · · × p a , where there are 2db terms p a+1 and 2d(m − b) terms p a .
We note that in the case h ≡ 0 (mod 6), both conditions (i) and (ii) are satisfied, as discussed in Remark 4.4 and Remark 4.7. We have the following corollary.
Corollary 4.11. Let a and e be nonnegative integers. Let f and h be positive integers such that h ≡ 0 (mod 6). Let p be a prime. Then there exists a perfect h-phase array of size p a+1 × · · · × p a+1 × p a × · · · × p a , where there are 2e terms p a+1 and 2f terms p a .
