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A DYNAMICAL THEORY FOR SINGULAR STOCHASTIC DELAY
DIFFERENTIAL EQUATIONS I: LINEAR EQUATIONS AND A
MULTIPLICATIVE ERGODIC THEOREM ON FIELDS OF BANACH SPACES
M. GHANI VARZANEH, S. RIEDEL, AND M. SCHEUTZOW
Abstract. We show that singular stochastic delay differential equations (SDDEs) induce cocycle
maps on a field of Banach spaces. A general Multiplicative Ergodic Theorem on fields of Banach
spaces is proved and applied to linear SDDEs. In Part II of this article, we use our results to
prove a stable manifold theorem for non-linear singular SDDEs.
Introduction
Stochastic delay differential equations (SDDEs) describe stochastic processes for which the dy-
namics do not only depend on the present state, but may depend on the whole past of the process.
In its simplest formulation, an SDDE takes the form
dyt = b(yt, yt−r) dt+ σ(yt, yt−r) dBt(ω)(0.1)
for some delay r > 0 where B is a Brownian motion, b is the drift and σ the diffusion coefficient,
both depending on the present and a delayed state of the system. In this case, we speak of a
(single) discrete time delay. SDDE appear frequently in practice. For instance, they can be used
to model cell population growth and neural control mechanisms, cf. [Buc00] and the references
therein, they are applied in financial modeling [Sto05] and for climate models [BTR07]. To be able
to solve (0.1) uniquely, an initial condition has to be given which is a path or, more generally, a
stochastic process. This means that we are led to solve an equation on an infinite dimensional
(path) space. Popular choices for spaces of initial conditions are continuous paths or L2 paths.
However, standard Ito¯ theory can be applied without too much effort to solve (0.1) for such initial
conditions, cf. [Mao08, Moh84].
To analyse the qualitative behaviour of solutions to (0.1), in particular its long-time behaviour,
it is natural to use a dynamical systems approach. Maybe the most popular concept, which was
successfully applied to stochastic differential equations (SDEs) in both finite and infinite dimensions,
was developed by L. Arnold and is called the theory of Random Dynamical Systems (RDS), cf.
[Arn98] for an exposition. Examples for which the language and theory of RDS are used include
random attractors [Sch92, CF94, CDF97], random stable and unstable manifolds [MS99, MS04]
and different concepts of stochastic bifurcation [Arn98, Chapter 9]. The crucial result on which
Arnold’s theory is built is a Multiplicative Ergodic Theorem (MET), originally proved by Oseledec
[Ose68]. This theorem has attracted much attention by different researchers and has been proven
with different techniques and increasing generality, cf. [Rag79, Rue79, Rue82, Mn83, Thi87, LL10,
GTQ15, Blu16]. Under certain conditions, the MET shows that linear and linearised Random
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Dynamical Systems possess a Lyapunov spectrum which can be seen as an analogue to the spectrum
of eigenvalues of a matrix. Studying the behaviour of the possibly complex RDS can often be reduced
to study its Lyapunov spectrum, which is a huge simplification. For a long time, it was believed
that the RDS approach can not be used to study SDDE of the form (0.1). This article claims, that
indeed, it is possible.
Let us explain why it was believed that RDS are not applicable for general SDDEs. The idea
is to show that certain equations do not generate a continuous stochastic semi-flow which is a
necessary condition for generating an RDS and to apply the MET. Recall that given a probability
space (Ω,F ,P), a continuous stochastic semi-flow on a topological space E is a measurable map
φ : {(s, t) ∈ [0,∞)2 | s ≤ t} × Ω× E → E
such that on a set of full measure Ω˜, we have φ(t, t, ω, x) = x and φ(s, u, ω, x) = φ(t, u, ω, φ(s, t, ω, x))
for every s, t, u ∈ [0,∞), s ≤ t ≤ u, every x ∈ E and every ω ∈ Ω˜ and x 7→ φ(s, t, ω, x) is assumed to
be continuous for every choice of s, t ∈ [0,∞), s ≤ t, and every ω ∈ Ω˜. Consider the linear equation
dyt = yt−1 dBt(ω); t ≥ 0
yt = ξt; t ∈ [−1, 0](0.2)
interpreted as an Ito¯ integral equation. It is clear that the solution on the time interval [0, 1] should
be given by
yt = ξ0 +
∫ t
0
ξs−1 dBs(ω)
whenever the stochastic integral makes sense. However, Mohammed proved in [Moh86] that there
is no modification of the process y which depends continuously on ξ in the supremum norm. This
rules out the choice of E = C([−1, 0],R) on which a possible semi-flow φ induced by (0.2) could
be defined. At this stage, one might still hope that another choice of E could be a possible state
space for our semi-flow. However, we will prove now that there is in fact no such choice. Inspired
by [LCL07, Section 1.5.1], we make the following definition:
Definition 0.1. Let E be a Banach space of functions mapping from [−1, 0] to R. We say that E
carries the Wiener measure if the functions t 7→ sin[(n− 1/2)πt] are contained in E for every n ≥ 1
and if the series
∞∑
n=1
Zn(ω)
sin[(n− 1/2)πt]
(n− 1/2)π , t ∈ [−1, 0]
converges in E almost surely for every sequence (Zn) of independent, N (0, 1)-distributed random
variables.
Note that carrying the Wiener measure is indeed a minimum requirement for the state space E of
a possible semi-flow induced by (0.2), otherwise we would not even be able to choose constant paths
as initial conditions. However, this assumption already rules out the possibility of the existence of
a continuous semi-flow, as the following theorem shows.
Theorem 0.2. There is no space E carrying the Wiener measure for which the equation (0.2)
induces a continuous mapping I : E → R, I(ξ) = y1, on a set of full measure, which extends the
pathwise defined mapping for smooth initial conditions.
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Proof. Let (Zn) be a sequence of independent standard normal random variables. Set
BNt (ω) =
N∑
n=1
Zn(ω)
sin[(n− 1/2)πt]
(n− 1/2)π .
Then BN → B as N →∞ in α-Ho¨lder norm, α < 1/2, on a set of full measure Ω1, cf. (0.4) where
we recall the definition of the Ho¨lder norm and [Bog98, 3.5.1. Theorem] for a general result about
Gaussian sequences from which the convergence above follows. Assume that E carries the Wiener
measure. Then there is a set of full measure Ω2 such that the limit
∞∑
n=1
Z˜n(ω)
sin[(n− 1/2)πt]
(n− 1/2)π =: limN→∞ B˜
N
t (ω) =: B˜t(ω)
exists in E for every ω ∈ Ω2 where Z˜n := (−1)nZn. The theory of Young integration [You36]
implies that ∫ 1
0
B˜Nt (ω) dB
M
t (ω)→
∫ 1
0
B˜Nt (ω) dBt(ω)
as M →∞ for every ω ∈ Ω1 ∩Ω2. Noting that Z˜n sin[(n− 1/2)πt] = Zn cos[(n− 1/2)π(1 + t)], we
obtain that ∫ 1
0
B˜Nt (ω) dB
M
t (ω) =
N∑
n=1
Z2n(ω)
(n− 1/2)π
for all M ≥ N . Therefore, ∫ 1
0
B˜Nt (ω) dBt(ω) =
N∑
n=1
Z2n(ω)
(n− 1/2)π →∞
as N → ∞ on a set of full measure Ω3 ⊂ Ω1 ∩ Ω2. Now we can argue by contradiction. Assume
that there is a set of full measure Ω4 such that for every ω ∈ Ω4, the map
E ∋ ξ 7→ ξ0 +
∫ 1
0
ξt−1 dBt(ω)
is continuous. Since Ω3 ∩Ω4 has full measure, the set is nonempty and we can choose ω ∈ Ω3 ∩Ω4.
Set ξn := B˜
n(ω) and ξ := B˜(ω). Then we have ξn → ξ in E as n→∞, but
∫ 1
0
ξnt−1 dBt(ω) diverges
as n→∞ which leads to a contradiction.

This theorem shows that there is no reasonable space of functions on which the SDDE (0.2)
induces a continuous semi-flow, and using RDS to study such equations seems indeed hopeless. Let
us however mention here that only a delay in the diffusion part causes the trouble, a delay in a
possible drift part would be harmless. For this reason, we will discard the drift in our article and
study equations of the form (0.1) with b = 0 only. We also remark that studying delay equations
where the diffusion coefficient may depend on a whole path segment of the solution, so-called
continuous delay, can lead to easier equations since in that case, the diffusion coefficient might have
a smoothing effect. Such equations are called regular stochastic delay differential equations, and
they can indeed be studied using RDS, cf. [MS96] and [MS97]. The equation (0.2) is an example
of singular stochastic delay differential equation.
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Let us now explain the idea of the present article. We have seen that there is no space of paths
E on which E ∋ ξ 7→ ∫ 1
0
ξs dBs(ω) is a continuous map on a set of full measure. However, in rough
path theory, one knows that there is a family of Banach spaces {Eω}ω∈Ω and a set of full measure
Ω˜ such that the maps
Eω ∋ ξ 7→
∫ 1
0
ξs dBs(ω)
are continuous for every ω ∈ Ω˜ where the integral has to be interpreted as a rough paths integral.
Indeed, the spaces Eω are nothing but the usual spaces of controlled paths introduced by Gubinelli
in [Gub04] for which we will recall the definition below. Therefore, we can hope to establish a semi-
flow property for solutions to (0.2) (and even more general equations) if we allow the state spaces
to be random and by interpreting the equation as a delay differential equation driven by a random
rough path. Fortunately, Neuenkirch, Nourdin and Tindel already studied delay equations driven
by rough paths in [NNT08], and we can build on their results. Having established such a semi-
flow property, the corresponding RDS will involve random spaces as well. This seems hopelessly
complicated and maybe unnatural at first sight, but we argue that it is not. It turns out that the
structure of such RDS is similar to that which appears when studying the linearisation of an RDS
which is induced by an SDE defined on a Riemannian manifold, cf. [Arn98, Chapter 4]. These
RDS act on measurable bundles and are therefore called bundle RDS, cf. [Arn98, Section 1.9]. In
a sense, we will see that SDDE induce bundle RDS with the fibres being (infinite dimensional!)
spaces of controlled paths. However, it turns out that defining a bundle structure is not necessary
since we are only interested in the fibres. Therefore, instead of studying RDS defined on an infinite
dimensional bundle, we will study RDS which are defined on measurable fields of Banach spaces.
After having defined such a structure, the crucial point to ask is whether an MET holds on it.
Fortunately, this is indeed the case, and we provide a full proof of such a theorem in the present
work. With the MET at hand, we can indeed deduce the existence of a Lyapunov spectrum for
linear SDDE. Our main result, which is a combination of Theorem 5.1 and Corollary 5.2 to be
found in Section 5, can loosely be formulated as follows:
Theorem 0.3. Linear stochastic delay differential equations of the form
dyt = σ(yt, yt−r) dBt(ω)(0.3)
induce linear RDS on measurable fields of Banach spaces given by the spaces of controlled paths
defined by B(ω). Furthermore, an MET applies and provides the existence of a Lyapunov spectrum
for the linear RDS.
In Part II of our paper, we will show that also non-linear equations linearized around equilibrium
points induce linear RDS, and prove a stable manifold theorem for such equations.
Let us finally remark that stochastic differential equations on infinite dimensional spaces fre-
quently lack the semi-flow property. For instance, this is often the case for stochastic partial
differential equations (SPDEs), too, cf. e.g. [Fla95] and the references therein. We believe that
the approach we present here can be applied also in the context of SPDEs to provide a dynamical
systems approach to equations for which the semi-flow property is known not to hold.
The article is structured as follows. In Section 1, we introduce the techniques to study delay
equations driven by rough paths and prove some basic properties. The content of Section 2 is
to show that the Brownian motion can drive rough delay equations and to prove a Wong-Zakai
theorem, also in the non-linear case, which might be of independent interest. In Section 3, we
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establish the connection to Arnold’s theory and define RDS on measurable fields of Banach spaces.
Section 4 provides the formulation and the proof of an MET on a field of Banach spaces. The main
results of the present paper and a discussion of them are contained in Section 5. Finally, we come
back to the example (0.2) and discuss it in more detail in Section 6.
Preliminaries and notation. In this section we collect some notations which will be used through-
out the paper.
• If not stated differently, U , V , W and W¯ will always denote finite-dimensional, normed
vector spaces over the real numbers, with norm denoted by | · |. By L(U,W ) we mean the
set of linear and continuous functions from U to W equipped with usual operator norm.
• Let I be an interval in R. A map m : I → U will also be called a path. For a path m, we
denote its increment by ms,t = mt −ms where by mt we mean m(t). We set
‖m‖∞;I := sup
s∈I
|ms|
and define the γ-Ho¨lder seminorm, γ ∈ (0, 1], by
‖m‖γ;I := sup
s,t∈I;s6=t
|ms,t|
|t− s|γ .
For a general 2-parameter function m# : I × I → U , the same notation is used. We will
sometimes omit I as subindex if the domain is clear from the context. The space C0(I, U)
consists of all continuous paths m : I → U equipped with the uniform norm, Cγ(I, U)
denotes the space of all γ-Ho¨lder continuous functions equipped with the norm
‖ · ‖Cγ ;I := ‖ · ‖∞;I + ‖ · ‖γ;I .(0.4)
C∞(I, U) is the space of all arbitrarily often differentiable functions. If 0 ∈ I, using 0 as
subindex such as for Cγ0 (I, U) denotes the subspace of functions for which x0 = 0. An upper
index such as C0,γ(I, U) means taking the closure of smooth functions in the corresponding
norms.
Next, we introduce some basic objects from rough paths theory needed in this article. We refer
the reader to [FH14] for a general overview.
• Let X : R → U be a locally γ-Ho¨lder path, γ ∈ (0, 1]. A Le´vy area for X is a continuous
function
X : R× R→ U ⊗ U
for which the algebraic identity
Xs,t = Xs,u + Xu,t +Xs,u ⊗Xu,t
is true for every s, u, t ∈ R and for which ‖X‖2γ;I < ∞ holds on every compact interval
I ⊂ R. If γ ∈ (1/3, 1/2] and X admits Le´vy area X, we call X = (X,X) a γ-rough path. If
X and Y are γ-rough paths, one defines
̺γ;I(X,Y) := sup
s,t∈I;s6=t
|Xs,t − Ys,t|
|t− s|γ + sups,t∈I;s6=t
|Xs,t − Ys,t|
|t− s|2γ .
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• Let I = [a, b] be a compact interval. A path m : I → W¯ is a controlled path based on X on
the interval I if there exists a γ-Ho¨lder path m′ : I → L(U, W¯ ) such that
ms,t = m
′
sXs,t +m
#
s,t
for all s, t ∈ I where m# : I × I → W¯ satisfies ‖m#‖2γ;I < ∞. The path m′ is called a
Gubinelli derivative of m. We use DγX(I, W¯ ) to denote the space of controlled paths based
on X on the interval I. It can be shown that this space is a Banach space with norm
‖m‖Dγ
X
:= ‖(m,m′)‖Dγ
X
:= |ma|+ |m′a|+ ‖m′‖γ;I + ‖m#‖2γ;I.
If X and X˜ are γ-Ho¨lder paths, (m,m′) ∈ DγX(I, W¯ ) and (m˜, m˜′) ∈ DγX˜(I, W¯ ), we set
d2γ;I((m,m
′), (m˜, m˜′)) := ‖m′ − m˜′‖γ;I + ‖m# − m˜#‖2γ;I .
If W¯ = R, we will also use the noation DγX(I) instead of D
γ
X(I,R).
We finally recall the definition of a random dynamical system introduced by L. Arnold [Arn98].
• Let (Ω,F) and (X,B) be measurable spaces. Let T be either R or Z, equipped with a
σ-algebra I given by the Borel σ-algebra B(R) in the case of T = R and by P(Z) in the case
of T = Z. A family θ = (θt)t∈T of maps from Ω to itself is called a measurable dynamical
system if
(i) (ω, t) 7→ θtω is F ⊗ I/F -measurable,
(ii) θ0 = Id,
(iii) θs+t = θs ◦ θt, for all s, t ∈ T.
If T = Z, we will also use the notation θ := θ1, θ
n := θn and θ
−n := θ−n for n ≥ 1. If P is
furthermore a probability on (Ω,F) that is invariant under any of the elements of θ,
P ◦ θ−1t = P
for every t ∈ T, we call the tuple (Ω,F ,P, θ) a measurable metric dynamical system. The
system is called ergodic if every θ-invariant set has probability 0 or 1.
• Let T+ := {t ∈ T : t ≥ 0}, equipped with the trace σ-algebra. An (ergodic) measurable
random dynamical system on (X,B) is an (ergodic) measurable metric dynamical system(
Ω,F ,P, θ) with a measurable map
ϕ : T+ × Ω×X → X
that enjoys the cocycle property, i.e. ϕ(0, ω, ·) = IdX , for all ω ∈ Ω, and
ϕ(t+ s, ω, ·) = ϕ(t, θsω, ·) ◦ ϕ(s, ω, ·)
for all s, t ∈ T+ and ω ∈ Ω. The map ϕ is called cocycle. If X is a topological space with
B being the Borel σ-algebra and the map ϕ·(ω, ·) : T+ × X → X is continuous for every
ω ∈ Ω, it is called a continuous (ergodic) random dynamical system. In general, we say
that ϕ has property P if and only if ϕ(t, ω, ·) : X → X has property P for every t ∈ T+ and
ω ∈ Ω whenever the latter statement makes sense.
1. Basic properties of rough delay equations
In this section, we show how to solve rough delay differential equations and present some basic
properties of the solution.
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1.1. Basic objects, existence, uniqueness and stability. This section basically summarizes
the concepts and results from [NNT08]. We start by introducing “delayed” versions of rough paths
and controlled paths. Note that, as already mentioned in the introduction, we restrict ourselves
to the case of one time delay only. We refer to [NNT08] for corresponding definitions for a finite
number of delays.
Definition 1.1. Let X : R→ U be a locally γ-Ho¨lder path and r > 0. A delayed Le´vy area for X
is a continuous function
X(−r) : R× R→ U ⊗ U
for which the algebraic identity
Xs,t(−r) = Xs,u(−r) + Xu,t(−r) +Xs−r,u−r ⊗Xu,t
is true for every s, u, t ∈ R and for which ‖X(−r)‖2γ;I <∞ holds on every compact interval I ⊂ R. If
γ ∈ (1/3, 1/2] and X admits Le´vy- and delayed Le´vy area X and X(−r), we call X = (X,X,X(−r))
a delayed γ-rough path with delay r > 0. If X and Y are delayed γ-rough paths, we set
̺γ;I(X,Y) := sup
s,t∈I;s6=t
|Xs,t − Ys,t|
|t− s|γ + sups,t∈I;s6=t
|Xs,t − Ys,t|
|t− s|2γ + sups,t∈I;s6=t
|X(−r)s,t − Y(−r)s,t|
|t− s|2γ .
Remark 1.2. For X as in the former definition, set
Z := (X,X·−r) ∈ U ⊕ U.
If X admits a Le´vy- and delayed Le´vy area, also Z admits a Le´vy area Z given by
Z =
(
X X¯(−r)
X(−r) X·−r,·−r
)
where X¯ij(−r) := X is,tXjs−r,t−r−Xjis,t(−r). Conversely, if Z admits a Le´vy area, the path X admits
both Le´vy- and delayed Le´vy area. The delayed Le´vy area can therefore be understood as the usual
Le´vy area of a path enriched with its delayed path.
Next, we recall what is a delayed controlled path.
Definition 1.3. Let I = [a, b] be a compact interval. A path m : I → W¯ is a delayed controlled
path based on X on the interval I if there exist γ-Ho¨lder paths ζ0, ζ1 : I → L(U, W¯ ) such that
ms,t = ζ
0
sXs,t + ζ
1
sXs−r,t−r +m
#
s,t(1.1)
for all s, t ∈ I where m# : I×I → W¯ satisfies ‖m#‖2γ;I <∞. The path (ζ0, ζ1) will again be called
Gubinelli derivative of m. We use DγX(I, W¯ ) to denote the space of delayed controlled paths based
on X on the interval I. A norm on this space can be defined by
‖m‖Dγ
X
:= ‖(m, ζ0, ζ1)‖Dγ
X
:= |ma|+ |ζ0a |+ |ζ1a |+ ‖ζ0‖γ;I + ‖ζ1‖γ;I + ‖m#‖2γ;I .(1.2)
Remark 1.4. Note that any controlled path is also a delayed controlled path (by the choice ζ1 = 0),
but the converse might not be true. However, considering again the enhanced path
Z = (X,X·−r) ∈ U ⊕ U,
the identity (1.1) shows that m is a usual W¯ -valued controlled path based on Z with Gubinelli
derivative ζ¯ : I → L(U ⊕ U, W¯ ) given by ζ¯t(v, w) := ζ0t v + ζ1t w.
With these objects, we can define an integral as follows.
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Theorem 1.5. Let X =
(
X,X,X(−r)) be a delayed γ-rough path and m an L(U,W )-valued delayed
controlled path based on X with decomposition as in (1.1) on the interval [a, b]. Then the limit∫ b
a
ms dXs := lim
|Π|→0
∑
tj∈Π
mtjXtj,tj+1 + ζ
0
tj
Xtj ,tj+1 + ζ
1
tj
Xtj ,tj+1(−r)(1.3)
exists where Π denotes a partition of [a, b]. Moreover, there is a constant C depending on γ and
(b− a) only such that for all s < t ∈ [a, b], the estimate∣∣∣∣
∫ t
s
mu dXu −msXs,t − ζ0sXs,t − ζ1sXs,t(−r)
∣∣∣∣
≤ C (‖m#‖2γ‖X‖γ + ‖ζ0‖γ‖X‖2γ + ‖ζ1‖γ‖X(−r)‖2γ) |t− s|3γ
holds. In particular,
t 7→
∫ t
s
mu dXu
is controlled by X with Gubinelli derivative m.
Proof. This is just an application of the Sewing lemma, cf. e.g. [FH14, Lemma 4.2], applied to
Ξs,t = msXs,t + ζ
0
sXs,t + ζ
1
sXs,t(−r).

Example 1.6. Let U = W = R and X =
(
X,X,X(−1)) be a delayed γ-rough path. We aim to
solve the equation
dyt = yt−1 dXt; t ≥ 0
yt = ξt; t ∈ [−1, 0].(1.4)
If ξ ∈ DγX([−1, 0]), the path [0, 1] ∋ t 7→ ξt−1 is a delayed controlled path, thus the integral
[0, 1] ∋ t 7→
∫ t
0
ξs−1 dXs
exists. Therefore, the path
yt :=
{
ξt if t ∈ [−1, 0]∫ t
0 ξs−1 dXs + ξ0 if t ∈ [0, 1]
is the unique continuous solution to (1.4) on [−1, 1]. Since the integral is again an element in
D
γ
X([0, 1]), we can iterate the procedure to solve (1.4) on the whole positive real line.
We will need the following class of vector fields:
Definition 1.7. By C3b (W
2, L(U,W )), we denote the space of bounded functions σ : W ⊕W →
L(U,W ) possessing 3 bounded derivatives.
We can now state the first existence and uniqueness result for rough delay equations.
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Theorem 1.8 (Neuenkirch, Nourdin, Tindel). For r > 0, let X be a delayed γ-rough path for
γ ∈ (1/3, 1/2], σ ∈ C3b (W 2, L(U,W )) and (ξ, ξ′) ∈ DβX([−r, 0],W ) for some β ∈ (1/3, γ). Then the
equation
yt = ξ0 +
∫ t
0
σ(ys, ys−r) dXs; t ∈ [0, r]
yt = ξt; t ∈ [−r, 0]
(1.5)
has a unique solution (y, y′) ∈ DβX([0, T ],W ) with Gubinelli derivative given by y′t = σ(yt, yt−r).
Proof. The theorem was proved in [NNT08, Theorem 4.2], we quickly sketch the idea here: First,
it can be shown that for an element ζ ∈ DβX([0, r],W ), the path σ(ζ·, ξ·−r) is a delayed controlled
path. Therefore, one can consider the map
ζ 7→ ξ0 +
∫ ·
0
σ(ζu, ξu−r) dXu
and prove that it has a fixed point in the space DβX([0, r],W ) to obtain a solution on [0, r]. The
claimed Gubinelli derivative can be deduced using the estimate provided in Theorem 1.5. 
We proceed with a theorem which shows that the solution map induced by (1.5) is continuous.
Unfortunately, the corresponding result stated in [NNT08, Theorem 4.2] is not correct, therefore we
can not cite it directly. We will first formulate the correct statement and then discuss the difference
compared to [NNT08, Theorem 4.2].
Theorem 1.9. Let X and X˜ be a delayed γ-rough paths with γ ∈ (1/3, 1/2], σ ∈ C3b (W 2, L(U,W ))
and choose (ξ, ξ′) ∈ DβX([−r, 0],W ) and (ξ˜, ξ˜′) ∈ DβX˜([−r, 0],W ) for some β ∈ (1/3, γ). Consider
the solutions (y, y′) and (y˜, y˜′) to
dyt = σ(yt, yt−r) dX; t ∈ [0, r]
yt = ξt; t ∈ [−r, 0]
resp.
dy˜t = σ(y˜t, y˜t−r) dX˜; t ∈ [0, r]
y˜t = ξ˜t; t ∈ [−r, 0].
Then
d2β;[0,r]((y, y
′), (y˜, y˜′))
≤ C
(
|ξ−r − ξ˜−r|+ |ξ′−r − ξ˜′−r|+ d2β;[−r,0]((ξ, ξ′), (ξ˜, ξ˜′)) + ̺γ;[0,r](X, X˜)
)(1.6)
holds for some constant C > 0 depending on r, γ, β and M , where M is chosen such that
M ≥‖ξ‖
D
β
X
+ ‖ξ˜‖
D
β
X˜
+ ‖X‖γ + ‖X‖2γ + ‖X(−r)‖2γ
+ ‖X˜‖γ + ‖X˜‖2γ + ‖X˜(−r)‖2γ .
Remark 1.10. In [NNT08, Theorem 4.2], the authors state that the estimate
‖y − y˜‖β;[0,r] ≤ C(|ξ−r − ξ˜−r|+ ‖ξ − ξ˜‖β;[−r,0] + ργ(X, X˜))(1.7)
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holds for the usual Ho¨lder norm. However, this estimate can not be true in general. To see this,
assume X1 = X2 =: X and consider the equation in Example 1.6. If (1.7) was true, the map
ξ 7→
∫
ξ dX
would be continuous in the β-Ho¨lder norm, which is clearly not the case for a genuine rough path
X.
The proof of Theorem 1.9 is a bit lengthy, but mostly straightforward. We sketch it in the
appendix, cf. page 43.
1.2. Linear equations. In this section, we consider the case where σ is linear, i.e. σ ∈ L(W 2, L(U,W )).
Note that in this case, there are σ1, σ2 ∈ L
(
W,L(U,W )
)
such that σ(y1, y2) = σ1(y1) + σ2(y2) for
all y1, y2 ∈ W . Since linear vector fields are unbounded, we cannot directly apply Theorem 1.8.
However, we can prove an a priori bound for any solution of the equation and then deduce existence,
uniqueness and stability for linear equations from Theorem 1.8 and 1.9 by truncating the vector
field σ.
Theorem 1.11. LetX be a delayed γ-rough path over X with γ ∈ (1/3, 1/2] and σ ∈ L(W 2, L(U,W )).
Then any solution y : [0, r]→W of
dyt = σ(yt, yt−r) dX; t ∈ [0, r]
yt = ξt; t ∈ [−r, 0](1.8)
satisfies, for (y, y′) = (y, σ(y, ξ·−r)), the bound
‖y‖
D
β
X([0,r],W )
6
C
(
1 + rγ−β‖X‖γ;[0,r]
)‖ξ‖
D
β
X
([−r,0],W ) exp
{
C(‖X‖γ;[0,r] + ‖X‖2γ;[0,r] + ‖X(−r)‖2γ;[0,r])
1
γ−β
}(1.9)
where C depends on r, ‖σ‖, γ and β.
Proof. For s, t ∈ [0, r], we have
ys,t = y
′
sXs,t + y
#
s,t
where
y′s = σ(ys, ξs−r)(1.10)
and
y#s,t =
∫ t
s
σ(yu, yu−r) dXu − σ(ys, ξs−r)Xs,t
= ρ˜s,t + σ1y
′
sXs,t + σ2ξ
′
s−rXs,t(−r)
with ρ˜ given by
ρ˜s,t =
∫ t
s
σ(yu, yu−r) dXu − σ(ys, ξs−r)Xs,t − σ1y′sXs,t − σ2ξ′s−rXs,t(−r).
Note that u 7→ σ(yu, ξu−r) is a delayed controlled path with Gubinelli derivative u 7→ (σ1y′u, σ2ξ′u−r).
Therefore, we can use the estimate provided in Theorem 1.5 to see that for a constantM =M(β, r)
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and I = [a, b] ⊂ [0, r] :
‖y#‖2β;I 6 ‖σ‖
(‖y′‖∞;I‖X‖2γ;I + ‖ξ′‖∞;[−r,0]‖X(−r)‖2γ;I)(b − a)2γ−2β
+M‖σ‖(‖y#‖2β;I‖X‖γ;I + ‖ξ#‖2β;[−r,0]‖X‖γ;I)(b− a)γ
+M‖σ‖(‖y′‖β;I‖X‖2γ;I + ‖ξ′‖β;[−r,0]‖X(−r)‖2γ;I)(b− a)2γ−β
(1.11)
and by relation (1.10) :
‖y‖β;I 6 ‖σ‖
(‖y‖∞,I + ‖ξ‖∞,[−r,0])‖X‖γ;I(b− a)γ−β + ‖y#‖2β;I(b− a)β and
‖y′‖β;I 6 ‖σ‖
(‖y‖β;I + ‖ξ‖β;[−r,0]).
Now assume that b− a = θ < 1 ∧ r for a given θ and set
A := 1 + ‖X‖γ;[0,r]+ ‖X‖2γ;[0,r] + ‖X(−r)‖2γ;[0,r].
Our former estimates imply that there are constants M˜, N˜ depending on ‖σ‖ such that
‖y‖β;I + ‖y‖∞;I + ‖y′‖β;I + ‖y#‖2β;I + ‖y′‖∞;I 6
M˜Aθγ−β
(‖y‖β;I + ‖y‖∞;I + ‖y′‖β;I + ‖y#‖2β;I + ‖y′‖∞;I)+(1.12)
N˜A
(‖ξ‖β;[−r,0] + ‖ξ‖∞;[−r,0] + ‖ξ′‖∞;[−r,0] + ‖ξ#‖2β;[−r,0])+ (1 + ‖σ‖)‖y‖∞;I .
Choose θ small enough such that
M˜Aθγ−β 6
1
4
and θβ(1 + ‖σ‖) 6 1
4
.(1.13)
For n > 1 and nθ 6 r, set In := [(n− 1)θ, nθ] and
Bn = ‖y‖β;In + ‖y‖∞;In + ‖y′‖β;In + ‖y#‖2β;In + ‖y′‖∞;In
B0 = ‖ξ‖β;[−r,0] + ‖ξ‖∞;[−r,0] + ‖ξ′‖∞;[−r,0] + ‖ξ#‖2β;[−r,0].
Note that ‖y‖∞;In 6 Bn−1 + θβBn. By (1.12) and (1.13),
Bn 6 2N˜AB0 + 2
(
1 + ‖σ‖)Bn−1.
Set C = 2N˜A and C˜ = 2
(
1 + ‖σ‖). By a simple induction argument, it is not hard to verify that
for k ≤ n,
Bn 6 C(1 + C˜ + C˜
2 + ...+ C˜k−1)B0 + C˜
kBn−k
which implies
Bn 6 C˜
n(1 + C)B0
for k = n. Note that since y#s,t = y
#
s,u + y
#
u,t + y
′
s,uXu,t,
‖y#‖2β;[0,r] 6
∑
16n6m
‖y#‖2β;In + rγ−β‖X‖γ;[0,r]
∑
16n6m
‖y′‖β;In(1.14)
Now set m = [ r
θ
] + 1. By (1.14) and subadditivity of the Ho¨lder norm,
‖y‖β;[0,r] + ‖y‖∞;[0,r] + ‖y′‖β;[0,r] + ‖y#‖2β;[0,r] + ‖y′‖∞;[0,r]
6
(
1 + rγ−β‖X‖γ;[0,r]
) ∑
16n6m
Bn 6
(
1 + rγ−β‖X‖γ;[0,r]
)
C˜m+1(1 + C)B0.
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Note that an appropriate choice for θ is
θ =
1(
4M˜A
) 1
γ−β +
(
4(1 + ‖σ‖)) 1β + 1 + 1
r
(1.15)
which implies the claimed bound. 
From Theorem 1.11, it follows that in the case of linear vector fields σ, the solution map induced
by (1.8) is a bounded linear map. We now prove that it is even compact.
Proposition 1.12. Under the same assumptions as in Theorem 1.11, the solution map induced by
(1.8) is a compact linear map for every 1/3 < β < γ.
Proof. Fix β < γ. Let {ξ(n)}n>1 be a bounded sequence in DβX([−r, 0],W ), i.e.
ξ(n)u,v = (ξ
(n))′uXu,v + (ξ
(n))#u,v
with uniformly bounded β-Ho¨lder norm of ξ(n) and (ξ(n))′ and uniformly bounded 2β-Ho¨lder norm
of (ξ(n))#. From the Arzela`-Ascoli theorem, there are continuous functions ξ and ξ′ such that
(ξ(n), (ξ(n))′)→ (ξ, ξ′)
uniformly along a subsequence, which we will henceforth denote by (ξ(n), (ξ(n))′)n itself. It follows
that (ξ(n), (ξ(n))′)→ (ξ, ξ′) in δ-Ho¨lder norm for every δ < β. Define ξ#u,v := ξu,v− ξ′uXu,v. Clearly,
(ξ(n))# → ξ# uniformly, and since
|ξ#u,v| ≤ sup
n
‖(ξ(n))#‖2β;[−r,0]|v − u|2β
for every −r ≤ u ≤ v ≤ 0, it follows that (ξ(n))# → ξ# in 2δ-Ho¨lder norm for every δ < β. This
implies that (ξ(n), (ξ(n))′) → (ξ, ξ′) in the space DδX([−r, 0],W ) for every δ < β. Let (yn, (yn)′)
denotes the solutions to (1.8) for the initial conditions (ξn, (ξn)′). Fix some 1/3 < δ < β. From
continuity, the solutions (yn, (yn)′) converge in the space DδX([0, r],W ), too. Choose β < β
′ < γ.
Using a similar estimate as (1.11) in Theorem 1.11 where we apply the estimate in Theorem 1.5 for
δ shows that we can bound ‖(yn, (yn)′)‖
D
β′
X
([0,r],W )
uniformly over n where the bound depends, in
particular, on supn ‖(yn, (yn)′)‖DδX([0,r],W ). This implies convergence also in the space D
β
X([0, r],W )
and therefore proves compactness. 
1.3. A semi-flow property. In this section, we discuss the flow property induced by a rough
delay equation. Recall that a flow on some set M is a mapping
φ : [0,∞)× [0,∞)×M →M
such that φ(t, t, ξ) = ξ and
φ(s, t, ξ) = φ(u, t, φ(s, u, ξ))(1.16)
hold for every ξ ∈ M and s, t, u ∈ [0,∞). Our prime example of a flow is a differential equation
in which case ξ ∈M denotes an initial condition at time point s and φ(s, t, ξ) denotes the solution
at time t. In the setting of a delay equation, we can only expect to solve the equation forward in
time, i.e. φ(s, t, ξ) will only be defined for s ≤ t. If (1.16) is assumed to hold only for s ≤ u ≤ t, we
will speak of a semi-flow. In case of a rough delay equation, we will give up the idea of choosing a
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common set of admissible initial conditions M which will work for all time instances. Instead, our
semi-flow will actually consist of a family of maps
φ(s, t, ·) : Ms →Mt
where (Mt)t≥0 are sets (later: spaces) indexed by time. Note that the semi-flow property (1.16)
still makes perfect sense in this setting, and this is what we are going to prove. Note also that the
phenomenon of time-varying spaces is already visible in Example 1.6: admissible initial conditions
are controlled paths defined on intervals depending on the time when we start to solve the equation.
Theorem 1.13. LetX be a delayed γ-rough path over X with γ ∈ (1/3, 1/2] and σ ∈ C3b (W 2, L(U,W )).
Consider the equation
dyt = σ(yt, yt−r) dX; t ∈ [s,∞)
yt = ξt; t ∈ [s− r, s](1.17)
for s ∈ R. Let β ∈ (1/3, γ). If ξ ∈ DβX([s − r, s],W ), the equation (1.17) has a unique solution
y : [s,∞)→W and for t ≥ s, we denote by φ(s, t, ξ) the solution path segment
φ(s, t, ξ) = (yu)t−r≤u≤t.
If r 6 t − s, we have that φ(s, t, ξ) ∈ DβX([t − r, t],W ) with Gubinelli derivative φ′(s, t, ξ) =
(σ(yu, yu−r))t−r≤u≤t and
φ(s, t, ·) : DβX([s− r, s],W )→ DβX([t− r, t],W )(1.18)
ξ 7→ φ(s, t, ξ)
is a continuous map. In case that ξ′s = σ
(
ξs, ξs−r
)
, we have φ(s, t, ξ) ∈ DβX([−r + t, t],W ) for all
s ≤ t with Gubinelli derivative given by
φ(s, t, ξ)(u) =
{
ξ′u for t− r ≤ u ≤ s
σ(yu, yu−r) for s ≤ u ≤ t
for r > t− s. For s ≤ u ≤ t and r 6 u− s, we have the semi-flow property
φ(s, s, ·) = IdDp
X
([−r+s,s],W ) and
φ(u, t, ·) ◦ φ(s, u, ξ) = φ(s, t, ξ).(1.19)
Again, if ξ′s = σ
(
ξs, ξ−r+s
)
, (1.19) is true for all s ≤ u ≤ t.
Proof. As in Theorem 1.8, we can first solve (1.17) on the time interval [s, s + r]. This can now
be iterated to obtain a solution on [s,∞). The claimed Gubinelli derivatives on every interval
[s + kr, s + (k + 1)r], k ∈ N0, are a consequence of Theorem 1.5. Since the derivatives agree on
the boundary points of the intervals, we can “glue them together” to obtain a controlled path on
arbitrary intervals [u, v] ⊂ [s,∞). If the assumption ξ′s = σ
(
ξs, ξs−r
)
holds, this can even be done
for every interval [u, v] ⊂ [s− r,∞). Continuity of the map (1.18) is a consequence of Theorem 1.9.
The semi-flow property (1.19) is a consequence of existence and uniqueness of solutions: Let ys,ξτ
be the solution of (1.17) for τ ≥ s− r where ys,ξτ = ξτ for s− r 6 τ 6 s. Let s ≤ u ≤ t and assume
either r 6 u − s or ξ′s = σ
(
ξs, ξs−r
)
. For τ < u, it is not hard to verify that ys,ξτ = y
u,φ(s,u,ξ)
τ . If
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u 6 τ by definition:
ys,ξτ = ξs +
∫ τ
s
σ(ys,ξz , y
s,ξ
z−r)dXz = y
s,ξ
u +
∫ τ
u
σ(ys,ξz , y
s,ξ
z−r)dXz and
yu,φ(s,u,ξ)τ = y
s,ξ
u +
∫ τ
u
σ(yu,φ(s,u,ξ)z , y
u,φ(s,u,ξ)
z−r )dXz .
Given the uniqueness of the solution, ys,ξτ = y
u,φ(s,u,ξ)
τ which indeed implies (1.19). 
2. Existence of delayed Le´vy areas for the Brownian motion and a Wong-Zakai
theorem
In order to apply the results from Section 1 to stochastic delay differential equations, we need
to make sure that the Brownian motion can be ”lifted” to a process taking values in the space of
delayed rough paths. In this section, B = (B1, . . . , Bd) : R → Rd will always denote an Rd-valued
two-sided Brownian motion defined on a probability space (Ω,F ,P) adapted to some two-parameter
filtration (F ts)s≤t, i.e. (Bt+s − Bs)t≥0 is a usual (F t+ss )t≥0-Brownian motion for every s ∈ R and
B0 = 0 almost surely (cf. [Arn98, Section 2.3.2] for a more detailed discussion about two-sided
stochastic processes).
Definition 2.1. For r > 0, set
BIto¯s,t :=
(
Bs,t,B
Ito¯
s,t ,B
Ito¯
s,t (−r)
)
:=
(
Bt −Bs,
∫ t
s
(Bu −Bs) ⊗ dBu,
∫ t
s
(Bu−r −Bs−r) ⊗ dBu
)
for s ≤ t ∈ R where the stochastic integrals are understood in Ito¯-sense. We furthermore define
BStrats,t :=
(
Bs,t,B
Ito¯
s,t +
1
2
(t− s)Id,BIto¯s,t (−r)
)
where Id denotes the identity matrix in R
d.
Proposition 2.2. Both processes BIto¯ and BStrat have modifications, henceforth denoted with the
same symbols, with sample paths being delayed γ-rough paths for every γ < 1/2 almost surely.
Moreover, the γ-Ho¨lder norms of both processes have finite p-th moment for every p > 0 on any
compact interval.
Proof. The assertion follows by considering the usual Ito¯- and Stratonovich lifts of the enhanced
process (B,B·−r) as in [FH14, Section 3.2 and 3.], using the Kolmogorov criterion for rough paths
stated in [FH14, Theorem 3.1] (cf. also Remark 1.2). 
The next proposition justifies the names of the processes defined above.
Proposition 2.3. Let (m(ω), ζ0(ω), ζ1(ω)) ∈ Dγ
B(ω) almost surely. Furthermore, assume that the
process (mt, ζ
0
t , ζ
1
t )t≥0 is (F t0)t≥0-adapted. Then∫ T
0
ms dBs =
∫ T
0
ms dB
Ito¯
s and
∫ T
0
ms ◦ dBs =
∫ T
0
ms dB
Strat
almost surely for every T > 0.
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Proof. We will first consider the Ito¯-case which is similar to [FH14, Proposition 5.1]. Set Ft := F t0.
To simplify notation, assume W = R. Let (τj) be a partition of [0, T ]. We first prove that
E
[(
ζ0τjBτj ,τj+1 + ζ
1
τj
Bτj ,τj+1(−r)
)(
ζ0τkBτk,τk+1 + ζ
1
τk
Bτk,τk+1(−r)
)]
= 0(2.1)
for j < k. To see this, note that
E
[(
ζ1τjBτj ,τj+1(−r)
)(
ζ1τkBτk,τk+1(−r)
)]
= E
[
E
[(
ζ1τjBτj ,τj+1(−r)
)(
ζ1τkBτk,τk+1(−r)
)∣∣Fτk]
]
=
E
[
ζ1τjBτj ,τj+1(−r)ζ1τkE
[
Bτk,τk+1(−r)
∣∣Fτk]
]
.
We show that E
[
Bs,u(−r)
∣∣Fs] = 0 for s ≤ u. By definition,
Bs,u(−r) = lim
|Π|→0
∑
tk∈Π
Bs−r,tk−r ⊗Btk,tk+1
where Π is a partition for [s, u] and the limit is understood in L2(Ω)-sense. Consequently,
E
[
Bs,u(−r)
∣∣Fs] = lim
|Π|→0
∑
tk∈Π
E
[
Bs−r,tk−r ⊗Btk,tk+1
∣∣Fs]
again in L2. Note that
E
[
Bs−r,tk−r ⊗Btk,tk+1
∣∣Fs] ={
Bs−r,tk−r ⊗ E
[
Btk,tk+1
∣∣Fs] = 0, if tk − r 6 s
Bs−r,s ⊗ E
[
Btk,tk+1
∣∣Fs]+ E[Bs,tk−r ⊗Btk,tk+1∣∣Fs] = 0, if s < tk − r.
Other cases are similar and (2.1) can be deduced. Using a stopping argument, we may assume that
there is a deterministic M > 0 such that
sup
t∈[0,T ]
‖ζ0t (ω)‖ ∨ ‖ζ1t (ω)‖ ≤M
almost surely. Then,
E
[(∑
j
ζ0tjBτj ,τj+1 + ζ
1
τj
Bτj ,τj+1(−r)
)2]
6M
∑
j
(τj+1 − τj)2 ≤MT max
j
|τj+1 − τj |
which converges to 0 when the mesh size of the partition gets small. The claim now follows using
the definition of the Ito¯ integral as a limit of Riemann sums. The proof for the Stratonovich integral
is similar to [FH14, Corollary 5.2]. 
The following corollary is immediate.
Corollary 2.4. The solution to the Ito¯ equation
dYt = σ(Yt, Yt−r) dBt
is almost surely equal to the solution to the random rough delay equation
dYt = σ(Yt, Yt−r) dB
Ito¯
t
if the initial condition is F0−1-measurable and almost surely controlled by B. The same statement
holds in the Stratonovich case.
Next, we prove an approximation result.
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Definition 2.5. Let ρ : R → [0, 2] be a smooth function such that supp(ρ) ⊂ [0, 1] and which
integrates to 1. We set
Bεt :=
∫
R
B−εz,t−εzρ(z)dz, ε ∈ (0, 1].
It is not hard to see that
E|Bεs,t|2 6M(t− s) and lim
ε→0
E|Bεs,t − Bs,t|2 = 0(2.2)
where M is independent of ε.
Lemma 2.6. We have the following pathwise identity:∫ t
s
Bεs−r,u−r ⊗ dBεu =
∫
R
ρ(z)
∫ t−εz
s−εz
Bεs−r,u+εz−r ⊗ dBudz.(2.3)
Proof. Note that both integrals in (2.3) are indeed pathwise defined since Bε is smooth and B is
Ho¨lder continuous. Using integration by parts, for i, j ∈ {1, . . . , d},∫ t−εz
s−εz
(Bε)is−r,u+εz−rdB
j
u = (B
ε)is−r,t−rB
j
t−εz −
∫ t−r
s−r
Bju+r−εzd(B
ε)iu.
Consequently,∫
R
ρ(z)
∫ t−εz
s−εz
(Bε)is−r,u+εz−rdB
j
udz =
∫
R
(Bε)is−r,t−rρ(z)B
j
t−εzdz −
∫
R
∫ t−r
s−r
ρ(z)Bju+r−εzd(B
ε)iudz
= (Bε)is−r,t−r(B
ε)jt −
∫ t−r
s−r
(Bε)ju+rd(B
ε)iu.
Using integration by parts again, we have
(Bε)is−r,t−r(B
ε)jt −
∫ t−r
s−r
(Bε)ju+rd(B
ε)iu =
∫ t
s
(Bε)is−r,u−rd(B
ε)ju
which implies the claim. 
Lemma 2.7. For Bs,t(−r) =
∫ t
s
Bs−r,u−r ⊗ dBu and Bεs,t(−r) =
∫ t
s
Bεs−r,u−r ⊗ dBεu,
E
∣∣Bs,t(−r)∣∣2 ≤M(t− s)2 and E∣∣Bεs,t(−r)∣∣2 ≤M(t− s)2(2.4)
for a constant M > 0 independent of s, t and ε.
Proof. An easy consequence of the Cauchy-Schwarz inequality and Lemma 2.6. 
Lemma 2.8. We have
lim
ε→0
E
∣∣Bs,t(−r)− Bεs,t(−r)∣∣2 = 0.(2.5)
Proof. A direct consequence of Lemma 2.6 and (2.2). 
Theorem 2.9. Setting
Bεs,t :=
(
Bεs,t,B
ε
s,t,B
ε
s,t(−r)
)
:=
(
Bεs,t,
∫ t
s
Bεs,u ⊗ dBεu,
∫ t
s
Bεs−r,u−r ⊗ dBεu
)
,
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we have
lim
ε→∞
sup
q>1
∥∥dγ;I(Bε,BStrat)∥∥Lq√
q
= 0
for every γ < 1/2 and every compact interval I ⊂ R where dγ;I denotes the homogeneous metric
dγ;I(X,Y) = sup
s,t∈I;s6=t
|Xs,t − Ys,t|
|t− s|γ +
√
sup
s,t∈I;s6=t
|Xs,t − Ys,t|
|t− s|2γ +
√
sup
s,t∈I;s6=t
|Xs,t(−r)− Ys,t(−r)|
|t− s|2γ .
Proof. The strategy of the proof is standard, cf. [FV10, Chapter 15], we only sketch the main
arguments. First, the uniform bounds (2.4) and the convergence (2.5) hold for Bε and BStrat, too,
cf. [FV10, Theorem 15.33 and Theorem 15.37]. Since all objects are elements in the second Wiener
chaos, the results even hold in the Lq-norm for any q ≥ 1. We can now argue as in the proof of
[FV10, Proposition 15.24] to conclude. 
As an application, we can prove a Wong-Zakai theorem for stochastic delay equations.
Theorem 2.10. Let σ ∈ C3b (W 2, L(U,W )) and Bε be defined as above. Assume that there is a set
of full measure Ω˜ ⊂ Ω such that
(ξ(ω), ξ′(ω)) ∈ DBε(ω)([−r, 0],W ) ∩DB(ω)([−r, 0],W )(2.6)
holds for every ε ∈ (0, 1] and every ω ∈ Ω˜. Then the solutions to random delay ordinary differential
equations
dY εt = σ(Y
ε
t , Y
ε
t−r) dB
ε
t ; t ≥ 0
Y εt = ξt; t ∈ [−r, 0]
converge in probability as ε→ 0 in γ-Ho¨lder norm on compact sets for every γ < 1/2 to the solution
Y of
dYt = σ(Yt, Yt−r) dB
Strat
t ; t ≥ 0
Yt = ξt; t ∈ [−r, 0].
Moreover, if (ξt, ξ
′
t) is F0−1-measurable for every t ∈ [−r, 0], the solution Y coincides almost surely
with the solution of the Stratonovich delay equation
dYt = σ(Yt, Yt−r) ◦ dBt; t ≥ 0
Yt = ξt; t ∈ [−r, 0].
Proof. A combination of the stability result in Theorem 1.9, Theorem 2.9 and Corollary 2.4. 
Remark 2.11. Note that (2.6) is satisfied, for instance, if ξ has almost surely differentiable sample
paths, in which case we can choose ξ′ ≡ 0.
3. Random Dynamical Systems induced by stochastic delay equations
This section establishes the connection between stochastic delay equations and Arnold’s concept
of a random dynamical system.
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3.1. Delayed rough path cocycles. We start by describing the object which will drive our
equation. The following definition is an analogue of a rough paths cocycle defined in [BRS17] for
delay equations.
Definition 3.1. Let (Ω,F ,P, (θt)t∈R) be a measurable metric dynamical system and r > 0. A
delayed γ-rough path cocycle X (with delay r > 0) is a delayed γ-rough path valued stochastic
process X(ω) = (X(ω),X(ω),X(−r)(ω)) such that
Xs,s+t(ω) = X0,t(θsω)(3.1)
holds for every ω ∈ Ω and every s, t ∈ R.
Our goal is to prove that Brownian motion together with Le´vy- and delayed Le´vy area can be
understood as delayed rough path cocycles.
Definition 3.2. For a finite-dimensional vector space U , set
T˜ 2(U) :=
{(
1⊕ (α, β) ⊕ (γ, θ)) | α, β ∈ U and γ, θ ∈ U ⊗ U}.
We define projections Πji by
Πji
(
1⊕ (α, β) ⊕ (γ, θ)) :=


α if i = 1, j = 1
β if i = 1, j = 2
γ if i = 2, j = 1
θ if i = 2, j = 2.
Furthermore, we set(
1⊕ (α1, β1)⊕ (γ1, θ1)
)
⊛
(
1⊕ (α2, β2)⊕ (γ2, θ2)
)
:=(
1⊕ (α1 + α2, β1 + β2)⊕ (γ1 + γ2 + α1 ⊗ α2, θ1 + θ2 + β1 ⊗ α2)
)
and 1 := (1, (0, 0), (0, 0)).
It is not hard to verify that (T˜ 2(U),⊛) is a topological group with identity 1. For a continuous
U -valued path of bounded variation x, we can define the following natural lifting map
S˜2(x)u,v :=
(
1⊕ (xu,v, xu−r,v−r)⊕ (
∫ v
u
xu,τ ⊗ dxτ ,
∫ v
u
xu−r,τ−r ⊗ dxτ
)) ∈ T˜ 2(U).
Definition 3.3. Assume I ⊂ R and 0 ∈ I. We define C0,1−var0 (I, U) as the closure of the set of
arbitrarily often differentiable paths x from I to U with x0 = 0 with respect to the 1-variation
norm. Furthermore, C0,p−var0 (I, T˜
2(U)) is defined as the set of continuous maps x : I → T˜ 2(U)
such that x0 = 1 and for which there exists a sequence xn ∈ C0,1−var0 (I, U) with
dp−var
(
x, S˜2(xn)
)
:= sup
i,j∈{1,2}
(
sup
P⊂I
∑
tk∈P
∣∣Πji (xtk,tk+1 − S˜2(xn)tk,tk+1)∣∣ pi
) 1
p
−→ 0
as n → ∞. We use the notation xs,t := x−1s ⊛ xt here. The space C0,p−var0 (R, T˜ 2(U)) consists of
all continuous paths x : R→ T˜ 2(U) for which x|I ∈ C0,p−var0 (I, T˜ 2(U)) for every I as above.
We can now state the following results:
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Theorem 3.4. Let p > 1 and let X be an C0,p−var0 (R, T˜
2(U))-valued random variable on a prob-
ability space (Ω,F ,P). Assume that X has stationary increments, i.e. the law of the process
(Xt0,t0+h)h∈R does not depend on t0 ∈ R. Then we can define a metric dynamical system (Ω,F ,P, θ)
and a C0,p−var0 (R, T˜
2(U))-valued random variable X on Ω with the same law as X which satisfies
the cocycle property (3.1).
Proof. The proof in all lines is similar to Theorem 5 in [BRS17] by setting Ω = C0,p−var0 (R, T˜
2(U)),
F being the Borel σ-algebra, P the law of X¯ and for ω ∈ Ω, we define
(θsω)(t) := ω(s)
−1 ⊛ ω(t+ s) , Xt(ω) = ω(t).

Remark 3.5. Note that the cocycle property (3.1) is equivalent to Xt(θs(ω)) = X
−1
s (ω)⊛Xt+s(ω)
for every s, t ∈ R and every ω ∈ Ω.
We will also ask for ergodicity of rough cocycles. The following lemma will be useful.
Lemma 3.6. Let (Ω,F ,P, (θt)t∈R) and (Ω˜, F˜ , P˜, (θ˜t)t∈R) be two measurable metric dynamical sys-
tems and let Φ: Ω→ Ω˜ be a measurable map such that P˜ = P ◦ Φ−1. Assume that for every t ∈ R,
there is a set of full P-measure Ωt ⊂ Ω on which Φ ◦ θt = θ˜t ◦ Φ holds. Then, if P is ergodic, P˜ is
ergodic, too.
Proof. The reader will have no difficulties to check that the assertion is just a slight generalization
of [GAS11, Lemma 3]. 
Theorem 3.7. Consider the processes BIto¯ and BStrat defined in Section 2. Then for each process,
we can find an ergodic metric dynamical system (Ω,F ,P, θ) on which we can define a new process
with the same law, satisfying the cocycle property (3.1), i.e. both processes are delayed γ-rough path
cocycles for every γ ∈ (1/3, 1/2).
Proof. We will first consider BStrat. From the approximation result in Theorem 2.9, we see that
BStrat takes values in C0,p−var0 (R, T˜
2(Rd)) for every p ∈ (2, 3). It is easy to check that the process
has stationary increments, therefore we can apply Theorem 3.4. It remains to show ergodicity. By
construction, Ω = C0,p−var0 (R, T˜
2(Rd)), F is the Borel σ-algebra and P = Pˆ◦S−1 where (Ωˆ, Fˆ , Pˆ, θˆ)
is the measurable metric dynamical system given by Ωˆ = C00 (R,R
d), Fˆ the corresponding Borel
σ-algebra, Pˆ the Wiener measure and θˆ = (θˆt)t∈R the Wiener shift. The map S : Ωˆ→ Ω is defined
as follows: For x ∈ Ωˆ, set
S(x) =
(
1⊕ (xs,t, xs−r,t−r)⊕ (
∫ t
s
xs,τ ⊗ dxτ ,
∫ t
s
xs−r,τ−r ⊗ dxτ
))
s≤t
if the integrals exist as limits of Riemann sums, in Statonovich sense, on compact sets for the
sequence of partitions given by Πn = {k/2n : k ∈ Z} as n→∞, and S(x) = (1, 0, 0) otherwise. It
is not hard to see that there is a set of full Pˆ-measure on which the limits do exist. It follows that
for every t ∈ R, there is a set of full measure Ωˆt such that for every x ∈ Ωˆt,
S(θˆtx) = θ(S(x)).
Since Pˆ is ergodic, ergodicity of P follows by Lemma 3.6 which completes the proof for the
Stratonovich case.
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For the Ito¯-case, we can argue analogously: First, we define a map
Sˆ2(x)s,t :=
(
1⊕ (xs,t, xs−r,t−r)⊕ (
∫ t
s
xs,τ ⊗ dxτ − 1
2
(t− s)Id,
∫ t
s
xs−r,τ−r ⊗ dxτ
)) ∈ T˜ 2(U)
for smooth paths and a corresponding (separable!) space Cˆ0,p−var0 (R, T˜
2(Rd)) in which, using again
the approximation result for the Stratonovich lift, the random variable BIto¯ takes its values. Then
a version of [BRS17, Theorem 5] applies and shows the claim. Ergodicity is proven analogously to
the Stratonvich case.

3.2. Cocycle property of the solution map. Let I ⊂ R be a compact interval and X : I → U
a γ-Ho¨lder continuous path. It is easy to see that for α ≤ β ≤ γ,
iα,β : D
β
X(I,W )→ DαX(I,W ),
(ξ, ξ′) 7→ (ξ, ξ′)
is a continuous embedding. We make the following definition:
Definition 3.8. We define Dα,βX (I,W ) as the closure of D
β
X(I,W ) in the space D
α
X(I,W ).
The reason why we introduce these spaces is their separability, which we will prove in the next
lemma.
Lemma 3.9. For all α < β, the spaces Dα,βX (I,W ) are separable.
Proof. The space Dα,βX (I,W )) can be viewed as a subset of
Cα,β(I,W )× Cα,β(I, L(U,W ))× C2α,2β(I,W )
where Cα,β again means taking the closure of β-Ho¨lder functions in the α-Ho¨lder norm. Since all
spaces above are separable, the result follows.

If the parameters α < β < γ satisfy a certain condition, we can find a very explicit dense subset.
This is the content of the next theorem, which has far reaching consequences, as we will see.
Theorem 3.10. Let α < β < γ ≤ 1/2. Assume that there is a κ ∈ (0, γ) such that
β − α > (1 − α)(1 − β − γ + κ)
(1− β)(1 − 2α+ κ)(3.2)
holds. Then the set{
(ψ, ψ′) | ψs,t =
∫ t
s
f(τ) dXτ +Rs,t, ψ
′
s = f(s) where f ∈ C∞
(
I, L(U,W )
)
and R ∈ C∞(I,W )
}
is dense in Dα,βX (I,W ), the integral being understood as a Young-integral here. In particular,
D
α,β
X (I,W ) does not depend on β in this case.
Proof. Let I = [a, b] and r = b− a. Take (ξ, ξ′) ∈ Dα,βX (I,W )), i.e. ξs,t = ξ′sXs,t + ξ#s,t, and assume
that ‖ξ′‖β;I , ‖ξ#‖2β;I <∞. Let φ : R→ R be a mollifier. Note that we can extend ξ′ to a β-Ho¨lder
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function on R by setting ξ′t = ξ
′
b for t > b and ξ
′
t = ξ
′
a for t 6 a . For given n ∈ N, we define a
smooth function f : I → L(U,W ) by setting
fs :=
∫
R
ξ′
s− 1
n
z
φ(z) dz = n
∫
R
ξ′zφ
(
n(s− z)) dz.
Our goal is to find a smooth function R such that for
ψs,t :=
∫ t
s
f(τ) dXτ +Rs,t and ψ
′
s := f(s),(3.3)
we have ‖(ξ, ξ′) − (ψ, ψ′)‖Dα
X
(I,W )) < ε for any given ε > 0 when choosing n large enough. Note
that
ψ#s,t =
∫ t
s
f(τ) − f(s) dXτ +Rs,t
is finite 2β-Ho¨lder continuous by standard Young estimates, which implies that (ψ, ψ′) is indeed an
element in Dα,βX (I,W ).
Note first that for ηs,t = fs,t − ξ′s,t,∣∣ηs,t∣∣ = ∣∣fs,t − ξ′s,t∣∣ 6
∫
R
φ(z)
∣∣ξ′
s− 1
n
z,t− 1
n
z
− ξ′s,t
∣∣dz
=
∫
R
φ(z)
∣∣ξ′
s− 1
n
z,t− 1
n
z
− ξ′s,t
∣∣αβ ∣∣ξ′
s− 1
n
z,t− 1
n
z
− ξ′s,t
∣∣1−αβ dz . (t− s)α( 1
n
)β−α
(3.4)
which implies that ‖ξ′ − ψ′‖α;I + |ξ′a − ψ′a| → 0 as n→∞. Since
d
ds
fs = n
∫
R
ξ′
s− 1
n
z
d
dz
φ(z)dz
and from β-Ho¨lder continuity of ξ′,∣∣fs,t∣∣ . (t− s)β and ∣∣fs,t∣∣ . n(t− s).
By polarization, this implies that
|fs,t| . nθ(t− s)θ+β(1−θ)
holds for every 0 6 θ 6 1. Setting θ = 1−γ−β+κ1−β , we obtain∣∣fs,t∣∣ . n 1−γ−β+κ1−β (t− s)1−γ+κ.(3.5)
Let ρs,t :=
∫ t
s
fτ dXτ − fsXs,t. From the Young inequality and relation (3.5),∣∣ρs,t∣∣ . ‖f‖1−γ+κ‖X‖γ(t− s)1+κ . n 1−γ−β+κ1−β (t− s)1+κ.(3.6)
Let ǫ > 0 be given and set ρ˜ := ξ#s,t − ρs,t. Since ‖ρ˜‖2β < ∞, we can choose δ > 0 small enough
such that
sup
s,t∈I,|t−s|6δ
|ρ˜s,t|
(t− s)2α 6 ‖ξ
#‖2βδ2(β−α) + sup
s,t∈I,|t−s|6δ
|ρs,t|
(t− s)2α 6 ǫ.(3.7)
More precisely, we see from (3.6) that δ has to be chosen such that
δ . ǫ
1
2(β−α) and δ .
( ǫ
n
1−β−γ+κ
1−β
) 1
1−2α+κ .(3.8)
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We will determine n and consequently δ in the future. Now, it is easy to verify that
ρ˜s,t − ρ˜s,u − ρ˜u,t = (ξ′s,u − fs,u)Xu,t = ηs,uXu,t.(3.9)
Let P = {a = t0 < t1 < ... < tm = b} be a partition of I such that ti − ti−1 = δ for 1 6 i 6 m− 1
and tm − tm−1 6 δ. We can define a piecewise linear function R˜ by
R˜τ,υ := ρ˜tk,tk+1
υ − τ
tk+1 − tk , τ, υ ∈ [tk, tk+1]
and consequently for τ, υ ∈ I with tk 6 τ 6 tk+1 6 ... 6 tj 6 υ 6 tj+1,
R˜τ,υ =
tk+1 − τ
tk+1 − tk ρ˜tk,tk+1 + ρ˜tk+1,tk+2 + ....+
υ − tj
tj+1 − tj ρ˜tj ,tj+1 .
From (3.9),
R˜τ,υ − ρ˜τ,υ =
( tk+1 − τ
tk+1 − tk ρ˜tk,tk+1 + ....+
υ − tj
tj+1 − tj ρ˜tj ,tj+1
)− (ρ˜τ,tk+1 + ...+ ρ˜tj−1,tj + ρ˜tj ,υ)
− (ητ,tk+1Xtk+1,υ + ηtk+1,tk+2Xtk+2,υ + ...+ ηtj−1,tjXtj ,υ)
=
( tk+1 − τ
tk+1 − tk ρ˜tk,tk+1 +
υ − tj
tj+1 − tj ρ˜tj ,tj+1 − ρ˜τ,tk+1 − ρ˜tj ,υ
)− (ητ,tk+1Xtk+1,υ + ...+ ηtj−1,tjXtj ,υ)
=: A−B.
From (3.7), it is not hard to verify that
‖A‖ 6 4ǫ(υ − τ)2α.(3.10)
By (3.4) and our assumptions on X ,
‖B‖ . ( 1
n
)β−α
[
(tk+1 − τ)α(υ − tk+1)γ + ...+ (tj − tj−1)α(υ − tj)γ
]
6
δα+γ
nβ−α
[
(j − k)γ + ...+ 1γ].
Since (j − k − 1)δ 6 υ − τ and mδ 6 r,
‖B‖
(υ − τ)2α .
δγ−α
nβ−α
mγ+1−2α .
1
nβ−α
1
δ1−α
.(3.11)
Now from (3.8), if β − α > (1−α)(1−β−γ+κ)(1−β)(1−2α+κ) , we can find n and δ such that
‖B‖
(υ − τ)2α 6 ǫ
and therefore
‖R˜− ρ˜‖2α;I ≤ 5ǫ.
Since R˜ is a piecewise linear function, we can find an R ∈ C∞(I,W ) such that
sup
s,t∈I
|Rs,t − R˜s,t|
(t− s)2α 6 ǫ.
Using this R in (3.3), we obtain
‖ξ# − ψ#‖2α;I ≤ ‖ρ˜− R˜‖2α;I + ‖R˜−R‖2α;I ≤ 6ǫ,
thus the stated set is indeed dense.

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Remark 3.11. In the applications we have in mind, γ < 1/2 can be chosen arbitrarily close to 1/2.
Let α < 1/2 be given. Choose α < β < γ < 1/2 and 0 < κ < γ such that
2(1− β − γ + κ) < (1− 2α+ κ)(β − α).
Note that this can always be achieved by choosing β and γ close to 1/2 and κ close to 0. Since
1− α < 1 and 1− β > 1/2, this implies that
(1− α)(1 − β − γ + κ)
(1− β)(1 − 2α+ κ) < β − α,
i.e. in this case, we can always find parameters such that the condition in Theorem 3.10 is satisfied.
Theorem 3.12. Let X be a delayed γ-rough path cocycle for some γ ∈ (1/3, 1/2]. Under the
assumptions of Theorem 1.13, the map
ϕ(n, ω, ·) := φ(0, nr, ω, ·)(3.12)
is a continuous map
ϕ(n, ω, ·) : Dβ
X(ω)([−r, 0],W )→ DβX(θnrω)([−r, 0],W )
and the cocycle property
ϕ(n+m,ω, ·) = ϕ(n, θmrω, ·) ◦ ϕ(m,ω, ·)(3.13)
holds for every s, t ∈ [0,∞). If σ is linear, the cocycle is compact linear. Furthermore, all assertions
remain true if we replace the spaces Dβ by Dα,β for 1/3 < α < β < γ.
Proof. Note that Dβ
X(ω)([−r + nr, nr],W ) ∼= DβX(θnrω)([−r, 0],W ) by the natural linear map
Ψ: Dβ
X(ω)([−r + nr, nr], V ) −→ DβX(θnrω)([−r, 0], V )
(ξτ )−r+nr6τ6nr 7→ (ξ˜τ = ξτ+nr)−r6τ60.
Continuity of ϕ is a consequence of Theorem 1.13. Regarding the cocycle property, by the semi-flow
property (1.19) it is enough to show that
φ(0, nr, θmrω, ·) = φ
(
mr, (m+ n)r, ω, ·).
Using again the semi-flow property (1.19), it is enough to show the equality for n = 1 only. Finally,
by the definition of the integral in (1.3) and the cocycle property of a rough cocycle, this can
easily be verified. The statements about linearity and compactness are a consequence of 1.11 and
Proposition 1.12. The claim that all spaces Dβ can be replaced by Dα,β follows from the invariance
ϕ
(
n, ω,Dα,β
X(ω)([−r, 0],W )
) ⊂ Dα,β
X(θnrω)
([−r, 0],W )(3.14)
which is a consequence of the continuity of ϕ. 
Note that so far, we worked with delayed rough path cocycles X which are defined on a
continuous-time metric dynamical system (Ω,F ,P, (θt)t∈R). In Theorem 3.12, we saw that stochas-
tic delay equations a priori induce discrete-time RDS only. The reason is that we cannot expect
that the semi-flow property (1.16) holds in full generality for all times, cf. Theorem 1.13. There-
fore, in what follows, we will continue working with discrete time only. From now on, whenever we
consider cocycles induced by delay equations with delay r > 0, our underlying discrete-time metric
dynamical system is given by (Ω,F ,P, θ) with θ := θr. We also use the notation ϕ(ω, ·) := ϕ(1, ω, ·)
for the cocycle ϕ defined in (3.12).
Next, we describe a structure which will be useful for us.
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Definition 3.13. Let (Ω,F) be a measurable space. A family of Banach spaces {Eω}ω∈Ω is called
a measurable field of Banach spaces if there is a set of sections
∆ ⊂
∏
ω∈Ω
Eω
with the following properties:
(i) ∆ is a linear subspace of
∏
ω∈ΩEω.
(ii) There is a countable subset ∆0 ⊂ ∆ such that for every ω ∈ Ω, the set {g(ω) : g ∈ ∆0} is
dense in Eω.
(iii) For every g ∈ ∆, the map ω 7→ ‖g(ω)‖Eω is measurable.
Remark 3.14. Let us remark here that the former definition originates from us, we did not encounter
a description of a measurable field of Banach spaces elsewhere in the literature. In fact, it is a mix
of a measurable field of Hilbert spaces to be found e.g. in [Fol95, page 220] and a continuous field
of Banach spaces, cf. e.g. [Dix77, page 211]. Since the stated properties in Definition 3.13 are
exactly what we need for proving the Multiplicative Ergodic Theorem in the next section, it is also
a pragmatic definition.
Proposition 3.15. Let X : Ω→ Cγ(I, U) be a stochastic process. Assume that there are α < β < γ
and some κ ∈ (0, γ) such that (3.2) is satisfied. Then {Dα,β
X(ω)(I,W )}ω∈Ω is a measurable field of
Banach spaces.
Proof. For s = (v, f, R) ∈ R× C∞(I, L(U,W ))× C∞0 (I,W ), define
gs(ω) :=
(
v +
∫ ·
−r
f(τ) dXτ (ω) +R, f
)
∈ Dα,β
X(ω)(I,W )
and set
∆ := {gs : s ∈ R× C∞(I, L(U,W ))× C∞0 (I,W )}.(3.15)
It is clear that (i) holds for ∆. Let S be a countable and dense subset of R × C∞(I, L(U,W )) ×
C∞0 (I,W ) and define ∆0 := {gs : s ∈ S}. By definition, ∆0 is countable, and {gs(ω) : s ∈ S} is
dense in Dα,β
X(ω)(I,W ) for fixed ω ∈ Ω by Theorem 3.10. It remains to prove (iii). Let I = [a, b] and
choose s = (v, f, R). Then
‖gs(ω)‖ = |v|+ |f(a)|+ sup
s,t∈I∩Q,s<t
|f(t)− f(s)|
(t− s)α
+ sup
s,t∈I∩Q,s<t
|Rs,t +
∫ t
s
f(τ) dXτ (ω)− f(s)Xs,t(ω)|
(t− s)2α .
The integral is measurable since it is a limit of measurable Riemann sums. Measurability of ω 7→
‖gs(ω)‖ thus follows which finishes the proof.

Definition 3.16. Let (Ω,F ,P, θ) be a measurable metric dynamical system and ({Eω}ω∈Ω,∆)
a measurable field of Banach spaces. A continuous cocycle on {Eω}ω∈Ω consists of a family of
continuous maps
ϕ(ω, ·) : Eω → Eθω.(3.16)
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If ϕ is a continuous cocycle, we define ϕ(n, ω, ·) : Eω → Eθnω as
ϕ(n, ω, ·) := ϕ(θn−1ω, ·) ◦ · · · ◦ ϕ(ω, ·).
We say that ϕ acts on {Eω}ω∈Ω if the maps
ω 7→ ‖ϕ(n, ω, g(ω))‖Eθnω , n ∈ N
are measurable for every g ∈ ∆. In this case, we will speak of a continuous random dynamical
system on a field of Banach spaces. If the map (3.16) is bounded linear/compact, we call ϕ a
bounded linear/compact cocycle.
Theorem 3.17. The continuous cocycle
ϕ(ω, ·) : Dα,β
X(ω)([−r, 0],W )→ Dα,βX(θrω)([−r, 0],W )
defined in Theorem 3.12 induces a random dynamical system on the field of Banach spaces
{Dα,β
X(ω)([−r, 0],W )}ω∈Ω.
Proof. Let ∆ be defined as (3.15) and take g ∈ ∆. Consider the solution y to
yt(ω) = g0(ω) +
∫ t
0
σ(yτ (ω), yτ−r(ω)) dXτ (ω), t ≥ 0;
yt(ω) = gt(ω), t ∈ [−r, 0].
To simplify notation, set ‖·‖DX(ω)([0,r]) := ‖·‖Dα,β
X(ω)
([0,r],W ). We will prove that ω 7→ ‖y(ω)‖DX(ω)([0,r])
is measurable. Define
y1t (ω) := g0(ω) +
∫ t
0
σ
(
g0(ω), gτ−r(ω)
)
dXτ (ω)
and recursively for n > 1
yn+1t (ω) := g0(ω) +
∫ t
0
σ
(
ynτ (ω), gτ−r(ω)
)
dXτ (ω).
By induction, one can show that ω 7→ ynt (ω) is measurable for every t ∈ [0, r] and n ≥ 1. By a
similar strategy for proving continuity of the Ito¯-Lyons map, one can show that yn(ω) → y(ω) in
the space Dα,β
X(ω)([0, T (A(ω))],W ) as n→∞ where
A(ω) = ‖X(ω)‖γ;[0,r] + ‖X(ω)‖2γ;[0,r] + ‖X(ω)(−r)‖2γ;[0,r]
and T : [0,∞)→ (0, r] is a decreasing function. Define
Ωm :=
{
ω ∈ Ω : T (A(ω)) ≤ r
m
}
.
Then Ωm is a measurable subset and Ω =
⋃
m>1Ωm. Fix m ∈ N and choose ω ∈ Ωm. Then
(yn(ω))n is a Cauchy sequence in the space D
α,β
X(ω)([0, r/m],W ) and, consequently, converges to
some element y˜0(ω) for which we can conclude that ω 7→ y˜0t (ω) is measurable for every t ∈ [0, r/m].
Now we can repeat this argument in [ jr
m
, (j+1)r
m
] for j = 0, . . . ,m − 1 and obtain a sequence of
elements y˜j(ω) ∈ Dα,β
X(ω)([jr/m, (j + 1)r/m],W ) with the properties that ω 7→ y˜jt (ω) is measurable
for every t ∈ [jr/m, (j + 1)r/m] and
yt(ω) =
m−1∑
j=0
y˜jt (ω)χ[ jr
m
,
(j+1)r
m
)
(t).
26 M. GHANI VARZANEH, S. RIEDEL, AND M. SCHEUTZOW
This implies that ω 7→ yt(ω) is measurable for every t ∈ [0, r] on the subspace Ωm. Since m was
arbitrary, measurability follows also on the space Ω. Note that y′t(ω) = σ(yt(ω), gt−r(ω)), thus
‖y(ω)‖DX(ω)([0,r]) = |y0(ω)|+ |y′0(ω)|+ sup
s<t∈[0,r]∩Q
|y′s,t|
|t− s|α
+ sup
s<t∈[0,r]∩Q
∣∣∣∫ ts σ(yτ (ω), gτ−r(ω)) dXτ (ω)− σ(ys(ω), gs−r(ω))
∣∣∣
|t− s|2α
and measurability of ω 7→ ‖y(ω)‖DX(ω)([0,r]) follows. We can now repeat this argument to see that
ω 7→ ‖y(ω)‖DX(ω)([nr,(n+1)r]) is measurable for every n ≥ 0 which proves the theorem.

4. A Multiplicative Ergodic Theorem on a measurable field of Banach spaces
In this section, (Ω,F ,P, θ) will denote a measurable metric dynamical system, ({Eω}ω∈Ω,∆,∆0)
will be a measurable field of Banach spaces as in Definition 3.13 and ϕ a bounded linear cocycle
acting on it, cf. Definition 3.16. Our goal is to prove a Multiplicative Ergodic Theorem (MET)
in this abstract setting. The strategy we use is close to the one introduced in two recent works,
both proving an MET on a Banach space. The first one is due to Blumenthal [Blu16], the second
was written by Gonza´lez-Tokman and Quas [GTQ15]. Note, however, that none of them gives a
proof of the MET for cocycles acting on fields of Banach spaces. For that reason, the measurability
assumption in these works is very different from ours, and we have to prove measurability for our
objects in a completely different way. Furthermore, we do not assume reflexivity of the Banach
spaces as in [GTQ15].
We start with an easy observation.
Lemma 4.1. For every n ∈ N, the map
ω 7→ ‖ϕ(n, ω, ·)‖L(Eω,Eθnω)
is measurable.
Proof. Using properties of ∆ and continuity of ϕ,
‖ϕ(n, ω, ·)‖L(Eω,Eθnω) = sup
ξ∈Eω\{0}
‖ϕ(n, ω, ξ)‖
‖ξ‖ = supg∈∆0
‖ϕ(n, ω, g(ω))‖
‖g(ω)‖ χ{‖g‖>0}(ω)
with the convention∞· 0 = 0. Since the fraction on the right hand side is a quotient of measurable
functions and the supremum runs over a countable set, measurability follows.

Definition 4.2. Let V be a vector space. If we can write V as a direct sum V = F ⊕H of vector
spaces, we call it an algebraic splitting. We also say that F is a complement of H and vice versa.
The projection operator πF‖H(v) = f with v = f + h, f ∈ F , h ∈ H , is called the projection
operator onto F parallel to H . If V is a normed space and πF‖H is bounded linear, i.e.
‖πF‖H‖ = sup
f∈F,e∈H,f+h 6=0
‖f‖
‖f + h‖ <∞,
we call V = F ⊕H a topological splitting.
The next lemma proves a further measurability result. The assumptions will be justified in the
sequel.
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Lemma 4.3. For ω ∈ Ω and µ ∈ R, define the subspace
Fµ(ω) :=
{
ξ ∈ Eω : lim sup
n→∞
1
n
log ‖ϕ(n, ω, ξ)‖ ≤ µ
}
.
Assume that there is a strictly decreasing sequence (µj)16j6N , N 6∞, and a θ-invariant, measur-
able set Ω0 ⊂ Ω of full measure with the following properties:
(i) Fµ1(ω) = Eω for every ω ∈ Ω0.
(ii) For every j < N , there is a number mj ∈ N such that Fµj+1 (ω) is closed and mj-
codimensional in Fµj (ω) for every ω ∈ Ω0.
(iii) For every j < N ,
lim
n→∞
1
n
log ‖ϕ(n, ω, ·)|Fµj(ω)‖ = µj(4.1)
for every ω ∈ Ω0.
(iv) For every j < N , if Hjω is any complement of Fµj+1 (ω) in Fµj (ω),
lim
n→∞
1
n
log inf
h∈Hjω\{0}
‖ϕ(n, ω, h)‖
‖h‖ = µj(4.2)
for every ω ∈ Ω0.
(v)
lim sup
n→∞
1
n
log ‖ϕ(n, ω, ·) |FµN (ω) ‖ ≤ µN(4.3)
for every ω ∈ Ω0.
Then for every n ∈ N and j 6 N , the map
ω 7→ ‖ϕ(n, ω, ·) |Fµj (ω) ‖χΩ0(ω)(4.4)
is measurable.
Proof. First we claim that for every g ∈ ∆ and j 6 N the map
ω 7→ d(g(ω), Fµj (ω))(4.5)
is measurable. To see this, it suffices to show measurability of the function
d
(
g(ω), SFµj (ω)
)
:= inf
ξ∈Fµj (ω)
‖ξ‖=1
‖g(ω)− ξ‖
where SFµj (ω) is the unit sphere in Fµj (ω). We use induction to prove the claim. The statement
is clear for j = 1, so let j > 2. For every 1 6 i < j, since dim
[ Fµi (ω)
Fµi+1 (ω)
]
< ∞, we can find a
finite-dimensional subspace Hi(ω) such that for a constant
1 M ,
Fµi (ω) = Hi(ω)⊕ Fµi+1(ω) and ‖πHi(ω)||Fµi+1(ω)‖ < M.(4.6)
1The existence of this complement with the given bound for the projection is a classical result and follows e.g.
from [Woj91, III.B.11], cf. also [Blu16, Lemma 2.3].
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For µ0 := µ1 and l, k ≥ 1 set
Bl,kω (µj) =
{
ξ ∈ Eω : ‖ξ‖ = 1, ‖ϕ(k, ω, ξ)‖ < exp
(
k(µj +
1
l
)
)
and
d
(
ξ, Fµi (ω)
)
< exp
(
k(µj − µi−1)
)
, 1 6 i < j
}
.
We claim that
d
(
g(ω), SFµj (ω)
)
= lim
k→∞
lim inf
l→∞
d
(
g(ω), Bl,kω (µj)
)
.(4.7)
Set the right side equal to A. By definition, it is straightforward to show that d
(
g(ω), SFµj (ω)
)
>
A. For the opposite direction, let ǫ > 0. For large k, l we can find ξl,k ∈ Bl,kω (µj) such that
‖g(ω)− ξl,k‖ 6 A+ ǫ. By our assumptions on Bk,lω (µj), we have a decomposition of the form
ξl,k =
∑
16i<j−1
hl,ki + h
l,k
j−1 + f
l,k
such that for 1 6 i < j, hl,ki ∈ Hi(ω) and f l,k ∈ Fµj (ω). Moreover, there is a constant M˜ such that
for 1 6 i < j − 1,
‖hl,ki ‖ < M˜ d
(
ξl,k, Fµi+1(ω)
)
and ‖f l,k‖ < M˜.
From (4.2), choosing k larger if necessary, we obtain that for a given δ > 0,
exp
(
k(µj−1 − δ)
)‖hl,kj−1‖ 6 ‖ϕ(k, ω, hl,kj−1)‖ 6 ‖ϕ(k, ω, ξl,k)‖+∑
16i<j−1
‖ϕ(k, ω, hl,ki )‖+ M˜ ‖ϕ(k, ω, .)|Fµj (ω)‖.
Consequently, from our assumptions on Bl,kω (µj) and (4.1), we obtain for large l, k
‖hl,kj−1‖ 6 ˜˜M exp
(
k(µj − µj−1 + 2δ)
)
for a constant ˜˜M . Now for large l, k,
‖
∑
16i<j
hl,ki ‖ < ǫ , 1− ǫ 6 ‖f l,k‖ 6 1 + ǫ.
Consequently, d
(
g(ω), SFµj(ω)(ω)
)
6 A and (4.7) is proved. The rest of the proof is straightforward:
For g˜ ∈ ∆ we set
Cl,k,j(g˜) :=
{
ω :
g˜(ω)
‖g˜(ω)‖ ∈ B
l,k
ω (µj)
}
From the definition of Bl,kω (µj) and the induction hypothesis, C
l,k,j(g˜) is measurable for every
k, l ≥ 1. Note that
d
(
g(ω), SFµj (ω)
)
= inf
g˜∈∆0
Jg˜(ω)
where
(4.8) Jg˜(ω) =
{
∞ if ω /∈ Cl,k,j(g˜)
‖g(ω)− g˜(ω)‖g˜(ω)‖‖ otherwise.
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Since Jg˜(ω) is measurable, this proves the claim. Therefore, we have also shown measurability of
Cl,k,j(g) for every j, k, l ≥ 1 and g ∈ ∆. Next, with the same argument as above, we can show that
‖(ϕ(n, ω, ·) |Fµj (ω)‖χΩ0(ω) = liml→∞ lim infk→∞
[
sup
ξ∈Bl,kω (µj)
‖ϕ(n, ω, ξ)‖
]
χΩ0(ω)
for every j ≥ 2. Since
sup
ξ∈Bl,kω (µj)
‖ϕ(n, ω, ξ)‖ = sup
g∈∆0
‖ϕ(n, ω, g(ω))‖
‖g(ω)‖ χCl,k,j(g)(ω),
measurability of (4.4) follows. 
The next lemma is a version of [Blu16, Lemma 3.7]. Unfortunately, there was a gap in proof
which, however, was corrected in a subsequent erratum2. We present a full proof here, using the
strategy of the above mentioned erratum.
Lemma 4.4. Let the same assumptions as in Lemma 4.3 be satisfied. Then there exists a θ-
invariant, measurable set Ω1 ⊂ Ω of full measure such that for every ω ∈ Ω1, if Hω is a complement
of Fµ2(ω) in Eω, we have
lim
n→∞
1
n
log ‖πϕ(n,ω,Hω)‖Fµ2 (θnω)‖ = 0.(4.9)
Proof. It is enough to show that
lim sup
n→∞
log ‖πϕ(n,ω,Hω)‖Fµ2 (θnω)‖ 6 0.(4.10)
Define
φ1(ω) = sup
p>0
exp
(−p(µ1 + δ))‖ϕ(p, ω, ·)‖
φ2(ω) = sup
p>0
exp
(−p(µ2 + δ))‖ϕ(p, ω, ·)|Fµ2 (ω)‖
From Lemma 4.3, φ1 and φ2 are measurable functions and bounded on a set of full measure Ω0. So
from [Mn83, Lemma III.8], there exists a measurable subset Ω1 of full measure such that for any
ω ∈ Ω1,
lim
n→∞
1
n
log+ φ(θnω) = 0(4.11)
where φ(ω) = max{φ1(ω), φ2(ω)}. Note that we can assume that Ω1 is also θ-invariant, otherwise
we can replace it by
⋂
j∈Z(θ
j)−1(Ω1). Fix ω ∈ Ω1 and assume that Hω ⊕ Fµ2(ω) = Eω. Let ǫ > 0.
From (4.1) and (4.2), we can find an N ∈ N such that for n > N ,
‖ϕ(n, ω, ·)‖ 6 exp (n(µ1 + δ)) , inf
h∈Hω\{0}
‖ϕ(n, ω, h)‖
‖h‖ > exp
(
n(µ1 − δ)
)
φ(θnω) 6 exp(nǫ).
(4.12)
We prove (4.10) by contradiction. Assume there is a γ > 0 and a sequence
(
nk, hk, fk
) ∈(
N, Hω, Fµ2(θ
nkω)
)
such that
nk →∞ , ‖ hk‖ = 1 and ‖ϕ(nk, ω, hk)‖‖ϕ(nk, ω, hk)− fk‖ >
1
2
exp(nkγ) for all k ≥ 1.(4.13)
2Private communication with A. Blumenthal.
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For p ≥ 0,
‖ϕ(nk + p, ω, hk)‖ = ‖ϕ(p, θnkω, ϕ(nk, ω, hk))‖
6 ‖ϕ(p, θnkω, ·)‖‖ϕ(nk, ω, hk)− fk‖+ ‖ϕ(p, θnkω, ·)|Fθnkω‖‖fk‖
(4.14)
From (4.13), it follows that ‖fk‖ 6 3‖ϕ(nk, ω, hk)‖. Now for large nk, from (4.12) and (4.14),
exp
(
(nk + p)(µ1 − δ)
)
6 2 exp
(
nkǫ+ p(µ1 + δ) + nk(µ1 + δ)− nkγ
)
+ 3 exp
(
p(µ2 + δ) + nkǫ+ nk(µ1 + δ)
)
.
Choosing p = nk and δ, ǫ small, we will have a contradiction. 
The following definition is taken from [GTQ15].
Definition 4.5. Let X,Y be Banach spaces. For x1, ..., xk ∈ X , we define
Vol(x1, x2, ..., xk) := ‖x1‖
k∏
i=2
d(xi, 〈xj〉16j<i)(4.15)
where d denotes the usual distance between a point and a subset in X . For a given bounded linear
function T : X → Y and k ≥ 1, set
Dk(T ) := sup
‖xi‖=1;i=1,...,k
Vol
(
T (x1), T (x2), ..., T (xk)
)
We summarize some basic properties of Dk in the next lemma.
Lemma 4.6. Let X,Y, Z be Banach spaces and T : X → Y , S : Y → Z bounded linear maps.
(i) D1(T ) = ‖T ‖ and Dk(T ) 6 ‖T ‖k for k ≥ 1.
(ii) Dk(S ◦ T ) 6 Dk(S)Dk(T ) for k ≥ 1.
Proof. The proof of (i) is straightforward, (ii) is proven in [GTQ15, Lemma 1]. 
Lemma 4.7. Let T : X → Y be a bounded linear map between two Banach spaces, x ∈ 〈xi〉16i6k
and ‖xi‖ = 1. Then there exists a constant αk which only depends on k such that
Vol
(
T (x1), T (x2), ..., T (xk)
)
6 αk‖T ‖k−1 ‖Tx‖‖x‖
Proof. Assume x‖x‖ =
∑
16j6k βjxj . Consequently, there exists 1 6 t 6 k such that βt >
1
k
. Define
y = (y1, . . . , yk) as
yi =


xi for i 6= t, n,
xn for i = t,
xt for i = n.
By definition,
Vol
(
T (y1), T (y2), ..., T (yn)
)
6 ‖T ‖k−1d(T (yn), 〈T (yi)〉16i6n−1)
6 k‖T ‖k−1 ‖Tx‖‖x‖ .
(4.16)
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From [Blu16, Proposition 2.14], there is an inner product (·, ·)V on V = 〈T (xi)〉16i6k such that
1√
k
6
‖T (x)‖V
‖T (x)‖ 6
√
k ∀x ∈ 〈xi〉16i6k.
It is not hard to see that this implies that
√
k 6
dV
(
T (xj), 〈T (xi)〉16i<j
)
d
(
T (xj), 〈T (xi)〉16i<j
) 6 √k
and, consequently,
(
1√
k
)k 6
VolV
(
T (x1), ..., T (xk)
)
Vol
(
T (x1), ..., T (xk)
) 6 (√k)k.(4.17)
Note that VolV
(
T (x1), ..., T (xk)
)
= VolV
(
T (y1), T (y2), ..., T (yk)
)
so our claim follows from (4.16)
and (4.17). 
Lemma 4.8. Assume that X,Y are Banach spaces and that T : X → Y is a linear map. Let
V ⊂ X be a closed subspace of codimension m. Then for k > m, there exists a constant C which
only depends on k and m such that
Dk(T ) 6 CDm(T )Dk−m(T |V )(4.18)
Proof. [GTQ15, Lemma 8]. 
Proposition 4.9. Let ϕ be a bounded linear cocycle acting on a measurable field of Banach spaces
({Eω}ω∈Ω,∆,∆0). Then for every n, k > 1, the map
Ψkn : Ω→ R
ω 7→ Dk(ϕ(n, ω, ·))
is measurable.
Proof. For k = 1, the claim follows from Lemma 4.6 and Lemma 4.1. Note that for ω ∈ Ω,
Ψkn(ω) = sup
g1,...,gk∈∆0
Vol(ϕ(n, ω, g˜1(ω)), . . . , ϕ(n, ω, g˜k(ω)))χ{‖g1‖>0,...,‖gk‖>0}(ω)
where we used the notation g˜i(ω) = gi(ω)/‖gi(ω)‖, i = 1, . . . , k. It is therefore sufficient to prove
that for fixed g1, . . . , gk ∈ ∆,
ω 7→ Vol(ϕ(n, ω, g˜1(ω)), . . . , ϕ(n, ω, g˜k(ω)))χ{‖g1‖>0,...,‖gk‖>0}(ω)
is measurable. For i > 2, we have
d
(
ϕ
(
n, ω, g˜i(ω)
)
, 〈ϕ(n, ω, g˜t(ω))〉16t<i
)
= inf
q1,...,qi−1∈Q
∥∥∥∥ϕ(n, ω, g˜i(ω))− Σ16t<iqtϕ(n, ω, g˜t(ω))
∥∥∥∥
=
1
‖gi(ω)‖ infq1,...,qi−1∈Q
∥∥∥∥ϕ(n, ω, gi(ω))− Σ16t<iqtϕ(n, ω, gt(ω))
∥∥∥∥
=
1
‖gi(ω)‖ infq1,...,qi−1∈Q
∥∥∥∥ϕ (n, ω, gi(ω)− Σ16t<iqtgt(ω))
∥∥∥∥.
The claim follows by definition of Vol.

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Lemma 4.10. Under the same setting as in Proposition 4.9, let χkn(ω) = log(Ψ
k
n(ω)). Assume that
log+ ‖ϕ(1, ω, ·)‖ ∈ L1(Ω).
Then there exists a measurable forward invariant set Ω1 ⊂ Ω of full measure such that the limit
Λk(ω) := lim
n→∞
χkn(ω)
n
∈ [−∞,∞)(4.19)
exists for every ω ∈ Ω1 and k ≥ 1. Furthermore, Λk(θω) = Λk(ω) for every k ≥ 1, ω ∈ Ω1 and
Λk(ω) is constant on Ω1 in case the underlying metric dynamical system is ergodic.
Proof. From Lemma 4.6 and the cocycle property,
χkn+m(ω) 6 χ
k
n(θ
mω) + χkm(ω).(4.20)
By assumption and Lemma 4.6, it follows that χk;+1 ∈ L1(Ω). Therefore, we can directly apply
Kingman’s Subadditive Ergodic Theorem [Arn98, 3.3.2 Theorem] to conclude. 
Remark 4.11. (i) From Birkhoff’s Ergodic Theorem, we can furthermore assume that
lim
n→∞
log+ ‖ϕ(1, θnω, ·)‖
n
= 0(4.21)
for all ω ∈ Ω1.
(ii) From Lemma 4.8, it follows that
Λk ≤ Λm + Λk−m
for every k > m. In particular, if Λm = −∞, it follows that Λk = −∞ for every k > m.
Definition 4.12. If the assumptions of Lemma 4.10 are satisfied, we define
λk(ω) :=
{
Λk(ω)− Λk−1(ω) if Λk(ω),Λk(ω) ∈ R
−∞ if Λk(ω) = −∞
for k ≥ 1, where we set Λ0(ω) := 0. We call λk the k-th Lyapunov exponent of ϕ. Note that they
are deterministic almost surely in case the underlying system is ergodic.
Remark 4.13. Following the same strategy as in [GTQ15, Theorem 13], one can show that (λk)k≥1
is a decreasing sequence.
The next lemma shows that the sequence (λk) does not have real cluster points in case the
cocycle is compact.
Lemma 4.14. Let ϕ be as in Lemma 4.10. Furthermore, assume that it is compact. Then there is
a measurable forward invariant subset Ω˜ ⊂ Ω with full measure such that for any ω ∈ Ω˜ and ρ ∈ R,
there are only finitely many exponents λk(ω) that exceed ρ.
Proof. Let Ω1 be the set provided in Lemma 4.10. For ω ∈ Ω, let Bω be the unit ball in Eω. Set
G(ϑ, ν) :=
{
ω ∈ Ω1 : ϕ(1, ω, Bω) can be covered by eϑ balls with sizes less than eν
}
.(4.22)
We claim that G(ϑ, ν) is a measurable subset. To see this, define
S(ω) :=
{
s ∈ Bω : s = r g(ω)‖g(ω)‖χ{‖g‖>0}(ω), g ∈ ∆0, r ∈ Q ∩ [0, 1]
}
.
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One can easily check that S(ω) is dense in Bω. Let p = e
ϑ and define
H(ω) = inf
s1,...,sp∈S(ω)
(
sup
s∈S(ω)
min
16i6p
(‖ϕ(1, ω, s)− ϕ(1, ω, si)‖)
)
.
It is not hard to see that
G(ϑ, ν) =
{
ω ∈ Ω1 : H(ω) < eν
}
and consequently G(ϑ, ν) is indeed measurable. Since ϕ is compact, for any ν ∈ R,
lim
ϑ→∞
P
(
G(ϑ, ν)
)
= 1.
Let ω ∈ Ω1. With the same argument as on [GTQ15, page 247], we can say that ϕ(m,ω,Bω) can
be covered by Nm = e
mϑ balls of size Rϑ,νm = e
mγϑ,νm where
γϑ,νm (ω) =
1
m
[
ν
∑
06j6m
χG(ϑ,ν)(θ
jω) +
∑
06j6m
χG(ϑ,ν)c log
+ ‖ϕ(1, θjω, ·)‖
]
=: νAϑ,νm (ω) +B
ϑ,ν
m (ω).
Let λk(ω) > ρ. For large m, we must have k(ρ − γϑ,νm ) 6 ϑ. If we can show that ρ − γϑ,νm > 0 for
some m,ϑ, µ, the proof is finished since in that case, k < ϑ
ρ−γϑ,νm
.
Let ǫ > 0 and choose ν < 0 such that ν < ρ−ǫ
ǫ
. From integrability of log+ ‖ϕ(1, ω, ·)‖, there exists
a δ > 0 such that for P(E) < δ, ∫
E
log+ ‖(ϕ(1, ω, ·)‖ dP 6 ǫ2.(4.23)
Now we choose ϑ > 0 such that
P
(
G(ϑ, ν)c
)
6 ǫ ∧ δ.(4.24)
Since 0 6 Aϑ,νm (ω) 6 1, ∫
Ω
Aϑ,νm dP 6 P(A
ν,r
m > ǫ) + ǫ and
P(Bϑ,νm > ǫ) 6
1
ǫ
∫
Ω
Bϑ,νm dP.
Now from (4.23), (4.24) and Birkhoff’s Ergodic theorem, for large m,
P(Aϑ,νm > ǫ) > 1− 3ǫ and P(Bϑ,νm > ǫ) 6 2ǫ.
Set A1 := {Aϑ,νm > ǫ} and B1 := {Bϑ,νm 6 ǫ} and note that P(A1 ∩B1) > 1− 5ǫ. For ω ∈ A1 ∩B1,
γϑ,νm < ρ.
Since ǫ is arbitrary, we can find a set Ω2 ⊂ Ω1 of full measure with the desired property. Finally
we put Ω3 :=
⋂∞
j=0(θ
j)−1Ω2. 
The following proposition, a trajectory-wise version of the Multiplicative Ergodic Theorem, will
play a central role in the proof of our main result. It is a slight reformulation of [Blu16, Proposition
3.4]. The proof is very similar to Blumenthal’s original proof, but because of its importance, we
decided to sketch it in the appendix, cf. page 44.
Proposition 4.15. Let {Vj}j>0 be a sequence of Banach spaces and Ti : Vi → Vi+1 a sequence of
bounded linear operators. Set T n = Tn−1 ◦ ... ◦ T0. Assume that:
(i) lim supn→∞
1
n
log+ ‖Tn‖ = 0.
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(ii) For any k ≥ 1, the following limits exists:
Lk = lim
n→∞
1
n
logDk(T
n).
(iii) Setting L0 := 0 and lk := Lk − Lk−1 for k ≥ 1, assume that there is a number m <∞ for
which l := l1 = . . . = lm > lm+1 =: l.
Then the subspace
F :=
{
v ∈ V0 : lim sup
n→∞
1
n
log ‖T nv‖ 6 l}
is closed and m-codimensional. Also, for v ∈ V0 \ F ,
lim
n→∞
1
n
log ‖T nv‖ = l.(4.25)
Furthermore, for any complement H of F ,
lim
n→∞
1
n
log inf
v∈H\{0}
‖T nv‖
‖v‖ = l.(4.26)
Finally, if h1, . . . , hm ∈ V0 are linearly independent and H = 〈h1, ..., hm〉,
lim
n→∞
1
n
logVol (T nh1, T
nh2, ..., T
nhm) = ml.(4.27)
Remark 4.16. In the proof of the proposition above, we will also see that
lim sup
n→∞
1
n
log ‖T n|F ‖ 6 l(4.28)
holds.
We finally state the main result of this section, a Multiplicative Ergodic Theorem for cocycles
acting on measurable fields of Banach spaces.
Theorem 4.17. Let (Ω,F ,P, θ) be an ergodic measurable metric dynamical system and ϕ be a
compact linear cocycle acting on a measurable field of Banach spaces {Eω}ω∈Ω in the sense of
Definition 3.16. For λ ∈ R ∪ {−∞} and ω ∈ Ω, define
Fλ(ω) :=
{
x ∈ Eω : lim sup
n→∞
1
n
log ‖ϕ(n, ω, x)‖ 6 λ}.
Assume that
log+ ‖ϕ(1, ω, ·)‖ ∈ L1(Ω).
Then there is a measurable forward invariant set Ω˜ ⊂ Ω of full measure such that:
(i) For any ω ∈ Ω˜ and k > 1, the limit
Λk := lim
n→∞
1
n
logDk(ϕ(n, ω, ·)) ∈ [−∞,∞)(4.29)
exists and is independent of ω.
(ii) Setting Λ0 := 0 and λk := Λk − Λk−1 with λk = −∞ if Λk = −∞, the sequence (λk) is de-
creasing. If the number of distinct values of this sequence is infinite, then limk→∞ λk = −∞.
We denote the decreasing subsequence of distinct values by (µj)j>1, which can be a finite
or an infinite sequence, and mj will denote the multiplicity of µj in the sequence (λj). If
µj ∈ R, mj is finite.
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(iii) For λi > λi+1 and ω ∈ Ω˜,
x ∈ Fλi (ω) \ Fλi+1(ω) if and only if lim
n→∞
1
n
log ‖ϕ(n, ω, x)‖ = λi.(4.30)
(iv) For any µj, codimFµj (ω) = m1 + . . .+mj−1 for every ω ∈ Ω˜.
(v) For ω ∈ Ω˜, if h1, . . . , hk ∈ Eω are linearly independent and Hω = 〈h1, ..., hk〉 is a comple-
ment subspace for Fµj (ω) in Eω, then
lim
n→∞
1
n
logVol
(
ϕ(n, ω, h1), ..., ϕ(n, ω, hk)
)
=
∑
16i6j
miµi.(4.31)
Remark 4.18. The sequence (µj) is called the Lyapunov spectrum, the filtration of spaces
Fµ1 (ω) ⊃ Fµ2(ω) ⊃ · · ·
is called Oseledets filtration.
Proof. Note that (i) and (ii) are direct consequences of Lemma 4.10 and Lemma 4.14, hence we only
have to prove (iii), (iv) and (v). The idea is to prove the consecutive statements for each Lyapunov
exponent by induction, where Proposition 4.15 will play a central role. We will only give the proof
in case that the Lyapunov spectrum is infinite, the case of a finite Lyapunov spectrum is similar.
Let us start to formulate a result for the first Lyapunov exponent µ1. Consider Ω1 ⊂ Ω as in
Lemma 4.10. We may assume that (4.21) is also satisfied for every ω ∈ Ω1. Fix some ω ∈ Ω1
and define Vj := Eθjω and Tj := ϕ(1, θ
jω, ·). Note that, by definition, µ1 = λ1 = ... = λm1 >
λm1+1 = µ2 and µ1 = Λ1, therefore Fµ1 (ω) = Eω = V0. Proposition 4.15 now implies that for
x ∈ Fµ1(ω)\Fµ2(ω), we have limn→∞ 1n log ‖ϕ(n, ω, x)‖ = µ1 and that Fµ2(ω) is m1-codimensional.
Furthermore, if Hω = 〈h1, . . . , hm1〉 is a complement for Fµ2(ω),
lim
n→∞
1
n
logVol
(
ϕ(n, ω, h1), ..., ϕ(n, ω, hk)
)
= m1µ1.(4.32)
(4.31)
For the next step, we set Vj := Fµ2(θ
jω) and Tj := ϕ(1, θ
jω, ·) |Fµ2 (θjω). Note that from the
cocycle property, Tj : Vj → Vj+1. We claim that there is a measurable and θ-invariant subset
Ω2 ⊂ Ω1 with full measure such that for any ω ∈ Ω2 and k > 1,
lim
n→∞
1
n
logDk
[
ϕ(n, ω, ·) |Fµ2 (ω)
]
= Λk+m − Λm(4.33)
where we set m := m1 for simplicity. Let Ω2 ⊂ Ω1 be a measurable subset with the properties
stated in Lemma 4.4. Fix some ω ∈ Ω2. As a consequence of Lemma 4.8,
Λk+m 6 Λm + lim inf
n→∞
1
n
logDk
[
ϕ(n, ω, ·) |Fµ2 (ω)
]
.(4.34)
For n ∈ N to be specified later, let {f i}16i6k ⊂ Fµ2 (ω) be chosen such that ‖f i‖ = 1 for every i
and
Vol
(
ϕ(n, ω, f1), ..., ϕ(n, ω, fk)
)
>
1
2
Dk
[
ϕ(n, ω, ·) |Fµ2 (ω)
]
.(4.35)
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Let Hω = 〈h1, h2, ..., hm〉 be a complement subspace for Fµ2(ω). We can assume that ‖hi‖ = 1 for
all i. To ease notation, set ϕnω(·) := ϕ(n, ω, ·). By definition,
Dk+m(ϕ
n
ω(·)) > Vol
(
ϕnω(h
1), ..., ϕnω(h
m), ϕnω(f
1), ..., ϕnω(f
k)
)
= Vol
(
ϕnω(h
1), ..., ϕnω(h
m)
) m∏
j=1
d
(
ϕnω(f
j
ω),
〈
ϕnω(h
1), ..., ϕnω(h
m), ϕnω(f
1), ..., ϕnω(f
j−1)
〉)
.
(4.36)
It is not hard to see that
d
(
ϕnω(f
j),
〈
ϕnω(f
1), ..., ϕnω(f
j−1)
〉)
d
(
ϕnω(f
j),
〈
ϕnω(h
1), ..., ϕnω(h
m), ϕnω(f
1), ..., ϕnω(f
j−1)
〉) 6 ‖ΠFµ2(θnω)||ϕ(n,ω,Hω)‖.
Consequently, by (4.35) and (4.36),
Dk+m(ϕ
n
ω(·)) > ‖ΠFµ2(θnω)||ϕ(n,ω,Hω)‖−mVol
(
ϕnω(h
1), ..., ϕnω(h
m)
)
Vol(ϕnω(f
1), ..., ϕnω(f
n))
>
1
2
‖ΠFµ2 (θnω)||ϕ(n,ω,Hω)‖−mVol
(
ϕnω(h
1), ..., ϕnω(h
m)
)
Dk
[
ϕ(n, ω, ·) |Fµ2 (ω)
]
.
Note that, by definition of the projection operator,
1 6 ‖ΠFµ2 (θnω)||ϕ(n,ω,Hω)‖ 6 ‖Πϕ(n,ω,Hω)||Fµ2(θnω)‖+ 1.
Choosing n large, using (4.32) and Lemma 4.4, we see that
lim sup
n→∞
1
n
logDk
[
ϕ(n, ω, ·) |Fµ2 (ω)
]
+ Λm 6 Λk+m(4.37)
and (4.33) is shown. We can now use Proposition 4.15 again with l = µ2, l = µ3 and m = m2 which
proves that for ω ∈ Ω2 and x ∈ Fµ2(ω) \ Fµ3(ω),
lim
n→∞
1
n
log ‖ϕ(n, ω, x)‖ = µ2.
Moreover, Fµ3 (ω) is m2-codimensional in Fµ2(ω). Using that Fµ2(ω) is m1-codimensional in Eω
implies that Fµ3(ω) has codimension m1 +m2 in Eω .
It remains to prove (v). Let 〈h1, ..., hm1+m2〉 be a complement subspace for Fµ3(ω). Note
that Vol
(
ϕnω(h
1), ..., ϕnω(h
m1+m2)
)
is not invariant under permutation, but all permutations are
equivalent up to a constant which only depends on m1 +m2, cf. the proof of Lemma 4.7. We may
assume that Hω = 〈h1, ..., hm1〉 is a complement subspace for Fµ2(ω) and that for m1 + 1 6 j 6
m1 +m2, we have h
j = gj−m1 + f j−m1 where gj−m1 ∈ Fµ2(ω) and f j−m1 ∈ Hω. It is not hard to
see that Gω := 〈g1, ..., gm2〉 is a complement subspace for Fµ3 (ω) in Fµ2 (ω). By definition,
Vol
(
ϕnω(g
1), ..., ϕnω(g
m2), ϕnω(h
1), ..., ϕnω(h
m1)
)
= Vol
(
ϕnω(g
1), ..., ϕnω(g
m2)
) m1∏
j=1
d
(
ϕnω(h
j), 〈ϕnω(g1), ..., ϕnω(gm2), ϕnω(h1), ..., ϕnω(hj−1)〉
)
.
Note that
1 6
d
(
ϕnω(h
j), 〈ϕnω(h1), ..., ϕnω(hj−1)〉
)
d
(
ϕnω(h
j), 〈ϕnω(g1), ..., ϕnω(gm2), ϕnω(h1), .., ϕnω(hj−1)〉
) 6 ‖Πϕ(n,ω,Hω)||Fµ2(θnω)‖.
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Together with Lemma 4.4 and (4.27) in Proposition 4.15, this implies that
lim
n→∞
1
n
logVol
(
ϕnω(h
1), ..., ϕnω(h
m1), ϕnω(g
1), ..., ϕnω(g
m2)
)
= lim
n→∞
1
n
logVol
(
ϕnω(g
1), ..., ϕnω(g
m2), ϕnω(h
1), ..., ϕnω(h
m1)
)
= m1µ1 +m2µ2.
(4.38)
Since fk ∈ Hω for 1 6 j 6 m1,
d
(
ϕnω(g
j), 〈ϕnω(h1), ..., ϕnω(hm1), ϕnω(g1), ..., ϕnω(gj−1)〉
)
= d
(
ϕnω(h
m1+j), 〈ϕnω(h1), ..., ϕnω(hm1), ϕnω(hm1+1), .., ϕnω(hm1+j−1)〉
)
.
Consequently, by (4.38),
lim
n→∞
1
n
logVol
(
ϕnω(h
1), ..., ϕnω(h
m1), ϕnω(h
m1+1), ..., ϕnω(h
m1+m2)
)
= lim
n→∞
1
n
logVol
(
ϕnω(h
m1+1), ..., ϕnω(h
m1+m2), ϕnω(h
1), ..., ϕnω(h
m1)
)]
= m1µ1 +m2µ2.
This finishes step 2. We can now iterate the procedure and the general result follows by induction.

5. The Lyapunov spectrum for linear equations
In this section, we formulate the main results of the article.
Theorem 5.1. Let (Ω,F ,P, (θ)t∈R) be an ergodic measurable metric dynamical system and X a
delayed γ-rough path cocycle for some γ ∈ (1/3, 1/2] and some delay r > 0. Assume that there are
α < β < γ such that (3.2) holds for some κ ∈ (0, γ). In addition, we assume that
‖X‖γ;[0,r] + ‖X‖2γ;[0,r] + ‖X(−r)‖2γ;[0,r] ∈ L
1
γ−β (Ω).(5.1)
Let σ ∈ L(W 2, L(U,W )). Then we have the following:
(i) The equation
dyt = σ(yt, yt−r) dXt(ω); t ≥ 0
yt = ξt; t ∈ [−r, 0](5.2)
has a unique solution y : [0,∞)→ W for every initial condition (ξ, ξ′) ∈ Dα,β
X(ω)([−r, 0],W )
with
(yt+n(ω), y
′
t+n(ω))t∈[−r,0] ∈ Dα,βX(θnrω)([−r, 0],W )
for every n ≥ 0 where
y′t(ω) =
{
σ(yt(ω), yt−r(ω)) for t ≥ 0
ξ′t for t ∈ [−r, 0].
(ii) Set ϕ(n, ω, ξ) := (yt+n(ω), y
′
t+n(ω))t∈[−r,0] and Eω := D
α,β
X(ω)([−r, 0],W ). Then ϕ is a
compact linear cocycle defined on the discrete ergodic measurable metric dynamical system
(Ω,F ,P, θr) acting on the measurable field of Banach spaces {E}ω∈Ω and all statements
of the Multiplicative Ergodic Theorem 4.17 hold. In particular, a deterministic Lyapunov
spectrum (µj)j≥0 exists and induces an Oseledets filtration of the space of admissible initial
conditions Dα,β
X(ω)([−r, 0],W ) on a set of full measure.
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Proof. Theorem 3.12 together with Theorem 3.17 show that (5.2) induces a cocycle acting on
a measurable field of Banach spaces given by the spaces of controlled paths. The estimate in
Theorem 1.11 together with our assumption (5.1) show that the moment condition of the MET
4.17 is satisfied and the theorem follows. 
Finally, we apply our results for the Brownian motion.
Corollary 5.2. Theorem 5.1 can be applied for X being a two-sided Brownian motion B adapted
to a two-paramter filtration (F ts) and X being either BIto¯ or BStrat. In the former case, the solution
to (5.2) coincides with the usual Ito¯-solution and in the later case it coincides with the Stratonovich
solution of a stochastic differential equation almost surely in case the initial condition is F0−1-
measurable.
Proof. The fact that BIto¯ and BStrat are delayed γ-rough path cocycles on an ergodic measurable
metric dynamical system for every γ ∈ (1/3, 1/2) was shown in Theorem 3.7. Choosing γ close
enough to 1/2, we can find α and β such that (3.2) holds. In Proposition 2.2, we saw that the
integrability condition (5.1) is satisfied in the Brownian case, and we can indeed apply Theorem
5.1. The fact that the solution to (5.2) coincides with the usual Ito¯ resp. Stratonovich solution was
shown in Corollary 2.4. 
We close this section with a few remarks.
Remark 5.3. (1) As already mentioned, it is not hard to prove Theorem 5.1 for a vector of
delays 0 < r1 < . . . < rm in which case the equation reads
dyt = σ(yt, yt−r1 , . . . , yt−rm) dXt.
In that case, the largest delay rm will play the role of r. It is also straightforward to include
a smooth and bounded drift term in the equation by adding the function t 7→ t as a smooth
component to the process X. Including unbounded drifts is more challenging, cf. [RS17]
for a discussion regarding equations without delay.
(2) Theorem 5.1 is formulated in a generality which opens the possibility to apply the results for
a much larger class of driving processes X. For instance, [NNT08] prove that the fractional
Brownian motion possess a “canonical” delayed Le´vy area using the Russo-Vallois integral
[RV93]. However, this approach does not directly show that the fractional Brownian motion
has a canonical lift to a delayed rough path cocycle since we used that such lifts are limits
of smooth convolutions, cf. the proof of Theorem 3.7 where we used Theorem 2.9. However,
it is possible to show that the delayed Le´vy area for the fractional Brownian motion defined
through the Russo-Vallois integral is also a limit of smooth convolutions. This fact even
holds for a significantly larger class of Gaussian processes and will be discussed in another
future work. Other possible drivers in Theorem 5.1 are semimartingales with stationary
increments and good integrability properties.
(3) It is possible to use the language of Hairer’s Regularity Structures [Hai14] to reformulate
our results. In that case, the space of controlled paths has to be replaced by the space of
modelled distributions. We decided to use the language of rough paths here because less
theory is needed and we can directly rely on prior work such as [NNT08]. However, it might
be useful to use regularity structures in the future.
DYNAMICAL THEORY FOR SDDE 39
6. An example
In view of our main results obtained in the former section, we now come back to the previous
example already discussed in the introduction: we consider the stochastic delay equation
dyt = yt−1 dB
Ito¯
t ; t ≥ 0
yt = ξt; t ∈ [−1, 0].
(6.1)
This equation can be considered as the prototype of a singular stochastic delay equation. In its
classical Ito¯ formulation, it was studied by one of us in [Sch13]. In that work, it was shown that
there exists a deterministic real number Λ such that
Λ = lim
t→∞
1
t
log ‖ϕ(t, ω, ξ)‖(6.2)
almost surely for any initial condition ξ ∈ C([−1, 0],R)\{0}. In (6.2), the norm ‖·‖ may denote the
uniform norm or the M2-norm which we will define below. It is a natural question to ask whether
Λ coincides with the top Lyapunov exponent provided by the Multiplicative Ergodic Theorem 4.17.
We will give an affirmative answer in this section.
Set Eω = D
α,β
B(ω)([−1, 0]) with α, β chosen such that (3.2) holds. Take (ξ, ξ′) ∈ Eω. On the time
interval [−1, 1], the unique solution to (6.1) is given by
(yt, y
′
t) =
{
(ξt, ξ
′
t) if t ∈ [−1, 0](∫ t
0 ξs−1 dB
Ito¯ + ξ0, ξt−1
)
if t ∈ [0, 1].(6.3)
Note that C1([−1, 0],R) ⊂ Eω for every ω ∈ Ω by the embedding η 7→ (η, 0). Let us introduce the
Hilbert space M2 := R× L2([−1, 0],R) furnished with the norm
‖(ν, η)‖M2 :=
(|ν|2 + ‖η‖2L2) 12
for (ν, η) ∈ M2. Note that C([−1, 0],R) ⊂ M2 using the embedding η 7→ (η0, η). Recall the
definition of Vol given in Definition 4.5. Our main result in this section is the following.
Theorem 6.1. For every η1, ..., ηk ∈ C1([−1, 0],R) \ {0}, the limit
lim
n→∞
1
n
logVol
(
ϕ(n, ω, η1), ..., ϕ(n, ω, ηk)
)
(6.4)
exists almost surely in [−∞,∞). Moreover, the limit is independent of the choice of the norm when
we take ‖ · ‖Eθnω , ‖ · ‖Cα, ‖ · ‖∞ or ‖ · ‖M2 in the definition of Vol. For k = 1, if ‖ · ‖ denotes any
of the norms above, the limit
lim
n→∞
1
n
log ‖ϕ(n, ω, η)‖
is independent of the choice of η ∈ C1([−1, 0],R) \ {0} and coincides with the largest Lyapunov
exponent provided by the Multiplicative Ergodic Theorem 4.17.
Before proving Theorem 6.1, we need two classical inequalities:
Lemma 6.2. Let α < 12 , p > 2 and let ξ : [−1, 0] → R be an α-Ho¨lder path. Then there is a
constant Ap such that
‖ξ‖α = sup
−16s<t60
|ξs,t|
(t− s)α 6 Ap
(∫∫
[−1,0]2
|ξu − ξv|p
|u− v|pα+2 du dv
) 1
p
.(6.5)
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If X is α-Ho¨lder and (ξ, ξ′) ∈ DαX([−1, 0],R),
sup
−16s<t60
|ξ#s,t|
(t− s)2α 6 Ap
[(∫∫
−16u<v60
|ξ#u,v|p
|u− v|2αp+2 du dv
) 1
p
+ ‖ξ′‖α‖X‖α
]
.(6.6)
Proof. Cf. [Gub04, Corollary 4]. 
Proof of Theorem 6.1. First, we claim that the limit (6.4) exists for any choice of η1, . . . , ηk for the
norm ‖ · ‖Eθnω . Indeed, if η1, . . . , ηk are linearly dependent, the limit (6.4) clearly exists and equals
−∞. Also if for every j > 1 we have 〈η1, ..., ηk〉∩Fµj (ω) 6= {0}, since µj → −∞, Lemma 4.7 implies
that (6.4) exists and equals−∞. So we can assume that for some j > 1, 〈η1, ..., ηk〉∩Fµj+1 (ω) = {0}.
For i 6 j we can find a finite-dimensional subspace Hi(ω) such that Hi(ω)
⊕
Fµi+1(ω) = Fµi (ω).
Furthermore, for each i 6 j, there is a subspace H˜i(ω) ⊂ Hi(ω) with dim
[
H˜i(ω)
]
= ni such that
〈η1, ..., ηk〉
Fµj+1 (ω)
=
⊕
16i6j H˜i(ω)
Fµj+1 (ω)
.
Now as a consequence of item (v) in the Multiplicative Ergodic Theorem 4.17,
lim
n→∞
1
n
logVol
(
ϕ(n, ω, η1), ..., ϕ(n, ω, ηk)
)
=
∑
16i6j
niµi
which shows the claim.
The strategy of the proof now is to compare all norms against one another. For −1 6 t 6 0 ,
ξ, η ∈ C1([−1, 0],R) \ {0} and n ∈ N0 set ξnt = yξn+t and ηnt = yηn+t where yξ and yη are solutions
to (6.1) starting from ξ, η respectively. By definition,
(ξn)′t = ξ
n−1
t , (ξ
n)#s,t =
∫ t
s
ξn−1s,u dBn+u(6.7)
for −1 ≤ s ≤ t ≤ 0 and n ≥ 0 where we define ξ−1 ≡ 0. Set Ft := F t0. From Lemma 6.2, for any
C > 0,
P
(‖ξn‖α > C | Fn−1) 6 P
(∫∫
[−1,0]2
|ξnv,u|p
|u− v|2+pα du dv >
Cp
(Ap)p
∣∣Fn−1
)
=
P
(∫∫
[−1,0]2
| ∫
[u,v]
ξn−1τ dBn+τ |p
|u− v|pα+2 du dv >
Cp
(Ap)p
|Fn−1
)
almost surely. Similarly,
P
(
inf
β∈Q
‖ηn − βξn‖α > C
∣∣Fn−1
)
6 inf
β∈Q
P
(∫∫
[−1,0]2
| ∫
[u,v]
ηn−1τ − βξn−1τ dBn+τ |p
|u− v|pα+2 du dv >
Cp
(Ap)p
∣∣Fn−1
)
almost surely. Set p = 2m for m chosen such that m(1 − 2α) > 1. From the Burkholder-Davis-
Gundy inequality, it follows that
E


∣∣∣∣∣
∫
[u,v]
ξn−1τ dBn+τ
∣∣∣∣∣
2m ∣∣Fn−1

 6 B2m|u− v|m‖ξn−1‖2m∞
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almost surely for some constant B2m > 0. Consequently,
P (‖ξn‖α > C|Fn−1) 6 A˜2m ‖ξ
n−1‖2m∞
C2m
and(6.8)
P
(
inf
β∈Q
‖ηn − βξn‖α > C|Fn−1
)
6 A˜2m
infβ∈Q ‖ηn−1 − βξn−1‖2m∞
C2m
(6.9)
for a general constant A˜2m. Now for any ε > 0, (6.8) implies that
P
(
1
n
log ‖ξn‖α > ε+ 1
n− 1 log ‖ξ
n−1‖∞]
)
6 P
(‖ξn−1‖α > ‖ξn−1‖∞ exp[ε(n− 1)])
6
A˜2m
exp [2mε(n− 1)] −→ 0
(6.10)
as n→∞. Similarly,
P
(
1
n
log inf
β∈Q
‖ηn − βξn‖α > ε+ 1
n− 1 log infβ∈Q ‖η
n−1 − βξn−1‖∞
)
−→ 0(6.11)
as n→∞. Now from (6.6) and (6.7),
P
(
sup
−16s<t60
|(ξn)#s,t|
(t− s)2α > C
∣∣Fn−1
)
6
P

Ap


(∫∫
−16u<v60
| ∫
u,v
ξn−1u,τ dBn+τ |p
(v − u)2pα+2 du dv
) 1
p
+ ‖ξn−1‖α‖Bn‖α

 > C ∣∣Fn−1

 6
P
(∫∫
−16u<v60
| ∫
u,v
ξn−1u,τ dBn+τ |p
(v − u)2pα+2 du dv + ‖ξ
n−1‖pα‖Bn‖pα >
Cp
(2Ap)p
∣∣Fn−1
)
almost surely. Similarly,
P
(
inf
β∈Q
[
sup
−16s<t60
|(ηn − βξn)#s,t|
(t− s)2α
]
> C
∣∣Fn−1
)
6
inf
β∈Q
P
(∫∫
−16u<v60
| ∫
u,v
(ηnu,τ − βξnu,τ ) dBn+τ |p
(v − u)2pα+2 du dv + ‖η
n−1 − βξn−1‖pα‖Bn‖pα >
Cp
(2Ap)p
∣∣Fn−1
)
almost surely. Set p = 2m such that m(1− 2α) > 1. Then
E


∣∣∣∣∣
∫
[u,v]
ξn−1u,τ dBn+τ
∣∣∣∣∣
2m ∣∣Fn−1

 6 B2m(v − u)m(2α+1)‖ξn−1‖2mα
almost surely. Consequently, for general constants M and M˜ ,
P
(
sup
−16s<t60
|(ξn)#s,t|
(t− s)2α > C
∣∣Fn−1
)
6 P
(
M‖ξn−1‖2mα (1 + ‖Bn‖2mα ) > C2m
∣∣Fn−1)
6
M˜
C2m
‖ξn−1‖2mα
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almost surely and
P
(
inf
β∈Q
sup
−16s<t60
|(ηn − βξn)#s,t|
(t− s)2α > C
∣∣Fn−1
)
6
M˜
C2m
inf
β∈Q
‖ηn−1 − βξn−1‖2mα
almost surely. Similarly to (6.10), for any ε > 0,
P
(
1
n
log ‖(ξn)#‖2α > ε+ 1
n− 1 log ‖ξ
n−1‖α]
)
−→ 0 and
P
(
1
n
log inf
β∈Q
‖(ηn − βξn)#‖2α > ε+ 1
n− 1 log infβ∈Q ‖η
n−1 − βξn−1‖α]
)
−→ 0
(6.12)
as n → ∞. Remember ‖ξn‖2M2 = |ξn−1|2 +
∫ 0
−1(ξ
n
t )
2 dt. From Doob’s submartingale inequality, for
a general constant M ,
P(‖ξn‖∞ > C | Fn−1) 6 P
(
|ξn−1|+ sup
−16t60
|ξn−1,t| > C | Fn−1
)
6
4|ξn−1|2 + 4E|ξn−1,0|2
C2
6
M
C2
‖ξn−1‖2M2
almost surely. Also,
P
(
inf
β∈Q
‖ηn − βξn‖∞ > C | Fn−1
)
6
M
C2
inf
β∈Q
‖ηn−1 − βξn−1‖2M2
almost surely. Again as in (6.10), for any ε > 0,
P
(
1
n
log inf
β∈Q
‖ξn‖∞ > ε+ 1
n− 1 log infβ∈Q ‖ξ
n−1‖M2
)
−→ 0 and
P
(
1
n
log inf
β∈Q
‖ηn − βξn‖∞ > ε+ 1
n− 1 log infβ∈Q ‖η
n−1 − βξn−1‖M2
)
−→ 0
(6.13)
as n → ∞. Now from the Multiplicative Ergodic Theorem 4.17, (6.10), (6.11), (6.12) and (6.13),
the following limits exist
lim
n→∞
1
n
log ‖ϕ(n, ω, ξ)‖
lim
n→∞
1
n
logVol
(
ϕ(n, ω, ξ), ϕ(n, ω, η)
)(6.14)
as n → ∞ where ‖ · ‖ could be any of the proposed norms, used also in the definition of Vol, and
the limit is independent of the choice of the norm. From the definition of Vol, the above argument
together with a simple induction generalizes to every k > 1 which proves the first claim.
To prove the second claim, let η ∈ C1([−1, 0],R)\{0}. Then the limit µ := limn→∞ 1n log ‖ϕ(n, ω, η)‖
is independent from η, cf. [Sch13, Theorem 1.1]. Therefore, from the Multiplicative Ergodic Theo-
rem 4.17, C1([−1, 0],R) \ {0} ⊂ Fµj (ω) \ Fµj+1 (ω) for some j ≥ 1. Let ξ, η ∈ C∞([−1, 0],R) \ {0},
a ∈ R and set ξ˜t :=
∫ t
−1
ξτ dBτ . Using (6.3), we have
γt := ξ˜t + ηt + a = ϕ(1, θ
−1ω, ξ)[t] + ηt + a− ξ0(6.15)
and (6.14) implies that limn→∞
1
n
log ‖ϕ(n, ω, γ)‖ 6 µ. From Theorem 3.10, we know that elements
of the form γ are dense in Eω. Choose ξω ∈ Fµ1(ω) \ Fµ2 (ω). Since Fµ2(ω) is a closed subspace,
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we can find a neighborhood B(ξω , δ) ⊂ Fµ1 (ω) \ Fµ2(ω) and an element γ ∈ B(ξω, δ) of the form
(6.15). Therefore, µ1 ≤ µ, thus µ = µ1. 
Remark 6.3. Taking the Hilbert space norm ‖ · ‖M2 in the definition of Vol, we actually have
Vol(X1, ..., Xk) = ‖X1 ∧X2 ∧ ... ∧Xk‖M2 .
We conjecture that the limit
lim
n→∞
1
n
log ‖ϕ(n, ω, η1) ∧ · · · ∧ ϕ(n, ω, ηk)‖M2
is independent of the choice of η1, . . . , ηk whenever these vectors are linearly independent, and that
the limit coincides with Λk almost surely. This would be in good accordance with the classical
definition of Lyapunov exponents in the finite dimensional case, cf. [Arn98, Chapter 3].
Appendix A. Stability for rough delay equations
In the following, we sketch the proof of Theorem 1.9. The strategy is the same as in [NNT08,
Theorem 4.2].
Proof of Theorem 1.9 (sketch). For simplicity, we assume that U =W = R. By definition,
ys,t =
∫ t
s
σ(yτ , ξτ−r) dXτ = Λs,t + ρ
2
s,t = σ(ys, ξs−r)Xs,t + ρ
1
s,t + ρ
2
s,t(A.1)
where
Λs,t = σ(ys, ξs−r)Xs,t + σ1(ys, ξs−r)y
′
sXs,t + σ2(ys, ξs−r)ξ
′
s−rXs,t(−r),
ρ1s,t = σ1(ys, ξs−r)y
′
sXs,t + σ2(ys, ξs−r)ξ
′
s−rXs,t(−r) and
ρ2s,t =
∫ t
s
σ(yτ , ξτ−r) dXτ − Λs,t,
using the notation σ1(x, y) = ∂xσ(x, y), σ2(x, y) = ∂yσ(x, y). Analogously, one defines Λ˜, ρ˜
1 and
ρ˜2 such that
y˜s,t = Λ˜s,t + ρ˜
2
s,t = σ(y˜s, ξ˜s−r)X˜s,t + ρ˜
1
s,t + ρ˜
2
s,t.
Note that y′s = σ(ys, ξs−r) and y
#
s,t = ρ
1
s,t + ρ
2
s,t. It is not hard to see that
Λs,t − Λs,u − Λu,t = [σ1(ys, ξs−r)y#s,u + σ2(ys, ξs−r)ξ#s−r,u−r ]Xu,t
+ [σ1(yu, ξu−r)y
′
u − σ1(ys, ξs−r)y′s]Xu,t + [σ2(yu, ξu−r)ξ′u−r − σ2(ys, ξs−r)ξ′s−r]Xu,t(−r)
+
∫ 1
0
(1− τ)[σ1,1(zτs,u, z¯τs,u)(ys,u)2 + 2σ1,2(zτs,u, z¯τs,u)ys,yξs−r,u−r + σ2,2(zτs,u, z¯τs,u)(ξs−r,u−r)2]dτXu,t
(A.2)
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where zτs,u = τyu + (1 − τ)ys, z¯τs,u = τξu−r + (1 − τ)ξs−r and σ1,1(x, y) = ∂2xσ(x, y), σ1,2(x, y) =
∂x∂yσ(x, y) and σ2,2(x, y) = ∂
2
yσ(x, y). Set
R := ‖X − X˜‖γ,[0,r] + ‖X− X˜‖2γ,[0,r] + ‖X(−r)− X˜(−r)‖2γ,[0,r]
+ ‖ξ′ − ξ˜′‖β,[0,r] + ‖ξ# − ξ˜#‖2β,[0,r] + ‖ξ − ξ˜‖β,[0,r],
C(y) := ‖X‖γ + ‖X‖2γ,[0,r]+ ‖X(−r)‖2γ,[0,r] + ‖y‖DβX([0,r],W ) + ‖ξ‖DβX([−r,0],W ) and
D(X) := ‖X‖γ + ‖X‖2γ + ‖X(−r)‖2γ + ‖ξ‖Dβ
X
([0,r],W )
with an analogous definition of C(y˜) and D(X˜). It is not hard to see that there is a continuous
function g : (0,∞)4 → [0,∞), increasing in every of its arguments, such that
‖ρ1 − ρ˜1‖2β;[a,b] 6 (b− a)γ−βg
[
D(X), D(X˜), C(y), C(y˜)
]
[
R+ ‖y − y˜‖β;[a,b] + ‖y′ − y˜′‖β;[a,b] + ‖y# − y˜#‖2β;[a,b]
]
for every [a, b] ⊆ [0, r]. From the Sewing lemma [FH14, Lemma 4.2],
‖ρ2 − ρ˜2‖2β;[a,b] 6M sup
s,u,t∈[a,b]
∣∣(Λs,t − Λ˜s,t)− (Λs,u − Λ˜s,u)− (Λu,t − Λ˜u,t)∣∣
(t− s)2β
for some constant M > 0. Using (A.2), one can deduce that
sup
s,u,t∈[a,b]
∣∣(Λs,t − Λ˜s,t)− (Λs,u − Λ˜s,u)− (Λu,t − Λ˜u,t)∣∣
(t− s)2β
6 (b − a)γ−βg[D(X), D(X˜), C(y), C(y˜)][R+ ‖y − y˜‖2β;[a,b] + ‖y′ − y˜′‖β;[a,b] + ‖y# − y˜#‖2β;[a,b]].
Now, along with (A.1),
‖y − y˜‖β;[a,b] + ‖y′ − y˜′‖β;[a,b] + ‖y# − y˜#‖2β;[a,b] 6
(b− a)γ−β g˜[D(X), D(X˜), C(y), C(y˜)][R+ ‖y − y˜‖β;[a,b] + ‖y′ − y˜′‖β;[a,b] + ‖y# − y˜#‖2β;[a,b]]
with g˜ being a continuous increasing function. Using the bounds for the norm of y and y˜ provided
in [NNT08, Equation (62)], we can find an increasing continuous function H : (0,∞)2 → [0,∞)
such that
‖y − y˜‖β;[a,b] + ‖y′ − y˜′‖β;[a,b] + ‖y# − y˜#‖2β;[a,b] 6
(b − a)γ−βH [D(X), D(X˜)][R + ‖y − y˜‖β;[a,b] + ‖y′ − y˜′‖β;[a,b] + ‖y# − y˜#‖2β;[a,b]].
Now by the same argument as for the linear case, cf. the proof of Theorem 1.11, one sees that
‖y − y˜‖β;[0,r] + ‖y′ − y˜′‖β;[0,r] + ‖y# − y˜#‖2β;[0,r] 6 F [D(X) +D(X˜)]R(A.3)
holds for an increasing continous function F . The claim follows from (A.3) . 
Appendix B. A pathwise MET
Proof of Proposition 4.15. For given n ∈ N, let E1n := 〈e1n, . . . , emn 〉 be an m-dimensional subspace
of V0 with ‖ein‖ = 1 and
Vol(T ne1n, ..., T
nemn ) >
1
2
Dm(T
n).(B.1)
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By [Blu16, Lemma 2.3], we can find a closed complement subspace F 2n to E
2
n := T
nE1n in Vn such
that for P 2n := ΠE2n||F 2n ,
‖P 2n‖ 6
√
m.
Let F 1n := {v ∈ V0 : T nv ∈ F 2n}. One can check that F 1n is a closed complement subspace to E1n.
Set P 1n := ΠE1n||F 1n . From Lemma 4.7 and (B.1), it follows that there is a constant αm such that for
any v ∈ E1n,
‖T nv‖
‖v‖ >
Dm(T
n)
2αm‖T n‖m−1 .(B.2)
From P 1n = (T
n|E1n)−1P 2nT n, (B.2) implies that
‖P 1n‖ 6 (m+ 1)‖T n‖‖(T n|E1n)−1‖ 6
2αm‖T n‖m
Dm(T n)
.(B.3)
Let v ∈ F 1n with ‖v‖ = 1. Then
Vol(T ne1n, ..., T
nemn , T
nv) = Vol(T ne1n, ..., T
nemn ) d(T
nv, 〈T ne1n, ..., T nemn 〉).(B.4)
Since d(T nv, 〈T ne1n, ..., T nemn 〉) = infβj∈R ‖T nv −
∑
16j6m βjT
nejn‖, we see that
‖T nv‖
d(T nv, 〈T ne1n, ..., T nemn 〉)
6 ‖P 2n‖+ 1 6
√
m+ 1.
Consequently, from (B.1) and (B.4),
‖T nv‖ 6 2(
√
m+ 1)Dm+1(T
n)
Dm(T n)
.(B.5)
The rest of the proof is almost identical to the original proof of [Blu16, Proposition 3.4]. First,
one can show that the sequence of subspaces (Fn) converge to F in the Hausdorff distance at a
sufficiently fast exponential rate, cf. [Blu16, Claim 3 on page 2396]. Together with (B.5), this
implies the bound
lim sup
n→∞
1
n
log ‖T n|F ‖ 6 l
which was announced in Remark (4.16). From the convergence, we can also deduce that F is closed
and m-codimensional. The identities (4.25) and (4.26) can be proved exactly as in [Blu16]. To see
(4.27), let H = 〈h1, ..., hm〉 be a complement subspace to F . Note that, from (4.26) and assumption
(ii), for any δ > 0, we can choose n large enough such that
exp
(
n(l − δ)) 6 ‖T nv‖‖v‖ 6 exp (n(l + δ))
holds for all v ∈ H . Consequently,
exp
(
n(l− δ)) 6 d
(
T nhj , 〈T nhi〉16i<j
)
d
(
hj , 〈hi〉16i<j
) 6 exp (n(l + δ))
for all 1 ≤ j ≤ m and (4.27) follows. 
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