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COMPUTING GAUSSIAN & EXPONENTIAL MEASURES OF
SEMI-ALGEBRAIC SETS
JEAN B. LASSERRE
Abstract. We provide a numerical scheme to approximate as closely as de-
sired the Gaussian or exponential measure µ(Ω) of (not necessarily compact)
basic semi-algebraic sets Ω ⊂ Rn. We obtain two monotone (non-increasing
and non-decreasing) sequences of upper and lower bounds (ωd), (ωd), d ∈ N,
each converging to µ(Ω) as d→∞. For each d, computing ωd or ωd reduces to
solving a semidefinite program whose size increases with d. Some preliminary
(small dimension) computational experiments are encouraging and illustrate
the potential of the method. The method also works for any measure whose
moments are known and which satisfies Carleman’s condition.
1. Introduction
Given a basic semi-algebraic set
(1.1) Ω = {x ∈ Rn : gj(x) ≥ 0, j = 1, . . . ,m },
for some polynomials (gj) ⊂ R[x], we want to compute (or more precisely, approx-
imate as closely as desired) µ(Ω) for the standard Gaussian measure on Rn:
(1.2) µ(B) =
1
(2π)n/2
∫
B
exp(−
1
2
‖x‖2) dx, ∀B ∈ B(Rn),
and the standard exponential measure on the positive orthant Rn+:
(1.3) µ(B) =
1
(2π)n/2
∫
B
exp(−
n∑
i=1
xi) dx, ∀B ∈ B(R
n
+).
This problem is “canonical” as for a non-centered Gaussian with density exp(−(x−
m)TQ(x−m)) (for some real symmetric positive definite matrix Q) or for an expo-
nential measure with density exp(−
∑
i λixi) one may always reduce the problem
to the above one by an appropriate change of variable. Indeed after this change of
variable the new domain is again a basic semi-algebraic set of the form (1.1).
Computing µ(Ω) has applications in Probability & Statistics where the Gaussian
measure plays a central role. In full generality with sets Ω as general as (1.1), it is
a difficult and challenging problem even for rectangles Ω, e.g.:
(1.4)
1
2π
√
1− ρ2
∫ a1
−∞
∫ a2
−∞
exp(−(x2 + y2 − 2ρ xy)/2(1− ρ2)) dx dy,
in small dimension like n = 2 or n = 3. Indeed, citing A. Genz [10]: bivariate
and trivariate probability distributions computation are needed for many statistics
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applications . . . high quality algorithms for bivariate and trivariate probability dis-
tribution computations have only more recently started to become available. For
instance, Genz [10] describes techniques with high accuracy results for bivariate
and trivariate “rectangles” (1.4) using sophisticated techniques to integrate Plack-
ett’s formula. Again those efficient techniques takes are very specific as they take
advantage of Plackett’s formula available for (1.4). Interestingly, a (complicated)
formula in closed form is provided in Chandramouli and Ranganathan [6] via the
characteristic function method.
The case of ellipsoids Ω has been investigated in the pioneering work of Ruben
[20], Kotz et al. [14, 15] when studying the distribution of random variables that
are quadratic forms of independent normal variables. Even in small dimension it
has important aplications in Astronautics where for instance µ(Ω) can model the
probability of collision between two spatial vehicles and must be computed with
very good accuracy; see for instance the works by Alfano [1], Chan [5], Patera [19]
and the more recent [22] which combines Laplace transform techniques with the
theory of D-finite functions (see e.g. Zeilberger [21] and Salvy [23]). In doing so
one obtains µ(Ω) as a series with only nonnegative terms so that its evaluation
does not involve error prone cancellations. For more details the reader is referred
to [1, 5, 19, 22] and the references therein. Other applications in Astronautics and
for weapon evaluation require to compute integral of bivariate Normal distributions
on convex polygons, a case treated in Didonato et al. [7] where at an intermediate
step the authors also evaluate Gaussian integrals on (unbounded) angular regions.
However the techniques developed in the above cited works and in some of the
references therein, are not reproducible for more general sets Ω of the form (1.1).
It should be noted that computing exactly the Lebesgue measure of a compact
convex set is a very difficult problem in general (even for a convex polytope) and in
fact, even approximating the volume of a polytope within some bounds is difficult;
on the other hand some probabilistic methods can provide good estimates. For
more details on the computational complexity of volume computation the interested
reader is referred to the discussion in [13] and the references therein.
Contribution. The goal of this paper is to provide a systematic numerical scheme
to approximate µ(Ω) as closely as desired at the price of solving a hierarchy of
semidefinite programs1 of increasing size. To do so we use that computing µ(Ω)
is equivalent to solving a linear program on an appropriate space of measures, an
instance of the Generalized Problem of Moments. We also use that all moments
y = (yα), α ∈ N
n, of µ can be computed efficiently. In fact, the methodology that
we propose is valid for any measure µ on Rn which satisfies Carleman’s condition
and whose moments can be computed. (The gaussian and exponential measures
being two notable examples of such measures as their moments are available in
closed form.)
These two ingredients were already used in Henrion et al. [13] to compute the
Lebesgue volume of a compact basic semi-algebraic set Ω as in (1.1), by solving
a hierarchy of semidefinite programs. The resulting sequence of optimal values
was shown to converge to the Lebesgue volume of Ω. A technique to improve the
convergence was also provided in [13] to limit the Gibbs effect present in the initial
1A semidefinite program is a convex conic optimization problem which can be solved at ar-
bitrary recision (fixed in advance) efficiently, i.e., in time polynomial in its input size; for more
details the interested reader is referred to e.g. [2].
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and basic version of the numerical scheme. (With this technique the convergence
is indeed much faster but not monotone any more.) So the novelty in this paper
with respect to [13] is threefold:
•We here consider the Gaussian and exponential measures on Rn and Rn+ respec-
tively, instead of the Lebesgue measure. If the latter is appropriate in applications
of computational geometry (e.g. to compute “volumes”), the former are particu-
larly interesting for applications in Probability & Statistics (especially the Gaussian
measure which plays a central role). In addition, as already mentioned the method
also works for any measure µ on Rn which satisfies Carleman’s condition and whose
moments can be computed. In a few words, we show how from the sole knowledge
of moments of such measures µ, one may approximate as closely as desired the
measure µ(Ω) of basic closed semi-algebraic sets Ω ⊂ Rn.
• We can handle any basic semi-algebraic set Ω of the form (1.1) whereas [13]
is restricted to compact ones. Importantly, the method provides two monotone
sequences ωd and ωd, d ∈ N, such that ωd ≤ µ(Ω) ≤ ωd for all d, and each sequence
converges to µ(Ω) as d → ∞. Therefore at each step d the error ωd − µ(Ω) is
bounded by ǫd := ωd−ωd and ǫd → 0 as d→∞. In our opinion this is an important
feature which to the best of our knowledge is not present in other methods of the
Literature, at least at this level of generality.
It is also worth noting that the method also provides a convergent numerical
scheme to approximate as closely as desired any (a` priori fixed) number of moments
of the measure µΩ, the restriction of µ to Ω (µ(Ω) being only the mass of µΩ).
• The acceleration technique described in [13] also applies to our context of the
Gaussian measure on non-compact sets Ω. But again the monotone convergence
is lost. Therefore we also provide another technique of independent interest to
accelerate the convergence of the numerical scheme. It uses Stokes’ Theorem for
integration which permits to obtain linear relations between moments of µΩ.
Comptational remarks. As we did in [13] for the compact case and the Lebesgue
measure, the problem is formulated as an instance of the the generalized problem of
moments with polynomial data and we approximate µ(Ω) as closely as desired by
solving a hierarchy of semidefinite programs of increasing size. This procedure is
implemented in the software package GloptiPoly2 which for modelling convenience
uses the standard basis of monomials. As the monomial basis is well-known to be a
source of numerical ill-conditioning, only a limited control on the output accuracy
is possible and so in this case only bounds (ωd, ωd) with d ≤ 10 for n = 2, 3
are meaningful. Therefore for simple sets like rectangles (1.4) and ellipsoids (with
n = 3), in its present form our technique does not compete in terms of accuracy
with ad-hoc procedures like in e.g. Genz [10] (rectangles) and the recent [22] (for
ellipsoids). However, in view of the growing interest for semidefinite programming
and its use in many applications, it is expected that more efficient packages will
be available soon. For instance the semidefinite package SDPA [9] has now been
provided with a double precision variant3. Moreover a much better accuracy could
be obtained if one uses other bases for polynomials than the standard monomial
2GloptiPoly [12] is a software package for solving the Generalized Problem of Moments with
polynomial data.
3The SDPA-GMP, SDPA-QD and SDPA-DD versions of the standard SDPA package; see
http://sdpa.sourceforge.net/family.html#sdpa.
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basis. For instance when µ is the Gaussian measure one should rather use the basis
of Hermite polynomials, orthogonal with respect to µ.
Such issues are beyond the scope of the present paper and on the other hand,
for very general sets like (1.1) in relatively small dimension, and to the best of
our knowledge for the first time, our method can provide relatively good bounds
ωd ≤ µ(Ω) ≤ ωd in a reasonable amount of time, and with strong theoretical
guarantees as d increases.
2. Main result
2.1. Notation and definitions. Let R[x] be the ring of polynomials in the vari-
ables x = (x1, . . . , xn). Denote by R[x]d ⊂ R[x] the vector space of polynomials of
degree at most d, which forms a vector space of dimension s(d) =
(
n+d
d
)
, with e.g.,
the usual canonical basis (xα) of monomials. Also, let Nnd := {α ∈ N
n :
∑
i αi ≤ d}
and denote by Σ[x] ⊂ R[x] (resp. Σ[x]d ⊂ R[x]2d) the space of sums of squares
(SOS) polynomials (resp. SOS polynomials of degree at most 2d). If f ∈ R[x]d,
write
f(x) =
∑
α∈Nn
d
fα x
α

= ∑
α∈Nn
d
fα x
α1
1 · · ·x
αn
n

 ,
in the canonical basis and denote by f = (fα) ∈ R
s(d) its vector of coefficients.
Finally, let Sn denote the space of n × n real symmetric matrices, with inner
product 〈A,B〉 = traceAB, and where the notation A  0 (resp. A ≻ 0) stands
for A is positive semidefinite.
Let (Aj), j = 0, . . . , s, be a set of real symmetric matrices. An inequality of the
form
(A(x) := ) A0 +
s∑
k=1
Ak xk  0, x ∈ R
s,
is called a Linear Matrix Inequality (LMI) and a set of the form {x : A(x)  0} is
the canonical form of the feasible set of semidefinite programs.
Given a real sequence z = (zα), α ∈ N
n, define the Riesz linear functional
Lz : R[x]→ R by:
f (=
∑
α
fαx
α) 7→ Lz(f) =
∑
α
fα zα, f ∈ R[x].
A sequence z = (zα), α ∈ N
n, has a representing measure µ if
zα =
∫
Rn
xα dµ, ∀α ∈ Nn.
Moment matrix. The moment matrix associated with a sequence z = (zα), α ∈
N
n, is the real symmetric matrixMd(z) with rows and columns indexed by N
n
d , and
whose entry (α, β) is just zα+β, for every α, β ∈ N
n
d . Alternatively, let vd(x) ∈ R
s(d)
be the vector (xα), α ∈ Nnd , and define the matrices (Bα) ⊂ S
s(d) by
(2.1) vd(x)vd(x)
T =
∑
α∈Nn2d
Bα x
α, ∀x ∈ Rn.
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Then Md(z) =
∑
α∈Nn2d
zαBα. If z has a representing measure µ then Md(z)  0
because
〈f ,Md(z)f〉 =
∫
f2 dµ ≥ 0, ∀ f ∈ Rs(d).
A measure whose all moments are finite is said to be moment determinate if there
is no other measure with same moments. The support of a Borel measure µ on Rn
(denoted suppµ) is the smallest closed set K such that µ(Rn \K) = 0.
A sequence z = (zα), α ∈ N
n, satisfies Carleman’s condition if
(2.2)
∞∑
k=1
Lz(x
2k
i )
−1/2k = +∞, ∀i = 1, . . . , n.
If a sequence z = (zα), α ∈ N
n, satisfies Carleman’s condition (2.2) andMd(z)  0
for all d = 0, 1, . . ., then z has a representing measure on Rn which is moment
determinate; see e.g. [18, Proposition 3.5]. In particular a sufficient condition for a
measure µ to satisfy Carleman’s condition is that
∫
exp(c
∑
i |xi|)dµ <∞ for some
c > 0.
Localizing matrix. With z as above and g ∈ R[x] (with g(x) =
∑
γ gγx
γ), the
localizing matrix associated with z and g is the real symmetric matrixMd(g z) with
rows and columns indexed by Nnd , and whose entry (α, β) is just
∑
γ gγzα+β+γ , for
every α, β ∈ Nnd . Alternatively, let Cα ∈ S
s(d) be defined by:
(2.3) g(x)vd(x)vd(x)
T =
∑
α∈Nn2d+deg g
Cα x
α, ∀x ∈ Rn.
Then Md(g z) =
∑
α∈Nn2d+degg
zαCα. If z has a representing measure µ whose
support is contained in the set {x : g(x) ≥ 0} then Md(g z)  0 because
〈f ,Md(g z)f〉 =
∫
f2 g dµ ≥ 0, ∀ f ∈ Rs(d).
Let g0(x) = 1 for all x ∈ R
n, and with a family (g1, . . . , gm) ⊂ R[x] is associated
the quadratic module:
(2.4) Q(g1, . . . , gm) :=


m∑
j=0
σj gj : σj ∈ Σ[x], j = 0, . . . ,m

 ,
and its truncated version
(2.5) Qk(g1, . . . , gm) :=


m∑
j=0
σj gj : σj ∈ Σ[x]k−dj , j = 0, . . . ,m

 ,
where dj = ⌈deg(gj)/2⌉, j = 0, . . . ,m. Next, given a closed set X ⊆ R
n, let
C(X ) ⊂ R[x] (resp. Cd(X ) ⊂ R[x]d) be the convex cone of polynomials (resp.
polynomials of degree at most 2d) that are nonnegative on X .
For mored details on the above notions of moment and localizing matrix, qua-
dratic module, as well as their use in potential applications, the interested reader
is referred to Lasserre [18].
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2.2. A basic numerical scheme for upper bounds. Recall that the goal is to
compute µ(Ω), where µ is the Gaussian measure in (1.2) or the exponential measure
in (1.3) and Ω the basic semi-algebraic set in (1.1). Let y = (yα), α ∈ N
n, be the
moments of µ, i.e.,
yα =
∫
xα dµ, α ∈ Nn,
which are obtained in closed form. Call µΩ the restriction of µ to Ω, that is:
µΩ(B) = µ(Ω ∩B), ∀B ∈ B(R
n).
LetM(Rn) (resp. M(Ω)) be the convex cone of finite (nonnegative) Borel measures
on Rn (resp. Ω), and consider the new abstract problem:
(2.6) ρ = sup
φ,ν
{
∫
f dφ : φ+ ν = µ; φ ∈M(Ω), ν ∈M(Rn) }.
Lemma 2.1. Let f ∈ R[x] be strictly positive almost everywhere on Ω . Then
(φ∗, ν∗) := (µΩ, µ− µΩ) is the unique optimal solution of (2.6) and φ
∗(Ω) = µ(Ω)
while ρ =
∫
Ω
fdµ. In particular if f = 1 then ρ = µ(Ω).
Proof. As φ ≤ µ and f ≥ 0 on Ω , we have
∫
f dφ ≤
∫
Ω
f dµ =
∫
fdµΩ, and
so ρ ≤
∫
fdµΩ. On the other hand, pick (φ
∗, ν∗) := (µΩ, µ − µΩ), to obtain∫
fdφ∗ =
∫
fdµΩ, which shows that ρ =
∫
fdµΩ, and φ
∗(Ω) = µ(Ω).
Next, as φ+ ν = µ every feasible solution is such that φ is absolutely continuous
with respect to µ, and hence with respect to µΩ, denoted φ≪ µΩ. In particular, by
the Radon-Nikodym theorem [3], there exists a nonnegative measurable function g
on Ω such that
φ(B) =
∫
B
g(x) dµΩ, ∀B ∈ B(Ω),
and since φ(B) ≤ µΩ(B) for all B ∈ B(Ω), it follows that g(x) ≤ 1 almost ev-
erywhere on Ω . So suppose that there exists another optimal solution (φ, ν) with∫
fdφ = ρ, that is,
∫
f(g − 1)dµΩ = 0. As f > 0 a.e. on Ω and g ≤ 1 on Ω, this
implies µΩ({x : g(x) < 1}) = 0. In other words g = 1 a.e. on Ω which in turn
implies φ(B) = µ(B) = φ∗(B) for all B ∈ B(Ω). That is, (φ, ν) = (φ∗, ν∗). 
Problem (2.6) is an infinite dimensional linear program on an appropriate space
of measures and its dual is the following optimization problem:
(2.7) ρ∗ = inf
p∈R[x]
{
∫
p dµ : p− f ∈ C(Ω); p ∈ C(Rn) }
with ρ∗ ≥
∫
fdµΩ. However neither (2.6) nor its dual (2.7) are tractable. This is
why, with d ≥ d0 := maxj dj fixed, we now consider the semidefinite program:
(2.8)
od = sup
u,v∈R[x]∗2d
{Lu(f) s.t. uα + vα = yα, ∀α ∈ N
n
2d;
Md(u), Md(v)  0; Md−dj(gj u)  0, j = 1, . . . ,m},
which is a relaxation of (2.6), hence with od ≥
∫
Ω
fdµ for all d. Indeed the con-
straints on (u,v) in (2.8) are only necessary for u and v to be moments of some
measures φ on Ω and ν on Rn respectively, such that φ+ ν = µ.
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Computational complexity. The semidefinite program (2.8) has 2
(
n+2d
n
)
vari-
ables and the matrices Md(u),Md(v) are
(
n+d
n
)
×
(
n+d
n
)
. In principle most SDP
solvers use interior point methods, considered to be the most efficient. So in view
of the present status of state-of-the-art semidefinite solvers, this methodology is
still limited to problems in small dimension n (say n ≤ 3, 4). Indeed even though
semidefinite programs (SDPs) are convex optimization problems, the computational
complexity of interior point methods is still too high to solve large size SDPs on
today’s computers. For more details on interior point methods, their analysis and
refinements, see e.g. [2] and [27].
Remark 2.2. In case where µ is the exponential measure (1.3) then the support
of the measure φ in (2.8) is in fact Ω ∩ suppµ = Ω ∩ Rn+, which is the same as
replacing Ω with Ω ∩ Rn+, i.e.,
(2.9) Ω := Ω ∩ Rn+ = {x : gj(x) ≥ 0, j = 1,m+ n},
by introducing the additional polynomials x 7→ gm+i(x) = xi, i = 1, . . . , n.
Then in (2.8) the “support” constraints Md−dj(gj u)  0, j = 1, . . . ,m, now
become Md−dj(gj u)  0, j = 1, . . . ,m+ n.
The dual of (2.8) is also a semidefinite program, which in compact form reads:
(2.10) o∗d = inf
p∈R[x]2d
{
∫
p dµ : p− f ∈ Q2d(Ω); p ∈ Σ[x]d },
and as expected, is a strengthening of (2.7). Indeed one has replaced the nonnega-
tivity contraint p− f ≥ 0 on Ω (resp. p ≥ 0 on Rn) with the stronger membership
(p− f) ∈ Q2d(Ω) (resp. the stronger membership p ∈ Σ[x]d).
One main result of this paper is the following:
Theorem 2.3. Let µ be as in (1.2) or (1.3). With Ω ⊂ Rn as in (1.1) (or as in
(2.9) when µ is the exponential measure), assume that both Ω and suppµ \Ω have
nonempty interior and let f ∈ R[x] be strictly positive a.e. on Ω. Then:
(a) Both problems (2.8) and (2.10) have an optimal solution and od = o
∗
d for
every d ≥ d0.
(b) The sequence (od), d ∈ N, is monotone non-increasing and od →
∫
Ω
fdµ as
d→ ∞. In addition if (ud,vd) is an optimal solution of (2.8) then ud0 → µ(Ω) as
d→∞.
(c) If f = 1 then the sequence (od), d ∈ N, is monotone non-increasing and
od → µ(Ω) as d→∞.
Proof. (a) Recall that µΩ is the restriction of µ to Ω, and let u = (y
Ω
α )), α ∈ N
n
2d,
be the moments of µΩ, up to order 2d. Similarly let v = (yα − uα)), α ∈ N
n
2d, be
the moments of µ − µΩ. Hence (u,v) is a feasible for (2.8). In addition, as both
Ω and suppµ \ Ω have nonempty interior, Md(u) ≻ 0 and Md(v) ≻ 0. Indeed
otherwise there would exists 0 6= p ∈ R[x]d such that
0 = 〈p,Md(u)p〉 =
∫
p2dµ ⇒ p = 0 a.e. on Ω.
But then p = 0 since it has to vanish on some open set of Ω. The same argument
also works for v. Hence Slater’s condition holds for (2.8) since (u,v) is strictly
feasible solution. By a standard result in convex optimization, this in turn implies
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od = o
∗
d and moreover (2.10) has an optimal solution if o
∗
d is finite. We next prove
that (2.8) has an optimal solution and therefore so does (2.10). Observe that from
the constraint uα + vα = yα we deduce that u0 ≤ y0, v0 ≤ y0. Moreover all
(nonnegative) diagonal elements of Md(u) and Md(v) are dominated by those of
Md(y). In particular:
max
i
[Lu(x
2d
i ) ] ≤ max
i
[Ly(x
2d
i ) ]; max
i
[Lv(x
2d
i ) ] ≤ max
i
[Ly(x
2d
i ) ].
From Lasserre [16, Proposition 2.38], |uα| ≤ τd and |vα| ≤ τd, for all α ∈ N
n
2d (where
τd := max[y0,maxi[Ly(x
2d
i ) ]). Therefore the (closed) feasible of (2.8) is bounded,
hence compact, which in turn implies that (2.8) has an optimal solution.
(b) That the sequence (od), d ∈ N, is monotone non-increasing is straightforward.
Next, let (ud,vd) be an optimal solution of (2.8). Notice that from the proof of (a)
we have seen that |udα| ≤ τd and |v
d
α| ≤ τd for all α ∈ N
n
2d. Completing with zeros
we now consider ud and vd as infinite vectors indexed by Nn. Therefore, for each
infinite sequence ud = (udα), α ∈ N
n, it holds:
ud0 ≤ y0 and 2j − 1 ≤ |α| ≤ 2j ⇒ |u
d
α| ≤ τj , ∀j = 1, . . . ,
Similarly
vd0 ≤ y0 and 2j − 1 ≤ |α| ≤ 2j ⇒ |v
d
α| ≤ τj , ∀j = 1, . . . ,
Hence by a standard argument there exists a subsequence dk and two infinite se-
quences u∗ = (u∗α) and v
∗ = (v∗α), α ∈ N
n, such that
(2.11) for every α ∈ Nn, udkα → u
∗
α and v
dk
α → v
∗
α, as k →∞.
In particular limk→∞ odk = limk→∞ Ludk (f) = Lu∗(f), and as the sequence (od),
d ∈ N, is monotone:
(2.12)∫
Ω
fdµ ≤ lim
d→∞
od = lim
k→∞
odk = Lu∗(f) and u
∗
α + v
∗
α = yα, ∀α ∈ N
n.
Then the convergence (2.11) implies that for each fixed k,Mk(u
∗)  0,Mk(v
∗) 
0, and Mk(gj u
∗)  0 for all j = 1, . . . ,m. Next observe that the moment se-
quence y of the Gaussian or exponential measure µ satisfies Carleman’s condi-
tion (2.2) and so µ is moment determinate. But from Lu∗(x
2d
i ) ≤ Ly(x
2d
i ) and
Lv∗(x
2d
i ) ≤ Ly(x
2d
i ), we deduce that both u
∗ and v∗ also satisfy Carleman’s condi-
tion. This latter fact combined with Mk(u
∗)  0 and Mk(v
∗)  0 for all k, yields
that u∗ and v∗ are the moment sequences of some finite Borel measures φ∗ and ν∗
on Rn; see for instance Lasserre [18, Proposition 3.5]
Next, as u∗ satisfies Lu∗(x
2d
i ) ≤ Ly(x
2d
i ) and µ is the Gaussian or exponential
measure, there is someM > 0 such that Lu(x
2k
i ) ≤M(2k)! for all k. As in addition
Mk(gj u
∗)  0, for all k, and all j = 1, . . . ,m, by Lasserre [17, Theorem 2.2, p.
2494], the support of φ∗ is contained in Ω. Hence φ∗ ∈ M(Ω) and ν∗ ∈ M(Rn).
Moreover from (2.12),∫
xα d(φ∗ + ν∗) =
∫
xα dµ, ∀α ∈ Nn,
and as µ is moment determinate it follows that φ∗+ν∗ = µ. Hence the pair (φ∗, ν∗)
is feasible for problem (2.6) with value
∫
fdφ∗ = Lu∗(f) ≥
∫
Ω
fdµ = ρ, which
proves that (φ∗, ν∗) is an optimal solution of problem (2.6), and so
∫
fdφ∗ =
∫
Ω
fdµ.
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(c) When f = 1 then od = u
d
0 and by (2.11) u
dk
0 → µ(Ω) as k → ∞. Therefore
by monotonicity of the sequence (od), the result follows. 
Remark 2.4. (i) The fact that Ω is a basic semi-algebraic set of the form {x :
gj(x) ≥ 0, j = 1, . . . ,m} is exploited in the construction of the semidefinite re-
laxation (2.8) through the psd constraints Md−dj(gj u)  0, j = 1, . . . ,m, on the
localizing matrices associated with the (gj) that define Ω.
(ii) We emphasize that the set Ω is not assumed to be compact. So Theorem
2.3 extends the methodology proposed in [13] in two directions: Firstly, we now
consider the Gaussian or exponential measure instead of the Lebesgue measure and
secondly, we now allow arbitrary (possibly non-compact) basic semi-algebraic sets
Ω (whereas in [13] Ω has to be compact) .
(iii) Solving (2.10) has a simple interpretation: Namely when f = 1 one tries
to approximate the indicator function x 7→ 1Ω(x) (= 1 if x ∈ Ω and 0 otherwise)
by polynomials of increasing degree. It is well-known that a Gibbs effect occurs
at points of the boundary of Ω . So if we choose x 7→ f(x) :=
∏m
j=1 gj(x) (so
that f is continuous, nonnegative on Ω , and vanishes on the boundary of Ω)
then the function x 7→ f(x)1Ω(x) is continuous, hence much easier to approximate
by polynomials. For compact sets Ω and the Lebesgue measure µ, it has been
observed on [13] that this strategy strongly limits the Gibbs effect and yields drastic
improvements on the the convergence to µ(Ω) (but this convergence is not monotone
any more).
However, when f = 1 the monotone convergence od → µ(Ω) as d → ∞ is an
important attractive feature of the method because when convergence has not taken
place yet, one still has the useful information that µ(Ω) ≤ od, which is important
in some applications.
We next show how even with f = 1 one may still improve the convergence
od → µ(Ω) significantly (and thus still keep a monotone sequence of upper bounds
on µ(Ω)). But before we show how to get a converging sequence of lower bounds
on µ(Ω) with same techniques.
2.3. Lower bounds on µ(Ω). Recall that if µ is the exponential measure then
for practical computation in (2.8) one replaces Ω with Ω := Ω∩ suppµ = Ω∩Rn+,
that is, Ω is defined in (2.9); see Remark 2.2.
Let Ωc := suppµ \ Ω be the complement of Ω in the support of µ. As µ is
absolutely continuous with respect to the Lebesgue measure, the set Ωc can be
written as
(2.13) Ωc = ∪sℓ=1Ω
c
ℓ with µ(Ω
c) =
s∑
ℓ=1
µ(Ωcℓ),
where each Ωcℓ is a closed basic semi-algebraic set, ℓ = 1, . . . , s, and the overlaps
between the sets Ωcℓ have µ-measure zero. Of course the decomposition (2.13) is not
unique. For instance if µ is the Gaussian measure and Ω = {x : gj(x) ≥ 0, j = 1, 2}
then Ωc = Ωc1 ∪Ω
c
2 with:
Ωc1 = {x : g1(x) ≤ 0 }; Ω
c
2 := {x : g1(x) ≥ 0; g2(x) ≤ 0}.
On the other hand if µ is the exponential measure and Ω = {x ≥ 0 : gj(x) ≥ 0, j =
1, 2} then Ωc = Ωc1 ∪Ω
c
2 with:
Ωc1 = {x ≥ 0 : g1(x) ≤ 0 }; Ω
c
2 := {x ≥ 0 : g1(x) ≥ 0; g2(x) ≤ 0}.
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Then write
(2.14) Ωcℓ = {x : gℓj(x) ≥ 0, j = 1, . . . ,mℓ }, ℓ = 1, . . . , s.
for some integer mℓ and some polynomials (gℓj) ⊂ R[x], j = 1, . . . ,mℓ. Again let
dj := ⌈(deg gℓj)/2⌉ and d0 = maxj dj .
Corollary 2.5. Let Ω ⊂ Rn be as in (1.1) (or as in (2.9) when µ is the exponential
measure). Assume that both Ω and Ωc have nonempty interior and let Ωc be as in
(2.13).
(a) If f = 1 then for each ℓ = 1, . . . , s, let ocℓd be the optimal value of the
semidefinite program (2.8) with gℓj in lieu of gj (and mℓ in lieu of m), and for
every d ≥ d0, let :
(2.15) od := µ(R
n)−
(
s∑
ℓ=1
ocℓd
)
.
Then the sequence od, d ∈ N, is monotone non-decreasing with µ(Ω) ≥ od for all
d ≥ d0 and od → µ(Ω) as d→∞.
(b) If f 6= 1 and f vanishes on ∂Ω, then for each ℓ = 1, . . . , s, let ocℓd be the
optimal value of the semidefinite program (2.8) with f2 and gℓj in lieu of f and gj
(and mℓ in lieu of m), and for every d ≥ d0, let :
(2.16) od :=
∫
f2dµ−
(
s∑
ℓ=1
ocℓd
)
.
Then the sequence od, d ∈ N, is monotone non-decreasing with
∫
Ω
f2dµ ≥ od for
all d ≥ d0 and od →
∫
Ω
f2dµ as d→∞.
Proof. (a) By construction of the semidefinite program (2.8), ocℓd ≥ µ(Ω
c
ℓ) for every
d ≥ d0 and every ℓ = 1, . . . , s and so
s∑
ℓ=1
ocℓd ≥
s∑
ℓ=1
µ(Ωcℓ) = µ(∪ℓΩ
c
ℓ) = µ(Ω
c),
which in turn implies
(2.17) od = µ(R
n)−
s∑
ℓ=1
ocℓd ≤ µ(R
n)− µ(Ωc) = µ(Ω), ∀d.
Next from Theorem 2.3(b) one has ocℓd → µ(Ω
c
ℓ) as d→ ∞, for every ℓ = 1, . . . , s.
Therefore using (2.13) and taking limit in (2.17) as d → ∞, yields the desired
result.
(b) Similarly, by construction of the semidefinite program (2.8), ocℓd ≥
∫
Ωc
ℓ
f2dµ
for every d ≥ d0 and every ℓ = 1, . . . , s and so
s∑
ℓ=1
ocℓd ≥
s∑
ℓ=1
∫
Ωc
ℓ
f2dµ ≥
∫
∪ℓΩ
c
ℓ
f2dµ =
∫
Ωc
f2dµ,
which in turn implies
(2.18) od =
∫
f2dµ−
s∑
ℓ=1
ocℓd ≤
∫
f2dµ−
∫
Ωc
f2dµ =
∫
Ω
f2dµ, ∀d.
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Next from Theorem 2.3(b) one has ocℓd → µ(Ω
c
ℓ) as d→ ∞, for every ℓ = 1, . . . , s.
Therefore using (2.13) and taking limit in (2.17) as d → ∞, yields the desired
result. 
As a consequence of Theorem 2.3 and Corollary 2.5, we finally obtain:
Corollary 2.6. Let Ω be as in (1.1) (or as in (2.9) when µ is the exponential
measure) and od be as in (2.8). If f = 1 then
(2.19) od ≤ µ(Ω) ≤ od, ∀d ≥ d0 and lim
d→∞
od = µ(Ω) = lim
d→∞
od.
where od is defined in (2.15).
Similarly let f ∈ R[x] vanish on ∂Ω. If od in (2.8) is computed with f
2 (in lieu
of f) then
(2.20) od ≤
∫
Ω
f2dµ ≤ od, ∀d ≥ d0 and lim
d→∞
od =
∫
Ω
f2dµ = lim
d→∞
od.
where od is defined in (2.16).
Why can (2.20) be also potentially interesting? Recall that any optimal solution
ud of (2.8) is such that ud0 → µ(Ω) as d→∞. So if in (2.20) od − od is small then
it is a good indication that ud0 ≈ µ(Ω).
3. Improving convergence
Corollary 2.6 states nothing on the rate of convergence for the sequences (od)
and (od), d ∈ N, of upper and lower bounds on µ(Ω). As already observed in [13]
for compact sets Ω and the Lebesgue measure, when f = 1 the convergence appears
to be rather slow. On the other hand, if f is positive on Ω and vanishes on ∂Ω
the convergence is significantly faster but one looses the non-increasing (resp. non-
decreasing) monotonicity of the sequence od (resp. od). Keeping the monotonicity
is important because no matter how close to µ(Ω) is od or od, one still has the
useful information that od ≤ µ(Ω) ≤ od for all d.
In this section we show how to improve significantly this convergence while keep-
ing the monotonicity of the sequences of upper and lower bounds. To do this we
use Stokes’ Theorem for integration and in the sequel, to avoid technicalities, we
assume that Ω ⊂ Rn is the closure of its interior, i.e., Ω = int(Ω).
3.1. Stokes helps. As we already know in advance that (µΩ, µ−µΩ) is an optimal
solution of the infinite-dimensional linear program (2.6), any additional information
on the moments of µΩ will be helpful if when included as additional constraints in
the relaxation (2.8), one still has a semidefinite program to solve. Fortunately for
basic semi-algebraic sets Ω this is possible. Indeed suppose for the moment that Ω
is compact with smooth boundary ∂Ω and let X be some given vector field. Let
θµ be the density of the Gaussian or exponential measure µ and f ∈ R[x] a given
polynomial. (In case where µ is the exponential measure then one replaces Ω with
Ω ∩ Rn+.) By Stokes’ Theorem, for every α ∈ N
n:∫
Ω
Div(X)xα f(x) θµ(x) dx +
∫
Ω
〈X,∇(xαf(x)θµ(x))〉 dx
=
∫
∂Ω
〈X,~nx〉x
αf(x) θµ(x) dσ
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(where ~nx is the outward pointing normal at x ∈ ∂Ω and σ is the (n−1)-Hausdorff
measure on ∂Ω). In fact the above identity holds even if the boundary is algebraic
and not smooth everywhere4. Therefore if f ∈ R[x] vanishes on the boundary ∂Ω
then
(3.1)
∫
Ω
Div(X)xα f(x) θµ(x) dx +
∫
Ω
〈X,∇(xαf(x)θµ(x))〉 dx = 0.
So for instance with X := ei (with ei = (δj=i) ∈ R
n) (and since Div(X) = 0):
(3.2)
∫
Ω
∂(xα f(x) θµ(x))
∂xi
dx = 0, ∀α ∈ Nn,
Equivalently, introduce the polynomials pi,α ∈ R[x], i = 1, . . . , n (of degree dα =
deg f + |α| + 1 if µ is the Gaussian measure and dα = deg f + |α| if µ is the
exponential measure), defined by:
(3.3) x 7→ pi,α(x) :=
∂(xαf)
∂xi
− xα f(x)xi, ∀α ∈ N
n,
if µ is the Gaussian measure (1.2) and by
(3.4) x 7→ pi,α(x) :=
∂(xαf)
∂xi
− xα f(x) ∀α ∈ Nn,
if µ is the exponential measure (1.3). Then we have the equality constraints
(3.5)
∫
pi,α dµΩ = 0, ∀α ∈ N
n, i = 1, . . . , n,
which defines a linear constraint on the moments of µΩ.
3.2. Extension to non-compact sets Ω. We next show that (3.2) (or, equiva-
lently (3.5)) extends to non-compact semi-algebraic sets Ω.
Lemma 3.1. Let Ω ⊂ Rn be as in (1.1) (not necessarily compact) or as in (2.9) if
µ is the exponential measure (1.3). Let f ∈ R[x] vanish on the boundary ∂Ω. Then
with pi,α ∈ R[x] as in (3.3),
(3.6)
∫
Ω
∂(xα f exp(−‖x‖2/2))
∂xi
dx =
∫
Ω
pi,α dµ = 0,
for every α ∈ Nn and i = 1, . . . , n. Similarly, with pi,α ∈ R[x] as in (3.4),
(3.7)
∫
Ω
∂(xα f exp(−
∑n
i=1 xi)
∂xi
dx =
∫
Ω
pi,α dµ = 0,
for every α ∈ Nn and i = 1, . . . , n.
Proof. We only consider the case of the Gaussian measure as the proof for the
exponential measure uses similar arguments. ForM > 0 arbitrary, fixed, let BM :=
{x : ‖x‖2 ≤ M2 } and consider the compact set ΩM := Ω ∩ BM . Write ∂ΩM :=
∂Ω1M ∪ ∂Ω
2
M , where
∂Ω1M := ∂Ω ∩ {x : ‖x‖
2 ≤M2 }; ∂Ω2M := Ω ∩ {x : ‖x‖
2 = M2 }.
4A generalization of Stokes’ Theorem is valid for smooth differential forms (see Whitney [26,
Theorem 14A], or Federer [8]). Such generalization of Stokes’ Theorem has already been used in
other contexts like e.g. in Barvinok [4] to provide formulae for exponential integrals on polyhedra
(hence with “corners” on the boundary).
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Even though the boundary ∂ΩM is not smooth everywhere, Stokes’ Theorem
still applies (see previous footnote) and so if X = ei and if f vanishes on ∂Ω, (3.2)
reads∫
ΩM
∂(xα f exp(−‖x‖2/2))
∂xi
dx =
∫
ΩM
pi,α dµ
=
∫
∂Ω1
M
〈ei, ~nx〉x
α f exp(−‖x‖2/2) dσ︸ ︷︷ ︸
=0
+
∫
∂Ω2
M
〈ei, ~nx〉x
α f exp(−‖x‖2/2) dσ
=
exp(−M2/2)
M
∫
∂Ω2
M
xi x
α f dσ
and so ∣∣∣∣
∫
ΩM
pi,α dµ
∣∣∣∣ ≤ 2 π
n+1
2 ‖f‖1M
|α|+n+degf
Γ((n+ 1)/2)
exp(−M2/2),
because sup{|f(x)| : ‖x‖2 = M2} ≤ ‖f‖1 sup{|x
α| : x ∈ BM} ≤ ‖f‖1M
degf , with
‖f‖1 =
∑
α |fα|. This in turn implies
(3.8) lim
M→∞
∫
ΩM
pi,α dµ = 0, ∀α ∈ N
n; i = 1, . . . , n.
It remains to show that∫
ΩM
pi,α dµ →
∫
Ω
pi,α dµ as M →∞.
Observe that
|pi,α(x)| IΩM (x) exp(−‖x‖
2/2) ≤ |pi,α(x)| exp(−‖x‖
2/2), ∀x ∈ Rn,
and
∫
|pi,α(x)| exp(−‖x‖
2/2) dx < ∞.
In addition, for every x ∈ Rn:
pi,α(x) IΩM (x) exp(−‖x‖
2/2) → pi,α(x) IΩ(x) exp(−‖x‖
2/2) as M →∞.
Therefore by (3.8) and invoking the Dominated Convergence Theorem [3] one ob-
tains the desired result
0 = lim
M→∞
∫
ΩM
pi,α dµ = lim
M→∞
∫
pi,α(x) IΩM (x) exp(−‖x‖
2/2) dx
=
∫
pi,α(x) IΩ(x) exp(−‖x‖
2/2) dx =
∫
Ω
pi,α dµ.

So with pi,α ∈ R[x] as in (3.3) (or (3.4)) and r(d) := 2d− 1 (or r(d) := 2d), we
can now consider the new semidefinite program:
(3.9)
ωd = sup
u,v∈R[x]∗2d
{ u0 : s.t. uα + vα = yα, ∀α ∈ N
n
2d;
Md(u), Md(v)  0; Md−dj(gj u)  0, j = 1, . . . ,m,
Lu(pi,α) = 0, ∀α ∈ N
n
r(d); i = 1, . . . , n },
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which is a relaxation of the infinite-dimensional linear program (2.6) (with f = 1).
The dual of (3.9) is the semidefinite program:
(3.10)
ω∗d = inf
p∈R[x]2d,θ
{
∫
p dµ : s.t. θ ∈ Rnm(d), p ∈ Σ[x]d;
p+
n∑
i=1
∑
α∈Nn
m(d)
θiα pi,α − 1 ∈ Q2d(Ω),
where m(d) =
(
n+r(d)
n
)
and θ = (θi,α) ∈ R
nm(d) is the vector of dual variables
associated with the equality constraints Lu(pi,α) = 0, α ∈ N
n
r(d), i = 1, . . . , n.
Again, if µ is the exponential measure (1.3) then Ω is as in (2.9) and so in
(3.9) the constraints Md−dj(gj u)  0, j = 1, . . . ,m, become Md−dj(gj u)  0,
j = 1, . . . ,m+ n; see Remark 2.2.
Theorem 3.2. Let Ω ⊂ Rn be as in (1.1) (or as in (2.9) if µ is the exponential
measure) and assume that both Ω and suppµ \Ω have nonempty interior. Then:
(a) Both problems (3.9) and its dual have an optimal solution and ωd = ω
∗
d for
every d ≥ maxj dj .
(b) The sequence (ωd), d ∈ N, is monotone non-increasing and ωd → µ(Ω) as
d→∞.
Proof. (a) follows from an almost verbatim copy of the proof of Theorem 2.3. Con-
cerning (b) it suffices to observe that od ≥ ωd ≥ µ(Ω) for every d ≥ d0. Therefore
the convergence ωd → µ(Ω) is a consequence of the convergence od → µ(Ω). Fi-
nally the convergence is monotone since by construction the sequence (ωd), d ∈ N,
is monotone non-increasing. 
Next, exactly as we did in §2.3 we can provide an associated sequence of lower
bounds (ωd), d ∈ N, by considering the complementΩ
c := suppµ\Ω in suppµ (with
Ω := Ω∩ supp µ) and its decomposition (2.13). Then the analogue of Corollary 2.5
reads:
Corollary 3.3. Let Ω ⊂ Rn be as in (1.1). Assume that both Ω and Ωc have
nonempty interior and let Ωc be as in (2.13). For each ℓ = 1, . . . , s, let ωcℓd be the
optimal value of the semidefinite program (3.9) with gℓj in lieu of gj and mℓ in lieu
of m. For every d ≥ d0 let :
(3.11) ωd := µ(R
n)−
(
s∑
ℓ=1
ωcℓd
)
.
Then the sequence ωd, d ∈ N, is monotone non-decreasing with µ(Ω) ≥ ωd for all
d ≥ d0 and ωd → µ(Ω) as d→∞.
The proof being similar to that of Corollary 2.5 is omitted. So again but now
by Theorem 3.2 and Corollary 3.3 one has :
(3.12) ωd ≤ µ(Ω) ≤ ωd, ∀d ≥ d0 and lim
d→∞
ωd = µ(Ω) = lim
d→∞
ωd.
4. Some numerical experiments
In this section we provide some examples to illustrate the methodology developed
in §3. The examples are all 2D-examples as 3D-examples would have required some
help for implementation in GloptiPoly. Also and importantly, for simplicity of
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implementation of the semidefinite programs (3.9) we have chosen to express the
moment and localizing matricesMd(z) andMd−dj(gj z) in the standard monomial
basis (xα), α ∈ Nn, which is the worst choice from a numerical point of view.
Indeed, it is well known that the Hankel-type moment and localizing matrices
matrix become rapidly ill-conditioned as their size increases. A much better choice
would the basis of Hermite polynomials that are orthogonal with respect to the
Gaussian measure on Rn (and similarly for the exponential measure). However
this would require a non trivial implementation work beyond the scope of the
present paper. Nonetheless the 2D-examples provided below already give some
indications on the potential of the method since in many cases (but not all) good
approximations ωd ≤ µ(Ω) ≤ ωd are obtained with relatively small d (say d = 8, 9
or 10).
4.1. Numerical experiments for the Gaussian measure. We have considered
the Gaussian measures dµ = exp(‖x‖2/σ2) for the three values σ2 = 0.5, 0.8, 1.
In a first set of experiments we have tested the methodology on some examples
of compact sets Ω ⊂ R2 where we could compute a very good approximate value
of µ(Ω) by other methods. For each example we have compared the hierarchy of
semidefinite programs (2.8) with the hierarchy (3.9). Then we have tested the two
hierarchies on some simple example of non-compact sets Ω ⊂ R2 for which the
value µ(Ω) can be obtained exactly.
On compact sets Ω ⊂ R2.
Example 1. Consider non-centered Euclidean balls Ω := {x : ‖x− u‖2 ≤ 1} with
u = (0, 0), (0.1, 0.1), (0.5, 0.5), (0.1, 0.5), (1, 0),
that is,
Ω = {x : g(x) ≤ 1 }, with x 7→ g(x) = (x1 − u1)
2 + (x2 − u2)
2.
We first show how the formulation (3.9) with f = 1 drastically improves convergence
when comparing with the initial formulation (2.8) with f = 1 and f = 1− g (which
vanishes on ∂Ω) for the example where σ = 0.5 and u = (0.5, 0.5). Indeed in Figure
1 one may see that the convergence is very slow for the hierarchy (2.8) with f = 1
(left) whereas it is very fast for the hierarchy (3.9) (right). In Figure 2 are plotted
the values ωd and the values u
d
0 obtained in (2.8) with f = 1− g. One can see that
the convergence ud0 → µ(Ω) of the hierarchy (2.8) with f = 1− g is not monotone
and not as good as (3.9). (The yellow horizontal line is the value of µ(Ω), exact up
to 6 digits.) Iteration 1 was run with d = 3 (i.e. with moments up to order 6) and
d+1, . . . , 9 (i.e., with moments up of order 20). With d = 7 (i.e. with moments up
to order 14) the optimal value s7 = 0.573324 obtained in (3.9) is already very close
to the value 0.573132 (exact up to 6 digits).
For some other value of the parameters σ and u, Figure 3 displays the difference
od−µ(Ω) for the hierarchy (2.8) with f = 1 and ωd−µ(Ω) for the hierarchy (3.9),
whereas Figure 4 displays the respective relative errors.
Results obtained for several combinations of the parameters σ and u are dis-
played in Tables 1, 2 and 3.
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1 2 3 4 5 6 7
0.11
0.12
0.13
0.14
0.15
0.16
0.17
1 2 3 4 5 6 7
0
1
2
3
4
5
6
7
8
9
10
-3
Figure 1. Example 1: σ = 0.5, u = (0.5, 0.5); Comparing od −
µ(Ω) with f = 1 (left) and ωd − µ(Ω) (right).
1 2 3 4 5 6 7
0.564
0.566
0.568
0.57
0.572
0.574
0.576
0.578
0.58
0.582
Figure 2. Example 1: σ = 0.5, u = (0.5, 0.5); Comparing (3.9)
and (2.8) with f = 1− g ; the horizontal line is the exact value.
Example 2. Consider a set Ω := {x ∈ R2 : g(x) ≤ 1} with x 7→ g(x) :=
(x− u)TA (x − u) with:
A :=
[
0.4 0.1
0.1 −0.4
] [
4 0
0 8
] [
0.4 0.1
0.1 −0.4
]
and u = (0.1, 0.5), u = (0.5, 0.1). The results displayed in Table 4 show that good
approximations can be obtained with relatively small d = 9 when σ ≤ 1.
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1 2 3 4 5 6 7
0.114
0.116
0.118
0.12
0.122
0.124
0.126
0.128
0.13
0.132
0.134
1 2 3 4 5 6 7
×10
-3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 3. Example 1: od − µ(Ω) (scheme (2.8) with f = 1, left)
and ωd − µ(Ω) (scheme (3.9) right)
1 2 3 4 5 6 7
20
20.5
21
21.5
22
22.5
23
23.5
1 2 3 4 5 6 7
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
Figure 4. Comparing the relative errors 100(od − µ(Ω))/µ(Ω)
(scheme (2.8) with f = 1, left) with 100(ωd−µ(Ω))/µ(Ω) (scheme
(3.9), right)
u = (0, 0) u = (0.1, 0.1) u = (0.1, 0.5) u = (0.5, 0.5) u = (1, 0)
ω7 0.782888 0.781978 0.783345 0.753521 0.441636
ω7 0.782842 0.781932 0.783238 0.753492 0.441631
ǫ7 0.005% 0.006% 0.01% 0.003% 0.001%
Table 1. Values of ω7, ω7 and ǫ7 := 100(ω7 − ω7)/ω7 with σ = .5
u = (0, 0) u = (0.1, 0.1) u = (0.1, 0.5) u = (0.5, 0.5) u = (1, 0)
ω7 1.906281 1.900152 1.920172 1.770550 1.183305
ω7 1.905856 1.899708 1.919838 1.770276 1.182967
ǫ7 0.02% 0.02% 0.017% 0.015% 0.028%
Table 2. Values of ω7, ω7 and ǫ7 := 100(ω7 − ω7)/ω7 with σ = .8
Non-compact sets Ω ⊂ R2. We next provide some examples of non-compact sets
Ω ⊂ R2 and show that the hierarchy (3.9) can still provide good results.
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u = (0, 0) u = (0.1, 0.1) u = (0.1, 0.5) u = (0.5, 0.5) u = (1, 0)
ω7 2.811312 2.802918 2.843411 2.624901 2.947715
ω7 2.806004 2.797471 2.839425 2.621340 2.946099
ǫ7 0.19% 0.19% 0.14% 0.13% 0.05%
Table 3. Values of ω7, ω7 and ǫ7 := 100(ω7 − ω7)/ω7 with σ =
.999
u = (0.1, 0.5)
σ ω9 ω9 (ω9 − ω9)/ω9)
1 1.728640 1.657139 4.3%
0.8 1.305168 1.298370 0.5%
0.5 0.648429 0.648415 0.002%
u = (0.5, 0.1)
σ ω9 ω9 (ω9 − ω9)/ω9)
1 1.798363 1.730477 3.9%
0.8 1.401565 1.394053 0.53%
0.5 0.724022 0.724005 0.002%
Table 4. Example 2: Ω = {x : (x− u)TA(x − u) ≤ 1}; compact case.
Example 3. Complement of Euclidean balls: We have first considered evalu-
ating µ(Ωc) for the complement Ωc := {x : ‖x−u‖2 ≥ 1} of the sets Ω considered
in Example 1. As the lower bound ωd on µ(Ω) in Example 1 was computed via an
upper bound on µ(Ωc), the results in Table 1, Table 2 and Table 3 clearly indicate
that good upper and lower bounds are also obtained for Ωc.
Example 4. Non-convex quadratics: Let u = (0.1, 0.5), u = (0.5, 1),
A :=
[
0.4 0.1
0.1 −0.4
] [
4 0
0 −8
] [
0.4 0.1
0.1 −0.4
]
,
and x 7→ g(x) = (x − u)TA(x − u) so that the set Ω := {x : g(x) ≤ 1} is non-
compact. The results displayed in Table 5 show that good approximations can be
obtained with relatively small d = 9 when σ ≤ 1.
u = (0.5, 0.1)
σ ω9 ω9 (ω9 − ω9)/ω9)
1 2.829605 2.824718 0.17%
0.8 1.876731 1.876609 0.006%
u = (0.1, 0.5)
σ ω9 ω9 (ω9 − ω9)/ω9)
1 2.989832 2.986599 0.10%
0.8 1.969188 1.969103 0.004%
Table 5. Ω = {x : (x− u)TA(x− u) ≤ 1}; non-compact case.
Example 5. Half-spaces: In this example we consider the half-space Ω := {x ∈
R
2 : x1 +2x2 ≥ 1}, and compute the upper and lower bounds ωd and ωd for d = 8.
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the results displayed in Table 6 show that good approximations can be obtained
with relatively small d = 8 when σ ≤ 1.
σ ω8 ω8 (ω8 − ω8)/ω8)
1.0 0.828105 0.827800 0.03%
0.8 0.4314786 0.431473 0.001%
0.5 0.080858 0.0808578 0.0003%
Table 6. Ω := {x ∈ R2 : x1 + 2x2 ≥ 1}
Example 6. In this example we consider the cone Ω := {x ∈ R2 : x1 + 2x2 ≤
−0.5; x1 ≥ −0.8}, with apex x = (−0.8, 0.15), and compute the upper and lower
bounds ωd and ωd for d = 10.
σ ω10 ω10 (ω10 − ω10)/ω10)
0.5 0.208606 0.19410 7%
0.4 0.108321 0.10768 0.6%
0.3 0.041300 0.0411906 0.26%
Table 7. Ω := {x ∈ R2 : x1 + 2x2 ≤ −0.5; x1 ≥ −0.8}
Table 7 shows that when σ is relatively small then a good approximation can be
obtained by using no more than 2d = 20 moments. On the other hand for the cone
Ω := {x : x ≥ 0}, even with σ = 0.3 the approximation with d = 10 is rather rough
as we have ω10 = 0.11172 ≥ µ(Ω) ≈ 0.070685 and lower bound being negative is
not informative. It seems that this is because the origin (the apex of the cone Ω)
is in a region where the density exp(−h) is maximum. In this case higher order
moments are needed for a better approximation. This in turn requires some care in
solving the associated semidefinite programs (3.9). Indeed, when expressed in the
standard monomial basis (xα), α ∈ N, the moment and localizing matrices in (3.9)
become ill-conditioned. An interesting issue of further investigation and beyond
the scope of this paper is to consider alternative bases, e.g. the basis of Hermite
polynomials which are orthogonal with respect to the Gaussian measure.
4.2. Numerical experiments for the exponential measure. In this second
set of experiments we have chosen the exponential measure with density x 7→
exp(−λ
∑
i xi) on the positive orthant R
n
+ = {x : x ≥ 0}, for some real scalar
λ > 0.
Compact sets.
Example 7. Ellipsoids: As in Example 2, consider the set Ω := {x ∈ R2 : g(x) ≤
1} with x 7→ g(x) := (x− u)TA (x− u) with:
A :=
[
0.4 0.1
0.1 −0.4
] [
4 0
0 8
] [
0.4 0.1
0.1 −0.4
]
and u = (0.1, 0.5), u = (0.5, 0.1).
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u = (0.1, 0.5)
λ ω9 ω9 (ω9 − ω9)/ω9)
4 0.061906 0.060311 2.64%
4.5 0.049080 0.048498 1.2%
5 0.039844 0.039619 0.56%
u = (0.5, 0.1)
σ ω9 ω9 (ω9 − ω9)/ω9)
4 0.061394 0.059065 3.94%
4.5 0.048757 0.047922 1.74%
5 0.039622 0.039283 0.86%
Table 8. Ω = {x : (x − u)TA(x − u) ≤ 1}; compact case.
Example 8. Simplex: Let Ω := {x ∈ R2+ : 3x1 + x2 ≤ 1}. In this case it is easy
to compute the exact value µ(Ω) by Laplace transform techniques, which gives
(4.1) µ(Ω) =
1
λ2
(
1 +
exp(−p)
2
−
3 exp(−p/3)
2
)
.
Table 9 displays results obtained with d = 8.
λ µ(Ω) ω8 ω8 (ω8 − ω8)/ω8) (ω8 − µ(Ω))/µ(Ω)
5 0.028802 0.029771 0.028086 6% 3.36%
6 0.022173 0.022605 0.021790 3.74% 1.95%
Table 9. Ex. 8: Ω = {x ≥ 0 : 3x1 + x2 ≤ 1}; compact case.
Non-compact sets.
Example 9. Half-space: Let Ω be the non-compact set {x ∈ R2+ : 3x1+x2 ≥ 1}.
From (4.1) we have
µ(Ω) = µ(R2)− µ(Ωc) =
1
λ2
(
3 exp(−p/3)
2
−
exp(−p)
2
)
.
Results for d = 8 are displayed in Table 10. For d = 9 some numerical instability
occured.
λ µ(Ω) ω8 ω8 (ω8 − ω8)/ω8) (ω8 − µ(Ω))/µ(Ω)
5 0.011197 0.011913 0.010228 16.4% 6.4%
6 0.005604 0.005986 0.005171 15.7% 6.8%
Table 10. Ex 9: Ω = {x ≥ 0; 3x1 + x2 ≥ 1}
Example 10. Hyperbola: Let Ω := {x ∈ R2+ : x1x2 ≤ 0.1}. Results for d = 8
are displayed in Table 10. As in Example 9, some numerical instability occured for
d = 9.
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Ω = {x ≥ 0; x1x2 ≤ 0.1}
λ ω8 ω8 (ω8 − ω8)/ω8)
5 0.004328 0.003970 9%
6 0.001701 0.001616 5.2
Ω = {x ≥ 0; x1x2 ≥ 0.1}
λ ω8 ω8 (ω8 − ω8)/ω8)
5 0.036015 0.035635 1%
6 0.026166 0.026068 0.37%
Table 11. Ω = {x ≥ 0 : x1x2 ≤ 0.1} and Ω
c
Example 11. Non-convex quadratics: Let Ω := {x ≥ 0 : g(x) ≤ 0.05} with
x 7→ g(x) := (x − u)TA (x− u) with:
A :=
[
0.4 0.1
0.1 −0.4
] [
−1 0
0 10
] [
0.4 0.1
0.1 −0.4
]
and u = (0, 0), u = −0.1, 0.1) and u = (0.1,−0.1). The results displayed in Table
12 show that for the same value of d = 9 the quality of the approximation can be
sensitive to data. For instance it is much worse with u = (−0.1, 0.1) than with
u = (0, 0) or u = (−0.1, 0.1).
u = (0, 0)
λ ω9 ω9 (ω9 − ω9)/ω9)
8 0.013444 0.012065 11%
9 0.010961 0.009890 10%
u = (−0.1, 0.1)
λ ω9 ω9 (ω9 − ω9)/ω9)
8 0.014877 0.014288 4.1%
9 0.011925 0.011512 3.6%
u = (0.1,−0.1)
λ ω9 ω9 (ω9 − ω9)/ω9)
8 0.009464 0.006009 57%
8 0.007933 0.004929 60%
Table 12. Ω = {x ≥ 0 : (x− u)TA(x− u) ≤ 0.05};
5. Concluding remarks
We have provided a systematic numerical scheme to approximate the Gaussian
or exponential measure µ(Ω) of a class of semi-algebraic sets Ω ⊂ R2. In principle
µ(Ω) can be approximated as closely as desired by solving a hierarchy of semidefi-
nite programs of increasing size d. Of course the size of the resulting semidefinite
programs increases with d. Namely the semidefinite program (3.9) has 2
(
n+2d
n
)
variables and both (real symmetric) moment matrices Md(u) and Md(v) are of
size
(
n+d
n
)
×
(
n+d
n
)
.
So as long as one is interested in 2D or 3D problems the size is not the most
serious problem. Indeed when µ(Ω) is not very small compared to the mass of µ
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(and σ < 1 for the gaussian measure and λ > 5 for the exponential measure), good
results can be expected fort reasonable values of d (as shown in some illustrative
2D-examples). On the other hand if one needs high values of d (e.g. when σ >> 1
or λ > 1) then the precision of the SDP solvers can become a serious issue as the
semidefinite programs (3.9) become ill-conditioned.
In particular in such conditions the choice of the monomial basis (xα), α ∈ Nn,
in which to express the moment and localizing matrices Md(u), Md(gj u) is not
appropriate. At this preliminary validation stage of the methodology it was done
for simplicity and easyness of implementation (in order to use the software package
GloptiPoly [12]). To avoid ill-conditionning a more appropriate strategy is to use
the basis of Hermite polynomials, orthogonal with respect to the Gaussian measure
µ. With such a choice one may expect to be able to solve (3.9) for higher values of
d and so obtain better upper and lower bounds.
In any case it is also worth mentioning that even if one is forced to stop the
hierarchy (3.9) at a relatively small value of d, one has still obtained a non trivial
finite sequence of upper and lower bounds on µ(Ω) for non-trivial (and possibly
non-compact) sets Ω.
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