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INTRODUCTION 
In this note we derive a connection between the asymptotic behaviour of the 
moments p,, = j x’?%(x) and the behaviour of the tails of the distribution 
function F. Suppose first that F is the distribution function of a positive 
random variable X with entire characteristic function. The function E defined 
by 
(1) P(s) = 7 e=@(x) for s E R 
0 
is finite and the behaviour of 0s) for s+ 00 and of 1 -F(x) for x-00 are related. 
A specific result has been proved by Bingham, Teugels (see [l], thm. 1): 
If @: lR+ -rR+ varies regularly with exponent @> 1 (i.e. @(tx)/#(t)+ti for 
f+c~, x>O, notation: @ERV~), then 
(2) -log (1 --F(x))-@(x) (x--+=) 
if and only if 
(3) log &)-@*(s) (s-+00), 
where the *-transform is defined by the relation 
9*(s)= w$ w-@WI. 
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It is well-known that # EZ?V~ with @> 1 if and only if I$*E RVv with v> 1 
where Q-’ + v- ’ = 1 and that r$**-@ (see also [2]). 
Our main theorem concerns a not necessarily positive random variable Y. We 
use a result of Levin connecting the behaviour of the coefficients c, of the 
power series of an entire function f(z) = C c,z” with the behaviour of the 
maximum modulus M&f). For the function f we take the characteristic 
function of the random variable X: = 1 Y I. For the coefficients c,, we then have 
c,, = i”EX”/n ! and for the maximum modulus we have M&f) =&) with E as 
above. 
We wish to combine Levin’s result with a result like that of Bingham-Teugels 
mentioned above in order to connect the asymptotic behaviour of the sequence 
of moments E 1 Y I” with the asymptotic behaviour of the tails of the distri- 
bution function of the random variable Y. In order to do that we have to 
replace the asymptotic equalities (2) and (3) above by inequalities (see lemma 2). 
RESULTS 
LEMMA 1. (See [4], Ch. 1.13). 
Suppose the function f(z) = C,“,, c,z” is entire with maximum modulus 
(4) m9f)= ;z If(z 
Suppose WE RV,,, (v> 1) is non-decreasing (hence the inverse function w+ 
belongs to RVJ. 
Under the above conditions 
(5) 5 (c,l”“W(n) = (ev)“” 
if and only if 
REMARK. Under the assumptions of this lemma the function f is of order v. 
This follows from (6) since w+ E RV,, implies log v+(r) - v log r (r-00). 
The next lemma provides inequalities which replace (2) and (3) in the proof 
of our main result. 
LEMMA 2. Suppose F is the distribution function of a non-negative random 
variable with entire characteristic function. The function E is defined by (1) 
above. 
Let @ : R+ + IR be such that q5* is finite. Then 
(7) &)=e@@ for s>O implies 1 -F(x)se-**@) for x>O. 
Moreover if # E RV, with Q > 1, then, for any E > 0 there exists s, such that 
(8) 1 -flx)(e-@@), x>xo implies fls)le(‘+EN*(“) for sls,. 
PROOF. For x> 0, s> 0 we have 
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The implication (7) follows by taking the infimum over s> 0 on the right-hand 
side. In order to prove (8) we write 
F(s) = ip eVF(x) + [ 1 - F(xO)]esxo + s i { 1 - flu)}esudu. 
0 x, 
By the hypothesis on F we have 
s 7 { 1 -F(u)}eSU&ss 9 ewe@@)& = e(’ +O(‘))@*@) (.y+oo) 
x, x0 
(see [l], section 4). 
Since @*E RI/, with v > 1 we have 
eCS=o(e@*(s)) (s-*00) for cElR. 
This completes the proof of (8). 
We use the next lemma which is a consequence of lemma 2 in order to prove 
our main result. 
LEMMA 3. Suppose F and E are as in lemma 2 and @ E RVQ with Q > 1. Then 
(9) lim - ln (1 - F(x)) = 1 
x-m I 
if and only if 
PROOF. Suppose (9) holds true. Then for any E>O there exists x, such that 
-1n (1 -F(x))l(l -s)@(x) for x>x,. 
Using (8) we get for SZS, 
In E(s)<(l +s)(l -.s)@*(s/(l -e)). 
Since 
@*(s(l -&)-‘)-(I -E)-“@*(S) (s+m) 
and E>O is arbitrary the above inequality implies 
lim lnfis)+ 
s-m e*(s) - * 
If 
lim In OS) < 1 
s+oD @*(s) 
we use (7) and #**- @ to get a contradiction. The rest of the proof is similar. 
Combination of lemmas I and 3 now gives our main result. 
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THEOREM. Suppose the random variable Y has an entire characteristic 
function. Suppose Q> 1 and define the conjugate index v by Q- ’ + v- ’ = 1. 
Then the following statements are equivalent. 
a. P( 1 Y I> y) > 0 for all y E IR and there exists a function @ E R I$ such that 
(11) lim -1n P(lYI>Y)=l - 
Y-r-J 909 * 
b. There exists a non-decreasing function w E RV,,, such that 
(12) 
lim (J5Y2”)“2”W(2n) = vl/ve- l/e 
n-m 2n 
In the above case 
(13) w+w-@*cv) cv-+~). 
PROOF. Denote the distribution function of the random variable X= I Y I by 
F. By theorem 7.1.2 in Lukacs [5] we have M(s, f) =&r) where f is the charac- 
teristic function of X and the functions A4 and E are defined by (4) and (1) 
respectively. 
Application of the lemmas 3 and 1 shows that (11) is equivalent to (5) with 
w-- @* where 
~ERV,,, and Ic,J=E]Yl”/n!. 
Since (n!)““-n/e (n-roe) we find 
(14) 
lim (EIYl”)l’“~(n)=v~/Ye-~/e 
n-+m n 
The equivalence of (12) and (14) follows since (El Y In)“” is a non-decreasing 
function of n and I- ~(2n + 1) (n-+oo). This finishes the proof. 
REMARKS 
1. Under the assumptions of the theorem the order of the characteristic 
function is Q. See the remark following lemma 1. 
2. Davies [3] gives a related result for the case @(X)=X@. 
3. The assumption w is non-decreasing is not essential since any function 
w E RV, with a> 0 is asymptotic to a non-decreasing function. 
4. The theorem can be applied to any random variable Y for which 
(15) l<e: = lim 
In (-In P(lYl>v)),, 
- 
Y-t- In Y 
This condition is equivalent to statement a of the theorem (see Levin Ch. 
1.12, thm. 16 for the implication (15)+(1 I), the converse statement can 
easily be verified). 
EXAMPLE. Take Q=v=~ and 
6(y) - yV2d (y-) co) 
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for some a>O. Then the random variable Y satisfies (11) with e(y) -y2/2a2 if 
and only if the even moments EY2" satisfy (12) with 
V/(n)-(2ny2/a (woo). 
As a special case we mention the example Y is N(0, 02) distributed. 
The author is indebted to the referee for a simplification in the proof of the 
main theorem. 
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