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Abstract
We consider topology changing transitions for M-theory compactifications on Calabi–
Yau fourfolds with background G-flux. The local geometry of the transition is generically
a genus g curve of conifold singularities, which engineers a 3d gauge theory with four
supercharges, near the intersection of Coulomb and Higgs branches. We identify a set of
canonical, minimal flux quanta which solve the local quantization condition onG for a given
geometry, including new solutions in which the flux is neither of horizontal nor vertical
type. A local analysis of the flux superpotential shows that the potential has flat directions
for a subset of these fluxes and the topologically different phases can be dynamically
connected. For special geometries and background configurations, the local transitions
extend to extremal transitions between global fourfold compactifications with flux. By a
circle decompactification the M-theory analysis identifies consistent flux configurations in
four-dimensional F-theory compactifications and flat directions in the deformation space
of branes with bundles.
March 2012
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1. Introduction
As seen in many examples over the years, there is an intriguing interplay between the
geometry of string theory compactifications (in the presence of branes, or near singular-
ities) and the dynamics of supersymmetric quantum field theories in various dimensions.
The geometry of Calabi–Yau manifolds and their moduli spaces can determine the non-
perturbative vacuum manifold and the spectrum of BPS particles of a field theory. Extremal
transitions in the geometry can map to transitions between different branches of low-energy
supersymmetric gauge theories. Examples with 8 supercharges include transition between
Higgs and Coulomb branches of abelian [1,2,3] and non-abelian [4,5,6] four-dimensional
N = 2 gauge theories, three-dimensional N = 4 theories [7] and five-dimensional N = 1
theories [8,9,11]. For theories with four supercharges, i.e., N = 1 in four or N = 2 in
three dimensions, an essential new ingredient is needed to match between deformations of
a Calabi–Yau geometry and field theory dynamics: a choice of background fluxes or back-
ground branes in needed on top of the geometry, which induces an N = 1 superpotential
in the field theory. An example is the fluxed conifold transition in a Calabi–Yau threefold,
leading to confining glueball superpotentials in the associated non-abelian gauge theories
[12,13].
In this paper, we study extremal transitions in M- and F-theory compactifications
on Calabi–Yau fourfolds, whose low energy theories are described by a certain class of
supersymmetric theories with four supercharges. The three-dimensional N = 2 theories
have again Coulomb and Higgs branches meeting at singular points of the moduli space, as
discussed e.g. in ref. [14]. This turns out to have a nice parallel description in the fourfold
geometry, where a set of four-cycles shrinks and another set of four-cycles grows, e.g.:
flop transition: S♯1 → S
♯
2 ≃ Coulomb1 → Coulomb2
conifold transition: S♯ → S♭ ≃ Coulomb → Higgs
(1.1)
Here S♯ denotes an algebraic four-cycle, whereas S♭ has a generically non-zero volume with
respect to the holomorphic (4, 0)-form Ω. The spectrum of additional light BPS particles
near the transition locus arises on the S♯ side from M2 branes wrapping small 2-cycles
in the local geometry. It can eventually be computed in the topologically twisted theory
associated with M-theory compactification on the local geometry by counting the number
of holomorphic sections of certain line bundles, similarly as in ref. [4].
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As mentioned above, a key element for four supercharges is the dependence of the
spectrum and the superpotential obstruction on background flux. In an M-theory com-
pactification on the fourfold one has to specify on top of the fourfold geometry X the
background four-form flux G, which induces the geometric GVW superpotential [15]. In-
terestingly enough, a quantization condition for G enforces a non-zero flux on a four-cycle
S ∈ H4(X,Z) – and a non-zero superpotential – if the second Chern class c2(X) evaluated
on a S is not even [16]. The local aspects of this quantization condition have not been
studied systematically so far. We identify a set of canonical, minimal flux quanta which
solve the quantization condition for a given four-cycle geometry.
As a consequence of the flux superpotential one expects that topology changing tran-
sitions between Calabi–Yau fourfolds will generally be obstructed, except when a judicious
choice of flux quanta has been made that solves the quantization condition. If a four-cycle
S with minimal flux is affected by a transition with a 3d field theory interpretation, these
flux quanta should correspond to choices in the field theory and the superpotential obstruc-
tion should be matched by the 3d spectrum and vacuum structure. Both expectations turn
out to be true via a beautiful correspondence between sections of certain line bundles in
the geometry and meson operators in the field theory.
If X is elliptically fibered and a four-dimensional F-theory limit exists, the G-flux
is replaced by, amongst others, gauge flux on 7-branes wrapping algebraic four-cycles D
in X . In this case one can resort to the detailed results on the field theory spectra and
potentials obtained from a local computation in refs. [17,18,19]. As expected, after a circle
compactification these results match with those obtained from M2 branes in M-theory as
discussed in this note. The perhaps new point on F-theory obtained here from the M-
theory analysis are local solutions to the flux quantization condition and the interplay of
spectra, flux quanta and superpotential obstructions near the transition point. These are
needed to determine the dynamics on Higgs-branches and recombination of 7-branes in a
local model. Our solutions have a number of parallels to some recent discussions in the
literature of flux quanta in F-theory [20,21,22].
The low-energy gauge theory gauge fields that we consider all arise from the eleven
dimensional M-theory 3-form C field on two-cycles, with electrically charged matter from
M2 branes wrapped on two-cycles. Many early works have already explored aspects of
connecting M-theory on fourfolds with three-dimensional N = 2 gauge theory dynamics
with M-theory on fourfolds. To cite one example, ref. [23] explored connecting the three-
dimensional N = 2 gauge theory non-perturbative results, including instanton-generated
3
superpotentials [24] and the higher Nf SQED and SQCD results of [14], with M-theory
realizations from euclidean M5 branes wrapping six-cycles. Other early works explored as-
pects of the connection between M-theory background G-flux (which spontaneously breaks
parity) and three-dimensional Chern-Simons terms, as well as type II or M-theory realiza-
tions of 3d mirror symmetry [25], and gauge theory moduli space or phase transitions via
geometric transitions, see, e.g., refs. [15,26,27].
In this paper we mostly focus on singularities which, when approached through the
moduli space of Ka¨hler structures, arise in codimension one. The light M2-brane states
arise from two-cycles in one homology class and their charge singles out a U(1) gauge
group. To decouple the dynamics of these degrees of freedom we work in the limit in which
all other cycles are large, including the curve C to which S♯ shrinks at the transition.
Much of the literature on string or M-theory realizations of three-dimensional gauge
theories uses spacetime filling D2 or M2 branes at special points in the geometry. That is
not our focus here. Including M spacetime filling M2 branes introduces additional fields
and dynamics in the low-energy three dimensional quantum field theory. In particular,
there are moduli fields for varying the points where the M2 branes are located in the
fourfold. We here focus on smallM and, when M is non-zero, on the regions of the moduli
space where the M2 branes are not near the fourfold singularity, and hence they do not
participate in or affect the conifold transitions. In terms of the three dimensional field
theory, the degrees of freedom coming from the M2 branes are, in this region of moduli
space, decoupled from those that we study, associated with the geometric singularity.
Interesting new degrees of freedom will become light when the M2 branes are near the
singularity, and can potentially participate in the conifold transitions; we will not discuss
that here in detail, leaving it for future work. We will also not discuss here the interesting
largeM limit, where the backreaction of the M2 branes on the geometry leads to M-theory
on AdS4 × H7. We will see here that, even without including M2 branes in the conifold
transition dynamics, there is already a lot of rich structure.
The organization of this paper is as follows: In Section 2 we set the stage for the sub-
sequent analysis and collect various aspects of G-flux of M-theory on Calabi–Yau fourfold
geometries. In Section 3 we set up local Calabi–Yau fourfold geometries so as to model
the extremal fourfold transitions of interest. We analyze consistency conditions for G-
fluxes imposed by the quantization and tadpole cancellation conditions. We examine the
structure and the flat directions of the flux-induced potentials. In Section 4 we embed the
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local fourfold geometries into global Calabi–Yau fourfolds, for which we again examine the
behavior of (consistently quantized) G-fluxes together with their flux-induced scalar po-
tentials, as we go through extremal M-theory transitions. We discuss our findings both for
generic Calabi–Yau fourfolds with a genus g curve of conifold singularities and for explicit
Calabi–Yau fourfold examples. In particular we find particular flux configurations with
flat directions through the extremal transition. Finally, we comment on the relationship of
our M-theory configurations to similar F-theory compactifications. In Section 5 we discuss
the associated three-dimensional low energy theory, which reproduces the M-theory phase
structure obtained by geometric means in the previous sections.
2. Preliminaries: M-theory on Calabi–Yau fourfolds
In a compactification of M-theory on a Calabi–Yau fourfold X to three dimensions,
one has to specify the background flux for the four-form G. We first collect a few basic facts
on G and the superpotential induced by it. Most importantly, G is not exactly integral,
but satisfies the shifted quantization condition [16]
GZ =
G
2π
−
c2(X)
2
∈ H4(X,Z) . (2.1)
This condition ensures locally that the integral of GZ over an arbitrary cycle S ∈ H4(X,Z)
is an integer. Globally, the shift by c2(X)/2 is related to the integrality of the M2 brane
tadpole
M =
χ(X)
24
−
1
2
∫
X
G
2π
∧
G
2π
. (2.2)
Only if c2(X)/2 is an integral class,
χ(X)
24 is an integer and G can be consistently set to
zero by including M space-filling (anti-)M2 branes [16,28].1
1 To avoid supersymmetry breaking by anti-M2 branes, one needs positive M2 brane charge
M = −60 − 1
2
∫
X
GZ(GZ + c2(X)) ≥ 0 . Self-dual flux components G with
∫
G ∧ G > 0 reduce
the number of M2 branes M . If M gets negative, or if there are anti-self-dual flux components,
supersymmetry is generically broken.
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The conditions for unbroken supersymmetry have been derived in ref. [29] and phrased
in terms of a superpotential2 in ref. [15]
W =
∫
G
2π
∧ (Ω +
1
2
J2) =W (Ω) + W˜ (J) . (2.3)
Here W (Ω) and W˜ (J) are the parts of the integral depending on the holomorphic (4,0)-
form Ω and the Ka¨hler form J , respectively. Minimization with respect to the complex
structure deformations and Ka¨hler deformations requires G to be of Hodge type (2,2) and
primitive, i.e., J ∧G = 0, which in turn implies that G is self-dual, ∗G = G [15].
The superpotential W (Ω) vanishes if G is dual to an algebraic cycle and the twisted
superpotential W˜ (J) vanishes if G is Poinare´ dual to a special Lagrangian cycle. There is
a decomposition of H4(X,Z) into ‘vertical’ and ‘horizontal’ sublattices with the property
that W (Ω) always vanishes if G is in the vertical sublattice and W˜ (J) always vanishes
if G is in the horizontal sublattice. (See Appendix A for a thorough discussion of these
sublattices.) It is therefore tempting to decompose G into these pieces
G
2π
=
GV
2π
+
GH
2π
, (2.4)
and treat the pieces separately. Unfortunately, this decomposition does not work within the
lattice H4(X,Z) – rational coefficients must be introduced (except perhaps in exceptional
cases).3 The generic solution to the quantization condition (2.2) will therefore arise from
a mixed G flux, where the decomposition (2.4) of GZ is not defined over the integers.
As will be studied in some detail below, G fluxes of mixed type also give a new
important class of supersymmetric vacua. The standard solution to (2.1) is to shift G by
2 As we will review and discuss in Section 5, W (Ω) is a true superpotential, for Higgs branch
fields in Ω, whereas W˜ (J) is not a superpotential but rather gives Chern-Simons terms and masses
for Coulomb branch moduli in J . Given the different nature of W (Ω) and W (J), adding then
together in W is perhaps curious; W, though, can contribute to the central charge of 1/4-BPS
objects. Moreover, as in [15], it is tempting to introduce an additional massive field, Φ, with
W(Ω, J,Φ) having various 〈Φ〉 minima that give W(Ω, J) for the various allowed G fluxes.
3 It has been suggested in ref. [30] that any missing cycle classes might be provided by Cayley
submanifolds calibrated by the form Ω0 +
1
2
J2 (see (2.3)), where Ω0 a fixed representative for the
class of Ω. Note that if calibrated cycles do not provide a basis for H4(X,Q), the superpoten-
tial (2.3) is only valid on the sublocus of deformation space, where G is dual to a sum of calibrated
cycles with rational coefficients, including the special case of a split flux G = GV +GH .
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a class ω dual to an algebraic cycle, with ω − c2(X)/2 ∈ H
4(X,Z). This flux of a split
type generates a twisted superpotential W˜ (J) for the Ka¨hler moduli and the condition
W˜ (J) = 0 = dW˜ (J) would exclude supersymmetric vacua for h1,1(X) = 1 and greatly
reduce the number of vacua in general. On the other hand, a mixed flux allows to cancel
the c2(X)/2 anomaly locally on each cycle in H4(X,Z), as required, while at the same time
the twisted superpotential can be identically zero and there is no restriction on the Ka¨hler
moduli at all.
In the following we will study topology changing transitions between two Calabi–Yau
fourfolds X♯ and X♭, where a number of algebraic four-cycles S♯i shrink on the X
♯ side,
and a number of new, generically non-algebraic cycles S♭k appear on the X
♭ side.4 As
indicated in Appendix A, all of the Hodge numbers of X♯ and X♭ are determined by three
specific ones (which also determine the Euler characteristic χ, the signature σ, and the
decomposition of h2,2 into self-dual and anti-self-dual parts). The changes are:
δχ
6
=
δσ
2
= δh1,1−δh1,2+δh1,3 , δh2,2− = δh
1,1 , δh2,2+ = 3δh
1,1−2δh1,2+4δh1,3 . (2.5)
If δχ is not a multiple of 24, integrality of the M2 brane charges M(X♭) and M(X♯)
requires a jump of flux quanta during the transition. (In fact, if we keep locations of the
space-filling M2-branes far away from the transition, any change in χ will require a jump
of flux quanta.) A priori it is not obvious whether this prohibits the transition or whether
there is a physical effect that causes this jump. As argued below, transitions are possible
if there are appropriate new massless states at the transition point that induce a jump of
flux by a one-loop effect.
Since the quantization condition (2.2) implies a local constraint on each four-cycle, the
non-zero jump of flux must appear on four-cycles that take part in the transition. A simple
intersection argument shows that if T ♯ is any four-cycle which transversally intersects a
vanishing four-cycle S♯, the value of c2 jumps as∫
T ♯
c2(X
♯) =
∫
T ♭
c2(X
♭) + δc2 , δc2 =
(T ♯.S♯)
(S♯.S♯)
∫
S♯
c2(X
♯) . (2.6)
Here T ♭ is a cycle which replaces the T ♯ after the local surgery that describes transition
from X♯ to X♭; detailed examples in local and global geometries will be considered in
Sections 3 and 4.4. If δc2 is odd, quantization will require a non-zero flux on either T
♯ or
on T ♭.
4 Various aspects of transitions of this type have been previously studied in refs. [28,31,21,22].
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3. Conifold transitions in local Calabi–Yau fourfolds
After these preliminaries, we turn to a detailed study of the local model for the
generic transition, which describes a higher-dimensional analogue of the familiar extremal
transitions at isolated conifold points in Calabi–Yau threefolds [1,2]. The double point of
a threefold is given by the equation
x1 x2 − x3 x4 = 0 , (3.1)
in terms of the complex coordinates xℓ of C
4. The fourfold analog of a conifold point
arises from fibering this conifold singularity over a genus g curve C. To accomplish that,
the coordinates xℓ are taken to be sections of line bundles Lℓ over the curve C, and the
singular local Calabi–Yau fourfold X˜sing is given by the hypersurface (3.1) in the five-
dimensional complex variety L1⊕L2⊕L3⊕L4 → C. The line bundles are required to obey
the relation L1 ⊗L2 ≃ L3 ⊗L4 so that x1 x2 − x3 x4 in eq. (3.1) is a well-defined section.
Analogously to a conifold singularity in a threefold, the singular Calabi–Yau fourfold
X˜sing can be smoothed by either a small resolution or by a deformation along the curve C
of double points. We denote the resulting Calabi–Yau fourfolds by X˜♯a, a = 1, 2, and X˜♭,
respectively. As in the case of Calabi–Yau threefolds, the two distinct small resolutions
X˜♯a are related by a flop [32], whereas the small resolution X˜♯ and the deformation X˜♭ are
connected by an extremal transition.5
3.1. Small resolution phases X˜♯
The local fourfold X˜♯ is a fibration of the resolved conifold O(−1)⊕O(−1)→ P1 over
the genus g base curve C, and it contains the compact complex surface S♯ ⊂ X˜♯, which is
a P1 fibration over the curve C
P1 // S♯

C
. (3.2)
5 We often neglect the index of the small resolution X˜♯a, if the distinction between the two
resolved phases is not relevant. Also, we refer to local (non-compact) Calabi–Yau fourfolds with
a tilde in order to distinguish them from global (compact) Calabi–Yau fourfolds written without
a tilde, which will appear later on.
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The P1-fiber arises from the small resolution of the conifold singularity (3.1), i.e.,(
x1 x4
x3 x2
)(
u
v
)
= 0 . (3.3)
Here [u : v] are the homogeneous coordinates of the P1-fibers and they transform – up to
an overall tensoring with an arbitrary line bundle – as sections of L4 and L1. Therefore,
the affine coordinates z = uv and w =
v
u of the two coordinate patches of the P
1-fibers are
sections of L4 ⊗L
−1
1 and L1 ⊗L
−1
4 , respectively. The line bundle L1 ⊗L
−1
4 has degree n,
n = degL1 − degL4 , (3.4)
which is an integral parameter in the geometry that determines the intersection numbers.
The Picard group of the surface S♯ is generated by the divisor classes F of the generic
fiber and C of the base curve, given by the zero section z = 0. They have the intersection
numbers6
F.F = 0 , F.C = 1 , C.C = −n . (3.5)
The Euler characteristic of the fibration (3.2) is given by
χ(S♯) = χ(P1)χ(C) = 4− 4g , (3.6)
and, with the help of the adjunction formula, we find for the total Chern class of S♯
c(S♯) = 1 + (2[C]− (2g − 2− n)[F ]) + (4− 4g)dvol(S♯) . (3.7)
Here [C] and [F ] denotes the (1, 1)-form in H1,1(S♯) corresponding to the divisor classes
C and F , while dvol(S♯) is the volume form generating H4(S♯,Z). The self-intersection of
the surface S♯ is
S♯.S♯ = 2− 2g , (3.8)
and its Ka¨hler volume, measured in terms of the Ka¨hler form J(S♯) = JF ([C] + n[F ]) +
JC [F ], is given by
Vol(S♯) =
1
2
∫
S♯
J(S♯) ∧ J(S♯) =
n
2
(JF )2 + JFJC . (3.9)
6 Alternatively, we could have chosen the divisor C′ in terms of the zero section w = 0, such
that F.C′ = 1 and C′.C′ = −n′ with n′ = −n = degL4 − degL1. The two divisor classes C and
C′ are related by C′ = C + nF and do not intersect as C.C′ = 0.
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The Ka¨hler parameters JF and JC measure the volume of the P1 fiber and the curve C.
For the local fourfold geometry X˜♯ we need to take into account the non-compact
normal bundle directionsNS♯ ≃ X˜♯ over the surface S♯. The normal bundle NS♯ restricted
to the generic fiber F is the resolved conifold O(−1) ⊕ O(−1) → P1, whereas the normal
bundle restricted to zero section z = 0 is the bundle L1 ⊕L3. Hence, the first Chern class
of the normal bundle is given by
c1(NS
♯) = −2[C′] + (degL1 + degL3)[F ] = −2[C] + (degL2 + degL4)[F ] . (3.10)
For the small resolution to yield a local smooth Calabi–Yau fourfold, i.e., c1(X˜♯) = 0, it
is required that c1(NS
♯) = −c1(S
♯). Thus with eq. (3.4) we arrive at the Calabi–Yau
condition for the small resolution X˜♯ 7
degL1 + degL2 = degL3 + degL4 = degKC = 2g − 2 , (3.11)
and the second Chern class of the fourfold is determined to be
c2(X˜♯) = −(2− 2g) dvol(S
♯) . (3.12)
Analogously to the analyzed small resolution (3.3), we can carry out the other small
resolution described by the blow-up(
x1 x3
x4 x2
)(
s
t
)
= 0 , (3.13)
where now the homogeneous coordinates [s : t] transform as sections of L3 ⊗ L
−1
1 . Then
the twisting of the P1-bundle is captured by the integer degL1 − degL3.
The two distinct small resolutions X˜♯1 and X˜
♯
2 are related by a flop transition. We can
explicitly model this flop transition by describing the conifold fibers of the genus g curve
C as a symplectic quotient V//U(1) as in refs. [33,34]. We relegate the detailed analysis of
the flop transition to Appendix B. Here we record that the volume integral over the surface
S♯2, measured in terms of the Ka¨hler coordinates J
F
1 and J
C
1 of the phase X˜
♯
1, reads
1
2
∫
S♯2
J(S♯1) ∧ J(S
♯
1) = −
1
2
(n− (2g − 2))(JF1 )
2 − JF1 J
C
1 . (3.14)
This is the negative of (3.9), except for the shift by (g − 1) in the first term. As we
will see, this shift represents a quantum correction to the twisted superpotential and the
Chern-Simons coefficient in the three-dimensional gauge theory, whereas n determines the
classical coefficient. The shift becomes important as we trace the flux-induced twisted
superpotential through the flop transition and we return to this aspect in Section 5.
7 Note that due to the relation (3.1) we arrive at the same conclusion, if we derive the Calabi–
Yau condition with the generators F and C′ of the Picard group.
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3.2. Deformed phase X˜♭
We obtain the deformed conifold geometry by deforming the conifold singularity (3.1)
by
x y − u v = ǫ , (3.15)
In the context of the local Calabi–Yau fourfold X˜♭, the deformation parameter ǫ is again a
section of the line bundle L1⊗L2 ≃ L3⊗L4, which, according to the Calabi–Yau condition
is the canonical line bundle KC.
The canonical line bundle has g global holomorphic sections and as a consequence
contributes g directions to the deformation space Def(X˜♭) of the Calabi–Yau fourfold
X˜♭. Since ǫ transforms as a section of a line bundle of degree (2g − 2), a generic global
holomorphic section has (2g − 2) isolated zeros along the curve C. For a generic deformed
conifold fiber – that is to say for a fiber where the deformation section ǫ is non-zero –
the singular conifold fiber is replaced by a deformed conifold fiber T ∗S3. The (2g − 2)
fibers, which are located at the zeros of the section ǫ, remain singular conifold fibers. As
(generically) these (2g− 2) fibers are isolated, the total space of the deformed Calabi–Yau
fourfold X˜♭ is smooth, even in the vicinity of singular conifold fibers. As a result, the Euler
characteristic of the deformed Calabi–Yau fourfold X˜♭ reads
χ(X˜♭) = χ(S3)χ(C˜) + (2g − 2) = 2g − 2 , (3.16)
where C˜ is obtained by removing the vicinities of the curve C where ǫ becomes zero.
From the described local fourfold geometry X˜♭, we identify homologically non-trivial
four-cycles. We obtain 2g four-cycles A♭n, n = 1, . . . , 2g of topology S
1×S3 by transporting
(generic) S3-fibers along a non-trivial one-cycle (which avoids the (2g−2) singular points)
on the base C. By transporting S3-fibers along the path connecting two singular points pk,
k = 0, . . . , (2g − 3), we arrive at non-trivial four-cycle of topology S4. There are (2g − 3)
inequivalent such four-cycles B♭ℓ, which may be constructed by considering the paths p0 –
pℓ, ℓ = 1, . . . , (2g − 3). Thus we arrive at
H4(X˜♭,Z) = 〈〈A
♭
1, . . . , A
♭
2g, B
♭
1, . . .B
♭
2g−3〉〉 ≃ Z
4g−3 . (3.17)
This basis of four-cycles is depicted in Fig. 1.
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p0
p1
p2 p2g−4 p2g−3
A♭1
A♭2
A♭3
A♭4
A♭
2g−1
A♭2g
B♭1
B♭2
B♭
2g−4
B♭
2g−3
Fig. 1. Depicted are the zeros pℓ of the deformation section ǫ on the genus
g curve C. The depicted paths, supplemented by S3 in the fiber, give rise
to the four-cycles A♭n and B
♭
ℓ , which furnish a basis of H4(X˜
♭,Z).
For the analysis of background fluxes in the fourfold X˜♭, later on we need to derive
the intersection numbers for the basis elements (3.17). By construction the four-cycles A♭n
do not intersect the four-cycles B♭ℓ , i.e., A
♭
n.B
♭
ℓ = 0. Furthermore, the four-cycles A
♭
n have
vanishing8 intersection numbers among themselves, i.e., A♭n.A
♭
m = 0. The intersections
among the B♭ℓ cycles turn out to be
B♭n.B
♭
n = 2 , B
♭
n.B
♭
m = 1 (n 6= m) , (3.18)
which yield the intersection matrix
I =
(
B♭n.B
♭
m
)
=

2 1 · · · 1 1
1 2 · · · 1 1
...
...
. . .
...
...
1 1 · · · 2 1
1 1 · · · 1 2
 . (3.19)
These intersections are derived in detail in Appendix C by carefully examining the structure
of the shrinking S3-fibers in the vicinity of the points pℓ.
Instead of the cycles B♭ℓ we can also work with the integral cycles Bˆ
♭
ℓ , ℓ = 1, . . . , 2g−3,
which are constructed by considering the paths p0 – p1, p1 – p2, . . ., p2g−4 – p2g−3 depicted
in Fig. 2. Then starting from the intersection matrix (3.19) with respect to the basis B♭ℓ,
8 While the S1 cycles depicted in Fig. 1 clearly have non-zero intersections, the associated
four-cycles can be deformed within the S3 fiber so that they do not intersect.
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it is straightforward to determine the intersection matrix Iˆ of the basis Bˆ♭ℓ :
9
Iˆ =
(
Bˆ♭n.Bˆ
♭
m
)
=

2 −1 0 · · · 0 0
−1 2 −1 · · · 0 0
0 −1 2 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 2 −1
0 0 0 · · · −1 2
 . (3.20)
Note that Iˆ is just the Cartan matrix of H = SU(N), N = 2g − 2, with the cycles Bˆ♭ℓ
corresponding to the roots of H, and this is precisely the homology lattice of the local
A-type singularity studied in [15,35] in connection with 2d Kazama–Suzuki CFTs. The
difference here is that the Landau-Ginzburg field lives on the Riemann surface C instead
of the complex plane and the paths between the pℓ define points in the Jacobian of C. In
the fourfold geometry, periods of Ω on Bˆ♭n are defined up to addition of A
♭
m periods.
p0
p1
p2
p2g−4 p2g−3
Bˆ♭1
Bˆ♭2
Bˆ♭3 Bˆ
♭
2g−3
Fig. 2. Depicted are the paths of the group-theoretic basis of cycles Bˆ♭ℓ .
As we will see, depending on the posed geometric question either the basis B♭ℓ or the
group-theoretical basis Bˆ♭ℓ will turn out to be more convenient.
3.3. Classification of G-flux on the local geometries
After having described the local geometry of the transition, the next important step
is to determine the consistent G-fluxes on top of it. Since the conifold transition represents
a local surgery operation, the boundary of the local fourfold is the same in all phases
∂X˜ ≡ ∂X˜♯a = ∂X˜♭ . (3.21)
9 We have chosen our conventions such that the intersection matrix Iˆ gives rise to the Cartan
matrix of SU(N). This differs from the conventions used in ref. [15], where the four-cycles Bˆ♭ℓ are
oriented in such a way that the off-diagonal entries of Iˆ become positive.
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Similarly the flux on the boundary does not change under a transition and must match
throughout the different phases. In a global embedding, the geometry of the boundary ∂X˜
and the flux on it will be further restricted by the requirement that one can consistently
extend the local data to the global fourfolds X♯ and X♭.
The relevant concepts to determine the flux choices on a non-compact fourfold have
been described in [15] and we review here the key results. Neglecting the shift in (2.1) for
the moment, the background flux G is classified by an element of H4(X˜,Z). This group
has two parts of different origin, which are visible in the long exact sequence
· · · −→ H3(∂X˜,Z) −→ H4c (X˜,Z)
ι
−→H4(X˜,Z) −→ H4(∂X˜,Z) −→ · · · , (3.22)
The first part comes from the integral four-form cohomology with compact support
H4c (X˜,Z) ≃ H
4(X˜, ∂X˜,Z), which is supported in the interior of X˜. This interior part
may change due to the local dynamics and will be denoted by Gc. The second part arises
from the homology of the boundary, H4(∂X˜,Z), cannot be changed by the dynamics in the
interior and hence the flux in this part will be fixed under the phase transitions. In particu-
lar H4(∂X˜,Z) may include torsion classes, which capture at infinity flat – but nevertheless
topologically non-trivial – configurations of the three-form gauge field C [15].
Resolved phase
First consider the resolved conifold phase. Here ∂X˜ arises as the boundary of the normal
bundle NS♯ ≃ X˜♯, which is an S3-bundle fibered over S♯. From the Gysin long exact
sequence we infer10
H3(∂X˜,Z) ≃ Z2g , H4(∂X˜,Z) ≃ Z2g ⊕ Z2g−2 , (3.23)
which implies by Poincare´ duality
H3(∂X˜,Z) ≃ Z
2g ⊕ Z2g−2 , H4(∂X˜,Z) ≃ Z
2g . (3.24)
The torsion of H3(∂X˜,Z) is generated by a fiber S
3
tor of ∂X˜, which is the boundary of the
conifold fiber (3.1), and it obeys in homology (2g − 2)S3tor ≃ 0.
10 The torsion piece Z2g−2 in H
4(∂X˜,Z) arises in the Gysin sequence due to the second Chern
class (3.12), which is the Euler class of the S3-fibration in ∂X˜. See Appendix A for more infor-
mation on the (co)homology groups of the local geometries that is used below.
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The long exact sequence (3.22) embeds the interior fluxes G♯c into the flux background
G♯ according to
ι : H4c (X˜
♯,Z) →֒ H4(X˜♯,Z) , e♯ 7→ (2g − 2)e♯ ∗ . (3.25)
Here e♯ is the generator of H4c (X˜
♯,Z), which may be identified with [S♯], whereas the
generator e♯ ∗ of H4(X˜♯,Z) may be identified with the volume form dvol(S♯). It is dual
to e♯ via the intersection pairing (3.8).11 Due to the intersection pairing T ♯.S♯ = 1 of the
(algebraic12) four-cycle S♯ with the non-compact (algebraic) four-cycle
T ♯ = π−1(p) ∩ {x1 = x3 = u = 0} , (3.26)
where π−1(p) ⊂ X˜♯ is a resolved conifold fiber (3.3) over some point p of C, the generator
e♯ ∗ is dual to the non-compact four-cycle T ♯. As a consequence, the background flux may
be written as13
G♯
2π
=
k♯
2g − 2
e♯ =
(
k♯ mod (2g − 2)
)
[T ♯] +
G♯c
2π
, k♯ ∈ Z . (3.27)
In the second expression, we have separated the background flux G♯ into two contributions
with non-compact and compact support. The first term characterizes the topologically
non-trivial three-form C-field at infinity ∂X˜ specified by the torsion k♯ ∈ Z2g−2, which
is given by the intersection (k♯ T ♯) ∩ ∂X˜ ≃ k♯ S3tor. The second term is attributed to an
interior background flux G♯c. Note that a change k
♯ → k♯± (2g− 2) keeps the torsion class
invariant, but changes G♯c in agreement with (3.25).
Deformed phase
In the deformed phase X˜♭, the relevant part of the long exact sequence (3.22) is
0 −→ H3(∂X˜,Z)
α
−→H4c (X˜
♭,Z)
ι
−→H4(X˜♭,Z)
β
−→H4(∂X˜,Z) −→ 0 . (3.28)
11 Poincare´ duality for non-compact (complex four-dimensional) manifolds X˜ associates
Hqc (X˜,Z) ≃ H8−q(X˜,Z) to H
q(X˜,Z) ≃ Hq(X˜,Z) by (the non-degenerate part of) the inter-
section pairing I : Hq(X˜,Z)⊗H8−q(X˜,Z)→ Z.
12 We continue to refer to complex submanifolds as “algebraic” cycles in the local case, even
though – strictly speaking – we do not have a tool such as Chow’s theorem [36] which guarantees
that they are algebraic in the compact case.
13 Since the second Chern class (3.12) is even in the local geometry, there is no half-integral
shift in the quantization condition.
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The part G♭c of the flux comes from (2g−3) generators in the cokernel of the map α, which
are Poincare´ dual to the four-cycles B♭ℓ and span a (2g− 3)-dimensional integral lattice Γ
♭
with intersection form (3.19) (or, in the group basis, (3.20)):
G♭c
2π
∈ Γ♭ = H4c (X˜
♭,Z)/α(H3(∂X˜,Z)) ≃ 〈〈B♭1, . . .B
♭
2g−3〉〉 . (3.29)
The background fluxes G♭ lying in the non-compact part of H4(X˜♭,Z) can be further
divided into two parts, depending on whether they are mapped under β onto a non-
torsion four-form in H4(∂X˜,Z) or not. The fluxes G♭0 in the second part span the (2g−3)-
dimensional lattice Γ♭ ∗ dual to Γ♭ in (3.29):
Γ♭ ∗ ≃ Z2g−3 ⊂ H4(X˜♭,Z) ,
G♭0
2π
∈ Γ♭ ∗ (3.30)
The torsion class in H4(∂X˜,Z) reflects again the fact that the lattice Γ♭ may be viewed
as a sublattice of its dual lattice Γ♭ ∗ of index (2g − 2), i.e.,
Γ♭ ∗/Γ♭ ≃ Z2g−2 . (3.31)
Background fluxes that map under β onto the non-torsion four-forms on the boundary ∂X˜
and that are orthogonal to Γ♭0 are denoted as G
♭
⊥. Then the background fluxes G
♭ can be
written as
G♭
2π
=
G♭⊥
2π
+
G♭0
2π
,
G♭0
2π
=
2g−3∑
ℓ=1
b♭ℓ e
♭ ∗
ℓ =
2g−3∑
ℓ=1
λ♭ℓ eˆ
♭ ∗
ℓ , (3.32)
where e♭ ∗ℓ are the lattice generators of Γ
♭ ∗ dual to the generators e♭ℓ of Γ
♭, i.e., e♭ℓ.e
♭ ∗
m = δℓm
and e♭ ∗m .e
♭ ∗
n = I
−1
mn, with I given in (3.19). Alternatively, one may use the SU(2g − 2)
basis eˆ♭ℓ with eˆ
♭ ∗
m .eˆ
♭ ∗
n = Iˆ
−1
nm, as indicated in the second expression.
Note that the term G♭0 describes both, the interior part G
♭
c and the torsion classes in
terms of the lattice Γ♭ ∗. The latter is exactly the cohomology lattice of the A-type local
singularity in ref. [15]. A flux decomposition into elements in G♭c and the torsion fluxes
on ∂X˜ corresponds to a decomposition of a lattice vector into root and weight vectors of
SU(2g − 2), respectively.
We can again express the lattice generators e♭ ∗ℓ of Γ
♭ ∗ in terms of dual non-compact
(algebraic) four-cycles. To this end we define the non-compact four-cycles
T ♭ℓ = π
−1(pℓ) ∩ {x1 = x3 = 0} , ℓ = 0, . . . , 2g − 3 , (3.33)
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with intersection numbers T ♭ℓ .B
♭
k = δlk and T
♭
0 .B
♭
k = −1 for ℓ, k = 1, . . . , 2g − 3.
14 Due to
the shift in the second Chern class (2.6), the quantization condition (2.1) requires us to
put half-integral fluxes on all the non-compact cycles T ♭ℓ . Hence, expressed in terms of the
four-cycles T ♭ℓ the background flux G
♭
0 reads
G♭0
2π
=
2g−3∑
ℓ=0
t♭ℓ [T
♭
ℓ ] , t
♭
ℓ ∈ Z+
1
2
, (3.34)
where the half-integral flux quanta t♭ℓ are related to the integral flux quanta b
♭
ℓ according
to
b♭ℓ = t
♭
ℓ − t
♭
0 , ℓ = 1, . . . , 2g − 3 . (3.35)
The torsion part contains again information about the flat topological non-trivial three-
form C-field on the boundary ∂X˜, classified by the torsion element k♭ ∈ Z2g−2. Since the
non-compact four-cycles T ♭ℓ intersect ∂X˜ in the generator S
3
tor of the torsion subgroup of
H3(∂X˜,Z), the torsion k
♭ becomes
k♭ =
2g−3∑
ℓ=0
t♭ℓ =
2g−3∑
ℓ=1
b♭ℓ + (2g − 2)t
♭
0 =
2g−3∑
ℓ=1
b♭ℓ + (g − 1) mod (2g − 2) , (3.36)
where we have used in the last step that t♭0 is half-integrally quantized. Note that a change
in the flux quanta b♭ℓ −→ b
♭
ℓ
′
, such that
∑
ℓ b
♭
ℓ =
∑
ℓ b
♭
ℓ
′
mod (2g − 2) affects G♭c, but not
the torsion class k♭ on the boundary ∂X˜.
3.4. Non-dynamical flux constraints for the phase transitions
A conifold transition between an M-theory compactification on X♯ and X♭ can occur
only if the fluxes G♯ and G♭ in the two phases match certain conditions. A universal
constraint comes from the flux Φ at infinity, defined in ref. [15] as:
Φ = M +
1
2
∫
G
2π
∧
G
2π
−
∫
X
X8(R) . (3.37)
14 Note that B♭ℓ = T
♭
ℓ −T
♭
0 up to the ambiguity of adding four-cycle classes A
♭
n, which, however,
do not affect the intersection numbers. The representation of the cycles B♭ℓ as differences of non-
compact “algebraic planes” T ♭ℓ has been discussed in detail in ref. [35] in the context of identifying
the chiral fields of the dual Kazama-Suzuki model. In particular, the integral of Ω over the
non-compact algebraic cycles T ♭ℓ is not zero due to contributions at infinity.
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We must require that this flux is constant through phase transitions among Calabi–Yau
fourfolds, i.e.,
Φ ≡ Φ♯1 = Φ
♯
2 = Φ
♭ , (3.38)
Explicitly
Φ♯a = M
♯
a +
1
2
∫
X˜♯a
G♯a
2π
∧
G♯a
2π
−
∫
X˜♯1
X8(R
♯
a) , a = 1, 2 ,
Φ♭ = M ♭ +
1
2
∫
X˜♭
G♭
2π
∧
G♭
2π
−
∫
X˜♭
X8(R
♭) ,
(3.39)
in terms of the M2 brane, flux and curvature contributions in the different phases.
Let us first derive the flux constraints for extremal conifold transitions, i.e., between
two local Calabi–Yau fourfolds X˜♯ and X˜♭. First we observe that the background fluxes
G♭⊥ of the deformed phase in (3.32) do not have a counterpart in the resolved phases in
(3.27). As a consequence there is no dynamical phase transition between X˜♯ and X˜♭ in
the presence of non-trivial background fluxes G♭⊥. Setting G
♭
⊥ ≡ 0, the condition Φ
♯ = Φ♭
can be written as
4(g − 1)(M ♭ −M ♯) = (g − 1)2 − (k♯)2 − 2(g − 1) b♭ · I−1 · b♭ , (3.40)
where (I−1)mn = δmn − (2g − 2)
−1 is the inverse of the intersection form (3.19) and we
used eqs. (3.6), (3.16), (3.27) and (3.32). From (3.40) it follows, that the torsion classes
must match at the common boundary, i.e.,
k♯ =
∑
ℓ
b♭ℓ + (g − 1) = k
♭ mod (2g − 2) , (3.41)
in terms of the torsion class k♭ of eq. (3.36). Note that this torsion condition – derived
from the constraint (3.38) – agrees with the requirement to maintain the torsion class at
the boundary ∂X˜ throughout the extremal transition.
The basic transitions with minimal flux are geometric transitions without a change in
the number M2 branes, i.e., M ♯ =M ♭. In this case eq. (3.40) simplifies to
(g − 1)2 − (k♯)2 = 2(g − 1) b♭ · I−1 · b♭ = 2(g − 1)λ♭ · Iˆ−1 · λ♭ , (3.42)
where the shift of flux on the l.h.s. comes from the gravitational contribution in (3.37).
Note that the r.h.s. of eq. (3.42) is always positive, as follows e.g. from the last expression
and (3.20). As a consequence a transition without M2 brane participation is only possible,
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if the flux quantum k♯ of the resolved phase is in the charge window −(g−1) ≤ k♯ ≤ (g−1).
The solutions to these constraints are given by
0 ≤ k♯ ≤ (g − 1) , b♭ℓ ∈ {−1, 0} , k
♯ − (g − 1) =
∑
ℓ
b♭ℓ ,
or
−(g − 1) ≤ k♯ ≤ 0 , b♭ℓ ∈ {0, 1} , (g − 1) + k
♯ =
∑
ℓ
b♭ℓ .
(3.43)
The fluxes G♭ and G♯ determined by (3.43), (3.27), (3.32) and G♭⊥ = 0 are then the minimal
flux choices on X˜♯ and X˜♭ that allow for a transitions.
Rewriting the solutions (3.43) for b♭ℓ in the group theory basis
G♭
2π
= b♭ℓe
♭ ∗
ℓ = λ
♭
ℓeˆ
♭ ∗
ℓ , one
observes that the solution vectors λ♭ℓ are simply the miniscule weights λ
♭ of SU(2g − 2).
These have been already determined in refs. [15,35] as the minimal flux choices on an
A-type singularity which lead to a (Kazama-Suzuki coset) CFT with a mass gap after a
circle compactification to 2d. Here we have found that the minimal fluxes (and states) of
the A-type singularity are at the same time the minimal fluxes (and states) relevant for
the fourfold conifold transition, where the group is SU(2g − 2) for the conifold fibration
over a genus g curve. In this context, the flux constraints (3.41) and (3.42) amount to
partitioning the shifted flux on the X♯ side with (g − 1)− |k♯| flux quanta into single flux
quanta b♭ℓ of charge ±1 in the deformed phase X
♭.
Next we consider the flux constraint for a flop transition between the two resolved
conifold phases X˜♯1 and X˜
♯
2, which is simpler. From eq. (3.38) it already follows that
k♯1 = ±k
♯
2. Matching the torsion class at the common boundary ∂X˜ through the flop gives
k♯1 = −k
♯
2 . (3.44)
We summarize the possible geometric phase transitions without the participation of M2
branes in the following phase diagram:
X˜♯1
oo
flop
k♯1 =−k
♯
2 //
XX
extr. trans.
k♯≡k♯1
(3.43)
←→ b♭ℓ
✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
X˜♯2FF
k♯≡−k♯2
(3.43)
←→ b♭ℓ
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞
X˜♭
(3.45)
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The flux constraints discussed above and displayed in the diagram reflect only the necessary
boundary conditions for a transition to exist. In addition, the transitions may be obstructed
dynamically by the flux induced scalar potential for the deformations. Naturally, these
obstructions cannot solely be phrased in terms of topological data, but depend on the
actual values of the deformation ’moduli’. In the next section we therefore examine the
flux-induced scalar potentials and exemplify their role in the context of these geometric
phase transitions.
3.5. M-theory three-form C-field and Cheeger-Simons cohomology
In the previous section we determined the torsion classes of the C-field at the boundary
by intersecting the non-compact (algebraic) four-cycles dual to the four-form flux with the
boundary ∂X˜. In order to characterize in greater detail the C-field at the boundary, we
need a refined description of the M-theory three-form C-field together with its four-form
flux G. As explained and spelled out in ref. [37], in order to get a handle on the C-field in
the presence of non-trivial background fluxes, we consider the pair (C,G) as an element of
Cheeger-Simons cohomology [38,39](
gZ, C,
G
2π
)
∈ C4(X,Z)× C3(X,R)× Ω4(X) , (3.46)
This triple consists of a closed integral four-cocycle gZ, a real three cochain C and a closed
four-form G2π such that
dgZ = 0 , dG = 0 ,
G
2π
− gZ = dC , (3.47)
modulo
(gZ, C) ∼ (gZ + dΛ, C − Λ− dρ) , (3.48)
with (Λ, ρ) ∈ C3(X,Z)× C2(X,R).15
In this triple the integral cocycle gZ contains the topological information of the back-
ground flux, while the four-form G is a solution to the M-theory equations of motion, which
to leading order is a harmonic four-form. Finally, the real three-cocycle C, which corre-
sponds to the expectation value of three-form M-theory gauge field, captures the deviation
of the dynamical flux G from the rigid topological integral cocycle flux gZ.
15 This description has to be appropriately adjusted for four-form background fluxes with shifted
quantization conditions according to eq. (2.1).
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By integrating the four-form G2π or equivalently the integral four-cocycle gZ over four-
cycles, we extract the integral quanta of the background flux, while M2 branes wrapped
on three-cycles Σ probe the three-form gauge field C in terms of the holonomy phase [37]
φ(C,Σ) = exp
(
2πi
∫
Σ
C
)
. (3.49)
Note that this holonomy factor is well-defined, as it is invariant with respect to the trans-
formations (3.48).
We now apply the Cheeger-Simons cohomology description to measure the C-field at
the boundary ∂X˜ of the discussed non-compact fourfolds. The four-form flux G♯ on the
local fourfold X˜♯ is represented (at leading order) by a L2 harmonic form with compact
support, as determined by the equations of motion for the real four-form G♯, whereas
the topological flux g♯
Z
– representing the integral four-cocycle of the flux – reaches out
to the boundary ∂X˜. At the boundary the deviation of the dynamical flux G form the
topological flux gZ is characterized by the C-field, which we analyze by computing the
holonomies φ(C,Σa) over a set of generators of H3(∂X˜,Z)
φ(C, ∂X˜) =
(
exp
(
2πi
∫
S3tor
C
)
; exp
(
2πi
∫
Σ1
C
)
, . . . , exp
(
2πi
∫
Σ2g
C
))
, (3.50)
where S3tor and Σn, n = 1, . . . , 2g, are the generators of the torsion and non-torsion sub-
groups of the homology group (3.24), respectively.
For the local fourfold X˜♯ the holonomy phase factors (3.50) become
φ(C, ∂X˜) =
(
e
2πik♯
2g−2 ; e2πiν
♯
1 , . . . , e2πiν
♯
2g
)
, (3.51)
where the first factor measures the torsion of the C-field and the subsequent factors the
holonomies ν♯n with respect to the non-torsion three-cycles S
1 × S2. Note that the latter
phase factors are continuous periodic moduli of M-theory on the local fourfold X˜♯.
The flux G♭ on the fourfold X˜♭ gives rise to similar phases at the boundary ∂X˜
φ(C, ∂X˜) =
(
e
2πik♭
2g−2 ; e2πiν
♭
1 , . . . , e2πiν
♭
2g
)
, (3.52)
which capture again the torsion class k♭ of the C-field and the non-torsion holonomies ν♭n.
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Note that in the context of the local geometry X˜♭ the phase factors ν♭n may be inter-
preted as non-trivial four-form fluxes with compact support, which are Poincare´ dual to
the cycles A♭n. Such fluxes are trivial in the cohomology with compact support, i.e., they
are in the kernel of the map α in the sequence (3.28). Therefore, the local geometry X˜♭
does not impose a quantization condition on the parameters ν♭n. If, however, we couple to
gravity – by embedding the local geometry X˜♭ into a global compact Calabi–Yau fourfold
X♭ – a quantization condition may be imposed on the phase factors ν♭n. Therefore, by
having a particular global compactification X♭ in mind, we may impose even in the local
setting X˜♭ a particular quantization condition on the parameters ν♭n.
Thus, in order to realize an extremal M-theory transition between the local geometries
X˜♭ and X˜♯, in addition to the constraints summarized in (3.45), we also need to ensure
that the non-torsion holonomies match according to:
e2πiν
♯
n = e2πiν
♭
n , n = 1, . . . , 2g (3.53)
3.6. Flat directions of the superpotential and Abel-Jacobi map
Having established the topological conditions on background fields, which must be
fulfilled independently of any further details for a phase transition to exist, we now examine
the dynamical conditions, i.e., the unobstructed directions of the scalar potential. Along
these directions, the Ka¨hler and complex structure moduli adjust such that dW = 0 and
the harmonic background fluxes are both primitive and of Hodge type (2, 2) [29,15]. The
conditions on the complex structure and the Ka¨hler moduli can be study separately on
the two parts W (Ω) and W˜ (J) in eq. (2.3).
Resolved phase
In the resolved local fourfold X˜♯ the possible background fluxes G♯ in eq. (3.27) are Poincare´
dual to (a rational multiple of) the algebraic surface S♯ ⊂ X˜♯, i.e., e♯ ≃ [S♯]. As a
consequence the superpotential W (X˜♯) vanishes identically and there are no constraints
on the complex structure. On the other hand, due to eqs. (2.3), (3.9) and (3.27) a non-
vanishing flux G♯ gives rise to a twisted superpotential. Thus, in the phase X˜♯ we find
W˜ (X˜♯) =
k♯
4(g − 1)
(n
2
(JF )2 + JFJC
)
, W (X˜♯) = 0 . (3.54)
and the resolved phases X˜♯ tend to be dynamically lifted for non-zero flux G♯ if n 6= 0.
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Deformed phase
We have already argued that a transition requires G♭⊥ = 0, and, therefore, we concentrate
on non-vanishing fluxes of type G♭0 as given in eqs. (3.32) and (3.43). These fluxes are
represented by harmonic L2 four-forms.
The flat directions of the flux-induced twisted superpotential W˜ (X˜♭) correspond to
primitive L2 fluxes G♭0, namely
dW˜ (X˜♭) = 0 for G♭0 ∧ J(X˜
♭) = 0 , (3.55)
where J(X˜♭) is the Ka¨hler form of the non-compact fourfold X˜♭. The six form G♭0 ∧
J(X˜♭) is again L2 harmonic and a priori needs not to vanish. For compact manifolds the
Hodge–DeRham theorem identifies harmonic forms with cohomology groups. However,
for non-compact Ka¨hler manifolds a similar relationship between L2 harmonic forms and
cohomology groups is only established in special cases. Therefore – despite of the vanishing
cohomology group H6(X˜♭,R) – a non-trivial flux G♭0 may still fail to be primitive. In the
context of explicit global embeddings of X˜♭ into a compact fourfold X♭, we observe that
the fluxes G♭0 are primitive for the torsion class k
♭ = 0 and tend to be imprimitive for other
torsion classes k♭ 6= 0 (c.f., Section 4.1).
Before starting with analyzing the detailed conditions on the complex structure moduli
from W (X˜♭), it is instructive to remember the structure of the result found in refs. [13,40]
for the closely related problem of geometric engineering of N = 1 supersymmetric four-
dimensional Yang-Mills theory on Calabi–Yau threefold with flux. The non-zero flux po-
tential describes a N = 1 superpotential which drives the theory to loci in the deformation
space with extra massless dyon states, which condense in the N = 1 vacuum [41]. The
spectrum of massless states corresponds to a particular factorization of the Seiberg-Witten
curve in the parent N = 2 theory, which supports these states on vanishing cycles. The
beautiful interplay between the factorization of the defining equations of the effectively
one-dimensional geometry, a complex curve, and the minimization of the quantum super-
potential computed by periods integrals is provided by the Abel-Jacobi theorem, which
links the zeros of a linear combination of periods to the existence of a certain meromorphic
function in the factorized geometry [40].
In the following we find a similar structure for the present minimization problem by
reducing the superpotential for the complex structure moduli to Abel-Jacobi integrals on
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the curve C.16 The Abel-Jacobi theorem then relates the minima of the superpotential to
the existence of line bundles with global holomorphic sections, with the latter associated to
the massless 3d states that are the building blocks of the meson operators. The existence
of these sections amounts to the split of the canonical divisor on C into two residual special
divisors in the sense of [42], and this condition can be written as a factorization condition
on the polynomial ǫ in (3.15) representing the deformations of X˜♭.
In order to explicitly find the flat directions of the flux-induced superpotentialW (X˜♭),
we start by evaluating (2.3) in the presence of the background flux G♭0
W (X˜♭) =
2g−3∑
ℓ=1
b♭ℓ
(∫
B♭
ℓ
Ω−
1
2g − 2
2g−3∑
m=1
∫
B♭m
Ω
)
. (3.56)
Here we use the relations (3.32) and (3.30) to express the superpotential in terms of the
integers b♭ℓ, restricted by the topological condition (3.43). For ease of notation we focus
on the window 0 ≤ k♭ ≤ (g − 1) and label the points p0 through p2g−3 in Fig. 1 such
that the flux quanta (3.43) are distributed according to b♭1 = . . . = b
♭
(g−2)+k♭
= 0 and
b♭
(g−1)+k♭
= . . . = b♭2g−3 = −1. Integrating over the S
3 fibers we obtain
W (X˜♭) =
g − 1− k♭
2g − 2
·
∑
pℓ∈Z+
∫ pℓ(z)
p0(z)
ω(z)−
g − 1 + k♭
2g − 2
·
∑
pℓ∈Z−
∫ pℓ(z)
p0(z)
ω(z) . (3.57)
where Z± denote the two point sets
Z+ = {p0, p1, ..., pg−2+k♭} , Z− = {pg−1+k♭ , ..., p2g−3} , (3.58)
with g− 1± k♭ elements and Z+ ∪Z− is the divisor of KC , by construction. Moreover, for
generic moduli, ω(z) is a holomorphic one-form on the genus g curve C, which depends on
both the parameters of deforming section ǫ of the canonical bundle KC and the complex
structure moduli of the base curve C.17 Both types of moduli furnish complex structure
deformations of the local Calabi–Yau fourfold X˜♭, which we collectively denote by z. The
line integrals are taken over paths as schematically depicted in Fig. 1. For criticality of
this superpotential we arrive at the condition
dW (X˜♭) =
d+
∆
∑
pℓ∈Z+
∫ pℓ
p0
∂zω(z)−
d−
∆
∑
pℓ∈Z−
∫ pℓ(z)
p0(z)
∂zω(z)
dz = 0 , (3.59)
16 With a slight extension necessary to describe the C-fields discussed in the previous section.
17 Explicit examples will be considered in the next subsection.
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where we used that the differential ω vanishes at the points pℓ and we defined the positive
integers
d± =
g − 1∓ k♭
gcd(g − 1− k♭, g − 1 + k♭)
, ∆ = d+ + d− =
2g − 2
gcd(g − 1− k♭, g − 1 + k♭)
. (3.60)
As the derivatives ∂zω(z) for all z generate a basis of holomorphic one-forms ωα, α =
1, . . . , g, we can formulate the criticality constraint (3.59) in terms of the map
µ˜ : {pℓ} 7→
(∫ pℓ
p0
ω1, . . . ,
∫ pℓ
p0
ωg
)
, (3.61)
as
d+
∆
µ˜(p0 + . . .+ pg−2+k♭)−
d−
∆
µ˜(pg−1+k♭ + . . .+ p2g−3) = 0 , (3.62)
where we used linearity of µ˜. The map µ˜ is related to the Abel-Jacobi map
µ : C → Jac(C), q 7→
(∫ q
p0
ω1, . . . ,
∫ q
p0
ωg
)
, (3.63)
by the commuting diagram
{pℓ}
µ˜ //
µ
##●
●●
●●
●●
●●
Cg
P

Jac(C)
. (3.64)
The definition of the map µ˜ includes a specific path of integration p0–pℓ, which is deter-
mined by the minimal volume condition when integrating over the S3 fibers in eq. (3.56).
On the other hand, modding out by integral cycles in H1(C,Z) defines the projection P
and one obtains the Abel-Jacobi map µ, which is well-defined for a point q on C. Inversely,
the lift from µ to µ˜ requires specifying the path p0–pℓ.
To include also the C-fields, we have to consider in addition a contribution to the
superpotential from background fluxes Poincare´ dual to the four-cycles A♭n. These fluxes
have compact support and become exact in the cohomology H4(X˜♭) according to (3.28).
Nevertheless, they enter the superpotential due to their contributions at the boundary ∂X˜.
Integrating over the S3 fibers, this flux-induced superpotential becomes
W (X˜♭, ν♭n) =
2g∑
n=1
ν♭n
∮
a♭n
ω(z) , (3.65)
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with a basis of one-cycles a♭n, n = 1, . . . , 2g, ofH1(C,Z). The flux parameters ν
♭
n give rise to
the (periodic) holonomy phases e2πiν
♭
n in the Cheeger-Simons cohomology.18 As discussed
at the end of section 3.5, these flux parameters are quantized in a global embedding of X˜♭.
The generalized criticality condition for the combined superpotential from eqs. (3.57),(3.65)
can then be written as
d+
∆
µ˜(p0 + . . .+ pg−2+k♭)−
d−
∆
µ˜(pg−1+k♭ + . . .+ p2g−3) + µ˜ν(ν
♭
n) = 0 , (3.66)
with
µ˜ν : ν
♭
n 7→
(∑
n
ν♭n
∮
a♭n
ω1, . . . ,
∑
n
ν♭n
∮
a♭n
ωg
)
, (3.67)
which, analogously to (3.64), also projects onto the intermediate Jacobian Jac(C). Finally,
by linearity of the map µ˜, we may rewrite the criticality condition (3.66) into the two
equivalent constraints
µ˜(p0 + . . .+ pg−2+k♭) =
d−
∆
µ˜(p0 + . . .+ p2g−3)− µ˜ν(ν
♭
n) ,
µ˜(pg−1+k♭ + . . .+ p2g−3) =
d+
∆
µ˜(p0 + . . .+ p2g−3) + µ˜ν(ν
♭
n) .
(3.68)
The projection of the map µ˜ onto the Abel-Jacobi map µ gives a nice geometric
interpretation of the supersymmetry conditions (3.68): Firstly, the zero of the Abel-Jacobi
map establishes a one-to-one correspondence with holomorphic line bundles. Namely, we
assign to the effective divisors appearing as the arguments of the map µ˜ on the left-hand
side of the two relations in eq. (3.68) the line bundles E±
E+ = OC(p0 + . . .+ pg−2+k♭) , E− = OC(pg−1+k♭ + . . .+ p2g−3) . (3.69)
Then the supersymmetry conditions (3.68) tell us that the two line bundles must be given
by
E+ ≃ K
d−/∆
C ⊗ L0 , E− ≃ K
d+/∆
C ⊗L
∗
0 . (3.70)
where L0 is the degree zero line bundle associated to the point −µν(ν
♭
n) of the intermediate
Jacobian Jac(C). Here the root of the canonical bundle appears because the effective divisor
18 Note that the continuous values of the parameters ν♭n become only meaningful with respect
to an explicitly chosen basis of four-cycles B♭ℓ and A
♭
n.
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p0 + . . .+ p2g−3 corresponds to the canonical bundle KC of the curve C. As a result, we
observe that the line bundles E± fulfill
E+ ⊗ E− ≃ KC . (3.71)
For later reference, we alternatively write the line bundles (3.70) as
E+ ≃ K
1/2
C ⊗ L , E− ≃ K
1/2
C ⊗ L
∗ , (3.72)
in terms of the spin structure K
1/2
C and the degree-k
♭ line bundle
L = K
k♭
2g−2
C ⊗ L0 . (3.73)
The spin structure K
1/2
C and the (2g − 2)-th root of KC in eq. (3.73) must be chosen in
accord with eqs. (3.68).
To recapitulate at this point, the flux superpotential W (X˜♭) is specified by the tor-
sion class k♭ and the C-field parameters ν♭n and imposes the constraint (3.68) on the
complex structure deformation space of Def(X˜♭) parametrized by the global sections ǫ of
the canonical bundle KC on the family of curves C. Via the above argument, the condi-
tion dW (X˜♭) = 0 translates into the condition, that the canonical divisor splits into two
residual divisors associated to two line bundles E± with holomorphic sections ǫ±. The flat
directions in Def(X˜♭) are therefore of the factorized form
x1 x2 − x3 x4 = ǫ+ǫ− with ǫ± ∈ H
0(C, E±) . (3.74)
The above conditions (3.71) and (3.70) do not uniquely specify the line bundles E±, as
there is an ambiguity in taking the ∆-th root in eq. (3.70). The different choices of roots
of the canonical bundle are distinguished by the C-field parameters ν♭n in eq. (3.68), and
these have to be matched as well in an extremal transition.
As the space of flat directions is parametrized by the deformations of ǫ that arise as the
product of two global sections ǫ± of the line bundles E±, the dimension of the unobstructed
deformation space is
dimDef(X˜♭, E+ ⊗ E−) = N+ +N− − 1 . (3.75)
Here N± = h
0(C, E±) is the number of global sections of E± and the −1 accounts for
a rescaling (ǫ+, ǫ−) → (λǫ+, λ
−1ǫ−) with λ ∈ C
∗. Note that the individual number of
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global sections N±, and thus the dimension of the deformation space (3.75), depends on
the complex structure of the curve C and the holonomy phase factors ν♭n. Only the index
N+ −N− = h
0(C, E+)− h
1(C, E+) = h
1(C, E−)− h
0(C, E−) , (3.76)
is a topological invariant.
In summary the non-vanishing superpotential W (X˜♭) obstructs a generic deformation
into the deformed phase X˜♭. The flux G♭0 is still consistent with the topological constraints
(3.45) as we move along non-flat directions of the superpotential W (X˜♭) where the zero set
Z+ ∪ Z− of the canonical bundle does not split into the zero sets of holomorphic sections
of the two line bundles E±. On the other hand, the superpotential W (X˜♭) is identically
zero on the flat directions determined by the factorization condition (3.74). Combining the
above results for the superpotential and the twisted superpotential, we can find dynamically
unobstructed phase transitions at least for vanishing torsion class k♯ = k♭ = 0.
3.7. Local transitions for special configurations
To make some of the previous findings more concrete, we consider now some special
configurations. Since the flux superpotential W (X˜♯) in eq. (3.54) generically prevents a
phase transition for k♯ 6= 0 (at least in the local case) we first focus on the most promising
case of vanishing background flux G♯ in the resolved geometry X˜♯. This corresponds to
the torsion class k♯ = k♭ = 0 and a flux
G♯
2π
= 0 ,
G♭0
2π
=
1
2
 ∑
ℓ: pℓ∈Z+
[T ♭ℓ ]−
∑
ℓ: pℓ∈Z−
[T ♭ℓ ]
 , (3.77)
where each set Z± defined in (3.58) contains g − 1 points. While there is no potential in
the resolved phase X˜♯, the flux-induced superpotentialW (X˜♭) is given by (3.57) for k♭ = 0
and the flat directions correspond to the split (3.71) with E± = K
1/2
C ⊗ L
±1.
A particular interesting case, motivated by the existence of a global embedding, is the
factorization E± ≃ K
1/2
C . The flat directions of the superpotential then correspond to the
holomorphic global sections N+ = N− of a chosen spin structure K
1/2
C on C. On the genus
g curve C there are 22g inequivalent spin structures or, in other words, 22g inequivalent
square roots of the canonical bundle KC [43]. These are in one-to-one correspondence with
the 22g half-integral choices for the phases ν♭n
ν♭n ∈
{
0,
1
2
}
, n = 1, . . . , 2g
1:1
←→ 22g spin structures K
1/2
C (3.78)
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By a classical result due to Riemann (and proved in modern algebraic language by Mumford
[44]) these spin structures (also called “theta characteristics”) can be divided into two
classes: for 2g−1(2g+1) of the spin structures, the dimension of the space of global sections
is even, while for the remaining 2g−1(2g − 1) spin structures, the dimension of the space
of global sections is odd, hence non-vanishing.
As a first example consider the case with a single global section ε = ǫ±.
19 Then the
unobstructed deformation space is one-dimensional with its flat direction parametrized by
ǫ = ε2. As the deformation ǫ is a square, it yields (g− 1) double zeros. For explicitness we
label the individual zeros in such a way that the pairs (p0, p1), (p2, p3), . . . , (p2g−4, p2g−3)
correspond to the (g−1) double zeros. In this way we naturally define a basis of four-cycles
Bˆ♭ℓ as in Fig. 2. Then the four-cycles Bˆ
♭
2k−1, k = 1, . . . , g−1 are associated to the vanishing
paths p2k−2 – p2k−1, and hence are shrunken to zero size. With these conventions and
according to eq. (3.77) the deformation ǫ = ε2 corresponds to a flat direction for the flux
configuration
G♭0
2π
=
1
2
g−2∑
k=0
(
[T ♭2k+1]− [T
♭
2k]
)
= eˆ♭ ∗1 − eˆ
♭ ∗
3 + . . .+ (−1)
g eˆ♭ ∗2g−3 =
1
2
g−2∑
k=0
[Bˆ♭2k+1] (3.79)
expressed in terms of dual forms of the non-compact four-cycles T ♭ℓ or, alternatively, in
terms of a (particular choice of) basis eˆ♭ ∗ℓ Poincare´ dual to the duals of the four-cycles
Bˆ♭ℓ . Due to the vanishing of the four-cycles Bˆ
♭
2k−1, k = 1, . . . , g− 1, along the deformation
direction ǫ = ε2, the superpotential W (X˜♭) = 12
∑g−2
k=0
∫
Bˆ♭
2k+1
Ω associated to the flux
configuration (3.79) is identically zero. Note that the deformed Calabi–Yau X˜♭ remains
singular at the vanishing cycles Bˆ♭2k−1 corresponding to the (g − 1) double points. A five-
brane wrapped on a vanishing cycle Bˆ♭2k−1 gives rise to a tensionless domain wall which
connects two vacua distinguished by a sign flip of the coefficient of [Bˆ♭2k−1] in (3.79).
Hyperelliptic curves
For a concrete class of phase transitions with higher dimensional deformation spaces we
consider next the case of a hyperelliptic curve C, where the relevant spaces of holomorphic
19 For hyperelliptic Riemann surfaces there is always a spin structure with a single global
section, whereas for the generic Riemann surface such a spin structure is conjectured in ref. [45].
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sections can be studied quite explicitly. A hyperelliptic curve can be described as branched
double covers of P1, which can be realized as the locus
y2 =
2g+2∏
i=1
(x− wi) . (3.80)
in C2. Hyperelliptic curves C come with an involution
ι : (x, y) 7→ (x,−y) , (3.81)
which fixes the (2g+2) Weierstrass points wi, i = 1, ..., 2g+ 2. The divisors 2w1 ∼ 2w2 ∼
. . . ∼ 2w2g+2 are linearly equivalent, and the canonical bundle may be represented by [45]
KC ≃ OC((2g − 2)wi) for any i = 1, . . . , 2g + 2 . (3.82)
As described above, the flat directions of the superpotential arise from global holomorphic
sections of the spin structures which have been classified in ref. [45]. Any spin structure of
a hyperelliptic curve C can be expressed in terms of divisors built out of Weierstrass points
K
1/2
C = OC(c1w1 + . . .+ c2g+2w2g+2) , ci ∈ Z ,
∑
i
ci = g − 1 . (3.83)
The zeros of the holomorphic sections ofKC andK
1/2
C , whose interplay led to the derivation
of the factorization condition (3.71), are subject to the following general conditions:
(i) The global holomorphic sections of the canonical bundle KC are odd with respect to
the involution ι, which implies that their (2g − 2) zeros group into (g − 1) pairs of
zeros (p, pˆ) such that p can be put at an arbitrary position while pˆ = ι(p). If a zero of
ǫ coincides with a Weierstrass point wi, than it is at least a double zero.
(ii) A global section of a spin structure has (at least) a simple zero at every Weierstrass
point that appears with an odd coefficient ci in eq. (3.83) . The remaining zeros come
again in pairs (p, pˆ) with ι(p) = pˆ, with p at an arbitrary position.
The classification of spin structures in [45] distinguishes two classes, namely hyperelliptic
curves C of odd and of even genus g. We examine these two situations separately and start
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first with odd genus curves C. For convenience we reproduce the results of this classification
here (with i1 < i2 < . . . < ig+1):
# K
1/2
C dimH
0(C, K
1/2
C ) dimDef(X˜
♭, K
1/2
C )
1 OC((g − 1)w1)
g+1
2 g (odd)(
2g+2
2
)
OC((g − 2)wi1 + wi2)
g−1
2
g − 2(
2g+2
4
)
OC((g − 4)wi1 + wi2 + wi3 + wi4)
g−3
2 g − 4
...
...
...
...(
2g+2
g−1
)
OC(wi1 + . . .+ wig−1) 1 1(
2g+1
g
)
OC(−w1 + wi2 + . . .+ wig+1) 0 0
(3.84)
The columns denote the number of distinct spin structures of a given type, the spin struc-
ture expressed by divisors, the number of global holomorphic sections, and the dimension of
the unobstructed deformation space (3.75). By the above arguments, this space is supposed
to parametrize the flat directions of the flux superpotential given by the two contributions
(3.57) and (3.65). To match these two descriptions we write the superpotential as a sum
of two contributions
W (X˜♭) =W+ +W− =
∫
g+ ∧ ω +
∫
g− ∧ ω ,
where g± is the part of the (reduction to C of the) flux which is even/odd under the
involution. Since ω is odd, W+ vanishes identically, while W− 6= 0 and puts a non-trivial
restriction on the deformation space.
For k♭ = 0 the superpotential (3.57) can be expressed as a sum W =
∑
ℓ t
♭
ℓ[Tˆ
♭
ℓ ] =∑
ℓ λ
♭
ℓ[Bˆ
♭
ℓ], with t
♭
ℓ, λ
♭
ℓ ∈ {
1
2 ,−
1
2}. The poles pℓ of the four-cycles Bˆ
♭
n are paired by the
involution ι and there are three different possibilities to locate the four-cycles Bˆ♭n relative
to the two sheets, as shown in Fig. 3.
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a) b) c)
− +
− +
− +
+ −
−
+
Fig. 3. The diagram depicts the three different local flux configurations
appearing on hyperelliptic curves C. The dashed line indicates a branch
cut separating the two sheets of the branched covering of P1. As explained
in the text, the circles and the connecting solid lines show the poles pℓ
together with fluxes along four-cycles Bˆ♭n.
Here the solid circles denote the points pℓ, the arrows the projection to C of the cycles Bˆ
♭
n
with the orientation determined by the sign of the coefficients t♭ℓ, λ
♭
ℓ and the dashed line
the branch cut separating the two sheets of C. In the first configuration a) the zeros pℓ and
ι(pℓ) appear with the same coefficient t
♭
ℓ and both lie in a single factor ǫ±. The combined
contribution of the two Bˆ♭ cycles on the two sheets is W+ =
∫
Bˆ
ω +
∫
ι(Bˆ)
ω =
∫
Bˆ
(ω +
ι∗(ω)) = 0. For the other two configurations the zeros pℓ and ι(pℓ) appear with opposite
coefficients and lie in different factors ǫ±. The superpotential for these configurations
is non-zero for generic position of pℓ, but becomes critical if the zeros pℓ approach a
Weierstrass points wi as shown in Fig. 4.
a) b) c)
wi wj wi wj wi
W− =W (ν =
1
2 ) W− = 0
Fig. 4. The diagram shows the flux configurations as the poles pℓ in Fig. 3
approach Weierstrass points wi and wj . Moving the poles onto the Weier-
strass points realizes a flat direction in case a) whereas the superpotential
for the flux configuration becomes critical in case b) and c).
The superpotential for case b) in Fig. 4 is equal to a half-integer flux on a cycle a♭ij encircling
the points wi, wj and can be cancelled by adding a flux ν = −
1
2 in (3.65). For case c),
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the flux is dual to vanishing cycles and gives a zero superpotential, similarly as in the case
N± = 1 discussed above. The number of deformations is reduced by -2 and by -1 in these
two cases, respectively.
To compare with the results of [45] note that there is a unique maximal spin structure
K
1/2
C , corresponding to the first line of table (3.84), for which the unobstructed deformation
space Def(X˜♭, K
1/2
C ) realizes the entire geometric deformation space Def(X˜
♭). This spin
structure has only even coefficients, and as a result of point (ii), we can pick two sections
ǫ± each with
1
2(g − 1) pairs of zeros (p, pˆ) where the zeros p are at arbitrary positions.
This maximal spin structure assigns to any pair of points (p, pˆ) half-integral flux quanta
of the same sign which contribute only to the configurations a) with W+ = 0, in accord
with the above analysis of the flux superpotential. Moreover ν♭ℓ = 0 for all ℓ as adding a
flux (3.65) would induce a non-zero obstruction.
On general grounds, the other spin structures can be obtained from the maximal one
by switching on half-integral C-field fluxes ν♭ℓ along cycles a
♭
ℓ. The critical points of the
superpotential are then of the type b) with flux coefficients t♭ℓ of opposite signs on two points
pℓ and ι(pℓ). Indeed all the other spin structure in (3.84) have global sections with zeros
at 2 ≤ 2k ≤ 2g − 2 Weierstrass points according to (ii). Let us denote these Weierstrass
points by wi1 to wi2k . Thus the deformations ǫ = ǫ+ǫ− realized in terms of such a spin
structure has (at least) a double zero at these Weierstrass points. This constrains the
deformation space Def(X˜♭) by 2k conditions, explaining the dimension of the deformation
spaces Def(X˜♭, K
1/2
C ) ⊂ Def(X˜
♭) in (3.84). Since the deformations ǫ exhibit these 2k
double points, there are 2k vanishing B-cycles in the deformed geometry and the fourfold
X˜♭ remains singular at the fibers over these Weierstrass points. The sections ǫ± assign
now half-integral flux quanta [T ♭ℓ ] of opposite sign to the two distinct zeros in the double
zeros of the 2k Weierstrass point according to eq. (3.77), resulting in one unit of flux for
each vanishing B-cycles at the Weierstrass points wi1 and wi2k .
The third critical configuration c) describes a half-integral flux on a vanishing cycle
Bˆ♭, representing a root of the AM lattice (3.20) with M = 2g − 3. A Weyl reflection of
AM sends G/2π =
1
2
[Bˆ♭] → −G/2π. The two configurations are related by a fivebrane
domain wall wrapping Bˆ and have the same number of M2 branes δM(Bˆ♭) = 0. Indeed,
for a fivebrane wrapped on a four-cycle D, we should consider the averaged flux G¯ =
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(G1 +G2)/2 = G1 + 2π[D]/2 of the fluxes G1/2 on both sides of the domain wall [15] and
integrate over D to obtain
δM(D) =
∫
D
G¯
2π
=
∫ (
G1
2π
∧ [D] +
1
2
[D]2
)
. (3.85)
This is zero for the above case as G¯ = 0.20
We know briefly turn to the geometries based upon hyperelliptic curves of even genus.
In this case the classification of spin structures reads (with i1 < i2 < . . . < ig+1) [45]:
# K
1/2
C dimH
0(C, K
1/2
C ) dimDef(X˜
♭, K
1/2
C )
2g + 2 OC((g − 1)w1)
g
2 g − 1 (odd)(
2g+2
3
)
OC((g − 3)wi1 + wi2 + wi3)
g−2
2 g − 3(
2g+2
5
)
OC((g − 5)wi1 + . . .+ wi5)
g−4
2
g − 5
...
...
...
...(
2g+2
g−1
)
OC(wi1 + . . .+ wig−1) 1 1(
2g+1
g
)
OC(−w1 + wi2 + . . .+ wig+1) 0 0
(3.86)
The analysis of spin structures for the even genus hyperelliptic curves proceeds analogously
to the odd genus case. For even genus there are 2g+2 maximal spin structures (as opposed
to a single maximal spin structure for odd genus). However, no spin structure – not even the
maximal spin structures – can dynamically realize the entire deformation space Def(X˜♭),
because any spin structure has at least one odd coefficient ci in (3.83) and hence at least one
double zero along a Weierstrass point according to (ii). As a consequence the deformation
space Def(X˜♭, K
1/2
C ) is always a true subspace of Def(X˜
♭) for any spin structure K
1/2
C .
The individual spin structures are again distinguished by the phase factors ν♭n as in (3.78).
This can be worked out explicitly by determining integral vs. half-integral flux quanta on
the four-cycles A♭n.
To summarize we have seen how the Abel-Jacobi theorem applied to the flat directions
of the superpotential (3.57) and (3.65) reproduces the classification of spin structures on
hyperelliptic curves obtained in ref. [45] by different means. Moreover the above argument
20 The configurations of type c) require X to have an An singularity with n ≥ 1 in the sense of
refs. [15,35] and appear to be more general in that they need not be related to a factorization in
the non-hyperelliptic case.
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explicitly illustrates the correspondence (3.78) between spin structures and holonomy fac-
tors ν♭n in the context of hyperelliptic curves. The above arguments based on the superpo-
tential are however not restricted to the hyperelliptic case (and not even to spin structures,
as they apply to more general line bundles, i.e., tensor products with the flat bundle L0).
It would be interesting to study the classification of spin structures on non-hyperelliptic
curves from this perspective.
In this context note that the Z2 symmetry, which asserts the cancellation of the two
contributions to W+ in the configuration a), arises here from the hyperelliptic involution,
but can be interpreted more generally as a Z2 symmetry acting on the SU(2g − 2) lattice
(3.30), which asserts the coincidence of the volumes of two subgroups of four-cycles (roots)
with identical intersections. A natural ansatz for a systematic construction of critical
subsets is therefore to classify and study those loci in the deformation space of SU(2g−2),
which are invariant under discrete symmetries acting on the group lattice.
Genus 6 curves with a maximal spin structure
We now discuss the dynamics of the phases X˜♯ and X˜♭ built upon a genus 6 curve that
arises as the zero locus of a (generic) homogeneous degree five polynomial p5 in P
2
C = {p5(x1, x2, x3) ≡ 0} ⊂ P
2 , (3.87)
with homogeneous coordinates x1 to x3.
In order to have dynamical transitions we focus on a scenario with vanishing flux
G♯ = 0 in the resolved phase X˜♯. Then, as discussed, the flat directions of the deformed
phase X˜♭ are controlled by a spin structure E± ≃ K
1/2
C arising as the square root of the
canonical bundle KC . The canonical bundle of the curve (3.87) is the line bundle O(2)
restricted to the curve C, namely KC ≃ O(2)|C. Its sections are homogeneous degree two
polynomial
q2 = z1 x
2
1 + z2 x
2
2 + . . .+ z6 x2x3 , (3.88)
with six parameters z1 to z6 parametrizing the deformation space Def(X˜♭).
An obvious square root of the canonical bundle is given by K
1/2
C ≃ O(1)|C with three
global sections x1, x2, x3, i.e., N± = 3, which gives rise to five unobstructed deformations
(c.f., eq. (3.75)). This five-dimensional unobstructed deformation space Def(X˜♭, K
1/2
C ) is
a codimension one slice in the six-dimensional deformation space Def(X˜♭) parametrized
by sections of the canonical bundle KC. The unobstructed deformations correspond to
35
those polynomials q2, which factorize into two linear polynomials q2 = l1l2 with the linear
factors l1/2 representing sections of the spin structure O(1)|C.
As a side remark, we observe that the discussed spin structure O(1)|C is maximal. A
spin structure of a genus g curve is called maximal, if it has
[
g+1
2
]
global sections, which
is the maximal number of sections for a spin structure of a curve [43]. However, a spin
structure can only be maximal if the curve C is either hyperelliptic or it is of genus four
or genus six [46,45]. The curve (3.87) is not hyperelliptic, and therefore we encounter here
an example of a maximal spin structure for the exceptional case g = 6. In the subsequent
examples, we come back to maximal spin structures of hyperelliptic curves.
Vanishing G-flux on the local fourfold X˜♭
In our first scenario, we take a generic genus g curve C (g > 1) with the background fluxes
G♯
2π
= ±
1
2
[S♯] ,
G♭
2π
= 0 , (3.89)
in the resolved and in the deformed phase, respectively. Such fluxes correspond to the tor-
sion classes k♯ = k♭ = g − 1 with vanishing flux quanta b♭ℓ on the deformed geometry X˜
♭.
Dynamically, the resolved phase X˜♯ is lifted due to the presence of the twisted superpoten-
tial (3.54), while – because of the absence of background fluxes G♭ – the deformed phase
X˜♭ is unobstructed, realizing the entire deformation space of the deformed phase. For-
mally, we may identify the unobstructed phase X˜♭ with the factorization bundles E+ ≃ KC
and E− ≃ OC with N+ = g and N− = 1 global holomorphic sections, giving rise to the
g-dimensional deformation space (3.75).
4. Conifold transition in global Calabi–Yau fourfolds
In this section we study the embedding of the local transitions into global fourfolds.
The globalization of the locally consistent fluxes identified above leads us to consider fluxes
supported on integral homology cycles of a mixed type which give a new class of solutions
to the local anomaly conditions. We study the flat directions of the superpotential for these
solutions and show that these are often the only solutions which give rise to supersymmetric
vacua and dynamically realized phase transitions.
At the critical points the local condition captured by the Abel-Jacobi theorem trans-
lates to the appearance of new algebraic four-cycle classes at special complex structure
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where the polynomial of the global hypersurface allows for reducible algebraic cycles. Re-
ducible algebraic four-cycles supporting G-flux have been already studied in the context of
F-theory and elliptic fibrations in ref. [21].21 The correspondence between reducible alge-
braic cycles in Calabi–Yau threefolds and its dual fourfolds and the critical points of N = 1
superpotentials via an Abel-Jacobi argument is also prominent in the works [50,51,48,52]
on N = 1 mirror symmetry.
To avoid being too technical from the beginning, we first consider the sextic fourfold
as a simple example, as it illustrates already some of the distinct features of the new class
of mixed fluxes emerging from the local discussion.
4.1. A simple example: Extremal transition for the sextic
Before we delve into the general discussion of extremal M-theory transitions in Calabi–
Yau fourfolds, we first present an instructive example. Let us consider the sextic hypersur-
face Calabi–Yau fourfold X♭ ≡ P5[6] in the projective space P5, given in terms of a general
homogeneous polynomial of degree six in the projective coordinates x1, . . . , x6 of P
5. The
fourfold X♭ has Hodge numbers and Euler characteristic
h1,1
X♭
= 1 , h2,1
X♭
= 0 h3,1
X♭
= 426 , h2,2
X♭
= 1 752 , χ(X♭) = 2 610 . (4.1)
As the defining sextic polynomial degenerates to x5 g(x) + x6 h(x) with two degree-five
polynomials g(x) and h(x), it develops along the codimension two locus x5 = x6 = g(x) =
h(x) = 0 a genus 76 curve C of conifold singularities. A small resolution of this singular
curve yields the Calabi–Yau fourfold X♯ with Hodge numbers and Euler characteristic22
h1,1
X♯
= 2 , h2,1
X♯
= 0 , h3,1
X♯
= 350 , h2,2
X♯
= 1 452 , χ(X♯) = 2 160 . (4.2)
We observe that the Euler characteristic changes by δχ = χ(X♭) − χ(X♯) = 450 =
6− 6 g(C), in agreement with the change in Euler characteristics deduced from eqs. (3.6)
21 A dual spectral cover description for G-fluxes supported on algebraic four-cycles has been
given in refs. [47,48,19,49].
22 We obtain the small resolution as follows (c.f., [53,2]). The curve C lies within P3 defined
by x5 = x6 = 0. We blow up P
3 within P5, which may be realized in P5 × P1 as the locus
s1x5 − s2x6 = 0 with the projective coordinates s1, s2 of P
1. The resolved Calabi–Yau fourfold
X♯ is the locus 0 = s1x5 − s2x6 = s1g(x) + s2h(x) within P
5 × P1. Alternatively, we will give a
(related) toric hypersurface realization of X♯ in Section 4.4.
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and (3.16) in the context of the local extremal transitions. Furthermore, the Hodge num-
bers change as anticipated in eq. (2.5), which we will show in general in Section 4.2 and
Section 4.3 for such extremal transitions.
To describe dynamical phase transition between X♭ and X♯, let us now turn to the
background fluxes. Firstly, we observe that the Euler characteristic χ(X♯) is divisible by 24
and the second Chern class c2(X
♯) is even in H4(X♯,Z). As consequence, the Calabi–Yau
fourfold X♯ together with MX♯ =
2 160
24
= 90 space-time filling M2 branes fulfills both the
tadpole constraint (2.2) and the quantization condition (2.2) in the absence of background
fluxes G♯ = 0. Thus, such a scenario represents a consistent M-theory background. Due
to the absence of background fluxes, there are no potentials (2.3) and we arrive at a
supersymmetric M-theory vacuum on X♯ with
MX♯ = 90 , G
♯ = 0 . (4.3)
From a local perspective in the vicinity of the curve C – that is to say from the vantage
point of the local fourfold X˜♯ of a resolved genus 76 curve C as discussed in Section 3
– the vacuum (4.3) describes a local configuration with vanishing torsion class k♯ = 0.
Furthermore, due to the absence of homologically non-trivial three-cycles, i.e, h2,1
X♯
= 0,
the phase factors ν♯n are set to zero due to the embedding into the global geometry X
♯.
Let us now examine dynamical phase transitions into the fourfold X♭. The Euler
characteristic of χ(X♭) is not divisible by 24 and the second Chern class c2(X
♭) = 15H2
is odd, where the class H is induced from the hyperplane class of the ambient P5.23 Thus,
consistency of M-theory on the fourfold X♭ requires a half-integrally quantized background
flux G♭ such that the quantization condition (2.1) is met. Then the tadpole condition (2.2)
can be fulfilled with an integral number of space-time filling M2 branes MX♭ .
For a dynamical phase transition into X♭, the required background flux G♭ must
be supersymmetric for an unobstructed deformation into X♭. In the discussed global
setting these deformations are parametrized by homogeneous polynomials of degree six
ǫ(x) according to
x5 g(x) + x6 h(x) = ǫ(x) . (4.4)
23 Since
∫
X♭
H2 ∧H2 = 6, the four form class H2 is not divisible by two in H4(X♭,Z). Hence,
c2(X
♭) is not divisible by two.
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The deformation ǫ(x) restricts on the genus g curve C to a section of the canonical bundle
KC, as discussed in the context of the local fourfold X˜♭. The analysis of the superpotential
in the local geometry of Section 3.6 told us that – for vanishing phase factors ν♯n and for
vanishing torsion classes k♯ = k♭ = 0 – the section of the canonical bundle ǫ must factor
into sections of an appropriate spin structure K
1/2
C as ǫ = ǫ+ǫ−.
24
When the local geometry is embedded into a global fourfold X♭, the two local algebraic
cycles defined by x5 = x6 = ǫi(x) = 0 must extend to globally defined algebraic cycles.
The easiest way to achieve this is to assume that the factorization condition globalizes, i.e.,
the sextic deformation ǫ(x) in eq. (4.4) has to factor into two homogeneous polynomials
of degree three, which is a constraint on the complex structure of X♭. The new aspect
in the global geometry is that for this complex structure there is a new integral algebraic
four-cycle class. Indeed if we set x5 = x6 = 0 in eq. (4.4), then – contrary to the generic
sextic fourfold X♭ near the transition – we get a reducible algebraic four-cycle with two
components T ♭± : x5 = x6 = ǫ±(x) = 0. By construction the integral four-form classes
[T ♭±] add up to the square of the hyperplane class, namely H
2 = [T ♭+] + [T
♭
−].
A global version of the local result (3.77) obtained for k♯ = 0 in Sect. 3.6 is the flux
G♭
2π
=
1
2
(
[T ♭+]− [T
♭
−]
)
. (4.5)
As expected from the local analysis, this satisfies the quantization condition (2.1):
G♭
2π
−
c2(X
♭)
2
=
1
2
(
[T ♭+]− [T
♭
−]
)
−
15
2
H2 = −7[T ♭+]− 8[T
♭
−] . (4.6)
Furthermore, with the help of the intersection numbers T ♭+.T
♭
+ = T
♭
−.T
♭
− = 39 and
T ♭−.T
♭
+ = −36 of the four-cycles T
♭
±,
25 we determine for the flux (4.6) a tadpole-free M-
theory configuration with space-time filling M2 branes that is unchanged from (4.3)
MX♭ =
2 610
24
−
1
2 · 4
(2 · 39 + 2 · 36) = 90 . (4.7)
Note that the classes [T ♭±] continue to exist, and provide a solution to the local anomaly
cancellation on each integral four-cycle, for any complex structure away from the factoriza-
tion locus. For generic complex structure the representatives for [T ♭±] are neither algebraic
24 Except for the critical configurations related to An singularities.
25 We calculate the Euler number of the normal bundle NT ♭±, which determines the self-
intersections of T ♭± to be 39. Then we infer T
♭
−.T
♭
+ = −36 from 6 =
∫
X♭
H2 ∧H2 = (T ♭+ + T
♭
−)
2.
39
nor special Lagrangian and the flux (4.5) is of a mixed type. For the special complex
structure the lattice vectors in H4(X,Z) associated with the classes [T ♭+] and [T
♭
−] become
orthogonal to the class represented by Ω (see also the discussion in App. A.)
The flux discussed above gives rise to an unobstructed phase transition between X♭
and X♯. As for the Ka¨hler moduli, the mixed G-flux G♭ in eq. (4.5) is primitive because
of J ∧G♭ ∼ (T ♭+ + T
♭
−)(T
♭
+ − T
♭
−) = 0. The twisted superpotential W˜ is zero. This feature
of the new mixed solution to the anomaly constraint should be compared to the other
obvious solution of the split type:
G♭split
2π
=
1
2
H2 =
1
2
(
[T ♭+] + [T
♭
−]
)
. (4.8)
In distinction to the flux (4.5), this choice of flux generates a twisted superpotential for
the Ka¨hler modulus of the sextic. Note that the two configurations (4.5) and (4.8) are
connected by a five-brane domain wall wrapped on T−.
On the other hand, the mixed G-flux generates the superpotential W for the complex
structure deformations studied in Section 3.6. As argued there, the critical points of
this superpotential are precisely the complex structures for which ǫ factorizes as ǫ(x) =
ǫ+(x)ǫ−(x). These deformations will keep both cycles T
♭
± as cycles of type (2, 2), as
expected from the results of [29,15]. Hence, moving along factorized deformation directions,
we find a dynamically unobstructed phase transition from X♯ into the deformed phase X♭.
More precisely, the 150 zeros of ǫ(x) on the genus 76 curve C split into the g− 1 = 75
zeros pℓ ∈ Z± of ǫ±(x), defining the four-cycles T
♭
ℓ that appear with positive/negative
coefficients in (3.77). In the global embedding these two sets of four-cycles in the local
geometry add up to the four-cycle classes T ♭± in X
♭. Thus the analyzed phase transition
represents a global embedding of the local transition discussed in eq. (3.43).
Extremal transitions for other torsion classes correspond to other classes of factor-
izations of ǫ(x) and these again give rise to (different) new algebraic four-cycle classes in
the global fourfold X♭ for special complex structures. For the sextic, a globally consis-
tent factorization requires ǫ± to be of degree 3, 2, 1, corresponding to the torsion classes
k♯ = 0, 25, 50 and a net number of M2 branes 90, 92, 98, respectively. Note that the flux
contribution to the M2 brane charge on X♯ has the wrong sign for k♯ > 0 (see (2.2)) and
indicates an obstruction towards the transition to X♯. These obstructed cases are similar
to the transitions in elliptic fourfolds considered in [21], where the flux contribution on the
resolved phase appears to have always the wrong sign.
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As a concrete example consider the factorization of ǫ(x) = ǫ5(x)ǫ1(x) into a degree
five and a degree one polynomial. In this case the G-flux becomes
G♭
2π
=
1
2
(
[T ♭5 ]− [T
♭
1 ]
)
, (4.9)
in terms of the corresponding algebraic cycles withH2 = [T ♭5 ]+[T
♭
1 ]. By similar arguments,
this flux is again consistent with the quantization constraint (2.1) and yields M ♭ = 98 due
to the tadpole condition (2.2) (because T ♭5 .T
♭
5 = 25, T
♭
1 .T
♭
1 = 21 and T
♭
5 .T
♭
1 = −20).
From the 125 and 25 zeros of ǫ5(x) and ǫ1(x), respectively, we obtain 125 non-vanishing
flux-quanta b♭ℓ of charge one, which yield the torsion class k
♭ = 50 according to eq. (3.36).
However, the flux G♭ is not primitive anymore, because the intersection
∫
X♭
G♭ ∧H2 = 2
gives rise to a twisted superpotential
W˜ ♭ =
1
2
∫
X♭
G♭
2π
∧ J ∧ J = J2H , (4.10)
in terms of the Ka¨hler form J = JH H with Ka¨hler parameter JH . In the resolved fourfold
X♯ the corresponding background flux G♯ is given by26
G♯
2π
=
1
3
[S♯] +
1
3
H˜2 ∈ H4(X♯,Z) , (4.11)
expressed in terms of the four-form [S♯] dual to the surface (3.2) and the two-form class
H˜ induced from the hyperplane class H in P6. As [S♯] is orthogonal to H˜2, the tadpole
condition (2.2) yields again the M2 brane number M ♯ = 98. Furthermore, the flux (4.11)
generates a twisted superpotential of the form
W˜ ♯ =
1
2
∫
X♯
G♯
2π
∧ J ∧ J = J2H + 10JHJF , (4.12)
with the Ka¨hler form J = JHH˜ + JF [F ], where JF is the volume of the P
1 fiber F of the
fibration S♯. The first term corresponds to the twisted superpotential (4.10) also appearing
in the fourfold X♭. The second term arises in the extremal transition in the vicinity of the
genus 76 curve C, as discussed in the context of the local geometries in Section 3. This is
the contribution in (3.54) for the torsion class k♯ = 50.
26 Despite the overall factor of 1
3
, a closer analysis reveals that G
♯
2π
is actually integral and thus
compatible with the quantization condition (2.1).
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Hence, the factorization ǫ(x) = ǫ5(x)ǫ1(x) realizes a local extremal M-theory transition
scenario along a genus 76 curve C with torsion class k♭ = k♯ = 50. However, in addition
to the potential terms arising in the vicinity of the local transition geometries X˜♭ and
X˜♯, we find an additional overall twisted superpotential term, which we attribute to the
chosen realization of the global embedding fourfolds X♭ and X♯. As we review and discuss
in section 5, twisted superpotentials yield Chern-Simons terms in the 3d field theory, and
mixed terms, involving one dynamical and one background field, have the interpretation
of a FI term in the low-energy field theory. Then, in (4.12), the first term ∼ J2H is a
genuine global effect present on both sides of the transition, while the second term has an
interpretation as a non-zero FI-term in the 3d field theory. For the above choice of global
flux, the transition will therefore be obstructed, even in the field theory sense. This is in
accord with the fact that again one needs 8 more M2 branes on X♯ with flux (4.11) as in
the vacuum with zero flux. The FI-term can be however removed by an additional integral
flux on X♯, i.e., G♯ = 1
3
([S♯] + H˜2) − 2H˜2 with twisted superpotential W˜ ♯ = −5J2H on
both sides of the transition.
4.2. M-theory transitions via topological surgery
As we have exemplified in the previous section, M-theory transitions among non-
compact geometries X˜♯ and X˜♭ furnish a local description of M-theory conifold transitions
among compact Calabi–Yau fourfolds X♯ and X♭. For a global conifold transition, we
envision the local geometries X˜♯ and X˜♭ to be topologically glued to a common comple-
mentary space Xc, so as to give rise to the global geometries X♯ and X♭ via topological
surgery according to
X♯ = Xc ∪ X˜♯ , X♭ = Xc ∪ X˜♭ with ∂X˜ = ∂X˜♯ = ∂X˜♭ = −∂Xc . (4.13)
The structure of the participating cycles and chains along the extremal conifold transition
are schematically depicted in Fig. 5 and are explained in detail below.
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X˜♯ ⊂ X♯
transition // X♭oo ⊃ X˜♭
1 holom.
4 cycleS♯
// 1 holom.
4 cycleS♯
(2g−3)
4 cyclesB♭
ℓ
(2g−3)
4 cyclesB♭
ℓ
oo
2g
3 cycles Σn
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
(2g−b˜3)
4 chains Ĉ♯s
hom.
relations
oo transition // (2g−b˜3)
4 cyclesC♭s
Poincare´ duality

oo
b˜3
3 cycles Σ♯
k
Poincare´ duality

(2g−b˜3)
4 cyclesA♭s
OO
2g
4 cyclesA♭n
oo
b˜3
5 cyclesΠ♯
k
OO
transition // b˜3
5 chains Π̂♭
k
hom.
relations
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠
oo
Fig. 5. The diagram summarizes the topological properties of the coni-
fold transition between the compact fourfold X♯ and X♭. It shows the
homological structure of cycles inherited from the local fourfold X˜♯ and
X˜♭ and their resulting homological relations in the embedding compact
Calabi–Yau fourfolds.
In the compact Ka¨hler fourfold X♯ the algebraic four-cycle S♯ ⊂ X˜♯ ⊂ X♯ represents
a non-trivial class in H4(X
♯,Z). In addition, there are 0 ≤ b˜3 ≤ 2g three cycle classes
Σ♯k, k = 1, . . . , b˜3, arising from the 2g non-torsion three-cycles Σn in H3(∂˜X,Z) together
with (2g− b˜3) relations in homology. These relations are geometrically realized by (2g− b˜3)
four-chains, Ĉ♯s, s = 1, . . . , 2g − b˜3, with ∂Ĉ
♯
s ⊂ (
⋃
nΣn). Finally, the cycle classes in
H5(X
♯,Z), which are Poincare´ dual to the non-trivial three cycles Σ♯k, are denoted by
Π♯k, k = 1, . . . , b˜3.
As we go through the conifold transition to the fourfold X♭, the algebraic four-cycle
S♯ disappears, and instead we obtain (2g − 3) new four-cycle classes B♭ℓ, ℓ = 1, . . . , 2g −
3, which correspond to the local B-cycle classes (3.17) in H4(X˜♭,Z). Furthermore, all
the three-cycles classes Σn ∈ H3(∂˜X,Z) become homologically trivial in X˜♭ (because
H3(X˜♭,Z) ≃ 0). Thus, there are (2g − b˜3) three cycle classes in H3(∂X˜,Z) that are
trivial in both H3(X
c,Z) and H3(X˜♭,Z). Then – due to the long exact homology sequence
. . . → H4(X
♭,Z) → H3(∂X˜,Z) → H3(X
c,Z) ⊕ H3(X˜♭,Z) → . . . – we find that there
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are (2g − b˜3) non-trivial four-cycle classes, C
♭
s, s = 1, . . . , 2g − b˜3, in H4(X
♭,Z), which
in the transition come from closing off the (2g − b˜3) four-chains Ĉ
♯
s. The Poincare´ dual
four-cycle classes to C♭s correspond to appropriate (linear combinations of) four-cycles,
A♭s, s = 1, . . . , 2g − b˜3, of the 2g local four-cycles A
♭
n, n = 1, . . . , 2g, in eq. (3.17), while
the remaining local A-type cycles become trivial in the global geometry X♭, as they are
bounded by b˜3 five chains Π̂
♭
k, k = 1, . . . , b˜3. These chains come from the five cycles Π
♯
k,
which open up as we go through the conifold transition.
4.3. M-theory transitions via the Clemens–Schmid exact sequence
We will now compare the topology and Hodge structures on X♯ and X♭ using the
Clemens–Schmid exact sequence, which is reviewed in Appendix D.1 and demonstrated
for Calabi–Yau threefold conifold transitions in Appendix D.2. To apply this to our four-
fold extremal transition, we must first construct a semistable degeneration. Here, such a
degeneration is a certain (smooth) fibration of Calabi–Yau fourfolds over a disk ∆, where
a normal-crossing component of the singular central fiber is birational equivalent to the
resolved fourfold X♯, while the non-central (smooth) fourfold fibers describe the deformed
Calabi–Yau fourfold X♭. With the constructed semistable degeneration the Clemens–
Schmid exact sequence allows us to calculate the change in Hodge structure as we go
through the extremal fourfold transition. The details of this computation are relegated to
Appendix D.3, and we now summarize the result of this analysis.
By transitioning from the central fiber of the constructed semi-stable degenera-
tion (D.10) to deformed Calabi–Yau geometry X♭ of the generic smooth fiber, we arrive
at the Hodge diamond (D.14) of the fourfold X♭:
dimHp,q(X♭) =
1
0 0
0 h
1,1
X♯
−1 0
0 h
2,1
X♯
−h˜2,1 h2,1
X♯
−h˜2,1 0
1 h
3,1
X♯
−h˜2,1+g h2,2
X♯
−2h˜2,1+4g−4 h3,1
X♯
−h˜2,1+g 1
0 h
2,1
X♯
−h˜2,1 h2,1
X♯
−h˜2,1 0
0 h
1,1
X♯
−1 0
0 0
1
(4.14)
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Here we express the Hodge diamond of X♭ in terms of the Hodge numbers hp,q
X♯
of the
resolved Calabi–Yau fourfold X♯. The number h˜2,1 refers to the number of harmonic (2, 1)-
forms participating in the extremal transition. They are in the image of the canonical map
H2,1(X♯) → H2,1(S♯) and therefore disappear with the cycle S♯, as we go through the
extremal transition form X♯ to X♭. By comparing with the topological properties of the
conifold transition we can now also identify the number b˜3 of non-trivial three-cycles Σ
♯
k
of X♯ in Fig. 5 with the number h˜2,1 of participating (2, 1)-forms according to
b˜3 = h˜
2,1 + h˜1,2 = 2 h˜2,1 . (4.15)
Furthermore, we can associate the remaining (h2,1
X♯
− h˜2,1) three-forms as part of the com-
plementary space Xc (c.f., eq. (4.13)). Hence, they arise as non-trivial three-forms in both
fourfold geometries X♭ and X♯. Finally, we note that the determined Hodge diamond
(4.14) yields the characteristic change of Hodge numbers advertised in eqs. (2.5).
4.4. G-flux quantization condition
In the following we consider the change of G-flux quantization during an extremal
transition X♯ to X♭, where the four-cycle S♯ with self-intersection S♯.S♯ = 2 − 2g < 0
shrinks and disappears fromH4(X
♯,Z).27 The algebraic cycle S♯ need not be a generator of
the homology latticeH4(X
♯,Z), but instead it could be homologous to a linear combination
of generators of H4(X
♯,Z). However, for the considered transition S♯ is the only four-
cycle vanishing in the resolved geometry X♯ (see Fig. 5). As a result, for the extremal
transitions under consideration S♯ can only be a multiple of generator S♯1/ℓ with S
♯ ∼ ℓ S♯1/ℓ
in homology. As result the self-intersection of S♯ must factor as 2−2g = ℓ2m, and we have
intersection numbers S♯1/ℓ.S
♯
1/ℓ = m. Furthermore, as the intersection pairing of H4(X
♯,Z)
is unimodular, there is always a dual cycle T ♯ with T ♯.S♯1/ℓ = 1, and we can write the dual
integral four-form as
[T ♯] =
1
m
([S♯1/ℓ] + Θ) ∈ H
4(X♯,Z) , (4.16)
where Θ is a four-form such that [T ♯] is integral. Firstly, Θ is integral itself because
both m[T ♯] and [S♯1/ℓ] are integral. Secondly, Θ is orthogonal to S
♯
1/ℓ because
∫
S♯
1/ℓ
[T ♯] =
T ♯.S♯1/ℓ = 1.
27 For a discussion of the quantization condition in F-theory on elliptic fibrations, see
refs. [49,54,20,55].
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In order to determine consistent G-flux, we need to look at the second Chern class of
X♯. The second Chern class of X♯ takes the following form
c2(X
♯) = −ℓm [T ♯] + ∆c2 = −ℓ [S
♯
1/ℓ]− ℓΘ+∆c2 , (4.17)
where the integral piece ∆c2 must be orthogonal to S
♯ to yield
∫
S♯
c2(X
♯) =
∫
S♯
c2(X˜♯) =
2g − 2 in agreement with eq. (3.12). Then we make for the G-flux G♯ the ansatz
G♯
2π
= κ [T ♯] +
∆G
2π
, κ ∈ Z , (4.18)
with ∆G orthogonal to T ♯ such that the quantization condition (2.1) is fulfilled. Note that
κ is integrally quantized because ℓm in eq. (4.17) is even.
In the local geometry X˜♯ the cycle T ♯ reduces to ℓ copies of the non-compact cycles
(3.26). Therefore, the flux G♯ corresponds to the local torsion class k♯ = κ ℓ, whereas the
flux ∆G is attributed to the complement Xc of the non-compact local geometry X˜♯. As a
side remark, we observe here that the global embedding geometry X♯ restricts the globally
possible torsion classes to multiples of ℓ where ℓ must obey ℓ2 |χ(C).
As we go through the extremal transition to X♭ the second Chern class (4.17) becomes
c2(X
♭) = −ℓΘ+∆c2 , (4.19)
because the contributions Θ and ∆c2 are associated to the complementary geometry X
c,
and, as we transition to X♭, we (generically) do not generate any new holomorphic four-
forms that could contribute to the the second Chern class c2(X
♭). As a check we find
that ∫
X♭
c22(X
♭)−
∫
X♯
c22(X
♯) = 2g − 2 , (4.20)
which, according to ref. [28], agrees with δχ
3
= χ(X
♯)
3
− χ(X
♭)
3
.
Similarly, the flux ∆G just carries over to X♭, and we arrive at the G-flux
G♭
2π
=
G♭0
2π
+
∆G
2π
. (4.21)
For the four-form flux G♭0, we make the ansatz
G♭0
2π
=
1
2
(
[T ♭+]− [T
♭
−]
)
, (4.22)
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with the four-forms
[T ♭±] =
1
m
(
±[B♭] +
(
ℓm
2
± κ
)
Θ
)
. (4.23)
Here [B♭] arises from the local geometry X˜♭ and is chosen such that the four-forms [T ♭±]
become integral.28
As T ♭± is integral, we note that the quantization condition (2.1) is fulfilled
G♭0
2π
−
c2(X
♭)
2
= [T ♭+] +
(
∆G
2
−∆c2
)
∈ H4(X♭,Z) . (4.24)
Furthermore, the flux (4.22) arises from the flux component κ[T ♯] in eq. (4.18), as both
G-fluxes (4.18) and (4.21) have the (fractional) four-form part κmΘ in common.
Due to the flux contribution 2m [B
♭], the G-flux G♭0 becomes in the local geometry X˜
♭
the local flux (3.34). Requiring that the four-forms [T ♭±] are integral, does not entirely fix
the four-form component [B♭]. Its structure, however, is constraint by the local tadpole
condition (3.36) examined in detail in Section 3. In particular, requiring no change in the
number of space-time filling M2 branes along the transition, we get further constraints on
the choice of [B♭].
4.5. Non-Abelian gauge groups and relation to F-theory
The topology changing transitions considered in the previous sections proceed via Hig-
gsing of a U(1) factor in the gauge group, with the gauge field arising from the three-form
reduced on the P1 fiber over the curve C on the resolved side. This can be generalized in a
straightforward way to phase transitions that involve singularities with several intersecting
P1, leading to non-Abelian gauge groups with various matter representations.29
A comprehensive study of the relevant fourfold singularities in the context of F-theory
and twisted 8-dimensional SYM has appeared in refs. [17,18,19]. The essential local ge-
ometry is that of an ADE singularity (possibly with monodromy) over a surface SG ∈ X
♯,
which is enhanced over a matter curve C ⊂ SG. For the F-theory compactification on
28 Using long exact Mayer-Vietoris singular homology sequences for the topological surgeries
X♯ = Xc ∪ X˜♯ and X♭ = Xc ∪ X˜♭, we can argue that we can always find a form B♭ such that T ♭±
becomes integral.
29 Parallel discussions for the case of Calabi–Yau threefold singularities can be found e.g. in
refs. [4,5,56,57,58,59,10]
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a fourfold X to four dimensions, X has to be elliptically fibered and this is related to
M-theory on X by S1 compactification. The existence of an elliptic fibration in the com-
pactification of the normal bundle to SG restricts the possible gauge and matter content,
30
but is otherwise inessential to the local analysis of the gauge theory engineered by the
local singularity. The results of our M-theory analysis is therefore slightly more general,
but directly applicable to the F-theory compactification to four dimensions, if the 3d spec-
trum fulfills the four-dimensional anomaly constraints and an elliptic fibration exists. In
particular the M-theory picture must reproduce the results of refs. [17,18] in this case and
we will indeed see explicitly in Section 5 that this is the case for the spectrum obtained
from a topological twist in M-theory.
As discussed above, a topological transition to a deformed manifold X♭ in the presence
of consistently quantized fluxes describes a motion along a flat direction in the parameter
space of the non-Abelian space-time gauge theory associated with this local geometry.
Alternatively, this can be viewed as a microscopic engineering of a G bundle over the
surface SG in the internal Calabi–Yau space.
As is clear from the analysis of [17,18], the spectrum and the superpotential couplings
will depend very much on the details of a concrete geometry, and in particular on the
choice of quantized G-flux, which captures topological data of the gauge bundle on SG
in the F-theory picture. Instead of trying to be general we restrict here to illustrate the
application of the results of the M-theory analysis on topological transitions in a simple
non-Abelian example.
Our non-Abelian example is a SU(6) gauge theory that repoduces the sextic compact-
ification of Section 4.1 as the end point of a chain of topology changing transitions. For
the engineering of the SU(6) gauge group, we need an A5 surface singularity with local
equation
xy + z6 = 0 . (4.25)
The engineering of global elliptic fibrations with the appropriate singularities is well-
understood, but the requirement of X being elliptic leads to slightly more complicated
geometries then needed for our purposes. To study the 3d physics associated with the
transition it suffices to study the case without elliptic fibration. Since the difference is not
30 As is expected from the fact that the constraints from four-dimensional anomalies are more
restrictive then those from Z2 anomalies in three dimensions.
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essential for the local physics we will anyway often comment on the F-theory picture and
heavily borrow from the results of [17,18].31
To make contact with the sextic example, we identify x and z with the homogeneous
coordinates x5, x6 on P
6 and y with a degree 5 polynomial p5(xi) depending only on the
other coordinates xi, i = 1, ..., 4. Equation (4.25) then describes an A5 singularity over a
quintic hypersurface SG : p5(xi) = 0 in P
3(x1, x2, x3, x4) with Hodge numbers
h0,0(SG) = 1 , h
1,0(SG) = 0 , h
1,1(SG) = 45 , h
2,0(SG) = 4 , χ(SG) = 55 . (4.26)
More generally, an Ak−1 singularity over SG gives rise to a G = SU(k) gauge theory
in 3d with h2,0 = 4 chiral multiplets in the adjoint representation [60][17]. Adding addi-
tional monomials allowed for the general sextic in P6(x1, ..., x6) to (4.25) describes (partial)
resolutions of the singularity with k ≤ 5. As a concrete model we consider a chain of hy-
persurfaces Xk, k = 0, ..., 6 that arise as the zero of the polynomial
Pk =
∑
a,b
p
(b)
6−a−bx
b
5x
a
6
k∏
n=1
x
a+n(b−1)
6+n , (4.27)
in the toric ambient spaces P[∆k] with homogeneous coordinates xi, i = 1, ..., 6 + k. The
toric ambient spaces P[∆k] describe a k-fold blow up of P
6 and can be described as in
[61,62] by a series of polyhedra ∆k, k = 0, . . . , 6, specified by the vertices of the dual
polyhedra ∆∗k = {ν
∗
0 , . . . ν
∗
6+k}:
∆∗0
ν∗0 0 0 0 0 0
ν∗1 −1 −1 −1 −1 −1
ν∗2 1 0 0 0 0
ν∗3 0 1 0 0 0
ν∗4 0 0 1 0 0
ν∗5 0 0 0 1 0
ν∗6 0 0 0 0 1
Blowup vertices
ν∗7 0 0 0 1 1
ν∗8 0 0 0 2 1
ν∗9 0 0 0 3 1
ν∗10 0 0 0 4 1
ν∗11 0 0 0 5 1
ν∗12 0 0 0 6 1
(4.28)
The vertices ν∗i fulfill the relations
∑
lai ν
∗
i = 0 with
l1 = (−6, 1, 1, 1, 1, 1, 1, 06) , l2 = (−1, 0, 0, 0, 0, 1, 1,−1, 05) , (4.29)
31 It is self-evident, that the Coulomb branches of the resolved singularities can arise in F-theory
only after compactification on S1.
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and lai = −2δa+4,i + δa+4,i−1 + δa+4,i+1 for a = 3, ..., 6. Appropriate linear combinations
of the la define a phase in the Ka¨hler moduli space of the toric hypersurfaces [34,62].
The sections p
(l)
k in (4.27) are generic degree k polynomials in the coordinates xi,
i = 1, ..., 4 and the defining quintic polynomial of SG is p
(1)
5 = 0. The coefficients of the
homogeneous monomials in Pk parameterize the complex structure moduli space of the
Calabi–Yau fourfolds Xk with independent Hodge numbers h
2,1(Xk) = 0 and
Hodge numbers Euler characteristic Singularity structure
CY4 h
1,1 h3,1 h3,1np h
2,2 χ mod24 C g(C) SG
X0 1 426 (0) 1 752 2 610 18
X1 2 350 (0) 1 452 2 160 0 A0 76
X2 3 299 (4) 1 252 1 860 12 A2 51 A1
X3 4 268 (8) 1 132 1 680 0 A3 31 A2
X4 5 252 (12) 1 072 1 590 6 A4 16 A3
X5 6 246 (16) 1 052 1 560 0 A5 6 A4
X6 6 246 (20) 1 052 1 560 0 A5 (4.30)
For each of this partial resolutions with 2 ≤ k ≤ 5, there is an Ak singularity over SG ⊂
Xk+1 with local equation
x5p
(1)
5 + x
k+1
6 p
(0)
6−(k+1) + x
k+2
6 p
(0)
5−(k+1) = 0 . (4.31)
As specified in the rightmost column, this singularity enhances over the genus g matter
curve Xk+1 ⊃ Ck+1 : p
(1)
5 = 0 = p
(0)
6−(k+1) to Ak+1. The Euler characteristic and genus of
the complete intersection curves Ck+1 are
χ(Ck+1) = −5(5− k)(6− k) , g(Ck+1) = 5 ·
(
6− k
2
)
+ 1 , k = 0, . . . , 4 . (4.32)
The enhancement of the singularity on C gives rise to matter in the fundamental represen-
tation of G [6,57,17]. As alluded to above, the local geometry is almost identical to the
matter curves representing intersecting 7-branes in an F-theory compactification, except
for the absence of a global elliptic fibration. The topological twist and the spectrum for this
local geometry has been computed in ref. [17], and is reproduced by the results reported
in Sections 5.3 and 5.5.
In the M-theory compactification on Xk, a generic point in the Ka¨hler moduli cor-
responds naively to a Coulomb branch of G, where the gauge symmetry is broken to
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G = U(1)rkG. Moreover there is a common bare mass for the fundamentals proportional
to the volume of the single extra P1 in the resolution of the Ak singularity over Ck, which
again represents a Coulomb vev for the U(1) associated with the single mass parameter.
Except for a possible obstruction from the flux configuration, the moduli spaces of two
manifolds Xk+1 and Xk can be connected by a topology changing transition, where the
extra P1 over Ck+1 ⊂ Xk+1 shrinks, each step giving rise to a local conifold transition of
the type described in Section 3. The change in the Hodge numbers in (4.30) in each step
is of the expected form
∆h1,1 = +1 , ∆h3,1 = −g , ∆h2,2 = −4(g − 1) , ∆χ = −6(g − 1) . (4.33)
In F-theory language, transitions of this type describes a process, where a stack of parallel
7-branes is deformed to a set of intersecting branes, which recombine under addition of
fluxes [17,21].
The spectrum of the 3d theory obtained from the local A5 singularity over SG in X6
is that of an SU(6) theory with 4 adjoint chiral multiplets. Giving a vev to scalars in
the Cartan subalgebra breaks SU(6)→ U(1)5. There are two different types of Coulomb
branches depending on whether the scalars Ja in the 3d vector multiplet or the scalars
zα in the chiral multiplet get a vev. The second branch is also available in the F-theory
compactification (if the global embedding X would be chosen to be elliptic) and then
describes a deformation of parallel 7-branes to intersecting 7-branes [17].
In the partial resolutions (4.30), the Cartan part of the adjoint fields correspond to
the non-polynomial deformations h3,1np , which are frozen in the hypersurface representation
and can not be represented by coefficients in Pk in the given representation of Xk as a
hypersurface in P[∆k]. The number of non-polynomial deformations h
3,1
np in (4.30) matches
the number 4 · rk(G) of neutral components of the four adjoint hypermultiplets. Indeed
the difference in the hypersurface equations for X6 and X5 is that the 4 coefficients of the
polynomial p
(0)
1 ∈ Γ(KSG) are set to zero in X6. Since the adjoint chiral multiplet are
sections of the canonical bundle KSG , these coefficients should be identified with a vev
for the 4 chiral multiplets lying in a U(1) ⊂ SU(6) subgroup. Thus the moduli of the
hypersurface X6 with 20 frozen deformations describes a pure 3d Coulomb-branch U(1)
5
with vev’s only of the 3d vector multiplet Ja, while the transition to X5 describes moving
from a pure 3d C-branch to a mixed U(1)4 × U(1)z Coulomb-branch, where the subscript
z denotes a non-zero vev of a neutral scalar in the chiral multiplet.
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The zero locus of the section p
(0)
1 defines a genus six curve C5 ⊂ X5 above which the
singularity enhances to A5; the local deformation theory for the genus six case was one of
the examples treated in detail in Section 3.7. M2 Branes wrapping the extra node account
for the charged components of the adjoint chiral multiplets with a 3d mass proportional
to the vev in the vector multiplet. In the F-theory context, a SU(6) stack of parallel
D7-branes is deformed to a SU(5) stack intersected by a single brane [17].
Starting from X5 the partial resolutions are related successively by conifold transitions
Xk+1 ≃ X
♯ → Xk ≃ X
♭, upon condition of appropriate background flux. Some or all of
the Coulomb and/or Higgs branches will be lifted, depending on the choice of consistent
G-flux and C-fields analyzed in Section 3, leading to many components of the N = 1
deformation space with different spectra and disconnected in the field theory limit. For a
suitable triangulation the charges for the toric C∗ actions encoding the Mori cone of P[∆k]
for k = 5 are
P[∆5] p x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11
ω1 −1 1 1 1 1 −4 0 0 0 0 0 1
ω2 −1 0 0 0 0 1 0 0 0 0 1 −1
ω3 0 0 0 0 0 0 0 0 0 1 −2 1
ω4 0 0 0 0 0 0 0 0 1 −2 1 0
ω5 0 0 0 0 0 0 0 1 −2 1 0 0
ω6 0 0 0 0 0 0 1 −2 1 0 0 0 (4.34)
For 1 ≤ k < 5 the toric divisors Dℓ : {xℓ = 0} are blown down for ℓ > k + 6 and
the charge vectors in each step related by ω1(Xk) = ω1(Xk+1) + ω2(Xk+1), ω2(Xk) =
ω2(Xk+1) + ω3(Xk+1), ω2+α(Xk) = ω3+α(Xk+1), α = 1, ..., k − 1. With these definitions,
the classes of the surfaces S♯k+1 ⊂ Xk+1, which are the P
1-fibrations over the curves Ck+1
(3.2), are
S♯k+1 ≃ (4Dk+6 + 5Dk+7) ∩Dk+7 ⊂ Xk+1 , k = 0, . . . , 4 . (4.35)
For k even, χ = 0 mod 24 on Xk+1 and a flux in the torsion class k
♯ = 0 gives rise
to a flat direction for the conifold transition from Xk+1 → Xk as shown in Section 3. For
1 < k < 4 odd, χ 6= 0mod24 on Xk+1 and a canonical flux solving the local quantization
condition is in the torsion class k♯ = ±(g(Ck+1)− 1), i.e.,
G♯
2π
= ±
1
2
[S♯k+1] , (4.36)
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which leads to the twisted superpotential
W˜ (Xk) = ±
5(6− k)
2
J1J2 ±
nk
4
J22 , nk = 5(6− k)(k − 1) , (4.37)
A full analysis of the different disconnected branches of the N = 1 deformation space,
distinguished by the fluxes consistent with the local quantization condition, is beyond the
scope of this exposition. It would be interesting to work out more details for a concrete
model with a phenomenological perspective. This will require also a further study of non-
generic configurations. E.g. note that if we start with zero flux on X5 and blow down
the first P1 fiber over C5 : p
(1)
5 = 0 = p
(0)
1 , the critical points of the superpotential on X4
describe the local singularity
X5 → X4 : xy + z
6 + p1z
5 → xy + z6 + p1z
5 + p2z
4 , (4.38)
with p2 factorized into two linear polynomials as p2 = t1.s1. On this locus, the genus 16
curve X4 ⊃ C4 : p
(1)
5 = 0 = p
(0)
2 degenerates to two genus 6 curves intersecting each other
and the original genus 6 curve. The intersection points may induce further superpotential
couplings, as described in [17].
5. M-theory phases in the effective N = 2 three-dimensional field theory
In this section, we first review aspects of N = 2 three-dimensional U(1) gauge theo-
ries with charged matter fields. We discuss the interplay among global symmetries, phase
structures, Chern-Simons terms and parity anomalies of such field theories. By construct-
ing such theories by dimensional reduction of certain five-dimensional field theories with
eight supercharges, we associate the resulting three-dimensional field theories with the an-
alyzed conifold transitions in M-theory. While completing this manuscript, the paper [63]
appeared, which has a certain overlap with the aspects discussed in this section.
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5.1. N = 2 three-dimensional field theory
We briefly review a few aspects, mostly following the notation of ref. [14]. The algebra
of three dimensional N = 2 (four supercharges) admits a U(1)R symmetry
32 and a real
central term Z, {Qα, Q¯β} = 2σ
µ
αβPµ + 2iǫαβZ, with all other anticommutators vanishing.
The matter multiplets are in chiral33 superfields X , similar to those of 4d N = 1, [Q¯α, X ] =
0, with CPT conjugate anti-chiral superfields X¯, with [Qα, X¯] = 0.
Considering, say a U(1)r Abelian34 gauge theory, with vector multiplets V a,
a = 1, . . . , r, one can form associated linear multiplets Σa = ǫαβD¯αDβV
a, with D2Σa =
D¯2Σa = 0, i.e. the same as for a conserved current, D2J = D¯2J = 0. Indeed, abelian
gauge fields lead to U(1)J global conserved currents, j
µ = ǫµνρFνρ, that shifts the scalar
dual of the photon, with Σ the corresponding superspace conserved current. The bottom
components of Σa are the real scalars of the Coulomb branch, Σa| = Ja.35
The lagrangian terms involving the gauge multiplet include
LN=2 ⊃
∫
d4θ
(
τabΣ
aΣb + V aJa +
kab
4π
ΣaV b
)
, (5.1)
(summing repeated indices) where τ ∼ g−2 give the gauge kinetic terms, and kab give the
N = 2 supersymmetric Chern-Simons terms:
LN=2 ⊃ −
1
4
τabF
a
µνF
b µν + 12τab∂µJ
a∂µJb +
kab
4π
ǫµνρAaµF
b
νρ −
1
8π2
kac kbd τ
cdJaJb . (5.2)
32 For 3d, N -extended supersymmetry (2N supercharges) it’s an SO(N)R symmetry.
33 The terminology is in analogy with 4d, even though there is no chirality in 3d, since there is
no analog of γ5 and all 3d fermions ψα are two-component. Also similar to 4d, the coupling of the
real scalar in the N = 2 vector multiplet (the A4 component in reducing from 4d) distinguishes
between 3d chiral superfield matter in representations r vs r¯. So, much as in 4d, we can distinguish
between vector-like (real or r⊕ r¯) vs chiral matter representations in 3d N = 2 theories.
34 The non-Abelian case is similar, since the gauge group is anyway broken to the Cartan U(1)r
on the Coulomb branch. We will briefly remark about the differences for the non-Abelian case.
One difference, for the case of non-Abelian N = 2 pure Yang-Mills, with no matter, is that
instantons generate a non-perturbative, runaway superpotential that lifts the Coulomb branch
[24]. For non-Abelian gauge theories with matter, instantons have too many fermion zero modes
to generate a superpotential, though there can be other non-perturbative effects, see e.g. [14].
35 Note that we refer to the bottom component of Σ by the roman letter J , whereas we use the
calligraphic letter J for the conserved currents.
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The Chern-Simons terms give masses ∼ kab to the gauge fields, and the last term in
(5.2) give supersymmetry-preserving superpartner masses to the Ja, lifting the Coulomb
branch. The N = 2 Chern-Simons terms in (5.1) can be expressed in terms of the “twisted
superpotential” W˜ (Σ) = 1
2
kabΣ
aΣb,36 where the term in Lagrangian is
LN=2 ⊃
∫
d4θ ∂aW˜ (Σ)V
a . (5.3)
The V aJa sum in (5.1) can include both dynamical gauge fields coupled to gauge
currents, and also background gauge fields coupled to any global currents; for background
gauge fields, τai → ∞, and Σ
i ∼ m˜ coupling to a global symmetry gives the real mass
term parameters, m˜. Fayet-Iliopoulous terms
∫
d4θ ξaV
a can be regarded as mixed Chern-
Simons couplings between the dynamical field V a and a background field Σi, ξa ∼ kaiΣ
i.
The central term Z can get contributions from real mass terms or FI terms,
Z =
∑
i
qim˜
i, (5.4)
where qi is the charge of the field under a global U(1)i symmetry, m˜
i is the real mass that
can be regarded as a U(1)i background field, m˜
i = Σi|, and the sum includes U(1)J , with
mJ = ξ the FI parameter.
TheN = 2 supersymmetric Chern-Simons term coefficients kab in (5.1) to (5.3) include
both classical and one-loop contributions,
ktotalab = k
cl
ab +
1
2
∑
f
(qf )a(qf )b sign(Mf ) , (5.5)
where f runs over all fermions, (qf )a is its charge under U(1)a and Mf is its real mass,
including the contribution from the Ja expectation values on the Coulomb branch, Mf =
m˜f +
∑
a(qf )aJ
a. There is a quantization condition ktotalab ∈ Z or
1
2Z.
37
36 Again, W˜ (Σ) is not a superpotential in 3d, since Σ is real, but reduces in 2d to a superpo-
tential for twisted chiral superfields.
37 For non-Abelian groups, gauge invariance quantizes ktotal, independent of any details. For
Abelian groups, the quantization relies on having compact U(1)s, and considering the theory on
a compact spacetime X3, with the normalization of the gauge field specified via
∮
A ∈ 2πZ. The
quantization condition depends on X3: if X3 is restricted to be spin, as is required for compact-
ification of M -theory (or having fermions for that matter), one gets k ∈ 1
2
Z; the half-integer
case is is referred to as Abelian spin-Chern-Simons [64,65]. This is similar to compactification of
M-theory to 5d, where the spin restriction on X5 gives ctotal ∈ Z (rather than c ∈ 6Z).
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If the charged matter spectrum representation is vector-like, with all matter chiral
superfields in real or r⊕ r¯ representations, the induced Chern-Simons term vanishes. For
example, for U(1) with chiral matter of charge +1 and −1, the conjugate fields have
opposite sign(Mf ) and make canceling contributions to (5.5). This can also be understood
in terms of the non-renormalization theorems given in ref. [14] related to the non-coupling
of chiral vs linear multiplets: the Chern-Simons term cannot depend on chiral multiplets, so
it cannot depend on complex masses which is a background chiral multiplet. So vector-like
matter can be decoupled with arbitrarily large complex mass mC , with (5.5) unaffected. In
the non-Abelian case, the induced Chern-Simons term on the Coulomb branch is related to
the cubic Casimir, essentially k = kcl+ 12
∑
f d3(rf ) [14], where the sum runs over all chiral
superfields. See ref. [66] for a detailed discussion and the more precise statement. The
upshot is a connection between the one-loop induced Chern-Simons terms of the 3d theory
and the 4d TrF 3 gauge anomaly: the 3d induced Chern-Simons term vanishes precisely if
the matter content would be gauge anomaly free in 4d.
5.2. Effective N = 2 field theory for M-theory on smooth fourfolds with flux
M-theory compactified on a smooth Calabi–Yau fourfold (with or without flux) yields
at low energies three-dimensional N = 2 – i.e., four supercharges – supergravity coupled
to matter and vector multiplets. As shown in refs. [29,15,67], reducing eleven-dimensional
supergravity, along with the additional eleven-dimensional M-theory C∧G∧G and C∧X8
and purely gravitational interactions, leads to the N = 2 three-dimensional supergravity
Lagrangian for the U(1)h
1,1
Coulomb branch moduli Ja, with gauge kinetic terms and
Chern-Simons terms as in (5.1). In particular, three-dimensional Chern-Simons terms
arise from the reduction of the M-theory eleven-dimensional Chern-Simons term C∧G∧G
on fourfold compactifications with non-trivial four-form background fluxes G [68,67]
kab = ∂a∂bW˜ =
∫
X
G
2π
∧ ωa ∧ ωb , (5.6)
where ωa is a basis for H
1,1(X,Z). The quantization condition is kab ∈ Z or kab ∈ Z +
1
2
where the latter possibility is because, as discussed in the above footnote, the 3d spacetime
is necessarily a spin manifold. In comparing with the lagrangian derived in ref. [67], we can
restore the three-dimensional Planck mass scaleM3,
38 and consider the low-energy, gravity
38 The canonical scaling dimensions are assigned as ∆[zα] = 1
2
the free scalar field dimension,
the vector multiplet has ∆[Ja] = ∆[Aaµ] = 1, ∆[τab] = ∆[1/e
2] = −1, and ∆[W˜ ] = 2.
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decoupling limit,M3 →∞. For example L
SUGRA
3d ⊂
M3
2 R−
1
M3
W˜ 2, which decouple in this
limit. The remaining terms are the twisted superpotential Chern-Simons terms (5.6). In
addition to the terms in ref. [67], we have the charged matter contributions, from wrapped
M2 branes, and their superpotential interactions.
5.3. Singularities, charged matter, and the 5d→ 3d reduction
The smooth-fourfold theory of the previous subsection is a three dimensional abelian
gauge theory, without charged matter. Geometric singularities are needed to obtain non-
Abelian groups or charged matter. In our construction of the fourfold as coming from
a threefold that is fibered over a genus g curve C, we can take the shrinking P1 in the
threefold fiber to be very small compared with the curve C, i.e. writing the Ka¨hler class
J = JF + JC for the sizes of the threefold fiber and the curve C, respectively, we can
consider the limit JF ≪ JC , which leads to the mass hierarchy M11d→5d ≫ M5d→3d. The
three-dimensional matter spectrum can then be analyzed by first reducing M-theory on
the threefold, which yields a low-energy five dimensional N = 1 (eight supercharge) theory.
The five dimensional gauge theory is next reduced (fibered) over the curve C to reduce to
the three-dimensional N = 2 (four supercharge) theory.
Let us briefly outline how the latter reduction works, for a general five-dimensional
N = 1 gauge theory, reduced to three dimensions on a genus g curve C. The five-
dimensional theory in flat spacetime would have SO(4, 1)× SU(2)R isometry group, and
reduction on C breaks SU(4, 1) → SO(2, 1) × U(1)L, where the eight supercharges of
five-dimensions transform in the (2s,±
1
2
, 2) of SO(2, 1)× U(1)L × SU(2)R. Four of these
supercharges are preserved if the theory is twisted, modifying the U(1)L factor of the
Lorentz group to U(1)′L, with generator
J ′L = JL + J3 (5.7)
where JL is the 2d U(1)L generator, J3 =
1
2σ3 is the Cartan generator of SU(2)R, and
the preserved supercharges have J ′L = 0. The four preserved supercharges have a three-
dimensional U(1)R symmetry, with generator given by R
3d = 2JL, so the four supercharges
transform under SO(2, 1)× U(1)R as (2s,±1).
The five-dimensional N = 1 (eight supercharge) fields are
5d-vector =
 Aµλ ψ
φR
 , 5d-hyper =
 ψq+q+ q†−
ψ†q−
 , (5.8)
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where SU(2)R acts on the rows, with J3 = ±
1
2 . All 5d spinors in (5.8) reduce as ψ
d=5 →
(ψd=3α ⊗ ψ
d=2
+ )⊕ (ψ
′d=3
α ⊗ ψ
d=2
− ), where ψ
d=3
α=1,2 is a two-component 3d spinor and ψ
d=2
± is
a 2d spinor of U(1)L Lorentz charge JL = ±
1
2 .
Consider first reducing the 5d-vector multiplet in (5.8) on C. Collecting the fields
according to their U(1)L′ spin (5.7), there are fields with J
′
L = 0, which assemble into a
3d N = 2 vector multiplet. There are also fields with J ′L = ±1, which assemble into a
3d N = 2, adjoint valued chiral multiplet. Reducing on C, the U(1)L′ = 0 fields yield a
massless 3d, N = 2 vector multiplet, from the constant mode on C (along with a massive
tower from the other modes of the laplacian on C). The J ′L = ±1 fields are 1-forms on
the curve C, e.g. Az,z¯ = A4 ± iA5, and thus the C laplacian zero modes are given by the
g holomorphic and g anti-holomorphic 1-forms on C. We thus obtain, in addition to the
3d N = 2 massless vector multiplet, g additional massless, 3d N = 2 chiral multiplets,
ϕi=1...g, in the adjoint representation of the gauge group G. The scalar components of
these g chiral multiplets ϕi come from the g holomorphic 1-form Az components of the
five dimensional gauge field on C.39 The coupling of Az to charged matter implies that
ϕi have superpotential couplings to charged matter in three dimensions. For g = 1,
the supersymmetry is enhanced to three dimensional N = 4 and Φ is the adjoint chiral
superfield of the N = 4 vector multiplet.
Now consider reducing a five dimensional matter hypermultiplets in (5.8) on C. Col-
lecting the fields according to their U(1)L′ spin, we find a 3d N = 2 chiral superfield, q+,
in some representation r of the gauge group, with U(1)L′ spin J
′
L = +
1
2 , and a 3d N = 2
chiral superfield q−, in conjugate representation r of the gauge group, with U(1)L′ spin
J ′L =
1
2 . Upon reducing on C, we get massless 3d chiral superfields from the zero modes
of the two-dimensional Dirac operator on C with U(1)L′ spin ±
1
2 . The five-dimensional
hypermultiplet thus reduces to massless three-dimensional chiral multiplets as:
(5d− hyper)→ q
f=1...N+
+ ⊕ q
f˜=1...N−
− , (5.9)
where N± are the numbers of U(1)L spin ±
1
2
fermion zero modes of the two-dimensional
Dirac operator in representation r:
/D2χ
f=1...N+
+ = 0, /D2χ
f˜=1...N−
− = 0. (5.10)
39 Indeed, the 2g real scalars in these multiplets are the 2g Wilson loops
∮
αn
A, where αn are
the 2g one-cycles associated with the four-cycles An in Fig. 1.
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For example, for a U(1) gauge group and a 5d hypermultiplet of charge 1, the reduction
on a genus g curve C yields the three-dimensional spectrum given by:
3d N = 2 multiplet 3d field SO(2, 1) U(1)g U(1)R
Vector multiplet V φ 1 0 0
λ0 2s 0 +1
λ′0 2s 0 −1
Aµ 3 0 0
neutral chiral ϕi = Aiz 1 0 2
multiplets ϕi λiz 2s 0 1
i = 1, . . . , g λiz¯ 2s 0 −1
charged chiral qf+ 1 +1 0
multiplets qf+ ψ
f
q+
2s +1 −1
f = 1, . . . , N+ ψ
′f
q+
2s +1 1
charged chiral qf˜− 1 −1 0
multiplets qf˜− ψ
f˜
q−
2s −1 −1
f˜ = 1, . . . , N− ψ
′f˜
q−
2s −1 1 (5.11)
The multiplicities N± of the charged chiral multiplets are governed by the zero-modes
of the two-dimensional Dirac operator on C twisted by the background flux FC . Note also
that the gauge covariant derivatives in (5.10) contain the gauge connection on C, so the
fermion zero modes are affected by the expectation values of the g, gauge adjoint chiral
multiplets ϕi=1...g that came from the 5d vector multiplet. Non-zero expectation values of
the ϕi=1...g can give 3d complex masses to pairs qf+, q
f˜
−. In terms of the 3d gauge theory
obtained by dimensional reduction on C, this effect is accounted for by a superpotential,
W =
g∑
i=1
N+∑
f=1
N−∑
f˜=1
cif f˜ Tr q
f
+ϕ
iqf˜− (5.12)
with Tr over the gauge indices. For the case of g = 1, where supersymmetry is enhanced,
this is the expected superpotential of 3d N = 4 supersymmetric gauge theories. The
constants cif f˜ can be determined by a topological calculation (independent of the metrics),
as we will exhibit shortly in the connection with M-theory. The 3d complex masses obtained
from (5.12) for non-zero 〈ϕi〉 affects the phase structure of the 3d field theory, for example
lifting Higgs branch moduli.
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While the solutions (5.10) and the numbersN± depend on the ϕ
i moduli, the difference
N+ − N− is the topological index that’s independent of the ϕ
i moduli (since 〈ϕi〉 gives
complex masses to pairs, q+ and q− in pairs). This index is that of the two-dimensional
Dirac operator on C twisted by the background flux FC . In particular, for the case of a
U(1) gauge theory,
index(/D2) = N+ −N− =
∫
C
FC
2π
= n(1− g) . (5.13)
The FC flux in (5.13) corresponds to a magnetic monopole and is thus quantized (see e.g.
section 14.4 in ref. [69]) as Aα =
1
2nωα, where ωα is the U(1)L spin connection on C and
n is an integer unit of flux. For g = 1 there is enhanced supersymmetry and the theory is
necessarily vector-like, fitting with the vanishing index (5.13). For g 6= 1 and n 6= 0 flux
units, the three-dimensional theory has chiral matter, N+ 6= N−.
5.4. The dynamics of 3d U(1) gauge theories for general matter fields of charge ±1
The analysis in [14] focused on the vectorlike matter case, N+ = N− = Nf , noting the
branched moduli space of vacua, with the Higgs branch, and two distinct quantum Coulomb
branches, all meeting at the origin. We here generalize this to allow for N+ 6= N−.
Consider a U(1) gauge theory with N+ chiral superfields q
f=1...N+
+ of charge +1, and
N− chiral superfields q
f˜=1...N−
− of charge −1. The fields and global symmetries are
U(1)R U(1)J U(1)A SU(N+) SU(N−)
q+ 0 0 1 N+ 1
q− 0 0 1 1 N−
M 0 0 2 N+ N−
V± Nf ±1 −Nf 1 1
(5.14)
where Mfg˜ = qf+q
g˜
− are the N+×N− gauge invariant mesons, and V± are chiral superfields
labeling the Coulomb branch, which can be obtained from Σ by dualizing the gauge field
to a compact, real scalar. The U(1)R is an R-symmetry and we could just as well have
chosen a different basis of the U(1)s, e.g. U˜(1)R = U(1)R + rU(1)A. The charges of V±
under the global symmetries follow from a one-loop diagram coupling the global currents
to the gauge fields [14], and here Nf ≡
1
2 (N+ +N−).
ForN+N− 6= 0, there is aN++N−−1 complex dimensional Higgs branch moduli space
of classical vacua when Wtree = 0. The Higgs branch can be parameterized by expectation
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values of the N−N+ meson gauge invariants, subject to their classical constraint coming
from Mfg˜ = qf+q
g˜
−:
MHiggs : 〈M
fg˜〉 with rank(M) = 1. (5.15)
The case N+ = N− was discussed in [14,70]. As in that case, the moduli space generally
separates into three branches: The Higgs branch (5.15) with 〈J〉 = 0, and two distinct
Coulomb branches, Coulomb± with 〈M〉 = 0, and sign(J) = ±1. The quantum Coulomb
branches are parameterized by the chiral superfields V± in (5.14).
The q+ and q− fields get real masses on the Coulomb branch, m˜+ + J and m˜− − J ,
respectively, where m˜± are in the adjoint of SU(N±)×U(1)A. For vanishing real masses,
the Chern-Simons term on the branch Coulomb± is given by (5.5) to be
ktotal± = k
cl ±
1
2
(N+ −N−) (5.16)
with ±12 (N+ −N−) the quantum contribution from integrating out the massive fields q+
and q− fields. When N+ 6= N−, generally k
total 6= 0, lifting both Coulomb branches. It
is possible to tune kcl to leave one of the two Coulomb branches unlifted. Note that kcl
cancels if we consider the difference of the Chern-Simons coefficient on the two Coulomb
branches, which is given by the topological index:
ktotal+ − k
total
− = N+ −N−. (5.17)
Recall first the case N+ = N− = Nf > 0, with kcl = 0 so the two Coulomb branches
are unlifted and meet the Higgs branch at the origin. The theory at the origin flows to
an interacting SCFT [14] that can be described by a dual effective theory of the gauge
invariant moduli fields in (5.14), with
W = −Nf (V+V− detM)
1/Nf . (5.18)
For Nf = 1 the dual theory (5.18) is non-singular and provides a complete dual description
of the low-energy theory and interacting SCFT at the origin. For Nf > 1, the superpo-
tential (5.18) is singular, corresponding to the fact that additional degrees of freedom are
needed to describe the interacting SCFT at the origin.
SCFTs are generic in 3d, so anything pointing toward additional degrees of freedom
beyond the moduli fields can be regarded as some evidence for an interacting SCFT.
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In particular, singular moduli spaces or moduli spaces with branches are some general
evidence pointing toward an interacting SCFT at the singularity.
Let us now discuss the N+ 6= N− cases. For kcl = 0, the Coulomb branches are lifted
by the Chern-Simons terms ktotal± 6= 0, so the moduli space consists only of the Higgs
branch (5.15). Whenever both N+ > 1 and N− > 1, the Higgs branch (5.15) is singular
at the origin (the classical singularity can not be smoothed by quantum effects), which
suggests an interacting SCFT there.
On the other hand, for N+ > 1 and N− = 1, the N+ dimensional Higgs branch is
smoothly parameterized by the mesons M i = qi+q−, so it is possible that the theory with
kcl = 0, and hence lifted Coulomb branches for N+ 6= 1, is an IR free smoothly confined
theory of the mesons M i, without additional SCFT degrees of freedom at the origin. A
weak test of such a scenario is the Z2 parity anomaly matching [14] analog of ’t Hooft
anomaly matching for the global symmetries. The microscopic fields (qi+ and q− and the
U(1) multiplet) in (5.14) give kRR =
1
2N+, kRA = kAA =
1
2(N+ + 1) mod integers. The
Mi low energy fields give kRR =
1
2
N+, kRA = 0, kAA = 0 mod integers. So the parity
anomalies involving U(1)A do not match for N+ even, suggesting again an interacting
SCFT at the origin in that case. Only N+ odd and N− = 1 might have an IR free theory
of mesons, rather than a SCFT.
If N+ 6= N− and k
cl is tuned so that ktotal+ or k
total
− in (5.16) vanishes, then there is
an unlifted Coulomb branch, intersecting the Higgs branch (5.15) at the origin, and there
again we expect an interacting SCFT at the intersection point on the moduli space.
5.5. Comparing M-theory conifold transitions with 3d field theory phase structure
Reducing M-theory on the ruled surface S♯ – as analyzed in Section 3 – actually
leads to two three-dimensional U(1) gauge fields, U(1)F and U(1)C , coming from reducing
C3 on either P
1 or C in (3.2). In terms of the 11 → 5 → 3 reduction, C11d → A5d ∧
JF + C
5d → A3dF ∧ JF + A
3d
C ∧ JC . The U(1)F gauge field A
3d
F comes from the five-
dimensional gauge field A5d, while U(1)C comes from the five-dimensional C
5d 3-form
gauge field. We are interested in the JF ≪ JC limit where the interesting dynamics is
in the U(1)F gauge theory, and we can take a low-energy limit where the U(1)C gauge
theory essentially decouples, together with the gravity multiplet (it comes from C5d, in
the five-dimensional gravity multiplet). The point is that U(1)F has light charged matter,
from M2 branes wrapping the small P1, whereas all matter charged under U(1)C is much
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heavier for JC ≫ JF , as it gets a large real mass m˜ ∼ JC on the Coulomb branch. It is
in this limit that we make contact with the three-dimensional field theory associated to
the spectrum (5.11). Let us know discuss how this correspondence between the M-theory
geometry and the discussed 3d field theory comes about.
As we discussed above, the numbers N± of massless 3d chiral superfields, coming from
the solutions of the Dirac operator zero modes (5.10), are determined by the number of
flux units, with index given by (5.13). Lifting the 5d gauge theory results to M -theory on
S♯, the background flux FC arises from integrating out the P
1-fibers. We therefore identify
the index (5.13) with the torsion classes in eq. (3.41)∫
S♯
G♯
2π
=
∫
C
FC
2π
⇒ k♯ = k♭ = N+ −N− = index(/D2) . (5.19)
The moduli dependence of zero modes (5.10) enters in the M-theory transition through
the dynamical obstructions induced form the flux superpotential (3.56). In particular, the
deformation sections (3.74), which are the global sections of the line bundles E± in (3.72),
are in one-to-one correspondence with the zero mode structure of the Dirac operators
(5.10). Identifying the U(1) line bundle L with the line bundle L in eq. (3.73) arising in the
M-theory transition and using the previous definitions E+ = K
1/2
C ⊗L and E+ = K
1/2
C ⊗L
∗
in eq. (3.72), we get a 1-1 correspondence
H0(C, E±)
1:1
←→ {χ
f=1,...,N±
± } ,
which implies for the multiplicities N+ and N− of the charged chiral fields q+ and q−
N+ = h
0(C, E+) , N− = h
1(C, E−) .
As discussed in the previous sections, interacting SCFTs are generic at the origin
of 3d N = 2 gauge theories with non-zero matter content, and in particular occur at the
transition point in the moduli space between Higgs and Coulomb branches. The interacting
SCFT at the transition point has additional degrees of freedom. In the M-theory geometry
description, M2 branes give a natural source for the additional degrees of freedom. Indeed,
there are tensionless domain walls located at the singularity, which is another tell-tale sign
of an interacting SCFT, where the number of M2 branes can change. This is because at
the origin of the Higgs branch the SU(N+)× SU(N−) flavor symmetry is restored, which
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implies that there are vanishing cycles supporting tensionless domain walls with δM 6= 0
computed by eq. (3.85).
If the 3d theory is related to a 4d theory by a circle compactification, we recover
the result ref. [17] in the four-dimensional theory from F-theory compactification on the
fourfold. As in that case, the index of the charged chiral matter fields q+ and q− can be
written, using Serre duality and the Riemann-Roch theorem, as
N+ −N− = h
0(C, K
1/2
C ⊗L)− h
1(C, K
1/2
C ⊗ L)
= (1− g) +
∫
C
c1(L⊗K
1/2
C ) =
∫
C
FC
2π
.
(5.20)
The latter equality in the second line of (5.20) can again be directly understood as the
statement of the index theorem for the two-dimensional twisted Dirac operator (5.13).
The spectrum obtained form the dimensional reduction of the 5d multiplets (5.8) upon
C and their associated geometric sections are summarized in the following table:
fields SO(2, 1) U(1)L U(1)g SU(2)R sections of
Supercharge (Q,Q′) 2s +1/2 0 2 K
1/2
C
Vector multiplet φ 1 0 0 1 OC
(λ, ψ) 2s +1/2 0 2 K
1/2
C
Aµ 3 0 0 1 OC
Az 1 +1 0 1 KC
Hypermultiplet (q+, q
†
−) 1 0 +1 2 L
ψq+ 2s +1/2 +1 1 K
1/2
C ⊗ L
ψq− 2s +1/2 −1 1 K
1/2
C ⊗ L
∗
(5.21)
Here (Q,Q′) is the pair of pseudo-real spinorial supercharges of five-dimensional N = 1
supersymmetry. Performing the topological twist (5.7), which corresponds to tensoring
the sections of the fields in table (5.21) with KJ3C according to their quantum number of
the Cartan generator J3 of SU(2)R, we obtain the 3d N = 2 supercharges with U(1)L′
spin J ′3 = 0 and arrive at the 3d spectrum of table (5.11).
In the geometry, the coefficients cif f˜ in (5.12) are determined by the integrals
ci f f˜ =
∫
C
(ǫf+ ǫ
f˜
−) ∧ µ¯
i , (5.22)
where ǫ± are the sections of E± associated with the matter fields, and µ¯
i the (0, 1)-form
for the i-th Wilson line, see eq. (4.105) in ref. [17].
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With these identifications at hand we can now compare the phase structure of the dis-
cussed 3d field theory with the local M-theory geometries of Section 3. The two resolved
phases X˜♯1 and X˜
♯
2 map to the two Coulomb branches with sign(φ) > 0 and sign(φ) < 0.
Indeed, as computed explicitly in Appendix B, the flop transition (3.45) induces the dis-
continuous jump in the Chern-Simons term according to the flux-induced twisted super-
potentials integrated over the two flopped volumes (3.9) and (3.14). This matches the
expected jump as induced form the chiral spectrum (5.5), in agreement with (5.17)
∆k = index(/D2) = N+ −N− .
In the context of both the M-theory geometry and the associated 3d field theory, the
presence of non-vanishing Chern-Simons couplings from twisted superpotentials lift those
branches geometrically in the former and field theoretically the latter description.
The deformed M-theory geometry X˜♭ is identified with the Higgs branch of the 3d
field theory. The dimension of this Higgs branch (5.15) agrees with the dimension of the
unobstructed deformation space (3.75). In particular the factorized deformations ǫ = ǫ+ǫ−
in eq. (3.74) get mapped to the gauge invariant mesonic operators Mfg˜.
Let us emphasize that this correspondence holds not only on the level of multiplicities
and of dimensionality of moduli spaces, but also on the level of moduli spaces itself. In
the local M-theory transition the moduli of the background fluxes FC are mapped to the
moduli of the line bundle (3.73), while both in the 5d-to-3d reduction and in the geometric
M-theory conifold transition, the moduli of the curve C enter through their dependence on
the structure of global sections. The underlying reason for this correspondence is that the
Albanese map of the ruled surface S♯ gets identified with the Abel Jacobi map of the curve
C [42], which in turn encods both the dynamically unobstructed deformation directions in
Section 3 and the field-theoretic spectrum (5.11).
Accordingly, as discussed in Section 3, non-zero C-field backgrounds correspond to
non-zero Wilson lines ϕi and also lift massless fields via the couplings (5.12),(5.22). If
h2,1(X♯) = h2,1(X♭) = 0, all the fields ϕi are non-dynamical and their expectation values
are fixed by the global embedding geometry. A very explicit example is provided by the
hyperelliptic cases studied in Section 3.7, where a choice of half-integer C-field values corre-
sponds to a choice of a particular spin structure K
1/2
C . The latter will be fixed in a global
embedding and in turn determine the actual number of holomorphic sections/massless
fields given in eqs (3.84),(3.86). Similarly, the fields ϕi associated to (2, 1)-forms partic-
ipating in the M-theory transition (c.f. eq. (4.15)) are dynamical and further reduce the
Higgs branch dimension by their equations of motion, e.g., setting Fϕi = 0.
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6. Conclusions
We examine topological changing transition for M-theory compactification on Calabi-
Yau fourfolds, which give rise to three-dimensional theories with four supercharges. Com-
pared to extremal transitions of M-theory/type II string compactifications on Calabi-Yau
threefolds, which result in low energy effective theories with eight supercharges, a crucial
new ingredient emerges due to the presence of non-trivial background G-fluxes. There-
fore, the central theme of this work is the interplay among the quantization conditions of
G-fluxes, the contribution of G-fluxes to the tadpole cancellation condition and the flat
directions of the flux-induced scalar potential in the effective three-dimensional description.
To model the conifold transitions of interest, we first analyze non-compact local
Calabi-Yau fourfolds with a genus g curve of conifold singularities. Geometrically, we
find three phases – two small resolutions and one deformation – that smooth the singular
fourfold geometry.40 By including the M-theory G-flux we find a rich structure of con-
sistent flux configurations governing the dynamics along such a conifold transition. The
flux configurations at the boundary constrains and determines the dynamics in the inte-
rior. We argue that finding the flat directions of the flux-induced superpotential in the
M-theory description is mapped to the classical problem of studying global holomorphic
sections of divisors on Riemann surfaces: Namely, the canonical line bundle of the genus
g curve factorizes into the two line bundles E± as determined by the background G-flux
data. The global holomorphic sections of the factors E± then give rise to flat directions of
the flux-induced superpotential. We illustrate our findings for particular curves of genus
g (mainly for hyperelliptic curves), but as our result holds more generally, it would be
interesting to apply our techniques so as to study linear systems of line bundles on generic
Riemann surfaces.
The geometrically derived factorization condition enjoys a beautiful interpretation
in the associated three-dimensional U(1) gauge theory. The M-theory phase structure
matches with the phase structure of such gauge theories, i.e., the two resolved phases
correspond to the two Coulomb branches whereas the deformed phase maps to a Higgs
branch. Moreover, the global sections of the factored bundles E± are in one-to-one corre-
spondence with the ±1 charged chiral spectrum of the U(1) gauge theory. The products
40 Note the interesting distinction from the familiar case of type II string theories on a Calabi–
Yau threefold: in that case, the two small resolutions unify into a single branch of the moduli
space [32].
66
of such sections – realizing the flat directions of M-theory in the deformed phase – corre-
spond in the field theory to gauge invariant mesonic condensates, which parametrize the
Higgs branch of the three-dimensional U(1) gauge theory. Moreover, in the two Coulomb
branches these charged multiplets become massive, they are integrated out and generate
(for a non-vanishing index of the chiral spectrum) a Chern-Simons coupling at one loop.
We demonstrate that the characteristic structure of such one-loop Chern-Simons terms is
reproduced by the M-theory phases attributed to the two small resolutions.
At the transition point itself, the structure of the global symmetries together with
their anomaly structure of the U(1) gauge theory signal the emergence of new degrees of
freedom giving evidence for a non-trivially interacting three-dimensional N = 2 SCFT.
Clearly, it would be interesting to further investigate such a N = 2 SCFT at the transition
point. To make direct contact with the M-theory description we believe that a detailed
analysis of the quantum effects is necessary.
By embedding the local Calabi-Yau fourfold geometries into compact Calabi-Yau four-
folds, we realize conifold extremal transitions in the context of global M-theory compactifi-
cation. A consistent choice ofG-flux also specifies the boundary conditions of the associated
local M-theory geometry. The quantization condition imposed by the global Calabi-Yau
fourfold imposes further constraints on the possible realization of G-flux in the local M-
theory geometries. In order to realize a dynamically unobstructed conifold transition in
this global setting, we find a consistently quantized background G-flux of “mixed type”.
As explained, these flux backgrounds of mixed type include G-flux quanta, which reside
in both the vertical and horizontal cohomology of the Calabi-Yau fourfold. Such G-flux
configurations reflect the factorization condition discovered for flat directions in the local
Calabi-Yau fourfold transitions. In the global fourfold the factorization condition signals
the appearance of non-generic algebraic four-cycle supported with G-flux and extremizing
the flux-induced superpotential.
The class of local geometries for the conifold transitions studied here comprises geome-
tries of “matter curves” in gauge theories from F-theory, studied in depth in refs. [17,18,19].
The local solutions to the quantization and flatness conditions for the G flux (potential)
encountered in our M-theory analysis thus carry over to solutions for the 7-brane dynamics
in F-theory compactifications, provided the 3d spectrum is anomaly free in the 4d sense
and the normal bundle allows for an elliptic fibration. The extension to non-Abelian SU(n)
gauge theories is demonstrated at the hand of an explicit example of a chain of topolog-
ically distinct fourfolds with An−1 surface singularities, connected by extremal conifold
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transitions along curves of varying genera. We discuss consistency of G-fluxes for the in-
dividual fourfolds in the transition chain, but we do not examine the implications of the
flux-induced potentials at the level of the underlying non-Abelian phase structure, and we
hope to return to this analysis elsewhere.
The M-theory analysis again parallels the F-theory discussion in [17,18] and we hope
the results on the M-theory classification of consistent fluxes and the flat directions of their
potential also prove useful in the context of F-theory in the future.
A somewhat curious observation that deserves further study is the relation between
three different objects, namely the phase transitions in (possibly interacting superconfor-
mal) 3d field theory on one hand, the fluxes for the associated extremal fourfold tran-
sition consistent with the local quantization condition on the other hand, and finally
the close connection of these fluxes to 2d Kazama-Suzuki models based on the group
G = SU(M)/(SU(M − ℓ)× SU(ℓ)× U(1)) described in refs. [15,35]. In the present con-
text, M = 2g−2 was related to the genus g of the curve C of conifold singularities and the
integer ℓ = ||k♯| − (g− 1)| is related to the index k♯ of the 3d field theory. This connection
might be interesting from the point of a possible group theoretical classification of the
components of the vacuum space as well as for a better understanding of the field theory
spectrum at the 3d conformal fixed points.
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Appendix A. Calabi–Yau fourfolds and collection of (co)homology data
In this appendix we collect some information on the cohomology groups of the global and
local fourfolds used in the text.
Hodge numbers
A compact Calabi–Yau fourfold X has Hodge numbers hp,q satisfying the usual Hodge
symmetry hq,p = hp,q, Poincare´ duality hn−p,n−q = hp,q and the Calabi–Yau condition
h0,0 = h4,0 = 1, h1,0 = h2,0 = h3,0 = 0. This apparently leaves four independent Hodge
numbers h1,1, h2,1, h3,1, and h2,2, but as shown in [28] they are not independent:
−h1,1 + h2,1 − h3,1 = 8−
χ
6
−2h2,1 + h2,2 = 12 +
2χ
3
(where χ is the Euler characteristic of X), from which it follows that
h2,2 = 44 + 4h1,1 − 2h2,1 + 4h3,1.
The Ka¨hler form J of the Calabi–Yau fourfold also determines a Lefschetz decom-
position of the cohomology. The second cohomology has a one-dimensional imprimitive
part spanned by [J ] and the orthogonal complement (J3)⊥ ⊂ H2(X) is the primitive part
H2prim(X). The fourth cohomology has two imprimitive parts: one spanned by [J
2] and
the other of the form J ∧H2prim(X).
Homology four-cycles and H4(X,Z): global case
For a compact Calabi–Yau fourfold X , Poincare´ duality asserts that if Ei is a basis of four-
cycles for H4(X,Z), then there exists another basis of four-cycles E
∗
i such that Ei ∩E
∗
j =
δij . Thus H
4(X,Z) ≃ H4(X,Z) is an unimodular lattice of rank b4 = 2+2h
1,3+h2,2. The
signature of the lattice is the pair (n+, n−), with the (anti-)self-dual forms contributing
to the positive (negative) part of dimension n+ (n−). From the Hodge index theorem
(working over C), the forms of type (4,0) and (0,4) and primitive (2,2)-forms contribute to
n+, forms of type (3,1) and (1,3) to n−. Of the imprimitive (2,2) forms, those coming from
J ∧H1,1prim (a space of dimension h
1,1 − 1) contribute to n− while the form J
2 contributes
1 to n+. Putting these together, we find
(n+, n−) = (2 + h
2,2 − (h1,1 − 1), 2h3,1 + (h1,1 − 1)).
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On the other hand, from the Hirzebruch signature theorem it follows that [15]
σ = n+ − n− = 8(
χ
24
+ 4), (A.1)
which also follows from the relations above:
n+ − n− = 4 + h
2,2 − 2h1,1 − 2h3,1 = 48 + 2h1,1 − 2h2,1 + 2h3,1 = 32 +
χ
3
.
If c2(X) is even, H
4(X,Z) is even [16], and the lattice Γn+,n− ≃ H
4(X,Z) is unique
up to isometry [71], with inner product
(e∗i , e
∗
j ) ≃ H
⊕
b4−σ
2 ⊕ E
⊕σ8
8 , H =
(
0 1
1 0
)
. (A.2)
Here E8 denotes the Cartan matrix of E8 and we write the formula for σ > 0, with the
obvious changes for σ < 0. If c2(X) is odd, then H
4(X,Z) is odd [16] and the lattice is
again unique up to isometry [71], this time taking the form
(e∗i , e
∗
j ) ≃ (1)
⊕n+ ⊕ (−1)⊕n− . (A.3)
Vertical and horizontal cohomology
Slightly modifying the construction in [72,73,30], we decompose the even cohomology of X
into “vertical” and “horizontal” parts. The vertical cohomology is the subring of H∗(X,Z)
generated by H2(X,Z). That is, the vertical cohomology consists of all linear combinations
of expressions Ji1 ∧ · · · ∧ Jik for integral Ka¨hler classes Jiα . These classes are always of
type (k, k), no matter what complex structure is chosen on X , and can be thought of as
“complete intersections” of divisors on X .
On the other hand, the horizontal cohomology is the subset of H4(X,Z) which is
orthogonal to Ji ∧ Jj for every pair of Ka¨hler classes Ji and Jj . These classes are always
primitive, no matter what Ka¨hler structure is chosen on X .
Finding appropriate supersymmetric four-cycles to represent a given integral cycle
class is a challenging problem. When the class has type (2,2), the celebrated Hodge
conjecture asserts that there should be an algebraic cycle representing the class (which
would provide a supersymmetric cycle). A class which is not in the vertical cohomology
can only be of type (2,2) for a proper subset of the complex structures on X .
On the other hand, when the class is primitive, it has all of the cohomological proper-
ties one expects of a special Lagrangian cycle (although unfortunately we have no general
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existence results which would guarantee that it is a special Lagrangian cycle. A special
Lagrangian representative would be supersymmetric. Note that a class which is not in the
horizontal cohomology can only satisfy this primitivity assumption (the “cohomological
special Lagrangian” assumption) for a proper subset of the Ka¨hler structures on X .
There is a third possibility for a supersymmetric representative, described in [30]:
there could be a representative for the cohomology class which is a Cayley cycle, which
would give a 1/4-BPS cycle.
Note that the intersection form restricted to the horizontal cohomology will not in
general be unimodular. Thus, the decomposition of H4(X,Z) into vertical and horizontal
pieces cannot in general be done over the integers: one needs rational coefficients. We refer
to a four-cycle with components in both spaces as a mixed four-cycle.
Moreover, although a basis of integral cycles for these vertical/horizontal subspaces
can be determined by fourfold mirror symmetry as described in [68,74], these will not
generate H4(X,Z), which is the relevant group for the (appropriately shifted) G-flux.
As a simple example consider the sextic X in P5 with h1,1(X) = 1 generated by the
hyperplane H with
∫
X
H4 = 6. The generator of non-primitive four-forms in H2,2V (X)
is the dual of an irreducible sextic in P3 of class H2 with
∫
X
(H2)2 = 6. The primitive
part is expected to be generated (over the rationals) by duals of special Lagrangian cycles.
The basis of algebraic and special Lagrangian cycles generates a finite index sublattice of
H4(X,Z). A basis of H
4(X,Z) necessarily includes a mixed class of the form e = 16H
2+θ,
with θ a rational multiple of a form dual to a special Lagrangian cycle, possibly dual to a
Cayley cycle.
Mirror symmetry and the Hodge conjecture
We have identified certain cycles – the integral (p, p) cycles – as being suitable for fluxes that
minimize the superpotential, and other cycles – the integral primitive cycles – as being
suitable for fluxes that minimize the twisted superpotential. Mirror symmetry between
pairs of Calabi–Yau fourfolds should exchange several things: the horizontal and vertical
cohomologies should be exchanged, the integral (p, p) cycles (which may include more
cycles than just the vertical cohomology) should be exchanged with the integral primitive
cycles (which may include more cycles than just the horizontal cohomology).
To get supersymmetric representatives of cycles, calibrated cycles should be used, and
the two natural calibrations for Calabi–Yau fourfolds – the Ka¨hler calibration and the
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special Lagrangain calibration – should also be exchanged under mirror symmetry (since
they lead to different types of branes). Since the Hodge conjecture can be interpreted as
asserting that any integral (p, p) cycles is, up to torsion, a rational linear combination of
Ka¨hler-calibrated cycles (i.e., algebraic cycles), it is tempting to formulate the following:
Mirror Hodge Conjecture. If G is a middle-dimensional cycle on a compact Calabi–
Yau manifold such that [G]∧ J is an exact form, then, up to torsion, G is a rational linear
combination of special Lagrangian cycles.
Although not as well motivated by mirror symmetry, one can go on to formulate the:
Symplectic Hodge Conjecture. If G is a middle-dimensional cycle on a compact sym-
plectic manifold such that [G]∧ω is an exact form (where ω is the symplectic form), then,
up to torsion, G is a rational linear combination of Lagrangian cycles.
Cohomology groups of local fourfolds
As described in the text, the common boundary ∂X˜ of the local fourfolds X˜♯ and X˜♭ is
a S3 bundle with base S♯. The integral cohomology and homology groups H3(∂X˜,Z) can
be computed from the Gysin long exact sequence, or the Leray spectral sequence, to be
Hq(∂X˜,Z) ≃

Z q = 0, 7
Z2g q = 1, 3, 6
Z2 q = 2, 5
Z2g ⊕ Z2g−2 q = 4
, Hq(∂X˜,Z) ≃

Z q = 0, 7
Z2g q = 1, 4, 6
Z2 q = 2, 5
Z2g ⊕ Z2g−2 q = 3
.
By exploiting the fibered structure of the local fourfolds X˜♯ and X˜♭, we determine their
cohomology groups to be
Hq(X˜♯,Z) ≃

Z q = 0, 4
Z2g q = 1, 3
Z2 q = 2
0 else
, Hq(X˜♭,Z) ≃

Z q = 0, 2, 5
Z2g q = 1
Z4g−3 q = 4
0 else
.
Via the duality relations Hq(X˜♯/♭,Z) ≃ Hq(X˜
♯/♭,Z) ≃ H8−qc (X˜
♯/♭,Z), we can also deduce
the cohomology groups H8−qc (X˜
♯/♭,Z) of compact support, which are Poincare´ dual to the
homology groups Hq(X˜
♯/♭,Z).
Hodge structure of the stable degeneration components X and Y
As described in the section 4.3 in the semi stable degeneration – relevant to the extremal
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transition X♭ to X♯ – the Calabi–Yau fourfold X♭ degenerates into two four-dimensional
component varieties X and Y intersecting transversely in the three-dimensional variety
E. Since the variety X is the blowup of X♯ along the genus g curve C, its non-vanishing
Hodge numbers read [42]
h0,0(X) = h4,4(X) = h4,0(X) = h0,4(X) = 1 ,
h1,1(X) = h3,3(X) = h1,1(X♯) + 1 ,
h2,1(X) = h1,2(X) = h3,2(X) = h2,3(X) = h2,1(X♯) + g ,
h3,1(X) = h1,3(X) = h3,1(X♯) ,
h2,2(X) = h2,2(X♯) + 2 ,
(A.4)
expressed in terms of the Hodge numbers h1,1(X♯), h2,1(X♯), h3,1(X♯), and h2,2(X♯) of the
Calabi–Yau fourfold X♯.
The variety Y is a quadratic hypersurface inside a P4 bundle of the genus g curve C.
For generic fibers over C the quadric fibers are of rank 5, while there are 2g−2 non-generic
points on C, where the quadric fibers drop to rank 4. Using topological surgery techniques
in the vicinity of the points of C, where the quadric fibers degenerate to rank 4, the Hodge
numbers of the variety Y can be derived
h0,0(Y ) = h4,4(Y ) = 1 ,
h1,0(Y ) = h0,1(Y ) = h4,3(Y ) = h3,4(Y ) = g ,
h2,1(Y ) = h1,2(Y ) = h3,2(Y ) = h2,3(Y ) = g ,
h1,1(Y ) = h3,3(Y ) = 2 ,
h2,2(Y ) = 2g .
(A.5)
Finally, the non-vanishing Hodge numbers of the intersection E, which is a P1×P1 bundle
of the curve C, are given by
h0,0(E) = h3,3(E) = 1 ,
h1,1(E) = h2,2(E) = 3 ,
h1,0(E) = h0,1(E) = h3,2(E) = h2,3(E) = g ,
h2,1(E) = h1,2(E) = 2g .
(A.6)
With the help of eqs. (A.5), (A.4) and (A.6), we will evaluate the maps in eq. (D.1), where
X [0] is the disjoint union of X and Y and X [1] ≡ E.
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Appendix B. Conifold flop transitions in local Calabi–Yau fourfolds
To describe the flop transition between the two small resolutions X˜♯1 and X˜
♯
2, we
describe the conifold fibers of the genus g curve C as a symplectic quotient V//U(1) as in
refs. [33,34]. To this end we introduce gauged linear σ-model fields s1, s2 and s3, s4 with
U(1) charge +1 and −1, respectively. As usually, these gauged linear σ-model fields are
constrained by the D-term
|s1|
2 + |s2|
2 − |s3|
2 − |s4|
2 = r , (B.1)
where the parameter r distinguishes among the singular phase X˜sing (for r = 0) and the
two small resolutions X˜♯1 (for r > 0) and X˜
♯
2 (for r < 0) [34]. In the following we collectively
denote the geometry of these three phases by X˜r.
In addition to their U(1) charges the fields s1 to s4 transform as sections of line bundles
S1 to S4 over the curve C, and therefore the local fourfold X˜r is realized as the non-trivial
fibration
V//U(1) // X˜r
π

C
. (B.2)
The coordinates x1 to x4 in eq. (3.1) arise as the gauge invariant combinations
x1 = s1s3 , x2 = s2s4 , x3 = s1s4 , x4 = s2s3 , (B.3)
which fulfill the relation (3.1) by construction. Moreover, the line bundles Sℓ are related
to the line bundles Lℓ according to
41
L1 = S1 ⊗ S3 , L2 = S2 ⊗ S4 , L3 = S1 ⊗ S4 , L4 = S2 ⊗ S3 . (B.4)
The (compact) surfaces S♯1 and S
♯
2 of the small resolutions X˜
♯
1 and X˜
♯
2 are now given
by
r > 0 : S♯1 = {s3 = s4 = 0} , r < 0 : S
♯
2 = {s1 = s2 = 0} . (B.5)
41 In terms of the line bundles Lℓ, these relations specify the line bundles Sℓ up to a line bundle
P, i.e., S1/2 ∼ S1/2 ⊗ P and S3/4 ∼ S3/4 ⊗ P
−1. Note, however, that the line bundle P cancels
out in the symplectic quotient V/U(1).
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Furthermore, we define the divisor class Dℓ = {sℓ = 0} and Dp = π
−1(p) in terms of a
point p on the curve C. Note that these divisor classes do not depend on the parameter r
because the fourfold X˜r is a normal variety for all values of r (as the conifold singularities
arise in X˜r for r = 0 at codimension two). As a consequence, we can also define the
cohomology elements H2(X˜r) (because H
2,0(X˜r) = 0) in a r-independent way by means
of Poincare´ duality. Thus, we define the (1, 1)-forms ωℓ and ωp as duals of the divisors Dℓ
and Dp.
Let us first concentrate on the phase r > 0. The surface S♯1 intersects Dp at a generic
P1-fiber F1, i.e.,
F1 = S
♯
1.Dp . (B.6)
The generic fiber F1 yields according to ref. [34] the intersection numbers
F1.D1/2 = S
♯
1.Dp.D1/2 = 1 , F1.D3/4 = S
♯
1.Dp.D3/4 = −1 , F1.Dp = S
♯
1.Dp.Dp = 0 .
(B.7)
The vanishing intersection is a consequence of the fact that two generic fibers F1 are non-
intersecting. Furthermore, S♯1 intersects the divisors D1/2 in the two sections C
′
1 and C1,
i.e.,
C1 = S
♯
1.D2 , C
′
1 = S
♯
1.D1 , (B.8)
and we arrive at their intersections
C1.Dp = 1 , C1.D1 = 0 , C1.D2 = degL4 − degL1 = −n ,
C′1.Dp = 1 , C
′
1.D2 = 0 , C
′
1.D1 = degL1 − degL4 = n ,
(B.9)
and the self-intersection
S♯1.S
♯
1 = 2− 2g . (B.10)
The vanishing intersections are a consequence of the fact that the two sections C1 and C
′
1
are disjoint in S♯1. The intersections C1.D2 = S
♯
1.D2.D2 and C
′
1.D1 = S
♯
1.D1.D1 and the
self-intersection of S♯1 are calculated by using eqs. (B.4) and the fact that – on the level of
the performed intersection calculus – we have the relations D1+D3 ∼ (deg S1+deg S3)Dp,
D2 +D3 ∼ (deg S2 + deg S3)Dp and so on. By inspecting the resulting intersection num-
bers (B.7) and (B.9), we readily identify the curves C1 and F1 with the curves C and F (and
C′1 with C
′) of eq. (3.5). The Ka¨hler form is again given by J(S♯1) = J
F
1 (ω2+nωp)+J
C
1 ωp
(c.f., eq. (3.9)), and, as before, we find the Ka¨hler volume
1
2
∫
S♯1
J(S♯1) ∧ J(S
♯
1) =
n
2
(JF1 )
2 + JF1 J
C
1 , (B.11)
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where JF1 and J
C
1 measure the volumes of the curves F1 and C1.
We now turn to the phase r < 0. In particular, we are interested how the volume
integral (B.11) behaves as we traverse from the r > 0 phase to the r < 0 phase. The divisors
and their dual (1, 1)-forms remain invariant, but we need to recalculate the intersection
numbers. Using similar arguments as for the intersection numbers in the phase r > 0, we
find for r < 0
S♯2.Dp.D1/2 = −1 , S
♯
2.Dp.D3/4 = 1 , S
♯
2.D3.D4 = 0 , S
♯
2.D2.D2 = n− (2g − 2) ,
(B.12)
and
S♯2.S
♯
2 = 2− 2g . (B.13)
With these intersection numbers we immediately infer the volume integral (3.14) of the
surface S♯2 expressed in terms of the Ka¨hler coordinates J
F
1 and J
C
1 .
Appendix C. The quarternionic Hopf fibration and the Milnor fibration
In order to control the intersection properties of the four-cycles B♭ℓ on X˜
♭, we must
take some care in how they are defined. Our main tools are the Milnor fibration [75] and
the quaternionic Hopf fibration.
Locally near a zero of ǫ, we can use ǫ as a local coordinate on the curve C, and regard
ǫ as locally describing the map X˜♭ → C. The fiber of the map over 0 has a singular point,
and locally near that singular point, there are four coordinates xℓ on X˜♭ with respect to
which the function ǫ takes the form
ǫ = x1x2 − x3x4 .
We will use these coordinates to describe the fourfold near such a zero, which is isomorphic
to a neighborhood of the origin in C4.
The function ǫ = ǫ(xℓ) : C
4 → C defines an isolated hypersurface singularity, and
Milnor found a very elegant way to describe the topology near such a singularity. Let
S7r = {‖x1‖
2 + ‖x2‖
2 + ‖x3‖
2 + ‖x4‖
2 = r2} be the sphere of radius r in C4. The Milnor
fibration is the map
ǫ
‖ǫ‖
∣∣∣∣
S7r−(S
7
r∩{ǫ=0})
: S7r − (S
7
r ∩ {ǫ = 0})→ S
1,
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and its fibers, the Milnor fibers, are in general homotopic to a wedge of 3-spheres. In
our case, the function ǫ describes the simplest isolated hypersurface singularity, and the
Milnor fiber is diffeomorphic to T ∗S3, the cotangent bundle of the 3-sphere. A 3-sphere
in the Milnor fiber is a vanishing cycle, since there is a four-chain whose boundary is the
3-sphere, given by taking the cone over S3 ⊂ S7r to get a bounding four-chain Σ
4 ⊂ B8r,
where B8r is the 8-ball of radius r.
As we will show momentarily, a generating 3-sphere in the Milnor fiber can be de-
formed to a 3-sphere contained in the fiber of the map ǫ. Our strategy for giving an explicit
description of the four-cycles B♭ℓ is as follows. We have a path joining p0 to pℓ on C. In
the middle of this path, we follow a 3-sphere within the fiber of the map X˜♭ → C. Near
each endpoint, though, we stop following the path, and follow instead the deformation of
the 3-sphere in the fiber of ǫ to a 3-sphere in the Milnor fiber of small radius, concluding
by using the bounding four-chain Σ4 to close off the four-cycle.
In order to describe the behavior explicitly near the origin, we use the quaternionic
Hopf fibration. Let us introduce quaternion variables q1 = x1 + x4j and q2 = x3 + x2j
which allow us to regard C4 as H2. Note that the quaternionic conjugate q1 = x¯1 − x4j
satisfies q1q1 = ‖q1‖
2 = ‖x1‖
2 + ‖x4‖
2.
There is a natural map H2 → HP1 ∼= S4 defined by (q1, q2) 7→ [q1, q2]. If q1 6= 0 then
[q1, q2] = [1,
q2
q1
] = [1,
q2q1
‖q1‖2
] = [1,
(x3 + x2j)(x¯1 − x4j)
‖x1‖2 + ‖x4‖2
]
= [1,
(x¯1x3 + x2x¯4) + (x1x2 − x3x4)j
‖x1‖2 + ‖x4‖2
] .
If we restrict this map to the sphere S7r ⊂ H
2 of radius r, we get the quaternionic Hopf
fibration S7 → S4 whose fibers are 3-spheres. More explicitly, if we fix σ + τj ∈ H ⊂ S4,
then the quaternionic Hopf fiber over σ + τj defined by
x¯1x3 + x2x¯4
‖x1‖2 + ‖x4‖2
= σ ,
x1x2 − x3x4
‖x1‖2 + ‖x4‖2
= τ , ‖x1‖
2 + ‖x2‖
2 + ‖x3‖
2 + ‖x4‖
2 = r2
is a three-sphere.
We have chosen our coordinates very carefully, to insure that τ/‖τ‖ = ǫ/‖ǫ‖. Thus,
the three-spheres in the quaternionic Hopf fibration are contained in the Milnor fibers for
the function ǫ = x1x2−x3x4. (Note that the complex variable σ labels a real 2-parameter
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family of such 3-spheres within a fixed Milnor fiber labeled by τ . We denote that 3-
sphere by S3σ if we need to emphasize this dependence on parameters.) The advantage
of this description is that we can immediately see that the bounding four-chains Σ4 are
quaternion-linear subspaces of H2, and so are nonsingular four-manifolds with boundary.
Moreover, any two such bounding four-chains meet transversally in a single point, with
intersection number +1 (using the natural orientation of the quaternions). This reflects a
well-known property of the quaternionic Hopf fibration, analogous to the same property
of the ordinary Hopf fibration: any two fibers S3j ⊂ S
7 (j = 1, 2) of the quaternionic Hopf
fibration have linking number 1 in the 7-sphere.
To finish our story, we must show that the Hopf fiber S3σ in the Milnor fiber over
τ/‖τ‖ can be naturally deformed to a 3-sphere in the fiber ǫ−1(τ) of the holomorphic map
ǫ. Assume that σ 6= 0, which imples that x1 and x4 do not simultaneously vanish on S
3
σ.
We rescale, defining
x̂ℓ =
xℓ√
‖x1‖2 + ‖x4‖2
, ℓ = 1, 2, 3, 4 .
The defining equations for the fiber of the Hopf fibration become
¯̂x1x̂3 + x̂2 ¯̂x4 = σ , x̂1x̂2 − x̂3x̂4 = τ , ‖x̂1‖
2 + ‖x̂4‖
2 = 1 .
That is, the rescaled 3-sphere Ŝ3σ is contained in ǫ
−1(τ). (Note that ‖x̂1‖
2 + ‖x̂2‖
2 +
‖x̂3‖
2+ ‖x̂4‖
2 = r2(‖x1‖
2+ ‖x4‖
2) does not constrain the variables, but rather, allows the
definition
‖x1‖
2 + ‖x4‖
2 =
‖x̂1‖
2 + ‖x̂2‖
2 + ‖x̂3‖
2 + ‖x̂4‖
2
r2
,
which can be used to construct the inverse transformation.)
Let us now consider the intersection number of two such cycles B♭ℓ .B
♭
ℓ′ . Near each
point pj , the bundle of 3-spheres in fibers is an oriented bundle, so we can fix a consistent
orientation of the 3-spheres throughout a neighborhood of pj . We can also fix a common
orientation for all paths emanating from pj , either pointing towards the point or pointing
away from the point. Note that changing the orientation of all of the 3-spheres changes
the orientations of both B♭ℓ and B
♭
ℓ′ , and thus does not change the intersection number.
Similarly, changing the orientation of all of the paths emanating from pj does not change
the intersection number.
We computed a local contribution to the intersection number at a point pj by using
the natural orientation of the quaternions. Given a choice of how to orienting paths
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emanating from pj , the quaternion orientation determines an orientation of all of the 3-
spheres. Whichever orientation it is, it is the same orientation for both four-cycles, so the
local contribution of + 1 to the intersection number is correct.
Globally, if ℓ 6= ℓ′ then B♭ℓ and B
♭
ℓ′ are given by paths from p0 to pℓ and pℓ′ , respectively.
If we choose the tangent directions of those two paths at p0 to be different, then we can
use the computation above to conclude that the intersection number is 1.
On the other hand, if ℓ = ℓ′, we can choose two different paths from p0 to pℓ, and
we can take them to have differnt tangent directions at p0 and also at pℓ. Thus, at each
endpoint we get a contribution of 1, for a total intersection number of 2.
Appendix D. The Clemens-Schmid exact sequence
D.1. Triple-point-free Clemens-Schmid exact sequences
The original sources for the Clemens–Schmid exact sequence are refs. [76,77]; we follow
the exposition in ref. [78], which is based in part on refs. [79,80,81].
A semistable degeneration is a Ka¨hler manifold X of dimension d + 1 together with
a map X → ∆ to the unit disk such that the fibers Xt := π
−1(t) for t 6= 0 are compact
complex manifolds of dimension d and X0 =
⋃
Xi is reduced divisor with eachXi a compact
complex manifold of dimension d, such that all intersections of distinct components Xi1 ,
. . . , Xik are transverse. (“Reduced” means that the function t has a simple zero along
each Xi.)
We will consider a special case of this, in which Xi meets Xj transversally for i 6= j,
but all triple intersections Xi ∩Xj ∩Xk (i, j, k distinct) are empty. In this case, we call
the degeneration triple-point-free following refs. [82,83].
For a triple-point-free degeneration, define X [0] to be the disjoint union of the com-
ponents Xi, and X
[1] to be the disjoint union of the intersections Xij := Xi ∩Xj. There
are restriction maps
Hm(X [0]) −→ Hm(X [1]) ,
and we define
E0,m2 := Ker(H
m(X [0]) −→ Hm(X [1])) ,
E1,m2 := Coker(H
m(X [0]) −→ Hm(X [1])) .
(D.1)
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As the notation suggests, these are the E2 terms in a spectral sequence, which degenerates
at E2 and converges to the cohomology of X0. In practice, this means that there are short
exact sequences
0 −→ E1,m−12 −→ H
m(X0) −→ E
0,m
2 −→ 0 . (D.2)
For brevity, we denote Hm(X0) by H
m. It turns out that this is also isomorphic to
the cohomology of the total space Hm(X ). (For general semistable degenerations, the
construction involves more strata X [k], and is much more complicated.)
These cohomology groups carry mixed Hodge structures. This means that there is a
“weight” filtration on cohomology whose graded pieces carry Hodge structures of the given
weight.42 In the triple-point-free case, the weight filtration has only two non-trivial terms:
Wm−1H
m = E1,m−12 , and WmH
m = Hm (with Wm−2H
m = {0}); the corresponding
graded pieces GrWm−1H
m := Wm−1H
m and GrWmH
m := WmH
m/Wm−1H
m carry Hodge
structures of weights m− 1 and m, respectively.
There is an induced filtration, with induced Hodge structures of negative weight, on
the homology Hm. The weights of the Hodge structures are −m and −m + 1.
On the other hand, the cohomology of the general fibers Hm(Xt) admit a monodromy
transformation T with a logarithm N , and the limit as t → 0 of the Hodge structures on
Hm(Xt) gives another mixed Hodge structure. Let us denote this limit by H
m
lim. The mon-
odromy weight filtration is in general a somewhat complicated linear algebra construction
using N , but in the case that N2 = 0 (which corresponds to our triple-point-free situation)
it takes a simple form:
Wm−1H
m
lim = Im(N) , WmH
m
lim = Ker(N) , Wm+1H
m
lim = H
m
lim . (D.3)
So there is a Hodge structure of weight m − 1 on Im(N), a Hodge structure of weight m
on Ker(N)/Im(N) and a Hodge structure of weight m+ 1 on Hmlim/Ker(N).
The Clemens–Schmid exact sequence is an exact sequence of mixed Hodge structures:
· · · −→ H2n−m+2
α
−→Hm
i∗
−→Hmlim
N
−→Hmlim
β
−→H2n−m
α
−→Hm+2 −→ · · · . (D.4)
42 A Hodge structure of weight k on a vector space V is a decomposition V ⊗C ∼=
⊕
p+q=k
V p,q
with V q,p = V p,q.
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Let us describe the various maps in this sequence. N is the logarithm of monodromy, as
described above. i∗ is just the restriction of a cohomology class from the total space X to
the fiber Xt. α is the composition of Poincare´ duality on the total space
H2n−m+2(X ) −→ H
m(X , ∂X ) ,
with the natural map from relative cohomology to absolute cohomology
Hm(X , ∂X ) −→ Hm(X ) ,
while β is the composition of Poincare´ duality on the fiber
Hm(Xt) −→ H2n−m(Xt) ,
with the homology push-forward
H2n−m(Xt)
i∗−→H2n−m(X ) .
The Clemens–Schmid exact sequence induces exact sequences on the graded pieces,
which are morphisms of (pure) Hodge structures. There are four such exact sequences:
three isomorphisms
0 −→ GrWm+1H
m
lim
N
−→GrWm−1H
m
lim −→ 0 , (D.5)
0 −→ GrWm−1H
m i
∗
−→GrWm−1H
m
lim −→ 0 , (D.6)
0 −→ GrWm+1H
m
lim
β
−→GrWm−2n+1H2n−m −→ 0 , (D.7)
and a more interesting one
0 −→ GrWm−2H
m−2
lim
β
−→GrWm−2n−2H2n−m+2
α
−→GrWmH
m i
∗
−→GrWmH
m
lim −→ 0 . (D.8)
Thus, the crucial things to calculate in any example are the kernel and cokernel of
α : GrWm−2n−2H2n−m+2 −→ Gr
W
mH
m , (D.9)
for each m.
D.2. Conifold transition in Calabi–Yau threefolds
The Clemens–Schmid exact sequence can be used to study three-dimensional conifold
transitions [53,2] in the general geometric setting of refs. [84,85,86,87]. This has previously
been worked out in ref. [88]; we review it here to establish notation and familiarity with
our setup.
We take a family X˜ of Calabi–Yau threefolds Xs depending on s ∈ ∆ which acquires
δ nodes at s = 0. Our key assumption is that the δ vanishing cycles for these nodes
only span a subspace of dimension σ := δ − ρ within H3(Xs). Since the vanishing cycles
span the image of N on H3lim, this implies that W2H
3
lim = Im(N) has rank σ, and so that
GrW2 H
3 ∼= GrW2 H
3
lim also has rank σ.
To obtain a semistable degeneration, we would like to blowup the nodes, but a simple
computation shows that the resulting central fiber would not be reduced (i.e., the function
s would have a double zero along the exceptional divisor). The way forward is pointed to
by Mumford’s semistable reduction theorem [89], and we make the “basechange” s = t2
before blowing up the nodes.
It is worth making the local computation to see what is going on. We have
x1x2 − x3x4 = t
2 ,
and we are blowing up the origin in that space. At t = 0 we see two (local) components:
one of them, X , is the blowup of the original fiber X˜0 at the node. Note that this is
the not the familiar small blowup which replaces the node by a P1 but rather a bigger
blowup which replaces it by a quadric surface P1 × P1. The other local component Y is
the exceptional divisor of the blowup, isomorphic to a nonsingular quadric hypersurface in
P4. Note that X ∩ Y = E ∼= P1 × P1.
More globally, we will have X and δ exceptional divisors Y1, . . . , Yδ, one for each node,
with X0 = X ∪
⋃
Yi. X is the blowup of X
♯ along the rational curves S♯i with exceptional
divisors Ei ⊂ X , and Xt coincides with X
♭.
To compute the cohomology of X0 and its weight filtration, we must study the maps
Hm(X [0])→ Hm(X [1]), which in this case can be written as
Hm(X♯)⊕Blm ⊕
⊕
Hm(Yi) −→
⊕
Hm(Ei) ,
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where Blm represents the addition to the cohomology of X♯ caused by the blowup. Ex-
plicitly, if ei ⊂ Ei is the fiber of Ei → S
♯
i , then Bl
2 =
⊕
Z[Ei] and Bl
4 =
⊕
Z[ei].
In the cases m = 1 and m = 5, all of the constituents of the cohomology vanish, so we
conclude that W1H
1, W1H
2, W5H
5, and W5H
6 all vanish. In the case m = 3, the only
nonvanishing constitutent is H3(X♯), so W3H
3 = H3(X♯) and W3H
4 vanishes.
In the case m = 0, the maps H0(Yi) → H
0(Ei) are isomorphisms, so the kernel is
just W0H
0 = H0(X♯) and the cokernel W0H
1 vanishes. In the case m = 6, the right side
vanishes and we simply get W6H
6 = H6(X♯)⊕
⊕
H6(Yi) = Z
δ+1.
In the case m = 4, since GrW4 H
5 vanishes, the map
H4(X♯)⊕
⊕
Z[ei]⊕
⊕
H4(Yi) −→
⊕
H4(Ei)
is surjective, and its kernel must be W4H
4 = H4(X♯)⊕ Zδ.
Finally, in the case m = 2, since GrW2 H
3 has rank σ and it is the cokernel of the map
H2(X♯)⊕
⊕
Z[Ei]⊕
⊕
H2(Yi) −→
⊕
H2(Ei) ,
the kernel of that map is W2H
2 = H2(X♯)⊕ Zσ.
Now we can use the Clemens–Schmid exact sequence to relate the cohomology and
Hodge structures of X♯ and X♭. We focus on the “interesting” part of the sequence. If
m = 4, this reads
0 −→ GrW2 H
2
lim −→ Gr
W
−4H4 −→ Gr
W
4 H
4 −→ GrW4 H
4
lim −→ 0 .
Note that there is no monodromy here, so the first and last terms coincide with H2(X♭)
and H4(X♭), respectively. Since the middle two groups have the same rank, the kernel
and cokernel must also have the same rank. This simply expresses Poincare´ duality for
H∗(X♭), and we learn nothing new.
If m = 3, our sequence reads
0 −→ GrW1 H
1
lim −→ Gr
W
−5H5 −→ Gr
W
3 H
3 −→ GrW3 H
3
lim −→ 0 .
The first two terms vanish, so this gives an isomorphism between the last two terms. The
last term is only part of H3(X♭), and in fact we have
H3(X♭) = GrW3 H
3
lim ⊕ Z
2σ = H3(X♯)⊕ Z2σ .
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Note that at the level of Hodge structures, the limit of the Hodge structures on H3(Xt)
as t → 0 retains a piece of smaller rank which coincides with H3(X♯) and has a Hodge
structure of weight 3, while the other part of the cohomology goes to parts of the limiting
mixed Hodge structure of weights 2 and 4.
Finally, if m = 2, our sequence reads
0 −→ GrW0 H
0
lim −→ Gr
W
−6H6 −→ Gr
W
2 H
2 −→ GrW2 H
2
lim −→ 0 .
The first two terms have ranks 1 and δ + 1, respectively, and the third term is isomorphic
to H2(X♯)⊕ Zσ. Thus,
H2(X♯) = GrW2 H
2
lim ⊕ Z
δ−σ = H2(X♭)⊕ Zδ−σ .
D.3. Conifold transition along a genus g curve in global Calabi–Yau fourfolds
To apply the Clemens–Schmid exact sequence to our fourfold extremal transition
between the Calabi–Yau fourfolds X♯ and X♭, we must first construct a semistable degen-
eration, which relates one to the other.
Our deformed Calabi–Yau fourfold has a local equation of the form
x1x2 − x3x4 = ǫ ,
where x1, x2, x3, x4, and ǫ are sections of the bundles L1, . . . , L4, and KC over C,
respectively. We make a one-parameter deformation of this for t ∈ ∆ (the unit disk),
approaching the singular Calabi–Yau space at t = 0, as follows. For that purpose, we use
the equation
x1x2 − x3x4 = t
2ǫ , (D.10)
where t is the coordinate on the disk ∆. We will resolve singularities by blowing up
x1 = . . . = x4 = t = 0, which gives a variety that is still fibered over C. (We can treat ǫ as
a local coordinate on C.)
We can in fact regard eq. (D.10) as defining the deformation more globally. When we
do the blowup, on the central fiber we don’t get the usual “small” blowup X♯, but rather,
the proper transform in that blowup is a variety X which is the blowup of X♯ along S♯.
There is also an exceptional divisor Y of this blowup map in the ambient space, and all
84
together the blown up total space gives a family X mapping to the disk via t, such that
the central fiber is X0 = X ∪ Y .
To see the structure more clearly, we blow up in the ambient space in terms of the
local coordinates z0 to z4 with z0 =
t
x1
, z1 = x1, z2 =
x2
x1
, . . . , z4 =
x4
x1
. (These local
coordinates are again appropriate sections over the curve C.) Then the equation (D.10)
becomes
z2 − z3z4 − z
2
0ǫ = 0 , (D.11)
while the reduced form of the resulting semistable degeneration reads
t = z0 z1 .
The components z0 = 0 and z1 = 0 intersect the (local) hypersurface equations (D.11)
transversly and gives rise to the varieties X and Y , respectively.
Intrinsically, we can describe Y – locally given as z1 = 0 – as a quadratic hypersurface
inside a P4 bundle over C. More precisely, the bundle is P(L1⊕L2⊕L3⊕L4⊕O) (spanned
by x1, . . . , x4, and t) when ǫ giving a coefficient in the equation. As a consequence, the
fibers of Y → C are quadrics of rank 5 for generic points of C, dropping to rank 4 precisely
at the 2g − 2 zeros of the section ǫ of the canonical bundle.
We let E = X ∩ Y , which locally is given by z0 = z1 = 0. This is a P
1 × P1 bundle
over C; more precisely, it is the fibration {x1x2 − x3x4 = 0} ⊂ P(L1 ⊕ L2 ⊕ L3 ⊕ L4).
The cohomology of the central fiber X0 is governed by the short exact sequence (D.2),
which – together with the relations (D.1) for the disjoint union X [0] of X and Y ,
and for X [1] ≡ E – results into the (non-vanishing) graded pieces GrWm−1H
m(X0) and
GrWmH
m(X0). The for us relevant graded cohomology groups together with their mixed
Hodge structures – carrying weight and Hodge filtrations – are recorded here43
GrW1 H
2(X0) =
⊕
p+q=1
V p,q1 , dimV
p,q
1 = (0, 0) ,
GrW2 H
2(X0) =
⊕
p+q=2
V p,q2 , dimV
p,q
2 =
(
0, h1,1
X♯
, 0
)
,
(D.12)
43 To derive the mixed Hodge structure of the central fiber X0, we need further cohomology
data of the component varieties X and Y , which we have collected in Appendix A.
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and
GrW3 H
4(X0) =
⊕
p+q=3
V p,q3 , dimV
p,q
3 =
(
0, g − h˜2,1, g − h˜2,1, 0
)
,
GrW4 H
4(X0) =
⊕
p+q=4
V p,q4 , dimV
p,q
4 =
(
1, h3,1
X♯
, h2,2
X♯
+ 2g − 1, h3,1
X♯
, 1
)
.
(D.13)
These graded cohomology groups are expressed in terms of the Hodge numbers hp,q
X♯
of the
Calabi–Yau fourfold X♯. h˜2,1 denotes the number of harmonic (2, 1)-forms participating
in the extremal transition. That is to say, 0 ≤ h˜2,1 ≤ g refers to the number of (2, 1)-forms
that are in the image of the canonical map H2,1(X♯)→ H2,1(S♯) and therefore disappear
together with the cycle S♯ in the extremal transition to the fourfold X♭.
First, let’s see how the vanishing cycles of the family behave. The limiting mixed
Hodge structure on H4(Xt) as t → 0 will have Hodge structures of three weights (c.f.,
eqs. (D.3)), determined by the behavior of N , the logarithm of monodromy. The vanishing
cycles are in Im(N), and give a Hodge structure of weight 3, which, according to the
Clemens–Schmid exact sequence (c.f., eq. (D.6)), is identified with GrW3 H
4(X0) in (D.13).
Thus, there is no (3, 0) part of this Hodge structure; the (2, 1) and (1, 2) parts of dimension
(g − h˜2,1) contribute to H3,1lim and H
2,2
lim, respectively.
The cokernel of N gives a Hodge structure of weight 5. This cokernel is isomorphic to
Im(N) due to eq. (D.5). The non-vanishing (g − h˜2,1)-dimensional (3, 2) and (2, 3) parts
contribute to H2,2lim and to H
1,3
lim, respectively.
The remaining portion of H4lim – corresponding to a Hodge structure of weight 4 –
goes over to H4(X0), and we shall see how much of it matches with H
4(X♯). The Clemens–
Schmid exact sequence tells us together with (D.13) (by evaluating the cokernel (D.9) in
the sequence (D.8)) that the weight 4 contribution of the limiting mixed Hodge contains
(4, 0), (3, 1), (2, 2), (1, 3) and (0, 4) pieces. The the two one-dimensional (4, 0) and (0, 4)
parts are associated to the holomorphic (4, 0)-form and the anti-holomorphic (0, 4)-form
of X♯. The h3,1
X♯
dimensional (3, 1) and (1, 3) pieces are identified with the complex
structure deformations of the fourfold X♯. Finally, the (2, 2) part is (h2,2
X♯
+ 2g − 4)-
dimensional. Only (h2,2
X♯
− 1) of these forms are associated with (2, 2)-forms of X♯. The
remaining (2g− 3) (2, 2)-pieces, which go over to H4(X0), are associated with the (2g− 3)
four-forms [B♭ℓ] and map to forms in H
4(Y ).
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Thus, in summary the Hodge diamond of X♭ expressed in terms of the Hodge numbers
of X♯ and decomposed into the pieces of the limiting mixed Hodge structure of H4lim reads
Hp,q(X♭) =
⊕
m
GrWmH
p,q
lim , (D.14)
with
dimGrWmH
p,q
lim =
0
1
0
0 0
0 0
0 0
0 0 0
0 h
1,1
X♯
−1 0
0 0 0
0 0 0 0
0 h
2,1
X♯
−h˜2,1 h2,1
X♯
−h˜2,1 0
0 0 0 0
0 g−h˜2,1 g−h˜2,1 0 0
1 h
3,1
X♯
h
2,2
X♯
+2g−4 h3,1
X♯
1
0 0 g−h˜2,1 g−h˜2,1 0
0 0 0 0
0 h
2,1
X♯
−h˜2,1 h2,1
X♯
−h˜2,1 0
0 0 0 0
0 0 0
0 h
1,1
X♯
−1 0
0 0 0
0 0
0 0
0 0
0
1
0
. (D.15)
The triplet at a position (p, q) in the Hodge diamond corresponds to the three weights
with respect to the limiting monodromy weight filtration, i.e.,
dim Gr
W
p+q−1H
p,q
lim
dim Gr
W
p+qH
p,q
lim
dim Gr
W
p+q+1
H
p,q
lim
. Note that
the indicated decomposition (D.14) only holds in the limit t → 0, whereas for finite t the
Hodge type of the individual graded pieces get corrected. Nevertheless, also for finite t the
Hodge numbers hp,q
X♭
are obtained by summing up the entries of the triplets, that is to say
hp,q
X♭
= dimGrWp+q−1H
p,q
lim + dimGr
W
p+qH
p,q
lim + dimGr
W
p+q+1H
p,q
lim.
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