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Abstract
In this paper, we present global existence results for the following problem{
ϕp(u
′(t))′ + λh(t)f (u(t)) = 0, a.e. in (0,1),
u(0) = u(1) = 0, (Pλ)
where ϕp(x) = |x|p−2x, p > 1, λ a positive parameter and h a nonnegative measurable function on (0,1)
which may be singular at t = 0 and/or t = 1, and f ∈ C(R+,R+) with R+ = [0,∞). By applying the
global bifurcation theorem and figuring the shape of unbounded subcontinua of solutions, we obtain many
different types of global existence results of positive solutions. We also obtain existence results of sign-
changing solutions for (Pλ) when f is an odd symmetric function.
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1. Introduction
In this paper, we present global existence results with respect to given parameter λ for the
following problem
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ϕp(u
′(t))′ + λh(t)f (u(t)) = 0 a.e. (0,1),
u(0) = u(1) = 0, (Pλ)
where ϕp(x) = |x|p−2x, p > 1, λ a positive parameter and h a nonnegative measurable function
on (0,1) which may be singular at t = 0 and/or t = 1, and f ∈ C(R+,R+) with R+ = [0,∞).
The study of existence of positive solutions for problem (Pλ) was initiated by Wang [14].
When λ = 1 and h satisfies
1/2∫
0
ϕ−1p
( 1/2∫
s
h(τ ) dτ
)
ds +
1∫
1/2
ϕ−1p
( s∫
1/2
h(τ) dτ
)
ds < ∞,
he proved that if f satisfies either f0 = 0, f∞ = ∞ or f0 = ∞, f∞ = 0, then (Pλ) has at least
one positive solution, here we denote
f0  lim
u→0+
f (u)
up−1
and f∞  lim
u→∞
f (u)
up−1
.
Kong and Wang [7] studied other types of conditions on f. When λ = 1 and h satisfies the
following condition:
h ≡ 0 on any compact subinterval in (0,1) with 0 <
1∫
0
h(s) ds < ∞,
under some additional restrictions on f, they proved that if f satisfies either f0 = ∞, f∞ = ∞
or f0 = 0, f∞ = 0, then (Pλ) has at least two positive solutions.
Our main concern on the condition of f in this paper is when f satisfies 0 < f0 < ∞ so let
us give the following assumptions first:
(A1) 0 < f0 < ∞,
(A2) f∞ = 0,
(A3) f∞ = ∞.
Recently, Agarwal et al. [1] studied this case. Under the same condition on h given in [14] and
some additional conditions on f, they proved that if (A1) and (A3) are satisfied then (Pλ) has at
least one positive solution for λ ∈ (0, 1
f0ϕp(α1)
) and if (A1) and (A2) are satisfied then (Pλ) has at
least one positive solution for λ ∈ ( 1
f0ϕp(α2)
,∞), where constants αi are given from the integral
condition of h. Sánchez [12] also showed similar result when h satisfies the same condition
given in Kong and Wang. He proved that if (A1) and (A3) are satisfied, then (Pλ) has at least one
positive solution for λ ∈ (0, 1
f0
∫ 1
0 h(s) ds
). Although the above results give good information on
parametric constants for existence, they are local with respect to the parameter. Thus it appears
important to extend the local existence results to global ones, that is, the existence, multiplicity
and non-existence results according to λ varying on R+ and this is the main goal of this paper.
We will do the global analysis not only for positive solutions but also for sign-changing solu-
tions when f is an odd function so that we confine our indefinite weight h as follows:
(H) h(t) ∈ L1(0,1), h 0 a.e., with ∫ h(s) ds > 0 for any compact subinterval I in (0,1).
I
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theorem and fixed point index theory on cones. For results in this paper, we employ bifurcation
argument mainly making use of one of Rabinowitz type global bifurcation theorems [11].
For this purpose, we need to deal with a method called a homotopy along p which was devel-
oped by [4] for continuous scalar ODE case and then extended to PDE case by [9] and to vector
ODE case by [5]. Thus in this paper, the method will be extended to singular scalar ODE case.
By applying the global bifurcation theorem and figuring the shape of unbounded subcontinua of
solutions, we obtain many different types of global existence results, for example, Theorems 3.5,
3.6, 3.10, 3.14, 3.15 and 3.18 for positive solutions of (Pλ) and Theorems 4.3, 4.6 and Corollaries
4.7, 4.8 for sign-changing solutions of (Pλ).
This paper is organized as follows: In Section 2, we establish a sequence {μk(p)} of eigen-
values of (Pλ) under the assumption (H) on h and f (u) = ϕp(u). And we show the alternatives
of subcontinuum which is bifurcating from (μk(p),0) in the sense of Rabinowitz. Furthermore,
we obtain the unboundedness is the only possibility. In Sections 3 and 4, we apply the results in
Section 2 to figure the shape of subcontinuum of positive solutions and sign-changing solutions
with help of the generalized Picone-type identity. Finally, we conclude Section 4 applying to the
radial solutions of quasilinear elliptic problems defined on annuli or exterior domains.
2. Existence of unbounded continuum
In this section, we prove the existence of unbounded subcontinuum for the following problem:{
ϕp(u
′(t))′ + λh(t)ϕp(u(t)) + λg(t, u(t)) = 0 a.e. in (0,1),
u(0) = u(1) = 0. (Gλ)
Let us denote A = {q ∈ L1(0,1): q  0 a.e. and ∫
I
q(s) ds > 0, for any compact interval I in
(0,1)}. Throughout this paper, we assume h ∈ A without any further mention. Moreover, we
assume the following hypotheses:
(H1) there exist β ∈ A and φ ∈ C(R,R+) such that |g(t, u)|  β(t)φ(u) for all (t, u) ∈
(0,1)×R,
(H2) φ(u) = o(|u|p−1) as u → 0,
(H3) g(t,−u) = −g(t, u).
We first state the main theorem in this section.
Theorem 2.1. Assume (H1), (H2) and (H3). Then for each k ∈ N, there exists an unbounded
subcontinuum Ck in S bifurcating from (μk(p),0) where S is the closure of set of nontrivial
solutions for (Gλ) and μk(p) is the kth eigenvalue of the problem{
ϕp(u
′(t))′ + λh(t)ϕp(u(t)) = 0 a.e. in (0,1),
u(0) = u(1) = 0.
We introduce the equivalent integral operator form. Consider the problem{
ϕp(u
′(t))′ = h a.e. in (0,1), (AP)u(0) = u(1) = 0.
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continuous which satisfies (AP). Problem (AP) is equivalently written as
u(t) = Gp(h)(t)
t∫
0
ϕ−1p
(
a(h)+
s∫
0
h(τ) dτ
)
ds,
where a :L1(0,1) →R is a continuous function satisfying
1∫
0
ϕ−1p
(
a(h)+
s∫
0
h(τ) dτ
)
dt = 0. (2.1)
It is known that Gp :L1(0,1) → C10 [0,1] is continuous and maps equi-integrable sets of L1(0,1)
into relatively compact sets of C10 [0,1]. One may refer to Manásevich and Mawhin [9,10] and
García-Huidobro et al. [5] for more details.
The following lemma is known as the generalized Picone identity. Let us consider the follow-
ing two operators:
lp[y] =
(
ϕp(y
′)
)′ + b1(t)ϕp(y), (2.2)
Lp[z] =
(
ϕp(z
′)
)′ + b2(t)ϕp(z). (2.3)
Lemma 2.2. [8, p. 382] Let b1, b2 ∈ L1(I ), I an interval and if y and z are functions such that
y, z,ϕp(y
′), and ϕp(z′) are differentiable on I and z(t) = 0 for t ∈ I . Then we have the following
identity:
d
dt
{ |y|pϕp(z′)
ϕp(z)
− yϕp(y′)
}
(2.4)
= (b1 − b2)|y|p (2.5)
−
[
|y′|p + (p − 1)
∣∣∣∣yz′z
∣∣∣∣p − pϕp(y)y′ϕp(z′z
)]
(2.6)
− ylp(y)+ |y|
p
ϕp(z)
Lp(z). (2.7)
Remark 2.3. By Young’s inequality, we get
|y′|p + (p − 1)
∣∣∣∣yz′z
∣∣∣∣p − pϕp(y)y′ϕp(z′z
)
 0,
and the equality holds if and only if sgny′ = sgn z′ and | y′
y
|p = | z′
z
|p .
Since the bifurcation points of (Gλ) is related to the eigenvalues of the problem
ϕp
(
u′(t)
)′ + λh(t)ϕp(u(t))= 0 a.e. in (0,1), (Epλ )
u(0) = 0 = u(1). (D)
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C10 [0,1] → C10 [0,1] by
T
p
λ (u)(t) = Gp
(−λhϕp(u))(t) = t∫
0
ϕ−1p
(
a
(−λhϕp(u))− s∫
0
λh(τ)ϕp
(
u(τ)
)
dτ
)
ds.
Then T pλ is completely continuous and problem (E
p
λ )+ (D) is equivalent to
u = T pλ (u).
When p = 2, the eigenvalues of problem (E2λ)+ (D) is known as follows:
Proposition 2.4. [2] Let h ∈A. Then
(i) the set of all eigenvalues of (E2λ) + (D) is a countable set {μk(2) | k ∈ N} satisfying 0 <
μ1(2) < μ2(2) < · · · < μk(2) < · · · → ∞,
(ii) for each k,Ker(I − T 2μk(2)) is a subspace of C1[0,1] and its dimension is 1,(iii) let uk be a corresponding eigenfunction to μk(2), then the number of interior zeros of uk is
k − 1.
It is well known that T 2λ is completely continuous in C1[0,1]. Thus the Leray–Schauder
degree dLS(I − T 2λ ,Br(0),0) is well defined for arbitrary r-ball Br(0) and λ = μk, k ∈N.
Lemma 2.5. For r > 0, we have
dLS
(
I − T 2λ ,Br(0),0
)= {1, if λ < μ1(2),
(−1)k, if λ ∈ (μk(2),μk+1(2)).
Proof. Since T 2λ is compact and linear, by Theorem 8.10 [3] and Proposition 2.4(ii),
dLS
(
I − T 2λ ,Br(0),0
)= (−1)m(λ) = (−1)k,
where m(λ) is the sum of algebraic multiplicity of the eigenvalues μ satisfying μ−1λ > 1 and
the proof is done. 
We now introduce the eigenvalue problem for (Epλ )+ (D) when p > 1. We first notice that all
eigenvalues of (Epλ ) + (D) are positive. Indeed, let u be the corresponding eigenfunction to μ.
Multiplying by u both sides in (Epλ ) and integrating, we get
1∫
0
(
ϕp
(
u′(s)
))′
u(s) ds = ϕp
(
u′(t)
)
u(t)|10 −
1∫
0
ϕp
(
u′(s)
)
u′(s) ds
= −
1∫ ∣∣u′(s)∣∣p ds = −μ 1∫ h(s)ϕp(u(s))u(s) ds.0 0
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μ =
∫ 1
0 |u′(s)|p ds∫ 1
0 h(s)|u(s)|p ds
 0.
If μ = 0, then u′(t) ≡ 0 a.e. Thus by the uniqueness of initial value problem u(t) ≡ 0. This
contradiction implies μ > 0.
Combining results of [15,16], we have the following property for the eigenvalues of
(Epλ ) + (D). Proof of (i) is proved in [16], but we give a rough sketch of the proof for read-
er’s convenience.
Proposition 2.6. Assume h ∈A. Then we have
(i) the set of all eigenvalues of (Epλ ) + (D) is a countable set {μk(p) | k ∈ N} satisfying 0 <
μ1(p) < μ2(p) < · · · < μk(p) < · · · → ∞,
(ii) for each k,Ker(I − T pμk(p)) is a subspace of C1[0,1] and its dimension is 1,(iii) let uk be a corresponding eigenfunction to μk(p), then the number of interior zeros of uk is
k − 1.
Proof. Assume λ > 0. Let ϕp(u′) = −λ1/qv in (Epλ ), where 1p + 1q = 1. Then (Epλ ) is equivalent
to the system:
u′ = −λ1/pϕq(v), v′ = λ1/ph(t)ϕp(u). (2.8)
Let (Cp(t), Sp(t)) be a unique solution of the following initial value problem{
u′ = −ϕq(v), v′ = ϕp(u),
u(0) = 1, v(0) = 0. (2.9)
Then introducing the polar coordinates
u = r1/pCp(θ) and v = r1/qSp(θ),
(Epλ ) is equivalently written as
r ′ = pλ1/p(h(t) − 1)ϕp(Cp(θ))ϕq(Sp(θ))r R(t, θ, r;λ), (2.10)
θ ′ = pλ1/p(p−1h(t)∣∣Cp(θ)∣∣p + q−1∣∣Sp(θ)∣∣q)Θ(t, θ;λ). (2.11)
For fixed initial data θ0 ∈R, Eq. (2.11) has a unique solution θ(t; θ0, λ) satisfying θ(0; θ0, λ) = θ0
and it can be extended on [0,1], since
0Θ(t, θ;λ) λ 1p max{h(t),1},
for all t ∈ [0,1]. By [16, Lemma 2.2], we see that if λ1 > λ2 > 0 then θ(t; θ0, λ1) θ(t; θ0, λ2)
for all t ∈ [0,1] and all θ0. Furthermore,
θ(1; θ0, λ1) > θ(1; θ0, λ2). (2.12)
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satisfying (u(0), v(0)) = (0,1). Thus μ is an eigenvalue of problem (Epλ ) + (D) if and only if
such solution (u, v) satisfying u(1) = 0. Since u(t) = r(t)1/pCp(θ(t;πp/2, λ)), u(1) = 0 if and
only if
θ(1;πp/2, λ) = πp/2 + kπp, (2.13)
for some k ∈ N, where πp = 2π(p−1)1/pp sin(π/p) . By using the continuity of θ with respect to λ and the
inequalities
θ0 + λ1/p
1∫
0
h−(s) ds  θ(1; θ0, λ) θ0 + λ1/p
1∫
0
h+(s) ds
for all θ0 ∈R and λ > 0, where h−(t)min{1, h(t)} and h+(t)max{1, h(t)}, we get
lim
λ→0+ θ(1;πp/2, λ) = πp/2, limλ→+∞ θ(1;πp/2, λ) = +∞.
By (2.12), the function θ(1;πp/2, λ) is strictly increasing with respect to λ and thus, for each
k ∈ N, (2.13) has a unique solution, say, μk(p). This gives an eigenvalue of (Epλ ) + (D) and
completes the proof of (i).
Since θ(0;πp/2,μk(p)) = πp/2 and θ(1;πp/2,μk(p)) = πp/2+kπp and θ(t;πp/2,μk(p))
is strictly increasing with respect to t,Cp(θ(t;πp/2,μk(p))) has exactly k − 1 interior zeros.
Therefore the corresponding eigenfunction uk of μk(p) also has exactly k − 1 interior zeros and
this completes the proof of (iii).
The eigenfunctions are of C1[0,1], since h ∈ L1(0,1). Suppose that u1 and u2 are two
eigenfunctions corresponding to the same eigenvalue μk(p). Without loss of generality we
may assume that there exists an interval (c, d) ⊂ (0,1), such that u1(c) = u1(d) = 0, and
u1, u2 > 0 on (c, d). Integrating the generalized Picone identity on (c, d) with y = u1, z = u2
and b1 = b2 = μk(p)h(t), we get
−
[ |u1|pϕp(u′2)
ϕp(u2)
− u1ϕp
(
u′1
)]d
c
=
d∫
c
∣∣u′1∣∣p + (p − 1)∣∣∣∣u1u′2u2
∣∣∣∣p − pϕp(u1)u′1ϕp(u′2u2
)
dt.
The left-hand side of the equality is 0 from u1(c) = 0 = u1(d). Since the integrand of the right-
hand side is bigger than 0 by Young’s inequality, it should be 0 and thus by Remark 2.3, sgnu′1 =
sgnu′2 and |u
′
1
u1
|p = |u′2
u2
|p . This implies u′1
u1
= u′2
u2
on (c, d). Thus (u1
u2
)′ ≡ 0 and u1 = μu2 on (c, d)
for some μ ∈ R. Since u1, u2 ∈ C1[0,1] and u1 and μu2 share the same initial condition at c
and d , we can extend the identity u1 ≡ μu2 up to the interval (0,1) by the uniqueness of the
initial value problem and this completes the proof of (ii). 
Since T pλ is completely continuous, from Proposition 2.6, the Leray–Schauder degree
dLS(I − T pλ ,Br(0),0) is well defined for all r > 0, and for λ = μk(p), k ∈ N. But the opera-
tor T p is not linear and thus we cannot employ the same argument as in the proof of Lemma 2.5λ
236 Y.-H. Lee, I. Sim / J. Differential Equations 229 (2006) 229–256for the computation of dLS(I − T pλ ,Br(0),0). We rather use a homotopy along p. The following
lemma is essential to define our homotopy.
Lemma 2.7. For each k ∈N,μk(p) as a function of p ∈ (1,∞) is continuous.
Proof. As we see in the proof of Proposition 2.6, μk(p) is defined by the equation
θ
(
1;πp/2,μk(p)
)= πp/2 + kπp.
Since θ(1;πp/2, λ) is continuous and strictly increasing in λ and πp = 2π(p−1)1/pp sin(π/p) , μk(p) is
continuous in p. 
Now, we compute dLS(I − T pλ ,Br(0),0).
Lemma 2.8. For fixed p > 1 and all r > 0, we have
dLS
(
I − T pλ ,Br(0),0
)= {1, if λ < μ1(p),
(−1)k, if λ ∈ (μk(p),μk+1(p)).
Proof. We give the proof for the case p > 2. Proof for the case 1 < p < 2 is similar. We also as-
sume λ ∈ (μk(p),μk+1(p)) and leave the case λ < μ1(p) to the reader. By Lemma 2.7, the map
q 
→ μk(q) is continuous. Thus we define a continuous function γ : [2,p] → R with γ (q) = λ.
We denote that
μk(q) < γ (q) < μk+1(q). (2.14)
Define
T (q,u) = u− T qγ (q)(u) = u− Gq
(−γ (q)hϕq(u)) u− G(q,u).
Then from the obvious modification of Proposition 2.4 [5], we see that G is completely con-
tinuous and T is a compact perturbation of the identity. If there exists u ∈ ∂Br(0) such that
T (q,u) = 0 for some q ∈ [2,p], then u ≡ 0 and u satisfies{
ϕq(u
′(t))′ + γ (q)h(t)ϕq(u(t)) = 0 a.e. in (0,1),
u(0) = u(1) = 0.
This implies that u is an eigenvalue of (Eqλ)+ (D) with the corresponding eigenvalue γ (q). This
contradicts to (2.14) and thus dLS(T (q, ·),Br(0),0) is well defined. By the property of homotopy
invariance and Lemma 2.5,
dLS
(
I − T pλ ,Br(0),0
)= dLS(I − T pγ (p),Br(0),0)= dLS(T (p, ·),Br(0),0)
= dLS
(T (2, ·),Br(0),0)= dLS(I − T 2γ (2),Br(0),0)= (−1)k,
since γ (2) ∈ (μk(2),μk+1(2)). This completes the proof. 
For the existence of bifurcation branches for problem (Gλ), we will make use of the following
well-known theorem.
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λ ∈ R. Suppose that there exist constants ρ,η ∈ R, with ρ < η, such that (ρ,0) and (η,0) are
not bifurcation points for the equation
u− F(λ,u) = 0. (2.15)
Furthermore, assume that
dLS
(
I − F(ρ, ·),Br(0),0
) = dLS(I − F(η, ·),Br(0),0),
where Br(0) = {u ∈ E: ‖u‖E < r} is an isolating neighborhood of the trivial solution for both
constants ρ and η. Let
S = {(λ,u): (λ,u) is a solution of (2.15) with u = 0}∪ ([ρ,η] × {0}),
and let C be the component of S containing [ρ,η] × {0}. Then either
(i) C is unbounded in R×E, or
(ii) C ∩ [(R\[ρ,η]) × {0}] = ∅.
Define the Nemitskii operators Hi :R×C10 [0,1] → L1(0,1) by
H1(λ,u)(t)−λh(t)ϕp
(
u(t)
)
and H2(λ,u)(t)−λg
(
t, u(t)
)
,
respectively. Then Hi , i = 1,2, are continuous operators which send bounded sets of (0,∞) ×
C10 [0,1] into equi-integrable sets of L1(0,1) and problem (Gλ) can be equivalently written as
u = Gp ◦ (H1 +H2)(λ,u) F(λ,u).
F is completely continuous in R×C10 [0,1] → C10 [0,1] and F(λ,0) = 0, ∀λ ∈ R.
Theorem 2.10. Assume (H1), (H2) and (H3). Then for p > 1, each (μk(p),0) is a bifurcation
point of (Gλ) and the associated bifurcation branch Ck satisfies the alternatives in Theorem 2.9.
Proof. Let p > 1 be given. Take ρ = μk(p) − δk and η = μk(p) + δk with sufficiently small
δk > 0 so that ρ and η are not eigenvalues of (Epλ ) + (D). We shall prove that 0 is an isolated
solution of (Gλ) with λ = ρ,η and for sufficiently small r > 0,
dLS
(
I − F(ρ, ·),Br(0),0
)= dLS(I − T pρ ,Br(0),0), (2.16)
dLS
(
I − F(η, ·),Br(0),0
)= dLS(I − T pη ,Br(0),0). (2.17)
To show this, specially (2.16) here, we only need to show that there exists r > 0, such that, for
all τ ∈ [0,1], the equation
u = J (τ,u) τT pρ (u) + (1 − τ)F (ρ,u), (2.18)
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{un} ⊂ C10 [0,1] and {τn} ⊂ [0,1] such that ‖un‖1 → 0 as
un = J (τn,un).
Then
un(t) = τn
t∫
0
ϕ−1p
(
an +
s∫
0
ρh(τ)ϕp
(
un(τ)
)
dτ
)
ds
+ (1 − τn)
t∫
0
ϕ−1p
(
bn +
s∫
0
ρh(τ)ϕp
(
un(τ)
)+ ρg(τ,un(τ ))dτ)ds,
where an = a(ρhϕp(un)), bn = a(ρhϕp(un) + ρg(·, un)), and the function a : L1(0,1) → R is
given at the beginning of this section. Assume τn → τ0 ∈ [0,1] and let vn  un‖un‖1 , then we get
vn(t) = τn
t∫
0
ϕ−1p
(
aˆn +
s∫
0
ρh(τ)ϕp
(
vn(τ )
)
dτ
)
ds
+ (1 − τn)
t∫
0
ϕ−1p
(
bˆn +
s∫
0
ρh(τ)ϕp
(
vn(τ )
)+ ρ g(τ,un(τ ))
‖un‖p−11
dτ
)
ds,
where aˆn = an‖un‖p−11 and bˆn =
bn
‖un‖p−11
. Since the function a is homogeneous, it is interesting to
notice
aˆn = an‖un‖p−11
= a(ρhϕp(un))
‖un‖p−11
= a
(
ρh
ϕp(un)
‖un‖p−11
)
= a(ρhϕp(vn)). (2.19)
Similarly,
bˆn = a
(
ρhϕp(vn)+ ρ g(·, un)‖un‖p−11
)
. (2.20)
Now we have
v′n(t) = τnϕ−1p
(
aˆn +
t∫
0
ρh(s)ϕp
(
vn(s)
)
ds
)
+ (1 − τn)ϕ−1p
(
bˆn +
t∫
0
ρh(s)ϕp
(
vn(s)
)+ ρ g(s,un(s))
‖un‖p−11
ds
)
.
Since all {τn}, {aˆn}, {bˆn} are bounded, {vn}, {un} are uniformly bounded, from (H1) and (H2),
we conclude that {v′n} is also uniformly bounded. Thus by Arzela–Ascoli theorem, {vn} has a
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lim
n→∞ aˆn = a
(
ρhϕp(v)
)= lim
n→∞ bˆn.
By using the Lebesgue dominated convergence theorem,
v(t) =
t∫
0
ϕ−1p
(
a
(
ρhϕp(v)
)+ s∫
0
ρh(τ)ϕp
(
v(τ)
)
dτ
)
ds.
This implies that ρ is an eigenvalue of (Epλ ) + (D). This contradiction shows that there
exists r > 0, such that (2.18) has only trivial solution in Br(0), for all τ ∈ [0,1]. Thus
dLS(I − J (τ, ·),Br(0),0) is well defined for all τ ∈ [0,1] and by the property of homotopy
invariance, we get
dLS
(
I − T pρ ,Br(0),0
)= dLS(I − J (1, ·),Br(0),0)= dLS(I − J (0, ·),Br(0),0)
= dLS
(
I − F(ρ, ·),Br(0),0
)
. (2.21)
Furthermore we know by Lemma 2.8 that
dLS
(
I − T pρ ,Br(0),0
)= (−1)k−1, for ρ = μk(p)− δk.
Similar equality in (2.21) holds for λ = η with the same ball Br(0). Since η = μk(p)+ δk , again
by Lemma 2.8, we get
dLS
(
I − T pη ,Br(0),0
)= (−1)k.
Therefore
dLS
(
I − F(ρ, ·),Br(0),0
) = dLS(I − F(η, ·),Br(0),0),
and the theorem is a consequence of Theorem 2.9. 
We finally prove that the first choice of the alternative of Theorem 2.9 is the only possibility.
Let us denote N+k = {u ∈ C10 [0,1]: u has exactly k − 1 simple zeros in (0,1), u > 0 near 0 and
all zeros of u in [0,1] are simple} and let N−k = −N+k and Nk = N−k ∪ N+k .
Lemma 2.11. If (μ,u) is a solution of (Gμ) and u has a double zero (i.e., u(t) = 0 = u′(t) for
some t ∈ [0,1]), then u ≡ 0.
Proof. Let u be a solution of (Gμ) and t∗ ∈ [0,1] be a double zero. Then
u(t) =
t∗∫
t
ϕ−1p
(
−λ
t∗∫
s
h(τ )
[
ϕp
(
u(τ)
)+ g(τ,u(τ))]dτ)ds. (2.22)
By (H1), we may choose Cφ,u > 0 such that
φ(v) Cφ,u|v|p−1, (2.23)
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u(s) ϕ−1p
(
−λ
t∗∫
s
h(τ )
[
ϕp
(
u(τ)
)+ g(τ,u(τ))]dτ),
then from (2.23) and (H1), we obtain
ϕp
(∣∣u(t)∣∣) |λ| t∗∫
s
[
h(τ)+ Cφ,uh(τ)
]
ϕp
(∣∣u(τ)∣∣)dτ.
By Gronwell’s inequality, we get u ≡ 0 on [0, t∗]. Otherwise, we get
∣∣u(t)∣∣ t∗∫
t
∣∣u(s)∣∣ds.
Again by Gronwell’s inequality, we get u ≡ 0 on [0, t∗]. Similarly, we can get u ≡ 0 on [t∗,1]
and the proof is complete. 
By the similar arguments in Lemma 3.2 [6], we get the following lemma.
Lemma 2.12. Let Ck be a subcontinuum of solutions for (Gμk ) bifurcating from (μk,0). Then
Ck ∩R× {0} ⊂⋃∞j=1{(μj ,0)}.
Lemma 2.13. For each k > 0, there is a neighborhood Ok of (μk,0) such that (λ,u) ∈Ok ∩ S
and u ≡ 0 implies u ∈ Nk .
Proof. If not, then there would be a sequence {(λn,un)} ∈ S such that un ≡ 0, un /∈ Nk and
(λn,un) → (μk,0). Thus we have
un(t) =
t∫
0
ϕ−1p
(
bn + λn
s∫
0
[
h(τ)ϕp
(
un(τ)
)+ g(τ,un(τ ))]dτ)ds.
Let vn  un‖un‖1 . Then vn satisfies
vn(t) =
t∫
0
ϕ−1p
(
bˆn + λn
s∫
0
[
h(τ)ϕp
(
vn(τ )
)+ g(τ,un(τ ))
‖un‖p−11
]
dτ
)
ds.
Hence, as in the proof of Theorem 2.10, {vn} contains a uniformly convergent subsequence which
relabel as the original sequence. Let limvn = v, with ‖v‖1 = 1. Then we obtain
v(t) =
t∫
ϕ−1p
(
a
(
μkhϕp(v)
)+ μk s∫ h(τ)ϕp(v(τ))dτ)ds.
0 0
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there is 0 < i0 < k such that vn ∈ Ni0 for all n. Consequently, vn ∈ Ni0 , ∀n, v ∈ Nk , i0 < k and
vn → v. This is impossible and the proof is complete. 
Proof of Theorem 2.1. Since we proved the existence of the alternatives of subcontinuum,
it remains to show that Ck is unbounded. If we show Ck ⊂ (R × Nk) ∪ {(μk,0)}, then Ck is
unbounded by Lemma 2.13, Theorem 2.10 and by the fact Nj ∩ Nk = ∅, for j = k. Sup-
pose Ck ⊂ (R × Nk) ∪ {(μk,0)}. Then there exists (λ,u) ∈ Ck ∩ (R × ∂Nk) such that (λ,u) =
(μk,0), u /∈ Nk , and (λn,un) → (λ,u) with (λn,un) ∈ Ck ∩ (R × Nk). Since u ∈ ∂Nk , by
Lemma 2.11, u ≡ 0. Thus by Lemma 2.12, λ = μj , j = k, and this contradicts to Lemma 2.13,
since (λn,un) → (λ,u) with (λn,un) ∈ Ck ∩ (R×Nk). 
3. The shape of subcontinuum C1
In this section, we sketch the shape of unbounded subcontinuum C1 of positive solutions for
the following problem which is known to exist in Theorem 2.1:{
ϕp(u
′(t))′ + λh(t)f (u(t)) = 0 a.e. in (0,1),
u(0) = u(1) = 0, (Pλ)
where λ is a positive real parameter, f ∈ C(R+,R+) and h ∈A. Assume
(A1) 0 < f0 < ∞,
(A2) f∞ = 0,
(A3) f∞ = ∞.
Let us define k :R →R by
k(u) =
{
f (u), u 0,
−f (−u), u < 0,
and consider the following problem:{
ϕp(u
′(t))′ + λf0h(t)ϕp(u(t)) + λh(t)[k(u(t)) − f0ϕp(u(t))] = 0 a.e. in (0,1),
u(0) = u(1) = 0. (Hλ)
It is obvious that a positive solution of problem (Hλ) is a positive solution of problem (Pλ).
Assume (A1). Then problem (Hλ) satisfies conditions (H1)–(H3) with h(t) = f0h(t), β(t) = h(t)
and φ(u) = k(u) − f0ϕp(u). Thus by Theorem 2.1, (Hλ) has an unbounded subcontinuum Ck
bifurcating from (μk(p),0), where μk(p) is the kth eigenvalue of problem:{
ϕp(u
′(t))′ + λf0h(t)ϕp(u(t)) = 0 a.e. in (0,1),
u(0) = u(1) = 0. (Eλ)
We need the following lemmas to get various existence results.
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Proof. Let u be a positive solution of (Pλ), then ϕp(u′)′ < 0. This implies ϕ(u′) is decreasing,
and thus u′ is also decreasing. It follows that u is concave. 
Lemma 3.2. Let bi(t) > 0 for t ∈ (0,1) and y, z ∈ C1[0,1] satisfy the following inequalities:
ϕp(y
′)′ + b1(t)ϕp(y) 0, (3.1)
ϕp(z
′)′ + b2(t)ϕp(z) 0. (3.2)
If y(0) = z(0) = 0 = y(1) = z(1), and y(t), z(t) > 0, t ∈ (0,1), then
1∫
0
{ |y|pϕp(z′)
ϕp(z)
}′
dt = 0. (3.3)
Proof. We compute that
1∫
0
{ |y|pϕp(z′)
ϕp(z)
}′
dt = lim
t→1−
|y(t)|pϕp(z′(t))
ϕp(z(t))
− lim
t→0+
|y(t)|pϕp(z′(t))
ϕp(z(t))
H1 −H0.
We prove H1 = H0 = 0. By uniqueness and concavity, z′(1) < 0. By L’Hospital’s rule, we have
H1 = lim
t→1−
|y(t)|pϕp(z′(t))
ϕp(z(t))
 lim
t→1−
pϕp(y(t))y
′(t)ϕp(z′(t)) − b2(t)|y(t)|pϕp(z(t))
(p − 1)|z(t)|p−2z′(t)
 lim
t→1−
pϕp(y(t))y
′(t)ϕp(z′(t))
(p − 1)|z(t)|p−2 =
p|z′(1)|p−2y′(1)
(p − 1) limt→1−
ϕp(y(t))
|z(t)|p−2 .
Since H1  0, if 1 < p  2, then H1 = 0. If 2 < p  3, then we apply L’Hospital’s rule again
and we obtain
lim
t→1−
ϕp(y(t))
|z(t)|p−2 = limt→1−
(p − 1)|y(t)|p−2y′(t)
(p − 2)ϕp−2(z(t))z′(t) =
(p − 1)y′(1)
(p − 2)z′(1) limt→1−
|y(t)|p−2
ϕp−2(z(t))
.
This implies that H1 = 0. If k < p  k + 1, then we continue this process k times to obtain
H1 = 0.
Similarly, since z′(0) > 0, we have
H0 = lim
t→0+
|y(t)|pϕp(z′(t))
ϕp(z(t))
 lim
t→0+
pϕp(y(t))y
′(t)ϕp(z′(t)) − b2(t)|y(t)|pϕp(z(t))
(p − 1)|z(t)|p−2z′(t)
 lim
t→0+
pϕp(y(t))y
′(t)ϕp(z′(t))
(p − 1)|z(t)|p−2 =
p|z′(0)|p−2y′(0)
(p − 1) limt→0+
ϕp(y(t))
|z(t)|p−2 .
Since H0  0, if 1 < p  2, then H0 = 0. The repeated process completes the proof. 
From the assumption (A2), we know that there exists Lf > 0 such that
f (u) Lf ϕp(u), ∀u > 0.
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where μ1(p) is the first eigenvalue of (Eλ).
Proof. Assume (A1) and (A2). Then there exists Lf > 0 such that f (u)  Lf ϕp(u), for all
u > 0. Let u be a positive solution of (Pλ). Then
0 = ϕp
(
u′(t)
)′ + λh(t)f (u(t)) ϕp(u′(t))′ + λLf h(t)ϕp(u(t)).
Let φ be an eigenfunction corresponding to the first eigenvalue μ1(p) of (Eλ) with φ > 0 on
(0,1). Taking y = u,b1(t) = λLf h(t) and z = φ,b2(t) = μ1(p)f0h(t) in Lemma 2.2 and inte-
grating (2.4)–(2.7), we have
1∫
0
(
μ1(p)f0h(t) − λLf h(t)
)∣∣u(t)∣∣p dt  0.
Hence we have
μ1(p)f0 − λLf  0,
that is,
λ μ1(p)f0
Lf
. 
The following lemma is a priori estimate of positive solutions in ‖ ·‖1 for (Pλ). It is interesting
to notice that the boundedness in ‖ · ‖∞ implies the boundedness in ‖ · ‖1 when λ ∈ J , where J
is a compact interval, in fact, if u is a positive solution of (Pλ), for any ζ ∈ [0,1], we get
−ϕp
(
u′(ζ )
)= ζ∫
y
λh(s)f
(
u(s)
)
ds,
where u′(y) = 0, λ ∈ J .
Lemma 3.4. Assume (A1) and (A2). Let J be a compact interval in (0,∞). Then for all λ ∈ J ,
there exists MJ > 0 such that all possible positive solutions u of (Pλ) satisfy ‖u‖∞ MJ .
Proof. Suppose on the contrary that there exists a sequence {un} of positive solutions of (Pλ)
with {λn} ⊂ J  [a, b] and ‖un‖∞ → ∞ as n → ∞. Let
α ∈
(
0,
1
bϕp(γpQ)
)
, where γp = max
{
1,2
2−p
p−1
}
, Q = ϕ−1p
( 1∫
0
h(s) ds
)
.
Then by (A2), there exists uα > 0 such that u > uα implies f (u) < αup−1.
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un(t) > uα}. Put un(δn) = maxu∈[0,1] un(t). Then we have, for 0 s  δn,
un(δn) =
δn∫
0
ϕ−1p
(
λn
δn∫
s
h(τ )f
(
un(τ)
)
dτ
)
ds 
δn∫
0
ϕ−1p
(
λn
δn∫
0
h(τ)f
(
un(τ)
)
dτ
)
ds
 ϕ−1p (λn)
δn∫
0
ϕ−1p
(∫
An
h(τ)f
(
un(τ)
)
dτ +
∫
Bn
h(τ)f
(
un(τ)
)
dτ
)
ds
 ϕ−1p (λn)
δn∫
0
ϕ−1p
(
mα
∫
An
h(τ) dτ +
∫
Bn
h(τ)f
(
un(τ)
)
dτ
)
ds.
Thus
1
ϕ−1p (λn)
 γp
δn∫
0
[
ϕ−1p (mα)Q
‖un‖∞ + ϕ
−1
p
(∫
Bn
h(τ)f (un(τ ))
‖un‖p−1∞
dτ
)]
ds.
On Bn,un(s) > uα implies f (un(s))‖un‖p−1∞
 f (un(s))
u
p−1
n (s)
 α. Thus
1
ϕ−1p (λn)
 γp
[
ϕ−1p (mα)Q
‖un‖∞ + ϕ
−1
p (α)Q
]
.
Since 0 < a  λn  b for all n, we have 1
ϕ−1p (λn)
 1
ϕ−1p (b)
for all n and thus
1
ϕ−1p (b)
 γp
[
ϕ−1p (mα)Q
‖un‖∞ + ϕ
−1
p (α)Q
]
.
By the fact ‖un‖∞ → ∞ as n → ∞, we get
1
ϕ−1p (b)
 γpϕ−1p (α)Q < γpϕ−1p
(
1
bϕp(γpQ)
)
Q<
1
ϕ−1p (b)
.
This contradiction completes the proof. 
Now we have the first existence result for the case (A2).
Theorem 3.5. Assume (A1) and (A2). Then there exist λ∗  λ∗ > 0 such that (Pλ) has at least
one positive solution for λ λ∗ and no positive solution for λ < λ∗.
Under the assumptions (A1) and (A2), it is hard to know whether λ∗ = λ∗ or not which means
the existence result of Theorem 3.5 is local. But if we add more conditions on f , then we may
get some global existence results. For this purpose, we consider the following two cases for f :
(D1) f (u) < f0up−1, ∀u > 0,
(D2) there exists u˜ > 0 such that f (u) > f0up−1, ∀u ∈ (0, u˜).
Y.-H. Lee, I. Sim / J. Differential Equations 229 (2006) 229–256 245Theorem 3.6. Assume (A1), (A2) and (D1). Then (Pλ) has at least one positive solution for
λ > μ1(p) and no positive solution for λ μ1(p).
Proof. Assume (A1), (A2) and (D1). Then using the generalized Picone identity with y = u,
b1(t) = λf0h(t) and z = φ, b2(t) = μ1(p)f0h(t), we can prove that (Pλ) has no positive solution
for λ μ1(p). 
For the case (D2), we assume f (u) > 0, ∀u > 0.
Lemma 3.7. Assume (A1), (A2) and (D2). If u is a positive solution of (Pλ) with ‖u‖∞ < u˜, then
λ < μ1(p).
Proof. Using the generalized Picone identity with z = u, b2(t) = λLf h(t) and y = φ, b1(t) =
μ1(p)f0h(t), where Lf > f0, we get the conclusion. 
Since C1 is unbounded, the situation (λ,uλ) ∈ C1 and λ → ∞ should be occurred by
Lemma 3.4.
Lemma 3.8. Assume (A1), (A2) and (D2). If (λ,u) ∈ C1 with λ → ∞, then ‖u‖∞ → ∞.
Proof. Suppose on the contrary that there exists a sequence {(λn,un)} ∈ C1 such that λn → ∞
and ‖un‖∞ uniformly bounded. It is enough to consider the following two cases: ‖un‖∞ → 0
and ‖un‖∞ → d > 0.
First, we assume ‖un‖∞ → 0. Then by (A1), there exists 0 <  < 12 such that |u|  implies
f (u) f02 up−1. Also by the property of solutions of (Pλ) [12], for any un(t) 2‖un‖∞ for all
t ∈ [,1 − ]. We will get a contradiction with
 min
{
1
8
,
inf δn
2
}
,
where un(δn)  maxt∈[0,1] un(t). Without loss of generality, we may assume inf δn > 0, other-
wise we can analyze exactly the same way on [δn,1].
un(δn) =
δn∫
0
ϕ−1p
(
λn
δn∫
s
h(τ )f
(
un(τ)
)
dτ
)
ds 
2∫

ϕ−1p
(
λn
2∫
s
h(τ )f
(
un(τ)
)
dτ
)
ds
 ϕ−1p (λn)
2∫

ϕ−1p
( 2∫
s
h(τ )
f0
2
u
p−1
n (τ ) dτ
)
ds
 ϕ−1p (λn)
2∫

ϕ−1p
( 2∫
s
f0
2
2(p−1)‖un‖p−1∞ h(τ) dτ
)
ds
 ϕ−1p (λn)ϕ−1p
(
f0
2
2(p−1)
) 2∫
ϕ−1p
( 2∫
h(τ) dτ
)
ds‖un‖∞. s
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1 ϕ−1p (λn)ϕ−1p
(
f0
2
2(p−1)
)
Ch,
where Ch = mint∈[,1−]
∫ 2

ϕ−1p (
∫ 2
s
h(τ ) dτ) ds. This is a contradiction since λn → ∞.
Finally, we assume ‖un‖∞ → d > 0. First, assume δn → δ ∈ (0,1). For those large n with
‖un‖ > d2 and δn > δ2 , consider the triangle with vertices (0,0), ( 54δ, d2 ) and (1,0). Then un( δ4 )
d
10 and by the concavity of un and ‖un‖ → d , we have d10  un(t) 2d , t ∈ [ δ4 , δ2 ] (this is true
whether 54δ  1 or not). Thus we have
un(δn) =
δn∫
0
ϕ−1p
(
λn
δn∫
s
h(τ )f
(
un(τ)
)
dτ
)
ds 
δ/2∫
δ/4
ϕ−1p
(
λn
δ/2∫
s
h(τ )f
(
un(τ)
)
dτ
)
ds
 ϕ−1p (Cd)
δ/2∫
δ/4
ϕ−1p
( δ/2∫
s
h(τ ) dτ
)
ds · ϕ−1p (λn),
where Cd = min d
10u2d f (u). This is a contradiction. Next, assume δ = 0 (the proof for the case
of δ = 1 is similar). Then for those large n with ‖un‖∞ > d2 and δn < 18 , we get d16  un(t) 2d ,
t ∈ [ 34 , 78 ], by using the triangle with vertices (0,0), (0, d2 ) and (1,0). Thus
un(δn) =
δn∫
0
ϕ−1p
(
λn
δn∫
s
h(τ )f
(
un(τ)
)
dτ
)
ds 
7/8∫
3/4
ϕ−1p
(
λn
7/8∫
s
h(τ )f
(
un(τ)
)
dτ
)
ds
 ϕ−1p (Ĉd)
7/8∫
3/4
ϕ−1p
( 7/8∫
s
h(τ ) dτ
)
ds · ϕ−1p (λn),
where Ĉd = min d
16u2d f (u). This contradiction completes the proof. 
It is interesting to notice that the shape of C1 is not effected by the shape of f once f satis-
fies (A2).
Lemma 3.9. Assume (A1), (A2) and (D2). If (Pλ¯) has a positive solution for some λ¯ > 0, then
(Pλ) also has a positive solution for all λ ∈ (λ¯,∞).
Proof. It is enough to show that (Pλ) has a positive solution for λ ∈ (λ¯, λ∗) by Theorem 3.5.
Let λ ∈ (λ¯, λ∗) and uλ be a positive solution of (Pλ¯). Then obviously uλ¯ is a lower solution
of (Pλ). Since uλ¯ is positive, concave and of C1[0,1], we may assume u′¯λ(0+) = a > 0, and
u′¯
λ
(1−) = b < 0. Then we can choose N big enough so that N > λ and ‖uN‖∞ > max{a,−b}
by Lemma 3.8 and we get uN(t) > u(t), ∀t ∈ (0,1) by comparing two triangles with vertices
Y.-H. Lee, I. Sim / J. Differential Equations 229 (2006) 229–256 247(0,0), (δn,‖uλ‖∞), (1,0) and (0,0), ( −ba−b , −aba−b ), (1,0), respectively. Obviously, uN is an upper
solution of (Pλ) and the proof is done. 
Theorem 3.10. Assume (A1), (A2) and (D2). Then there exist λ0  λ∗ < μ1(p) such that (Pλ)
has at least two positive solutions for λ ∈ (λ∗,μ1(p)), one positive solution for λ ∈ (μ1(p),∞)∪
[λ0, λ∗], and no positive solutions for λ ∈ (0, λ0).
Proof. Let λ0  inf{λ > 0: (Pλ) has a positive solution}. Then λ∗  λ0 > μ1(p)f0Lf by Lemma 3.3.
If λ∗ = λ0, then the proof is done. If λ0 < λ∗, then by Lemma 3.9, we know that (Pλ) has at least
one positive solution for all λ > λ0. We complete the proof by showing the existence of positive
solution at λ0. Once again, by Lemma 3.9, there exist a sequence {λn} and {un} such that λn → λ0
and un which is a corresponding solution to λn of (Pλ) satisfies un = Gp(λnhf (un)). It follows
from Lemma 3.4 that {un} is bounded. Since Gp is compact, {un} has convergent subsequence
and we may suppose that converges to u0. Since Gp is continuous, we have u0 = Gp(λ0hf (u0)).
This completes the proof. 
Now we consider the case that f satisfies (A3). In what is to follow, we assume f (u) > 0, for
all u > 0.
Lemma 3.11. Assume (A1) and (A3). Let u be a positive solution of (Pλ). Then λ λ∗ for some
λ∗  μ1(p).
Proof. From the conditions on f , we may choose 0 < L˜f  f0 such that f (u) L˜f up−1, for
all u > 0. Let u be a positive solution of (Pλ). Then
0 = ϕp
(
u′(t)
)′ + λh(t)f (u(t)) ϕp(u′(t))′ + λL˜f h(t)ϕp(u(t)).
Once again, let φ be an eigenfunction corresponding to the first eigenvalue μ1(p) of (Eλ) with
φ > 0 on (0,1). Taking y = φ,b1(t) = μ1(p)f0h(t) and z = u,b2(t) = λL˜f h(t) in Lemma 3.2
and integrating (2.4)–(2.7), we have
1∫
0
(
λL˜f h(t)− μ1(p)f0h(t)
)∣∣u(t)∣∣p dt  0.
Hence we have
λL˜f − μ1(p)f0  0,
that is,
λ μ1(p)f0
L˜f
 λ∗.
Since f0  L˜f , λ∗  μ1(p) and this completes the proof. 
Lemma 3.12. Assume (A1) and (A3). Let J be a compact interval in (0,∞). Then for all λ ∈ J ,
there exists bJ > 0 such that all possible positive solutions u of (Pλ) satisfy ‖u‖∞  bJ .
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with {λn} ⊂ J and ‖un‖∞ → ∞. By property (b) of Lemma 1 in [12], for any 0 <  < 12 ,
un(t) 2‖un‖∞ for all t ∈ [,1 − ]. Choose
 min
{
1
8
,
inf δn
2
}
,
where un(δn)  maxt∈[0,1] un(t). As in the proof of Lemma 3.8, we may suppose inf δn > 0.
Then from (A3), we may choose R1 > 0 such that f (u)  ηup−1, for u  R1 and for some
η > 0 and ϕ−1p (λn)ϕ−1p (η2(p−1))Ch, where Ch = mint∈[,1−]
∫ 2

ϕ−1p (
∫ 2

h(τ ) dτ) ds. Since
‖un‖∞ →∞,‖un‖∞ > R12 for sufficiently large n. Thus un(t) 2‖un‖∞ >R1, for t ∈ [,1−]
and we get for 0 s  δn,
un(δn) =
δn∫
0
ϕ−1p
(
λn
δn∫
s
h(τ )f
(
un(τ)
)
dτ
)
ds 
2∫

ϕ−1p
(
λn
2∫
s
h(τ )f
(
un(τ)
)
dτ
)
ds
 ϕ−1p
(
ηλn
2(p−1)) 2∫

ϕ−1p
( 2∫
s
h(τ ) dτ
)
ds · ‖un‖∞.
Therefore we have
1 ϕ−1p (λn)ϕ−1p
(
η2(p−1)
)
Ch.
This is a contradiction to the choice of η. 
Remark 3.13. Assume (A1) and (A3). Then (λn,un) ∈ C1 with ‖un‖∞ → ∞ implies λn → 0.
We have obtained the shape of subcontinuum C1 from Lemmas 3.11 and 3.12, and Re-
mark 3.13.
Theorem 3.14. Assume (A1) and (A3). Then there exist λ∗  λ∗ > 0 such that (Pλ) has at least
one positive solution for λ < λ∗ and no positive solution for λ > λ∗.
For some global existence results, we consider the following two cases on f :
(S1) f (u) > f0up−1,∀u > 0,
(S2) there exists u˜ > 0 such that f (u) < f0up−1,∀u ∈ (0, u˜).
Theorem 3.15. Assume (A1), (A3) and (S1). Then λ∗ = λ∗ = μ1(p) in Theorem 3.14. More
precisely, (Pλ) has at least one positive solution for λ ∈ (0,μ1(p)) and no positive solution for
λ ∈ [μ1(p),∞).
Proof. Using the generalized Picone identity with y = φ, b1(t) = μ1(p)f0h(t) and z = u,
b2(t) = λf0h(t), we get the conclusion. 
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λ > μ1(p).
Proof. Using the generalized Picone identity with y = φ, b1(t) = μ1(p)f0h(t) and z = u,
b2(t) = λL˜f h(t), where L˜f < f0, we get the conclusion. 
Lemma 3.17. Assume (A1), (A3), and (S2). If (Pλ) has a positive solution for some λ¯ > 0. Then
(Pλ) has a positive solution for all λ ∈ (0, λ¯).
Proof. For fixed λ0 ∈ (λ∗, λ¯), it is enough to show that (Pλ0) has a positive solution. Obvi-
ously, uλ¯ is an upper solution of (Pλ). We will find a lower solution of (Pλ) less than uλ¯. By
Lemma 3.16, we may consider a positive solution uλ of (Pλ) such that ‖uλ‖∞ → 0, as λ → μ1.
Let u′¯
λ
(0+) = a > 0 and u′
λ
(1−) = b < 0. Then for Au the maximum point of uλ on [0,1], we
get
u′λ(t) = ϕ−1p
(
λ
Auλ∫
t
h(s)f
(
uλ(s)
)
ds
)
 ϕ−1p
(
λ
1∫
0
h(s) ds · ‖f ◦ uλ‖∞
)
,
for 0 t Auλ,
and u′λ(t)−ϕ−1p (λ
∫ 1
0 h(s) ds · ‖f ◦ uλ‖∞), for Auλ  t  1. Since ‖uλ‖∞ small enough for λ
near μ1(p) and f continuous with f (0) = 0, u′λ(0+) < a, and u′λ(1−) > b, for λ close enough
to μ1(p). Thus by the continuity of u′λ and u′λ, we get
uλ(t) < uλ¯(t), for t ∈ (0, δ1] ∪ [1 − δ1,1). (3.4)
Since ‖uλ‖∞ → 0 as λ → μ1(p), we may choose uλ sufficiently small so that
uλ(t) < uλ¯(t), on [δ1,1 − δ1]. (3.5)
Choosing λ close enough to μ1(p) at which the solution uλ satisfying both (3.4) and (3.5), we
get a lower solution of (Pλ0) such that uλ < uλ¯ and the proof is done. 
Theorem 3.18. Assume (A1) and (A3). Also assume (S2) then there exist λ0  λ∗  μ1(p) such
that (Pλ) has at least two positive solutions for λ ∈ (μ1(p),λ∗), one positive solution for λ ∈
(0,μ1(p)] ∪ [λ∗, λ0], and no positive solutions for λ ∈ (λ0,∞).
Proof. Let λ0  sup{λ > 0: (Pλ) has a positive solution}. Then λ∗  λ0 < μ1(p)f0L˜f by
Lemma 3.11. If λ∗ = λ0, then the proof is done. If λ0 > λ∗, then by Lemma 3.16, we know
that (Pλ) has at least one positive solution for all λ < λ0. The remaining part of proof is the same
as in the proof of Theorem 3.10. 
Remark 3.19. The results in Theorems 3.10 and 3.18 are partial, we leave a question when
λ∗ = λ0.
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In this section, we sketch the shape of unbounded subcontinuum Ck which was guaranteed to
exist in Section 2 of the solutions for the following problem:{
ϕp(u
′(t))′ + λh(t)f (u(t)) = 0 a.e. in (0,1),
u(0) = u(1) = 0, (Qλ)
where λ is a positive real parameter, f ∈ C(R,R) and f is an odd function with f (u) 0 for all
u 0 and h ∈A. Assume
(A1) 0 < f0 < ∞,
(A2) f∞ = 0,
(A3) f∞ = ∞.
Changing the problem (Qλ), we have{
ϕp(u
′(t))′ + λf0h(t)ϕp(u(t)) + λh(t)[f (u(t)) − f0ϕp(u(t))] = 0 a.e. in (0,1),
u(0) = u(1) = 0. (Rλ)
Assume (A1). Then problem (Rλ) satisfies conditions (H1)–(H3) with h(t) = f0h(t), β(t) =
h(t) and φ(u) = f (u) − f0ϕp(u). Thus by Theorem 2.1 (Hλ) has an unbounded subcontinuum
Ck bifurcating from (μk(p),0), where μk(p) is the kth eigenvalue of problem (Eλ). From as-
sumption (A2), we know that there exists Lf > 0 such that
f (u) Lf up−1, ∀u 0.
Lemma 4.1. Assume (A1) and (A2). Let uk be a solution in Ck of (Qλ). Then λ  μk(p)f0Lf , for
each k  2.
Proof. Let uk be a solution in Ck of (Qλ) and φk be an eigenfunction corresponding to the kth
eigenvalue μk(p) of (Eλ). And let t∗1 and t1 be the first zero of φk and uk , with φk > 0 in (0, t∗1 )
and uk > 0 in (0, t1), and t∗k−1 and tk−1 be the last zero of φk and uk , respectively.
Case (I), k = 2. Suppose t1  t∗1 . Then it is easy to show these equalities:
t1∫
0
{ |u2|pφ′(p−1)2
φ
(p−1)
2
}′
dt = 0 and
t1∫
0
−{u2u′(p−1)2 }′ dt = 0.
Since
0 = ϕp
(
u′2(t)
)′ + λh(t)f (u2(t)) ϕp(u′2(t))′ + λLf h(t)ϕp(u2(t)) a.e. in (0, t1), and
0 = ϕp
(
φ′2(t)
)′ + μ2(p)f0h(t)ϕp(φ2(t)) a.e. in (0, t1),
Y.-H. Lee, I. Sim / J. Differential Equations 229 (2006) 229–256 251if we take y = u2, b1(t) = λLf g(t) and z = φ2, b2(t) = μ2(p)f0g(t) and integrate (2.4)–(2.7)
from 0 to t1, as in the proof of Lemma 3.3, then we obtain
μ2(p)f0 − λLf  0, that is,
λ μ2(p)f0
Lf
.
Suppose t∗1  t1. Then it is easy to show
1∫
t1
{ |u2|pφ′(p−1)2
φ
(p−1)
2
}′
dt = 0 and
1∫
t1
−{u2u′(p−1)2 }′ dt = 0.
Since
0 = ϕp
(
u′2(t)
)′ + λh(t)f (u2(t)) ϕp(u′2(t))′ + λLf h(t)ϕp(u2(t)) a.e. in (t1,1),
0 = ϕp
(
φ′2(t)
)′ + λf0h(t)ϕp(φ2(t)), a.e. in (t1,1), and
−u2
[
ϕp
(
u′2(t)
)′ + λLf h(t)ϕp(u2(t))] 0 a.e. in (t1,1),
in (2.7), if we take y = u2, b1(t) = λLf g(t) and z = φ2, b2(t) = μ2(p)f0g(t) and integrate
(2.4)–(2.7) from t1 to 1, then we obtain
λ μ2(p)f0
Lf
.
Case (II), k  3. If t1  t∗1 or t∗k−1  tk−1, then we obtain λ μk(p)f0Lf by the same process as
in case (I). If t∗1 < t1 and tk−1 < t∗k−1, then there exists an interval (ti , ti+1) ⊂ (t∗i , t∗i+1) for some
i,1 < i < k, and we have
ti+1∫
ti
{ |uk|pφ′(p−1)k
φ
(p−1)
k
− u2u′(p−1)2
}′
dt = 0.
Either uk > 0 in (ti , ti+1) or uk < 0 in (ti , ti+1), we have
−uk
[
ϕp
(
u′k(t)
)′ + λLf h(t)ϕp(uk(t))] 0.
Thus following the argument in case (I), we get
λ μk(p)f0
Lf
. 
Lemma 4.2. Assume (A1) and (A2). Let J = [a, b] be a compact interval in (0,∞). Then for all
λ ∈ J , there exists MJ > 0 such that all possible solutions u in Ck of (Qλ) satisfy ‖u‖∞ MJ .
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J = [a, b] and ‖un‖∞ → ∞ as n → ∞. Let α ∈ (0, 1bϕp(γpQ) ), where γp = max{1,2
2−p
p−1 }, Q =
ϕ−1p (
∫ 1
0 h(s) ds). Then by (A2), there exists uα > 0 such that u > uα implies f (u) < αu
p−1
.
Let mα maxu∈[0,uα] f (u) and let z1,n, z2,n, . . . , zk−1,n denote the zeros of un in (0,1) and let
An  {t ∈ [0,1]: un(t) uα} and Bn  {t ∈ [0,1]: un(t) > uα}. Put un(δn) = maxu∈[0,1] un(t)
(δn may not be unique). Then we can choose [zj,n, zj+1,n]  δn, for some j ∈ {0,1, . . . , k − 1}
and f (u([zj,n, zj+1,n])) 0. For zj,n  s  δn, we have
un(δn) =
δn∫
zj,n
ϕ−1p
(
λn
δn∫
s
h(τ )f
(
un(τ)
)
dτ
)
ds 
δn∫
zj,n
ϕ−1p
(
λn
δn∫
zj,n
h(τ )f
(
un(τ)
)
dτ
)
ds
 ϕ−1p (λn)
δn∫
zj,n
ϕ−1p
(∫
An
h(τ)f
(
un(τ)
)
dτ +
∫
Bn
h(τ)f
(
un(τ)
)
dτ
)
ds
 ϕ−1p (λn)
δn∫
zj,n
ϕ−1p
(
mα
∫
An
h(τ) dτ +
∫
Bn
h(τ)f
(
un(τ)
)
dτ
)
ds.
Thus
1
ϕ−1p (λn)
 γp
δn∫
zj,n
ϕ−1p
(
ϕ−1p (mα)Q
‖un‖∞
)
+ ϕ−1p
(∫
Bn
h(τ)f (un(τ ))
‖un‖p−1∞
dτ
)
ds.
On Bn,un(s) > uα implies f (un(s))‖un‖p−1∞
 f (un(s))
u
p−1
n (s)
 α. Thus
1
ϕ−1p (λn)
 γp
[
ϕ−1p (mα)Q
‖un‖∞ + ϕ
−1
p (α)Q
]
.
Since 0 < a  λn  b for all n, we have 1
ϕ−1p (λn)
 1
ϕ−1p (b)
for all n and thus
1
ϕ−1p (b)
 γp
[
ϕ−1p (mα)Q
‖un‖∞ + ϕ
−1
p (α)Q
]
.
By the fact ‖un‖∞ → ∞ as n → ∞, we get
1
ϕ−1p (b)
 γpϕ−1p (α)Q < γpϕ−1p
(
1
bϕp(γpQ)
)
Q<
1
ϕ−1p (b)
.
This contradiction completes the proof. 
Now we have the first existence result of problem (Qλ).
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lem (Qλ) has at least one sign-changing solution for all λ > λ∗.
Let us consider the case (A3).
Lemma 4.4. Assume (A1) and (A3). Let u be a solution of (Qλ). Then there exists λ0  μk(p)
such that λ λ0.
Proof. Using arguments in Lemma 4.1 and the generalized Picone identity with y = φk, b1(t) =
μk(p)f0h(t) and z = uk, b2(t) = λf0g(t) in (2.4)–(2.7), we get the conclusion. 
Lemma 4.5. Assume (A1) and (A3). Let J be a compact interval in (0,∞). Then for all λ ∈ J ,
there exists bJ > 0 such that all possible solutions u of (Qλ) satisfy ‖u‖∞  bJ .
Proof. Suppose on the contrary that there exists a sequence {(λn,un)} of solutions of (Qλ) with
λn ∈ J,un ∈ Ck , and ‖un‖∞ → ∞ as n → ∞. Let z1(n),n, z2(n),n, . . . , z(k−1)(n),n denote the zeros
of un in (0,1). At least one subinterval (zj (n),n, z(j+1)(n),n) In is of length at least 1k . In fact,{maxIn |un|} is an unbounded sequence. Assume that {maxIn |un|} is uniformly bounded. Clearly,
since un is concave (or convex) in In,u′n has one zero yn in In. Integrating (Qλ), for any ζ ∈ In,
ζ∫
yn
−ϕp
(
u′n(s)
)′
ds =
ζ∫
yn
λnh(s)f
(
un(s)
)
ds, that is,
−ϕp
(
u′n(ζ )
)= ζ∫
yn
λnh(s)f
(
un(s)
)
ds.
Hence {maxIn |u′n|} is uniformly bounded. Consider an interval
Qn = (z(j−1)(n),n, zj (n),n) or Qn = (z(j+1)(n),n, z(j+2)(n),n).
By convexity (or concavity) of un on Qn and the uniform boundedness of {u′n} on In,
{maxQn |un|: Qn = (z(j−1)(n),n, zj (n)) or Qn = (z(j+1)(n),n, z(j+2)(n),n)} is uniformly bounded.
In k − 1 steps, this procedure shows that ‖un‖∞ is uniformly bounded. Put lim zj (n),n = zj0
and lim z(j+1)(n),n = zj0+1 and lim δn = δ, where un(δn) = maxIn un(t). Without loss of gener-
ality, we may assume that zj0 < δ < zj0+1 (the cases of zj0 = δ or zj0+1 = δ can be considered
similarly as in the proof of Lemma 3.8). Then the concavity of un implies the property (b) of
Lemma 1 in [12], for any 0 <  < δ−zj04 , un(t)  m2‖un‖∞ (from now on, ‖un‖∞ denotes
‖un‖∞ on In) for all t ∈ [zj (n),n + , z(j+1)(n),n − ] Jn, where m = min{ 2k(δ−zj0 ) ,
2
k(zj0+1−δ) }.
From (A3), we may choose R1 > 0 such that f (u)  ηup−1, for u  R1 and for some η > 0.
Since ‖un‖∞ → ∞,‖un‖∞ > R1m2 for sufficiently large n. Thus un(t)  m2‖un‖∞ > R1, for
t ∈ Jn and we get
un(δn) =
δn∫
zj (n),n
ϕ−1p
(
λn
δn∫
s
h(τ )f
(
un(τ)
)
dτ
)
ds 
zj0+2∫
zj +
ϕ−1p
(
λn
zj0+2∫
s
h(τ )f
(
un(τ)
)
dτ
)
ds0
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zj0+2∫
zj0+
ϕ−1p
( zj0+2∫
s
ηu
p−1
n h(τ) dτ
)
ds
 ϕ−1p
(
ηm(p−1)2(p−1)λn
) zj0+2∫
zj0+
ϕ−1p
( zj0+2∫
s
h(τ ) dτ
)
ds · ‖un‖∞.
This is a contradiction since λn → ∞ and completes the proof. 
We have obtained the shape of subcontinuum Ck as in Theorem 3.14.
Theorem 4.6. Assume (A1) and (A3). Then there exist λ∗  λ∗ > 0 such that (Qλ) has at least
one positive solution for λ < λ∗ and no positive solution for λ > λ∗.
We have some global results.
Corollary 4.7. Assume (A1) and (A3). If f satisfies f (u) > f0up−1 for all u > 0, then λ∗ =
λ∗ = μk(p). Moreover, (Qλ) has at least one solution for 0 < λ < μk(p) and no solution for
λ μk(p).
Corollary 4.8. Assume (A1) and (A3). If f satisfies that there exists u˜ > 0 such that f (u˜) =
f0u˜p−1 and f (u) < f0up−1 for all u ∈ (0, u˜), then (Qλ) has a solution with ‖u‖∞ < u˜ for
λ > μk(p). Moreover, (Qλ) has at least two, one or no solutions for 0 < λ < μk(p) according to
λ ∈ (μk(p),λ∗), λ ∈ (0,μk(p)] ∪ {λ∗}, or λ ∈ (λ∗,∞), respectively.
We conclude this section applying previous results to the radial solutions of quasilinear elliptic
problems. Consider, first, the problem on annular domain.{
p(u)+ λK(|x|)f (u) = 0, in Ω,
u = 0, on ∂Ω, (Aλ)
where Ω = {x ∈ RN : l1 < |x| < l2}, l1, l2 > 0,N  3,1 < p < N,pu = div(|∇u|p−2∇u) and
K ∈ C([l1, l2], (0,∞)).
Radial problem (Aλ) is equivalent to the boundary value problem of ODE by r = |x| as
follows:{
(|u′(r)|p−2u′(r))′ + N−1
r
|u′(r)|p−2u′(r) + λK(r)f (u(r)) = 0, r ∈ (l1, l2),
u(l1) = 0 = u(l2).
By consecutive changes of variables, s = − ∫ l2
r
t
1−N
p−1 dt and t = m−s
m
with m = − ∫ l2
l1
t
1−N
p−1 dt , we
get {
ϕp(u
′(t))′ + λh(t)f (u(t)) = 0, t ∈ (0,1),
u(0) = 0 = u(1),
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h(t) = |m|p
[
l
p−N
p−1
1 +
(
l
p−N
p−1
2 − l
p−N
p−1
1
)
t
] 1−N
N−p
K
([
l
p−N
p−1
1 +
(
l
p−N
p−1
2 − l
p−N
p−1
1
)
t
] 1−N
N−p )
.
Since h ∈ C([0,1], (0,∞)), Theorems 3.5, 3.10, 3.15 and 3.18 are valid for problem (Aλ) on
an annular domain.
Finally, consider problem (Aλ) on an exterior domain Ω = {x ∈RN : |x| > r0}, r0 > 0, N  3
and 1 < p < N . By changes of variables, r = |x|, s = r p−Np−1 and t = r
N−p
p−1
0 s, we get the following
equivalence of ODE problem:{
ϕp(u
′(t))′ + λh(t)f (u(t)) = 0, 0 < t < 1,
u(0) = 0 = u(1),
where h(t) = (p−1)p
(p−N)p r
p
0 t
(N−1)p
p−N K(r0t
p−1
p−N ).
Assume
∞∫
r0
rN−1K(r)dr < ∞.
Then h ∈ L1(0,1) and Theorems 3.5, 3.10, 3.15 and 3.18 are valid for problem (Aλ) on an
exterior domain.
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