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Abstract-In the present paper, we pursue the general idea suggested in our previous work. 
Namely, we utilize the truncated Fourier series as a tool for the approximation of the points of 
discontinuities and the magnitudes of jumps of a 27r-periodic bounded function. Earlier, we used the 
derivative of the partial sums, while in this work we use integrals. 
First, we obtain new identities which determine the jumps of a 2n-periodic function of VP, 1 <p < 2, 
class, with a finite number of discontinuities, by means of the tails of its integrated Fourier series. 
Next, based on the,se identities we establish asymptotic expansions for the approximations of the lo- 
cation of the discontinuity and the magnitude of the jump of a 27r-periodic piecewise smooth function 
with one singularity. By an appropriate linear combination, obtained via integrals of different order, 
we significantly improve the accuracy of the initial approximations. Then, we apply Richardson’s 
extrapolation methocl to enhance the approximation results. For a function with multiple disconti- 
nuities we use simple formulae which “eliminate” all discontinuities of the function but one. Then 
we treat the function as if it had one singularity. 
Finally, we give the description of a programmable algorithm for the approximation of the discon- 
tinuities, investigate the stability of the method, study its complexity, and present some numerical 
results. @ 2000 Elsevier Science Ltd. All rights reserved. 
KeywordsTDetecting singularities, Fourier series, Asymptotic expansions. 
1. INTRODUCTION 
Locating the discontinuities of a function by means of its truncated Fourier series, an interesting 
problem in and of itself, arises naturally from an attempt to overcome the Gibbs phenomenon: 
the oscillatory behavior of the Fourier partial sums of a discontinuous function. 
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In [l], Cai, Gottlieb, and Shu developed the idea already introduced in [2-51, and suggested 
a method for the reconstruction of a discontinuous function from the partial sums of its Fourier 
series. A key step of the method is the accurate approximation of the location of singularities 
and the magnitudes of jumps of the function. Namely, let f be a 2x-periodic function which is 
piecewise smooth on the period with a finite number, M, of jump discontinuities. In addition, let 
us assume that the first 2n + 1 Fourier coefficients of the function are known. If G(z) = (n -x)/2, 
LC E (0,27r), is the 2n-periodic sawtooth function, then the function f can be represented as 
follows: 
(1) 
where 2, and [&, m = 0, 1,. . . , M - 1, are the locations of discontinuities and the associated 
jumps of the function f, and fc is a 2?r-periodic continuous function, which is piecewise smooth 
on [-n,7r]. 
Thus, the problem is to find a good approximation to the constants Z, and [flm, given the first 
2n i- 1 Fourier coefficients of the function f. Then fc could be recovered from the partial sums 
of its Fourier series using identity (1) and the undesirable Gibbs phenomenon could be avoided. 
A number of authors have proposed techniques for locating the discontinuities and determining 
the jumps [6-121. These are discussed in more details in [13], where we propose an essentially 
different apfiroach, baaed on derivatives of the Fourier series. Here we consider a closely related 
alternative based on integration rather than differentiation. 
We begin by establishing special formulae which determine the jumps of a 27r-periodic function 
of VP, 1 5 p < 2, class, with a finite number of jump discontinuities, by means of the tails of its 
integrated Fourier series. Then, we utilize these formulae as a tool for the approximation of the 
discontinuities and the jumps of the function. Next, based on the identities we obtain asymptotic 
expansions for the approximations of the location of the discontinuity and the magnitude of the 
jump of a 2n-periodic piecewise smooth function with one singularity. By an appropriate linear 
combination, obtained via integrals of different order, we significantly improve the accuracy of the 
initial approximations. Then, combining the expansion formula with Richardson’s extrapolation 
method, we further refine the accuracy. For a function with multiple discontinuities we use simple 
formulae which “eliminate” all discontinuities of the function but one. Then we treat the function 
as if it had one discontinuity following the method described above. 
Finally, we give the description of a programmable algorithm for the approximation of the 
discontinuities, investigate the stability of the method, study its complexity, and consider some 
numerical examples. 
Our results with integration formulae are quite similar to those obtained in [13]. We obtain 
slightly less accuracy than Eckhoff or Geer and Banerjee. However, unlike them, we automatically 
treat arbitrary numbers of discontinuities (as can Bauer, though with less accuracy than we 
obtain). Moreover, our theory is complete. 
In the context of Fourier series, differentiation is quite simple, so that the need for an integra- 
tion-baaed alternative is unclear. However, anticipating the generalization of these methods to 
Jacobi series, we recall in that context differentiation operators are significantly less sparse than 
integration operators, so that techniques based on the latter will probably be more efficient. 
Moreover, from the point of view of harmonic analysis, the formulas developed here are new, and 
perhaps, somewhat surprising. The differentiation formulas, on the other hand, have been known 
for some time. 
2. DEFINITIONS AND LEMMAS 
Throughout this paper, we use the following general notations: N, Z+, 2, and R are the sets 
of positive integers, nonnegative integers, integers, and real numbers, respectively. 
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BY C*[a,bl, 4 E Z+, we denote the space of q-times continuously differentiable functions 
on [a, b], where C”[a, b] :E C[a, b] is the space of continuous functions. By C-‘[a, b] we denote 
the space of functions defined on [a, b] which may have discontinuities only of the first kind and 
which are normalized by the condition f(z) = (f(~+) + f(z-))/2. (Here, and elsewhere, f(z+) 
and f(z--) mean the right- and left-hand side limits of a function f at a point 2, respectively.) 
DEFINITION. (See 1141.) A function f is said to have p-bounded variation on [a,b], i.e., f E 
V,[a,b], P L 1, if 
where II = {u 5 to < tl .< . . . < t, 5 b} is an arbitrary partition of [a, b]. 
It is obvious that if p =: 1, Vp[u, b] coincides with the Jordan class V[a, b] of functions of bounded 
variation. It is known that VP is a linear space and VP C V, for 1 5 p 2 q [14]. 
If there is no ambiguity, we shall usually omit the dependence on the domain and simply refer 
to one of the introduced classes of functions as C-l, V, etc. 
By A, !3,. . . , we denotle constants, possibly depending on some fixed parameters and in general 
distinct in different formulae. For positive quantities A, and 23,, possibly depending on some 
other variables as well, we write A, = o(&), A, = O(&), or JL, 21 &, if lim,,,d,/Z3* = 0, 
~up,,=~&/t?,, < 00, or ICI < A,/&, < Kz, respectively, where ICI > 0 and K2 > 0 are some 
absolute constants. 
All functions below are assumed to be 2r-periodic with the obvious exceptions. 
If a function f is integrable on [-T, ~1, then it has a Fourier series with respect to the trigono- 
metric system { 1, cos 122, sin n~}r!~, and we denote the nth partial sum of the Fourier series of 
f by Sdf; -), i.e., 
Sn(f;x> = q + 2 (Q(f) cos kx + bk ( f ) sin kx) 
k=l 
1 = =- lT J f(t)Dn(t - x) d , --7F 
where 
ak(f) = ; J n f(t) * cos kt dt and f(t) sin kt dt --A h(f) = ; J -77 
are the kth Fourier coefficients of the function f, and 
i 
sin(n + (lP))a: 
&(x)=;+kcoskx= 1 2 sin(2/2) ’ 
for x e 2nz 
> 
k=l n+ -, 
2 
for x E 2~2, 
is the Dirichlet kernel. 
By ,!?,(f; .) we denote the nth partial sum of the series conjugate to (2), i.e., 
where 
&(f; x) = 2 (C&(f) sin kz - bk(f) cos kx) = -+ /I f(t)&& - x) 4 
kl 
(2) 
(3) 
d,(x) = >i 
cos(xP) -  cos(n + W)k 
sin kx = 2 sin(2/2) ’ 
for x g 2Tz 
, 
(4 
k=l 0, for x E 21rZ, 
is the kernel conjugate to the Dirichlet kernel. 
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Correspondingly, by Rn(f; .) and fi, (f; +) we denote the nth order tails of the Fourier and the 
conjugate to the Fourier series of the function f, i.e., 
Rn(f; x) = 2 (ak(f) cos kx + bk(f) sin kz) 
k=n 
and 
k(f;x) = 2 (ak(f)sinklc - bk(f)coskz), 
k=n 
for n E N. 
The rth derivative of a function f, which piecewise belongs to CQ, q 2 r, or which belongs 
to CT-l, we define as f(‘)(z) = (f(‘)(z+) +f(‘)(z-))/2, whenever f(r)(&) exist. f(-‘), r E Z+, 
is defined as follows: for any function f, integrable on [-w, n], 
f(-r-l) 3 
s 
fW, 
where f (‘1 zz f, and the constants of integration are successively determined by the condition 
s 
?r f’-“(t) dt = 0, r E Z+. 
--x 
If /3 E R is fixed, then for the sawtooth function G we set G(fl; X) E G(z - 0). 
Let us mention, as it trivially follows from (3) .and (4), that 
for 0 < ]p] I r and any n 5 m (n,m E N), where D,,, E D,_l - D,-l and &m z 
d,-1 - d,-1. 
Besides, it is straightforward to check that 
R;;;t,‘) (G’-q’(/?; -); x) = D$;)(x - p) 
2n-1 
= c kT-qcos tr - 9)" 
> 
(6) 
k=n 
k(x-/3)iT 
and 
g-;;,” (G’-q’(/3; .); x) = i&$(x - p) 
2n-1 
= c krWqsin tr - 9b 
k=n 
k(x-P)+T 
> 
PI 
, 
for r E 2, q E Z+, and p E R, where R,,,(g; .) zz &(g; .) - &(g; .), and &,,(g; .) E 
iin(g; e> - Ltg; ~1, n I m. 
By M E M(f) we denote the number of discontinuities of the function f E C-‘. By x, z 
x,(f) and [flm = f(xm+)-f&-L m =O,l,... , M - 1, we denote the points of discontinuity 
and the associated jumps of a function f E C-l. 
For a fixed r E N and f E C-l we set 
(-1)((T+‘)12)R~~~~(f; .), if r is odd, 
(-1)‘/2+lii;;;;(f; .), if r is even, 
(8) 
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where 
d, z 1 - 2-‘. 
For a fixed r E N and M E N, the points ~,(r; f; n), m = 0, 1, . . . , M - 1, are defined via the 
following condition: 
where B(zm;A,(f)) is the closed ball around Z, with the radius A,(f) = (1/3)min{lz, - 
zk ( mod 2n : k = 0, 1, . I, . , M - 1 and k # m}. 
To simplify notations, we sometimes omit fixed parameters and write z,(n) or z,(r; n). Sim- 
ilarly we simplify the notation for I&(r; f; .). 
LEMMA 1. Let s E 2. Then the following expansion holds for every fixed a E N: 
where the right-hand sdde has only a finite number of terms if s < 0. 
In particular 
4-l 
Al(s) = - 
s-l 
and 
& 
Ads) = -7 2 (11) 
for s 2 0, where 
Al(l) = liil Al(s) = ln2. (12) 
PROOF. The proof for the case s 5 0 follows from the corresponding formula in [15, p. 11. 
If s 2 2, then (10) follows from the asymptotic expansion of the generalized zeta function 
C(s,n) (see [16, pp. 22 and 251): 
(13) 
for n + 00 and a fixed a E N. (Here I? is the gamma function [16, p. l] and B,, m E N, 
are Bernoulli numbers: [16, p. 251.) T o complete the proof for this case we just mention that 
I?(s) = (s - l)l?(s - l), s > 1, [16, p. 21. 
Meanwhile, it is known [16, p. 131 that if 1c, - l?‘/I’ is the logarithmic derivative of the gamma 
function, then [16, p. 1151 
n - 
+(n+l) =-y+C 2, 
k=l 
for n E N, where y is ‘Euler’s constant, and [16, p. 181 
a Barn 1 $(n) = Inn - & - C --+o 
m=l 2m n2m 
(14) 
(15) 
for n ---) 00 and a fixed a E N. 
Now asymptotic formula (10) for the case s = 1 is a simple combination of (14) and (15). 1 
The following are some basic properties of the functions D$zi and @,$i, T E N. 
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LEMMA 2. Let 
closest nonzero 
Yn = y,(r) > 0 (Yn - &L(r) > 0) and z, = Z,(T) > 0 (Zn G &(r) > 0) be the 
roots to the point zero of the equations D$zW2) (CC) = 0 (fihT2T-1) (x) = 0) and 
L&y)(x) = 0 (B$y(x) = O), respectively. Then for any fixed r E Z+ we have the following. 
1. gn E (7r/472,7r/2n) (5% E (7r/4n,7r/2n)). 
2. 2, E (7r/2n, 7r/n) (.& E (TT/2n, 7r/n)). 
3 (-l)TD$.;-l' 
4: (-l)y)~L;;-” 
(yn) N n-2r ((-l)'i$$J'(?j,)Z n-27+1). 
((-l)‘dL-.:I), is increasing on [-yn(r - l), y,(r - l)] ([-&(T - l), &(r - 
l))), conlaveon [-yn(r--i),O] ([-yln(r--l),O]) an convexon [O,yn(r--l)] ([O,&(r-l)]). d 
5. (-l)T+‘~$f;-“) ((-l)‘tl$$y’) is a 27r-periodic even and analytic function with the 
global maximum attained at x = 2rrk, k E Z. The sequence of the local maxima of 
p;-;;-2)1 (ID - -;,“,‘-“I) . d 1s ecreasing as a function of x E [0, ~1. In addition, there exists 
a cdnstant K(T)‘> 1 (R(r) > 1) such that 
fern> 1. 
PROOF. 
1. 
2. 
3. 
4. 
5. 
lp(-2’-2)(o)l > K(r) lp;;22,‘-2’(in)~, n,2n 
(I D$y)(O)l > Z(r) Ib$;;-l)(&)l) , 
By (6) we have 
sign D(-,2’-2) 7r 71, 72 ( > 2n 
= sign ( -l)T. 
(16) 
(17) 
08) 
However, by the same (6), sign Di$l-2) (x) = sign (-l)Tfl for any x E [0,7r/4n]. Now, 
the latter combined with (18) and the Mean Value Theorem obviously implies that yn E 
(n/4n, n/2n). 
The statement is proved analogously and we omit the details. 
According to (6) and (10) we have 
(19) 
for 5 E R. Meanwhile, since yn E [7r/4n,7r/2n] (see Statement l), taking into account 
the trivial inequality 2fix/3~ 5 sinx, valid for z E [0,37r/4], (here y = 2fix/37r is the 
equation of the line passing through the origin and the point ((37r/4), sin (3~/4))) we have 
2n-1 sin (Icy,) 2fi [3n’21 yn 
k=n k2r+1 > 3n k=n Ic2’ c -c 
k=n 
(20) 
where [a] means the integer part of a number a. The combination of (19) and (20) 
completes the proof of Statement 3. 
Since the function (-l)‘D$~~’ is positive on [-yn(r - l),y,(r - l)] (see (6)), (-l)T 
DL$-l) is increasing on the interval. Furthermore, (-l)‘DLT$+‘) is positive and nega- 
tive on [-.zn(r - l),O] and [0, zn(r - l)], respectively. Besides, yln(r - 1) < Z,(T - 1) (see 
Statements 1 and 2). Hence, (-l)‘D$;,‘-” is concave and convex on [- yln(r - l), 0] and 
[0, yn(r - l)], respectively. 
Let us prove inequality (16) as the rest of the statement is trivial. Let & G (2n/r)z,. 
Then by Statement 2, C& E [l, 21 for n E N. It is clear that 
Qn(47 f lD~-2r-2)(o)l n,2n 
I&;,‘-“) (< (n/2n)) 1 
(21) 
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for C E [1,2] and n > 1. But 
2n- 1 
(7T/2n) c (br/2n)-2’-2 
k=n 
2n- 1 
(7r/2n) c cos (I(k~/2n))(kx/2n)-2’-2 
k=n 
S;,2 (l/t2’+2) dt 
= S;,2 (~osCt/t~~+~) dt - ‘(‘) 
uniformly with .respect to C E [l, 21 and obviously 
inf q(C) > 1. 
CEP,21 
(22) 
(23) 
The rest instantly follows from (21)-(23). 
The statements for B’--T) n,2n are proved analogously, and we omit the details. I 
3. MAIN IDENTITIES 
The identity determining the jumps of a function of bounded variation by means of the partial 
sums of its differentiated Fourier series has been known for a long time. 
THEOREM 1. (See [17,18].) Let f E V. Then the identity 
lim SiAf; x> 
n--w - = ; (f(x+) - fb-)I n (24) 
is valid for.each fixed x E [-K, ~1. 
Golubov generalized identity (24) for the VP classes of functions and higher derivatives of the 
partial sums of Fourier and the series conjugate to the Fourier series. 
THEOREM 2. (See [19).) Let T E Z+ and suppose f E VP for some p 2 1. Then 
1. the identity 
lim 
s;2’+1’(f; x) 
n--20 n2r+l 
= (2f.-+y”)n (.fb+) - fb->> 
is valid for each! fixed CC E [--K, n]; 
2. there is no way to determine the jump at the point x E [-n, ~1 of an arbitrary function 
f E VP, p 2 1, by means of the sequence (Si2”(f; .))FEo. 
THEOREM 3. (See [191.) Let r E N and suppose f E VP for some p 2 1. Then 
1. the identity 
lim S;2T)(f; x) (-l)T+l 
n-+co n2r 
= F (.++I - fb-)I 
is valid for each fixed x E [-‘rr, x]; 
2. there is no way to determine the jump.at the point x E [-X,X] of an arbitrary function 
f E VP, p > 1, by means of the sequence ($i2’-‘)(f; .))p&. 
Further generalizatimons, extending the results of Golubov to I&, ABV, and V[V] classes of 
functions have been obtained by one of the authors [20]. (For the definitions of these classes of 
functions see [21-231, respectively.) 
Now we show that similar identities hold if we consider the integrated rather than the differ- 
entiated Fourier series. 
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THEOREM 4. Let T E Z+ and suppose the function f E VP, 1 I p < 2, has a finite number of 
discontinuities. Then 
1. the identity 
lim n2r+1R~e2r-1)(f; x) = (-l)Tfl 
(2r + 1)7r (f(x+) - f(x-)) 71’M (25) 
is valid for each fixed x E [-K, X] ; 
2. there is no way to determine the jump at the point x E [-r,n] of an arbitrary function 
f E VP, p 2 1, by means of the sequence (Ri-2’-2’(f; .))rzl. 
THEOREM 5. Let T E N and suppose the function f E VP, 1 I p < 2, has a finite number of 
discontinuities. Then 
1. the identity 
lim n2’fj~e2T)(f;4 = iIi&!Z 
(f(x+) - f(x-)I n-+cc (26) 
is valid for each fixed x E [-T, T] ; 
2. there is no way to determine the jump at the point x E [-n,~] of an arbitrary function 
f E VP, p 2 1, by means of the sequence (.&22’-1)(f; .))r.l. 
PROOF OF THEOREM 4. 
1. It is known [14, p. 751 that 
vp c c-l (27) 
for any p 2 1. So, the Fourier series of the function f E VP is well defined. 
Obviously, by means of a change of variables, the problem can always be reduced to the 
case x = 0. 
Now, according to (6) and (13) we have: 
(-l)r+r lim ,‘7’+lR~e2’-1)(G;0) = -. 
?I-CO (2T+ 1) w3) 
Next, for the given function f E Vi, let us set 
fc = f - ; Mc1 [f]mG(xm; .), (29) m=O 
whereso =0,x1 ,..., XM-1, and [flm, m=O,l . . . , M - 1, are the points of discontinuity 
and the associated jumps of the function f. 
Obviously, 
fc E cn VP. (39) 
Continuity of fc follows from (29). Besides, since G E V c VP and VP is a linear vector 
space, fc E VP as well. 
It is known that if f E VP, 1 5 p < 2, then the function f is continuous if and only if 
its Fourier coefficients satisfy the following condition [24]: 
fy (uk(f)2 + Mf12) = 0 (i) . 
k=n 
(31) 
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Thus, according to (13), (30), (31), and Cauchy-Schwartz inequality we have: 
O” l@oc)l+ Ibk(fc)l m2r+l &2’-1) (fc; x) 5 n2r+l c 
k=n 
p-+1 
< d3n2r+1 2 (ak(fd2 + bk(fcj2) 
k=n 
)‘” (g q2 (32) 
= n2r+l o p/29 0 (n--2d/29 = @) 
uniformly with respect to z E [-X, ~1. 
Besides, by virtue of (5), (13), and Abel’s transformation we have: 
for any 0 < p < r and s 2 2, which taking into account (6) proves that 
~n2r+1j3~-2r--1)(G(5,; .); 0) = -& 0 (i) = o(l), 
m (34) 
form = 1,2,... ,M - 1. Now, a combination of (28), (29), (32), and (34) completes the 
proof. 
2. As to assertion 2 of Theorem 4, for any odd integrable function f, Ri-2’-2) (f; 0) = 0, 
T, n E N, independent of the existence of a jump of the function f at x = 0. I 
Theorem 5 is proved virtually identically, and so we omit the details. 
4. GEINERAL IDEA OF THE ALGORITHMS 
The following is the general idea.of the algorithm: according to identities (25) and (26), if 
a function f E VP, 1 5; p < 2, has a finite number of discontinuities, then for a fixed r E 2, 
and sufficiently large n E N, the function lR.$-2”-1’(f; .)I (or lfii-2’-2’(f; .)I), x E [-x, 711, must 
attain the largest local maximum nearby the actual points .of discontinuity of the function f, 
since at the points of continuity of f, R~W2’-1’(f;x) = o(1) by virtue of Theorem 4. Hence, 
we could search for the singularity locations of the function by finding the largest local spikes 
of the integrated ‘tails of its Fourier series. However, according to our main assumption, only a 
finite number of the Fourier coefficients are known. Fortunately, this does not represent a major 
obstacle since we can consider truncated tails of the Fourier series or the conjugate to the Fourier 
series of the function. This change will result in only a scaling of formulae (25) and (26). Namely, 
under the conditions analogous to those of Theorem 4 and Theorem 5, we have: 
and 
lim n2r+lR~-~~-l)(f; ~) = (-1)T+‘d2’+1 
(2T + l)n (f(x+) - fk-1) 71’00 
lim n2’R$~~‘(f; x) = (-lLydz7 (f(X+) - f(z-)). 
n-r* 
(35) 
Figures l-4 represent the graphs of the normalized integrated truncated tails -2nnR~$(f; s) 
of the function (51). They illustrate the dynamics of creation of sharp spikes in the vicinity of 
the actual points of discontinuities of the function. 
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Figure Graph of the normalized integrated Fourier truncated tail for n = 16 of 
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function (51). 
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Figure 2. Graph of the normalized integrated Fourier truncated tail for n = 32 of 
function (51). 
Figure 3. Graph of the normalized integrated Fourier truncated tail for n = 64 of 
function (51). 
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Figure 4. G:raph of the normalized integrated Fourier truncated tail for n = 128 of 
function (51). 
5. AI?PROXIMATION TO THE POINTS OF 
DISCONTINUITY AND THE ASSOCIATED JUMPS 
Now we consider how well the points z,(n) and the values IRn(sm(n)) approximate the points 
of discontinuity 2, ansd the jumps [fm of the function f. 
Let us start from thle most general case. 
THEOREM 6. Let r E N be fixed, and suppose the function f E VP, 1 5 p < 2, has a finite 
number, M(f), of discontinuities. Then the estimate 
%a(r;f;n) = %df) + [f] ,: (f) O ; 
m m 0 
is valid for each fixed m = 0, 1, . . . , M( f ) - 1. 
Let us now consider functions with more smoothness. 
THEOREM 7. Let r E N be fixed, and suppose f is the piecewise continuous function such that 
f’ E VP, 1 5 p < 2. In addition, we assume that M(f) and M(f’) are finite. Then the estimate 
z,(7-; f; 7t) = %z(f) + & + c [flko 
kZm Ad.0 
(38) 
m 
is valid for each m = 0, 1, . . . , M(f) - 1. 
Finally, we consider probably the most interesting case: a 27r-periodic piecewise smooth func- 
tion with one jump discontinuity. As expected, the approximation in this case is significantly 
more regular. Namely, the following statement holds. 
THEOREM 8. Let T E N be fixed, and suppose the function f piecewise belongs to 0, q 12, and 
has a single discontinuity at q(f) E (-r,x). In addition, we assume that f(Q) E VP, 1 5 p < 2. 
Then there exist constants Ki 3 I&(r) s Ki(r; f), i = 1,2,. . . q, such that 
Namely, 
X1(7-1 X2(T) Kl (r ) 1 
~o(r;jf;n)=-sO(f)+~+~+".+n4+1+" - * 
( > ns+’ 
d, r - 2 f’ o [ 1 ICI(r) = - - -, 
k-2 r VI0 
(39) 
(40) 
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and 
d r-2 flI, [ I 
ff-- 
r2 r if10 ’ (41) 
for r E N, under assumption (12) for r = 2. 
Taking advantage of the explicit knowledge of the first two coefficients (40) and (41), using a 
simple linear combination of expansion (39) for distinct integrals 1 5 rr < r-2 < rs, we are able to 
significantly improve the accuracy of the initial approximation. Namely, the following statement 
holds. 
COROLLARY 1. Suppose the function f piecewise belongs to 0, q 2 3, and has a single discon- 
tinuityat zo(f) E (-rr,rr). In addition, weassume that f(q) E VP, 1 < p < 2. Then for each fixed 
triple 1 5 ~1 < r2 < rs there exist constants &, 02, and Bs, independent of n, such that 
where~Ci~Ki(rl;rq;rg;f),i=1,2,...,q-2,arefixedconstants. 
Below, we present a table of constants L$, i = 1,2,3, for some choices of ri. 
Table 1. Table for the constants & for some choices of ri. 
pJT?Jgq 
Now let us study the approximation to the jumps of a function. 
THEOREM 9. Let r E N be fixed, and suppose the function f is a piecewise continuous function 
such that f’ E VP, 1 I p < 2. In addition, we assume that M(f) and M( f’) are finite. Then the 
estimate 
I&x(? f; &L(n)) = [flm + 0 
0 
i (43) 
isvalidforeachm=O,l,..., M(f)-1. 
THEOREM 10. Let r E N, and suppose the function f piecewise belongs to CQ, q 2 2, and has a 
single discontinuity at x0(f) E (-rr, rr). In addition, we assume that f(q) E VP, 1 5 p < 2. Then 
there exist constants Ici z &(r; f), i = 1,2, . . . , q, such that 
IR,,(r;f;zo(n))=[f]o+~+~+...+~+o -$ . 
( > 
Namely, 
for r E N. 
d +p; 
r Lflo7 (45) 
Extrapolating expansion (44) based on identity (45), we improve the accuracy of the initial 
approximation. Namely, the following statement holds. 
COROLLARY 2. Let r E N be fixed, and suppose the function f piecewise belongs to 0, q 2 3, 
and has a single discontinuity at so(f) E (-‘lr, rr). In addition, we assume that f(Q) E VP, 
1 I p < 2. Then for a fixed 1 < r-1 < r2, there exist constants Cl and C:! such that 
& WRn(ri;f;zo(n)) = [f]0 + $- t’..+ + fo (-$) , 
i=l 
whereICiriCi(rl;r2;f),i=1,2,...,q-l,arefixedconstants. 
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Namely, 
rldn+l 
-1 
24, 
(47) 
and 
rldrl+l C2=-- c&z+1 rl&+l 
24, 2d,,-- 24, 
(48) 
For the proofs of Th’eorems 6-10 we refer the reader to [25], in particular to the proofs of 
Theorems 4-8, respectively. Taking into consideration Lemma 1 and 2 they are completely 
analogous. 
6. D.ESCRIPTION OF THE ALGORITHM 
We now describe the jalgorithm we have implemented to locate the points of discontinuity. For 
simplicity, we assume that the function is piecewise infinitely differentiable. 
In case the function has a single discontinuity, according to Corollary 1 we search for the global 
maximum of 11&I for fixed 1 I ~1 < r2 < rg. Afterwards, utilizing expansion (42) and (46), and 
applying Richardson’s method of extrapolation, we improve the accuracy. 
Unfortunately, expansion formula (39) does hot hold for functions with multiple discontinuities. 
We overcome this difficulty using the techniques we introduced in [13]. Precisely, we generate, 
for a fixed r E N, the sequence of truncated tails of Fourier series of functions (fm)z;t, defined 
via the recursion relation 
M-l 
f&) = f(x) n (1 - cos (x - x&f; ad, (4% 
k=O,lc#m 
where d E N is fixed, and ~(f; n), k = O,l,. . . , M - 1, is an initial approximation to 2k(f). 
The idea is that by multiplying a function f by the factor nr=&+m(l - cos (E - zk(f; n)))d we 
are not adding a new point of discontinuity but significantly reducing the jumps at every discon- 
tinuity point except at 2,. More precisely, if 21~ - zk(f;n) = O(n+), k = O,l,. . . , M - 1, 
then the function fm (see (49)) & the point &, k # m, will have a jump of order (1 - 
cos (xk - xk(f; r~)))~[f&, N TX-~~~[~$]~. M ore d t ‘1 e al s are given in [13]. We note that this method 
a treating the multiple discontinuity case could also be applied in conjunction with other algo- 
rithms for discontinuity location. 
Summarizing all the above we suggest an algorithm which, with obvious changes, is essentially 
analogous to the one described in [13]. 
7. NUMERICAL RESULTS 
In order to illustrate the numerical results obtained by the described algorithm, we will consider 
several examples. 
The following piecewise smooth function was considered in [l]. 
if 0 < x < 0.9, 
(50) 
if 0.9 < 2 < 21r. 
By applying the suggested method the authors obtained the errors 2.6(-4) and 2.7(-5) in the 
estimates of the discontinuity location and the associated jump for n = 128, respectively. 
Below we present a detailed description of all computations. The first table shows the error 
in the approximation to the location of the discontinuity by the integrated truncated tails of 
its Fourier series of degree r1 = 1, rp = 3, and rg = 5, and then their linear combination via 
formula (42). 
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Table 3 presents a complete calculation of Richardson’s extrapolation started from the last 
column of Table 2. 
Table 4 presents the error in the approximation to the jumps of the function using ~-1 = 1 
and 7-2 = 3, and their combination (46). 
Table 5 is Richardson’s extrapolation applied to data of Table 4. 
Table 2. Initial approximations to the location of discontinuity and their linear com- 
bination by (42). 
12 Tl = 1 T2 = 3 rg = 5 Linear Combination by (42) 
4 3.85( -2) 4.54(-2) 5.14(-2) 1.31(-l) 
8 8.86(-3) 1.04(-2) 1.19(-2) 7.62( -3) 
16 2.11(--3) 2.48(-3) 2.83(-3) 4.33(-4) 
32 5.17(-4) 6.05(-4) 6.90( -4) 2.54( -5) 
64 1.27(-4) 1.49(-4) 1.70( -4) 1.54( -6) 
128 3.17(-5) 3.70( -5) 4.22( -5) 9.45( -8) 
Table 3. Complete table of Richardson’s extrapolation for the location of disconti- 
nuity of function (50) using the integrated Fourier series. 
Table 4. Initial approximations to the magnitude of jump and their linear combina- 
tion by (46). 
I n I r1=1 1 TV = 3 1 Linear Combination bv (46) 1 
4 1 2.11(-l) 1 4.54(-l) 1 8.40( -4) 
8 1 9.2362) 1 1.98(-l) 1 5.88(-4) 
1 16 1 4.33(-2) 1 9.30(-2) 1 1.86f--4) I 
1 32 1 2.10(-2) 1 4.50(-2) 1 5.10(-5) I 
1 64 1 1.03(-2) 1 2.21(-2) 1 1.32(-5) I 
128 1 5.13(-3) 1 l.lO(-2) 3.38(-6) 
Table 5. Complete table of Richardson’s extrapolation for the magnitude of the jump 
of function (50) using the integrated Fourier series. 
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The next example has been considered in [7]: 
l Of ifO<zIl, 
f(x) = 1;; 2 
I 
ifl<zI2, 
2’ 
if2<3:<5, 
0, if 5 < 2 _< 2~. 
(51) 
This function has been used by all other researchers in order to illustrate their method. Below 
we present the absolute value of the largest error in the estimation of the points of discontinuity of 
function (51), obtained \by Bauer, Eckhoff, Banerjee and Geer, and by us, summarized in Tables 
6-10. 
Table 6. Largest errors in the estimates of the discontinuity locations for function (51) 
using Bauer’s method. 
n 32 64 128 256 
Local Filter 1.4(-5) 1.4(-6) 5.6(-9) 3.1(-9) 
Global Filter 1.5(-3) 8.7(-5) 2.2( -6) 2.7(-7) 
Table 7. Largest errors in the estimates of the discontinuity locations for function (51) 
using various Eckhoff’s methods. 
Table 8. Largest errors in the estimates of the discontinuity locations for function (51) 
using various LSPE methods. 
Table 9. Largest errors in the estimates to the discontinuity locations for func- 
tion (51) using our method with differentiated Fourier series. 
n E 32 64 128 256 512 Location-Error 8.6( -5) 5.4(-7) 1.3(-8) 2.3(-10) 3.3(-14) 
Table 10. Largest errors in the estimates to the discontinuity locations for func- 
tion (51) using our method with integrated Fourier series. 
n 32 64 128 256 512 
Location-Error 4.0(-5) 3.9( -7) 3.3(-9) 6.5(-11) 3.3(-13) 
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8. STABILITY 
In the present section, we study stability of the algorithm by introducing some random errors. 
Following Geer and Banerjee [9, p. 171 we consider again the function (51), but with Fourier 
coefficients contaminated by some random errors. We then apply our method using these con- 
taminated coefficients, and compare the results with those obtained using the original coefficients. 
Here we define the new coefficients (k = 1,2,. . . , n) 
Gk = ak(f) + ‘%,k, bk = bk(f) + fb,kr 
where ea,k and eb,k are independent, uniformly distributed random variables on the interval I--E, E], 
with E > 0 specified. 
The absolute errors in the estimates of the discontinuity locations, as well as the relative errors 
of the corresponding jumps of function (51), using our method with n = 128, are summarized 
in Tables 11-13. Table 14 represents similar computations utilizing the LSPE method. We 
considered 25 different contaminated coefficients for each choice of E. 
Table 11. Means of the errors in the estimates for the discontinuity location zr = 1 
and the associated jump for function (51). 
Table 12. Means of the errors in the estimates for the discontinuity location zs = 2 
and the associated jump for function (51). 
Table 13. Means of the errors in the estimates for the discontinuity location zs = 5 
and the associated jump for function (51). 
Table 14. Errors in the estimates for the discontinuity location zr = 1 and the 
associated jump for function (51) using the LSPE method with q = 1. 
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We encountered a failure of the method only for E = 10m2: eight times it failed to refine the 
discontinuity location for 8s = 5 applying higher integrals of the Fourier partial sums. Let us 
mention that at 0s = 5 the function has the smallest jump equal to 0.80114362. 
9. COMPLEXITY AND TIMING RESULTS 
Because of its flexibility and the presence of powerful built-in tools, our initial development of 
this algorithm was done in Mathematics. In particular we note the following. 
(1) The adaptive two-dimensional plotting routine and graphics interface allows us to locate 
the spikes of the derivative quickly and to visually check that the algorithm is performing 
as expected. 
(2) The arbitrary precision arithmetic package, which tracks loss of precision, guarantees that 
the answers are correct and uncorrupted by round-off error, that is, we know that we are 
observing errors introduced by the algorithm due to truncation of the infinite series and 
not errors introduced by other causes. (Our final results were, however, computed using 
standard floating point arithmetic.) 
(3) The symbolic manipulation capability allows us to test functions expressed analytically 
(the Fourier coefficients are easily generated), functions whose location and size of discon- 
tinuities we know. 
Again, we refer to [I.31 for a detailed discussion of the cost of various phases of the algorithm. 
Since, for Fourier series, both differentiation and integration correspond to essentially diagonal 
matrix operations, there are no fundamental differences. One difference is that three values of r 
are used here, while two are used in the differentiation implementation. As the initial phase uses 
a fixed number of points 00, the analysis indicates a linear growth in n. Our timing results, in 
contrast, show nonlinear growth, which we attribute to memory access features of Mathematics. 
These were obtained a’n a 143 MHz SUN Ultra 1 Model I40 system with 192 M memory running 
Solaris 4.5. 
Table 15. Running time of the refinement phase of the algorithm for function (51). 
n Running Time in Seconds 
32 9.2 
64 18.1 
128 38.5 
256 90.8 
512 226.2 
10. CONCLUSION 
Let us give some comments on our results. 
Although the formula which determines the jumps of a bounded not-too-highly oscillating func- 
tion by means of derivatives of its Fourier series has been known for a long time, identities (25) 
and (26) are new, and in some sense, symmetric to those of Theorems 2 and 3. To our best knowl- 
edge they have never been utilized for a numerical approximation of the locations of discontinuity 
points. Theorems 4 and 5 imply that it is possible to detect the locations of discontinuities and 
the jumps under mild conditions on the function. (Of course, we do assume that the Fourier 
coefficients themselvels are known.) 
We conjecture that. Theorem 4 and 5 hold for a function of VP class for any p 2 1, and for 
even larger classes of a generalized bounded variation, namely HBV classes [22]. But, since our 
main goal is to develop a method which is applicable to a piecewise smooth function, we do not 
bother the reader with technical details and plan to study the question elsewhere. 
It follows from Theorem 6 that identities (35) and (36) can be used even when multiple discon- 
tinuities are present, with an error of order 0(1/n). The factor ([.&A,(f))-’ is not surprising: 
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the smaller the jump of a function and the distance between the points of singularity, the more 
difficult it is to detect its location. 
Taking into consideration asymptotic expansions (39) and (44), we see that the most rapid 
convergence is obtained for a piecewise smooth function with a single discontinuity. Particularly 
useful and interesting are the expansion formulae (42) and (46), obtained via the combination of 
different integrals of the truncated Fourier sums. For piecewise smooth functions, we can obtain 
very high orders of approximation. The numerical results confirm that high accuracy is indeed at- 
tainable with fairly low degree trigonometric polynomials. Then, applying the suggested method 
of “removing” discontinuities, we obtain good results for a function with multiple discontinuities, 
too. It should be mentioned as well that increasing the order of the partial sums we obtained bet- 
ter results: for the same function (50) using expansion (42) and (46), ~1 = 1, 1’2 = 3, and ~3 = 5, 
combined with Richardson’s extrapolation for n = 512 we achieved an accuracy of lo-l7 for the 
location of the point of discontinuity and the associated jump. 
Numerical results obtained via differentiated and integrated Fourier series are within same 
range (see Tables 9 and 10). For the Fourier case, there is no particular reason to prefer one 
over the other. However, considering potential generalizations to Jacobi series, we believe that 
integration techniques may be preferable, due to the better properties of integration operators in 
these families. 
Although we have developed a good method for coping with the breakdown of the expansion 
formulae in the case of multiple discontinuities, the other researchers suggested algorithms specif- 
ically designed for such functions. The methods suggested by Banerjee, Geer, and Eckhoff, do 
give slightly better numerical results than ours. However, our treatment of multiple discontinu- 
ities is automatic (though our techniques here might also be usable in conjunction with the other 
author’s methods) and we have rigorous theoretical results. We also believe our approach has 
good potential for extensions to other bases and to multiple dimensions. 
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