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With the promise of meeting future capacity demands for mobile broadband
communications, 3D massive-MIMO/Full Dimension MIMO (FD-MIMO) sys-
tems have gained much interest among the researchers in recent years. Apart
from the huge spectral eciency gain oered by the system, the reason for this
great interest can also be attributed to signicant reduction of latency, simplied
multiple access layer, and robustness to interference. However, in order to com-
pletely extract the benets of massive-MIMO systems, accurate channel state
information is very critical. In this paper, a channel estimation method based
on direction of arrival (DoA) estimation is presented for massive-MIMO OFDM
systems. To be specic, the DoA is estimated using Estimation of Signal Param-
eter via Rotational Invariance Technique (ESPRIT) method, and the root mean
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Recently, massive-MIMO, also known as large-scale MIMO, has created much interests, both
in academia and industry, with the promise of meeting future capacity demands by providing
increased spectral-eciency achieved through aggressive spatial multiplexing. Considering
the form factor limitation at the base station (BS), instead of placing a large number of
antennas horizontally, 3D massive-MIMO system employs those antennas in a 2D antenna
array panel enabling the exploration of the degrees of freedom in elevation domain along
with those in the azimuth domain. Accordingly, 3D massive-MIMO is also called as full-
dimension MIMO (FD-MIMO) in 3GPP LTE-Advanced systems. Apart from the huge
potential of providing excellent spatial resolution and array gains, massive-MIMO can also
oer a signicant reduction of latency, a simplied multiple access layer, and robustness
to interference [Larsson et al., 2014]. With the help of a large number of antennas, this
system can concentrate more energy in a particular direction leading to a dramatic increase
in energy-eciency. Furthermore, massive-MIMO is the key enabling technology for gigabit-
per-second data transmission in the millimeter wave (mmW) wireless communications with
carrier frequency between 30 and 300 GHz. In mmW communications, it becomes feasible
to pack a greater number of antennas at the base station. However, the benets of Massive
MIMO are limited by the accuracy of the channel state information (CSI) obtained at the
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transmitter. The CSI is critical for functionalities such as downlink beam-forming, transmit
precoding, user scheduling, etc.
MIMO technology, together with Orthogonal Frequency Division Multiplexing (OFDM),
oer ecient ways of increasing the spectral eciency of the cellular system. The high-data-
rate wireless transmission scheme, OFDM, converts a frequency-selective MIMO channel
into a parallel collection of frequency-at subchannels, which is benecial for detection and
channel estimation. It is shown in [Stuber et al., 2004] that unprecedented spectral eciency
and promising system throughput can be obtained through the combination of these two
powerful technologies MIMO and OFDM.
Because of the sensitivity of MIMO algorithms with respect to the underlying channel
matrix, channel state information is particularly critical in order to assess the performance
of the of underlying MIMO-OFDM systems. In general, channel matrix for MIMO systems
can be modeled in dierent ways. The parametric channel model is adopted by performing
virtual direction-of-arrival (DoA) and direction-of-departure (DoD) estimation of resolvable
paths. It provides a simple geometric interpretation of the scattering environment in charac-
terizing the two key MIMO channel metrics: ergodic capacity and diversity level [Sayeed &
Sivanadyan, 2010]. Despite the advantage of reducing the number of estimation parameters,
it is shown in [Larsen et al., 2009] that channel estimation based on DoA and DoD provides
the best performance in terms of error bound.
In this paper, based on the parametric channel model, we present a DoA estimation
method for massive-MIMO OFDM system using ESPRIT type algorithms, and analytically
characterize the root mean square error (RMSE) of the elevation and azimuth angles for
resolvable paths. From the results obtained, we try to deduce valuable intuition on real
system design. Specically, our results show that for the case of massive-MIMO OFDM
systems, RMSE depends heavily on number of antennas, antenna orientation, number of
snapshots, and correlation of the transmitted signal. The rest of the paper is organized as
follows: The system model is introduced in Section II. The subsequent Section III presents
the ESPRIT-based DoA estimation algorithms for this MIMO-OFDM system. Analytical
expression for the MSE of the DoA estimation is presented in Section IV. The simulation
result is shown in Section V before drawing conclusion in Section VI.
Chapter 2
System Model
Consider a MIMO-OFDM system with Nt transmit antennas and Nr receive antennas. At
each transmitter, the high-rate information symbols to be transmitted are grouped into
blocks of length Nc. The i-th such block at the jt-th transmitter can be represented as
xi,jt = [xi,jt(0), xi,jt(1), . . . , xi,jt(Nc − 1)]T , where xi,jt(k) denotes the k-th information sym-
bol within the i-th block at the jt-th transmitter. After serial-to-parallel conversion, these
discrete frequency components of the OFDM modulator are then converted into time sam-
ples by performing an inverse fast Fourier transform (IFFT). The IFFT operation yields the
OFDM symbol consisting of the sequence si,jt(0), si,jt(1), . . . , si,jt(Nc − 1), where {si,jt(n)}








j2πkn/Nc , 0 ≤ n ≤ Nc − 1. (2.1)
The n-th samples at all the transmitters can be expressed in a vector form
si(n) = [si,j0(n), si,j1(n), . . . , si,j(Nt−1)(n)]
T . The cyclic prex (CP) is also added to the OFDM
symbol. In order to avoid inter-symbol interference (ISI), the length of the cyclic prex should
be no shorter than the channel length. After appending CP, the resulting sequence s̃i,jt(n)
is rst passed through a parallel-to-serial converter followed by a digital-to-analog converter,
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resulting in the baseband OFDM signal, r(t). The baseband signal is then upconverted and
sent through a frequency selective fading channel, which is assumed to remain time-invariant
during one OFDM symbol duration. We assume that the channel, which can be represented
by an equivalent discrete-time linear channel impulse response (CIR), has a nite number
(L) of non-zero taps.
Traditional channel models such as Rayleigh Fading model, which depict rich scattering
environment, do not really portray the actual scenario for millimeter wave wireless com-
munication. In this paper, a clustered channel model is considered, where each scattering
cluster is assumed to contribute a single propagation path. The channel impulse responses
are then represented by a sequence of channel matrices, C(`) for ` = 0, 1, . . . , (L − 1). We
assume there are a nite number of resolvable paths between the transmitter and receiver.
For the broadband millimeter wave communication, we can consider that each channel tap




where α(`), er(`) and et(`) are, respectively, the channel gain, Nr × 1 receive antenna array
response and Nt×1 transmit antenna array response for the `-th tap; (.)H denotes hermitian
matrix. It is obvious that the transmit and receive antenna array responses depend on DoD
and DoA respectively. For the transmitter equipped with a uniform linear array (ULA),
the transmit antenna array response can be described using the Vandermonde structure:
et(`) =
[
1 ejω` . . . ej(Nt−1)ω`
]T
, where ω` = (2π∆/λ) cos Ω`, ∆ is the spacing between
the adjacent transmit antenna elements, Ω` is the transmit angle (DoD) for the `-th tap,
and λ is the carrier wavelength.
The antenna array at the base station is a planar array placed in the X-Z plane, with
M1 and M2 antenna elements in vertical and horizontal direction respectively (Fig. 2.1).






Figure 2.1: 3D Massive MIMO/FD-MIMO System Model.
Since the antenna elements at the base station are placed in a 2D plane, for each resolvable
path, there will be an azimuth DoA and an elevation DoA. Therefore, the receive antenna
array response can be expressed as er(`) = a(v`)⊗ a(u`), where ⊗ represents the Kronecker
product. a(u`) =
[




1 ejv` . . . ej(M2−1)v`
]T
can be




cos θ` and v` =
2πd
λ
sin θ` cosφ` are the two receive spatial frequencies at the base
station, d is the spacing between adjacent antenna elements in the receive antenna array,
and θ` and φ` is the elevation and azimuth DoA respectively.
At each receiver, the received signal is rst down-converted, and then passed through
a low-pass lter to remove the high frequency components. The received base-band signal
at the jr-th receiver, yi,jr(t) is then passed through an analog-to-digital (A/D) converter.
The cyclic prex is then removed from the output of the A/D converter which yields the
sequence yi(n) = si(n) ~ C(n) + wi(n), where ~ represents circular convolution, yi(n) =
[yi,j0(n), yi,j1(n), . . . , yi,j(Nr−1)(n)]
T is the vector containing n-th received sample at all the
receiver, jr represents the index for the receive antenna, and wi(n) is the noise vector. It
is to be noted here that si(n) has a sequence of length Nc, whereas, C(`) has sequence of
only length L. Therefore, for facilitating the circular convolution in the DFT operation, we
append (Nc − L) zero matrices to the sequence of C(`), so that both the channel impulse
response and transmitted IFFT sample vector are of the same sequence-length, Nc. We





i (1) . . . s
T
i (Nc − 1)
]T
. For clarity, s̃i can be expressed as s̃i = Fx̃i, where
x̃i is the corresponding NtNc × 1 vector containing frequency-domain symbols, and F is the
transformation matrix. Accordingly, we can represent the corresponding received Nc time-




i (1) . . . y
T
i (Nc − 1)
]T
. We can thereby express the NrNc × 1
received sample vector as





i (1) . . . w
T
i (Nc − 1)
]T
is the NrNc × 1 AWGN noise vector, and
Cc =

C(0) 0 0 . . . C(1)
C(1) C(0) 0 . . . C(2)
...
0 0 0 . . . C(0)

(2.4)
is the NrNc×NtNc block-circulant matrix governing the circular convolution.Therefore, the
n-th received time-samples vector can be written as
y(n) =C(n)s(0)+ C(n− 1)s(1)+ . . . (2.5)
. . .+ C(n−Nc + 1)s(Nc − 1) + w(n)
where, C(`) = 0Nr×Nt for L ≤ ` ≤ (Nc − 1). It is to be noted here that we have dropped
the index, i in (2.5) for notational convenience. It will be assumed from now on that all the
samples correspond to i-th OFDM symbol. Using (2.2), and after a rearrangement, we can
write (2.5) as
y(n) = Adiag{b}Ẽts̃ + w(n) (2.6)
where, A =
[
er(n) er(n− 1) . . . er(n−Nc + 1)
]
can be viewed as the array steering
matrix, Ẽt is a Nc ×NtNc block diagonal matrix containing the transmit array responses,
Ẽt =

eHt (n) 0 . . . 0
0 eHt (n− 1) . . . 0
...
0 0 . . . eHt (n−Nc + 1)

, (2.7)
and b is the 1×Nc row vector containing the the complex fading envelopes. Now, taking V
snapshots during one IFFT-sample-duration, we can extend (2.6), and write as:
Y = Adiag{b}ẼtS̃ + W, (2.8)
where, Y is the Nr × V received signal at the base-station, S̃ is the NtNc × V transmitted
signal, and W is the Nr × V noise matrix. If the raised-cosine or square-root-raised-cosine
functions are used for pulse shaping in the OFDM modulator, and uniform sampling is ap-
plied, S̃ can be expressed as S̃ = s̃g, where, g = [g1, g2, . . . , gV ] is the 1 × V row vector
containing the snapshot-weights, which are the numbers with which if s̃ is multiplied, cor-
responding snapshots can be determined. These weights are calculated by the number of
snapshots and the parameters of the pulse shaping function. We can assume S̃HS̃ to be a
scaled identity matrix, which leads to the minimized channel estimation error. Moreover, if
the optimal training sequence, such as Frank-Zado-Chu-sequences is used, we can still have
the white Gaussian noise after the least-square channel estimation.
Chapter 3
DoA Estimation Through ESPRIT
Algorithm
In this section, we introduce a low-complexity DoA estimation algorithm based on unitary
ESPRIT in order to jointly estimate the elevation and azimuth angles. By converting all
the complex matrices to the real matrices, the unitary ESPRIT performs the computations
in real instead of complex numbers from beginning to the end of the algorithm, and hence
reduces the computational complexity signicantly. We can write the noisy received signal
in (2.8) as:
Y = AS + W, (3.1)
where, S = diag{b}ẼtS̃ can be regarded as the equivalent transmit signal. In order to

















Here, Πp denotes the p×p exchange matrix with ones on its antidiagonal and zeros elsewhere.
The subspace decomposition of the signal space of the received signal through singular value














The array manifold matrix of an M1 ×M2 rectangular antenna array can be expressed
as:
A(u`, v`) = a(u`)a
T (v`),
that is, the 2D steering matrix can be decomposed into product of two 1D steering vectors
[Mathews et al., 1996]. We can choose the two subarrays of the steering vector, a(u`),
with maximum overlap, that is, each having M1 − 1 antenna elements. Because of the
xed displacement between the rst and second subarrays, if the rst M1 − 1 elements are
multiplied by eju` , the resulting vector will be equal to the vector containing the last M1− 1
components. This can be expressed as:
eju`J1a(u`) = J2a(u`), (3.3)
where, J1 is an (M1−1)×M1 selection matrix constructed by taking the rst (M1−1) rows
of IM1 (M1×M1 Identity Matrix), and J2 is an (M1− 1)×M1 selection matrix constructed
by taking the last (M1 − 1) rows of IM1 . A unitary and left-Π real matrix, QM1 can be













where, IK is a K ×K identity matrix, and ΠK is a K ×K exchange matrix.







Here, K1 = Re{QHM1−1J2QM1}, K2 = Im{Q
H







R(u`, v`) = K2A
R(u`, v`), (3.6)
where,























where Kx1 , IM2 ⊗K1, Kx2 , IM2 ⊗K2, and vec{.} is the vectorization operation. Accord-































It is important to note that after the unitary transformation, the matrices all become real-
valued matrices. This will signicantly reduce the computational complexity.













, where J′2 is the (M2 − 1)×M2 matrix constructed by taking the



















Let Us be the signal subspace and T be the nonsingular transformation matrix, we have
Us = A
RT since the array steering matrix AR and the matrix Us span the same column
space in the absence of noise or with an innite number of measurements. Under the noisy
case or with a nite number of measurements, this expression holds approximately [Haardt
et al., 2008]. Substitute this relation into (3.7), we have
Kx1UsΨx = Kx2Us (3.10)
where Ψx , T−1ΩxT. Similarly, we also have
Ky1UsΨy = Ky2Us (3.11)
where Ψy , T−1ΩyT. From (3.10) and (3.11), we can solve for Ψ̂x and Ψ̂y based on the
estimated signal subspace using least square type of methods. Let the eigenvalues of the
Nc ×Nc complex matrix Ψ̂x + jΨ̂y be λ̂`, ` = 1, 2, . . . , Nc. u` and v` can be estimated from:














Accordingly, 2D DoAs of interest are obtained through simple parameter transformation.
Chapter 4
MSE Characterization
In this section, we present the theoretical analysis of root mean square error (RMSE) for
DoA estimation using the standard ESPRIT method. Let v̂` denote the estimated spatial
frequency for `-th tap; the estimation error is then given by ∆v` = v` − v̂`. Similarly,
∆u` = u` − û`. The rst order approximation of the mean square estimation error of v` for






















































2 are the two eective selection matrices for the rst and second subarrays,
respectively, for the spatial frequency v`, T is the transformation matrix as described in
Section II, q` is the `-th column of matrix T, p
T
` is the `-th row of matrix T
−1; Rnn and



















































2 are the two eective selection matrices for the rst and second subarrays,
respectively, for the spatial frequency u`. At this point, in order to facilitate the derivation
of MSE expression, we consider the following Lemma:
Lemma 1. If the elevation and azimuth angles are both drawn independently from a contin-
uous distribution, the normalized array response vectors become orthogonal asymptotically,
that is, ēr(k) ⊥ span {ēr(`) | ∀k 6= `} when the number of antennas at the base station goes
large.
Proof. See Appendix A.1.
It is to be emphasized here that Lemma-1 holds for any continuous distribution. It
can be seen that (4.1) depends on the singular value decomposition (SVD) of the noiseless
received signal, which is not easy to obtain at the base station. In fact, it is extremely
dicult to simplify such complicated result in the multiple path case. Fortunately, in the
massive MIMO system, it can be signicantly simplied because of the orthogonality of the
steering vectors. The simplied result is only related to the real system parameters such
as the number of antennas, number of snapshots, transmit power, and covariance matrix of
transmit signal. Specically, for the massive MIMO system, we have the following theorem:
Theorem 1. For the case of 3D DoA estimation based on uniform rectangular array of
M1×M2 elements, the root mean square errors of the elevation and azimuth angle estimations
are given, respectively, by:
RMSE{θ`} =
σ


















where σ2 is the noise variance, and RSS(`, `) is the `-th diagonal element of the covariance
matrix of the equivalent transmit signal.
Proof. See Appendix A.2.
Now, RSS = E{SSH}/V , where the expectation is with respect to the time-samples over
dierent subcarriers on transmit antennas. RSS can be expressed as:
RSS = diag{b}ẼtE{S̃S̃H}ẼHt (diag{b})H/V
= diag{b}ẼtFE{X̃X̃H}FHẼHt (diag{b})H/V (4.8)
where X̃ = F−1S̃ is the frequency domain transmit signal matrix. If we assume, Z =
diag{b}ẼtF, we can write, RSS = ZE{X̃X̃H}ZH/V = ZRX̃X̃ZH/V , where RX̃X̃ = E{X̃X̃H}.
Therefore, we can write, R−1SS = (V )Z
−HR−1
X̃X̃
Z−1. Plugging the expression for R−1SS in (4.6)
and (4.7), we can obtain:
RMSE{θ`} =
σ























Z−1)(`, `) represents the `-th diagonal element of the matrix product Z−HR−1
X̃X̃
Z−1.
Based on the proof of Theorem 1, it is straight forward to obtain the RMSE of the spatial
frequencies u` and v` as follows:
Corollary 1. In massive MIMO system, RMSEs of the spatial frequencies u` and v` using



















It is clear from these equations that correlation between the data on dierent subcarriers
will have adverse eect on the performance of the DoA estimation, i.e., root mean squared
error increases as the correlation between the data increases. The pilot sequence design will
also have a signicant impact on the DoA estimation performance through the term RX̃X̃.
Chapter 5
Simulation Results
In this section, we evaluate the RMSE of the ESPRIT-based DoA estimation for 3D millime-
ter wave massive MIMO systems. Furthermore, we will evaluate the system achievable rate
under the presence of DoA estimation errors and present a performance comparison between
our proposed power allocation algorithm and the traditional water-lling solution. To eval-
uate the performance of the DoA estimation, we assume there are 4 resolvable paths, which
is a typical number for the outdoor millimeter-wave communication systems at both 28GHz
and 73GHz [Rangan et al., 2014]. Number of subcarriers of the OFDM system is 32, and the
length of cyclic prex is 4. The antenna spacing for both the received and transmit antennas
is assumed to be 0.5λ. The number of transmit antennas is set to be 8. The elevation and
azimuth DoAs are chosen randomly from either the uniform distribution: U [−180◦, 180◦],
the exponential distribution: Exp(1/50), or the Gaussian distribution: N (50, 20).
In our work, we invoke the far eld assumption, and the wavefront impinging on the
antenna array was assumed to be planer. However, using models such as Costa model, it
would not be dicult to extend our results to incorporate the spherical wavefront. It is also
noteworthy here that the transmission medium assumed in this paper is isotropic and linear.
Normally distributed random numbers were used for generating frequency domain data for
simulation. The number of snapshots is taken to be 32. The success of ESPRIT type high
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resolution DoA estimation method depends on the full rank condition of the data covariance
matrix. However, if appropriate preprocessing schemes such as forward-backward averaging
or spatial smoothing can be applied, the data covariance matrix can be ensured to be of
full rank and non-singular even when all the data signals are correlated. This is the main
reason why we performed the forward-backward averaging in our DoA estimation process in
Section II to deal with the potential issue of not having enough independent realizations of
the random waveeld. Therefore, even though we used independent data signals in our sim-
ulation evaluation, our method/simulation procedure is expected to handle the non-singular
covariance matrix case smoothly. The main requirement for forward-backward averaging to
be valid is that the properties of the process under consideration be approximately the same
independent of the orientation of space axis and that the samples be taken in a geometry
that is also reversible. The antenna array that we are using at the base station fullls this
condition since it has a centro-symmetric structure. For the forward-backward averaging,
the data are rst taken from the 2D rectangular array, and then these data are vectorized.
Finally, an extended data matrix is used for forward-backward averaging which is dened
in Equation (??). Through forward-backward averaging, the data is eectively doubled to
improve the estimation performance. Finally, the total available transmit power is assumed
to be unity, and the SNR is dened as the ratio of the received signal power to the noise
power, i.e. SNR = 10 log10 (1/σ
2).
The performance of the estimation of elevation and azimuth angles for an 8× 8 antenna
array with uniform DoA distribution is shown in Figure 5.1 and Figure 5.2, respectively,
where the analytical results for RMSEs are compared with the empirical ones. It can be
observed that as SNR increases, the empirical results match the analytical results asymptot-
ically. We can investigate the impact of various antenna congurations on the estimation
performance and obtain some interesting design intuitions. For example, for a 3D massive
MIMO system with the same total 64 antenna elements, the RMSE for 4× 16 antenna array
is shown in Figure 5.3 and Figure 5.4, while the elevation and azimuth angle estimation for































Figure 5.1: Elevation angle estimation for 8× 8 array (Uniform DoA distribution).































Figure 5.2: Azimuth angle estimation for 8× 8 array (Uniform DoA distribution).
a 16× 4 array are shown in Figure 5.5 and Figure 5.6, respectively. Comparing these gures
with Figure 5.1 and 5.2, we observe that as the number of antennas in the elevation do-































Figure 5.3: Elevation angle estimation for 4× 16 array (Uniform DoA distribution).































Figure 5.4: Azimuth angle estimation for 4× 16 array (Uniform DoA distribution).
main increases, the elevation angle estimation performance improves. However, the RMSE
of azimuth estimation of an 8 × 8 array shown in Figure 5.2 is even better than that of
the 4 × 16 array shown in Figure 5.4, especially at low and medium SNR regime. This is
somewhat surprising because 4×16 array has more antenna elements in the azimuth domain
compared with the 8 × 8 array. The reason behind this is that the azimuth estimation is
actually coupled with the elevation estimation performance, and when the elevation estima-
tion performance decreases, azimuth estimation performance also deteriorates even though
the number of horizontal antennas is increased. On the other hand, the elevation angle es-
timation performance does not depend on the azimuth angle estimation performance. For































Figure 5.5: Elevation angle estimation for 16× 4 array (Uniform DoA distribution).
the case of 16× 16 antenna array, the RMSE estimation performance is shown in Figure 5.7
and 5.8. As expected, the 16 × 16 array outperforms the 8 × 8, 4 × 16 and 16 × 4 arrays
in both elevation and azimuth angle estimation. It is to be emphasized here that these
DoA estimation results hold for any continuous distribution, and is not specic to uniform
distribution only. The results for 8 × 8 and 16 × 16 antenna arrays where the DoA's are
drawn from Gaussian (N (50, 20)) and exponential distribution (Exp(1/50)), are shown in
comparing with Figures 5.1,5.2,5.7, and 5.8, we can clearly observe that for the same antenna































Figure 5.6: Azimuth angle estimation for 16× 4 array (Uniform DoA distribution).































Figure 5.7: Elevation angle estimation for 16×16 array (Uniform DoA distribution).
conguration, the DoA estimation performance is very similar irrespective of the underlying
distribution from which the DoA's are drawn. This, in fact, validates the results in Lemmas































Figure 5.8: Azimuth angle estimation for 16× 16 array (Uniform DoA distribution).
1 to 3.

































Figure 5.9: Elevation angle estimation for 8× 8 array.
Figures that plot the RMSE of elevation and azimuth angles estimation as a function of

































Figure 5.10: Azimuth angle estimation for 8× 8 array.

































Figure 5.11: Elevation angle estimation for 16× 16 array.
the number of antennas are shown in Figures 5.13 and 5.14 for uniform, Gaussian, and ex-
ponential DoA distributions, and SNR = 15 and 20 dB. Dashed lines represent the empirical

































Figure 5.12: Azimuth angle estimation for 16× 16 array.
results while solid lines represent the analytical results. The square array, where M1 = M2,
is assumed for the evaluation. It can be observed that the DoA estimation performance im-
proves as the number of antennas increases. Furthermore, in all cases, the empirical results
are very close to the analytical results irrespective of the DoA distribution.















































Figure 5.13: Elevation angle estimation for dierent number of antennas.















































Figure 5.14: Azimuth angle estimation for dierent number of antennas.
Chapter 6
Conclusion
In this thesis, we have presented a DoA estimation procedure for the 3D massive-MIMO
OFDM system. Specically, we have derived the analytical expression of the root mean
square estimation for the ESPRIT-type algorithms. Performance of elevation and azimuth
angle estimation under various antenna congurations has been investigated. Results show
that antenna conguration can play a vital role in determining the performance of the 3D
massive-MIMO OFDM systems. Moreover, the correlation between the data on dierent sub-
carriers has adverse eect on the DoA estimation Performance. This may provide signicant




A.1 Proof of Lemma 1









[1, e−jui , . . . , e−j(M1−1)ui , . . . , e−j(M2−1)vi e−j(M2−1)vie−jui , . . . , e−j(M2−1)vie−j(M1−1)ui ]




[1 + e−j(ui−um)+, . . . ,+e−j(M1−1)(ui−um)+, . . . ,+e−j(M2−1)(vi−vm)









Since both azimuth and elevation DoA's are drawn independently from a continuous distri-






























∣∣∣∣ ∣∣∣∣ 21− e−j(vi−vm)
∣∣∣∣ = 0 (A.3)







geometric series with the ratios e−j(vi−vm) and e−j(ui−um), respectively.
A.2 Proof of Theorem 1
Proof. In the case of standard ESPRIT and for circularly symmetric white noise, Cnn = 0




































































































= β` ⊗αv,`. (A.9)
Similarly, WTmatr
(u)








((β` ⊗αu,`)HRTnn(β` ⊗αu,`)). (A.11)















where c` = [0, . . . , 1, . . . 0]
T is the column selection vector with `-th element being one, and
other elements being zero, J̃v,1 = IM1 ⊗ [IM2−1 0] and J̃v,2 = IM1 ⊗ [0 IM2−1] are the






























































J̃u,1 = [IM1−1 0] ⊗ IM2 and J̃u,2 = [0 IM1−1] ⊗ IM2 are the selection matrices. Therefore,























1 0 . . . 0










1 0 . . . 0 0














thus can be written as
[
1, e−ju` , . . . , e−j(M2−2)u` , . . . , e−j(M2−1)v`e−j(M1−1)u`
]
.













1, e−ju` , . . . , e−j(M2−2)u` , . . . , e−j(M2−1)v`e−j(M1−2)u` , 0
]
. (A.17)
Moreover, J̃v,2 can be represented as
J̃v,2 =

1 0 . . . 0










0 1 0 . . . 0














then can be written as
[
e−ju` , e−j2u` , . . . , e−j(M2−1)u` , . . . , e−j(M2−1)v`e−j(M1−1)u`
]
,













0, e−ju` , . . . , e−j(M2−1)u` , . . . , e−j(M2−1)v`e−j(M1−1)u` , 0
]
. (A.19)













−1, 0, . . . , 0, e−j((M2−1)u`), . . . , e−j((M1−1)u`), 0,
, . . . , e−j((M2−1)v`+(M1−1)u`)
]
. (A.20)
Accordingly, we obtain ||αv,`||2 = 2/(M2 − 1)2M1. Following the same procedure, we can
also have ||αu,`||2 = 2/(M1 − 1)2M2. With a view to deriving the expression for β`, we rst


















Λ =diag{[e−j((M1−1)un+(M2−1)vn), . . . , , . . . , e−j((M1−1)u(n−Nc+1)+(M2−1)v(n−Nc+1))]}.



















et al., 1993]. It can be shown that the unitary trransformation does not aect the MSE of
the ESPRIT method [Roemer, 2012]. However, the statistics of the noise and signal subspace
are changed when preprocessing like forward-backward averaging is applied. Now, the noise
covariance matrix can be written as:
Rnn = E{vec{W}vec{W}H}. (A.22)
However, if the noise is assumed to be circularly symmetric and white Gaussian, we have
Rnn = σ
2INrV . Therefore
(β` ⊗αv,`)HRTnn(β` ⊗αv,`) = σ2(β` ⊗αv,`)
H(β` ⊗αv,`)
= σ2(βH` β`)⊗ (αHv,`αv,`). (A.23)




s A, ||β`||2 is the `-th diagonal element of AHUsΣ−2s UHs A,
which we can write as ||β`||2 = R−1SS(`, `)/V [Li et al., 1993], [Liu et al., 2014], where RSS(`, `)
is the `-th diagonal element of the equivalent transmit signal covariance matrix. Plugging
the value of ||β`||2 and ||αv,`||2 in (A.23):






Similarly, we also have



















































Recognizing that RMSE{θ`} =
√
E{(4θ`)2} and RMSE{φ`} =
√
E{(4φ`)2}, by substituting
(A.26) and (A.27) into (A.28) and (A.29), respectively, we obtain the desired results.
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