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Abstract—This work proposes a new neural network feature representation that help to leave out sensitive information in the 
decision-making process of pattern recognition and machine learning algorithms. The aim of this work is to develop a learning 
method capable to remove certain information from the feature space without drop of performance in a recognition task based on 
that feature space. Our work is in part motivated by the new international regulation for personal data protection, which forces 
data controllers to avoid discriminative hazards while managing sensitive data of users. Our method is based on a triplet loss 
learning generalization that introduces a sensitive information removal process. The method is evaluated on face recognition 
technologies using state-of-the-art algorithms and publicly available benchmarks. In addition, we present a new annotation dataset 
with balanced distribution between genders and ethnic origins. The dataset includes more than 120K images from 24K identities 
with variety of poses, image quality, facial expressions, and illumination. The experiments demonstrate that it is possible to reduce 
sensitive information such as gender or ethnicity in the feature representation while retaining competitive performance in a face 
recognition task. 
Index Terms—face recognition, learning representation, agnostic representation, algorithmic discrimination.  
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1 INTRODUCTION
URING the last decade, the accuracy has been the 
key concern for researchers developing automatic de-
cision-making algorithms, e.g., in biometric systems for 
person recognition [1]. Recent progress under that um-
brella has made possible and practical automatic decision-
making in quite challenging problems, e.g., biometrics in 
the wild [2]. However, the recognition accuracy is not the 
only aspect to attend when designing learning algorithms. 
Algorithms have an increasingly important role in deci-
sion-making in several processes involving humans. These 
decisions have therefore increasing effects in our lives, and 
there is an increasing need for developing machine learn-
ing methods that guarantee fairness in such decision-mak-
ing [3-7].  
Discrimination can be defined in this context as the un-
fair treatment of an individual because of his or her mem-
bership in a particular group, e.g. ethnic, gender, etc. The 
right to non-discrimination is deeply embedded in the nor-
mative framework that underlies various national and in-
ternational regulations, and can be found for example in 
Article 7 of the Universal Declaration of Human Rights, 
and Article 14 of the European Convention on Human 
Rights, among others. As a prove of these concerns, in 
April 2018 the European Parliament adopted a set of laws 
aimed to regularize the collection, storage and use of per-
sonal information, the General Data Protection Regulation 
(GDPR) [8]. According to paragraph 71 of GDPR, data con-
trollers who process sensitive data have to “implement ap-
propriate technical and organizational measures …” that 
“… prevent, inter alia, discriminatory effects”. 
The aim of this work is to develop a new agnostic feature 
representation capable to remove certain sensitive infor-
mation. The resulting networks trained with the proposed 
representation, called SensitiveNets, can be trained for spe-
cific tasks (e.g. image classification, face recognition, 
speech recognition, ...), while minimizing the contribution 
of selected covariates, both for the task at hand and in the 
information embedded in the trained network. Those co-
variates will typically be the source of discrimination that 
we want to prevent (e.g. gender, ethnicity, age, and con-
text). 
We evaluate the new proposed representation removing 
gender and ethnicity information from the decision-mak-
ing of state-of-the-art face recognition systems. The pro-
posed representation is evaluated on face recognition tech-
nology because of: i) the high level of sensitive information 
present in face imaging (e.g. gender, age, ethnicity, health); 
ii) it is a very active research topic with interest from both 
academia and industry; and iii) it is a challenging pattern 
recognition problem with multiple sources of variations 
———————————————— 
 Authors are with the Biometric and Data Pattern Analytics Lab – BiDA, 
Escuela Politecnica Superior, C/ Francisco Tomás y Valiente, 11 Universi-
dad Autónoma de Madrid, Campus de Cantoblanco, 28049 Madrid. Email: 
{aythami.morales, julian.fierrez, ruben.vera}@uam.es 
 Dataset available here: https://github.com/BiDAlab/DiveFace 
 
D 
2  
 
(e.g. pose, illumination, image quality). Facial attributes re-
vealing the gender, age or ethnicity have the potential to 
discriminate citizens based on the group to which that per-
son belongs [9]. 
The contributions of this work are two-fold: i) a new fea-
ture representation aimed at eliminating sensitive infor-
mation from the decision-making of recognition algo-
rithms based on deep neural network embeddings. This 
new representation is able to work with pre-trained mod-
els, therefore it is compatible with existing networks (e.g., 
ResNet trained on VGGFace2 used in our experiments). To 
the best of our knowledge, this is the first work that has 
addressed this challenge for face recognition algorithms. 
And ii) a new annotation dataset (DiveFace) with uniform 
distribution between genders and ethnic origins, used in 
our experiments. The dataset includes more than 120K im-
ages from 24K identities with variety of poses, image qual-
ity, facial expressions and illumination (see Fig. 1). This da-
tabase is a step forward with respect to the resources avail-
able in this area (e.g., DiveFace is ten times bigger than the 
dataset recently used in [6]). 
The rest of the paper is structured as follows: end of sec-
tion 1 summarizes related works on this area. Section 2 in-
troduces the proposed agnostic representation learning 
process. Section 3 describes the database generated for this 
study, while Section 4 presents experiments and results. Fi-
nally, Section 5 will summarize the main conclusions.  
1.1 Related Works 
The study of discrimination-aware information technology 
is not new and includes efforts from different research 
communities. In [10-13] researchers analyzed several tech-
niques to improve fairness through discrimination-aware 
data mining.  Those three approaches proposed to act on 
the decision rules in order to compensate discriminatory 
effects. Similarly, a modified Bayes classifier focused on re-
ducing discriminatory effects was proposed in [15]. Re-
searchers proposed to modify the probability distributions 
of the classifiers as well as balanced models to guarantee 
fair decision-making [14]. How to detect discriminatory ef-
fects on web-platforms was discussed in [16] with ap-
proaches focused on auditing algorithms and its decision 
rules. All those approaches [10-15] proposed methods to 
act on the decisions rather than the learning processes. 
The study of new learned representations to improve 
fairness of the learning processes has attracted other re-
searchers [4][17][18]. In [4][17] researchers proposed pro-
jection methods to preserve individual information while 
obfuscating membership to specific groups. The main 
drawback of the proposed techniques was that discrimina-
tion was modelled as statistical imparity, which is not ap-
plicable when the classification goal is not directly corre-
lated with membership in a specific group.  
The concept of agnostic neural network as it is used in 
the present work was introduced in [18]. That work pro-
posed a learning method to recognize images minimizing 
the usage of context information (e.g. recognize a whale 
without using information from sea regions in the image). 
The main problem of that approach was the large perfor-
mance drop when not using the context.   
Bias and discrimination are related to each other but 
they are not necessarily the same thing. Bias is traditionally 
associated with unequal representation of classes in a da-
taset [19]. Dataset bias can produce unwanted results in the 
decision-making of algorithms, e.g., different face recogni-
tion accuracy depending of your ethnicity [20][21]. Re-
searchers have explored new representations capable to 
compensate this dataset bias [6][22]. The proposal in [6] is 
based on a joint learning and unlearning algorithm in-
spired in domain and task adaptation methods [23]. Simi-
larly, the method in [22] proposed an approach based on 
Multitask Convolutional Neural Networks to compensate 
the dataset bias in face attribute classification. These works 
reported encouraging results showing that it is possible to 
remove sensitive information (named as spurious varia-
tions in [6]) for age, gender, ancestral origin and pose in 
face processing. However, those works did not address the 
problem on face verification tasks. 
De-identification is another approach proposed to im-
prove the privacy in face processing. In [24][25] researchers 
proposed de-identification techniques that obfuscate gen-
der attributes while preserving face verification accuracy. 
The main drawback of these techniques is that gender in-
formation is not eliminated but distorted. 
 
 
 
 
 
 
 
Fig. 1. Examples of the six classes available in DiveFace.  Faces 
have been cropped using the algorithm proposed in [10]. 
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2 PROPOSED METHOD 
Triplet loss was proposed to improve the performance of 
face descriptors in verification algorithms [26][27]. In this 
work we propose a generalization of triplet loss to train a 
new representation that maintains a competitive recogni-
tion performance without using sensitive information dur-
ing the decision-making. Assume that each image is repre-
sented by an embedding descriptor 𝐱 ∈  ℝ𝑑 obtained by a 
pre-trained model.  A triplet is composed by three different 
images from two different classes: Anchor (𝐀) and Positive 
(𝐏) are different images from the same class (e.g. an iden-
tity in face recognition), and Negative (𝐍) is an image from 
a different class. We form a list of triplets 𝐓 that violate the 
recognition performance constraint: 
 
‖𝐱𝐀
𝑖 − 𝐱𝐍
𝑖 ‖
2
− ‖𝐱𝐀
𝑖 − 𝐱𝐏
𝑖 ‖
2
> 𝛼, (1) 
 
where 𝑖 is the index of the triplet, ‖∙‖ is the Euclidean Dis-
tance and 𝛼 is a real numbered threshold. In words, we se-
lect difficult triplets where the inter-class distance is 
smaller than the intra-class distance.    
In order to eliminate the sensitive information from the 
pre-trained model without a significant drop of recogni-
tion performance, we propose a modified loss function: 
 
𝑙𝑜𝑠𝑠 = ∑[‖𝜑(𝐱𝐀
𝑖 ) −  𝜑(𝐱𝐏
𝑖 )‖
2
− ‖𝜑(𝐱𝐀
𝑖 ) −  𝜑(𝐱𝐍
𝑖 )‖
2
𝑖∈𝐓
+ Λ𝑖], 
(2) 
 
where 𝜑(𝐱) is the projection function of the new feature 
representation, 𝐓 is a list of triplets, and Λ𝑖 is the amount of 
sensitive information present in each triplet. Λ𝑖 is calcu-
lated as: 
 
Λ𝑖 = 𝜆 (𝜑(𝐱𝐀
𝑖 )) + 𝜆 (𝜑(𝐱𝐏
𝑖 )) + 𝜆 (𝜑(𝐱𝐍
𝑖 )) + 𝛼, (3) 
 
where 𝜆(𝜑(𝐱)) is obtained from the projected feature rep-
resentation according to the equation:  
 
𝜆𝐀
𝑖 = 𝜆(𝜑(𝐱𝐀
𝑖 )) = log (1 + ∑ |
1
𝐶
− 𝑝𝑠(𝜑(𝐱𝐀
𝑖 ))|𝐶𝑠=1 ), (4) 
 
being 𝑝𝑠(𝜑(𝐱𝐀
𝑖 )) the sensitivity detection output (softmax 
function) corresponding to the probability 𝑃(𝑠|𝜑(𝐱𝐀
𝑖 )), 𝐶 is 
the number of sensitive classes (e.g. two for gender), and 
|∙| is the absolute value. 𝜆𝐀
𝑖  will tend to zero when 
𝑝𝑠(𝜑(𝐱𝐀
𝑖 )) approximates the random chance (1 ⁄ 𝐶) for all 
classes 𝑠. 𝜆𝐍
𝑖  and 𝜆𝐏
𝑖  are calculated similarly. The notation 
and data involved are summarized in Fig. 2. The proposed 
loss function minimizes the sensitive information 𝜆, while 
maintains distances between positive and negative embed-
dings. 
The method proposed to generate 𝜑(𝐱) is data driven 
and potentially applicable to any feature representation. In 
this paper we show its application in face biometrics to re-
move information such as gender and ethnicity. Without 
loss of generality, our training algorithm for obtaining 
𝜑(𝐱) works as follows when applied to this problem: 
a. We train a sensitivity detector 𝑝(𝐱) using the face 
representation generated by the pre-trained model 𝐱 
and the sensitive feature to remove (e.g. gender). The 
detector is a dense classification layer (softmax 
function) with number of units equal to the number 
of classes 𝐶 of that feature. Given a face descriptor 𝐱 ∈
 ℝ𝑑, the output of the detector 𝑝(𝐱)  ∈  ℝ𝐶  will be the 
probability to belong to the different classes of the 
feature to remove. 
b. We add a dense connected layer with 𝑙 units (linear 
activation function). The feature projection 𝜑1(𝐱) is 
trained to minimize the loss function presented in 
equation (2) according to a list 𝐓 of triplets that satisfy 
the equation (1) and the detector trained in step a.  
c. We re-train 𝑝(𝐱) using the projected representation 
𝜑1(𝐱) instead of the original 𝐱. This sensitivity 
detector serves to reveal new covariates of the 
projected feature representation 𝜑1(𝐱).   
d. We add a new dense connected layer with 𝑙 units 
(linear activation function). The embedding 
projection 𝜑2(𝜑1(𝐱)) is trained to minimize the loss 
function presented in equation (2) according to a list 
𝐓 of triplets that violate the equation (1) and the 
detector trained in step c.  
e. We repeat steps c and d using projections trained in 
each step. The process ends when the accuracy of the 
sensitive detector is below a threshold. Fig. 3 
illustrates the proposed training method.  
The final result of the learning process is a projection 
function 𝜑(𝐱) trained to remove sensitive information and 
maintain recognition performances. 
Fig. 2. Notation and data involved to generate the new feature 
representation 𝜑(𝐱). As a result of the learning process, the dis-
tance between embeddings from the same class in the new rep-
resentation and the sensitive information are reduced (𝑑𝐀,𝐏
′ < 𝑑𝐀,𝐏 
and 𝜆(𝜑(𝐱)) < 𝜆(𝐱)) while the distance between different classes 
is augmented (𝑑𝐀,𝐍
′ > 𝑑𝐀,𝐍). 
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3 DIVEFACE DATABASE: AN ANNOTATION 
DATASET FOR FACE RECOGNITION TRAINED ON 
DIVERSITY  
The database presented in this work is generated using the 
Megaface MF2 training dataset [28]. We decided to lever-
age MF2 after exploring other public datasets including 
CelebA [29], VGGFace2 [30], and LFW [31]. MF2 is part of 
the publicly available Megaface dataset with 4.7 million 
faces from 672K identities and it includes their respective 
bounding boxes. All images were obtained from Flickr Ya-
hoo's dataset [32].  
DiveFace1 contains annotations equally distributed 
among six classes related to gender and three ethnic 
groups. Gender and ethnicity have been annotated follow-
ing a semi-automatic process. There are 24K identities (4K 
for each class). The average number of images per identity 
is 5.5 with a minimum number of 3 for a total number of 
images greater than 120K. Users are grouped according to 
their gender (male or female) and three categories related 
with ethnic physical characteristics:  
 East Asian: people with ancestral origin in Japan, 
China, Korea and other countries in that region.  
 Sub-Saharan and South Indian: people with ancestral 
origins in Sub-Saharan Africa, India, 
Bangladesh, Bhutan, among others.  
 Caucasian: people with ancestral origins from Europe, 
North-America and Latin-America (with European 
origin). 
We are aware about the limitations of grouping all hu-
man ethnic origins into only 3 categories. According to 
studies, there are more than 5K ethnic groups in the world. 
We categorized according to only three groups in order to 
maximize differences among classes.  As we will show in 
the experimental section, automatic classification algo-
rithms based on these three categories show performances 
up to 98% accuracy. 
 
1 Dataset available here: https://github.com/BiDAlab/DiveFace 
 
DiveFace is employed to train the method proposed in 
Section 2. In order to demonstrate the generalization ca-
pacity of the method, we evaluate the verification results 
over another two popular face datasets. Labeled Faces in 
the Wild (LFW) [31] is a database for research on uncon-
strained face recognition [33]. The database contains more 
than 13K images of faces collected from the web. We em-
ploy the aligned images from the test set provided with 
view 1 and its associated evaluation protocol. CelebA [29] 
is a large-scale face attributes dataset with more 
than 200K celebrity images. While the gender attributes 
are provided together with the CelebA dataset, ethnicity 
was labeled according to a commercial COTS ethnicity de-
tection system. These three databases are composed by im-
ages acquired in the wild, with large pose variations, and 
varying face expressions, image quality, illuminations, and 
background clutter, among other variations [2]. 
4 EXPERIMENTS 
4.1 Pre-trained model 
The performance of face recognition technology has been 
boosted by deep convolutional neuronal networks that 
have drastically reduced the error rates in the last decade 
[34]. On the other hand, a face image reveals information 
not only about who we are but also about what we are (e.g. 
gender, ethnicity, age). Researchers have proposed to ex-
ploit such auxiliary data of the users to improve face recog-
nition [20][35][36]. These auxiliary data are also known as 
soft biometrics, which refer to those biometrics that can 
distinguish different groups of people but do not provide 
enough information to uniquely identify a person [36]. 
Those attributes can be extracted with high accuracy using 
just one face picture [33][35].   
 
Sensitivity  
Detector 
E.g.  
Gender ∈  𝑚𝑎𝑙𝑒, 𝑓𝑒𝑚𝑎𝑙𝑒  
 
𝜑(𝐱) 
Triplet 
Distance 
𝑙𝑜𝑠𝑠 … 
DB 
Pre-trained 
Model 
𝐱 
Proposed iterative learning 
loop to train 𝜑(𝐱) 
   
Fig. 3. Training process of SensitiveNets to remove sensitive information from the pre-trained embedding representation 𝐱. The normalization 
is a 𝑙2-norm and the Sensitivity Detector is trained using a softmax classification layer. The resulting feature representation is 𝜑(𝐱). 
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∑ [‖𝜑(𝐱𝐀
𝑖 ) −  𝜑(𝐱𝐏
𝑖 )‖
2
− ‖𝜑(𝐱𝐀
𝑖 ) −  𝜑(𝐱𝐍
𝑖 )‖
2
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SensitiveNet: Learning Agnostic Representation 𝑝(𝜑(𝐱)) =
=  
𝑃 (𝑠 = 𝑚𝑎𝑙𝑒|(𝜑(𝒙)))
𝑃 (𝑠 = 𝑓𝑒𝑚𝑎𝑙𝑒|(𝜑(𝒙)))
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In our experiments we employ the popular face recogni-
tion pre-trained model ResNet-50. This model has been 
tested on competitive evaluations and public benchmarks 
[30]. ResNet-50 is a convolutional neural network with 50 
layers and 41M parameters initially proposed for general 
purpose image recognition tasks [37]. The main difference 
with traditional convolutional neural networks is the in-
clusion of residual connections to allow information skip 
layers and improve gradient flow.  
Our experiments include a ResNet-50 model trained 
from scratch using VGGFace2 dataset [30]. Before applying 
the proposed method, we cropped the face images using 
the algorithm proposed in [10]. The pre-trained model is 
used as embedding extractor. Those embeddings are then 
𝑙2-normalised to generate our input representation 𝐱. The 
similarity between two face descriptors (𝐱𝑖 , 𝐱𝑗) is calcu-
lated as the Euclidean distance ‖𝐱𝑖 − 𝐱𝑗‖. The verification 
accuracy is obtained comparing the distances between pos-
itive matches (𝐱𝑖 and 𝐱𝑗 belong to the same identity) with 
negative matches (𝐱𝑖 and 𝐱𝑗 belong to different identities). 
Two face descriptors are assigned to the same identity if 
their distance is smaller than a threshold 𝜏. The pre-trained 
model used in this work achieved a verification accuracy 
(test set from view 1 experimental protocol) of 98.4% on the 
LFW benchmark [31]. 
4.2 Experiment 1: Sensitive information in deep 
learning face descriptors 
The first experiment aims to demonstrate the high level of 
sensitive information that form part in decision-making of 
state-of-the-art face recognition algorithms. Using the pre-
trained model described in Section 4.1, we trained a classi-
fication layer (softmax function) composed by two or three 
neurons (for gender or ethnicity respectively). We used 
9000 and 1800 images from DiveFace dataset for training 
and testing respectively (images and identities not em-
ployed during training). We kept frozen the parameters of 
the pre-trained models to train only the parameters of the 
classification layer. Implementation details: 150 epochs, 
Adam optimizer (learning rate=0.001, 𝛽1 = 0.9, and 𝛽2 =
0.999), and batch size of 128 samples. In order to demon-
strate the high presence of sensitive information in the em-
bedding generated by the pre-trained model, we report the 
classification accuracy for an increasing number of features 
removed before the classification. 
Fig. 4 shows results for gender and ethnicity classifica-
tion. Results show how it is possible to accurately classify 
both gender and ethnicity even with only 10% of the fea-
tures from the pre-trained model. It is important to high-
light that Resnet-50 was trained for face verification, not 
gender or ethnicity classification. Although this model was 
trained for person recognition, sensitive information is 
deeply embedded in its feature representation. According 
to these results, we can argue that gender and ethnicity fea-
tures are present in the decision-making of a system based 
on this popular face recognition model. 
4.3 Experiment 2: Removing sensitive information 
from face descriptors 
The learning method proposed in Section 2 for obtaining 
the mapping function 𝜑(𝐱) is trained using two different 
subsets of DiveFace. The sensitivity detector is trained with 
3K different identities (3 images per identity) balanced be-
tween genders and ethnic groups. The list of triplets 𝐓 are 
generated with the remaining 21K identities (all images 
available per identity) according to the equation (1) with 
𝛼 = 0.2 and 𝑙 = 1024. 
The aim of the proposed method is to maintain the face 
recognition performance while removing the sensitive in-
formation considered (gender and ethnicity). To analyze 
the effectiveness of the proposed method, we conducted 
two experiments including two datasets not used during 
the training phase of the agnostic features: 
a) Verification accuracy:  we calculated the face 
verification accuracy using either original embeddings 𝐱 or 
their projections 𝜑(𝐱) according to the evaluation protocol 
of the popular benchmark of LFW [31]. Table I and Fig. 5 
(top) show the accuracies of embeddings generated by the 
pre-trained model before and after the projection. The 
results show a very small drop of performance when the 
projection is applied, which demonstrates the success of 
our method in preserving the accuracy in the main task 
here, i.e., face verification. 
b) Removing sensitive information: we train different 
gender and ethnicity classification algorithms (Neural Net-
works, Support Vector Machines and Random Forests) ei-
ther on original embeddings 𝐱 or on their projections 𝜑(𝐱). 
The algorithms were trained and tested with 9000 and 1800 
images respectively (same set employed in Section 4.3). 
Fig. 5 (middle and bottom) and Table I show the accuracies 
obtained by each classification algorithm before and after 
the projections. Results show a quite significant drop of 
performance in both gender and ethnicity classification 
when the proposed representation is applied, which 
Fig. 4. Classification accuracy for gender (continuous line) and 
ethnicity (dotted line) vs percentage of features removed from the 
feature space before training. Accuracy obtained with Resnet-50 
embeddings (2048 features) and a softmax classification layer 
trained after feature removal. 
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demonstrates the success of our proposed approach in re-
moving the considered sensitive information (gender and 
ethnicity in this case) from the embeddings. Table II shows 
the comparison between the proposed agnostic network 
and the de-identification approach in [25]. That de-identi-
fication approach is aimed at obfuscating the gender, but 
fails in removing that information from the face de-
scriptors at hand. This experimental comparison was con-
ducted on the de-identified CelebA test set face images2 
processed by the method proposed in [25]. Similarly as be-
fore, we used Resnet-50 to obtain the face descriptors from 
original images trained on VGGFace2. 
4.4 Discussion 
The sensitive information is extracted using an iterative 
process with different layers because of the high preva-
lence of this information in the original embeddings. For 
the problem experimentally addressed here (i.e., face 
recognition using a gender- and ethnicity-blind represen-
tation based on state-of-the-art deep networks and da-
tasets), we have observed that it is necessary at least n=4 
layers to make the considered models agnostic. 
One of the questions that motivated this work was to an-
alyze how important are sensitive features such as gender 
 
2 https://github.com/iPRoBe-lab/semi-adversarial-networks 
or ethnicity for person recognition based on face biomet-
rics. Gender and ethnicity may help to identify a person, 
but our results suggest that this information is not critical 
for identification. 
On a different front, domain adaptation methods are 
also capable to minimize the contribution of selected co-
variates [6][23].  However, existing works studying that 
line are limited to classification problems with few classes 
and a large number of samples per classes. The application 
of domain adaptation methods for generating agnostic 
representations in person recognition is a subject for future 
research. The large number of classes and reduced number 
of samples make this problem quite challenging for do-
main adaptation methods [6][23].  
Fig. 5. ROC curves for different tasks before and after applying the 
proposed embedding projection aimed at reducing sensitive features 
(gender and ethnicity in our experiments). Verification accuracy (top), 
gender classification accuracy (middle) and ethnicity classification ac-
curacy (bottom).  
Ethnicity   
Information 
Removed 
 
Gender    
Information 
Removed 
TABLE I. CLASSIFICATION ACCURACIES FOR EACH TASK BE-
FORE AND AFTER APPLYING THE PROJECTION INTO THE NEW 
FEATURE REPRESENTATION. THE REDUCTION COLUMN 
SHOWS THE RELATIVE DIFFERENCE IN ACCURACY BEFORE 
AND AFTER PROJECTION WITH RESPECT TO RANDOM 
CHANCE. IDENTITYG AND IDENTITYE REPRESENT IDENTITY 
VERIFICATION ACCURACIES WHEN GENDER AND ETHNICITY 
ARE REMOVED RESPECTIVELY.  
Task Before After Reduction* Random 
IdentityG 
98.4% 
96.8% 3.3% 
50% 
IdentityE 96.2% 4.5% 
Neural Network 
Gender 97.7% 58.8% 81.5% 50% 
Ethnicity 98.8% 55.1% 66.4% 33% 
Support Vector Machine 
Gender 96.2% 56.3% 86.4% 50% 
Ethnicity 98.2% 54.1% 67.6% 33% 
Random Forest 
Gender 95.1% 54.6% 89.8% 50% 
Ethnicity 97.3% 53.5% 68.1% 33% 
*Reduction = (Before-After)/(Before-Random) 
TABLE II. COMPARISON OF OUR METHOD TO THE DE-IDENTIFI-
CATION APPROACH IN [25] FOR REMOVING GENDER INFOR-
MATION FROM STATE-OF-THE-ART FACE DESCRIPTORS 
TESTED ON CELEBA DATASET. IN BRACKETS THE RELATIVE 
DIFFERENCE IN GENDER CLASSIFICATION ACCURACY BEFORE 
AND AFTER THE TWO METHODS WITH RESPECT TO RANDOM 
CHANCE (50%). 
 
Before 
After de-identifica-
tion [25] 
After SensitiveNets 
(Ours) 
NN 99.5% 99.3% (0%) 65.7% (68%) 
SVM 98.4% 98.3% (0%) 67.3% (64%) 
RF 98.5% 98.5% (0%) 65.2% (69%) 
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5 CONCLUSIONS 
This work has proposed a new general representation 
trained to eliminate sensitive information from decision-
making of recognition algorithms that employ deep neural 
networks embeddings. Our representation is applicable to 
any pattern recognition and machine learning problem, 
but we have studied it in the framework of face recogni-
tion. Sensitive information such as gender or ethnicity is 
highly embedded in the feature space used by most ap-
proaches in face recognition. 
We propose an iterative learning method developed to 
maintain recognition performance while minimizing the 
contribution of selected covariates such as gender and eth-
nicity. The method is based on a triplet loss generalization.  
Additionally, we make available a new annotation data-
base very useful to train unbiased and discrimination-
aware face recognition algorithms. The database com-
prises labels from more than 150K images and 30K identi-
ties. Our proposed method for generating agnostic repre-
sentations is evaluated using two popular databases. The 
results show how it is possible to reduce the performance 
of gender and ethnicity detectors by 60-80% while the face 
verification performance is only reduced by 3-4%. 
With more and more algorithms participating in the de-
cision-making of human lives, if we want to guarantee 
trust of users it is important to promote a new discrimina-
tion-aware machine learning. This is especially important 
in pattern recognition fields such as biometrics, where bet-
ter discrimination-aware and privacy-preserving methods 
[38] are very much needed [39]. 
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