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PROOF OF THE DENSITY HYPOTHESIS
YUANYOU F. CHENG AND SERGIO ALBEVERIO
Dedicated to Ronald L. Graham on the occasion of his 80th birthday
Abstract. The Riemann hypothesis, conjectured by Bernhard
Riemann in 1859, claims that the non-trivial zeros of ζ(s) lie on
the line ℜ(s) = 12 . The density hypothesis is a conjectured esti-
mate N(λ, T ) = O
(
T 2(1−λ)+ǫ
)
for any ǫ > 0, where N(λ, T ) is the
number of zeros of ζ(s) when ℜ(s) ≥ λ and 0 < ℑ(s) ≤ T , with
1
2 ≤ λ ≤ 1 and T > 0. The Riemann-von Mangoldt Theorem con-
firms this estimate when λ = 12 , with T
ǫ being replaced by logT .
In an attempt to transform Backlund’s proof of the Riemann-von
Mangoldt Theorem to a proof of the density hypothesis by con-
vexity, we discovered a different approach utilizing an auxiliary
function. The crucial point is that this function should be de-
vised to be symmetric with respect to ℜ(s) = 12 and about the size
of the Euler Gamma function on the right hand side of the line
ℜ(s) = 12 . Moreover, it should be analytic and without any zeros
in the concerned region. We indeed found such a function, which
we call pseudo-Gamma function. With its help, we are able to
establish a proof of the density hypothesis. Actually, we give the
result explicitly and our result is even stronger than the original
density hypothesis, namely it yields N(λ, T ) ≤ 8.734 logT for any
1
2 < λ < 1 and T ≥ 2445999554999.
1. Introduction
Throughout this article, we shall use the notations N for the set of the
natural numbers, P that of the prime numbers, Z that of the integers,
R that of the real numbers, and C that of the complex numbers. Let x
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be a complex variable and y a positive real variable which is as well a
function of x. Suppose that g(x) and h(x) are complex functions of the
variable x and f(y) is a positive real-valued function of y. The notation
g(x) = h(x) + O
(
f(y)
)
describes the fact that |g(x) − h(x)| ≤ Bf(y)
with some absolute constant B > 0 whenever y is sufficiently large,
i.e., y ≥ y0 for some fixed positive number y0. For convenience, we
also use the notation f(x) E g(y) and f(x) D g(y) for the statement
|f(x)| ≤ g(y) and |f(x)| ≥ g(y), respectively.
The Riemann zeta function, denoted by ζ(s), is a meromorphic
complex-valued function of the complex variable, customarily written
as s = σ+ it ∈ C such that σ ∈ R, t ∈ R, which is analytic everywhere
except for s = 1, i.e. (σ, t) = (1, 0), where it has a simple pole with
the residue 1. The analysis of the Riemann zeta function dates back
at least to the time of Leonard Euler, who in 1737 gave what is now
known as the Euler product formula for the Riemann zeta function as
the second equality in (1.1). For σ > 1, we have
(1.1) ζ(s) =
∞∑
n=1
1
ns
=
∏
p∈P
1
1− 1
ps
.
For σ > 0, the Riemann zeta function may be defined by
(1.2) ζ(s) =
s
s− 1 − s
∫ ∞
1
v − ⌊v⌋
vs+1
d v,
where ⌊v⌋ denotes the greatest integer less than v, for any real number
v. One may show that the definitions in (1.1) and (1.2) are identical
for σ > 1 by the partial summation method. The analytic continuation
of ζ(s) to the whole complex plane may be done in several ways. For
instance, we have
(1.3) ζ(s) =
1
1− 21−s
∞∑
n=0
1
2n+1
n∑
k=0
(−1)k
(
n
k
)
1
(k + 1)s
,
for all s ∈ C\{1}. In (1.3), the pole of the function (1 − 21−s)−1 at
s = 1 corresponds to the unique pole of ζ(s). All other poles of this
function occur at s = 1+2πmi for each m ∈ N. They are each canceled
by those zeros of the function defined by the double sum on the right.
The zeros of ζ(s) located at s = −2, −4, −6, . . . are called trivial zeros.
The Riemann hypothesis is a conjecture made by Bernard Riemann
in 1859 in his epoch-making memoir [35] about the distribution of the
non-trivial zeros for the Riemann zeta function. This conjecture plays
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a central role in prime number theory as well as almost every other
branch of mathematics.
Let Z be the set of all non-trivial zeros for the Riemann zeta function.
We customarily denote each such zero by ρ = β+iγ ∈ Z with β, γ ∈ R.
The Riemann hypothesis states that β = 1
2
for every ρ ∈ Z. It is easy
to see from the Euler product formula that there are no zeros for the
Riemann zeta function when σ > 1. A result of Hadamard [22] and de
la Valle´e-Poussin [42] establishes that all non-trivial zeros for ζ(s) lie
in the critical strip 0 < σ < 1. Other results in this direction show that
there is no zero in a domain along the line σ = 1 with the horizontal
width tending to 0 as |t| tends to infinity, see [19], [41], [27], [32]. For
other zero-free regions, see also e.g., [16], [1], [2], and [14].
At present, it is unknown as to whether or not all the non-trivial
zeros of ζ(s) lie in the strip ǫ < σ < 1 − ǫ for any fixed, arbitrarily
small ǫ ∈ R+.
In another direction, we denote the number of zeros of ζ(s) on the
critical line s = 1
2
+ it such that 0 < t < T by M(T ). Related to this,
Hardy proved in 1941 that there are infinitely many zeros of ζ(s) on the
critical line. Selberg improved this in 1942 with M(T ) > C T
2π
log T
2π
for some constant C for T > T0 for some T0 > 0 with 0 < C < 1.
Also, Levinson showed in 1974 that at least one third of nontrivial
zeros of ζ(s) are on the critical line. This “at least one third” has been
improved to two-fifths by Conrey in 1989. For references, one may see
[15], [18], [37], [29], and [40].
On the other hand, the best result on the estimate of the number of
zeros in the critical strip was obtained early on, in 1905 (see [31]), with
the Riemann-von Mangoldt Theorem, in the form of
(1.4) N(T ) = T
2π
log T
2π
− T
2π
+O(log T ),
where N(T ) is the number of zeros for ζ(s) in the domain restricted by
0 < σ < 1 and 0 ≤ t ≤ T .
Let N(λ, T ) be the number of zeros for ζ(s) in the domain restricted
by σ ≥ λ and 0 ≤ t ≤ T for λ ≥ 1
2
and T ≥ 0. The density hypothesis
states that
(1.5) N(λ, T ) = O
(
T 2(1−λ)+ǫ
)
, for all 1
2
≤ λ ≤ 1.
Ingham proved in 1941 that (1.5) is valid with the number 2 in the
exponent being replaced by 8
3
and Huxley proved in 1972 a similar
bound with 2 in (1.5) replaced by 12
5
, see [23] and [21]. An explicit
form of this result and an explicit upper bound for the Riemann zeta
function on the line σ = 1
2
in [9] are used in [13] to prove that there is at
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least one prime number in the interval
[
x3, (x+1)3
)
for log log x ≥ 15.
Under the Riemann hypothesis, one may prove as in [8] that the same
is true for every x ≥ 21/3−1 . The density hypothesis implies that there
is at least one prime number in the interval
[
x, x1/2+ǫ
)
for sufficiently
large x, depending on ǫ > 0.
From the Hadamard and de la Valle´e-Poussin result mentioned above
we have N(1, T ) = 0. Therefore, (1.5) with T ǫ being replaced by log T
may be proved using (1.4) if it can be shown that N(λ, T ) is a convex
function of λ. Backlund gave a proof in 1918 for the Riemann-von
Mangoldt Theorem by using the symmetry property with respect to
σ = 1
2
of an entire function named by Riemann’s xi-function ξ(s), see
[7].
We shall recall the definition of this ξ-function in Section 2 after
a brief discussion on the Euler Gamma function. One may try to
transform Backlund’s argument into a proof of the density hypothesis
by convexity. In the process of doing so, we found out that the proof
could be completed if we also have a modified version of the Euler
Gamma function which is analytic in the concerned region, symmetric
with respect to the line σ = 1
2
and has a magnitude that is nearly the
same as the Euler Gamma function. Furthermore, this function should
not have poles and zeros in the region involved.
However, there is a seemingly unfathomable hindrance to the latter
requirement. Nevertheless, we came to realize that one may devise a
transparent auxiliary function, in order to overcome the obstacle for
our purpose. Aided by this auxiliary function, which we call pseudo-
Gamma function,we are able to prove the density hypothesis. Actually,
our result is even stronger when 1
2
< λ < 1, as shown by the Main
Theorem below.
Before stating our Main Theorem, we remark that the Riemann hy-
pothesis has been verified computationally for the first 1013 zeros in
[19]. We also recall from [38] that for T ≥ 2∣∣N(T )−M(T ) + 7
8
∣∣ ≤ Q(T ) ,
whereM(T ) = T
2π
log T
2π
− T
2π
and Q(T ) = 0.137 log T+0.443 log log T+
1.588. From this, we see that there are no zeros for the Riemann zeta-
function for s satisfying 0 ≤ σ ≤ 1 and t such that M(t)− 7
8
−Q(t) ≤
1013. Then we get t ≤ 2445999554999 from this. Henceforth, we denote
T0 = 2445999554998. Here, we used for the definition of T0 a number 1
less than the mentioned threshold to take care of the fact that we need
to cover T + 1 when we consider T ≥ T0 in section 4.
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Main Theorem. Let T ≥ T0. Assume that |ζ(s)| ≤ AT a with positive
absolute constants A and a whenever |s− x| = 2 T for any 1
2
< x < 1
or x = 2. Then, for 1
2
< λ < 1, we have
(1.6) N(λ, T ) ≤ d log T,
where d = 1
π
(
d1 + d2
)
with d1 and d2 being constants defined in Propo-
sitions 1 and 2 below.
Using the explicit upper bound with A = 5.801 from Lemma 2.1 at
the end of Section 2, we have the following corollary.
Corollary. Let T ≥ T0. For all 12 < λ < 1, we have
(1.7) N(λ, T ) ≤ 8.734 log T.
As mentioned above, we have N(λ, T ) = 0 for T < T0 from numerical
result presented by Gourdon in [19]. Also, N(λ, T ) = 0 would be valid
for all T from the Riemann hypothesis, for all 1
2
< λ < 1. We also note
that N(λ, T ) = 0 for λ ≥ 1, by the classical de la Valle´e-Poussin and
Hadamard’s result [42] and [22].
Let U be a finite union of non-closed simple curves andU be a simple
connected open region that contains U . For example, let U be a union
of two line segments perpendicular to each other and with an end point
in common and U be the union of all open disks of radius ǫ that have
centers along the points of U . For brevity, we shall henceforth denote
such a U by the set function U(U) of the union of simple curves taken
as the variable.
The proof of the Main Theorem is a consequence of the following
two propositions which will be proven in sections 5 and 6.
Proposition 1. Let 1
2
< x < 1 or x = 2, T ≥ T0, and T − 12 < Y ≤
T + 1
2
be such that x 6= β and Y 6= γ for any ρ ∈ Z with 1
2
< β < 1
and 0 < γ < T + 1. Let H be the closed horizontal line segment from
s = x + Y i to s = 1
2
+ Y i. Suppose that there are no zeros of ζ(s) in
a simple connected open region U(H) in which log ξ(s) is univalently
defined. Then,
(1.8) ℑ[log ξ(1
2
+ Y i
) − log ξ(x+ Y i)] E d1 log T,
with d1 = 16.916.
The lowercased x in the above proposition is replaced by X resp. 2
in the following proposition.
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Proposition 2. Let 1
2
< X < 1, T ≥ T0, 0 < Y < T − 12 , and
T − 1
2
< Y1 ≤ T + 12 be such that X 6= β and Y 6= γ for any ρ ∈ Z
with 1
2
< β < 1 and 0 < γ < T + 1. Also, let V and W be the
closed vertical line segments from s = X to s = X + Y i and s = 2
to 2 + Y i, respectively. Suppose that there are no zeros of ζ(s) in a
simple connected open region U containing V and W so that log ξ(s)
is univalently defined. Then,
ℑ{[log ξ(2 + Y1i)− log ξ(2 + Y i)]
− [log ξ(X + Y1i)− log ξ(X + Y i)]
}
E d2 log T,
(1.9)
with d2 = 10.522.
2. The Euler Gamma function and the Riemann
xi-function
It is advantageous to relate our studies on the Riemann zeta function
to the Riemann xi-function ξ(s) and the Euler Gamma function Γ(s).
A symmetric form of the functional equation for ζ(s) is expressed as
(2.1) π−
1−s
2 Γ
(
1−s
2
)
ζ(1− s) = π− s2Γ( s
2
)
ζ(s),
for all s ∈ C including two simple poles at s = 0 and s = 1 of the func-
tions on both sides. The Euler Gamma function Γ(s) is the generalized
complex-valued factorial function of the complex variable s such that
Γ(n+1) = n! for every n ∈ N. In fact, Γ(s) is a meromorphic function
of s such that
(2.2) Γ(s+ 1) = sΓ(s),
for all s ∈ C\{0,−1,−2,−3, . . .}. It may be defined by
(2.3)
1
Γ(s)
= s eγ0 s
∞∏
n=1
(
1 +
s
n
)
e−
s
n ,
where γ0 = limn→∞
(
1+ 1
2
+ 1
3
+ . . .+ 1
n
− log n) ≈ 0.577215 is the Euler-
Mascheroni gamma constant. The Euler Gamma function has no zeros
but has simple poles at s = 0, −1, −2, . . .. The simple pole of Γ(s) at
s = 0 corresponds to that of ζ(s) at s = 1 in (2.1). Corresponding to
the poles of Γ(s) at s = −n for all n ∈ N, the Riemann zeta function
ζ(s) has the trivial zeros at s = −2n for all n ∈ N.
Let
(2.4) ξ(s) = π−
s
2 ξG(s) ξZ(s),
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with
(2.5) ξG(s) =
s
2
Γ
(
s
2
)
and ξZ(s) = (s− 1) ζ(s).
Then, the Riemann xi-function ξ(s) is an entire function while ξG(s)
and ξZ(s) are regular functions for σ > −2 since s cancels with the
pole of Γ(s) at the point s = 0 and s − 1 cancels with that of ζ(s) at
s = 1. The coefficient 1
2
in the definition of ξG(s) normalizes its value
at s = 0 with ξG(0) = lims→0 s2 Γ
(
s
2
)
= 1. On the other hand, we know
from (1.2) that lims→1(s− 1)ζ(s) = 1. The Riemann xi-function is not
only an entire function but it is also symmetric with respect to the line
t = 0 as well as to the line σ = 1
2
.
We recall from the literature that ξ(s) is an entire function whose zero
set is the same as the non-trivial zero set of ζ(s), so that in particular
ξ(s) 6= 0 for s ∈ R. From (2.7) below, we know that ξ(s) ∈ R for
s ∈ R. Actually, we have ξ(0) = ξ(1) = 1
2
and ξ(s) > 0 for all s ∈ R,
see [16]. Since ξ(s) has neither zeros nor poles along s ∈ R, it does not
change its sign for such values of s. Therefore, we may let log ξ(s) be
the analytic function of s ∈ C which for all s ∈ R, coincides with the
function log ξ(s), which is real-valued and defined on R.
The relation (2.1) can be rewritten as
(2.6) ξ(1− s) = ξ(s).
Actually, we also have
(2.7) ξ(s) = ξ(s),
which follows from the Schwarz reflection principle
(2.8) F (s) = F (s),
for meromorphic functions F (s) such that F (s) ∈ R whenever s ∈ R.
All functions related to ζ(s) in (2.1) and (2.4) are such meromorphic
functions, the properties being inherited from the regularities and re-
flection properties of ζ(s) and Γ(s). Since the set of all the non-trivial
zeros for the Riemann zeta function and that of all zeros for the Rie-
mann xi-function are identical, we see from (2.7) that these zeros are
symmetric with respect to the real axis t = 0. Also, from (2.6) and
(2.7), we acquire
(2.9) ξ
(
1− σ + it) = ξ(σ + it),
which indicates that the zeros for the Riemann xi-function must be
located symmetrically with respect to the line σ = 1
2
. Note that (2.6)
is not valid if we replace ξ(s) by ζ(s). Moreover, we see from the
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functional equation (2.1) that the distribution of non-trivial zeros of
the Riemann zeta function is also symmetric with respect to σ = 1
2
.
Concerning the Gamma function, we have Stirling’s formula in the
form of
(2.10) Γ(s) =
√
2π ss−1/2e−s+g(s),
for
−π + δ ≤ arg(s) ≤ π − δ, 0 < δ < π,
where the function g(s) is defined by
g(s) =
1
π
∫ ∞
0
s
v2 + s2
log 1
1− 1
e2piv
d v
=
∫ ∞
0
⌊v⌋ − v + 1/2
v + s
d v =
∫ ∞
0
p(v)
(v + s)2
d v,
(2.11)
with
(2.12) p(v) =
v − ⌊v⌋ − (v − ⌊v⌋)2
2
.
For references, see [7], [16], [24], or [26].
One way to prove Stirling’s formula is to use the Euler summation
formula first for t = 0 and σ > 0 and then to extend the formula
by analytic continuation so that (2.10) is valid for all s in the set
C\{0,−1,−2, . . .}. For references, one may see [3], [4], and [30]. Note
that 0 ≤ p(v) ≤ 1
8
and
(2.13)
(v + |s|)2
|v + s|2 =
v2 + σ2 + t2 + 2v
√
σ2 + t2
v2 + 2vσ + σ2 + t2
≤ 2,
from 0 ≤ 2ab ≤ a2 + b2 for any a ≥ 0 and b ≥ 0. Hence,
(2.14) |g(s)| ≤ 1
4
∫ ∞
0
d v
(v + |s|)2 =
1
4|s| ,
provided that σ ≥ 1
8
, which is sufficient for our purpose.
From (2.10) with (2.14), one deduces
(2.15) log Γ(s) E
(
s− 1
2
)
log s− s+ 1
2
log(2π) + 1
4|s| , σ >
1
8
.
It follows that
(2.16)
log Γ(1
2
s) E 1
2
(s− 1) log(1
2
s
)− 1
2
s+ 1
2
log(2π) + 1
2|s|
=
[
1
2
(σ − 1) + i t
2
][
log
√(
σ
2
)2
+
(
t
2
)2
+ i arctan
(
t
σ
)]
− σ
2
− i t
2
+ 1
2
log(2π) + 1
2|s| .
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Therefore,
(2.17)
ℑ[log Γ(1
2
s)
]
E π
4
(σ − 1)− 1
2
(σ − 1) arctan(σ
t
)
+ t
2
log
√(
σ
2
)2
+
(
t
2
)2 − t
2
+ 1
2|s| ,
noting that logw = log |w| + i argw and argw = arctan(ℑw/ℜw) for
any complex number w satisfying −π < argw < π and arctan(1/x) =
π/2− arctan(x) for x > 0.
We summarize the result on the Euler Gamma function as the Propo-
sition 3 below.
Proposition 3 (Explicit form of the Stirling’s formula). For −π+δ ≤
arg(s) ≤ π − δ with 0 < δ < π, we have
(2.18) Γ(s) =
√
2π ss−1/2 e−s+g(s),
where the function g(s) satisfies
(2.19) |g(s)| ≤ 1
4|s| ,
provided σ ≥ 1
8
.
The Riemann xi-function may be represented by
(2.20) ξ(s) = e− log 2−s(1+γ0/2−log 2−log π/2)
∏
ρ∈Z
(
1− s
ρ
)
e
s
ρ ,
Taking logarithms and then differentiating the expressions in (2.20),
we obtain
(2.21)
ξ′(s)
ξ(s)
= −1− γ0
2
+ log 2 +
log π
2
+
∑
ρ∈Z
(
1
s− ρ +
1
ρ
)
.
For references on the convergence of the series in the above two equa-
tions, one may see [7], [16], or [24].
Logarithmic differentiation of (2.4) gives
(2.22)
ξ′(s)
ξ(s)
=
1
s
+
1
s− 1 +
Γ′
(
1
2
s
)
2Γ
(
1
2
s
) + ζ ′(s)
ζ(s)
− 1
2
log π.
The poles at s = 0 and s = 1 of the function on the right hand
side of (2.22) are canceled with those of the Gamma function and the
Riemann zeta function, respectively. All of the poles that result from
the trivial zeros of ζ(s) cancel with the other poles of Γ
′(s/2)
2Γ(s/2)
. The
function expressed by the right hand side of (2.22) is meromorphic
over the whole complex plane with poles at the non-trivial zeros of the
Riemann zeta function.
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For the upper bound of the Riemann zeta-function, we have the
following result.
Lemma 2.1. Assume that T ≥ T0 = 2445999554998 and 2T − 1 ≤
R < 2T + 1. For |s− u| = R with any u such that 1
2
< u ≤ 2, we have
for σ ≥ 1
2
(2.23) |ζ(s)| ≤ AT 1/2,
with A = 5.801.
Proof. We split the proof of (2.23) into two cases: (i) 1
2
≤ σ < 2. (ii)
σ ≥ 2.
In the first case, we have t > 9 from |s−x| = R so that t2 ≥ T 2− 9
4
.
Then, we follow the same argument on page 34 in [7] and get
(2.24) |ζ(s)| ≤
∑
n≤u
1
nσ
+
1
t uσ−1
+
1
uσ
+
t+ σ
σ uσ
.
for any u ≥ 1 from (1.1) and (1.2). Let u = t (if only t ≥ 1), one sees
from (2.24) that
(2.25) ζ(s) E
∑
n≤t
1
nσ
+
3
tσ
+
t1−σ
σ
.
Then, we notice that
(2.26)
⌊t⌋∑
n=1
1
nv
≤ 1 +
∫ t
1
d u
uv
= 2 t1/2 − 1.
Also, we note using σ ≥ 1
2
that 3
tσ
− 1 ≤ 3
t1/2
− 1 ≤ 0 and t1−σ
σ
≤ 2t1/2.
The inequality in (2.23) follows then from (2.25) with (2.26), noting
that t ≤ 2 T + 1, as follows from the fact that |s − u| = R implies
t ≤ R < 2 T + 1.
In the case (ii), we have σ ≥ 2, |ns| = nσ ≥ n2, from which we see
that
|ζ(s)| ≤
∞∑
n=1
1
n2
=
π2
6
.
This bound is smaller than the one on the right hand side in (2.23),
which concludes the proof of the lemma. 
Remark 1. For σ ≥ 1 and t ≥ 1, one can get an even better estimate,
but it is not needed for our work in this paper, as we are actually only
concerned with the maximal upper bound on the circle |s − x| = Y
with Y as in Proposition 1 and 2, for later application.
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3. A pseudo-Gamma function
3.1. The general consideration. The relation (2.9) is critical in our
studies on the distribution of the non-trivial zeros for the Riemann zeta
function. However, neither ζ(s) nor Γ(s) is symmetric with respect
to σ = 1
2
. Also, we recall that Γ(s) has poles at s = 0, −1, −2,
. . .. Because of these two disadvantages for our purpose, we need an
adapted generalization of the factorial n!, different from Γ(s). The
desired function should be entire, if possible, as well as symmetric with
respec to the line σ = 1
2
, be devoid of zeros, and satisfy a similar bound
for s→∞ as Γ( s
2
)
does.
A suitable function for this will be provided by the one, which we
call pseudo-Gamma function, and are going to define below. One might
think of considering using simply Γ( s
2
)+Γ(1−s
2
). But, this function has
zeros on the line σ = 1
2
. Of course, one could use a linear fractional
transformation with the denominator s − s0 to cancel with each zero
at s = s0. However, it seems impossible to obtain at the same time
that the resulting function has a magnitude which is nearly the same
as Γ( s
2
) on the half plane σ ≥ 1
2
.
The Hadamard Gamma FunctionH(s) = 1
Γ(1−s)
d
d s
log Γ[(1−s)/2]
Γ[1−s/2] would
seem to be such a candidate, see [17]. It is an entire function; there-
fore, it is a simpler solution of the factorial interpolation problem than
the Euler Gamma function, from the function theoretic point of view.
But it lacks the symmetry properties with respect to σ = 1
2
and after
symmetrization it is too complicated for our purpose.
Our pseudo-Gamma function is a more convenient choice, depending
on a parameter R ≥ 1. Let R be a fixed positive number. To correlate
to the major factor ss−1/2 on the right hand side of (2.10), we reckon
that we should use something like the linear combination of 1, R
s−1/2
2k +
R
1/2−s
2k or R(s−1/2)
±k/Rk−1 for k = 1 and 2 if necessary.
For our purpose, it turns out that we still need to use the linear
fractional transformations with their “symmetries”. The following is a
good choice for our pseudo-Gamma function. In fact, it depends on a
parameter R ≥ 1 as mentioned above, but for simplicity we drop R in
the notation.
We start with a simple discussion. We are going to use some “key
points”, which are essential singularities and located outside the circle,
to raise the size or the absolute value of the function on the circle∣∣s− 1
2
∣∣ = R. In order for the function to have the reflection symmetry
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property with respect to not only the line t = 0 but also the line σ = 1
2
,
we need to choose them symmetrically.
For example, we may choose a point U + iV with U ∈ R\{0}, V ∈
R\{0}, and √U2 + V 2 > R + 3
2
. If so, we should use all four points in
its “symmetry quadruplet”, i.e., W (j) = ei jπ/2(U+iV ) for j = 0, 1, 2, 3.
Actually, we start withW ∈ R+ in place of the above mentioned U+iV
such that W > R + 3
2
. We then use eiθW for suitable θ’s.
We consider the ratio
(3.1.1)
(W2 − 12)
[
(s− 1
2
)− (W1 − 12)
]
(W1 − 12)
[
(s− 1
2
)− (W2 − 12)
] ,
where
(3.1.2) R + 3
2
< W2 < W1.
We shall choose values for W1 and W2 later on in (3.4.23).
The above function in(3.1.1) is greater than 1 most of the time; we
hope to have average greater than 1 all the time, we define our pseudo-
Gamma function to be
(3.1.3) ∇(s) =
(
W2 − 12
W1 − 12
)q [2K+1∏
k=1
(s− 1
2
)− e i kpi2K (W1 − 12)
(s− 1
2
)− e i kpi2K (W2 − 12)
] q
2K+1
,
where q > 0, whose value shall be determined in (3.4.22) and K ∈ N
is a fixed integer whose value will be chosen just after (3.4.24).
It is straightforward to see that ∇(1
2
)
= 1 from the definition in
(3.1.1) and (3.1.3). We also want the function ∇ to be reflection sym-
metric with respect to t = 0, which is guaranteed if the function has
real values on the real axis by Schwarz’s reflection principle. We no-
tice inside (3.1.3) that each numerator and denominator is analytic if
only ℜ(s) 6∈ e ikpi2K [R + 3
2
,∞) for all k = 1, 2, . . ., 2K+1. Therefore, our
pseudo-Gamma function is analytic inside any circle
∣∣s − 1
2
∣∣ < R + 3
2
.
This pseudo-Gamma function ∇(s) is reflection symmetric with respect
to σ = 1
2
as well as reflection symmetric with respect to t = 0 from our
explanation as above.
3.2. The absolute value on the circle and periodicity. For the
absolute value of the function ∇(s) on the circle ∣∣s− 1
2
∣∣ = R˜, 0 < R˜ ≤ R
we denote s − 1
2
= σ − 1
2
+ i t = R˜ cos θ + i R˜ sin θ, with 0 ≤ θ < 2π.
The modulus for the numerator inside the product in (3.1.3) is related
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to that in (3.1.1) and is a product over terms of the form
g1(k; θ) =
∣∣(s− 1
2
)− e i kpi2K (W1 − 12)
∣∣2
=
∣∣R˜ cos θ + iR˜ sin θ − (cos kπ
2K
+ i sin kπ
2K
)(W1 − 12)
∣∣2
= (W1 − 12)2 + R˜2 − 2 (W1 − 12) R˜ cos
(
θ − kπ
2K
)
,
(3.2.1)
on the circle |s − 1
2
| = R˜. Similarly, we have that the modulus of the
denominator inside the product in (3.1.3) is a product of terms of the
form
g2(k; θ) =
∣∣(s− 1
2
)− e i kpi2K (W2 − 12)
∣∣2
= (W2 − 12)2 + R˜2 − 2 (W2 − 12) R˜ cos
(
θ − kπ
2K
)
.
(3.2.2)
It follows that
(3.2.3) ♥(θ) := |∇(s)| =
(
W2 − 12
W1 − 12
)q(2K+1∏
k=1
g1(k; θ)
g2(k; θ)
) q
2K+2
,
where θ = arg
(
s− 1
2
)
whose value is in [0, 2π).
Note here that for both j = 1 or 2, we have gj
(
k; θ+ π
2K
)
= gj(k−1; θ)
from θ+ π
2K
− kπ
2K
= θ− (k−1)π
2K
. Also, we see that gj
(
k+2K+1; θ
)
= gj(k; θ)
from θ − (k+2K+1)π
2K
= θ − kπ
2K
− 2π for each of k = 1, 2, . . ., 2K+1.
Therefore,
(3.2.4) ♥(θ + π
2K
)
= ♥(θ),
as
2K+1∏
k=1
g1(k; θ +
π
2K
)
g2(k; θ +
π
2K
)
=
2K+1∏
k=1
g1(k − 1; θ)
g2(k − 1; θ)
=
g1
(
2K+1; θ
)
g2
(
2K+1; θ
) 2K+1−1∏
k=1
g1(k; θ)
g2(k; θ)
,
using gj(0; θ) = gj
(
2K+1; θ
)
for both j = 1 and 2. That is, the function
♥(θ) is periodic in θ with the period π
2K
.
Because of this periodicity of the ♥(θ), from now on we assume
without loss of generality that θ ∈ [2π− π
2K
, 2π
)
. In fact, we henceforth
consider the function ∇(s) only in the interval
(3.2.5) θ ∈ [2π − π
2K+1
, 2π
)
,
which length is a half in the one period for the function, because later
on the only involved functions cos( θ
2
) and arcsin(
√
E cos θ
2
), where E ∈
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(0, 1] is a constant with respect to the choice of W1 and W2, are both
even functions of θ.
From (3.2.3), we have
log♥(θ) = q
2K+2
2K+1∑
k=1
[
log g1(k; θ)− log g2(k; θ)
]
− q[log(W1 − 12)− log(W2 − 12)],
(3.2.6)
with g1(k; θ) in (3.2.1) and g2(k; θ) in (3.2.2).
3.3. The average modulus with error. We write
(3.3.1)
g1(k; θ)
g2(k; θ)
= 1 +
g0(k; θ)
g2(k; θ)
= 1 +
B1 −B2 cos
(
θ − kπ
2K
)
A3 −A4 cos
(
θ − kπ
2K
) ,
where g0(k; θ) = g1(k; θ)− g2(k; θ) = B1 − B2 cos
(
θ − kπ
2K
)
with
A1 = (W1 − 12)2 + R˜2, A2 = 2(W1 − 12)R˜,
A3 = (W2 − 12)2 + R˜2, A4 = 2(W2 − 12)R˜,
(3.3.2)
and
(3.3.3) B1 = A1 −A3, B2 = A2 −A4.
We remark here that Aj > 0 for all j = 1, 2, 3, and 4. Also, we note
that A1 > A2, A3 > A4, A1 > A3, and A2 > A4. Furthermore, we have
0 < Bl < Al for l = 1 and 2, A2 < A1 < 2A1, and A4 < A3 < 2A4. We
note that
(3.3.4)
g0(k; θ)
g2(k; θ)
=
A2 −A4
A4
+
A1A4 − A2A3
A4
[
A3 −A4 cos(θ − kπ2K )
] ,
as A−Bv
C−Dv =
AD−BC+B(C−Dv)
D(C−Dv) for any constants A, B, C, and D and
variable v.
We use the logarithm to deal with the product in order to find its
average modulus. From (3.2.6) with (3.3.1), we have
♦(θ) := log∣∣∇(s)∣∣ = q
2K+2
2K+1∑
k=1
log
[
1 +
g0(k; θ)
g2(k; θ)
]
− q log(1 + W1−W2
W2−1/2
)
,
(3.3.5)
where g0(k; θ) is defined after (3.3.1) and g2(k; θ) is defined in (3.2.2).
Now, from the geometric meaning in (3.2.2) or from A3 > A4 and
| cos(θ)| ≤ 1, we know that g2(k; θ) is always positive. Similarly, g1(k; θ)
is always positive. But their difference g0(k; θ) may not always positive.
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We are going to prove that the arithmetic average of g0(k;θ)
g2(k;θ)
when k is
running from k = 1 to k = 2K+1 with regard to the fixed value of K is
greater than 0. We apply the logarithm to the product and approximate
the sum of the logarithm to get the corresponding arithmetic sum,
which makes the estimate possible. We shall also require that
(3.3.6) W1 − 12 <
√
2(W2 − 12),
besides (3.1.2). This condition is satisfied for any 0 < R˜ ≤ R if only
it is satisfied for R˜ = R, and in the latter case, it is equivalent to
W2 >
√
2
2
W1 +
(
1 −
√
2
2
)(
R + 1
2
)
or 2(A3 − A4) > A1 − A2. Note that
this restriction is compatible with the previous one in (3.1.2) if only
R >
√
2−1
2
√
2+1
, in fact R ≥ 2×2445999554998−1, to use Lemma 2.1 later
on. From now on we shall assume this. From these inequalities, we
acquire that
(3.3.7) − 1 < g0(k; θ)
g2(k; θ)
< 1,
with respect to all 0 < R˜ ≤ R. We notice here that v = cos(θ − kπ
2K
) ∈
[−1, 1] so that A3 − A4 cos(θ − kπ2K ) ≥ A3 −A4 > 0 and
(3.3.8) A1A4 −A2A3 = 2R˜
(
[W1 −W2][W1 − 12)(W2 − 12)− R˜2]
)
,
which is > 0 from the definition of Aj for j = 1, 2, 3, 4 in (3.3.2)
directly from the initial setting up for W1 and W2 in (3.1.2). Recall
(3.3.4). The lower bound −1 in the left inequality holds from A1 > A2;
the upper bound is from (3.3.6). Moreover, −1 on the left hand side of
(3.3.7) may be replaced by 0 from the expression in (3.3.4).
Now, we use the inequality
(3.3.9) (1− w
2
)w < log(1 + w) = ηw < w,
with min{1 − w
2
} = 1 − max{w}
2
< η < 1 for any 0 < w < 1 where
w = g0(k;θ)
g2(k;θ)
with k = 1, 2, . . ., 2K+1 and θ ∈ [0, 2π), where K is, as
before, a fixed positive integer. Hence,
(3.3.10)
2K+1∑
k=1
log
[
1 + g0(k;θ)
g2(k;θ)
]
= η
2K+1∑
k=1
g0(k;θ)
g2(k;θ)
, min{1− w
2
} < η < 1,
where the lower bound of η depends on w = g0(k;θ)
g2(k;θ)
. Both η and the
last sum will play the role in getting the lower bound for the ∇(s) on
the circle |s− 1
2
| = R˜, as in (3.4.17).
To estimate the sum involved in the last inequalities, we are going
to use the well-known Euler summation formula in the simplest form.
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For references, one may see [7], [24], [26], and [41]. This technique
is common in the literature, an elementary account on approximating
sums by integrals can be found in [25]. The following lemma is quoted
from the last reference.
Lemma 3.1. Let m and n be integers and let f be a real-valued function
and twice differentiable on the interval [m,n]. Then
(3.3.11)
n∑
k=m+1
f(k) =
∫ n
m
f(u) du+
∫ n
m
(u− ⌊u⌋+ 1
2
)f ′(u) d u.
Because of the periodicity of the nabla-function, as shown in (3.2.4),
and the symmetry property of the cosine function, we only need to
consider the function in the interval of a half period length π
2(K+1)
as
specified in (3.2.5). With respect to each θ in one such a period, we
apply the above lemma to the function f(u) = L (θ; u) with
(3.3.12) L (θ; u) =
B1 − B2 cos(θ − πu2K )
A3 − A4 cos(θ − πu2K )
, u ∈ R.
We notice that L (θ; k) = g0(k;θ)
g2(k;θ)
. Also, we let m = 0 and n = 2K+1.
We notice that L
(
θ; 0
)
= L
(
θ; 2K+1
)
in (3.3.12) so that f(m) = f(n).
From (3.3.11), we see that the sum involved on the right hand side of
(3.3.10) is seen, using Lemma 3.1, to be equal to
(3.3.13)
2K+1∑
k=1
L (θ; k) =
∫ 2K+1
0
L (θ; u) d u+
∫ 2K+1
0
(u−⌊u⌋− 1
2
)L ′(θ; u) d u.
Substituting v˜ = θ − πu
2K
and W = v˜
2
, denoting L
(
θ; u) with u =
2K(θ−v˜)
π
by L(θ; v˜), and using cos(2W ) = 2 cos2W − 1, we obtain
L(θ; v˜) := B1−B2 cos(v˜)
A3−A4 cos(v˜) = M(θ;W )
:= B1+B2
A3+A4
1
1− 2A4
A3+A4
cos2W
− 2B2
A3+A4
cos2W
1− 2A4
A3+A4
cos2W
,
L′(θ; v˜) = − (A4B1−A3B2) sin(v˜)
[A3−A4 cos(v˜)]2 .
(3.3.14)
In our notation, we have used the semicolon instead of a comma to
mean that we regard L(θ; v˜) as a function of v while θ is a parameter
with fixed value. Here, L′ is the derivative with respect to v˜.
For brevity, we use the notation
(3.3.15) M :=
π
2K+1
2K+1∑
k=1
L (θ; k),
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from now on. From (3.3.13) with d v˜ = − π
2K
d u and dW = 1
2
d v˜,
(3.3.14), and |u−⌊u⌋− 1
2
| ≤ 1
2
, we get from Lemma 3.1 using L(θ; k) ≥ 0
that
(3.3.16) M ≥
∫ θ/2−π
θ/2
M(θ;W ) dW − 1
2
∫ θ−2π
θ
∣∣L′(θ; v˜)∣∣ d v˜.
Here, we remark that one only needs to change the minus sign between
two integrals to plus sign in the above expression to get the upper
bound of M ; we shall do this in (3.4.3). We have used the inequality
in one direction, only for shortness in the displayed expressions. We
shall refer to this remark for (3.4.14).
To consider the second integral, we recall our assumption, stated
after (3.2.4), that θ ∈ [2π − π
2K+1
, 2π). Denoting F(v˜) = | sin(v˜)|
[A3−A4 cos(v˜)]2 ,
we see that F(v˜) is a periodic function of period 2π, that is, F(v˜−2π) =
F(v˜). Hence,
∫ 0
θ−2π F(v˜) d v˜ =
∫ 2π
θ
F(v˜) d v˜ and
∫ θ−2π
θ
| sin(v˜)| d v˜[
A3 −A4 cos(v˜)
]2 = −
(∫ 0
θ−2π
+
∫ 2π
0
−
∫ 2π
θ
)
F(v˜) d v˜
= −
∫ 2π
0
F(v˜) d v˜ = −
(∫ π
0
−
∫ 2π
π
)
sin(v˜) d v˜[
A3 −A4 cos(v˜)
]2
= −
∫ π
0
sin(v˜) d v˜[
A3 −A4 cos(v˜)
]2 +
∫ 0
π
sin(v˜) d v˜[
A3 − A4 cos(v˜)
]2
=
2
A4
(
1
A3 −A4 −
1
A3 + A4
)
=
4
(A3 −A4)(A3 + A4) .
noting that sin(v˜) > 0 for 0 < v˜ < π and sin(v˜) < 0 for π <
v˜ < 2π. In the last but one step, we have used − ∫ 0
π
sin(v˜) d v˜
[A3−A4 cos(v˜)]2 =∫ π
0
sin(−v˜) d(−v˜)
[A3−A4 cos(−v˜)]2 , with respect to the variable −v˜, and
∫
sin v˜ d v˜
[A3−A4 cos(v˜)]2
= − 1
A4[A3−A4 cos(v˜)] . It follows from (3.3.14) and the last result that
(3.3.17) 1
2
∫ θ−2π
θ
∣∣L′(θ; v˜)∣∣ d v˜ ≤ 2
(A3 −A4)(A3 + A4) .
Then, we compute the first integral in (3.3.16), recalling the two
terms in the expression of M(θ;W ) from (3.3.14). We integrate by the
substitution w = D cosW with
(3.3.18) D =
√
2A4
A3 + A4
,
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noting here that 0 < D < 1 from A4 < A3, and d w˜ = −D sinW dW .
The integral of the first term in (3.3.14) is B1+B2
A3+A4
times
∫ θ/2
θ/2−π
dW
1−D2 cos2W =
∫ D cos(θ/2−π)
D cos(θ/2)
d w˜
(1− w˜2)3/2
=
w˜√
1− w˜2
∣∣∣∣
D cos(θ/2−π)
D cos(θ/2)
= − 2D cos
θ
2√
1−D2 cos2 θ
2
,
(3.3.19)
as cos(φ− π) = − cos(φ) for any φ. Related to the second term there,
we get 2B2
A3+A4
times
∫ θ/2
θ/2−π
cos2W dW
1−D2 cos2W =
1
D2
∫ D cos(θ/2−π)
D cos(θ/2)
w˜2 d w˜
(1− w˜2)3/2
=
1
D2
(
w˜√
1− w˜2 − arcsin w˜
)∣∣∣∣
D cos(θ/2−π)
D cos(θ/2)
= − 2 cos
θ
2
D
√
1−D2 cos2 θ
2
+
2
D2
arcsin
(
D cos θ
2
)
,
(3.3.20)
using cos(φ− π) = − cos(φ) as well as arcsin(−x) = − arcsin(x).
It now follows from (3.3.16) with (3.3.19) and (3.3.20) corresponding
to the two terms of M(θ;W ) in (3.3.14) by combining the result in
(3.3.19), times the corresponding coefficient, and the first term in the
final expression in (3.3.20) times the corresponding coefficient, with the
error term in (3.3.17), we get
M ≥ 2
[
2B2
D
− (B1 +B2)D
]
cos θ
2
(A3 + A4)
√
1−D2 cos2 θ
2
− 4B2 arcsin(D cos
θ
2
)
(A3 + A4)D2
− 1
(A3 −A4)(A3 + A4) .
Recalling the definitions of Bl for l = 1 and 2 in (3.3.3) and that
of D in (3.3.18) and then substituting Aj for j = 1, 2, 3, 4 in (3.3.2),
after replacing W1 − 12 and W2 − 12 by W1 and W2, respectively, for
brevity, we obtain
(3.3.21) M ≥ − A cos
θ
2√
M
(
B−C cos2 θ
2
) − D arcsin
(√
E cos θ
2
)
F
− 2
H
,
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where
A = 2
√
2(A1A4 −A2A3) = 4
√
2 R˜(W1 −W2)
[
W1W2 − R˜2
]
,
M = A4(A3 + A4) = 2W2R˜(W2 + R˜)
2, C = 2A4 = 4W2R˜,
B = A3 + A4 = (W2 + R˜)
2, D = 2(A2 −A4) = 4(W1 −W2)R˜,
E = 2A4
A3+A4
= 4W2R˜
(W2+R˜)2
, F = A4 = 2W2R˜,
H = (A3 − A4)(A3 + A4) = (W2 − R˜)2(W2 + R˜)2.
We note here that R˜ + 2 ≤ R + 2 < W2 < W1 from the condition on
W1 and W2 stated in (3.1.2). We shall choose the explicit values for
these constants in the next section.
3.4. Explicit choice of constants. Recalling the assumption on θ in
(3.2.5), we see that vˆ := θ
2
∈ [π− π
2K+2
, π). Denoting the expression on
the right hand side of (3.3.21) by N (wˆ) with wˆ = cos θ
2
, we have
dN (wˆ)
d wˆ
= − AB
M1/2(B−Cwˆ2)3/2 −
D
√
E
F
√
1−Ewˆ2
E J :=
A(B+C)
M1/2(B−C)3/2 +
D
√
E
F
√
1− E
=
4
√
2(W1 −W2)(W1W2 − R˜2)(W22 + R˜2 + 6W2R˜)√
2W2R˜(W2 − R˜)3
+
8(W1 −W2)R˜
√
W2R˜
2W2R˜(W2 − R˜)
,
(3.4.1)
in the second step, we have used −1 ≤ wˆ = cos vˆ ≤ −1 + π
2K+2
, by
the mean value theorem to the function cos vˆ for vˆ = θ
2
∈ [π− π
2K+2
, π)
and K ≥ 3, and in the last step, we have used the expressions after
(3.3.21).
By the mean value theorem, we have that the expression on the
right hand side of (3.3.21) for vˆ in the interval is bounded from above
by the value of that expression at vˆ = π plus the absolute value of
dN
d wˆ
d cos(vˆ)
d vˆ
π
2K+2
with | d cos(vˆ)
d vˆ
| ≤ 1. It follows that
A√
M
(
B−C) +
D
√
E
F
− 2
H
− π J
2K+1
≤ M
≤ A√
M
(
B−C) +
D
√
E
F
+
2
H
+
π J
2K+1
,
(3.4.2)
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noticing that arcsin
√
E >
√
E for 0 < E < 1.
Recall that Wj for both j = 1 and 2 can be taken, from our perspec-
tive, to be slightly greater than R+2. We may simplify the expressions
forA,M, B, C, E, F by settingW2 = R+E andW1 = R+E+F with
2 < E < R and 0 < F < R. Also, we may use R <
√
W2R < R +
E
2
.
The inequality in (3.4.2) is replaced by
(3.4.3)
A
B +
C
D −
2
H
− πJ
2K+1
≤ M ≤ AB +
C
D +
2
H
+
πJ
2K+1
,
here we have exhibited the inequalities in both directions as we re-
marked after (3.3.16), with A = A√
2
, B =
√
M(B−C)√
2
, C = D, and
D = F√
E
, or
A = 4FR˜ [R2 − R˜2 + (2E + F )R + E(E + F )],
B =
√
R + E(R2 − R˜2 + 2ER + E2) R˜1/2,
C = 4FR˜, D = R˜1/2√R + E(R + R˜ + E),
H = (R− R˜ + E)2(R + R˜ + E)2,
recalling the expressions after (3.3.21). We notice that H is decreasing
as R˜ increases.
At this point, we calculate the lower bounds for η, which is also
needed for the estimate in (3.4.17), in order to get an estimate for the
expression in (3.3.10). In the similar way of computing (3.3.21) and
(3.4.3), we get
(3.4.4) A2−A4
A4
= W1−W2
W2
= F
R+E
,
recalling (3.3.2) and the definition ofW1 andW2 before (3.3.21). Using
cos(x) ≤ 1 and the relation for A1A4−A2A3 given after (3.3.7), we get
F [(R−R˜)(R+R˜)+(2E+F )R+E(E+F )]
(R+E)[(R+R˜)2+E(R+R˜)+E2]
≤ (W1−W2)(W1W2−R˜2)
W2[W22+R˜
2+2W2R˜]
≤ A1A4−A2A3
A4[A3−A4 cos(θ− πk2K )]
≤ (W1−W2)(W1W2−R˜2)
W2[W22+R˜
2−2W2R˜]
= F [(R−R˜)(R+R˜)+(2E+F )R+E(E+F )]
(R+E)[(R−R˜)2+E(R−R˜)+E2] ,
(3.4.5)
so that
F
R+E
+ F [(R−R˜)(R+R˜)+(2E+F )R+E(E+F )]
(R+E)[(R+R˜)2+E(R+R˜)+E2]
< g0(k;θ)
g2(k;θ)
≤ F
R+E
+ F [(R−R˜)(R+R˜)+(2E+F )R+E(E+F )]
(R+E)[(R−R˜)2+E(R−R˜)+E2] ,
(3.4.6)
from (3.3.4), (3.4.4), and (3.4.5).
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In choosing the values of E and F , we should consider the case
R˜ = R and we realize that we actually do not need the maximum of M .
We recall that R > 2 × 2445999554998 − 1, by the assumption made
before, stated after (3.3.6). It is much easier if we ignore the minor
portions, only considering the “main” parts by using the first terms
in the numerators and denominators of the first and third fractions
in (3.4.3). For instance, if we are dealing with 2R and 11
R
, we may
concentrate on 2R and ignore 11
R
first, because R is large enough. From
this observation, we may conveniently choose
(3.4.7) E = 2R, F = R1/4.
With this choice of E = 2R and F = R1/4 we have from (3.4.6) with
0 < R˜ ≤ R that
(3.4.8) 2
3R3/4
< 1
3R3/4
(
5
3
+ 1
4R3/4
) ≤ g0(k;θ)
g2(k;θ)
< 8
3R3/4
,
since R ≥ 4891999109995. Recalling the definition of η in (3.3.9),
we have on the other hand that 1 − g0(k;θ)
2g2(k;θ)
< η < 1, for our choice
of E and F for all 0 < R˜ ≤ R. This, together with (3.4.8), yields
1− g0(k;θ)
2g2(k;θ)
≥ 1− 4
3R3/4
, hence in particular,
(3.4.9) 1− 4
3R3/4
< η < 1.
We calculate the lower bound for M defined in (3.3.15) now, keeping
in mind that we may adjust the value of q in the definition of ∇(s) in
(3.1.3) to get (3.4.28). To calculate a lower bound for M , we first take
(3.4.10) K ≥ ⌊ log J+2 logR
log 2
⌋
,
in (3.4.3); it follows that
(3.4.11) J
2K+1
≤ 1
R2
,
Denoting
A = AB =
4(9R2+3R5/4−R˜2)√
3(9R2−R˜2)
(
R˜
R
)1/4
R˜1/4,
B = CD =
4√
3(3R+R˜)
(
R˜
R
)3/4
R˜1/4,
C = 2
H
= 2
(3R−R˜)2(3R+R˜)2 ,
D = J
2K+1
≤ 1
R2
,
(3.4.12)
we obtain, using 0 < R˜ ≤ R and R ≥ T0, that
A+B− C−D > α` ( R˜
R
)1/4
R˜1/4 − α˚(R),
A+B+ C+D < α´
(
R˜
R
)1/4
R˜1/4 + α˚(R),
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where
α` = 2.3094010770217 < 4√
3
(
1 + 3
8R3/4
)
= α`(R),
α´ = 2.3094010770219 > 4√
3
(
1 + 3
8R3/4
)
+ 1
3R
= α´(R),
α˚ = 4.179× 10−26 > 1
R2
+ 1
18R4
= α˚(R),
(3.4.13)
from (3.4.3) with (3.4.11) and (3.4.12). Here, the constants α`, α´, and
α˚ are numerical value bounds, from above or below depending on the
direction implied in the related inequalities, for their function partners
α`(R), α´(R), and α˚(R) with respect to the variable R, with R ≥ 2T −
1 ≥ 2T0 − 1 = 4891999109995, where T0 is defined in Section 1. Also,
we have used 2
(3R−R˜)2(3R+R˜)2 ≤ 118R4 for 0 < R˜ ≤ R. We have reserved
the expressions for the function partners for convenient applications in
[12]. Therefore,
(3.4.14) α`
(
R˜
R
)1/4
R˜1/4 − α˚ < M < α´( R˜
R
)1/4
R˜1/4 + α˚.
with α`, α´, and α˚ defined above, and the upper and/or lower bounds are
still valid with them replaced by their function partners respectively.
The same understanding on other constants in the similar set up from
now on is effective in this subsection without being repeated.
Similar to (3.3.9) with W1−W2
W2−1/2 in place of w and our choice that
W1 = 3R + R
1/4 + 1
2
and W2 = 3R +
1
2
, we have W1−W2
W2−1/2 =
1
3R3/4
< 1,
since R ≥ T0, from which we deduce that(
1− 1
6R3/4
)
1
3R3/4
=
(
1− W1−W2
2(W2−1/2)
)
W1−W2
W2−1/2
< log
(
1 + W1−W2
W2−1/2
)
< W1−W2
W2−1/2 =
1
3R3/4
,
or,
(3.4.15) β˚1 < log
(
1 + W1−W2
W2−1/2
)
< β˚2,
with
β˚1 = 1.012× 10−10 <
(
1− 1
6R3/4
)
1
3R3/4
= β˚1(R),
β˚2 = 1.014× 10−10 > 13R3/4 = β˚2(R),
(3.4.16)
for R ≥ 2T − 1 with T ≥ T0.
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By the definition of η in (3.3.9) and that of M in (3.3.15), we con-
clude from (3.3.5), (3.3.10), with (3.3.15), (3.4.9), and (3.4.15), that
q
[
β`
(
R˜
R
)1/4
R˜1/4 − γ˚ − β˚
]
< q
{
1
2π
(
1− 4
3R3/4
) [
α`
(
R˜
R
)1/4
R˜1/4 − α˚]− β˚}
< q
(
1
2π
ηM − β˚) = q( η
2K+2
2K+1∑
k=1
g0(k;θ)
g2(k;θ)
− β˚
)
< log |∇(s)| = q
2K+2
2K+1∑
k=1
log
[
1 +
g0(k; θ)
g2(k; θ)
]
− q log(1 + W1−W2
W2−1/2
)
<
q η
2K+2
2K+1∑
k=1
g0(k;θ)
g2(k;θ)
< q
2π
ηM < q
2π
[
α´
(
R˜
R
)1/4
R˜1/4 + α˚
]
< q
[
β´
(
R˜
R
)1/4
R˜1/4 + γ˚
]
,
(3.4.17)
with
β` = 0.3675 < α`
2π
(1− 4
3R3/4
) < 1
2π
(1− 4
3R3/4
)α`(R)
= 2√
3π
+ 3
4R3/4
− 8
3
√
3R3/4
(1 + 3
8R3/4
) = β`(R),
β´ = 0.3676 > 1
2π
α´ > 1
2π
α`(R) = 2√
3π
+ 3
4R3/4
+ 1
6πR
= β´(R),
(3.4.18)
and
1
2π
(1− 4
3R3/4
)α˚ < 1
2π
α˚ <
γ˚ = 6.65× 10−27 < 1
2π
(
1
R2
+ 1
18R4
)
= α˚(R)
2π
= γ˚(R),
(3.4.19)
on the circle |s − 1
2
| = R˜ for all R˜ such that 0 < R˜ ≤ R. The first
resp. last inequality in (3.4.17) holds because γ˚ > 1
2π
(1− 4
3R3/4
)α˚ resp.
1
2π
α` < β` and γ˚ > α˚
2π
. We keep the expression of γ˚ as a function of R,
again, for the sake of establishing (3.4.29) below.
We should choose q in (3.4.17) with respect to R˜ = R only, therefore,
we notice that from (3.4.17), we have in this particular case
γ` R1/4 q < log |∇(s)| < q
2π
ηM < γ´ R1/4 q,(3.4.20)
with 8
3
√
3
+ 1√
3R3/4
+ 1
2πR3/2
+ 1
36πR7/2
< 1.54 so that − 1.54
R3/4
< − 8
3
√
3R3/4
−
1√
3R3/2
− 1
2πR9/4
− 1
36πR17/4
and 0.28 < − 1
6π
− 1
2πR5/4
− 1
36πR13/4
+ 1
3
for
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R ≥ 2T0 − 1, so that
γ` = 0.3674 < γ`(R) = 2√
3π
+ 3
4R3/4
− 1.54
R3/4
< β`(R)− β˚(R)
R1/4
= 2√
3π
+ 3
4R3/4
− 8
3
√
3R3/4
− 1√
3R3/2
− 1
2πR9/4
− 1
36πR17/4
,
γ´ = 0.3677 > γ´(R) = 2√
3π
+ 3
4R3/4
− 0.28
R
> β´(R) + γ˚(R)−β˚(R)
R1/4
= 2√
3π
+ 3
4R3/4
+ 1
6πR
+ 1
2πR9/4
+ 1
36πR17/4
− 1
3R
,
(3.4.21)
on the circle |s− 1
2
| = R. In fact, we shall choose
(3.4.22) q = (R−1/2+2α) logR+2 logΩ
2 γ` R1/4
,
where we introduced these two constants Ω and α for our convenience
in future applications, with
(3.4.23) W1 = 3R+R
1/4+ 1
2
, W2 = 3R+
1
2
, and K =
⌊
15 logR+2 log 12
4 log 2
⌋
,
in (3.3.5), recalling W1 =W1 − 12 , W2 =W2 − 12 , and the choice of K
in (3.4.10) with J defined in (3.4.1) and 6/
√
3 =
√
12. Here, we got the
expression for K from (3.4.10), with the expression of J above gotten
by inserting our values of Wj for j = 1 and 2, in terms of R, E and F
in (3.4.1), which is
J = 4F (R
2+2ER+E2+6RR˜+R˜2+6ER˜)
E2
√
(R+E)R˜(2R˜+E)
× R2−R˜2+2ER+FR+E2+EF
(R−R˜+E)3 +
4F
√
R˜√
R+E(R−R˜+E)
= 9R
2+18RR˜+R˜2
2
√
3R9/4
√
R˜(R+R˜)
9R2+3R5/4−R˜2
(3R−R˜)3 +
4
√
R˜√
3R1/4(3R−R˜)
< 63
4
√
3
1
R9/4
1√
R˜
(
1 + 1
3(2T0−1)3/4
)
+ 6√
3R3/4
,
(3.4.24)
where we inserted F = R1/4 and E = 2R and simplified the resulting
expression, using 0 < R˜ ≤ R, R ≥ 2T0−1. Let us set K = ⌊K1 logR+
K2⌋, for some K1 > 0 and K2 > 0, independent of R, R˜. Such a choice
of K is compatible with (3.4.10) if
(3.4.25) J < 1
R2
eK2 log 2RK1 log 2.
Our expression for J in (3.4.24) is in turn compatible with (3.4.25) if
63
4
√
3R9/4
√
R˜
(
1 + 1
3(2T0−1)3/4
)
+ 6√
3R3/4
< 1
R2
eK2 log 2RK1 log 2, i.e.,
(3.4.26) 21
8R3/4
√
R˜
(
1 + 1
3(2T0−1)3/4
)
<
√
3
6
RK1 log 2−5/4eK2 log 2 − 1.
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Choose K1 =
15
4 log 2
and K2 =
log(6/
√
3)
log 2
. Then, (3.4.26) is satisfied for
(3.4.27) R˜ > γ := 10−81 > 441
64(2T0−1)3
(
1 + 1
3(2T0−1)3/4
)2 1
[(2T0−1)5/2−1]2 ,
where we have used R ≥ 2T0 − 1. This is now assumed. We also
remark that the choice of W1, W2, and q is not unique, like the choice
of K = ⌊15 logR
4 log 2
+ log 12
2 log 2
⌋ = ⌊15 logR
4 log 2
+ log(6/
√
3)
log 2
⌋ we just made. We obtain
from (3.4.17) with (3.4.21) that[
ΩR
R−1/2
2
+α
][β`(R)/γ`(R)] (R˜/R)1/2−[˚γ(R)+β˚(R)]/(γ`R1/4)
< |∇(s)|
<
[
ΩR
R−1/2
2
+α
][β´(R)/γ`(R)] (R˜/R)1/2+γ˚(R)/(γ`R1/4)
,
(3.4.28)
with β` and β´ from (3.4.18), β˚ from (3.4.16), γ˚ from (3.4.19), and
γ` = 0.3674 from (3.4.21), on the circle |s− 1
2
| = R˜, and from (3.4.20)
that
ΩR
R−1/2+2α
2 < |∇(s)| < [ΩRR−1/2+2α2 ]1+ γ´−γ`γ` ,(3.4.29)
with γ` and γ´ are defined in (3.4.21), on the circle |s − 1
2
| = R, for
∇(s) defined in (3.1.3) with respect to any positive constant Ω and
any real-valued constant α. Let us note that 1
2γ`
= 10000
7348
and
a` := 1.001 < β`(R)
γ`
= a`(R) := 1
γ`
(
2√
3π
+ 3
4R3/4
− 1.54
R3/4
)
,
a´ := 1.006 > β´(R)
γ`
= a´(R) := 1
γ`
(
2√
3π
+ 3
4R3/4
+ 0.053
R3/4
)
,
b` := 6.9× 10−26 > 0.159154943092
γ` R2
:= b`(R) > γ˚(R)+β˚(R)
γ`
,
b´ := 6.8× 10−26 > 0.159154943075
γ` R2
:= b´(R) > γ˚(R)
γ`
,
(3.4.30)
for R ≥ 2T0 − 1.
We summarize the results in this section up to this point here.
Proposition 4. Let T ≥ T0 and 2T − 1 < R ≤ 2T + 1 with T0 defined
before the Main Theorem in section 1. We define
(3.4.31) ∇(s) =
(
W2 − 12
W1 − 12
)q [2K+1∏
k=1
(s− 1
2
)− e i kpi2K (W1 − 12)
(s− 1
2
)− e i kpi2K (W2 − 12)
] q
2K+1
,
with W1 = 3R + R
1/4 + 1
2
, W2 = 3R +
1
2
, q = (R−1/2+2α) logR+2 logΩ
2 γ` R1/4
,
where Ω > 0 and α > 0 are two independent variables, and K =⌊
15 logR+2 log 12
4 log 2
⌋
. Then,
[
ΩR
R−1/2
2
+α
]a`(R˜/R)1/2−b`
< |∇(s)| < [ΩRR−1/22 +α]a´(R˜/R)1/2+b´ ,(3.4.32)
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on the circle |s− 1
2
| = R˜ for all
γ < R˜ ≤ R,
where a`, a´, b`, and b´ are those function partners in (3.4.30) and γ =
10−81, satisfying (3.4.27), and γ` = 0.3674.
We are ready to state our main result in the next section.
3.5. Estimate on the pseudo-Gamma function. Now, we turn to
our main duty in this section. In the proof of Proposition 2 in Section
1, we also need the following lemma concerning two related functions
(3.5.1) B(s) =
ξ(s)
∇(s) , C(s) =
∇(2−X + s)
∇(s) ,
where 1
2
< X < 1 and ∇(s) is defined in (3.1.3)
Lemma 3.2. Let T ≥ T0 and 2T − 1 < R ≤ 2T + 1 with T0 defined
before the Main Theorem in Section 1. The function B(s) satisfies the
following upper bound
(3.5.2) B(s) E c1T
b,
with c1 = 1 and b = 0, on the circle
∣∣s− u∣∣ = R for every u such that
1
2
< u < 1 or u = 2; the function C(s) satisfies the following upper
bound
(3.5.3) C(s) E c2T
c,
with c2 = 1.000001 and c = 3 × 10−9, on the circle
∣∣s− u∣∣ = R. Also,
we have
(3.5.4) |∇(2)||∇(X)| > R
5.1×10−14 ,
for 1
2
< X ≤ 1, and
(3.5.5) |∇(u)| < R1.62,
for 1
2
< u ≤ 2.
Proof. We may instead justify (3.5.2) and (3.5.3) for |s− u| = R with
u such that 1
2
< u ≤ 2 in the first quarter delimited by t = 0 and
σ = 1
2
, since both B(s) and C(s) are symmetric with respect to t = 0
and t is restricted by |σ + it − u| = R. Here, the variable Y = R/2 is
introduced because of the application of this lemma later on.
We note that |s(s − 1)| = √σ2 + t2√(σ − 1)2 + t2 and we have to
bound this under the condition |s−u| = R for T ≥ T0. To prove (3.5.2),
we first recall the definition of ξ(s) in (2.4) with (2.5) and verify that
(3.5.6) s(s− 1) E 44
10
T 2,
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for |s−v| = R and 1
2
≤ v ≤ 2. For this claim (3.5.6), we notice here that
σ ≤ 2Y < 2T +1, σ2+t2 = (σ−v)2+t2+2vσ−v2 ≤ 4Y 2+8Y +2, and
(σ−1)2+t2 ≤ (σ−v)2+t2+2vσ+1−v2−2σ ≤ 4Y 2+8Y+9. We also note√
4(T + 1
2
)2 + 8(T + 1
2
) + 2
√
4(T + 1
2
)2 + 8(T + 1
2
) + 9 ≤ 4.004 T 2 as
Y ≤ T + 1
2
and T ≥ T0. Hence, the estimate (3.5.6) is valid for
|s− u| = R in the first quarter delimited by t = 0 and σ = 1
2
.
Recalling Stirling’s formula in (2.10) and noting that
(3.5.7)
√
2π 2−(σ/2−1/2)e−s/2+g(s/2) E 3
if only |s| ≥ 6 or t ≥ 11
2
, which is clearly true from |s− u| = 2Y with
Y ≥ T0 − 12 . For the upper bound of ζ(s), we use the inequality in
Lemma 2.1 in Section 2. First we note that
∣∣s s2− 12 ∣∣ < (T + 1
2
)T+1/2
2
− 1
2 =
(
1 + 1
2T
)T
2
− 1
4T
T
2
− 1
4
<
[(
1 + 1
2T
)2T]1/4
T
T
2
− 1
4 < e1/4 T
T
2
− 1
4 ,
for R < T + 1
2
, the last inequality being a consequence of the conver-
gence of (1 + 1/n)n to e for n → ∞ and the fact that R ≥ T0 with
T0 = 2445999554998. We also note that
44×5.801×3 e1/4
20π1/4
< 37, which is
combined from the coefficient in ξ(s) in (2.4), the Stirling’s formula in
(2.10) with (2.14), and the upper bound in (2.23). Now, we see that
we only need to choose Ω = 1 and α = 1
4
in (3.4.22) so that
(3.5.8)
37 T T/2+9/4
|∇(s)| < 1,
from (3.4.29), in the first quarter of the circle |s − u| = R, where we
used that, under our assumptions on T and R, and with Y ≥ T− 1
2
as in
Proposition 1, we have T T/2+9/4 ≤ (Y +1/2)Y/2+5/2(1+ 2
2T0−1
)Y/2+5/2 ≤
1.1
(
R
2
)R/4+5/2
, since R ≥ 2 + 4
2T0−1 , R/2 ≥ Y ≥ T0 − 12 , and |∇(s)| >
ΩRR/2+α−1/4, from (3.4.29) for Ω = 1 and α = 1
4
for our values of R.
We conclude from (2.23), (3.5.6), (3.5.7), and (3.5.8) that (3.5.2) is
valid.
Now, we verify the estimate (3.5.3). We consider the quotient ∇(2−X+s)∇(s) .
We get the squares of the absolute values of the numerator and the de-
nominator for each factor similar to those in (3.2.1) and (3.2.2); actually
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we have
G1(k; θ) =
∣∣(2−X + s− 1
2
)− e i kpi2K (W1 − 12)
∣∣2
= (W1 − 12)2 +R2 − 2 (W1 − 12)R cos
(
θ − kπ
2K
)
+ (2−X)[2−X + 2R cos(θ)− 2(W1 − 12) cos πk2K )],
G2(k; θ) =
∣∣(2−X + s− 1
2
)− e i kpi2K (W2 − 12)
∣∣2
= (W2 − 12)2 +R2 − 2 (W2 − 12)R cos
(
θ − kπ
2K
)
+ (2−X)[2−X + 2R cos(θ)− 2(W2 − 12) cos πk2K )].
(3.5.9)
replacing s by 2 − X + s in the expressions for g1(k; θ) and g2(k; θ)
given in (3.2.1) and (3.2.2), respectively.
We have
G1(k; θ) = g1(k; θ) + h1(k; θ), with
h1(k; θ) = (2−X)
[
2−X + 2R cos(θ)− 2(W1 − 12) cos πk2K
]
.
(3.5.10)
Also, we write G0(k; θ) = G1(k; θ) − G2(k; θ). We again resort to
logarithms, getting
log
∣∣∣∣∇(2−X + s)∇(s)
∣∣∣∣ = q2K+2
2K+1∑
k=1
(
log
[
1 +
G0(θ; k)
G2(θ; k)
]
− log
[
1 +
g0(θ; k)
g2(θ; k)
])
=
q
2K+2
2K+1∑
k=1
[
G0(θ; k)
G2(θ; k)
− ηg0(θ; k)
g2(θ; k)
]
,
(3.5.11)
similarly to (3.3.5), using η u = log(1 + u) and log(1 + v) ≤ v for
0 < u = g0(θ;k)
g2(θ;k)
< 1 with η > 1 − g0(θ;k)
2g2(θ;k)
and v = G0(θ;k)
G2(θ;k)
and recalling
(3.3.9). We simplify the summand in the last sum by writing
G2(k; θ) = g2(k; θ) + h2(k; θ), with
h2(k; θ) = (2−X)
[
2−X + 2R cos(θ)− 2(W2 − 12) cos πk2K
]
.
(3.5.12)
Taking algebraic simplification with the relations for g1, G1, h1, g2, G2,
h2 and g0, G0, h0, without using their arguments, we get
(3.5.13)
G0
G2
− η g0
g2
=
g2h1 − g1h2
g2G2
+ (1− η)g0
g2
.
Recalling the choice of W1 and W2 in (3.4.22), the definitions of
g1(k; θ) and g2(k; θ) in (3.2.1) and (3.2.2), and those of h1(k; θ) and
h2(k; θ) in (3.5.10) and (3.5.12), we acquire
g2 ≥ 10R2 − 6R2 cos(θ − πk2K ) ≥ 4R2,
G2 ≥ g2 − |h2| ≥ 4R2 − 12R− 94 > 3R2,
(3.5.14)
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for our values of R, as h2 ≤ 12R+ 94 from X > 12 . Moreover, we have
g2h1 − g1h2 = (2−X)
{[
10R2 − 6R2 cos(θ − πk
2K
)
]
× (2−X + 2R cos θ − 6R cos πk
2K
− 2
√
R cos πk
2K
)
− [10R2 − 6R2 cos(θ − πk
2K
)− 2R
√
R cos(θ − πk
2K
) + 6R
√
R
− 6R cos πk
2K
+R
]× (2−X + 2R cos θ − 2√R cos πk
2K
)
}
= 4R2
√
R
[
cos(θ − πk
2K
)− 5 cos πk
2K
]
+ 2R2
[
3(2−X) cos(θ − πk
2K
)
− cos θ − 3 cos πk
2K
]
+ 2R
√
R(2−X)[cos(θ − πk
2K
)− 3]+R(X − 2)
< 24R2
√
R + 20R2 + 16R
√
R + 2R < 25R2
√
R,
for our values of R. Also, recalling the upper bound for 1− η one gets
from (3.4.9) and the upper bound for g0
g2
in (3.4.8), we have 1−η ≤ 4
3R3/4
directly from (3.4.9) and g0
g2
≤ 1
R3/4
(1 + 1
4R3/4
). From (3.5.13) with all
the above estimates we conclude that
G0
G2
− η g0
g2
E 25R
√
R
12R3
+ 1
R3/4
(
1 + 1
R3/4
)
< 3.1
R3/2
,(3.5.15)
for our values of R. Inserting the result of this inequality into (3.5.11),
we obtain
(3.5.16) log
∣∣∇(2−X+s)
∇(s)
∣∣ ≤ 3.1 q
2R3/2
< 5 logR
R3/4
,
as q = 10000R
3/4 logR
7348
from the definition of q in (3.4.22) with Ω = 1,
α = 1
4
, and γ` = 0.3674. From this we conclude that
(3.5.17) ∇(2−X+s)∇(s) E R
5
R3/4 <
[
2
(
1 + 1
2T0
)] 5
T
3/4
0 T
5
T3/4 < 1.001 T 5/T
3/4
0 ,
as R > 2T − 1 ≥ 2T0 − 1 and T ≥ T0 with T0 defined in Section 1,
which proves (3.5.3) with c2 = 1.000001 and c = 3×10−9 > 5/T 3/40 . The
constant c2 could taken to be 1.00000007292234 >
[
2
(
1 + 1
2T0
)]5/T 3/40 ,
but we use 1.000001 for brevity.
We now consider the last estimate (3.5.4) in Lemma 3.2. As already
remarked in the last paragraph of sub-section 3.1, we have that ∇(1
2
) =
1 and that the value of∇(u) must be real. It is actually positive because
this function does not have any zeros inside the circle |s − 1
2
| < W2,
since by our choice, as in equalities after (3.4.22), of W1 and W2, we
have W1 − 12 = 3R +R1/4 > W2 = 3R + 12 .
From the definition of ∇(u), we realized that we can use everything
done before in the proof of the present lemma, in order to verify the
last estimates in Lemma 3.2 by replacing R by u − 1
2
. From (3.4.6)
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with (3.4.7) and 0 < R˜ = u − 1
2
≤ 3
2
, for u = X with 1
2
< X ≤ 1, we
get
g0(k;θ)
g2(k;θ)
≤ 1
3R3/4
+ 9R
2+3R5/4
R3/4 [7R2−4R(u−1/2)+(u−1/2)2 ]
≤ 1
R3/4
(
1
3
+ 9+3R
−3/4
7−3R−1+9R−2/4
) ≤ δ1
R3/4
,
(3.5.18)
where δ1 = 1.61904761917799, for R ≥ 2T0 − 1. Here, we have used
the fact that 7R2−4Rv˜+ v˜2 ≥ 7R2−4Rv˜0+ v˜20 if 12 < v˜ ≤ v˜0 ≤ 2 with
v0 = 1. We shall use this fact for (3.5.5) with v˜0 = 2 at the end of this
proof. Also, for u = 2 we have
g0(k;θ)
g2(k;θ)
≥ 1
3R3/4
+ 9R
2+3R5/4−9/4
R3/4(7R2+6R+9/4)
≥ 1
R3/4
(
1
3
+ 9+3R
−3/4−9R−2/4
7+6R−1+9R−2/4
)
> δ0
R3/4
,
(3.5.19)
where δ1 = 1.61904761917768, for R ≥ 2T0 − 1. Using (3.3.5) with
(3.3.10) by the upper bound in (3.5.18) for g0(k;θ)
g2(k;θ)
, that in (3.4.9) for η,
and the bound of β˚2 in (3.4.15) for log(1 +
W1−W2
W2−1/2), we obtain that
log |∇(2)| ≥ q
2K+2
∑2K+1
k=1
(
δ1
R3/4
− 1.014
1010R3/4
)
≥ δ′1 q
R3/4
,
log |∇(X)| ≤ q
2K+2
∑2K+1
k=1
(
δ1
R3/4
− 1.012
1010R3/4
)
≤ δ′0 q
R3/4
,
(3.5.20)
for 1
2
< X ≤ 1, with the definition of q in Proposition 4 and Ω = 1 and
α = 1
4
, where δ′1 = 1.61904761907679 and δ
′
0 = 1.61904761907628, we
get log |∇(2)| − log |∇(X)| ≥ (δ′1−δ′0)q
R3/4
= (δ′1 − δ′0) logR, so that
(3.5.21) |∇(2)||∇(X)| > R
δ′1−δ′0 = R5.1×10
−14
,
which is (3.5.4). Finally, for 1
2
< u ≤ 2, the denominator in the second
term inside the parenthesis before the last expression in (3.5.18) may
be replaced by 7− 3
R
+ 9
4R2
, so that δ1 in the last expression is replaced
by 1.62. Following the similar argument from (3.5.18) to (3.5.21), one
proves (3.5.5). This finishes the proof of the lemma. 
4. Proof of the Main Theorem from Propositions 1 and 2:
Applying the argument principle
We apply the argument principle with respect to the function ξ(s).
It is well known that there are at most finitely many zeros for any
regular function in any bounded open subset of C. From now on, we let
1
2
< λ < 1 and denote ZT =
{
ρ = β + iγ ∈ Z : 0 < β < 1, |γ| ≤ T +1}.
We then let
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(4.1) 0 < η < min{η0, η1, η2}
where η0 = min
{
1
9
, λ− 1
2
}
, η1 = min
{|β1 − β2| : β1 6= β2, ρ1 ∈ ZT , ρ2 ∈
ZT
}
, and η2 = min{|γ3 − γ4| : γ3 6= γ4, ρ3 ∈ ZT , ρ4 ∈ ZT
}
.
It is slightly delicate for us to define X0 and Y0 for our use in the
following. If λ = β for some ρ ∈ ZT , then we let X0 = λ−η; otherwise,
we let X0 = max{β : 12 ≤ β < λ, ρ ∈ ZT}. Similarly, we let H = {ρ ∈
ZT : T < γ ≤ T + η}. If H is empty, then we let Y0 = T ; if H is not
empty, then we let Y0 = min{γ : ρ ∈ H} − η. From η < λ − 12 < 12 ,
we see that that 1
2
≤ X0 < λ and T − 12 ≤ Y0 ≤ T . Also, we have
X0+η <
3
2
and Y0+η < T +
1
2
. From η < 1
2
and by the definition of X0
and Y0, we see that there are no zeros for the Riemann zeta-function at
s = σ+ it with X0 < σ < X0+η and −(Y0+η) < t < Y0+η. Similarly,
there are no zeros for the Riemann zeta-function at s = σ + it, with
−1− η < σ < 2 + η and Y0 < t < Y0 + η.
We recall that the zeros for the Riemann zeta-function ζ(s), as seen
from the symmetry property of the Riemann xi-function ξ(s), are dis-
tributed symmetrically along the real axis and the line σ = 1
2
, respec-
tively. Therefore, it is sufficient for us to consider the matter only in
the first quarter
{
s ∈ C : ℜ(s) ≥ 1
2
,ℑ(s) ≥ 0} delimited by the real
axis and the line σ = 1
2
. We remark here that there are no zeros for
the Riemann zeta-function at s = σ + it, 1 − X0 − η < σ < 1 − X0
and −(Y0 + η) < t < Y0 + η. The mentioned region is the symmetric
image of X0 < σ < X0 + η with respect to the line σ =
1
2
. Also,
there are no zeros for the Riemann zeta-function at s = σ + it, with
−1 − η < σ < 2 + η and −(Y0 + η) < t < −Y0. The last region is the
symmetric image of −1 − η < σ < 2 + η and Y0 < t < Y0 + η with
respect to the real axis.
Now, we define X = X0 +
η
2
, Y = Y0 +
η
4
, and Y1 = Y0 +
3η
4
. We
remark here that T − 1
2
< Y < Y1 < T +
1
2
from the definition of Y0
and η.
From now on, we let δ < η
5
. From our definition of η and that of
X , Y , and Y1 with respect to η, we see that there are no zeros for the
Riemann zeta function ζ(s) in the open sets
H1 =
{
s : 1−X − δ < σ < X + δ, Y − δ < t < Y + δ},
H2 =
{
s : −1− δ < σ < 2 + δ, Y1 − δ < t < Y1 + δ
}
,
V1 =
{
s : X − δ < σ < X + δ,−Y − δ < t < Y + δ},
V2 =
{
s : 2− δ < σ < 2 + δ,−Y1 − δ < t < Y1 + δ
}
.
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Each of the two open sets H1 and H2 contains the one horizontal line
segment on the top and each of the two open sets V1 and V2 contains
one vertical right sided line segment involved in (4.2) below, in which
there are 8 closed line segments used for the integration. The other
four open sets are the images of H1 and H2 resp. V1 and V2 under the
reflections with respect to the lines t = 0 resp. σ = 1
2
. All these four
reflected regions are also free of zeros for the Riemann zeta function.
For convenience, we denote by N(1 − z, z, T ) the number equal to
one half of the number of zeros for the Riemann zeta-function in the
region σ+ it with that 1− z < σ < z (z > 1
2
is implied) and 0 < t ≤ T .
It is easy to see that N(λ, T ) = N(−1, 2, T )−N(1−λ, λ, T ). It follows
that
(4.2) N(λ, T ) =
2
πi
(∫
S
ξ′(s)
ξ(s)
d s−
∫
R
ξ′(s)
ξ(s)
d s
)
,
where S is the simple closed route along the sides of the rectangle with
vertices 2 − Y1 i, 2 + Y1 i, −1 + Y1 i, and −1 − Y1 i, in that order; and
R is the simple closed route along the rectangle with vertices X − Y i,
X + Y i, 1−X + Y i, and 1−X − Y i, in that order.
Let us point out a crucial point, in this work, concerning the loga-
rithmic functions. To help the reader comprehend the general idea, we
provide a simple example. Let f(s) be a meromorphic function with
a zero or a pole at s = s0. Then the logarithm of f(s) is no longer
a meromorphic function. Consider, for example, the entire function
f(s) = s−1. The logarithm of this function log(s−1) is not a meromor-
phic function over the same domain. Instead, it is an analytic function
in the open region that remains after a simple curve from s = 1 to ∞,
in any direction, is removed. For our example, we remove the half-line
from 1 to ∞ passing through 2 + i in a diagonal direction. Now, the
point here is that the derivative (s−1)−1 of log(s−1) is a meromorphic
function in the whole complex plane, with the unique pole at s = 1, by
analytic continuation, even though log(s − 1) is not. One may notice
that arg(s− 1) is not a continuous function, but (s− 1)−1 is analytic,
except at s = 1. If we integrate (s − 1)−1 along the boundary of the
circle |s − 1| = 1, then the integral does not yield 0, but is instead
equal to
[(
π
4
− 0)−(−7π
4
+ 0
)
] i = (2π − 0) i. The logarithmic function
log(s− 1) defined in the region with the above cut is not the same as
the logarithm of s− 1, customarily defined in the region with the half
line from s = 1 to −∞ on the real line being removed. However, both
of the logarithmic functions share the property that their values are
real for all real-valued s in the interval (1,∞).
PROOF OF THE DENSITY HYPOTHESIS 33
Similarly, the function defined in (2.21) is a meromorphic function
with poles at all s = ρ ∈ Z as used by Backlund in his proof of the
Riemann-von Mangoldt Theorem when he applied the argument prin-
ciple. We shall take into consideration this point when we define the
open region Q in the next paragraph.
In a previous step, we obtained (4.2) by utilizing the reflection prop-
erty of (2.7) for ξ(s) about the real axis and the reflection property of
(2.9) about the line σ = 1
2
. For the same reason, one sees that
(4.3) N(λ, T ) =
1
2πi
∫
H1∪V1∪H0∪V2∪H2
ξ′(s)
ξ(s)
d s− 1
2πi
∫
H0
ξ′(s)
ξ(s)
d s,
whereH1 is the closed horizontal line segment from the point s = 12+Y i
to the point s = X+Y i, V1 is the closed vertical line segment from the
point s = X + Y i to the point s = X , H0 is the closed horizontal line
segment from s = X to s = 2, V2 is the closed vertical line segment
from the point s = 2 to s = 2 + Y1 i, and H2 is the closed horizontal
line segment from the point 2 + Y1 i to the point s =
1
2
+ Y1 i.
Denote
Q1 =
{
s ∈ C : 1
2
− δ < σ < X + δ, Y − δ < t < Y + δ},
Q2 =
{
s ∈ C : X − δ < σ < X + δ,−δ < t < Y + δ},
Q3 =
{
s ∈ C : X − δ < σ < 2 + δ,−δ < t < δ},
Q4 =
{
s ∈ C : 2− δ < σ < 2 + δ,−δ < t < Y1 + δ
}
,
Q5 =
{
s ∈ C : 1
2
− δ < σ < 2 + δ, Y1 − δ < t < Y1 + δ
}
.
We see that each route of H1, V1, H0, V2, and H2 is contained in the
simple connected open set Q1, Q2, Q3, Q4, Q5, respectively.
Now, we set
(4.4) Q =
5⋃
j=1
Qj .
Then, we have that H1 ∪ V1 ∪H0 ∪ V2 ∪H2 is contained in the simple
connected open region Q defined in (4.4). We remark here that Q1,
Q2, Q3, Q4, andQ5 may be used asU(H2), U(V2), U(H0), U(V1), and
U(H1), respectively. Here U is the set function we mentioned before
the statement of Propositions 1 and 2.
Note that the distance between the two parallel horizontal closed
line segments H1 and H2 is η2 and the half width of both Q1 and Q5 is
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δ. For convenience, we denote
Q0 = {s ∈ C : 12 − δ < σ < 2 + δ, Y + δ < t < Y1 − δ},
Q6 = {s ∈ C : X + δ < σ < 2− δ, δ < t < Y + δ}.
(4.5)
From our choice δ < η
5
, we see that there is a cut which we call Q0
with positive distance Y1 − Y − 2δ = η2 − 2δ > η10 between Q1 and
Q5. The open region Q6 is the inner region surrounded by the simple
connected open region Q. Without this cut, the function log ξ(s) may
not be univalently defined in the region Q as there might be zeros
for the Riemann zeta-function satisfying λ ≤ σ ≤ 1 and 0 < t ≤ T ,
which would be inside Q6. After introducing this cut Q0 defined in
(4.5), it is certain that both the integrand ξ
′(s)
ξ(s)
and its anti-derivative
function log ξ(s) can be understood as unique analytic continuation
of the respective real-valued function uniquely defined for real-valued
s, because all possible zeros mentioned above are outside the simple
connected open region Q.
Since the open region Q is simply connected containing a segment
of the real axis, a branch of log ξ(s) is uniquely defined and regular in
the open region Q, taking on real values for all s ∈ R, as ξ(s) does not
have any zeros in Q, nor does it change in sign. Here the continuity of
ξ(s) is used.
The equality (4.3) becomes
(4.6) N(λ, T ) = 1
2πi
(
D1 +D2 +D3 +D5 +D6
)
,
where
(4.7)
D1 = log ξ
(
1
2
+ Y1 i
)− log ξ(2 + Y1 i),
D2 = log ξ
(
2 + Y1 i
)− log ξ(2 + Y i),
D3 = log ξ(2 + Y i)− log ξ(2),
D5 = log ξ
(
X)− log ξ(X + Y i),
D6 = log ξ(X + Y i)− log ξ(12 + Y i).
Let us remark thatD2 andD3 together is along the route of V2, whereas
D1, D5, D6 correspond to H2, V1, and H1, respectively. The integral
along the sub-route H0 in the first integration has been canceled out
with the last integration in (4.3).
Let us point out that the expression on the left hand side of (4.6)
is purely real-valued. Therefore, the real part of the sum on the right
hand side of (4.6) must be equal to 0; hence we only need to consider
the purely imaginary parts ℑDj of the Dj’s for each j ∈ {1, 2, . . . , 6}
in (4.7). We sum up the result in the following Proposition 5.
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Proposition 5. The function log ξ(s) is univalently defined in the re-
gion Q and
(4.8) N(λ, T ) = 1
2π
(ℑD1 + ℑD2 + ℑD3 + ℑD5 + ℑD6),
where the Dj’s are given in (4.7).
Having this on the basis of Propositions 1 and 2 we can conclude the
proof of the Main Theorem. In fact for any fixed T , we may choose η
related to T so that |D2| ≤ 1, as the route of D2 is inside the simply
connected open region Q, and log ξ(s) is regular, and limη→0D2 = 0.
Let us recall that T ≥ T0 with T0 being defined before the statement
of the Main Theorem, in Section 1.
In order to apply Proposition 1 of Section 1, we use Q2 = U(H2)
for the evaluation of D1 and Q5 = U(H1) for the evaluation of D6.
Proposition 1 implies that ℑD1 E d1 log T and ℑD6 E d1 log T .
We now use
Q4 ∪Q3 ∪Q2 = U
(V1 ∪ V2)
for the evaluation of D5 +D3. Proposition 2 of Section 1 implies that
ℑ(D5 +D3) E 2d2 log T .
Therefore, (1.6) is validated and the proof of the main theorem from
Propositions 1 and 2 is finished. It remains for us to prove Propositions
1 and 2.
5. Proof of Proposition 1:
Having recourse to the Gamma function
We prove Proposition 1 in this section.
First, we follow the reasoning in [16] to prove a similar result for ζ(s)
instead of ξ(s) with x+ Y i replacing 2. That is, we shall prove that
(5.1) ℑ[log ζ(1
2
+ Y i
)− log ζ(x+ Y i)] E c0 log T,
with c0 = 16.915. Let us remark, without using it in the following, that
the Riemann Hypothesis would imply ℑ[log ζ(1
2
+ iT
) − log ζ(2)] =
O
(
log T
log log T
)
. For references, one may see [7], [16], [24] and [41].
A well-known expression for the derivative of the logarithm for the
Riemann zeta function is as follows, in which the series converges at
every point in C, except s = 1, the trivial zeros at s = −2n for n ∈ N
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and the non-trivial zeros s = ρ, ρ ∈ Z. That is,
ζ ′(s)
ζ(s)
= − 1
s− 1 +
∑
ρ∈Z
(
1
s− ρ +
1
ρ
)
+
∞∑
n=1
(
1
s+ 2n
− 1
2n
)
+ log(2π)− 1,
(5.2)
where the sum over the zeros ρ is as usual understood as the limit for
N →∞ of the sum of the summands for |ρ| ≤ N , and correspondingly
for the sum over n. From this, we use the trivial trick f(s) = [f(s)−
f(2 + it)] + f(2 + it) for the function ζ
′(s)
ζ(s)
with |f(2 + it)| ≤ π2
12
ζ(3),
where we exploited that for σ > 1 we have
∣∣∣ ζ′(s)ζ(s) ∣∣ = | − s|∣∣ ζ(s+1)ζ(s) ∣∣ , as
easily seen by the definition of ζ as Dirichlet series, thus,
∣∣f(2 + it)∣∣ ≤
2 ζ(3)
π2/6
= 12ζ(3)
π2
, since ζ(3) > 0. To bound log ζ
(
1
2
+ i Y
)− log ζ(x+ i Y )
it is then enough by this and the above trick to bound f(s)− f(2+ it)
for s = 1
2
+i Y and s = x+i Y . We have from the definition f(s) = ζ
′(s)
ζ(s)
and (5.2) that
f(s)− f(2 + it) = − 1
s− 1 +
1
2 + it− 1
+
∑
ρ∈Z
(
1
s− ρ +
1
ρ
)
−
∑
ρ∈Z
(
1
2 + it− ρ +
1
ρ
)
+
∞∑
n=1
(
1
2 + 2n
− 1
2n
)
−
∞∑
n=1
(
1
2 + it + 2n
− 1
2n
)
=
(
−1
s
+
1
1 + it
)
+ lim
N→∞
∑
ρ∈Z: |ρ|≤N
(
1
s− ρ −
1
2 + it− ρ
)
+ lim
N→∞
N∑
n=1
(
1
s+ 2n
− 1
2 + it+ 2n
)
=
(
−1
s
+
1
1 + it
)
+
∑
ρ∈Z
(
1
s− ρ −
1
2 + it− ρ
)
+ lim
N→∞
N∑
n=1
2− σ
(s+ 2n)(2 + it + 2n)
.
(5.3)
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We have, for the first term on the right hand side of (5.3)∣∣− 1
s−1 +
1
1+it
∣∣ ≤ 1√
1+t2
+ 1√
(σ−1)2+t2
≤ 1√
1+(T0−1/2)2
+ 1√
1/4+(T0−1/2)2
,
(5.4)
where we have used t = T , T − 1
2
≤ Y < T + 1
2
and T ≥ T0, 12 < σ ≤ 2.
As for the third term on the right hand side of the last equality in
(5.3) we have ∣∣∣∣
∞∑
n=1
2− σ
(s+ 2n)(2 + it+ 2n)
∣∣∣∣
≤ (2− σ)
∞∑
n=1
1
4n2
≤ (2− σ)π2
24
< 3π
2
48
,
(5.5)
where we have used |s+ 2n||2 + i t+ 2n| ≥ 4n2 and σ > 1
2
.
Using the bounds in (5.4), (5.5), we get
ζ′(s)
ζ(s)
E
12ζ(3)
π2
+ 1√
1+(T0−1/2)2
+
+ 1√
1/4+(T0−1/2)2
+ 3π
2
48
+
∑
ρ∈Z
(
1
ρ
− 1
2+it−ρ
)
.
(5.6)
We also note that∣∣∣∣ 1s− ρ − 12 + it− ρ
∣∣∣∣ ≤ 2− σ√(σ − β)2 + (t− γ)2
− 1
(2− β)2 + (t− γ)2 <
3
2
1
(γ − t)2 ,
(5.7)
since 1
2
< σ ≤ 2, and (σ − β)2 ≥ 0, (2− β)2 ≥ 0.
For fixed t > 0 and w > 0, we split the sum over Z into two sub-
sums over the subsets Z1 = {ρ ∈ Z : |γ − t| ≤ w} and Z2 = {ρ ∈
Z : |γ − t| > w}. From Proposition 9.2 (b) in [13] with t = Y 6= γ for
β + i γ = ρ ∈ Z we have for any w > 1 that
(5.8)
∑
|γ−t|>w
1
(γ − t)2 ≤
(
1 + 4
w2
)(
1
4
log(Y 2 + 4) + 1.483
)
.
Hence the contribution from Z2 to the term with the sum in (5.3) is
E 3
2
(
1 + 4
w2
)(
1
4
log(Y 2 + 4) + 1.483
)
.
For the subset Z1, we use the result in item (a) in Proposition 9.2 of
[13] obtaining that the number of zeros for the Riemann zeta function
for which |γ − t| ≤ w with w > 1 is bounded from above by
(5.9)
(
4 + w2
)(
1
4
log(Y 2 + 4) + 1.483
)
.
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Also, we use Proposition 9.3 from the same reference [13], which states
that
∣∣∣∣ζ ′(s)ζ(s)
∣∣∣∣ ≤ ∑
|t−γ|≤w
(
1
2 + it− ρ −
1
s− ρ
)
+ 3
2
(
1 + 4
w2
)(
1
4
log(Y 2 + 4) + 1.483
)
+ 3
t2
+ 1.284,
(5.10)
for any w > 1, with the last expression after the sum being less than
0.751
(
1+ 4
w2
)
log T for T ≥ T0 and T − 12 < Y ≤ T + 12 . We also notice
that 1
2+i Y−ρ E 1 since
1√
(2−β)2+(T−γ)2 ≤ 1, using (T − γ)
2 ≥ 0, β < 1.
It follows from (5.8), and (5.10) that for Y = t and w > 1,
log ζ
(
1
2
+ i Y
)− log ζ(x+ i Y ) = ∫ 1/2
x
ζ ′(s)
ζ(s)
d s
E
∫ 1/2
x
∣∣∣ζ ′(s)
ζ(s)
∣∣∣ d σ ≤
∣∣∣∣ ∑
ρ∈Z:|γ−t|≤w
ℑ
∫ 1/2
x
d σ
s− ρ
∣∣∣∣
+
(
x− 1
2
) ∑
ρ∈Z:|γ−t|≤w
1 + 0.751
(
x− 1
2
)(
1 + 4
w2
)
log T.
(5.11)
From the statement involving (5.9), we see for w > 1 that
∑
|t−γ|≤1
1 ≤ (4 + w2)(1
4
log(Y 2 + 4) + 1.483
)
≤ 0.501(4 + w2) log T.(5.12)
Moreover, ℑ ∫ 1/2+Y i
x+Y i
1
s−ρ = arg(x+Y i−β−iγ)−arg(12+Y i−β−iγ) < π.
Setting the latter 2 inequalities into (5.11), we see that
ℑ
[
log ζ
(
1
2
+ i Y
)− log ζ(x+ i Y )]
E
[
0.501
(
π + x− 1
2
)
+ 0.751
(
x− 1
2
)
(1 + 4
w2
)
]
log T,
(5.13)
for any w > 1. With w = 1.18, the estimate in (5.1) follows.
Proof of Proposition 1. For estimates on log Γ
(
s
2
)
, we recall (2.17).
Also, we note that arctan(u) ≤ u and log(1+ v) < v for 0 < u < 1 and
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0 < v < 1. It follows that
ℑ[log Γ(1/2+Y i
2
)− log Γ(x+Y i
2
)]
− π
4
(
x− 1
2
)
+ 1
8Y
arctan 1
2Y
+ 1
2
(
x− 1
2
)
arctan x
Y
+ Y
2
(
log
√
x2
4
+ Y
2
2
− log
√
1
16
+ Y
2
2
)
+ 1
2
√
Y 2+1/4
≤ 6x+1
8Y
+ 1
2
√
Y 2+1/4
+ Y
4
log
(
1 + x
2−1/4
Y 2+1/4
)
≤ 0.001.
(5.14)
as Y ≥ T0 − 12 .
Integrating both sides of (2.22) from x+Y i to 1
2
+Y i with (5.1) and
ℑ ∫ 1/2
x
1
σ+i Y
d σ = arctan x
Y
−arctan 1
2Y
E 2x+1
2Y
and ℑ ∫ 1/2
x
1
σ−1+i Y dσ E
x−2
Y
from ℑ log(u + i v) = arctan v
u
= π
2
− arctan u
v
and arctanw E w
for 0 < w < 1, we obtain
ℑ[log ξ(1
2
+ Y i
)− log ξ(x+ Y i)]
= c0 log T + 0.001 +
3 logπ
4
+ 5
T
≤ (c0 + 0.001) log T,(5.15)
where we used T ≥ T0.
Proposition 1 then follows from (5.15), (5.14), and the value of c0 in
(5.1). 
Let us remark that (5.1) is also a consequence of the following two
lemmas, which are going to be used in the proof of Proposition 2, which
will be provided in Section 6. For detailed proofs of Lemma 5.1 and
5.2, we refer to [7].
Lemma 5.1. If R > 0, and f is a function that is regular for |z−z0| ≤
R, and has at least m zeros in |z − z0| ≤ r < R, with multiple zeros
being counted according to their order of multiplicity, then, if f(z0) 6= 0,
we have
(5.16)
(
R
r
)m
≤ M|f(z0)| ,
where M = max |f(z)| for |z − z0| = R.
Lemma 5.2. Let s1 6= s2. Suppose that the function f(s) is analytic
and non-zero in a simply connected open region and a simple curve
from s = s1 to s = s2 is inside this open region. Then,
(5.17) ℑ[log f(s2)− log f(s1)] E (m+ 1)π,
where m is the number of points s0 on the route from s1 to s2, exclusive
of the end points, at which ℜf(s0) = 0.
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Here, we also give a different perhaps more straightforward and sim-
pler proof for Lemma 5.2.
Proof. Note that both ℑf(s) and ℜf(s) are continuous functions of s.
They do not vanish at the same point by the assumption. The function
log f(s) is uniquely defined and analytic since f(s) 6= 0 in the simply
connected open region. The curve from s1 to s2 is divided into m+ 1
sub-routes by those points s0 at which ℜf(s0) = 0. On each of them+1
sub-routes, the imaginary part of log f(s) or the argument of f(s) is
the same as a branch of arctan ℑf(s)ℜf(s) . The value of the corresponding
branch arctan ℑf(s)ℜf(s) on each sub-route changes at most π. Therefore,
the lemma follows. 
Obviously, this lemma is still valid if we replace the last condition
ℜf(s0) = 0 by ℑf(s0) = 0. A similar result may be found on page 37
in [7].
We shall use these two lemmas in the next section.
6. Proof of Proposition 2:
Estimate on the vertical line segments
using our pseudo-Gamma function
In this section, we prove Proposition 2. The function B(s) = ξ(s)∇(s) ,
as defined in (3.5.1), is an analytic function on the circle |s− u| = R,
1
2
< u < 1 or u = 2, which has the same zeros as the function ξ(s)
does.
Every argument in section 4 holds with ξ(s) replaced by B(s). Note
here that 2−X + s = 2+ it when s = X + it. To prove Proposition 2,
we may equivalently prove
(6.1) E(2)−E(X) + E˜ E d2 log T,
where
E(x) = ℑ log ξ(s)∇(s)
∣∣∣∣
x+Y i
x
, and E˜ = ℑ log ∇(2−X + s)∇(s)
∣∣∣∣
X+Y i
X
,
for x = X with 1
2
< X < 1 or x = 2 and d2 = 2c3 + c4 with c3 and c4
being as in (6.2) below.
To validate (6.1), we show that
E(x) E c3 log T, for x = X, 2, and
E˜ E c4 log T,
(6.2)
with c3 = 5.261 and c4 = 0.001.
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We first apply Lemma 5.2 to the function B(s) in (3.5.1) on the line
segment from X to +Y i. We know that E(x) E (m1+1)π, where m1 is
the number of sˆ0 such that ℜB(sˆ0) = 0 on the line segment from x to
x+ Y i, exclusive of the end-points. We notice that x− 1
2
+ s = x+ it
and 1
2
− x + s = 1 − x + it on this line segment with x 6= 1 − x as
x > 1
2
. We also note that x+ it and 1− x+ it in C are the symmetric
images of each other with respect to the line σ = 1
2
. Recalling (2.9) and
the remark after the definition of the pseudo-Gamma function ∇(s) in
(3.1.3) and noticing that 2ℜ(w) = w + w for any w ∈ C, we see that
the number m1 mentioned above is the same as the number of zeros of
the analytic function
(6.3) D(s) =
1
2
[
ξ(x− 1/2 + s)
∇(x− 1/2 + s) +
ξ(1/2− x+ s)
∇(1/2− x+ s)
]
on the line segment from s = 1
2
to s = 1
2
+ Y i, exclusive of the end-
points, as ℜB(x+ it) = D(1
2
+ it
)
. We remark here that there are 2m1
zeros of D(s) on the line segment from s = 1
2
− i Y to s = 1
2
+ i Y from
the definition of m1 and the symmetry property of D(s) with respect
to the real axis.
In order to prove the first inequality in (6.2), we may prove that
2m1 E
c3
π
log T by applying Lemma 5.1. By the symmetry property
of those two functions which appear as summands in the definition of
D(s) in (6.3), we see that
(6.4) |D(s)| E c1 T b,
on the circle
∣∣s− u∣∣ = R for u = X or 2, with X as in Proposition 1,
and c1 = 1 after (3.5.2).
We then apply Lemma 5.1 by using the function D(s) and choosing
z0 =
1
2
, r = Y , and R = 2 Y . Recall that ξ(0) = ξ(1) = 1
2
and note
that ∇(1
2
)
= 1. From [18], we know that
ξ(s) =
∞∑
n=0
a2n
(
s− 1
2
)2n
,
which means that ξ(σ)− ξ(1
2
)
is an even function of σ − 1
2
with a0 =
ξ
(
1
2
)
= −Γ(1/4)ζ(1/2)
8π1/4
> 0.497. Moreover, a2n > 0 for all n ∈ N, as
proven in [33]. This implies ξ(x) > ξ
(
1
2
)
> 0.497 for all 1
2
< x ≤ 3
2
. On
the other hand by [39] we have that ξ(x) is an increasing function for
x ∈ (1, 2]. Hence, ξ(x) > ξ(1
2
)
> 0.497 for all 1
2
< x ≤ 2.
Also, there are no zeros for both ξ(s) and ∇(s) when −2 Y + v ≤
σ ≤ 2 Y + v for any 1
2
< v ≤ 2 and t = 0. Using the inequality in
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(3.5.3) and the symmetry property of both ξ(s) and ∇(s) with respect
to σ = 1
2
, we obtain
D
(
1
2
)
= 1
2
[ ξ(x)
∇(x) +
ξ(1−x)
∇(1−x)
]
= ξ(x)∇(x) >
0.497
R1.62
,
for x = X (1
2
< X < 1) or 2. It follows by Lemma 5.1 with z =
s, z0 =
1
2
, f = D, r = Y , R = 2Y with T − 1
2
≤ Y < T +
1
2
that 22m1 ≤ c1T b
D(1/2)
< c1T
b(2T+1)1.62
0.497
with c1 and b in (3.5.2) from
Lemma 3.2. Thus we acquire the first inequality in (6.2) with c3
π
=
b+[1.62 log(2+1/T0)+log c1−log(0.497)]/ log T0
2 log 2
with b = 0 and c1 = 0.001. From
this, we get the value of c3 = 5.261.
We now prove |E˜| ≤ c4 log T similarly, with C(s) instead of B(s) in
(3.5.1) and the following function
(6.5) G(s) =
1
2
[ ∇(3/2 + s)
∇(X − 1/2 + s) +
∇(−3/2 + s)
∇(1/2−X + s)
]
,
instead of D(s). The value of c4 = 0.001 will be given below.
We first apply Lemma 5.2 to the function C(s) in (3.5.1) on the line
segment from 1
2
to 1
2
+ Y i. We know that E E (m2 + 1)π, where m2 is
now the number of sˇ0 such that ℜC(sˇ0) = 0 on the line segment from
X to X + Y i, exclusive of the end-points.
To prove the second inequality in (6.2), we prove that 22m2 E c2T
c
|G(1/2)|
by applying Lemma 5.1 with f = G in the following. By the symmetry
property of those two functions as the summands in the definition of
G(s) in (6.5), we see that
(6.6) |G(s)| E c2 T c,
on the circle
∣∣s − 1
2
∣∣ = 2 Y with c2 = 1.000001 and c = 3 × 10−9 from
(3.5.3).
This time, we choose z0 =
1
2
, r = Y , and R = 2 Y . Recalling the
inequality in (3.5.4), we have
∣∣G(1
2
)∣∣ = |∇(2)||∇(X)| ≥ R5.1×10−14 > 1. We
note that there are no zeros for ∇(s) when −2 Y + 1
2
≤ σ ≤ 2 Y + 1
2
and
t = 0. It follows by Lemma 5.1 that 22m2 ≤ c2T c|G(1/2)| , with c2 = 1.000001
and c = 3 × 10−9 as in Lemma 3.2. From this we conclude for the
second inequality in (6.2) with c4
π
≤ c+log c2/ log T0
2 log 2
. We get the value of
c4 ≤ 0.0000009, hence we may use c4 = 0.001, being stated after (6.2).
This finishes the proof of Proposition 2, and hence of the Main The-
orem.
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