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Abstract
Recently Kirk introduced the notion of asymptotic contractions on a metric space and using ultra-
power techniques he obtained an asymptotic version of the Boyd–Wong fixed point theorem. In this
paper we extend this result and moreover, we give a constructive proof of it. Furthermore, we obtain a
complete characterization of asymptotic contractions on a compact metric space. As a by-product we
establish a separation theorem for upper semicontinuous functions satisfying some limit condition.
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1. Introduction
Asymptotic fixed point theory deals with conditions describing a behaviour of iterates
of a mapping. Recently Kirk [9] obtained a result which is an asymptotic version of the
fixed point theorem by Boyd and Wong [2]. Recall that a selfmap T of a metric space
(X,d) is a Boyd–Wong contraction if
d(T x,T y) ϕ
(
d(x, y)
)
for all x, y ∈ X,
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for all t > 0 and ϕ is upper semicontinuous from the right. If (X,d) is complete, then T
has a contractive fixed point x∗, i.e., x∗ = T x∗ and T nx → x∗ for all x ∈ X [2, Theorem 1].
Following Kirk [9], we say that T is an asymptotic contraction if there exist a sequence
(ϕn)
∞
n=1, ϕn :R+ →R+, and ϕ :R+ →R+ such that
d
(
T nx,T ny
)
 ϕn
(
d(x, y)
)
for all x, y ∈ X and n ∈N, (1)
ϕn → ϕ uniformly on R+, ϕ(t) < t for all t > 0 and ϕ is continuous. Given a function ϕ
(not necessarily continuous) satisfying the last inequality, we say that T is an asymptotic
ϕ-contraction if there exists a sequence (ϕn)∞n=1 as in the above definition.
Theorem 1 (Kirk). Let (X,d) be a complete metric space and T :X → X be an asymptotic
contraction for which all functions ϕn in (1) are continuous. Assume also that some orbit
(T nx0)∞n=1 is bounded. Then T has a contractive fixed point.
The proof given by Kirk is nonconstructive—it uses ultrapower techniques and thus it
depends on the Axiom of Choice, although, as the author wrote, “there is nothing in the
formulation of the theorem to suggest that such a proof is necessary.” Our objective here
is to show that, indeed, it is possible to prove the above theorem in a constructive way. In
fact, we will slightly modify Theorem 1 by introducing the following limit condition for ϕ:
lim
t→∞
(
t − ϕ(t))= ∞, (2)
which appeared in an implicit form in Browder’s paper [3, Theorem 4] and in an explicit
form, independently, in the articles of Matkowski [13] and Walter [15]. Then it turns out
that some assumptions of Theorem 1 can be weakened or even removed. In particular, the
condition on boundedness of some orbit of T (incidentally, in practice, it is hardly verifiable
unless (X,d) is bounded) is redundant. Moreover, it suffices that ϕ is upper semicontinuous
(then we are closer the assumptions of the Boyd–Wong [2] theorem) whereas functions ϕn
may be arbitrary (not necessarily continuous or semicontinuous), though a continuity of ϕn
was necessary in Kirk’s proof. However, on the other hand, we do need some continuity
condition for mapping T both in our result and Theorem 1. The assumptions of Theorem 1
do not force a continuity of T which, however, was used in the proof given in [9]. As
informed to us by Art Kirk, he discovered this oversight soon after his paper was published.
Actually, such a correction is necessary since Theorem 1 is not true for discontinuous
mappings as shown in the following example.
Example 1. Let X be the closed unit interval endowed with the Euclidean metric. Define
a mapping T by
T 0 := 1 and T x := x/2 for all x ∈ (0,1].
Then T (X) ⊆ (0,1] which implies T n(X) ⊆ (0,1/2n−1] for all n ∈N. Hence we may infer
that (1) is satisfied with ϕn(t) := 1/2n−1 for all t ∈ R+ and n ∈N. So T is an asymptotic
ϕ0-contraction with ϕ0 := 0 and all the assumptions of Theorem 1 are fulfilled yet T is
fixed point free.
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tractions on a compact metric space. Combining our Theorem 3 with an earlier result
of Leader [10, Theorem 1], we can obtain thirteen equivalent characterizations of this
class. We also provide an example of an asymptotic contraction T with the property that
neither T nor its iterates are nonexpansive. That shows our Theorem 2 is not subsumed
by any classical contraction principle as, for example, Matkowski’s theorem (see [12] or
[5, Theorem 5.2, p. 15]) or the Meir–Keeler [14] theorem.
Finally, we establish a separation theorem for upper semicontinuous functions satisfying
the limit condition (2). This result is used in the proof of Theorem 2. Moreover, our sepa-
ration theorem let us extend a recent result of Andres and Fišer [1, Lemma 3.7] concerning
a comparison of two contractive definitions for multifunctions.
The set of all fixed points of T is denoted by FixT . OT (x) is the orbit of T at point x ,
i.e.,
OT (x) :=
{
T nx: n ∈N∪ {0}}.
We say that a mapping T has an approximate fixed point if there exists x∗ in X such that
x∗ ∈ FixT and given a sequence (xn)∞n=1, if d(xn,T xn) → 0, then xn → x∗.
2. Asymptotic contractions: a general case
Throughout this section we assume that (X,d) is a metric space, T : X → X,
ϕ :R+ →R+ is upper semicontinuous and such that ϕ(t) < t for all t > 0. We set
An :=
{
x ∈ X: d(x,T x) 1/n} for all n ∈N. (3)
Clearly, FixT =⋂n∈NAn. Our purpose here is to prove the following version of Theo-
rem 1.
Theorem 2. Assume that (X,d) is complete and T is a uniformly continuous asymptotic
ϕ-contraction, where ϕ satisfies the limit condition (2). Then T has a unique fixed point x∗.
Moreover, x∗ is both contractive and approximate fixed point.
The proof of Theorem 2 will be preceded by a cycle of auxiliary results.
Lemma 1. There exists a sequence (ϕn)∞n=1 satisfying (1) if and only if for all t ∈R+ and
n ∈N,
ψn(t) := sup
{
d
(
T nx,T ny
)
: d(x, y)= t}< ∞. (4)
Moreover, if (4) holds, then, under the convention that sup∅ = 0, ψn :R+ →R+, (1) holds
with (ψn)∞n=1 substituted for (ϕn)∞n=1, and ψn  ϕn for any sequence (ϕn)∞n=1 satisfy-
ing (1).
Proof. The part ‘if’ is obvious since it suffices then to set ϕn := ψn. Conversely, if (ϕn)∞n=1
satisfies (1), then given t ∈R+ and n ∈N, if x, y ∈ X and d(x, y)= t , then
d
(
T nx,T ny
)
 ϕn
(
d(x, y)
)= ϕn(t),
which by the definition of ψn yields ψn(t) ϕn(t). Hence ψn(t) is finite. 
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lim supn→∞ an  a if and only if
∀ε>0 ∃k∈N ∀nk an < a + ε.
This justifies using the following terminology: given a sequence (ϕn)∞n=1 of functions from
R+ into R+, we say that lim supn→∞ ϕn(t) ϕ(t) uniformly with respect to t ∈R+ if
∀ε>0 ∃k∈N ∀nk ∀t∈R+ ϕn(t) < ϕ(t)+ ε.
Proposition 1. Let functions ψn be defined by (4). The following statements are equivalent:
(i) T is an asymptotic ϕ-contraction;
(ii) there exists a sequence (ϕn)∞n=1, ϕn : R+ → R+, such that (1) holds and
lim supn→∞ ϕn(t) ϕ(t) uniformly with respect to t ∈R+;
(iii) all functions ψn take finite values and lim supn→∞ ψn(t)  ϕ(t) uniformly with re-
spect to t ∈R+.
Hence if (i) holds and ϕ ψ , where ψ :R+ →R+ is such that ψ(t) < t for all t > 0, then
T is also an asymptotic ψ-contraction.
Proof. Implication (i) ⇒ (ii) is obvious. (ii) ⇒ (iii) follows from the inequality ψn  ϕn
stated in Lemma 1. We show that (iii) implies (i). Set
ϕn(t) := max
{
ψn(t), ϕ(t)
}
for all t ∈R+ and n ∈N.
Since ψn  ϕn and d(T nx,T ny)ψn(d(x, y)), we may infer that (1) holds. By hypothe-
sis and the inequality ϕ  ϕn, we get
∀ε>0 ∃k∈N ∀nk ∀t∈R+ ϕ(t) ϕn(t) < ϕ(t) + ε,
which implies that ϕn → ϕ uniformly on R+. Thus (i) holds.
To prove the last statement observe that since (i) implies (iii) and ϕ  ψ , we get that
(iii) holds with ψ substituted for ϕ and the above argument yields T is a ψ-contraction. 
Remark 1. In general, for an asymptotic contraction T , the sequence (ψn)∞n=1 need not
converge uniformly. For example, if T is an α-similarity, i.e.,
d(T x,T y) = αd(x, y) for all x, y ∈ X and some α ∈ (0,1),
and d(X2) = R+, then given n ∈ N, d(T nx,T ny) = αnd(x, y) and hence ψn(t) = αnt
for all t ∈ R+. Thus ψn → 0, but this convergence is not uniform with respect to t ∈ R+.
On the other hand, since ψn ψ1, we get that lim supn→∞ ψn(t) ψ1(t) uniformly with
respect to t ∈R+, so by Proposition 1, T is an asymptotic ψ1-contraction.
Proposition 2. The following statements are equivalent:
(i) T is an asymptotic ϕ-contraction for some continuous function ϕ;
(ii) T is an asymptotic ϕ-contraction for some upper semicontinuous function ϕ;
(iii) T is an asymptotic ϕ-contraction for some continuous and strictly increasing func-
tion ϕ.
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So let T be an asymptotic ϕ-contraction, where ϕ is upper semicontinuous. By
[6, Lemma 1], there exists a continuous and strictly increasing function ψ : R+ → R+
such that
ϕ(t)ψ(t) < t for all t > 0.
Hence and by Proposition 1 T is an asymptotic ψ-contraction. 
Lemma 2. Let the sets An be defined by (3). Then diamAn → 0 if and only if given se-
quences (xn)∞n=1 and (yn)∞n=1 , conditions d(xn,T xn) → 0 and d(yn,T yn) → 0 imply that
d(xn, yn) → 0.
Proof. To show the sufficiency, we repeat with some minor changes an argument given in
the end of the proof of [9, Theorem 2.1]. Since An+1 ⊆ An, we get diamAn+1  diamAn.
Hence diamAn ↘ r for some r ∈ R+ ∪ {∞}. Suppose, on the contrary, that r > 0. Then
there exists an s, 0 < s < ∞, such that diamAn > s for all n ∈ N. Hence there are
xn, yn ∈ An such that d(xn, yn) > s so d(xn, yn) → 0. On the other hand, by (3) we
get that both sequences (d(xn, T xn)) and (d(yn, T yn)) converge to 0, so by hypothesis
d(xn, yn) → 0, a contradiction. Therefore r = 0, so diamAn → 0.
To prove the necessity assume that d(xn,T xn) → 0 and d(yn,T yn) → 0. Let ε > 0. By
hypothesis there is a k ∈N such that diamAk < ε. Next, there exists a p ∈N such that
max
{
d(xn,T xn), d(yn, T yn)
}
< 1/k for all n p.
That means xn, yn ∈ Ak , so d(xn, yn)  diamAk < ε for all n  p. Thus we get
d(xn, yn) → 0. 
Remark 2. The sufficient condition of Lemma 2 was used by Leader and Hoyle [11, Propo-
sition 10].
Lemma 3. Assume that a function η : R+ → R+ is nondecreasing and such that
lim supt→∞(t − η(t)) = ∞. If there exists a k ∈N such that
d
(
T kx,T ky
)
 η
(
d(x, y)
) for all x, y ∈ X,
then all orbits of T are bounded. In particular, this is the case, if T is an asymptotic
ϕ-contraction, where ϕ is nondecreasing and such that
lim sup
t→∞
(
t − ϕ(t))= ∞.
Proof.
Step 1. At first we show that all orbits of iterate T k are bounded. Fix an x ∈ X. By
hypothesis there is a positive real M such that
M − η(M) d(x,T kx).
By induction we will prove that OT k(x) ⊆ B(x,M), i.e.,
d
(
x,T knx
)
M (5)
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some n ∈N. Hence and by hypothesis, we get
d
(
x,T k(n+1)x
)
 d
(
x,T kx
)+ d(T kx,T k(T knx))
 d
(
x,T kx
)+ η(d(x,T knx)) d(x,T kx)+ η(M)M.
So by the induction principle we may infer that OTk (x) is bounded.
Step 2. We show that all orbits of T are bounded. Let x ∈ X. By step 1 all orbits OT k (x),
OT k(T x), . . . ,OT k (T
k−1x) are bounded. Since
OT (x) =
k−1⋃
j=0
OT k
(
T jx
)
,
we get OT (x) is bounded.
Step 3. To prove the last statement assume that (ϕn)∞n=1 is a sequence as in the definition
of an asymptotic ϕ-contraction. By the uniform convergence we may infer that there is a
k ∈N such that
ϕk(t) < ϕ(t)+ 1 for all t ∈R+.
Then it suffices to apply the first part of the lemma setting η(t) := ϕ(t) + 1 for all t ∈R+
since such η has all the required properties. 
Lemma 4. Let T be an asymptotic ϕ-contraction, where ϕ is as in Lemma 3. Then
lim
n→∞ d
(
T nx,T ny
)= 0 for all x, y ∈ X.
Proof. We use again a similar argument as in the end of the proof of [9, Theorem 2.1].
Given x, y ∈ X set
r := lim sup
n→∞
d
(
T nx,T ny
)
.
By Lemma 3, r is finite. Fix a k ∈N. By (1) we get
d
(
T n+kx, T n+ky
)
 ϕn
(
d
(
T kx,T ky
))
for all n ∈N.
Hence
r = lim sup
n→∞
d
(
T n+kx, T n+ky
)
 lim
n→∞ϕn
(
d
(
T kx,T ky
))= ϕ(d(T kx,T ky)).
In particular, r  ϕ(d(T kmx,T kmy)), where (km) is an increasing sequence of positive
integers such that d(T kmx,T kmy)→ r as m → ∞. Then
r  lim sup
m→∞
ϕ
(
d
(
T kmx,T kmy
))
 lim sup
t→r
ϕ(t) ϕ(r).
Since ϕ(t) < t for all t > 0, we may infer that r = 0. 
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lim
n→∞ d
(
xn,T
kxn
)= 0. (6)
Proof. We apply the induction principle. By hypothesis, (6) is satisfied for k = 1. Assume
that (6) holds for some k ∈N. Then
d
(
xn,T
k+1xn
)
 d
(
xn,T xn
)+ d(T xn,T
(
T kxn
))→ 0 as n → ∞,
since by (6) and the uniform continuity of T , d(T xn,T (T kxn)) → 0. Thus
lim
n→∞ d
(
xn,T
k+1xn
)= 0. 
Remark 3. It is easy to show that if T is an asymptotic contraction, then T is uniformly
continuous if and only if function ψ1 (cf. (4)) is continuous at 0.
Lemma 6. Let T be a uniformly continuous asymptotic ϕ-contraction. Let An be defined
by (3). If
lim inf
t→∞
(
t − ϕ(t))> 0,
then diamAn → 0.
Proof. We apply Lemma 2. So let (xn) and (yn) be such that both sequences (d(xn, T xn))
and (d(yn, T yn)) converge to 0. Let (ϕn)∞n=1 be a sequence satisfying (1) and uniformly
convergent to ϕ. Then given ε > 0 there is a k ∈N such that
ϕk(t) < ϕ(t)+ ε for all t ∈R+. (7)
Set an := d(xn, yn). Then (1) and the triangle inequality give
an  d
(
xn,T
kxn
)+ d(yn,T kyn
)+ ϕk(an). (8)
By (7), an − ϕk(an) > an − ϕ(an)− ε. Hence and by (8) we get
an − ϕ(an)− ε < d
(
xn,T
kxn
)+ d(yn,T kyn
)=: bn.
Hence, since by Lemma 5 bn → 0, we obtain
lim sup
n→∞
(
an − ϕ(an)
)
 ε.
Since ε was arbitrary and 0 t − ϕ(t) for all t ∈R+, we conclude that
lim
n→∞
(
an − ϕ(an)
)= 0. (9)
Then the limit condition for ϕ implies that (an) is bounded. Suppose that an → 0. Then
there is a subsequence (akn) such that akn → s for some s > 0. Then by (9),
s = lim
n→∞ϕ(akn) lim supt→s
ϕ(t) ϕ(s),
i.e., s  ϕ(s) which yields s = 0, a contradiction. Thus an → 0 and it suffices to apply
Lemma 2 to complete the proof. 
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out loss of generality that ϕ is nondecreasing and continuous. Then Lemma 4 yields
d(T nx,T n+1x) → 0 for all x ∈ X. Hence
inf
{
d(x,T x): x ∈ X}= 0,
which implies that all the sets An are nonempty. Moreover, all An are closed since T
is continuous. By Lemma 6 we get diamAn → 0. Thus by the Cantor intersection the-
orem there exists an x∗ ∈ X such that ⋂n∈NAn = {x∗}, i.e., FixT = {x∗}. We show
that x∗ is an approximate fixed point. Assume that d(xn,T xn) → 0. Set yn := x∗ for all
n ∈ N. Then by Lemma 2 we get xn → x∗. In particular, given x ∈ X if xn := T nx , then
d(xn,T xn) → 0 and the above argument gives T nx → x∗. That means x∗ is also a con-
tractive fixed point. 
Remark 4. Though in Theorem 2 we assume that ϕ is upper semicontinuous, similarly as
in the Boyd–Wong [2] theorem, in view of Theorem A.1 we should treat Theorem 2 rather
as an asymptotic version of Browder’s [3] result. It remains an open question if it suffices
to assume here that ϕ is right upper semicontinuous as in the Boyd–Wong theorem. Also
we do not know if limit conditions for ϕ used in Theorem 2, Lemmas 3 and 6 are really
essential, and whether we could extend Theorem 2 by substituting the continuity for the
uniform continuity of T .
The following two results will be used in the next section.
Proposition 3. Let ϕ0(t) := 0 for all t ∈ R+. Then T is an asymptotic ϕ0-contraction if
and only if diamT n(X) → 0.
Proof. To prove the necessity, fix an ε > 0. There is a k ∈ N such that ϕn(t) < ε for all
t ∈R+ and n k. Let x, y ∈ X. Then
d
(
T nx,T ny
)
 ϕn
(
d(x, y)
)
< ε, n k.
Hence we get diamT n(X) ε for n k. That means diamT n(X) → 0.
For the sufficiency it is enough to set
ϕn(t) := diamT n(X) for all n ∈N. 
Proposition 4. Let (X,d) be bounded and T be an asymptotic contraction on X. Then T
is surjective if and only if X is a singleton.
Proof. Part ‘if’ is trivial. So let T be surjective and suppose, on the contrary, that
cardX > 1. Then r := diamX > 0. By Proposition 2 we may assume that T is an as-
ymptotic ϕ-contraction for some nondecreasing function ϕ. Then
ϕ
(
d(x, y)
)
 ϕ(r) < r, x, y ∈ X.
Set ε := (r − ϕ(r))/2. By hypothesis there is a k ∈ N such that ϕk(t) < ϕ(t) + ε for all
t ∈R+. Given x, y ∈ X,
d
(
T kx,T ky
)
 ϕk
(
d(x, y)
)
< ϕ
(
d(x, y)
)+ ε  (r + ϕ(r))/2.
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diamT k(X) < diamX. (10)
On the other hand, since T is surjective so is T k . Thus T k(X) = X which violates (10). So
X must be a singleton. 
3. Asymptotic contractions on compact spaces
The main result of this section is the following theorem.
Theorem 3. Assume that (X,d) is compact and T is a continuous selfmap of X. The
following statements are equivalent:
(i) T is an asymptotic contraction;
(ii) the core Y :=⋂n∈N T n(X) is a singleton;
(iii) T is an asymptotic ϕ0-contraction, where ϕ0(t) := 0 for all t ∈R+;
(iv) T is a Banach contraction under some metric equivalent to d .
Proof. (i) ⇒ (ii). By [10, Proposition 2], T maps Y onto Y . Since Y is bounded and the
restriction T Y is also an asymptotic contraction, Proposition 4 yields Y is a singleton.
(ii) ⇒ (iii). [10, Proposition 2] also ensures that diamT n(X) → diamY . Hence we get
diamT n(X) → 0 since Y is a singleton. So it suffices to apply Proposition 3.
(iii) implies (i) a fortiori. Thus conditions (i)–(iii) are equivalent. At last (ii) ⇔ (iv) was
proved by Janos (see [8] or [4, pp. 192–193]). 
For other ten conditions equivalent to (ii) of Theorem 3, see [10, Theorem 1].
Remark 5. Observe that if T is a continuous asymptotic contraction on a compact (X,d),
then all the assumptions of Theorem 2 are satisfied. Indeed, compactness of (X,d) im-
plies T is uniformly continuous. Moreover, if ϕ is an appropriate function for T and
r := diamX, then T is also an asymptotic ψ-contraction, where
ψ [0,r]:= ϕ [0,r] and ψ(t) := ϕ(r) for all t  r.
Clearly, ψ satisfies the limit condition limt→∞(t −ψ(t)) = ∞ so Theorem 2 is applicable.
The following example shows that there exist asymptotic contractions which are not
nonexpansive, i.e., there are x, y ∈ X such that d(T x,T y) > d(x, y). This shows some
advantage of Theorem 2 over classical results dealing only with nonexpansive mappings
as, for example, the Boyd–Wong contractions. Moreover, the mapping T defined below has
the property that none of its iterates is nonexpansive. Thus Theorem 2 cannot be deduced
from contraction theorems mentioned in the introduction even if we tried to use some well
known tricks with iterates. (If some iterate T k has a contractive fixed point so does T .)
Using the terminology of [7], we may say that the class of all asymptotic contractions is
not iteratively equivalent to any class of classical contractions.
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some x0. Set
X := {xn: n ∈N∪ {0}
}
.
Endow X with the Euclidean metric. We define a mapping T as shown on the following
picture:

x1  x2
 
x3  x4
 
x5
 
x6 	

x7
 
x8
 
x9
 
x10



x11
 
x12
 
x13

x14

x0


Then the accurate definition of T is as follows. We consider the subsequence
(x1, x1+2, x1+2+3, . . .), i.e., the sequence (xn(n+1)/2)∞n=1. Set kn := n(n+ 1)/2 and define
T x0 := x0;
T xkn := xkn+2−1, n ∈N;
T xi := xi−1, i ∈N \ {kn: n ∈N}.
It is easy to show that T is continuous. Next it can be verified that
T kn+1−2(X) ⊆ [x0, xkn], n ∈N.
Hence, since (T n(X))∞n=1 is descending, we get
⋂
n∈N
T n(X) =
⋂
n∈N
T kn+1−2(X) ⊆
⋂
n∈N
[x0, xkn] = {x0}.
This yields
⋂
n∈N T n(X) = {x0}, since x0 is in the core of T as a fixed point of it. Thus by
Theorem 3 T is an asymptotic contraction. On the other hand, since
|T x2 − T x0| = |x1 − x0| > |x2 − x0|,
T is not nonexpansive. More generally, given n ∈N,
∣∣T nxkn+n − T nx0
∣∣= |xkn − x0| > |xkn+n − x0|,
which shows that none of iterates of T is nonexpansive.
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Appendix A. A separation theorem
The following result was used in the proof of Theorem 2. We state it separately since
we hope it can find applications also somewhere outside the context of fixed points.
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and (2) holds. Then there exists a continuous and nondecreasing function ψ such that
limt→∞(t −ψ(t)) = ∞ and
ϕ(t)ψ(t) < t for all t > 0. (A.1)
Proof. By [6, Lemma 1] there exists a continuous and increasing function η : R+ → R+
such that ϕ(t)  η(t) < t for all t > 0. If (2) holds with η substituted for ϕ, then we are
done. So assume η does not satisfy (2). Then there exist M > 0 and a sequence (sn)∞n=1 of
reals such that sn ↗ ∞ and sn − η(sn) < M , i.e.,
η(sn) > sn −M for all n ∈N. (A.2)
By (2) there is a (tn)∞n=1 such that tn ↗ ∞ and
ϕ(t) < t − n for all t  tn and n ∈N.
Fix a k ∈N so that k > M . Since sn → ∞, there is a p ∈N such that sp  tk . Then there is
a unique r ∈N such that r  k and sp ∈ [tr , tr+1). Now we define
ψ(t) := η(t) for all t ∈ [0, sp].
Given a positive real a, let La denote the half-line {(t, t − a): t  a}. For t > sp we will
define ψ as a polygonal line. By (A.2) point (sp,ψ(sp)) is over LM . On the other hand,
given t  tr ,
ϕ(t) < t − r  t − k < t −M,
i.e., ϕ [tr ,∞) is under Lr and Lr is below LM . So we may walk from point (sp,ψ(sp))
horizontally to the right until we meet Lr (at point P := (r + ψ(sp),ψ(sp))), that is, we
define
ψ(t) := ψ(sp) for all t ∈
(
sp, r +ψ(sp)
]
.
Then ϕ(t)ψ(t) < t for such t . Next we consider the following two cases.
(a) If the abscissa of point P is less than tr+1, then we are walking up along Lr until
point (tr+1, tr+1 − r) ∈ Lr . (We are over the graph of ϕ and below the diagonal all the
time.) Since the graph of ϕ [tr+1,∞) is below Lr+1, now we may walk horizontally to the
right again, reaching Lr+1 at point (tr+1 + 1, tr+1 − r). Thus in this case we set
ψ(t) := t − r for all t ∈ (r +ψ(sp), tr+1
]
,
ψ(t) := tr+1 − r for all t ∈ (tr+1, tr+1 + 1].
(b) If the abscissa of P is not less than tr+1, then we are walking horizontally to the right
until we intersect Lr+1 (at point (r +ψ(sp)+ 1,ψ(sp))). Thus we define
ψ(t) := ψ(sp) for all t ∈
(
r +ψ(sp), r +ψ(sp)+ 1
]
.
In both cases (a) and (b) we defined a part of the graph of ψ between lines Lr and
Lr+1. Continuing in this fashion, we get successive parts of this graph between Ln and
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nondecreasing, and it satisfies (A.1). Finally, we verify the limit condition. By the definition
of ψ its graph intersects each line Ln for all n  r at some point, say (un,un − n), and
moreover,
ψ(t) t − n for all t  un.
This yields limt→∞(t −ψ(t)) = ∞. 
Corollary A.1. Let ϕ be as in Theorem A.1. Then there exists a continuous and strictly
increasing function σ :R+ →R+ such that
lim
t→∞
(
t − σ(t))= ∞ and ϕ(t) < σ(t) < t for all t > 0.
(Here both inequalities are strict.)
Proof. Let ψ be as in Theorem A.1. It is easy to verify that it suffices to set
σ(t) := (t +ψ(t))/2 for all t ∈R+. 
As an application of Corollary A.1, we get the following theorem which improves a
recent result of Andres and Fišer [1, Lemma 3.7]. The letter dH denotes the induced Haus-
dorff metric in the space Cl(X) of all nonempty closed subsets of X.
Proposition A.1. Let a multivalued mapping T : XX with nonempty closed values (i.e.,
T : X → Cl(X)) be weakly contractive in the following sense: there is a lower semicontin-
uous function η :R+ →R+ such that
dH (T x,T y) d(x, y)− η
(
d(x, y)
)
, x, y ∈ X,
η(t) > 0 for all t > 0 and limt→∞ η(t) = ∞. Then there exists a continuous and strictly
increasing function σ :R+ →R+ such that
dH (T x,T y) < σ
(
d(x, y)
)
, x, y ∈ X, x = y, (A.3)
0 < σ(t) < t for all t > 0 and limt→∞(t − σ(t)) = ∞.
Proof. Set ϕ(t) := t − η(t) for all t ∈ R+. Then ϕ satisfies the assumptions of Theo-
rem A.1. Thus by Corollary A.1 there exists an appropriate function σ . Since σ(t) >
ϕ(t)  0 for t > 0, we get σ(t) > 0 for such t . Furthermore, inequalities dH (T x,T y)
ϕ(d(x, y)) and ϕ(t) < σ(t) (t > 0) yield (A.3). 
Remark A.1. In [1, Lemma 3.7] a stronger assumption is used: η is to be continuous and
nondecreasing.
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