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Abstract 
Let R be a commutative one-dimensional reduced local Noetherian ring whose integral closure 
I? (in its total quotient ring) is a finitely generated R-module. We settle the last remaining unkown 
case of the following theorem by proving it for the case that some residue field of r? is purely 
inseparable of degree 2 over the residue field of R. 
Theorem. Let R be a ring as above. R has, up to isomorphism, only finitely many indecom- 
posable finitely generated maximal Cohen-Macaulay modules if and only if 
(1) d is generated by 3 elements as an R-module; and 
(2) the intersection of the maximal R-submodules of i?/R is a cyclic R-module. 
Moreover, over such a ring, the rank of every indecomposable maximal Cohen-Macaulay module 
of constant rank is 1,2,3,4, 5,6,8,9 or 12. @ 1998 Elsevier Science B.V. All rights reserved. 
AMS Classijication: Primary 13Cl4, 13HlO; secondary llS23, 13ElO 
1. Introduction 
Throughout this paper rings are always assumed to be commutative and Noetherian 
with identity and modules are always finitely generated and unital. Following the termi- 
nology in [7] we call a one-dimensional reduced Noetherian ring R with module-finite 
integral closure I?, a ring-order. 
Definition 1.1. (i) Let R be a Noetherian ring. We say R has jnite Cohen-Macaulay 
type provided there are only finitely many isomorphism classes of indecomposable 
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maximal Cohen-Macaulay (MCM) modules. (ii) A nonzero finitely generated module 
A4 over a local ring R of dimension one is called a maximal Cohen-Macaulay module 
if the maximal ideal of R contains a nonzero divisor on M. In general, A4 is called a 
maximal Cohen-Macaulay module over a Noetherian ring R of dimension one if A&, 
is a maximal Cohen-Macaulay module over R, for each maximal ideal m of R. 
Over ring-orders, maximal Cohen-Macaulay modules coincide with the “lattices” 
of integral representation theory and the “finitely generated torsion-free modules” of 
classical commutative algebra. 
Let R be a ring-order. Consider the following two conditions introduced by Drozd 
and Roiter [4]: 
(drl) k is generated by 3 elements as an R-module; 
(dr2) radR(I?/R) is cyclic as an R-module. 
Here rad&r?/R) denotes the intersection of the maximal R-submodules of I?/R, and we 
refer to these conditions as the (dr) conditions. 
The main purpose of this paper is to settle the last remaining unknown case of the 
following theorem: 
Main Theorem 1.2. Let (R,m) be a local ring-order. Then R has jinite Cohen- 
Macaulay type if and only if (drl) and (dr2) hold. 
The proof of necessity was done in [l 1, Theorem 2.11. The proof of sufficiency was 
given in [ 11, Theorem 3.11 under the condition that no residue field of r? is purely 
inseparable of degree 2 or 3 over the residue field of R. Then, in [13, Theorem 21 an 
indirect argument (pure commutative algebra and no matrix calculations) was given 
to handle the case of field extensions of degree 3. Thus, the only remaining piece 
of the problem is to prove the sufficiency of (dr) in the case where I? has a residue 
field purely inseparable of degree 2 over R/m = k. We refer the reader to [2,3] for a 
streamlined exposition of the arguments needed to reduce to this special case. 
Every MCM R-module, being Noetherian, can be represented as a direct sum of 
indecomposable MCM R-modules. Thus, if R has finite Cohen-Macaulay type we have 
some idea of the structure of MCM R-modules in general. However, one should note 
that the representation can be non-unique, even when R is a local domain of finite 
Cohen-Macaulay type, [ 14, (3.4)]. 
Earlier studies of one-dimensional rings of finite Cohen-Macaulay type [4,5,6, 
8,9,11,12] have imposed various restrictions on the ring R, all of which imply that 
R is reduced and that k is a finitely generated R-module. On the other hand, if R 
is a one-dimensional, local Cohen-Macaulay ring of finite Cohen-Macaulay type then 
R must be reduced and I? must be a finitely generated R-module [13, Proposition 11. 
It is possible, however, for a local non-Cohen-Macaulay ring to have finite Cohen- 
Macaulay type even though it has non-zero nilpotents, for example, k[[x, y]]/(x*,xy), 
where k is any field. It was proved in [4,8] that if R is a localizition of a ring- 
order whose additive group is finitely generated (called a classical ring-order) then R 
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has finite Cohen-Macaulay type if and only if R satisfies (dr) conditions. Their proof 
was clarified considerably in 1978 by Green and Reiner [6], who gave explicit matrix 
descriptions of the indecomposable torsion-free modules. 
Suppose R is a reduced Noetherian ring R with minimal prime ideals PI,. . . , P,. 
Then each local ring Rpi is a field. Given a finitely generated R-module, we define 
the rank of M, rank(M), to be the n-tuple (ri , . . . , r,, ), where ri = dim Rt(M8). If the 
rank entries of M are all equal, say rank(M) = (c(, . . . , a), we say that M has constant 
rank ~1. 
A consequence of the proof of Theorem 1.2 is the following, which was proved 
under an additional assumption in [ 14, (5.1)]: 
Theorem 1.3. Let R be a ring-order (not necessarily local) satisfying (dr). Then 
every maximal Cohen-Macaulay module of constant rank has a direct summand of 
constant rank 1,2,3,4, 5,6,8,9, or 12. 
The proof of this will be postponed to the final paragraph of the paper. We remark 
that there is a semilocal ring-order R having indecomposable MCM modules of each 
of the ranks listed in (1.3). Indeed, [14, (5.1)], such a ring occurs as a localization of 
an affine domain over the field of rational numbers. 
For non-reduced rings there is some question as to what “torsion-free” and “lattice” 
should mean. Cohen-Macaulay modules, however, still make sense, and one can ask 
what can be said about finite Cohen-Macaulay type for more general one-dimensional 
local rings. It was shown in [13] that every one-dimensional local Cohen-Macaulay 
ring with finite Cohen-Macaulay type is necessarily a ring-order. The following result 
from [13] shows that once the ring-orders of finite Cohen-Macaulay type are classified 
we will have a complete classification of all one-dimensional local rings of finite 
Cohen-Macaulay type: 
Proposition 1.4 (Wiegand [13, Theorem 11). Let (R,m) be a one-dimensional local 
ring, and let N be the nilradical of R. Then R has finite Cohen-Macaulay type if 
and only if R/N has finite Cohen-Macaulay type and mi rl N = (0) for some i 2 1. 
These conditions imply that RfN is a ring-order. 
In proving sufficiency of Main theorem 1.2 we use a construction employed effec- 
tively by Green and Reiner [5J and Wiegand [ll]. 
Let R be a ring-order and c = {r E R 1 ri? c R} be the conductor of R in R. Then R 
can be represented as a pullback: 
* 
R -R 
1 I (1.5) 
Rfc - tifC 
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The bottom line of (1.5) is the prototype for the following: 
Definition 1.6. An Artinian pair is an injective homomorphism A t B, where A and 
B are Artinian rings and B is finitely generated as an A-module. A module over the 
Artinian pair A --+ B is a pair V + W, where W is a finitely generated projective B- 
module, V is an A-submodule of W, and BY = W. 
If V’ + W’ is another module over the same Artinian pair, a morphism from V -+ W 
to V’ -+ W’ is by definition a B-module homomorphism from W to W’ carrying V 
into V’. 
The (A + B)-modules form an additive category (A + B)-mod, with well defined 
notions of direct sums and indecomposables. We say (A 4 B)-mod has finite represen- 
tation type provided there are, up to isomorphism, only finitely many indecomposable 
(A --+ B)-modules. 
We denote the Artinian pair on the bottom line of the Cartesian square (1 S) by R,*. 
It was proven in [ 11, (1.6)-( 1.9)] that a semilocal, connected ring-order R with R # I? 
has finite Cohen-Macaulay type if and only if R ti has finite representation type. This 
allows us to work in the category R,fi-mod. 
In [l 1, Theorem 2. l] R.Wiegand proves the necessity of the Drozd-Roiter conditions 
with the help of Artinian pairs. Thus only sufficiency needs to be proved in the present 
paper. 
Now let (R, m,k) be a local ring-order satisfying (dr). In view of the results in 
[ll, Theorem 3.1; 13, Theorem 2; 14, Theorem 2.5.51 (or see [3] for a self-contained 
exposition), the problem reduces to verifying finite representation type in the following 
special situation: Rati = (d -+ !2), where 
(i) (A, m) is a local principal ideal ring with residue field k; 
(ii) D = r x k, where (r, n) is a local principal ideal ring with residue field K purely 
inseparable of degree 2 over k; and 
(iii) mS2 = n x 0. 
This study was a part of my doctoral dissertation written under the supervision of 
Roger Wiegand at the University of Nebraska. I would like to thank him for all the 
discussions we had. 
2. Matrix decompositions 
Let (A + 0) be an Artinian pair satisfying the assumptions (i)-(iii) at the end of 
the last section, and keep the same notation established there. Our goal is to show that 
(A -+ 0) has finite representation type. 
Let m= da. Then J= Qa= nr(a)r x 0 where J is the radical of Sz and q-(a) 
is the projection of a in r. Let n 2 1 be the index of nilpotency of a. If n = 1 then 
(d t a) = (k + K x k), and by the methods of [ 14, (2.3)] we can eliminate the residue 
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field growth, and apply the matrix reductions of Green and Reiner [6] to conclude that 
(A --+ 0) has finite representation type. 
Hence we assume from now on that n 2 2. We have a”=0 but a”-‘# 0. Now 
K = k[cr] = k + kcr for some CI E K such that ~1~ E k. Choose c E r such that C= CI in 
K = r/xr(a)r. Then for any element bl E r we have bi = ill + 12~4, 1i,& E k. Iden- 
tifying r with r x 0 and considering it as a A-module (because rR is) we get that 
bl = zr(al) + azc + bza for some b2 E r and al, a2 E A (with ai = Ai), where ale, b2a 
are in r. Repeating this process for b2, we eventually obtain bl = TTY(~) +&z for some 
y, < E A. In particular, c2 = rcy(pr ) + 6c for some pi, 6 E A. Then ~1~ = r~-(pi) + 8a. 
Since ~1~ and 8 are elements of k we have 8 = 0 in k. Hence 6 = p2a for some p2 E A, 
and so 
c2 = z&i) + acp2 for some pi,p2 E A. 
Note that, since c E r and r is a A-module, we have acpz E r. This representation 
of c2 will be used repeatedly. The sequence A > ad > . . . > a”-‘A > 0 shows that 
h(A) = n since A is a PIR. A similar series for r and the fact that K = r/ar and 
&(K)=2 yields h(r)=2n. Now by comparing the lengths in the exact sequence 
O-+AncA-+A@cA+A+cA 4 0 and using the fact &(A + CA) 5 2n we see that 
h(A n CA) = 0. Hence r = zr(A) $ CA. We will need this in the proof of Theorem 2.2 
and Lemma 2.5. 
We want to show that A + 52 = r x k has finite representation type. Let (V + IV) 
be a (A + Q)-module. Then W = r @I) x kcr2) and W = QV, V a A-submodule of IV. 
The pair (pi, ~2) is called rank of V + IV. We may represent a typical element (x, JJ) 
of W as 
Xl 
x 
0 
XT1 
- = - 
Y I Yl Yr2 
where xi E r, yj E k, 1 < i < ri, 1 I j I r-2. We use the broken line to separate the 
entries in r and in k. Let V be generated as a A-module by vl,. . . , v, E W. Form the 
matrix 9 whose columns are vi,. . . , v,: 
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Hence we may represent 9 as 
x 
F= - ) 0 Y 
where X is an rl x n matrix with entries in r, and Y is a r-2 x n matrix with entries 
in k. While 9 is not uniquely determined by V --) W, the module V -+ W is determined 
by 9, and we write (V ---f W) = J(9). 
Note that one or more of the rank components ri may be 0. This is indicated by 
Green and Reiner [5] by putting the symbol “ * ” in the corresponding block. We too 
follow this convention. The symbol “ * ” is to be regarded as a 0 x t matrix. 
We are allowed to operate on 9 by letting the group GL(ri, r) act on X from the 
left (“row operations on X over P) and the group GL(r2, k) act on Y from the left 
(“row operations on Y over k”). Also we can let GL(n, A) operate on 9 from the 
right (“simultaneous column operations on X and Y”). As a result of an operation on 
the right, the column space is not changed, and of an operation on the left, the new 
matrix has column space that defines a (A + Q)-module isomorphic to that of J(9). 
So our goal is to come up with a finite list of matrices (of various sizes) and then 
show that there is a sequence of row and column operations as described above which 
transforms 9 into a direct sum of copies of matrices from the finite list. (Following 
[5] we use the symbol “w” to indicate that we have performed one or a combination 
of legal operations.) 
Now let x denote the images of entries of X in K. Y is already in Y form (since its 
elements are already in k). Then let @ = 
X 
0 
r . Since W = !2V, T? has rank r1 and Y 
has rank r2, where rank is defined to be the size of the largest nonvanishing determi- 
nantal minor. In this case, it is just the maximum number of linearly independent rows 
(K-independent for J?, k-independent for Y). Thus, we are allowed to do elementary 
row K-operations and elementary column k-operations on 2. Through reduced row 
echelon form and interchanging the columns of 2, we obtain @N where 2 
is a matrix with entries in K = k + kcl. Then #N where zi,& are 
\ I 
matrices with enties in k. Next, by a column operation, we get rid of 21. Then using 
the fact that A/ad = k and that r/ar = K we get 
where El, E2 are matrices with entries in A. Furthermore Z + aEl is invertible over 
A. Thus left multiplication by (I + aEl)-’ yields 9-w for some matrix 
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G with entries in A. Now since A is a principal ideal ring we employ the Smith 
normal form (see, for example [lo, Chapter II]) on G: There are P, Q E GL(A) such 
that PGQ = (t 0”) where H is an Y x r matrix of the form 
where h,#O, hiEA and hilhi+l, i=l,...,r- 1. Then 
P cPGQ 
F,u - - 
( -) 
. 
J’l Y2Q 
This has the effect of multiplying Y2 by Q on the bottom half of 9, where Q is 
the matrix obtained by reducing the entries of Q to k. Since P E GL(A) we can 
make the (1,1) block into I by multiplying the first column by P-' . This of course 
changes the block Yr 
are of no importance 
ing the blocks below 
operations.) Thus we 
/I 0 
.F- 
i 
0 z 
- - 
y3 y4 
-i 0 1 . 0 1. 
0 0 
i- - Ll L2 
below the line to Yifi -‘. (The names of blocks below the line 
to us at this point, so whenever we do some operations affect- 
the line, we refer to these blocks with their names prior to the 
have 
cH 0 
0 0 
- - 
r, Y6 
. . . 0 0 chl 0 .+. 0 
. . 0 0 0 ch2 ... 0 0 
. . . . . . . . . . . . . . . 
. . 1 0 0 0 . 
. . 0 z 0 0 
------ 
Write hi = uiami, where Ui is a unit. By the divisibility conditions we have 0 5 mi 5 
mi+i for 1 2 i 5 r. Using column operations, we change each ui to a 1. In this way 
we bring 9 into the form: 
z 0 
0 z 
. . . . . . 
0 0 
0 0 
. . 0 0 cz 0 ... 0 0 
. . 0 0 0 ad .. . 0 0 
‘. . * . . *. . : . . . : 
. . Z 0 0 0 .. . a”cZ 0 
. . 0 z 0 0 ‘.f 0 0 I (2-l) AI A2 _- __--- - .+ An+1 An+2 4 B2 .’ ’ &,+I &+2 
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Note that we allow for the possibility that some of the blocks a’cl, 0 5 i < r, 
may not be present. This will not cause any difficulty in what follows. The reader can 
regard these as 0 x 0 matrices or simply skip the operations pertaining to non-existent 
blocks. 
Theorem 2.2. .F is equivalent o a direct sum of copies of matrices on the following 
list: 
(J(i r);(; a),(’ fJ(i f)(f g,,(i ; 
for i=O,...,n. 
Proof. Before proceeding let us introduce the following operations. 
ERl: Interchange two distinct rows of blocks of F either above the (broken) line 
or below the line but not across the line. 
ER2: Multiply (on the left) a row of blocks above the line by an invertible matrix 
with entries in r, or multiply (also on the left) a row of blocks below the line by an 
invertible matrix with entries in k. 
ER3: Given two distinct rows R,R’ of blocks both above the line, replace R by 
R + P ’ R’, where P is a matrix over r . Similarly, given two distinct rows Q, Q’ of 
blocks both below the line, replace Q by Q + S . Q’, where T is a matrix over k. 
ECl: Interchange two columns of blocks of 9. 
EC2: Multiply (on the right) a column of blocks of F by an invertible matrix over A. 
EC31 Given two distinct columns C, C’ of blocks, replace C by C + C’ . T, where 
T is a matrix over A. 
Of course, in EC2 and EC3, the effect of each operation below the line is reduced 
modulo Aa. Now start by diagonalizing B,,+z, i.e., choose P E GL(k), Q E GL(A) such 
that P. B,,+2 . - 
Thus we haveQ= (‘O “O) 
w ere 
h 
as always Q denotes the reduction of Q modulo Aa. 
I 0 ... 0 0 CI 0 ... 0 0 0‘ 
0 I ... 0 0 0 acI ..f 0 0 0 
. . 
. . . . 
. . 
. . 
. . . 
. . . : . : : : 
0 0 ..’ I 0 0 0 ... a”cI 0 0 
0 o... 0 I 0 0 ... 0 00 
--- - - - - - 
D1 D2 ... Dn+l Dnf2 El E2 .e. E,,+, Z 0 
.Fl F2 “. &I Fn+2 G G2 .‘. %+I 0 0, 
By using the I below the (broken) line, we can easily eliminate all the Di’ s and Ej’S 
through EC3 operations. Now copies of ( y i ) split off from 9. (Recall that this 
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matrix represents a module whose first component is zero.) Call the rest of the matrix 
9,. Then we have 
P-1 = 
I 0 
0 I 
. . . , 
0 0 
0 0 
- - 
F1 F2 
. . 0 0 cl 0 ... 0 
. . 0 0 0 acl .. . 0 
. . 
-. : . . . . . : 
. . I 0 0 0 . . . a”cZ 
. . 0 I 0 0 ..I 0 
-----_ 
Next, as we have done above with B,,+2, diagonalize Gn+i . During this diagonalization 
process, since we multiply the column containing G,+i by an invertible matrix F (with 
GL(d)), the block a”cZ above the line is changed to a”cT. Then by an ER2 operation 
we make this block into a”cZ again. But this changes the identity matrix in the (n+ 1)th 
row to T-‘, which can be made an identity matrix again through an EC2 operation. 
After this last operation what happens below the line is of no importance to us; I still 
denote the new block by F,+I. Now let us note that this “damage control” process will 
be used repeatedly and that the only thing to check is that we never encounter loops 
in the process. Then we have 
F 1- 
I 0 ... 0 0 0 cz 0 ... 0 0 
or-.. 0 0 0 0 acZ .. . 0 0 
, . . . 
. . . . . : . . . . . : 
0 0 ... I 0 0 0 0 ... a”cZ 0 
0 0 ... 0 I 0 0 0 .** 0 a”cZ 
0 0 .*. 0 0 I 0 0 ... 0 0 
- - - - - - - 
Hi H2 . . . H,,+, Hnf2 Hnf3 L, L2 . . I 0 
M, M2 ’ . . M,,+, M,,+2 Mn+3 N, N2 . . . 0 0 
We want to eliminate all HI,. . . ,H,+J and Ll,. . . , L, without putting extra non-zero 
entries in 4. Let 1 <j 5 n and eliminate Lj as follows: 
An EC3 operation eliminates Lj and introduces -a”ciZ above the line in the (n+ 1 )th 
row, where 5 is a matrix over A that lifts Lj. (Recall that kc K = T/ar.) We will 
always use G to denote a matrix over A that lifts a given matrix G over k. 
Next, this unwanted block -an&j is wiped out by an ER3 operation with the help 
of &‘cZ lying in the jth row. But then we get a “-(j-‘)ij at the (n + 1, j) position. 
Now we get rid of this block through an EC3 operation by using the block I in the 
jth row. Since this last operation involves a, and since A/ad = k, it does not cause any 
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change below the line. In this way eliminate Li , . . . , L,. Using EC3 and ER3 operations 
and the fact that a”+’ = 0 we eliminate H,+j and Hn+2. 
Elimination of H,+l involves a somewhat different approach: By an EC3 operation 
we get rid of H,+l and in the process change the block I at the (n + 1, n + 1) position 
to I - ancGa+l. Then through an ER2 operation on the (n + 1 )th row we can make this 
block an identity matrix again. But in the process, the block a”cI in the (n + 1)th row 
becomes (I+a”cE?,+l)(a”cI), which is a”cI since a”+’ = 0. Thus we have eliminated 
H,+l and restored the rest of the matrix. 
Next we eliminate Hz,. . . , H,: Let 2 < i < n. Use the block I below the line and 
eliminate fi through an (EC3) operation. This introduces -a”&i at the (n + 1, i) spot. 
Now notice that the only non-zero blocks in the ith row are I and a’-‘cl. Hence 
using the I in the ith row, we get rid of -a”cl’?i and introduce (a”&i)(a’-‘cl) in 
the (n + 1)th row. But this newly introduced block is 0 since a”+’ = 0 and i > 2. Fi- 
nally we wipe HI out by an EC3 operation, which changes the (1, n + 1) block to 
-a”cfi1. Then using the (1,l) block we eliminate -a”cI?l and introduce a”c2fi1 at 
the (n + 1, y1+ 4) position. Now use the fact that c2 = n&t ) + acp2 where pi, p2 E A. 
Then a”c2f?l = a”nr(pl )I?1 since an+’ = 0. Hence by an EC3 operation, using the 
identity matrix in the (n + 1)th column, we can wipe out the (n + 1,n + 4) block. 
This operation involves a E A and therefore causes no change below the line. Thus 
we have eliminated& and Lj for i=l,...,n+3 and j=l,...,n. Let us see what we 
have. 
9, - 
I 
0 
0 
0 
0 
0 
Ml 
0 . . . 
I . . . 
. . 
. . 
0 . . . 
0 . . . 
0 . . . 
0 . . . 
M2 ,.. 
0 0 0 cl 0 . . . 0 0 
0 0 0 0 ad . . . 0 0 
. . 
. . . . . : 
I 0 0 0 0 . . . a”cI 0 
0 I 0 0 0 . . . 0 a”cl 
0 0 I 0 0 . . . 0 0 
- - 
0 0 0 0 0 . . . I 0 
A4 n+l Mn+2M,,+3N1 N2 . . . 0 0 
Let us now assume that 1 5 r 5 n - 1 and that we have diagonalized the blocks 
below the line and lying in the same column as aid for i = r + 1,. . . , n - 1 (starting 
in the column of a”-‘d and moving left). Suppose further that we have used each I 
(coming from these diagonalizations) in order to eliminate all the blocks lying in the 
same row as I and that we have restored the top half of the matrix at each stage (by 
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following a damage control path as before). Then we have 
4- 
I . . . 0 
‘. 
0 . . . I 
0 . . . 0 
0 0 
‘, 
. . . 
0 . . . 0 
0 . . . 0 
0 . . . 0 
_- _ 
0 . . . 0 
. . 
‘. : 
0 . . . 0 
0 
0 
I 
0 
0 
0 
0 
_ 
0 
0 
0 . ..o 0 
. . . . . 
0 . ..o 0 
0 . ..o 0 
I . ..o 0 
. . . . 
. . 
0 . ..I 0 
0 . ..o I 
0 . ..o 0 
- __ - 
0 . ..o 0 
‘.: : 
0 . ..o 0 
0 
- 
0 
0 
PI . p,+I F&2 P,+3 P, &+I P,, 
cl . . . 0 0 o...o 0 
:. ‘_ 
. . . . . 
0 .., a’cl 0 0 0 0 
0 . . . 0 a’+‘cl 0 . . . 0 0 
0 0 
‘_ 
. 
0 0 
0 . 0 
0 . . . 0 
0 . . . 0 
‘. 
0 0 
PI .,. Qr+l 
a’+‘cI . . . 0 0 
‘. . . . 
0 . . . a”cI 0 
0 0 a”cl 
0 . 0 0 
- -- - 
0 . I 0 
: 
. . 
0 . . . 0 0 
0 . . 0 0 
285 
where u = 2n - r. Next, diagonalize Q,.+l and restore the top half of the matrix. Then 
we have the following: 
4- 
/ 
0 0 . . . 0 0 I . . . 0 0 . . . 0 0 0 cl . . 
. . . . . . . . . . . . . . . . ._ : . . 
0 . . . I 0 . . . 0 0 0 0 
0 . . 0 I . . . 0 0 0 o...o 
., . 
. . . . . . . . . . : : 
a’cl 0 . . . 0 0 
. . . . . . . . :. . 
a’cl . . . 0 0 
. . . 
. . : : 
0 . . . a”cZ 0 
0 . . . 0 a”cI 
0 . 0 0 
.*. . . . . . . 
0 . . . 0 0 . . . I 0 0 o...o 
0 . . . 0 0 . . . 0 I 0 0 . . . 0 
0 . . . 0 0 . . . 0 0 I 0 . . . 0 
--- -- _ - - --- 
0 . . . 0 0 .,. 0 0 0 o...o 
. . . . . . ., . 
. . : : ._ : . . . . . 
SI . . . &+I &+2 . . . &--r+1 S2n--r+2 S2n--r+3 T, . . . I 
ul . . . &I i&+2 . . U2n--r+l ‘72n--r+2 UZn--r+3 vl . . 0 
--- - 
0 . . . I 0 
., . . 
. . : : 
0 . . . 0 0 
0 . . . 0 0 
\ 
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Next we eliminate Sr,. . . ,&.,,_,.+3 and T,, . . . , T,.. First, let 1 5 j 5 r. We wipe out Tj 
by EC3 and ER3 operations. In the same way as we did before, we easily eliminate 
&,,_r+3 without disturbing the rest of the matrix. Now let r + 2 5 i < 2n - r + 2. An 
EC3 operation eliminates Si and in the process introduces -arcSi at the (r + 1, i) spot. 
This block can be wiped out by an ER3 operation using the I above the line in the 
ith column. Then we get a2r+‘c2Si, 0 < t < n - r, in the (r + 1)th row to the right of - - 
a’cl. Note that in the ith row of 4, the only non-zero entries are Z and a’+‘cI for 
some t where 0 5 t 5 n - r, (for example, if t = II - r then we are eliminating either 
&++2 or S2n_-r+3). Now, by using the fact that c2 = rc&i)+acp2, pr,p2 E A, we get 
U2r+‘c2Si =~~'+'~r(pl)Si + u2'+'+1cp2#i. Then the block u~'+'Tz&~)S~ is wiped out 
by an EC3 operation using the identity matrix in the (r + 1)th row. Moreover, this last 
operation does not cause any change below the line. The other term a2’+‘+‘cp2Si in 
the expression is eliminated by using the block u’cl in the (r + 1)th row, by adding 
_u’+‘+l 
p2Si times the column containing u’cl, to the column containing a2r+tc2Si. 
Once again, this last operation has no effect below the line since a is in the maximal 
ideal of A. 
Next, eliminate Sr+l as follows: First get rid of Sr+r using an EC3 operation, But 
then the block I at the (r + 1, r + 1) spot becomes I - a’&,+1 , which is invertible 
(over r) with inverse I + u’cSr+r + u2rc2Sz+1 + ... + u(~-~)“c~-~S~~~~ ,where m is 
the positive integer satisfying (m - 1)r <n + 1 and mr 2 n + 1. Thus m > 2 since 
1 5 r < n - 1. An ER2 operation changes the (r + 1, r + 1) block back to the identity 
matrix. Then the block u’cl in the (r + 1)th row is changed to 
( 
m-l = c u(j+1)'~r(81,(j+l))~~+l )  u’cl(1 + US), j=l 
(note that cm = r~r(&,~) + &,,,,c, for some 01, ,,,62,,, E A, for all m> 1) where S = 
c;:; “j ajrv1e2,(j+l)S +l. Then S has entries in A and I + US is invertible over A. Now, 
the first term of the main summation above can easily be eliminated by using the I in 
the (r + 1)th row. This does not cause any change on the bottom part of the matrix 
since it involves a. As to the second term of the same sum, we multiply the column 
containing this entry by (I + US)-‘, which has the form Z + US’. This operation has no 
effect below the line since Li = 0 in k. As a result of these operations we have made 
the big sum into u’cl again. 
Given 1 2 i 5 r, we eliminate Si through EC3 and ER3 operations with the help of 
I and a’cl block in the (r + 1)th row. Again nothing below the line is disrupted. As 
a result we have 
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0 
0 
0 0 cl 0 0 0 0 . . . 0 0 
0 0 0 ad 0 0 0 . . . 0 0 
0 0 0 0 ad 0 0 . . . 0 0 
0 0 0 0 0 a*cz 0 . . . 0 0 
0 0 00 0 0 
. . . . . . . 
0 0 0 0 0 . . . 
I 0 00 0 0 
0 I 00 0 0 
0 0 00 0 0 
. . . . . . . . . . . . . . 
0 0 00 0 I 
0 0 oz 0 0 
a2cl . . . 0 0 
., . . 
. . : : 
0 0 a”cZ 0 
0 . . . 0 
0 . 0 
- - _ 
0 . . I 
. . . . . . . 
0 . . 0 
0 . . . 0 
0 . . . 0 
Next, diagonalize U and restore the top half of the matrix. Then 
(Z 
0 
0 
0 
.F 1- 0 
- 
0 
q 
Wl 
0 . . . 0 0 0 cl 0 . . . 
Z . . . 0 0 0 0 cl . . . 
. . . . . : . . . . . . . . 
0 . . . z 0 0 0 0 . . . 
0 . . . 0 Z 0 0 0 . . . 
0 . . . 0 0 Z 0 0 . . . 
-- - - 
0 . . . 0 0 0 0 0 . . . 
. . . . . . . . . . . . 
v, . . . J&z+1 V2n+2 En+3 z 0 . . . 
w2 . . . W2n+l W2n+2 Wzn+3 0 0 . . . 
0 
0 
a”cZ 
0 
0 
a”cI 
0 
- 
0 
0 
0 
0 
a”cZ 
0 
- 
0 
0 
0 
We easily eliminate F&,+3. Now, let 3 5 i 5 2n+2. We get rid of F$ by an EC3 opera- 
tion and fix the rest of the matrix as we did in the elimination of Sj, r+2 5 j 5 2n-r+2. 
At this point, we cannot deal with VI and V2 as we have dealt with the others. Instead 
let us diagonalize W2. Notice that the bottom row, the second column, the second row, 
and the column containing the cZ in the second row all split in two, so we have added 
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two rows and two columns to our array. Then we have 
/ 
I 0 0 0 0 . . . 0 
0 I 0 0 0 . . . 0 
0 0 I 0 0 . . . 0 
0 0 0 I 0 . . . 0 
0 0 0 0 I . . 0 
. . . . . . :. . . . . . . . 
0 0 0 0 0 . . . I 
0 0 0 0 0 . . . 0 
0 0 0 0 0 . . . 0 
0 0 0 0 0 . . . 0 
. . . . . . . :. . . . . . . 
0 0 0 0 0 . . 0 
Y, x2 x3 0 0 . . . 0 
0 
0 
0 
0 
0 
0 
I 
0 
_ 
0 
0 
0 
0 OCIO 0 0 . 0 . . 0 
0 0 0 cl 0 o...o 0 
0 0 0 0 ad 0 . 0 . . 0 
0 0 0 0 0 ad . . . 0 0 
. . . . . . . . . . . . . . . . . . . 
0 0 0 0 0 0 . . . a”cZ 0 
0 CIO 0 0 0 . . . 0 0 
0 0 0 0 0 0 . . . 0 
Z 0 0 0 0 0 . . . 0 
- ---- - - - 
0 0 0 0 0 0 . . . I 
. . . . . . . . . . . . . . . . . . . . . 
0 0 0 0 z 0 . . . 0 
0 I 0 0 0 0 . . . 0 
6 1 0 r, YS . Y2n+2 Y2n+3 fin+4 0 0 0 0 0 . . . 0 
Zl 0 0 24 z5 . . . Z2,,+2 Z2,,+3 Z2n+4 0 0 0 0 0 . . . 0 
a”cl 
0 
- 
0 
First, we eliminate Yr through an EC3 operation, which changes the (2,1) block to 
-pt. Then an ER3 operation eliminates - pt and introduces c?i in the second row 
just to the left of cl. Now, using the cI in the second row, we wipe out cfi by an 
EC3 operation. This does not cause any change below the line because the column 
containing cl consists of zeroes below the line. 
The sequence of operations described in the last paragraph will be applied repeatedly. 
In the future, we will refer to such a sequence as a Type 1 operation. 
Next by an ER3 operation, eliminate X2. This introduces XzYd, . . . , XzY2,,+4 in the row 
containig X2. Then using the identity matrix in the same column, we can get rid of 
X,Y, through a Type 1 operation (as we did in the elimination of K’s). This introduces 
ac’X2~4 in the first row to the right of cl. Now using the fact that c* = r&t) + 
acp2, pi, p2 E A we have that ~2~~2.2 pd = arc&i )X2 FL + a2cp$?2 yd. Now we eliminate 
these blocks through two EC3 operations by using the identity matrix and the block cl. 
Similarly, we wipe out X2Y5,. . . , X2Ys. (Note that when we apply Type 1 operations, 
most of the time it will be necessary to do the follow-up operations that we employed 
above in order to restore the rest of the matrix.) Finally, using Type 1 operations and 
the fact that a= 0 in k we easily eliminate Yd,. . . , Yzn+4. Thus we have eliminated 
x,, yl, r,, . . . , Y2n+4. Now we split off copies of from 2%. Call the remaining 
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matrix 92. Now in Fz diagonalize X3. Then we have 
Z 0 0 0 0 0 . . . 0 
0 z 0 0 0 0 . 0 
0 0 z 0 0 0 0 
0 0 0 z 0 0 . 0 
0 0 0 0 z 0 . . . 0 
0 0 0 0 0 I . . 0 
. . 0 
. . 0 
. . 0 
. . 0 
. . 0 
. 0 
A- 
. . . . . . . . :. . . . . . 
0 0 0 0 0 0 . . z 
0 0 0 0 0 0 . . . 0 
0 0 0 0 0 0 . 0 
_------ - 
0 0 0 0 0 0 . . . 0 
0 
0 
0 
0 
0 
0 
0 
Z 
0 
_ 
0 
0 
0 
0 
0 czooo 0 0 
0 oczoo 0 0 
0 ooczo 0 0 
0 ooocz 0 0 
0 0 0 0 0 acz 0 
0 0 0 0 0 0 acz 
. . . . . . . . . . . . . . . . 
0 0000 0 0 
0 0000 0 0 
Z 0000 0 0 
- ---_- - 
0 0000 0 0 
. . . . . . . . . . . . . 
0 ooooz 0 
0 zoo0 0 0 
0 ozooo 0 
. . : 
a"cZ 
. . 0 
. 0 
- - 
Z 
0 
a"cZ 
0 
- 
0 
. . . . . . . . . . . . . . . . . 
0 0 0 0 0 0 0 
A, A2 Z 0 0 0 . . . 0 
B,BZ 0 0 0 0 . 0 
. . . 
. . 0 
. . 0 
. . 0 
cl c2 0 0 CS c6 . C2,,+2 C2,,+3 C2,,+4 0 0 0 0 0 0 . . 0 
We split off copies of (1 f ) from 4. Call the rest of the matrix 95. 
z 0 0 0 0 . 0 0 0 cl00 0 0 . 
0 z 0 0 0 . 0 0 0 oczo 0 0 . . 
0 0 z 0 0 . . . 0 0 0 0 0 cl 0 0 . 
0 0 0 z 0 . . . 0 0 0 0 0 0 acZ 0 . . 
0 000 I... 0 0 0 0 0 0 0 acZ . 
. . . . . . . . . . . . . . :. . . . . . . . . . . . . . . . . . 
0 0 0 0 0 . . z 0 0 0000 0.. 
93= 
a"cI 
0 0 0 0 0 . . . 0 z 0 0 0 0 0 0 . . . 0 a"cl 
0 00 0 o... 0 0 z 000 0 0 ~. 0 0 
_ _-__- _ _ _-__-_-_ _ 
0 0 0 0 o... 0 0 0 00 0 0 0 . . z 0 
. . . :. . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 0 0 0 0 . . . 0 0 0 oooz 0.. 0 0 
A1 A2 Z 0 0 . . . 0 0 0 zoo0 0.. 0 0 
Bl B2 0 0 0 . . . 0 0 0 ozoo 0.. 0 0 
c, c2 0 c5 cs . . . C2nt2 C2n+3 C2n+4 0 0 0 0 0 . . 0 0 
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Type 1 operations easily get rid of Al,A2. Next, we diagonalize Cl. Choose P E GL(k), 
Q E GL(d) such that P . Cl . Q = (‘0 “0). Note that in this diagonalization process, the 
identity matrix at the (1,1) spot is changed to 0. By successive ER2 and ER3 operations 
we make this block into identity matrix without disturbing the rest of 9s. Hence 
I 0 0 0 0 0 0 0 0 
0 I 0 0 0 0 0 . . . 0 0 
0 0 I 0 0 0 0 0 0 
0 0 0 I 0 0 0 . 0 0 
0 0 0 0 I 0 0 0 0 
0 0 0 0 0 I 0 0 0 
0 0 0 0 0 0 I . . . 0 0 
. 
““.“..’ . . . 
0 0 0 0 0 0 0 . . . I 0 
0 0 0 0 0 0 0 . . 0 I 
0 0 0 0 0 0 0 t.. 0 0 
__-__-__- _ 
0 0 0 0 0 0 0 0 0 
. . . . . . . . 
0 0 0 0 0 0 0 0 0 
0 0 0 I 0 0 0 0 0 
0 0 0 0 I 0 0 . 0 0 
41 A2 A3 0 0 0 0 0 0 
0 cl 0 0 0 0 0 0 0 0 
0 0 cl 0 0 0 0 0 0 0 
0 0 0 cl 0 0 0 0 . 0 0 
0 0 0 0 cl 0 0 0 0 0 
0 0 0 0 0 cl 0 0 0 0 
0 0 0 0 0 0 acl 0 0 0 
0 0 0 0 0 0 0 acl . . 0 0 
. . . 
‘.‘.‘. “.’ . 
0 0 0 0 0 0 0 0 and 0 
0 0 0 0 0 0 0 0 . 0 a”cI 
I 0 0 0 0 0 0 0 0 0 
- __-___ 
0 0 0 0 0 0 0 0 . . I 0 
. . . . . . . . . :. . . . . 
0 0 0 0 0 0 I 0 0 0 
0 IO 0 0 0 0 0 . . . 0 0 
0 0 IO 0 0 0 0 . . . 0 0 
0 0 0 IO 0 0 0 0 0 
I 0 A4 0 0 A5 A6 . . . A, Au+1 Auf2 0 0 0 0 0 0 0 0 0 
0 0 BI 0 0 & B3 . . . B, A,+1 A,,s+2 0 0 0 0 0 0 0 . . 0 0 
Note that I have started to use fresh letters in the above matrix. Now as we did in 
the previous step, eliminate Al, Ad, As, . . . , A,+2 and fix the rest of the matrix as we go 
along. 
Then copies of 
I_ - 0 1 _ 0 1 - 0 c1 _ 0 cI 
split off from 4. Call the remaining matrix 54. (Note that the matrix above is not on 
our list, so we still have to deal with it.) 
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I oo...o 0 0 cl 0 0 . . . 0 0 
0 I 0 . . . 0 0 0 0 cl 0 . . . 0 0 
0 0 I . . . 0 0 0 0 ocz... 0 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 0 0 ,.. I 0 0 0 0 0 . . . a”cZ 0 
0 0 0 . . . 0 I 0 0 0 0 . . . 0 and 
0 0 0 0 . . . 0 I ooo... 0 0 
0 0 0 0 . 0 0 ooo... I 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . : 
0 OI...O 0 0 I oo... 0 0 
42 z43 0 . . . 0 0 0 oz o... 0 0 
0 BI 0 . . . B, Bw+l Bw+2 0 0 0 . . . 0 0 
291 
Before going any further, let us consider the above matrix that split off from 9~. 1 - 0 1 _ 0 1 _ 0 c1 _ 0 cIN 
c 0 n-(Pl) + acpz 0 
0 1 0 C 
- - 
0 1 1 0 
1 0 0 0 
c 0 1 0 
0 1 0 c 
- 
- - _ 
0 1 1 0 
1 0 0 0 I 
co 10 c 0 1 0 
0 1 -1 c 0 1 0 c 
-----_N--_ 
0 
1 0 0 0 1 0 0 
1 0 0 0 II 1 0 0 0 I> 
N 
which is the direct sum of 
(t t) and (i t). 
We also have that 
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Thus it will suffice to decompose 94. Next, diagonalize BI in FJ: 
. . . . . . . . . . . :. . . . . . . . . . 
0 0 0 0 0 0 . . . 0 
0 0 0 z 0 0 . . . 0 
Cl c:! 9 0 0 0 . . . 0 
D, D2 D3 0 0 0 . . . 0 
0 
0 
0 
0 
0 
0 
0 
Z 
0 
- 
0 
0 
0 
0 
0 
0 cl 0 0 0 0 0 . . . 0 
0 oczo 0 0 0 . . . 0 
0 0 oczo 0 0 . . . 0 
0 0 0 0 cl 0 0 . . . 0 
0 0 0 0 0 acz 0 . . . 0 
0 0 0 0 0 0 acZ . . . 0 
. . . . . . . . . . . . . . Y . . . . . . . . . . 
0 0 0 0 0 0 0 . . . a”cZ 
0 0 0 0 0 0 0 . . . 0 
Z 0 0 0 0 0 0 . . . 0 
- ---_- _ - _ 
0 00 0 0 0 0 ~. z 
. . . . . . . . . . . . . :. . . . . . . . . f . 
0 0 0 00 z 0 ~. 0 
0 z 0 0 0 0 0 ~. 0 
0 oz 0 0 0 0 ~. 0 
0 0 oz 0 0 0 ~. 0 
0 Z 0 OESE~...EZ~+~EZ~+~EZ~+S 0 0 0 0 0 0 . . . 0 
0 0 0 OFsFs... E2n+3 E2n+4 Ezn+s 0 0 0 0 0 0 . . . 0 
0 
a”cZ 
0 
As we did in the elimination of A1 in the previous step, first eliminate Cl,D2 and 
then eliminate Es, . . . , E2,,+5. As a result, we see that 94 is the direct sum of following 
matrices 9, Xl, where 
1’ 0 0 0 cl 0 0 0 
0 z 0 0 0 cl 0 0 
0 0 z 0 0 0 cl 0 
0 0 0 z 0 0 0 cl 
g= --------9 
0 0 0 z z 0 0 0 
c, 0 c, 0 0 z 0 0 
D1 0 D3 0 0 0 Z 0 
\o z 0 00 0 0 0) 
(2.3) 
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and 
I 0 0 0 . . . 0 0 0 a’cl 0 0 0 . . . 0 0 ’ 
0 I 0 0 . . . 0 0 0 0 a’cl 0 0 . . . 0 0 
0 0 I 0 . . . 0 0 0 0 0 a’+‘cZ 0 . . . 0 0 
0 0 0 I . . . 0 0 0 0 0 
. . . . . . . :. . . . . . . . . . . . . . . . . . . . . 
0 0 0 0 . . . I 0 0 0 0 
0 0 0 0 . . . 0 z 0 0 0 
s= 
0 0 0 0 . . . 0 0 I 0 0 
----- --- - - 
0 0 0 0 . . . 0 0 0 0 0 
. . . . . . . :. . * . . . . . * . . . . . . . . . . . . 
0 0 0 0 . . . 0 0 0 0 0 
0 0 0 0 . . . 0 0 0 I 0 
\L1 L2 L3 L4 . . . L,_l Lt Lt+, 0 0 
for i= l,...,Iz. 
0 ai+*cI . . . 0 0 
. . . : 
0 0 . . . a”cI 0 
0 0 . . . 0 a”cZ 
0 0 . ..o 0 
- - - - 
0 0 . ..I 0 
. . . : 
I 0 . ..o 0 
0 0 . ..o 0 
0 0 . ..o 0 
I 
Lemma 2.4. Each Y& is equivalent to a direct sum of copies of matrices on the 
following list: 
(t ‘:),(t ‘:),(i ‘:),(i ‘;), j=i ,..., n. 
Proof. We proceed by descending induction on i. If i = n then we have 
I 0 0 a”cI 0 
OIO 0 a”cl 
0010 0 
-_-- - 
000 IO 
L, L2 L3 0 0 
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Now by diagonalizing L2 we get 
i I 0100 01 0 0 0 a”cI 0 
0001 0 
0000 I 
M, I 0 n/r, 0 
Nl 0 0 N2 0 
0 0 
and 0 
0 a”cZ 
0 0 
- - 
0 0 
0 0 
0 o/ 
We eliminate h4l,M2 with the help of the I at the (6,2) spot. Then copies of 
(; ‘;) and (: 9:) 
split off from z$~. Call the rest of the matrix Zi. Next, diagonalize Nl in yi”, 
I 0 0 a”cI 0 
OIO 0 a”cl 
OOI 0 0 
- - - 
000 IO 
000 0 I 
ION3 0 0 
00N4 0 0 
We easily get rid of N3 through a Type 1 operation. Then copies of 
(i ‘r) and (i ‘f) 
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split off from yi”,‘. The remaining matrix is . Now we diagonalize N4. 
It follows that this matrix is equivalent to a direct sum of copies of 
i 
1 
_ 
1 
This completes the proof in the case i = n. Assume now the claim is true for some i, 
1 <i < n, and consider .??_I : 
/ I 0 0 0 . . . 0 0 0 a’-‘cl 0 0 0 . . . 0 0 
0 I 0 0 . . . 0 0 0 
0 0 I 0 . . . 0 0 0 
0 0 0 I . 0 0 0 
. . . . . ‘. . 
0 0 0 0 ; 0 0 
0 0 0 0 . . 0 I 0 
0 0 0 0 0 0 I 
----- - - - 
0 0 0 0 . . . 0 0 0 
. . . 
‘. . . 
0 0 0 0 . . . 0 0 0 
0 0 0 0 . . . 0 0 0 
Ll J52 L3 L4 . Ll L &+I 
First, diagonalize L2. Then we have 
z-1 - 
0 a’-IcI 0 0 . . . 0 0 
0 0 a’cl 0 . . . 0 0 
0 0 0 a’cl . . . 0 0 
. . 1 
. . . . . . 
0 0 0 0 . . . a*cI 0 
0 0 0 0 . . . 0 a”cI 
0 0 0 0 . . . 0 0 
- ------ 
0 0 0 0 . . . I 0 
., . 
. ‘. 0 0 I 0 . 0 : 0 :
I 0 0 0 . . . 0 0 
0 0 0 0 . . . 0 0 
f I 0 0 0 0 . . . 0 0 0 a’-‘cl 0 0 0 0 0 0 
0 I 0 0 0 0 0 0 0 a’-‘cl 0 0 0 . 0 0 
0 0 I 0 0 0 0 0 0 0 a'-'cl 0 0 . . . 0 0 
0 00 I o...o 0 0 0 0 0 aid 0 . 0 0 
0 0 0 0 I 0 0 0 0 0 0 0 a’cI 0 0 
. . . . . . . . . . . . . .;. 
. . . . . . 
0 0 0 0 0 
. . 
0’ 0 . a”cI 0 000 o... I 0 
0 0 0 0 0 . . . 0 I 0 0 0 0 0 0 0 a”cI 
0 0 0 0 0 . 0 0 I 0 0 0 0 0 0 0 
_ _ 
0 0 0 0 0 0 0 0 0 0 0 0 0 . . . I 0 
. . . . . 
. . . . :. . . . 
0 b 0 b 0 
‘. 
0 0 0 0 0 . 0 i b . 0 b 
0 0 0 0 0 0 0 0 I 0 0 0 0 . . . 0 0 
W I 0 N4 N N2n N2n+1 Nn+2 0 0 0 0 0 0 0 
\p, 0 0 p4 ps ... fin f&+1 en+2 0 0 0 0 0 0 0 
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Through Type 1 operations we easily eliminate Nt, N4,. . . , Nz,,+~. Then copies of 
(t “i’) and (f “ic) 
split off from S%?i-t . Call the rest of the matrix yi”i’, . Next, diagonalize PI. 
ST;_, N = 
/IOOO..O 0 0 a’-‘d 0 0 0 0 0 
0100..00 0 0 a’-‘cl 0 0 . 0 0 
0 0 I 0.. 0 0 0 0 0 a’cl 0 0 
OOOI.. 0 0 0 0 0 0 a’cl 0 0 
. . :. . . . . oooo..; . 0 . 0 0 0 0 0 . 
a”cI 0 
0000..0I 0 0 0 0 0 0 a”cl 
oooo..oo IO 0 0 0 . 0 0 
______ - - - - _ _ 
0 0 0 0 . 0 0 0 0 0 0 0 I 0 
. 
0 0 0 0 
0 0 0 0 . 
0 0 0 0 . . 
I 0 Ql Qz 
\ 0 0 S’ s2 . 
. . 
00 0 0 0 I 0 
00 0 I 0 0 0 
00 0 0 I 0 0 
Qu Q~+I Qu+2 0 0 0 0 
& &+1 &+2 0 0 0 0 
. 
‘. : : 
0 0 
. 0 0 
. 0 0 
0 0 
0 0 
Again, Type 1 operations, together with the fact that Z = 0 in k wipe out Qt , . . . , Qu+s, 
and then copies of 
split off. Call the remaining matrix &‘Lt. Then 
I 0 . . . 
0 I . . . 
. . . . . . . 
0 0 . . . 
0 0 . . . 
0 0 . . . 
0 0 . . . 
. . . . . 
0 0 . . . 
T’ T2 . . . 
0 0 0 
0 0 0 
I 0 0 
0 z 0 
0 0 I 
- - - 
0 0 0 
0 0 0 
a’cz 0 . . . 0 0 
0 a’cl . . . 0 0 
. . 
. . . . . : 
0 0 . . . a”cZ 0 
0 0 . . . 0 a”cl 
0 0 . . . 0 0 
- - - _ _ 
0 0 . . . z 0 
. . 
. . . . . . : 
z 0 . . . 0 0 
\ 
T2n--3 T2n-2 T2n-2 0 0 . . . 0 0 
But this is just the Xi in the statement of Lemma 2.4. Now using the induction 
hypothesis we complete the proof of Lemma 2.4. 0 
Next, we consider the matrix 99 in (2.3), which requires more work. 
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Lemma 2.5 
(t N f) 
for every A E k. 
Proof. We may assume A# 0. Choose u E A - ad such that U = A. Then 
(i ;)_(lr f)_(i c”:‘)-I). 
Note that 1 + UC is invertible in r since F= LX 4 k. Then, since r = nr(A) @ CA, we 
have (1 + UC)-’ = TQ(O~) + O~C, 01, f32 E A. Thus C( 1 + UC)-’ = nr(Ol)c + 82c2, 
1 c 
i )( 
-_ - _ 
1 1 
1 “2dh)+‘y’+e2ap2)c) _ (; (el+ydc)~ 
If 4, = 0, then in K we have (1 + la)-’ = &IX that is, &a( 1 + AX) = 1. Since ~1~ E k, 
this forces a E k, contradiction. Therefore 8i+ e2ap2 is invertible in A. Multiplying the 
second column of the last matrix by (6, + &ap2)-’ we get 
( 
1 C 1 c 
- 
- )( 1 
N --. 0 
0 (0, + 02ap2)-’ 0 1 
We now return to B in (2.3). Interchanging the second and third columns of 9, then 
performing operations ERl,ECl, and renaming the Di’s, and C’s, we have 
I 0 0 0 CI 0 0 0 
0 I 0 0 0 CI 0 0 
0 0 I 0 0 0 cl 0 
0 0 0 I 0 0 0 CI 
--______ 
ooozzooo 
Al A2 ooozoo 
B1 B2 000010 
,o 0 IO 0 0 0 0 
Now multiply the first row of 99 by cl. Then, since c2 = rcr(pr ) + acpz we have 
rcy(pi)1+ acp2I at the (1,5) spot. An EC3 operation (namely adding -apz times the 
first column to the Jifth column) gets rid of the term acp21 without disrupting the 
lower half of the matrix. Next multiplying the @‘A column by P;’ changes the (1,5) 
entry to I. In the process, the (5,5) block 1 becomes (a2)-‘1, which can be changed 
to Z by an ER2 operation. This introduces ci21 at the (5,4), spot and an EC2 operation 
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changes this block back to an identity matrix. Then we get p;’ at the (4,4) spot, 
which becomes Z after an ER2 operation. This changes the (4,8) spot to plcl. Finally, 
we make this block into cl through an EC2 operation on the last column. This last 
operation causes no change below the line since all the blocks in the last column are 
zero. 
In short, as a result of all this, we have interchanged the blocks Z and d in the first 
row, without changing the rest of the matrix. The sequence of operations described 
above will also be used repeatedly. We will refer to such a sequence as a Type 2 
operation. Thus, as a result of a Type 2 operation we have 
9- 
cz 0 0 0 z 0 0 0’ 
0 z 0 0 0 cz 0 0 
0 0 z 0 0 0 cl 0 
0 0 0 z 0 0 0 cl 
___----- 
0 oozzooo 
AI A2 ooozoo 
B1 B2 oooozo 
0 0 z 0 0 0 0 0, 
Next, an EC3 operation eliminates the block Z at the (55) spot and then introduces 
Z at the (4,5) spot. This block is wiped out by an ER2 operation using the Z in the 
first row. But this changes the (4,l) entry to cZ, which can be eliminated by an EC3 
operation with the help of the d in the last column. Therefore, we obtain 
pz 0 0 0 z 0 0 0 
0 z 0 0 0 cl 0 0 
0 0 z 0 0 0 cl 0 
0 0 0 z 0 0 0 cl 
g_ _ _ _ _ - - - - 
0 oozoooo 
AI A2 0 0 0 z 0 0 
B1 B2 oooozo 
0 ozooooo 
Now a Type 2 operation brings 9 back to 
Z 0 0 0 cl 0 0 0 
0 z 0 0 0 cz 0 0 
0 0 z 0 0 0 cl 0 
0 0 0 z 0 0 0 cl 
g_ _ _ - - - - - - 
0 oozoooo 
Ai A2 ooozoo 
B1 B2 000010 
\o 0 z 0 0 0 0 0 
\ 
/ 
\ 
/ 
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This is the direct sum 
/z 0 0 
0 
0 0 
- - 
Al A2 
4 B2 
\O 0 
0 
0 
0 
The following lemma 
Main theorem 1.2. 
Lemma 2.7. The matrix 
matrices: 
of copies of (+ i) and the matrix 4 where 
cl 0 0 
0 cz 0 
0 0 cz i 
- 
- - (2.6) 
0 z 0 
0 0 z 
0 0 0 !- 
will complete the proof of Theorem 2.2, and therefore of 
91 is equivalent to a direct sum of copies of the following 
(i f); (; f). [; i). 
Proof. Assume that the block Z in the first column is ml x ml, the Z in the second 
column is m2 x m2 and the Z in the third column is mg x m3. This implies that Ai is 
m2 x mi, and Bi is ms x mi, for i= 1,2. 
We proceed by induction on m2 + m3. A glance at $31 shows that if m2 + mg = 0 or 
m2 +m3 = 1 then the matrix 591 vanishes (is 0 x 0). Therefore the induction step begins 
with 1112 tm3 = 2. In this case, if one of ml or m2 is 0 we again have that 91 disappears. 
Hence we start the induction step by assuming m2 + m3 = 2, and m2 = m3 = 1. Then ‘St 
has the form: 
f’ 0 0 cl 0 0) 
0100c0 
00100c 
- - - - _ - , 
Ax0010 
By0001 
\o 0 1 0 0 a/ 
(2.8) 
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where x, y denote 1 x 1 matrices and A and B are 1 x ml. If B # 0 then diagonalize 
B. Thus 
81- 
110 0 0 c 0 0 0 
0 I 0 0 0 CI 0 0 
001000c0 
0001000c 
- - - - - - - - 
zcx00010 
10y00001 
\o 0 0 1 0 0 0 0 
First, eliminate z by using the 1 at the (6,l) spot. This introduces z at the ($8) spot 
which can be eliminated by an EC3 operation. But then the (3,8) entry becomes i 
which is easily wiped out by an ER3 operation with the help of the c at the (4,8) spot. 
This changes the (3,4) block to - Z. We make this entry into 0 by an EC3 operation, 
which introduces xz and yz at the (5,4) and (6,4) spots respectively. Finally, use the 
1 in the seventh row to wipe out these unwanted entries. Similarly, we get rid of y 
by using the 1 at the (6,1) spot. Next, we eliminate the 1 at the (6,8) spot with the 
help of Type 2 operations. Then it follows that 91 is the direct sum of two copies of 
G ;> and the matrix 
I 0 cl 0 
3,= ( 0 1 0 c - - - - cxo 1 , 
If C = 0, then by Lemma 2.5, Qz is the direct sum of (f f) and copies of (i S) If 
C # 0, first diagonalizing C and then eliminating the 1 in the last column, we see that 
3, is the direct sum of copies of 
(i i) and (i f). 
Hence, this completes the proof in the case where m2 + rn3 = 2 and B # 0. Therefore 
assume from now on that B = 0. If also A = 0 (see (2.8)), then 91 is the direct sum 
of (1, f) and the matrix 
0 
- 
0 
0 
1 
0 
C 
- 
0 * 
1 
0 1 
(2.9) 
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If y = 0 then 93 is the direct sum of 
by Lemma 2.5. If y # 0 then make it 1 and use it to eliminate x. This changes the 
(3,4) spot to x, and as we did before we get rid of x without disrupting the rest of the 
matrix. Next, we eliminate the 1 at the (4,4) spot through a Type 2 operation. Then 
93 is the direct sum of 
This completes the proof in the case A = 0. Therefore we assume from now on that 
A # 0. We diagonalize A and get 
11 0 0 0 c 0 0 0 
0 z 0 0 0 cz 0 0 
001000c0 
0001000c 
- - - - - - - - 
10x00010 
00y00001 
\o 0 0 1 0 0 0 0 
An EC3 operation gets rid of x by using the 1 at the (4,l) spot. Next, a Type 2 
operation on the second row (using the (5,l) block) eliminates the 
Then 4 is equivalent to the direct sum of (i i) and copies of (i 
0 1 0 c 
1 at the (5,7) spot. 
f > and the matrix 
Then ‘9~ is the direct sum of 
( ) 
f s ,(1 f) or two copies of (i f) depending on 
0 1 
whether or not y equals to zero. This completes the proof of the Lemma 2.7 in the 
case m2 + ms = 2. 
Now, assume that the lemma is true for 2 5 m2 + ms <u. We will show that it is 
true when m2 + m3 = u. Suppose first that Bi = 0 (see (2.6)). 
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If also Ai = 0, then copies of (k f ) split off from $9,. Call the remaining matrix 
‘I 
0 
A2 
B2 
.O 
CI 
0 
- 
I 
0 
0 
0 
Cl 
-1 
0 . 
I 
0 
Again there are two cases. If B2 = 0, then copies of 
i - 0 1 - 0 c1  
split off from 95, and the rest of 5% is 
‘I cl 
- _ 
,A2 I ). 
(2.10) 
Claim 1. 96 is equivalent o the direct sum of copies of 
In order to prove this claim, I use induction on ma. (recall that A2 is m2 x m2) As 
we did in the beginning of the proof of Lemma 2.7 we can eliminate the case m2 = 0; 
otherwise, this would cause 9~ to vanish. 
Let m2 = 1; then by Lemma 2.5 96 N . We are going to prove the claim 
for the case m2 = m > 1, assuming it is true’whenever m2 <m. Now, write 596 in the 
following form: 
‘1 0 c 0 
0 I 0 cl 
_ __- 
x11 0 1 0 
El E2 0 I 
where Di has size (1 x m2 - 1 ), El has size m2 x 1 and E2 has size (m2 - 1) x (m2 - 1). 
First, we want to eliminate xi 1. Hence assume that xii # 0. Then, by an EC3 operation 
we eliminate xi 1, and in the process, the (1,1) entry is changed to 1 - di 1. Note that 
1 - c?ii is invertible in r, for otherwise c1 =xG1, which is a contradiction since c( $! k. 
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Therefore, multiplying the jirst row by (1 - di I)-’ restores the 1 at the (1,l) spot. 
This changes the (1,3) spot to c(1 -chit)-‘. Now, letting (1 -&ii)-‘=rrr(yt)+y2c, 
with yi, y2 E A, and using the fact that yt + ay2p2 is invertible in A, we see that 
536 - 
1 0 Y27lrh > + (71 + ay2p2k 0 
0 I 0 Cl 
- - - 
0 Q 1 0 
Ei E2 0 Z 
1 0 c 0 
0 I 0 cl 
---- 
0 D1 1 0 
E1 E2 0 I 
(2.11) 
If D1 = 0, then through a Type 1 operation, and using the I at the (4,4) spot, we 
eliminate El without putting extra non-zero entries in the matrix. Then 96 is equivalent 
to the direct sum of 
where E2 has size (m2 - 1) x (m2 - 1). Hence using the induction hypothesis, this 
proves the Claim 1 when D1 = 0. 
On the other hand, if D1 # 0 then we diagonalize D1 in (2.11). Notice that D1 is 
just a row matrix. Then we have 
0 1 0 1 0 0 
x12 x13 E3 0 1 0 
E4 Es E6 0 0 I 
1 ooc 0 0 
0 100 c 0 
0 010 0 cl 
- 
0 001 0 0 
a2x*2 x13 E3 0 1 + a2xi2 0 
E4 Es ~55 0 0 I 
where E3 has size 1 x (m2 - 2), Ed has size (m2 - 2) x 1, E5 has size (m2 - 2) x 1, 
E6 has size (m2 - 2) x (m2 - 2). Next an EC3 operation eliminates Es. This introduces 
a2E4 and a2Es at the ($4) and (6,4) spots, respectively. Then using the 1 in the 
fourth row, we get rid of these unwanted entries. 
Then, by an EC3 operation we change a2xi2 at the (5,l) spot to 1. But this introduces 
-c at the (2,1) spot, which can be eliminated by an ER2 operation. Then we get c2 
at the (2,4) spot. Now using the 1 and c in the second row we get rid of c2; but in 
the process the (5,4), (6,4) spots become a2E3 and c~‘Eg, respectively. These last two 
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entries can be wiped out using the entry 1 at the (4,4) spot. Hence we get 
1 0 0 c 
0 1 0 0 
ooze 0 cl 
Suppose first that 1 + ~1~x12 # 0. Then by ER2 and EC2 operations, we turn 1 + ~1~~x12 
into 1 (in the process xi3 is changed but I still denote it by x13). Now, using this 1 at 
the (5,5) spot and the fact that c2 = xr(pi ) + acp2 we eliminate the 1 at the (1,5) spot 
without disturbing the rest of the matrix. Then 96 is equivalent to the direct sum of 
( 1 0 c 0 0 I 0 cl 
and I---- x13 E4 1 0 E6 E7 0 I 
where E has m2 - 1 rows. By the induction hypothesis 
If, on the other hand, 1 + a2xi2 = 0, then we have 
(1 0 0 c 0 0 1 0 0 c 0 0 
0 1 0 0 c 0 0 I 0 0 cl 0 
0 0 I 0 0 cl 0 0 1 0 0 c 
___--- 
0 0 0 1 0 0 E6 EI 0 0 I 0 
1 xl3 E4 0 0 0 E4 xl3 0 0 0 1 
\O E6 El 0 0 I 0 0 1 0 0 0 
where the combined number of rows of E4 and Eg is m2 - 1, which is less than m2 +m3. 
Note also that 96 is exactly of the same form 31. Thus using the induction hypothesis 
of Lemma 2.7, we complete the proof of Claim 1. 
Now let us continue with the proof of the Lemma 2.7. If B2 = 0, in 9s (see (2.10)) 
Claim 1 completes the proof. So assume from now on that B2 # 0. Then in (2.11) 
95 = 
I 0 CI 0 
0 I 0 cl 
----I 
A2 0 I 0 ’ 
B2 0 0 I 
0 I 0 0 
where A2 has m2 rows and B2 has m3 rows. 
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Claim 2. 9s is equivalent o a direct sum of copies of 
To prove this, use induction on m2 + m3; i.e., the combined number of rows of A2 
and B2. (Recall: we are assuming Bz # 0). We again discard the cases m2 +m3 = 0 or 1 
as we did in the beginning of the proof of Lemma 2.7. If m2 +m3 = 2 then rn2 = m3 = 1 
and so we have 
35 = 
1 0 c 0 
0 1 0 c 
L----l x 0 1 0 y 0 0 1 0 1 0 0 
This is exactly the type of matrix that we have dealt with before (see 33 in (2.9)). 
Now assume that m2 + mg >2 and that our claim is true for the matrices of the same 
form as 95 with combined number of rows of respective blocks smaller than rn2 + m3. 
Since B2 # 0 we diagonalize it: 
(I 0 0 0 cl 0 0 0 
0 I 0 0 0 cl 0 0 
0 0 I 0 0 0 cl 0 
0 0 0 I 0 0 0 cl 
-------- 
D1 02 001000 
El E2 000I00 
I ooooozo 
0 0000001 
0 0I00000 
\O oozoooo 
Next, through an ER3 operation, eliminate El. This introduces El at the (6,7) spot, 
which can be wiped out by an EC3 operation. Then we get -cEt at the (2,7) spot. 
Now, use the cZ in the same column to get rid of -&I. This changes the (2,3) 
block to Er, which can be made zero by an EC3 operation. But then the (5,3) and 
(6,3) blocks are changed to DzEl and E2E1 respectively. Finally we eliminate these 
unwanted blocks with the help of I in the next to last row, without disturbing the rest 
of the matrix. Similarly we eliminate D1. Then through Type 2 operations, we get rid 
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of 1 at the (7,7) spot. Then 935 is the direct sum of copies of 
The last matrix is of the same form as 9s in (2.10), and the combined number of rows 
of 02 and E2 is smaller than m2 + m3. Therefore the induction hypothesis of Claim 2 
concludes the proof of Claim 2. 
We have now proved Lemma 2.7 in case Al = B1 = 0. Still assuming B1 = 0, we 
now suppose that Al # 0 in ‘31. (see (2.6)) Next, diagonalize Al: 
(1 0 0 0 OCIO 0 0 o\ 
0 10 0 0 0 cl 0 0 0 
0 0 10 0 0 0 cl 0 0 
0 0 0 10 0 0 0 cl 0 
31- 
0 0 0 0 10 0 0 Ocl 
---------- 
1 0 FI F2 0 0 0 1 0 0 
0 0 F3 F4 0 0 0 0 1 0 
0 0 F5 F6 0 0 0 0 0 1 
\oo 0 0 10 0 0 0 oj 
First, the blocks F1, F2 are easily wiped out by Type 1 operations without causing any 
change in the rest of the matrix. Then 9 is the direct sum of copies of 
) 1 and 
1 0 0 cl 0 0 
0 10 0 cl 0 
0 0 10 0 cl 
-_____ 
F3 F4 0 0 1 0 
F5 F6 0 0 0 1 
0 0 1 0 0 0 
This matrix has the same form as 31, and the combined number of rows of F3 and 
Fs is clearly less than m2 + m3. By the induction hypothesis (of Lemma 2.7), this 
completes the proof of Lemma 2.7 in the case Bl = 0. 
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Finally, if Bt # 0 (in (2.6)), we diagonalize it: 
HI Hz H3 0 0 0 0 I 0 0 
I 0 H4 0 0 0 0 0 I 0 
0 0 Hs 0 0 0 0 0 0 I 
0 0 0I000000 
\o 0 oozooooo 
By using the I at the (7,l) block we eliminate HI, H4 as before (see the elimination 
of y and z after (2.8)). Next, eliminate the I at the (5,9) spot through Type 2, EC3 
and ER3 operations (see the argument after (2.8)). Then ‘St is equivalent to a direct 
sum of two copies of (i 6) and 
II 0 0 cl 0 0 
0 I 0 0 cl 0 
0 0 I 0 0 cl 
--____ 
Hz H3 0 0 I 0 
0 H5 0 0 0 I 
LO 0 I 0 0 0 
where the combined number of rows of Hs and Hs is less than m2 + m3. Now the 
induction hypothesis (of Lemma 2.7) completes the proof of Lemma 2.7. cl 
Thus we conclude the proof of Theorem 2.2 and hence of Theorem 1.2. 0 
Finally, we prove Theorem 1.3: We see from the statement of Theorem 2.2 that 
the ranks of all indecomposable (A -+ Q)-modules are at most (1,2), and this is in 
complete agreement with the list in the case of separable extension of degree 2 given 
in [14, (3.8)]. Theorem 1.3 now follows from the analysis in [14]. 0 
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