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Abstract
In the present paper, using a A-summation process we give a theorem of the Korovkin type for a sequence of positive linear
operators acting from a weighted space Cρ1 into Bρ2 . We also study the rates of convergence of these operators.
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1. Introduction
The classical theorem of Korovkin [1] on approximation of continuous functions on a compact interval gives
conditions in order to decide whether a sequence of positive linear operators converges to the identity operator. Most
of the classical approximation operators tend to converge to the value of the function being approximated. However,
at points of discontinuity, they often converge to the average of the left and right limits of the function. There are,
however, some exceptions, such as the interpolation operators of Hermite–Fejer [2] that do not converge at points of
simple discontinuity. In this case, the matrix summability methods of the Cesa´ro type are applicable to correct the lack
of convergence [3]. The main purpose of using summability theory has always been to make a nonconvergent sequence
converge. This was the motivation behind Fejer’s famous theorem showing Cesa´ro method being effective in making
the Fourier series of a continuos periodic function converge [4]. In this paper we develop the main aspects of the
Korovkin-type approximation theory with the use of a matrix summability method which includes both convergence
and almost convergence.
Let R and N denote the sets of real numbers and positive integers, respectively. The function ρ is called a weight
function if it is continuous on R and
lim|x |→∞ ρ(x) = ∞ and ρ(x) ≥ 1 (for all x ∈ R).
The space of real valued functions f defined on R and satisfying | f (x)| ≤ M f ρ(x) (for all x ∈ R) is called the
weighted space and denoted by Bρ , where M f is a constant depending on the function f . The weighted subspace Cρ
of Bρ is given by
Cρ =
{
f ∈ Bρ : f is continuous over R
}
.
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It is known [5] that the spaces Bρ and Cρ are Banach spaces with the norm
‖ f ‖ρ := sup
x∈R
| f (x)|
ρ(x)
.
Let A := {A(n)} = {a(n)k j } be a sequence of infinite matrices with non-negative real entries. A sequence {L j} of
positive linear operators of Cρ1 into Bρ2 is called an A- summation process on Cρ1 if
{
L j ( f )
}
is A- summable to f
for every f ∈ Cρ1 , i.e,
lim
k
∥∥∥∥∥ ∞∑
j=1
a(n)k j L j ( f )− f
∥∥∥∥∥
ρ2
= 0, uniformly in n, (1)
where it is assumed that the series in (1) converges for each k, n and f. Recall that a sequence of real numbers
{
x j
}
is
said to be A-summable to L if limk
∑∞
j=1 a
(n)
k j x j = L , uniformly in n [6,7].
If A(n) = A for some matrix A, then A-summability is the ordinary matrix summability by A. If, a(n)k j = 1/k for
n ≤ j < k + n, (n = 1, 2, . . .), and a(n)k j = 0 otherwise, then A-summability reduces to almost convergence [8].
Some unification on Korovkin-type results through the use of a matrix summability method may be found in [9–14].
In [15] we have studied conditions so that
lim
k
∑
j
a(n)k j
∥∥L j f − f ∥∥ρ2 = 0, uniformly in n, (2)
for all f ∈ Cρ1 . The case in which A(n) = I , the identity matrix, was essentially studied in [7], and the present paper
is inspired by [5,13]
In this paper, we establish a theorem of the Korovkin type with respect to the convergence behavior (1) for a
sequence of positive linear operators of Cρ1 into Bρ2 . So the results of type (1) are extensions of type (2). This answers
the question of Professor F. Altomare of University of Bari, Italy, in the affirmative. We also give an estimation of the
rate of convergence of the A-summation process of positive linear operators of Cρ1 into Bρ2 .
Let
{
L j
}
be a sequence of positive linear operators of Cρ1 into Bρ2 such that for each k, n ∈ N∑
j
a(n)k j
∥∥L j (ρ1)∥∥ρ2 <∞. (3)
Furthermore, for each k, n ∈ N and f ∈ Cρ1 , let
A(n)k ( f ; x) :=
∑
j
a(n)k j L j ( f ; x)
which is well defined by (3), and belongs to Bρ2 . Therefore, for each n, k ∈ N
∥∥∥A(n)k ∥∥∥Cρ1→Bρ2 :=
∥∥∥A(n)k (ρ1)∥∥∥
ρ2
= sup
x∈R
∣∣∣∣∣∑j a(n)k j L j (ρ1; x)
∣∣∣∣∣
ρ2(x)
.
2. A-summation process in weighted spaces
In this section, we give the promised results but first we require some lemmas.
Lemma 1. LetA = {A(n)} be a sequence of infinite matrices with non-negative real entries and let {L j } be a sequence
of positive linear operators from Cρ1 into Bρ2 , where ρ1 and ρ2 satisfy condition
lim|x |→∞
ρ1(x)
ρ2(x)
= 0. (4)
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Assume that (3) holds and
sup
n,k
∥∥∥A(n)k ∥∥∥Cρ1→Bρ1 <∞. (5)
If for any s ∈ R,
lim
k
sup
n
sup
‖ f ‖ρ1=1
sup
|x |≤s
∣∣∣A(n)k ( f ; x)∣∣∣
ρ1(x)
= 0, (6)
then
lim
k
sup
n
∥∥∥A(n)k ∥∥∥Cρ1→Bρ2 = 0.
Proof. It follows from (4) that, given ε > 0, there exists a number s0 such that ρ1 (x) ≤ ερ2 (x) for |x | > s0.
Furthermore by the continuity of ρ1/ρ2, there exists H > 0 such that ρ1 (x) ≤ Hρ2 (x) provided |x | ≤ s0. Hence∥∥∥A(n)k ∥∥∥Cρ1→Bρ2 = sup‖ f ‖ρ1=1
∥∥∥A(n)k f ∥∥∥
ρ2
= sup
‖ f ‖ρ1=1
sup
x∈R
∣∣∣A(n)k ( f ; x)∣∣∣
ρ2(x)
≤ sup
‖ f ‖ρ1=1
sup
|x |≤s0
∣∣∣A(n)k ( f ; x)∣∣∣
ρ2(x)
+ sup
‖ f ‖ρ1=1
sup
|x |>s0
∣∣∣A(n)k ( f ; x)∣∣∣
ρ2(x)
≤ H sup
‖ f ‖ρ1=1
sup
|x |≤s0
∣∣∣A(n)k ( f ; x)∣∣∣
ρ1(x)
+ ε
∥∥∥A(n)k ∥∥∥Cρ1→Bρ1 .
Since ε > 0 is arbitrary the result follows from (5) and (6) at once. 
Lemma 2. Let A = {A(n)} be a sequence of infinite matrices with non-negative real entries so that
lim
k
sup
n
∞∑
j=1
a(n)k j = 1. (7)
Let
{
L j
}
be a sequence of positive linear operators from Cρ1 into Bρ2 for which (3) and (5) hold and ρ1, ρ2 satisfy
condition (4). If, for any s ∈ R,
lim
k
sup
n
sup
‖ f ‖
ρ1
=1
sup
|x |≤s
∣∣∣A(n)k ( f ; x)− f (x)∣∣∣ = 0, (8)
then for all f ∈ Cρ1 we have
lim
k
sup
n
∥∥∥A(n)k f − f ∥∥∥
ρ2
= 0.
Proof. Let T j := L j − E where E is the identity operator on Cρ1 , and let
B(n)k ( f ; x) :=
∞∑
j=1
a(n)k j T j ( f (t); x)
which is well defined by (3), and belongs to Bρ2 . Since∥∥∥B(n)k ∥∥∥Cρ1→Bρ1 = sup‖ f ‖ρ1=1
∥∥∥B(n)k f ∥∥∥
ρ1
= sup
‖ f ‖
ρ1
=1
sup
x∈R
∣∣∣B(n)k ( f ; x)∣∣∣
ρ1 (x)
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≤ sup
‖ f ‖
ρ1
=1
sup
x∈R
∣∣∣A(n)k ( f ; x)∣∣∣
ρ1 (x)
+ sup
‖ f ‖
ρ1
=1
sup
x∈R
∣∣∣∣∣∑j a(n)k j f (x)
∣∣∣∣∣
ρ1 (x)
=
∥∥∥A(n)k ∥∥∥
Cρ1→Bρ1
+ sup
‖ f ‖
ρ1
=1
‖ f ‖ρ1
∑
j
a(n)k j
then it follows from (5) and (7) that
sup
n,k
∥∥∥B(n)k ∥∥∥Cρ1→Bρ1 <∞.
Since ρ1 ≥ 1 on R, we have, for any s ∈ R, that
sup
‖ f ‖ρ1=1
sup
|x |≤s
∣∣∣B(n)k ( f ; x)∣∣∣
ρ1(x)
= sup
‖ f ‖ρ1=1
sup
|x |≤s

∣∣∣A(n)k ( f ; x)− f (x)∣∣∣
ρ1(x)
+
∣∣∣∣∣∑j a(n)k j f (x)− f (x)
∣∣∣∣∣
ρ1(x)

≤ sup
‖ f ‖ρ1=1
sup
|x |≤s
∣∣∣A(n)k ( f ; x)− f (x)∣∣∣+ sup‖ f ‖ρ1=1 ‖ f ‖ρ1
∣∣∣∣∣∑
j
a(n)k j − 1
∣∣∣∣∣ .
It follows from (7) and (8) that
lim
k
sup
n
sup
‖ f ‖ρ1=1
sup
|x |≤s
∣∣∣B(n)k ( f ; x)∣∣∣
ρ1(x)
= 0.
Hence the operators B(n)k satisfy the conditions of Lemma 1. So we get
lim
k
sup
n
∥∥∥B(n)k ∥∥∥Cρ1→Bρ2 = 0. (9)
Since ρ1/ρ2 is continuous and (4) holds, there exists a number M > 0 such that supx∈R {ρ1(x)/ρ2(x)} ≤ M . Now
one can get∥∥∥A(n)k f − f ∥∥∥
ρ2
=
∥∥∥∥∥∑
j
a(n)k j L j ( f )− f
∥∥∥∥∥
ρ2
≤
∥∥∥∥∥∑
j
a(n)k j (L j ( f )− f )
∥∥∥∥∥
ρ2
+
∣∣∣∣∣∑
j
a(n)k j − 1
∣∣∣∣∣ ‖ f ‖ρ2
≤
∥∥∥∥∥∑
j
a(n)k j (L j ( f )− f )
∥∥∥∥∥
ρ2
+ M ‖ f ‖ρ1
∣∣∣∣∣∑
j
a(n)k j − 1
∣∣∣∣∣
≤
∥∥∥B(n)k ∥∥∥Cρ1→Bρ2 + M
∣∣∣∣∣∑
j
a(n)k j − 1
∣∣∣∣∣ .
Hence, by (7) and (9), for all f ∈ Cρ1 , we have
lim
k
sup
n
∥∥∥A(n)k f − f ∥∥∥
ρ2
= 0
which completes the proof. 
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Now we present the following main result.
Theorem 3. Let A = {A(n)} be a sequence of infinite matrices with non-negative real entries satisfying (7). Let{
L j
}
be a sequence of positive linear operators from Cρ1 into Bρ2 . Assume that (3) and (4) hold. Then
{
L j
}
is an
A-summation process on Cρ1 , i.e., for all f ∈ Cρ1 ,
lim
k
sup
n
∥∥∥A(n)k f − f ∥∥∥
ρ2
= 0 (10)
provided that
lim
k
sup
n
∥∥∥A(n)k Fν − Fν∥∥∥
ρ1
= 0, (11)
where
Fυ(x) = x
υρ1(x)
1+ x2 , (ν = 0, 1, 2).
Proof. Assume that (11) is satisfied. Observe for each k, n that∥∥∥A(n)k ∥∥∥
Cρ1→Bρ1
=
∥∥∥A(n)k (ρ1)∥∥∥
ρ1
≤
∥∥∥A(n)k ρ1 − ρ1∥∥∥
ρ1
+ 1
≤
∥∥∥A(n)k F2 − F2∥∥∥
ρ1
+
∥∥∥A(n)k F0 − F0∥∥∥
ρ1
+ 1
from which (5) follows. We now prove that condition (8) holds.
Now let f ∈ Cρ1 and |x | ≤ s. We will proceed as in [5]. Since f is continuous on R, given ε > 0, there exists a
δ > 0 such that | f (t)− f (x)| < ε for all t, x with |t − x | < δ.When |t − x | ≥ δ, we get
| f (t)− f (x)| ≤ 2M f ρ1(x)ρ1(t)
= 2M f ρ1(x)F0(t)(1+ t2)
≤ 4M f ρ1(x)F0(t)
(
1+ x2 + (t − x)2
)
= 4M f ρ1(x)F0(t) (t − x)2
(
1+ x2
(t − x)2 + 1
)
≤ Kρ1(x)(t − x)2F0(t),
where Kρ1(x) := 4M f ρ1(x)
{
1+ (1+ x2)/δ2}. So far all t ∈ R and |x | ≤ s, we see that
| f (t)− f (x)| < ε + Kρ1(x)(t − x)2F0(t). (12)
On the other hand we can write∣∣∣A(n)k ( f ; x)− f (x)∣∣∣ ≤ A(n)k (| f (t)− f (x)| ; x)+ | f (x)| ∣∣∣A(n)k (1; x)− 1∣∣∣ .
Hence, by (12) we get
sup
‖ f ‖ρ1=1
sup
|x |≤s
∣∣∣A(n)k ( f ; x)− f (x)∣∣∣ ≤ ε sup‖ f ‖ρ1=1 sup|x |≤s
∣∣∣A(n)k (1; x)∣∣∣+ H1 sup‖ f ‖ρ1=1 sup|x |≤s
∣∣∣A(n)k (F0(t)(t − x)2; x)∣∣∣
+ H2 sup
‖ f ‖ρ1=1
sup
|x |≤s
∣∣∣A(n)k (1; x)− 1∣∣∣ , (13)
where H1 := H1(s) and H2 := H2(s) are positive constants given by H1(s) := sup|x |≤s Kρ1(x) and H2(s) :=
sup|x |≤s | f (x)|. For any s ∈ R one can get
uk,n := sup
|x |≤s
A(n)k (F0(t)(t − x)2; x)
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= sup
|x |≤s
{
A(n)k (t
2F0(t); x)− 2x A(n)k (t F0(t); x)+ x2A(n)k (F0(t); x)
}
≤ sup
|x |≤s
{∣∣∣A(n)k (F2(t); x)− F2(x)∣∣∣+ |2x | ∣∣∣A(n)k (F1(t); x)− F1(x)∣∣∣+ x2 ∣∣∣A(n)k (F0(t); x)− F0(x)∣∣∣}
≤ B
{∥∥∥A(n)k F2 − F2∥∥∥
ρ1
+
∥∥∥A(n)k F1 − F1∥∥∥
ρ1
+
∥∥∥A(n)k F0 − F0∥∥∥
ρ1
}
, (14)
where B := B (s) is a positive constant given by B(s) := max{sup|x |≤s ρ1(x), 2 sup|x |≤s |x | ρ1(x),max|x |≤s x2ρ1(x)}.
Since F0 ∈ Cρ1 and
F0(x)
∣∣∣A(n)k (1; x)− 1∣∣∣ ≤ ∣∣∣A(n)k (F0(t); x)− F0(x)∣∣∣+ A(n)k (|F0(t)− F0(x)| ; x)
it follows from (12), that∣∣∣A(n)k (1; x)− 1∣∣∣ ≤ 1F0(x)
{∣∣∣A(n)k (F0(t); x)− F0(x)∣∣∣+ εA(n)k (1; x)+ Kρ1(x)A(n)k ((t − x)2F0(t); x)} .
Hence we have, for any s ∈ R and for all k, n ∈ N, that
sup
|x |≤s
∣∣∣A(n)k (1; x)− 1∣∣∣ ≤ H4 {∥∥∥A(n)k F0 − F0∥∥∥
ρ1
+ ε
∥∥∥A(n)k (1; x)∥∥∥
ρ1
}
+ H5uk,n, (15)
where H4 = H4(s) := sup|x |≤s {ρ1(x)/F0(x)} and H5 = H5(s) := sup|x |≤s{Kρ1(x)/F0(x)}.
Considering the fact that, for each k, n ∈ N∥∥∥A(n)k (1; x)∥∥∥
ρ1
≤
∥∥∥A(n)k (ρ1; x)∥∥∥
ρ1
=
∥∥∥A(n)k ∥∥∥Cρ1→Bρ1 (16)
and substituting (14)–(16) and (13) we obtain
sup
‖ f ‖ρ1=1
sup
|x |≤s
∣∣∣A(n)k ( f ; x)− f (x)∣∣∣ ≤ H {ε ∥∥∥A(n)k ∥∥∥Cρ1→Bρ1 +
∥∥∥A(n)k F2 − F2∥∥∥
ρ1
+
∥∥∥A(n)k F1 − F1∥∥∥
ρ1
+
∥∥∥A(n)k F0 − F0∥∥∥
ρ1
}
,
where H := max{1+ H2, B (H1 + H2H5) (2+ H2H4)}. Hence, by (5) and (11) we have
lim
k
sup
n
sup
‖ f ‖ρ1=1
sup
|x |≤s
∣∣∣A(n)k ( f ; x)− f (x)∣∣∣ = 0.
So by Lemma 2, one can get, for all f ∈ Cρ1 , that
lim
k
sup
n
∥∥∥A(n)k f − f ∥∥∥
ρ2
= 0
which completes the proof. 
Remarks. We now exhibit two examples of sequences of positive linear operators. The first one shows that Theorem 3
holds but condition (2) does not hold. The second one yields that the classical case [5] for the sequence of positive
linear operators does not work, and yet the present Theorem 3 holds.
Let ρ1 and ρ2 be weight functions satisfying (4). Assume that A =
{
A(n)
} = {a(n)k j } is a sequence of infinite
matrices defined by a(n)k j = 1/k if n ≤ j < n + k, and a(n)k j = 0 otherwise. In this case the A-summability method
reduces to almost convergence.
(a) Let
{
L j
}
be a sequence of positive linear operators from Cρ1 into Bρ2 satisfying (2) and take (u j ) =
{
(−1) j}
observe that u is almost convergent to zero [8], but is not strongly almost convergent [16]. Now define the sequence
{T j } of positive linear operators mapping Cρ1 into Bρ2 by T j ( f ) = (1+ u j )L j ( f ) for all f ∈ Cρ1 then observe that{T j } satisfies the present Theorem 3 but it does not satisfy condition (2).
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(b) Now let
{
L j
}
be a sequence of positive linear operators from Cρ1 into Bρ2 satisfying the classical case
[5] and let (v j ) = (1, 0, 1, 0, . . .) . Observe that v is almost convergent to 1/2 [8], but not convergent. Define
Pj ( f ) = ( 12 + v j )L j ( f ) for all f ∈ Cρ1 . Hence (Pj ) is not convergent but will be almost convergent (i.e., A-
summable) to f.
3. Rate of convergence
In this section, using the modulus of continuity of approximating functions f , we give a quantitative version of
Theorem 3. In this section, motivated by the work of [17], the weight function ρ1 will be defined by ρ1(x) = 1+x2 on
R. Also, we consider the following weighted modulus of continuity wρ1( f, δ) = sup|x−t |≤δ {| f (t)− f (x)| /ρ1(x)}
where δ is a positive constant and f ∈ Cρ1 . It is easy to see that, for any c > 0 and all f ∈ Cρ1 ,
wρ1( f, cδ) ≤ (1+ [c])wρ1( f, δ) (17)
where [c] is defined to be the greatest integer less than or equal to c.
We first need the following
Lemma 4. Let A = {A(n)} and {L j} are the same as in Theorem 3. Assume that the weight functions ρ1 and ρ2
satisfy (4). Let L jϕx and L j F0 be in Cρ1 for each j where ϕx (t) = (t − x)2 and F0(t) = 1. Then, for any s > 0 and
all k, n ∈ N, the inequality
sup
‖ f ‖ρ1=1
sup
|x |≤s
∣∣∣A(n)k ( f ; x)− f (x)∣∣∣ ≤ H
{
sup
‖ f ‖ρ1=1
wρ1( f, α
(n)
k )+
∥∥∥A(n)k F0 − F0∥∥∥
ρ1
}
(18)
holds, where α(n)k =
√∥∥∥A(n)k (ϕx )∥∥∥
ρ1
and H is a positive constant depending on s.
Proof. Using linearity and positivity of A(n)k , for all k, n ∈ N and any δ > 0, we have∣∣∣A(n)k ( f ; x)− f (x)∣∣∣ ≤ A(n)k (| f (t)− f (x)| ; x)+ | f (x)| ∣∣∣A(n)k (F0; x)− F0(x)∣∣∣
≤ A(n)k
(
ρ1(x)wρ1( f, δ
|t − x |
δ
); x
)
+ | f (x)|
∣∣∣A(n)k (F0; x)− F0(x)∣∣∣
≤ ρ1(x)wρ1( f, δ)A(n)k
(
1+
[ |t − x |
δ
]
; x
)
+ | f (x)|
∣∣∣A(n)k (F0; x)− F0(x)∣∣∣
≤ ρ1(x)wρ1( f, δ)A(n)k
(
1+ (t − x)
2
δ2
; x
)
+ | f (x)|
∣∣∣A(n)k (F0; x)− F0(x)∣∣∣
≤ ρ1(x)wρ1( f, δ)
{
A(n)k (ρ1; x)+
1
δ2
A(n)k (ϕx ; x)
}
+ | f (x)|
∣∣∣A(n)k (F0; x)− F0(x)∣∣∣ . (19)
Since ϕx ∈ Cρ1 , for any s > 0 and all k, n ∈ N, we have
sup
‖ f ‖ρ1=1
sup
|x |≤s
∣∣∣A(n)k ( f ; x)− f (x)∣∣∣
≤ H21 sup‖ f ‖ρ1=1
wρ1( f, δ)
{∥∥∥A(n)k ∥∥∥Cρ1→Bρ1 + 1δ2
∥∥∥A(n)k (ϕx )∥∥∥
ρ1
}
+ H2
∥∥∥A(n)k F0 − F0∥∥∥
ρ1
, (20)
where H1 = sup|x |≤s ρ1(x) = 1 + s2, H2 = sup|x |≤s(| f (x)| /ρ(x)). By the hypothesis, for all n, k ∈ N, we obtain∥∥∥A(n)k ∥∥∥Cρ1→Bρ1 ≤ M. Now putting δ = α(n)k =
√∥∥∥A(n)k (ϕx )∥∥∥
ρ1
and by (20) we conclude, for all n, k ∈ N, that
sup
‖ f ‖ρ1=1
sup
|x |≤s
∣∣∣A(n)k ( f ; x)− f (x)∣∣∣ ≤ H
{
sup
‖ f ‖ρ1=1
wρ1( f, α
(n)
k )+
∥∥∥A(n)k F0 − F0∥∥∥
ρ1
}
,
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where H = max{(1+ M)H21 , H2}. 
Theorem 5. Let A = {A(n)} and {L j} be the same as in Theorem 3. Assume that the weight functions ρ1 and ρ2
satisfy (4). Let L jϕx and L j F0 be in Cρ1 , for each j where ϕx (t) = (t − x)2 and F0(t) = 1. If
(i) limk supn
∥∥∥A(n)k F0 − F0∥∥∥
ρ1
= 0
(ii) limk supn(sup‖ f ‖ρ1=1wρ1( f, α
(n)
k )) = 0
then for all f ∈ Cρ1 we have limk supn
∥∥∥A(n)k f − f ∥∥∥
ρ2
= 0.
Proof. By (18) and (i), (ii), we have
lim
k
sup
n
sup
‖ f ‖
ρ1
=1
sup
|x |≤s
∣∣∣A(n)k ( f ; x)− f (x)∣∣∣ = 0.
It follows from Lemma 2, for all f ∈ Cρ1 , that
lim
k
sup
n
∥∥∥A(n)k f − f ∥∥∥
ρ2
= 0
which completes the proof. 
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