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Abstract Studies of the earthquake cycle beneﬁt from long-term time-dependent slip modeling, as it
can be a powerful means to improve our understanding on the interaction of earthquake cycle processes
such as interseismic, coseismic, post seismic, and aseismic slip. Observations from Interferometric Synthetic
Aperture Radar (InSAR) allow us to model slip at depth with a higher spatial resolution than when using
Global Navigation Satellite Systems (GNSS) alone. While the temporal resolution of InSAR has typically been
limited, the recent ﬂeet of SAR satellites including Sentinel-1, COSMO-SkyMED, and RADARSAT-2 permits
the use of InSAR for time-dependent slip modeling at intervals of a few days when combined. With the
vast amount of SAR data available, simultaneous data inversion of all epochs becomes challenging. Here
we expanded the original network inversion ﬁlter to include InSAR observations of surface displacements
in addition to GNSS. In the Network Inversion Filter (NIF) framework, geodetic observations are limited
to those of a given epoch, with a stochastic model describing slip evolution over time. The combination
of the Kalman forward ﬁltering and backward smoothing allows all geodetic observations to constrain
the complete observation period. Combining GNSS and InSAR allows modeling of time-dependent slip at
unprecedented spatial resolution. We validate the approach with a simulation of the 2006 Guerrero slow slip
event. We highlight the importance of including InSAR covariance information and demonstrate that InSAR
provides an additional constraint on the spatial extent of the slow slip.
1. Introduction
For a better understanding of what causes and triggers earthquakes, it is important to study all processes of
the earthquake cycle. One aspect of this is the study of the spatial and temporal interrelation between the
interseismic period, coseismic events and related post seismic signals, as well as aseismic slip processes such
as slow slip events, which also change the surrounding stress ﬁeld.
In the last few decades geodetic observations have proliferated with the development of dense permanent
Global Navigation Satellite Systems (GNSS) networks such as the GPS Earth Observation NETwork in Japan,
the Southern California Integrated GPS Network, the Paciﬁc Northwest Geodetic Array, and the Sumatran
GPS Array, and the acquisition of interferometric synthetic aperture radar (InSAR) data from a large variety
of satellites. Multiple studies have used the high temporal resolution of continuous GNSS stations to model
time-dependent processes including those of slow slip events [e.g., Cervelli et al., 2002; Segall et al., 2006;
Schmidt and Gao, 2010; Radiguet et al., 2011; Bartlow et al., 2014; Ozawa et al., 2007;McGuire and Segall, 2003],
post seismic slip [e.g., Hsu et al., 2006; Kositsky and Avouac, 2010; Miyazaki et al., 2004; Bedford et al., 2013],
and transient deformation [e.g., Mavrommatis et al., 2014]. However, the spatial resolution is dependent on
the local GNSS network and thus GNSS station distribution. In contrast, Interferometric Synthetic Aperture
Radar (InSAR) has a much ﬁner spatial resolution, on the order of meters, but is limited to longer time scales,
with acquisitions every few days at best, and is only sensitive to deformation in the direction of the radar
line of sight. Because of complementary advantages, GNSS and InSAR are often used in a joint framework
[e.g., Pritchard et al., 2002; Simons et al., 2002;Wright et al., 2004].
One way to retrieve the time-dependent history of fault slip is to invert all observations at all epochs simul-
taneously for slip at depth. This can become data and memory intensive, especially when considering vast
amounts of continuous GNSS and InSAR data, the latter of which can be a few millions of observations for
a single track and epoch. Strategies exist to decrease the amount of InSAR data but might not be suﬃcient,
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e.g., uniform grid resampling [e.g., Pritchard et al., 2002], quadtree resampling based on the local variance
[e.g., Jónsson et al., 2002], curvature-based resampling [e.g., Simons et al., 2002], or using resolution-based
resampling [LohmanandSimons, 2005]. Even so, withmany acquisitions the data load can become untenable.
Alternatives to the single inversion approach exist, such as the Principal Component Analysis Inversion
Method (PCAIM) [Kositsky andAvouac, 2010], the combination of a genetic algorithm (GA) and a linear Kalman
ﬁlter (LKF) [e.g., Shirzaei andWalter, 2010], the Network Inversion Filter (NIF) [Segall andMatthews, 1997], and
its modiﬁcation, and the Extended Network Inversion Filter (ENIF) [McGuire and Segall, 2003]. PCAIM relies on
a principal component analysis in the time domain to resolve the surface deformation time series. Temporal
smoothing is controlled by the number of selected PCA components, which follows based on the statistical
reduced chi-square statistics. Shirzaei andWalter [2010] use a randomly iterated search and statistical compe-
tency algorithm, an extension of the genetic algorithm (GA), to obtain the uncertainty of the model at each
epoch and use this as a constraint in linear Kalman ﬁlter prediction. The NIF uses a stochastic description to
describe how slip on the fault or subduction zone interface evolves in time using a Kalman ﬁlter. This has
the advantage that it limits the observations in any single inversion step to those at the current epoch only.
While the NIF and the ENIF use a physical model of the process involved, PCAIM is based on a mathematical
decomposition. Unlike the NIF methods, the PCAIM method is therefore not capable of estimating speciﬁc
terms such as the GNSS local station motion or the GNSS reference frame motion. For all these methods, the
authors suggest the potential of including InSAR data as observations.
In our study we focus on the extension of the NIF (version by Bartlow et al. [2014], which is an expansion of
Segall andMatthews [1997]) to combine GNSS and InSAR observations. The NIF implementation uses Kalman
forward modeling and a backward smoothing operation. After completing both operations, all geodetic
observations will provide a constraint on the slip estimates at all epochs. This is diﬀerent to the GA-LKF
approach [e.g., ShirzaeiandWalter, 2010] that runs forward in timeand is iterateduntil convergence is reached.
The strength of the NIF thus lies in the complementary InSAR and GNSS data sets, where GNSS provides a
high temporal resolution and InSAR gives high spatial resolution. We describe and implement the method-
ology required to include InSAR in the NIF, combined with GNSS. We then demonstrate the procedure on a
synthetic simulation of the 2006 Guerrero slow slip event.
2. Network Inversion Filter
To model time-dependent fault slip, the relationship between fault slip, s, and geodetic observations of sur-
facedisplacements,d, is combinedwith a stochastic descriptionofhowslip evolvesover time. The relationship
between slip and the displacement at the surface follows from elastostatic Green’s functions [e.g., Okada,
1985; Thomas, 1993]. However, surface displacements as observed by geodetic techniques will be contam-
inated by processes including nontectonic deformation, such as motions introduced by soil compaction. In
addition, GNSS reference frame corrections, InSAR orbit errors, and atmospheric delays introduce additional
apparent deformation that must be accounted for.
The observation equation at a time (epoch) tk relates the state vector of unknowns Xk to the observations
dk as
dk = HkXk + 𝝐k, (1)
where Hk is the observation matrix and the observation errors 𝝐k ∼ 
(
0,Rk
)
, with Rk the data covariance
matrix. In addition to geodetic observations from, e.g., GNSS and InSAR, pseudo observations can be included
to enforce spatial smoothing, for example, byminimizing the Laplacian of the slip asmin ||||||𝛁2s|||||| ∼
(
0, 𝜅2I
)
,
where 𝜅 is a scalar determining the amount of spatial smoothing [Segall et al., 2000].
The state transition equation describes how the state vector, Xk , at the current epoch, tk , relates to the state,
Xk+1, of the future at epoch, tk+1.
Xk+1 = Tk+1Xk + 𝜹k+1, with 𝛀k+1 = Tk+1𝛀kTTk+1 + Qk+1, (2)
where Tk+1 is the transition matrix, 𝜹k+1 the process noise ∼ (0,Qk+1), and 𝛀k+1 the prediction
variance-covariancematrix, all at epoch tk+1.𝛀k+1 follows fromerror propagation and combination of the pro-
cess noise variance-covariance matrixQk+1. The form ofQk+1 depends on the nature of the stochastic model.
In section 2.3 we elaborate on this for our application.
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The deﬁnition of the transition matrix depends on the stochastic model. The network inversion ﬁlter (NIF) as
proposed by Segall and Matthews [1997] is designed to detect the departure of slip from steady state, which
we deﬁne to be the interseismic rate. The prior assumption is that the slip acceleration is close to zero, and
can be modeled as a white noise process, with scale parameter 𝜔 as ∼
(
0, 𝜔2
)
. This allows cumulative slip
s since time t0 to be written as
st = v
(
t − t0
)
+Wt, (3)
where v is the interseismic slip rate andWt the accumulated slip deviated from the interseismic rate. The accu-
mulated transient slip is the integral of a randomwalk process Ẇ or twice the integral of a white noise process
with variance𝜔2. The scale parameter𝜔 constrains the temporal smoothing of the slip. Ẇ is the transient slip
rate. For a more complete description of the theoretical basis for the NIF see Segall andMatthews [1997].
Below, we elaborate on the observation equations for GNSS (section 2.1) and InSAR (section 2.2) and describe
how the state variables are assumed to change in time. Finally (section 2.3), we combine bothGNSS and InSAR
and derive the full observation matrix Hk , the observation variance-covariance matrix Rk , the state transition
matrix Tk+1, and the process noise variance-covariance matrix Qk+1. These four matrices completely deﬁne
the linear system.
2.1. GNSS Observation Equation
The GNSS surface displacements, dGNSS, can be written as [e.g., Segall andMatthews, 1997]
dGNSS
(
x, t, tGNSS0
)
= G (x)
[
st − stGNSS0
]
+  (x, t) + F (t) + 𝝐GNSS, (4)
where xdescribes the station location, tGNSS0 is the start of theGNSS time series,G areGreen’s coeﬃcients relat-
ing slip s to surface displacements, stGNSS0
the slip since tGNSS0 , and  are the local GNSS benchmark motions
for each component (East, North, and Up) and every station, modeled as a Brownian random walk with
scale 𝜏 as  = 𝜏 ∫ t0 dw [Langbein and Johnson, 1997]. Note that the benchmark motions represent spatially
incoherent GNSS network displacements and therefore should not include displacements related to Gs.
F is the GNSS reference frame error, where F is a linearized Helmert transformation [e.g., Miyazaki et al.,
2003;Mavrommatis et al., 2014]. is a vector containing the coeﬃcients of the Helmert transformation (trans-
lation, rotation, and scale factors for each component). We assume F to be an identity matrix, and let the
𝜁2 control the variance of the Helmert transformation coeﬃcients. 𝝐GNSS are the GNSS observation errors
∼ (0,𝚺GNSS(t)), where 𝚺GNSS(t) is the GNSS observation variance-covariance matrix at time t.
2.2. InSAR Observation Equation
The InSAR surface displacements,ΔdInSAR, are the diﬀerence in the radar line-of-sight displacements between
two acquisition times, tInSAR0 and t, and for which the observations are with respect to an arbitrary reference
area or pixel [e.g., Hooper et al., 2012; Bekaert et al., 2015a]
ΔdInSAR
(
x, t, tInSAR0
)
= dInSAR (x, t) − dInSAR
(
x, tInSAR0
)
= G (x)
[
st − stInSAR0
]
+ P (t) + 𝝐InSAR, (5)
where tInSAR0 refers to the acquisition time of the ﬁrst SAR image and P =
[
x1, x2,1
]
[𝛼, 𝛽, 𝛾]⊤ is a planar
correction to account for the long wavelength orbit errors in the interferogram between tInSAR0 and t; x1 and
x2 are the InSAR observation geocoordinates converted in a local reference frame (x1, x2 in unit of meters)
where the local origin is deﬁnedwith respect to the center of the InSAR study area. The variation of the planar
coeﬃcients in time is assumed to be uncorrelated between interferograms. 𝝐InSAR are the InSAR observation
errors ∼
(
0,𝚺InSAR(t)
)
, where 𝚺InSAR(t) is the interferogram observation variance-covariance matrix at time
t of the noise. Note that this is the variance-covariance matrix in space and not in time.
2.3. Joint GNSS and InSAR Observation and State Transition Equation
For the derivation of the full observation matrix Hk , assume that the number of GNSS stations, Ns, does not
vary in time. Likewise for the number of InSAR pixels,Np, which is consistent overNI interferograms. Note that
consistent observations over time are not required in order to execute the NIF. After the general derivation of
the observationmatrix we elaborate how tomodifyHk when certain GNSS observations and InSAR pixels are
not available for a given epoch. In our derivation,we also limit thedescriptionbelow tooneGNSSnetwork and
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InSAR track but expandHk to includemultiple InSAR tracks in Appendix A. Combining theGNSS observations,
equation (4),with thoseof InSAR, equation (5), in theobservationequation (1), includingLaplacian smoothing,
at time tk results in
⎡⎢⎢⎢⎢⎢⎣
dGNSS
ΔdInSAR
0
0
0
⎤⎥⎥⎥⎥⎥⎦
tk
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
GGNSS
(
tk − tGNSS0
)
GGNSS 0 I F 0 0
GInSARtk G
InSAR 0 0 0 P −GInSAR
𝛁2 0 0 0 0 0 0
0 𝛁2 0 0 0 0 0
0 0 𝛁2 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦tk
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Hk
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
v
W
Ẇ
L


sInSAR0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦tk
+ 𝝐k, (6)
where ΔdInSAR is a
(
Np × 1
)
vector of InSAR line-of-sight displacements and dGNSS a
(
3Ns × 1
)
vector con-
taining the three-component GNSS displacements since t0. Here we choose to minimize the Laplacian of the
interseismic slip rate (v), transient slip (W), and transient slip rate (Ẇ) separately. Alternative options can be
included, such the slip (s = vt +W) and/or slip rate (ṡ = v + Ẇ). Assuming that the fault is modeled using Nd
dislocation patches, the state vector comprises an interseismic rate vector v, an integrated randomwalk vec-
torW (cumulative slip deviation from the interseismic), and a randomwalk vector Ẇ (transient slip rate)—all
of length Nd . Additional terms are deﬁned in equations (4) and (5). The length of the state vector does not
change and is identical in the state observation and state transition equations. As the transient slip rate does
not have an inﬂuence on the observations, the column in the observation matrix consists of zeros, except for
the Laplacian smoothing included through the pseudo observations. We assume that the InSAR network is
deﬁned or inverted with respect to the ﬁrst acquisition at time tInSAR0 . By doing so, we are able to estimate the
reference slip with respect to tInSAR0 . In cases of isolated networks in time on a single track, the subnetworks
can be regarded as “new” tracks (see Appendix A on how to includemultiple InSAR data sets). Initially, the ref-
erence slip is assumed to be zero or a prior slip is assumed, which is updated to sInSAR0 = vtk +Wk at tk = t
InSAR
0 .
We include the reference slip at the time of the master acquisition by including a set of pseudo observations
in the observation equation as 0 = vtk + Wk − sInSAR0 . This is not shown in equation (6) and only applies at
tk = tInSAR0 . Note that the initialization of the state vector constrains the reference slip in case noGNSS observa-
tions are present prior to the master acquisition. At epochs where the GNSS and InSAR data are not available,
the observation equation (2.3) is modiﬁed by deleting those rows of the data vector and observation matrix
corresponding to the missing GNSS stations or InSAR locations.
The observation variance-covariance matrix follows from the combination of GNSS, InSAR, and the weight of
the Laplacian smoothing, 𝜅2i , assuming all to be uncorrelated with each other as
Rk =
⎡⎢⎢⎢⎢⎢⎢⎣
𝜎21𝚺
GNSS
k 0 0 0 0
0 𝜎22𝚺
InSAR
k 0 0 0
0 0 𝜅21 I 0 0
0 0 0 𝜅22 I 0
0 0 0 0 𝜅23 I
⎤⎥⎥⎥⎥⎥⎥⎦
, (7)
where 𝜎1 and 𝜎2 are scale parameters to account for relative scaling between GNSS and InSAR and to account
for errors in the model. We assume that the observation variance-covariance matrices are well described and
do not require a relative weighting, which allows us to simplify equation (7) with 𝜎 = 𝜎1 = 𝜎2. Note that
the hyperparameter 𝜎 still allows us to account for model errors. For simplicity, we assume the weight of the
Laplacian smoothing to be the same for the interseismic rate, slip, and slip rate; thus , 𝜅=𝜅1=𝜅2=𝜅3. When
GNSS or InSAR data are not available for a given epoch, the data covariance matrix, equation (7), is modiﬁed
by deleting both columns and rows corresponding to those missing GNSS stations or InSAR locations.
In the state transition equation (2), the interseismic slip rate is by deﬁnition constant in time and does not,
therefore, change from epoch tk to tk+1. The transient slip (integrated random walk) at the new epoch,
Wk+1, follows from that of the previous epoch combined with the integration of the random walk between
both epochs as Wk+1 = Wk +
(
tk+1 − tk
)
Ẇk . As indicated before, the GNSS benchmark motion follows a
random walk. The GNSS reference frame correction is assumed to be independent from epoch to epoch
[e.g.,Miyazaki et al., 2003], i.e., white noise ∼
(
0, 𝜁2I

)
, where 𝜁 is a scale parameter of the reference frame
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variance-covariancematrix I

. Similarly, the InSAR orbit (plane) is assumed to bewhite noise∼
(
0, 𝜚2I

)
. In
our approach we invert all interferograms to a common master. While interferograms are correlated in time,
we do not account for this in our model. The full state transition equation can be written as
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
v
W
Ẇ



sInSAR0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦tk+1
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
Xk+1
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
I 0 0 0 0 0 0
0 I I
(
tk+1 − tk
)
0 0 0 0
0 0 I 0 0 0 0
0 0 0 I

0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 I
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦tk+1
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Tk+1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
v
W
Ẇ



sInSAR0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦tk
⏟⏞⏞⏟⏞⏞⏟
Xk
+𝜹k+1, (8)
with 0 a zero matrix, I an identity matrix, both of size
(
Nd × Nd
)
, and I

an identity matrix of size
(
3Ns × 3Ns
)
.
For the process noise variance-covariance matrix, Qtk , we follow, e.g., Segall andMatthews [1997]; Segall et al.
[2000] for the interseismic slip rate, integrated randomwalk, randomwalk, and GNSS benchmarkmotion; and
Miyazaki et al. [2003] for the GNSS reference frame errors. We apply the samemethodology for the InSAR orbit
(plane) with error distribution∼
(
0, 𝜚2I
)
. Like the interseismic slip rate, the reference slip does not change
in time. The full process noise variance-covariance matrixQtk is therefore
Qtk =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 0
0 𝜔2 Δt
3
3
I 𝜔2 Δt
2
2
I 0 0 0 0
0 𝜔2 Δt
2
2
I 𝜔2ΔtI 0 0 0 0
0 0 0 𝜏2ΔtI 0 0 0
0 0 0 0 𝜁2I 0 0
0 0 0 0 0 𝜚2I 0
0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (9)
withΔt =
(
tk+1 − tk
)
. Like before, 0 and I are the zero and identity matrices. The size of I

is (3 × 3), while for
I

the size depends on the parameters included; for example, in case of translation, rotation, and scaling, it
has a size of (7 × 7).
2.4. Kalman Filter and Backward Smoothing Procedure
The full description of the Kalman forward ﬁltering and backward smoothing approach is contained in Segall
andMatthews [1997]. During the forward ﬁltering step, the stochasticmodel is used to predict the state at the
next epoch, X̂k+1∣k , based on the state of the current epoch, X̂k∣k . We use the notation X̂k+1∣k , which reads X̂ at
k + 1 given k and is the state at epoch k + 1 given the data up to epoch k. The prediction is described by the
state transition equation (2)
X̂k+1∣k = Tk+1X̂k∣k,
𝛀k+1∣k = Tk+1𝛀k∣kTTk+1 + Qk+1. (10)
This is followed by an update to the estimated state, by including the observations of epoch k + 1 as
X̂k+1∣k+1 = X̂k+1∣k + Kk+1
(
dk+1 − Hk+1X̂k+1∣k
)
,
𝛀k+1∣k+1 = 𝛀k+1∣k − Kk+1Hk+1𝛀k+1∣k. (11)
The notation X̂k+1∣k+1 now reads X̂ at epoch k + 1 given the data up to epoch k + 1. Kk+1 is the Kalman gain at
epoch tk+1 deﬁned as
Kk+1 = 𝛀k+1∣kHTk+1
(
Rk+1 + Hk+1𝛀k+1∣kHTk+1
)−1
. (12)
The prediction and update procedure is applied in sequence to the whole time series until the observations
of the last epoch, N, are updated, yielding X̂N∣N. At this stage, the estimated state is conditional on the data
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up to that epoch. After performing the backward smoothing operation, where the same recursive prediction
and update structure is used as during the forward Kalman ﬁltering but with time reversed (i.e., starting from
the last epoch), all geodetic observations are used in constraining the state vector at all epochs, yielding X̂k∣N
for all k [Rauch et al., 1965; Segall andMatthews, 1997].
To initiate the Kalman ﬁlter, an a priori estimate of state vector given no data, X̂1∣0, is assumed,which describes
the state at the initial epoch without any constraint from the data. The corresponding uncertainties are
speciﬁed in 𝛀1∣0. Larger uncertainty can be attributed when good a priori knowledge of the state vector
is lacking.
The NIF requires the speciﬁcation of the hyperparameters for spatial and temporal smoothing. These can be
selected through a maximum likelihood grid search, as proposed in the original NIF [Segall and Matthews,
1997], and applied in later studies [e.g., Segall et al., 2000;Bartlowetal., 2011, 2014]. Unlike previous studies,we
include both observations and pseudo observations in the computation of the maximum likelihood. Includ-
ing the pseudo observations introduces a trade-oﬀ between ﬁtting the observations and smoothing, which
otherwise would not be included, leading to a higher likelihood for a rougher solution. Excluding pseudo
observations would therefore lead to a rougher maximum likelihood solution. Once the hyperparameters
have been selected, these can be ingested in a new NIF run.
2.5. Comparing the NIF With the Earlier Implementation
Wemodiﬁed the version of the NIF by Bartlow et al. [2014], which works with GNSS data only, to include also
InSAR data. While the main changes are related to the InSAR data component, we also include the interseis-
mic rate directly in the inverse problem, whereas Bartlow et al. [2014] correct the GNSS observations for the
interseismic slip rate prior to ingestion in the NIF. To assess the impact of our modiﬁcations, we compared
the results of our NIF version and that of Bartlow et al. [2014] when inverting GNSS observations of the 2011
Cascadia Slow Slip Event (SSE). This data set is distributed as test data for the earlier implementation of the
NIF. Overall, we ﬁnd that our implementation does not signiﬁcantly alter the results obtained from the pre-
vious implementation; average transient slip diﬀerences are <1 cm, and slip rate diﬀerences are negligible
(∼0 cm/d).
3. Synthetic Simulation of the Guerrero SSE
Our test data set reﬂects the tectonic setting in southern Mexico (Figure 1), with a simulation of the 2006
Guerrero SSE. Our observations span a duration of 1.8 years, from June 2005 to April 2007, and include an
8month inter-SSE period, prior to the start of the 2006 SSE in February 2006 (1 year duration). We simulate the
SSE, guided by the time-dependent GNSS modeling results of Radiguet et al. [2011], who solved for the slow
slip source time function.We adopt a similar source time parameterization scheme [Liu et al., 2006], where the
location of slow slip initialization and the 0.8 km/d slip propagation velocity is from the best ﬁt GNSS model
by Radiguet et al. [2011]. For simplicity we ﬁx the slow slip rise time, which is estimated to vary between 160
and 200 days [Radiguet et al., 2011], to be 183 days. For the maximum accumulated slip over the duration of
the 2006 SSE, we use the results from Bekaert et al. [2015a], which are similar to other studies of the same
event [e.g., Vergnolle et al., 2010; Radiguet et al., 2011; Cavalié et al., 2013]. A full mathematical description of
our time-dependent slow slip model as a function of the local slow slip start time, local rise time, and local
cumulative slip magnitude is contained in Appendix B. Spatial maps of the local start time, rise time, and
cumulative slip are shown in Figure S5 in the Supporting Information. We deﬁne the interseismic loading
using a back slip formulation [Savage, 1983], where the slip deﬁcit follows from themultiplication of the time
with the MORVEL (Mid-Ocean Ridge VELocity) plate convergence rate of 6.1 cm/yr [DeMets et al., 2010] and a
simulated inter-SSE coupling. The latter only varies with depth; we assume that the fault is freely slipping at
shallow depths (coupling = 0), fully locked in the seismogenic zone between ∼15 and 25 km (coupling = 1),
and that there is a smooth transition region from 25 to 50 km depth, below which the fault is freely slipping.
Weuse the time-dependent cumulative simulated slip (interseismic and slow slip) on the subduction interface
in combination with Green’s functions from triangular dislocations [Thomas, 1993] to infer the displacements
over time at the surface. We use the real GNSS station distribution that was installed in 2006 but limit our-
selves to seven stations, with six in the far ﬁeld (magentamarkers in Figure 1).Wedo this to show the impact of
including InSARmore clearly in a typical region with sparse GNSS coverage. GNSS observations are simulated
every 3 days, with randomwhite noise of 1mmuncertainty for the horizontal displacements and 2mm for the
vertical displacements.We assumeno additional local GNSS stationmotion or reference framemotionbutwill
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Figure 1. Overview map of the Guerrero region, where the seven magenta triangles indicate the location of the
continuous GNSS sites used in our simulation. Black triangles show the other GNSS stations of the network that were
not considered. The red polygon shows the extent of the InSAR track. The gray arrow indicates the MORVEL (Mid-Ocean
Ridge VELocity) relative plate motion of the Cocos and the North America Plate [DeMets et al., 2010], with depth
contours of the subducting slab indicated every 20 km [Pardo and Suárez, 1995; Melgar and Pérez-Campos, 2011;
Pérez-Campos and Clayton, 2014].
still solve for this in our NIF. A time series with the north, east, and up components is shown for selected GNSS
stations in Figure 2a. The location of our simulated InSAR track corresponds to the location of the descend-
ing Envisat track 255 (red polygon in Figure 1) used in earlier slow slip studies over the region [e.g., Bekaert
et al., 2015a; Cavalié et al., 2013]. We ﬁx themaster SAR acquisition to be on 1 June 2005, with a simulated SAR
acquisition every 2 months. We generate 10 interferograms, and include orbit errors by simulating the addi-
tion of a bilinear plane, for which the coeﬃcients are summarized in Table 1. We incorporate the eﬀects of
Figure 2. Overview of the simulated data. (a) Simulated surface displacement time series for the labeled GNSS stations
in Figure 1. (b) Simulated InSAR data, with the simulated tectonic signal, the simulated spatially correlated noise, the
InSAR orbit errors (phase ramps), and the interferograms as input in the NIF. 2𝜋 rad corresponds to 2.8 cm in the radar
line of sight (LOS).
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Table 1. Parameters Used to Simulate InSAR Orbit Errorsa and Spatially Correlated Atmospheric InSAR Noiseb
𝛼 𝛽 𝛾 Lc 𝜎rn
Interferogram Dates (rad/km) (rad/km) (rad) (km) (rad)
1 Jun 2005 to 1 Aug 2005 0.1 0.1 1 50 6.73
1 Jun 2005 to 1 Oct 2005 −0.1 0.1 −1 10 2.24
1 Jun 2005 to 1 Dec 2005 0 0 0 40 6.73
1 Jun 2005 to 1 Feb 2006 0.05 0.05 0.1 1 0.22
1 Jun 2005 to 1 Apr 2006 −0.05 0 0 15 0.34
1 Jun 2005 to 1 Jun 2006 0 0 0 10 2.24
1 Jun 2005 to 1 Aug 2006 0 −0.05 0 5 1.12
1 Jun 2005 to 1 Oct 2006 −0.1 0.05 0 25 5.61
1 Jun 2005 to 1 Dec 2006 0 0.05 0 20 4.49
1 Jun 2005 to 1 Feb 2007 0 0 0 35 5.61
aOrbit errors are modeled as a bilinear plane according to
[
x1, x2, 1
]
[𝛼, 𝛽, 𝛾]⊤.
bSpatially correlated noise is computed according to amethod by Lohmanand Simons [2005], with Lc the exponential
range and 𝜎rn the standard deviation of the uncorrelated noise.
residual atmosphere delays by including spatially correlated noise according to Lohman and Simons [2005],
which varies in magnitude and correlation length for each interferogram as summarized in Table 1. Figure 2b
shows the individually simulated components of the interferogram and the interferograms as input to the
NIF. Our simulated interferograms have similar signal magnitude as processed Envisat data over the region
[Bekaert et al., 2015a].
4. Results
We compare the NIF results when inverting for the GNSS observations only and when jointly inverting GNSS
and InSAR observations. InSAR covariance is often neglected in slip inversion studies. This should be avoided
as spatially correlated atmospheric noise will be treated as if it were a signal. The importance of covariance
information has also been highlighted in other studies [e.g., Lohman and Simons, 2005; Hetland et al., 2012;
Bekaert et al., 2015a;AgramandSimons, 2015; Fattahi andAmelung, 2015]. To demonstrate the impact of InSAR
covariance on the estimated slip, we also include a comparison between results when the InSAR covariance is
included in the inversion andwhen it is neglected. Our variance-covariancematrix is based on an exponential
covariance function [Wackernagel, 2003] with the range and variance the same as those that were used when
simulating the spatially correlated atmospheric noise (Table 1).Wedonot change the initialization of the state
vector parameters between the diﬀerent cases. At t = 0, we assume the interseismic slip rate to be 0 cm/yr
Figure 3. Likelihood surface (−2L) as function of the smoothing hyperparameters in space (𝜅2∕𝜎2) and in time (𝜔2∕𝜎2),
obtained from a grid search. (a) In case of inverting for GNSS observations only, (b) when combining GNSS with InSAR
while neglecting InSAR covariance, and (c) when combining GNSS and InSAR including full variance-covariance
information. Black diamond markers represent the selected maximum likelihood solution, for which the inter-SSE
locking rate is shown in Figure 4b, the cumulative slip in Figure 5b, and the slip rate history in Figure 6. The red circle
marker in Figures 3b and 3c corresponds to the maximum likelihood solution when using only GNSS (Figure 3a).
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Figure 4. Comparison of the inter-SSE locking rate. (a) The simulated rate, (b) the maximum likelihood solutions, and the
residuals with respect to the simulated value. (c) Estimated uncertainties. We show the maximum likelihood solution
when using GNSS alone, and the joint inversion with InSAR, while neglecting and accounting for the InSAR covariance
information.
with a 6 cm/yr uncertainty, the accumulative slip to be 0 cmwith a 1 cmuncertainty, and the transient slip rate
to be 0 cm/dwith an uncertainty of 10−8 cm/d. These parameters are chosen assuming that the observations
start in an inter-SSE period. In our modeling we account only for reference frame translation (east, north, and
up components). A priori knowledge of GNSS reference frame errors [e.g., Wdowinski et al., 1997] and local
station motion errors [e.g., Dmitrieva et al., 2015] can be used to set their uncertainty in the NIF. However, we
choose the reference frame uncertainty (1 mm) and local station motion uncertainty (1 mm yr−0.5) by trial
and error such that local variations are allowed over time, but no tectonic leakage can be observed in time.
This approach is needed for twomain reasons: (1) the SSE is observed at only one GNSS station and therefore
looks like an incoherent motion, while in reality it is a tectonic signal and (2) all GNSS stations are located on
one side of the fault (hangingwall), and therefore, the interseismic slip rate is quasi-uniform andwill be partly
mapped into the GNSS frame motion. We set the uncertainty of the parameters deﬁning the orbital ramp
to be high (e.g., 10 m and 10 m/km), which allows us to accurately ﬁt the best bilinear plane between GNSS
and InSAR. The spatial and temporal smoothing hyperparameters vary between the diﬀerent cases and are
selected though amaximum likelihood grid search [e.g., Segall andMatthews, 1997; Segall et al., 2000; Bartlow
et al., 2011, 2014]. As all GNSS observations are in the reference frame of the hanging wall, we solve for the
interseismic loading in a back slip framework [Savage, 1983]. The transient slip has the opposite sense to the
interseismic slip deﬁcit. To avoid leakage of the interseismic slip rate into the transient slip rate and vice versa,
we enforce a negativity constraint on the interseismic slip rate consistent with the back slip formulationwhile
enforcing a positivity constraint on the transient slip rate. Identical to the approach by Bartlow et al. [2011],
we use the PDCO (primal-dual interior method for convex objectives) package [Saunders, 2015] to optimize
the state vector after imposing the sign constraint. This approach works in two steps. First, the interseismic
slip not well distributed, with only the ACAP station clearly capturing the on their sign constraint [Simon and
Simon, 2010]. Second, we use the PDCO package [Saunders, 2015] to optimize the state vector based on a
covariance-weighted L2-norm minimization of the diﬀerence between the constrained and unconstrained
rates. Due to computation intensity, we do not run the PDCO optimization for the state vector as part of our
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Figure 5. The same as Figure 4 but for the cumulative transient slip between January 2005 and April 2007.
hyperparameter grid search. However, after the maximum likelihood estimation (MLE) of the hyperparame-
ters, we compute theMLE slip solution including the PDCOoptimization. Below, we report on the results from
the maximum likelihood solution for the three deﬁned cases.
4.1. GNSS Only
Figure 3a shows the results of the hyperparameter grid search,with amaximum likelihood value for the spatial
smoothing parameter of 𝜅2∕𝜎2 = 24 ⋅ 10−8, temporal smoothing parameter of 𝜔2∕𝜎2 = 0.24, and estimated
data variance-covariance scaling of 𝜎 = 0.97. As expected, the latter is close to 1, indicating that the inversion
is estimating the model to within expected errors. The results of the maximum likelihood solution after for-
ward ﬁltering and backward smoothing are shown in Figure 4 for the inter-SSE locking rate, Figure 5 for the
cumulative estimated slow slip, and Figures 6–8 for the transient slip rate history.
The coastal GNSS stations are located approximately above the locked part of the subduction interface,
Figure 4a, which is loaded in our simulation at a rate of∼6 cm/yr. We are capable of retrieving this same peak
magnitude of 6 cm/yr. We ﬁnd that the locking rate on the fault is well estimated for patches close to (∼20 km)
the coastal GNSS sites, with a residual that falls within the∼1.5 cm/yr estimated uncertainty (Figure 4c). While
a similar strike-parallel pattern can be observed, we ﬁnd the peak distribution to be located∼10 km shallower
than that in the input simulation. We observe some smearing farther downdip, with an average residual of
∼2.5 cm/yr, which is likely due to the imposed smoothing, to compensate for the overestimation near the
trench. The poor resolution is not surprising given the very sparse GNSS coverage.
Our estimated cumulative slip, Figure 5b, is a smeared version of the simulation, Figure 5a. This is to be
expected, as the GNSS network is not well distributed, with only the ACAP station clearly capturing the SSE
surface displacements. We ﬁnd the peak slip to be underestimated by ∼7 cm, with an average estimated
uncertainty of ∼2 cm (Figure 5c). We also ﬁnd some updip slip residuals introduced by the misestimation of
the inter-SSE loading. The latter also causes the slip uncertainty to grow over time.
We ﬁnd the estimated transient slip rate (Figure 6, second row) to correlate in space and time with the simu-
lation (Figure 6, ﬁrst row). Supporting Information Figure S6 shows the same but for a 9 day interval without
averaging. As for the cumulative slip, we ﬁnd the estimated transient slip rate to be smoother than that of the
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Figure 6. Transient slip rate history between January 2005 and April 2007, with a window each 2 months, averaged over ∼70 days. The (ﬁrst row) simulated slip
rate is compared with the maximum likelihood solution when inverting for (second row) GNSS alone, (third row) the combination of GNSS and InSAR while
neglecting InSAR covariance, and (fourth row) the joint inversion while including the InSAR covariance. The averaging duration is indicated above the panel as
(+ number of days).
simulation. On average, the transient slip rate is underestimated by ∼0.06 cm/d during the transient period
(Figure 7, ﬁrst row). Uncertainties of our estimated transient slip rate are shown in Figure 8 (ﬁrst row).
Figure 9 shows the variance and covariance history between v, W , and Ẇ (red line) for the triangular dis-
location with peak slow slip and for another away from the slow slip region. As expected, we ﬁnd that the
interseismic slip rate is negatively correlatedwith the cumulative transient slip and transient slip rate. Halfway
through the observation period, the covariance between v and Ẇ ﬂattens. This couldmean that once v is well
established by the pretransient data it does not trade oﬀ asmuchwith transient slip. The correlation between
v andW keeps increasing (in absolute value) becauseW integrates any uncertainty in Ẇ . The interseismic slip
rate and its uncertainty are ﬁxed based on the estimate from the last epoch and do not vary when performing
the backward smoothing operation.
Figure 7. Absolute residual between the simulated and estimated slip rate history, when inverting for (ﬁrst row) GNSS only, (second row) combining GNSS and
InSAR while neglecting InSAR covariance, and the (third row) joint inversion while including the InSAR covariance. The panel averaging window is indicated
above the panel as (+ number of days).
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Figure 8. Uncertainty of the transient slip rate history when inverting for (ﬁrst row) GNSS only, (second row) combining GNSS and InSAR while neglecting InSAR
covariance, and the (third row) joint inversion while including the InSAR covariance. The panel averaging window is indicated above the panel as (+ number
of days).
Original observations and those estimated are shown in the Supporting Information (Figure S1). Themodeled
surface displacements ﬁt the observations well, with amean residual of around 0mmand an accuracy similar
to that of the simulated observations: ∼1 mm for horizontal and ∼2 mm for the vertical components.
4.2. GNSS and InSAR (Neglecting Covariance)
Figure 3b shows the results of the grid search for the hyperparameters. The estimated maximum like-
lihood value for temporal smoothing hyperparameter (𝜔2∕𝜎2 = 0.8) is double that of the GNSS case.
Compared to GNSS case, amuch rougher spatial solution is preferred (𝜅2∕𝜎2 = 5 ⋅10−6). We ﬁnd a lower value
for the estimated data variance-covariance scaling, 𝜎 = 0.89, which implies that the model overﬁts the data.
As InSAR covariance information is not included, each of the ∼103 InSAR observations is treated as if it is an
independent observation. A much rougher solution is therefore found for the maximum likelihood solution.
In reality much of this roughness is ﬁtting the spatially correlated InSAR noise from the residual atmosphere.
This results in apparent noise signals that propagate into the slip model. The estimated inter-SSE loading rate
(Figure 4b) shows large residuals underneath the InSAR track, especially toward the downdip extent of the
subduction interface (up to 8 cm/yr).
The cumulative transient peak slip is overestimated by∼3 cm, Figure 5b. Also, large errors relative to the true
input slip with an average of ∼12 cm can be observed at other locations, especially downdip of the slow slip
region. Because the solution is rougher than the GNSS-only solution, we also ﬁnd larger uncertainties for the
estimated cumulative slip. The smallest uncertainty of∼4.5 cm can be found underneath the InSAR track and
GNSS station locations, with larger values with an average of ∼8 cm elsewhere.
The slip rate history (Figure 6, third row) shows much more temporal variation over the whole time period,
even when there is no SSE taking place. These ﬂuctuations reach an average magnitude of ∼0.07 cm/d. Also,
the corresponding uncertainties are larger than when inverting for GNSS alone (Figure 7, second row).
We ﬁnd larger magnitudes for the variance and covariance history (blue line in Figure 9) than when using
GNSS alone. We also observe a correlation between changes in the covariance history and those times when
InSAR data were ingested into the NIF.
We ﬁnd that the GNSS residuals are within the uncertainty bounds of the original simulated observa-
tions (mean residual around 0 mm); see Supporting Information Figure S2a. For the InSAR data, we ﬁnd
an average root-mean-square error (RMSE) of ∼3 rad (or ∼1.3 cm). As we simulated the original tectonic
signal and the InSAR orbit error (phase ramp), a direct comparison can be made with the NIF estimates.
Supporting Information Figure S2b gives the simulated tectonic signal and the misﬁt of the estimation. We
ﬁnd a mean RMSE of ∼0.57 rad (or ∼0.25 cm). The last three interferograms (October 2006, November 2006,
and February 2007) show the largest residuals, with an average of∼1 rad (or∼0.45 cm). Over time, the spatial
pattern of the residuals is enhanced, illustrating that misestimation is integrated over time. We ﬁnd that the
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Figure 9. Time history of the variance and covariance of the interseismic slip rate (v), the cumulative transient slip (W),
and the transient slip rate (Ẇ) for the two locations shown in the overview map. Location a) corresponds to the peak
cumulative slow slip location, and location b) corresponds to a region away from the slow slip zone. The diagonal panels
in Figures 9a and 9b show the time history of the variance for v,W , and Ẇ ; while oﬀ-diagonal panels show the
covariance between each other. Red lines correspond to the NIF inversion when using only GNSS, blue when combining
GNSS and InSAR while neglecting covariance, and green when GNSS and InSAR are combined including covariance
information. Black solid lines represent the instants when an interferogram is formed. The dashed black line indicates
the master acquisition of all interferograms.
orbital planes are well estimated with small residuals, average RMSE of ∼0.7 rad (or 0.3 cm); see Supporting
Information Figure S2b.
4.3. GNSS and InSAR (Including Covariance)
By including the full InSAR variance-covariance information, we ﬁnd that the combined GNSS and InSAR solu-
tion is more similar to the GNSS-only case. This is expected as the InSAR observations add more information
about the spatial extent of the slow slip surface observations. However, the InSAR contribution is down-
weighted andprovides only a lower level constraint [e.g.,Bekaert et al., 2015a], as the simulated slow slip signal
has a correlation length similar to that of the simulated residual atmosphere (i.e.,∼2–50 km). By including the
covariance, we ﬁnd that the estimated data variance-covariance scaling is close to 1, 𝜎 = 0.99. We also ﬁnd
similar hyperparameters to the GNSS-only case.
Overall, an improvement canbeobservedwhen jointly invertingGNSSand InSAR, compared to theGNSS-only
case, while accounting properly for the InSAR covariance information. Apparent noise signals, introduced in
the slip rate history when neglecting the covariance information, are now suppressed (Figure 6). We ﬁnd a
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signiﬁcant improvement in the location and estimation of the peak cumulative transient slip (Figure 5), misﬁt
of <1 cm compared to ∼7 cm for the GNSS-only case, and with a similar uncertainty of ∼2 cm. The inter-SSE
loading is slightlydiﬀerent to theGNSScase (Figure4).Weﬁnda residual rateof up to4.5 cm/yrunderneath the
InSAR track, downdip of the slow slip region. This is likely introduced to compensate for the smeared downdip
slow slip signal. When neglecting InSAR covariance, this residual was signiﬁcantly larger (up to ∼8 cm/yr).
We ﬁnd that the variance and covariance history (green line in Figure 9) tends more toward the GNSS case.
However, a correlation can still be observed between the time of InSAR data ingestion and changes in the
covariance history.
As before, we ﬁnd small residuals for the GNSS and InSAR (Supporting Information Figure S3). GNSS residuals
are within the uncertainty bounds of the simulated data. For the InSAR, we ﬁnd the estimated tectonic signal
and orbital errors with similar magnitudes as when neglecting the InSAR covariance. The misﬁt between the
tectonic simulation and the estimation indicates underestimation of the slow slip signal.
5. Discussion
Our NIF results are a reasonable approximation of the simulated tectonic slow slip signal. We ﬁnd that the
InSAR observations provide an additional constraint on the slow slip signal at the fault interface, which is
underestimated when inverting sparsely distributed GNSS observations only. After performing the backward
smoothing, the NIF is capable of estimating the spatial variation of the transient slip rates at intervals shorter
than the InSARobservations (see Supporting InformationFigure S6).Whencomparingwithour simulation,we
ﬁnd a similar transient slip rate nucleation zone (location diﬀerence <25 km). From visual inspection we ﬁnd
that our NIF results are capable of capturing the propagation of the slow slip over time. In general, we ﬁnd the
transient slip rates to be slightly smoother and consequently with a smaller peak magnitude than simulated.
A more quantitative approach, which could be investigated in future studies, would be to parameterize the
slip history for each of the dislocation patches and then to invert directly for the slow slip nucleation and
propagation speed [e.g., Radiguet et al., 2011].
Our NIF implementation is limited to a single spatial smoothing hyperparameter. We believe that it could be
more appropriate to include a separate smoothing hyperparameter for the inter-SSE locking rate and also
smooth diﬀerently in the dip and strike direction. For example, at subduction zones the interseismic slip rate
is expected to vary with depth with a shorter wavelength than in the along-strike direction. Including an
additional hyperparameter in our current NIF, implementation comes at the cost of an extra dimension to the
grid search. In addition, but beyond the scope of our work, is the inclusion of model uncertainties due to, for
example, fault geometry and elastic structure. For more information on how to handle these in a Bayesian
framework see, for example, Duputel et al. [2014].
With a smaller grid spacing, and with more hyperparameters to solve for, the grid search becomes a
time-consuming operation. An alternative approach to the grid search is included in the Extended NIF by
McGuireandSegall [2003], where the hyperparameters are includeddirectly in the state vector. As in our study,
the hyperparameters remain constant over time. Assuming that constant hyperparameters can be a limita-
tion in a complex time series with a mixture of interseismic, coseismic, post seismic, aseismic, and slow slip
processes. In particular, the rapid displacement change during a short-term SSE might be suppressed due to
temporal smoothing. Developments by Fukuda et al. [2004, 2008] allow for a time-varying temporal smooth-
ing parameter. This is achieved by including the temporal smoothing hyperparameter as stochastic variables
using the Monte Carlo mixture Kalman ﬁlter or the hierarchical Bayesian state space approach. None of the
above NIF modiﬁcations currently include InSAR capability. We believe that our presented methodology can
be adopted straightforwardly into the other methods.
ShirzaeiandBurgmann [2013] used the approachof ShirzaeiandWalter [2010] tomodel time-dependent creep
using surface creep data and an InSAR time series. The latter was preprocessed to integrate both Envisat and
ERS data time series together and also ﬁltered in space and time to reduce the contribution of atmospheric
noise. In their approach a genetic algorithm is used in combination with a linear Kalman ﬁlter. Whereas we
use a backward smoothing step, Shirzaei and Walter [2010] iterate their Kalman ﬁlter several times by using
the estimates at the last epoch as initialization. While no further details are speciﬁed on the implementation
of their method, further diﬀerences are also likely, such as how the relative nature and orbits of InSAR are
handled and how the signal covariance of the observations, if included, is handled in time.
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In our simulation, signiﬁcant spatially correlated atmospheric noise (simulated variance between 1 and 3 cm2,
and correlation lengths up to 50 km) is added. InSAR covariance information is often neglected in tectonic slip
inversion studies. This should be avoided, as spatially correlated noise will be treated as signal. This becomes
of special importance in studies where the tectonic signals have a similar correlation length as the noise, as
is the case for our simulation here. Recently, diﬀerent eﬀorts and promising progress have beenmade on the
quantiﬁcation and construction of InSAR variance-covariance matrices [e.g., González and Fernández, 2011;
Agram and Simons, 2015; Fattahi and Amelung, 2015; Bekaert et al., 2015a]. Future modeling studies should
aim to include InSAR covariance information as part of regular inversion procedures.
The quality of the InSAR observations is expected to improve with more regular SAR acquisitions. Our sim-
ulation included a SAR acquisition every 60 days. With Sentinel 1 acquisitions are currently every 12 days,
which will further decrease to every 6 days once Sentinel 1B is launched. With a swath width of∼250 km and
a spatial resolution of 5 × 20 m, large areas can be covered at high resolution and with short repeat times.
Having a larger amount of independent InSAR observations will lead to a further reduction in the inﬂuence of
atmospheric noise. In addition, atmospheric InSAR noise can be further reduced using tropospheric correc-
tionmethods [e.g.,Doin et al., 2009; Jolivet et al., 2011; Bekaert et al., 2015b, 2015c; Fattahi andAmelung, 2015].
Being able to ingest InSAR data for time-dependent modeling in the NIF could provide invaluable informa-
tion in a variety of applications, such as volcano inﬂation and deﬂation, and fault creep, as well as coseismic
and post seismic events.
6. Conclusions
Vast amounts of geodetic data have been acquired over the last two decades. The acquisition rate will
continue to increase exponentially with further expansion of GNSS networks and the acquisition of InSAR
data from Sentinel 1, NISAR, and ALOS 2. Simultaneous inversion of all geodetic data to solve for the
time-dependent history of fault slip is a computationally intensive process, for which an alternative is the
Network Inversion Filters. Diﬀerent versions exist of this method, but to date, none of these include Interfer-
ometric Synthetic Aperture (InSAR) observations. In this study, we have provided and applied the network
inversion ﬁlter methodology to include InSAR. To validate the approach, we simulated the 2006 Guerrero SSE
for a subset of the existing GNSS sites (mainly far ﬁeld) and for the descending Envisat track 255. We ﬁnd that
GNSS can retrieve the cumulative SSE at approximately the same location as the input simulation, but with
a smaller peak slip, due to spatial smoothing. Inclusion of high-resolution InSAR further improves the recov-
ery of the transient slip. InSAR covariance is often neglected in slip inversion studies. This should be avoided,
as spatially correlated atmospheric noise will be treated as if it was a signal, introducing apparent slip signals
at depth. We compare the joint GNSS and InSAR inversion while neglecting and including InSAR covariance
information. When including InSAR covariance, we ﬁnd a solution that has similar smoothing hyperparame-
ters to that of GNSS.We ﬁnd that InSAR provides an improved constraint with its high-resolution observations
above the slow slip region. Our study demonstrates the use of InSAR data to retrieve time-dependent slip,
which can provide invaluable information for a wide variety of applications.
Appendix A: NIF Model for GNSS andMultiple InSAR Tracks
Here we expand the observation equation to include two InSAR tracks.
⎡⎢⎢⎢⎢⎢⎢⎢⎣
dGNSS
ΔdInSAR,1
ΔdInSAR,2
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎦tk
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
GGNSS
(
tk − tGNSS0
)
GGNSS 0 I F 0 0 0 0
GInSAR,1tk G
InSAR,1 0 0 0 PInSAR,1 −GInSAR,1 0 0
GInSAR,2tk G
InSAR,2 0 0 0 0 0 PInSAR,2 −GInSAR,2
𝛁2 0 0 0 0 0 0 0 0
0 𝛁2 0 0 0 0 0 0 0
0 0 𝛁2 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
tk
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Hk
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
v
W
Ẇ



InSAR,1
sInSAR,10

InSAR,2
sInSAR,20
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦tk
+𝝐k,
(A1)
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Appendix B: Time-Dependent Slow Slip Simulation
Following Liu et al. [2006], we deﬁne the source time function of transient slip rate as
v =
⎧⎪⎨⎪⎩
As in
(
𝜋t
tSSE
)
0 ≤ t < tSSE∕2,
A
2
[
1 + cos
(
2𝜋t
tSSE
− 𝜋
)]
tSSE∕2 ≤ t < tSSE
(B1)
where t is time, tSSE the rise time and duration of the slow slip event, and A the amplitude of the source func-
tion. Herewe assume that the acceleration and deceleration rise time have equal duration. The time evolution
of slip, s, follows from the integration of transient slip rate, where we deﬁne the integration constants and A
such s = 0 at t = tstart and s = sSSE0 at t = tSSE + tstart, leading to
s =
⎧⎪⎨⎪⎩
4sSSE0
𝜋+4
[
1 − cos
(
𝜋(t−tstart)
tSSE
)]
tstart ≤ t < tSSE∕2 + tstart
sSSE0
𝜋+4
[
2𝜋(t−tstart)
tSSE
+ 4 − 𝜋 − sin
(
2𝜋(t−tstart)
tSSE
)]
tSSE∕2 + tstart ≤ t < tSSE + tstart
, (B2)
where tstart is the start time of the slow slip event and s
SSE
0 the cumulative slow slip. Equation (B2) deﬁnes
the slow slip evolution for an arbitrary location as a function of its local slow slip start time, rise time, and
cumulative slip. Anexampleof the time-dependant relationbetween slip rate and cumulative slip is contained
in the Supporting Information Figure S4. Figure S5 gives the spatial maps of the local slow slip start time, rise
time, and cumulative slip as input to our synthetic simulation.
Notation
InSAR Interferometric Synthetic Aperture Radar;
GNSS Global Navigation Satellite System;
k + 1 ∣ k epoch k + 1 given all data up to epoch k;
k epoch k given all data up to epoch k;
𝛼, 𝛽, 𝛾 coeﬃcients of the InSAR orbit error (plane);
𝜹 residual of state vector in the state transition equation;
𝝐
GNSS, 𝝐InSAR GNSS and InSAR observation errors;
 GNSS reference frame coeﬃcients (e.g., translation, rotation, and/or scaling);
 local GNSS benchmark motions for each component (ENU);
 InSAR orbit (plane) coeﬃcients ([𝛼, 𝛽, 𝛾]⊤);
𝛁2 Laplacian operator;
𝛀 s variance-covariance matrix;
I identity matrix;
O zero matrix;
R, 𝚺 total and individual data set observation variance-covariance matrices;
Q process noise variance-covariance matrix;
ΔdInSAR InSAR radar line-of-sight surface displacements
Δt time diﬀerence between epochs
Ẇ slip rate or Randomwalk ∼
(
0, 𝜔2
)
;
𝜅 spatial smoothing parameter;
d observations of surface displacements;
F linearized Helmert transformation matrix of GNSS reference frame;
G Greens coeﬃcients;
H observation matrix;
K Kalman ﬁlter gain;
P InSAR orbit (plane) matrix (
[
x1, x2,1
]
);
s fault slip;
sInSAR0 reference slip at the InSAR reference time;
T state transition matrix;
X state vector;
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 normal distribution;
𝜔 randomwalk-scale parameter controlling temporal smoothing;
𝜎 scaling parameter of the data observation variance-covariance matrix;
𝜏 scale parameter of the Brownian randomwalk of the local GNSS benchmark motion;
𝜁 scale parameter of the GNSS reference frame variance-covariance matrix;
Ns, Np, NI number of GNSS stations, InSAR pixels on a single track, and InSAR interferograms
on a single track
tGNSS0 , t
INSAR
0 GNSS and InSAR reference time;
t time;
v interseismic slip rate;
W integrated randomwalk or cumulative slip deviated from the steady state interseismic slip rate;
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