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A central goal in sensory neuroscience is to fully
characterize a neuron’s input-output relation. How-
ever, strong nonlinearities in the responses of sen-
sory neurons have made it difficult to develop
models that generalize to arbitrary stimuli. Typically,
the standard linear-nonlinear models break down
when neurons exhibit stimulus-dependent modula-
tions of their gain or selectivity. We studied these
issues in optic-flow processing neurons in the fly.
We found that the neurons’ receptive fields are
fully described by a time-varying vector field that
is space-time separable. Increasing the stimulus
strength, however, strongly reduces the neurons’
gain and selectivity. To capture these changes in
response behavior, we extended the linear-nonlinear
model by a biophysically motivated gain and selec-
tivity mechanism. We fit all model parameters
directly to the data and show that the model now
characterizes the neurons’ input-output relation
well over the full range of motion stimuli.
INTRODUCTION
As a key step toward understanding how sensory systems oper-
ate, neuroscientists have long sought to quantify how neurons
respond to arbitrary sensory stimuli. In the classical reverse
correlation approach, a neuron’s response to stimuli is modeled
through a cascade of a linear filter (L) and a static, nonlinear (N)
response function (Marmarelis and Marmarelis, 1978; Dayan
and Abbott, 2001; Wu et al., 2006). The linear stage of such
a linear-nonlinear (LN) model is referred to as the (linear) recep-
tive field of the neuron and has become the quasi-standard char-
acteristic of sensory neurons. Neurons in the visual system are
characterized by their spatiotemporal receptive fields (DeAngelis
et al., 1995; Ringach et al., 1997), those in the auditory system by
their spectrotemporal receptive fields (Aertsen and Johan-
nesma, 1981; Linden et al., 2003). Although these models pro-
vide a robust characterization of sensory neurons, they often
fail to capture the neural responses to arbitrary stimuli (Linden
et al., 2003; Machens et al., 2004; David et al., 2004). One majorreason for such failures is that neurons typically exhibit strong
changes of their gain and selectivity when the stimulus statistics
are altered (Shapley and Victor, 1978; Theunissen et al., 2001;
Lesica et al., 2007). In these cases, the modification of the stim-
ulus statistics leads to a concomitant change in the linear or
nonlinear components of the LN model. Such changes might
occur if the investigated neuron or its presynaptic elements
adapt (Fairhall et al., 2001; Sharpee et al., 2006; Wark et al.,
2007). As an alternative, however, changes in the model compo-
nents could simply be the result of insufficiencies of the LN
model (Borst et al., 2005; Wark et al., 2007; Christianson et al.,
2008).
Here, we studied the input-output relation of large-field,
motion-sensitive neurons in the fly. Neurons involved in large-
field motion processing are generally located at higher process-
ing stages of visual systems, such as area MST in monkeys
(Duffy and Wurtz, 1997, 1991), the accessory optic system in
pigeons (Wylie et al., 1998), or the lobula plate in flies (Hausen,
1984; Krapp and Hengstenberg, 1996). Their large and often
complex receptive fields arise from integration of inputs from
afferent areas and lateral interconnections (Britten, 2008; Borst
et al., 2010). Previous studies of such neurons in the fly have
described the spatial or temporal components of their receptive
fields separately, focusing either on the spatial layout of local
motion sensitivities (Krapp and Hengstenberg, 1996; Krapp
et al., 2001) or on the temporal properties of motion integration
(Bialek et al., 1991; Borst, 2003).
We first determined the full spatiotemporal receptive fields of
these neurons, including potential interactions between spatial
and temporal components. Using novel random motion stimuli
with individually moving dots, we found that the receptive fields
of the investigated neurons are fully described by separate
spatial and temporal components, a result that justifies the
earlier studies. Next, we examined the dependence of the LN
model components on the stimulus strength as controlled by
the density of motion cues. We found that an increase of the
motion cue density leaves the receptive field unchanged but
strongly modulates the gain and selectivity of the static nonline-
arity. To correct for these systematic changes, we developed an
explicitly biophysical model of the neuron’s input-output relation,
describing how the stimulus is transformed into the neural
response. In our model, the modulations of gain and selectivity
are related to changes in the neuron’s membrane conductance
and to unbalanced excitatory and inhibitory synaptic driving
forces. We estimate all the parameters of this biophysical modelNeuron 67, 629–642, August 26, 2010 ª2010 Elsevier Inc. 629
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prediction of responses to varying densities of motion cues
and, thus, generalizes over different stimulus ensembles. Given
that gain changes are ubiquitous in sensory systems (Borst
et al., 1995; Baccus and Meister, 2002; Felsen et al., 2005;
Lesica et al., 2007), our model framework may be applicable to
sensory neurons in other systems, as well.
RESULTS
Responses of Fly Tangential Cells to Sparse and Dense
Motion Stimulation
We recorded the responses of individually identifiable spiking
cells (H1, H2, V1, V2, and Vi) in the lobula plate of the fly while
presenting dynamic motion stimuli. The recorded neurons are
part of a network of about 60 motion-sensitive neurons that are
tuned to specific optic-flow patterns (Hausen, 1984). The motion
sensitivity of these lobula plate tangential cells arises from
dendritic integration of the synaptic inputs from small-field, reti-
notopically arranged, motion-sensitive elements, the so-called
elementary motion detectors (Single and Borst, 1998), or from
lateral interconnections to other tangential cells (Borst et al.,
2010). Their receptive fields resemble the optic-flow patterns
that occur during rotation of the animal around a particular
body axis (Krapp and Hengstenberg, 1996). All recorded cells
are heterolateral neurons that have their dendrite in one lobula
plate and project their axon to the contralateral side. Neurons
H1 and H2 aremainly sensitive to horizontal motion; V1 preferen-
tially responds to frontal downward motion (Krapp et al., 2001).
The cells Vi and V2 are sensitive to both vertical and horizontal
motion within different regions of their receptive field (Haag
and Borst, 2007; Wertz et al., 2009).
In previous studies, the spatial and temporal processing prop-
erties of the fly tangential cells have been addressed separately.
The spatial properties have been characterized by presenting
locally a small dot moving on a circular path (Krapp and Heng-
stenberg, 1996; Krapp et al., 2001). The local preferred direction
and sensitivity was then determined from the neural response,
represented as the direction and length of a vector. Repeating
this procedure for several locations within the visual field yielded
a vector field that describes the arrangement of local preferred
directions and local motion sensitivities. These static receptive
fields suggest that the tangential cells perform a simple template
match, thereby responding preferentially during certain types of
flight maneuvers (Krapp and Hengstenberg, 1996; Franz and
Krapp, 2000). However, this static view neglects the temporal
component of motion processing. Purely temporal aspects of
motion processing have been studied in experiments where H1
was stimulated with a vertical grating that moves horizontally
according to a white-noise velocity profile (Bialek et al., 1991;
Borst, 2003). The temporal filters found in these studies map
the stimulus velocity onto the neural response and give insight
into the dynamic features of H1, while neglecting the spatial
dimension of the receptive field.
In this study, we first addressed both the spatial and dynamic
features of the tangential cells. For this purpose, we presented
global white-noise motion to the fly, while recording the neural
response (firing rate). More specifically, the stimulus comprised630 Neuron 67, 629–642, August 26, 2010 ª2010 Elsevier Inc.several dots, each of which performed a random walk within
the stimulated visual space (see Figures 1A and 1B), guaran-
teeing that the stimulus is spatially uncorrelated. Consequently,
at each time point, several positions were simultaneously
stimulated. To study the impact of the stimulus strength on the
cells’ properties, we varied the number of motion cues in each
recording: during sparse motion presentation, only six dots
were shown, while the dense motion stimulus comprised 120
dots. Both stimulus conditions are displayed in Figures 1A and
1B along with example responses of a single H1 neuron.
Among the recorded cell types, the tangential cells H1 and Vi
exhibited the highest mean firing rates during sparse and dense
motion presentation (Figure 1C). Generally, an increase in the
motion density resulted in significantly higher mean firing rates,
with an almost 2-fold increase for the H1 neuron. To evaluate
the response reliability to repeated presentations of the same
stimulus, we measured the signal-to-noise ratio for firing rates
binned in 5 ms (Borst and Theunissen, 1999). Among all cells,
H1 responded most reliably, both during sparse and dense
motion (Figure 1D). Both H1 and Vi exhibited a significant
increase of the response reliability during dense motion.
Dynamic Receptive Fields of Optic-Flow
Processing Neurons
To characterize both the spatial and temporal properties of
large-field optic-flow processing neurons, we adopted the
linear-nonlinear (LN) model (see Figure 2A). The first stage of
the LN model consists of a set of linear filters, processing hori-
zontal or vertical motion at each spatial location, which thereby
capture both the temporal and spatial properties of the studied
neuron. The output of the linear stage is then summed and fed
through a static nonlinearity. This nonlinearity can be interpreted
as the neural input-output relation that transforms the filtered
local dot velocities to the firing rate.
For the Brownian motion stimulus, we defined the velocity of
a dot as its positional changewithin two successive frames times
the frame rate. The linear stage of the LN model attributes to
each position two components weighting the local horizontal
and vertical velocity. These two components can be represented
as a two-dimensional vector. Intuitively, the direction of this
vector indicates the local preferred direction and its length the
cell’s local motion sensitivity. Considering all positions in visual
space finally yields a vector field, describing the preferredmotion
pattern of the cell. However, since the linear stage also com-
prises a temporal component, it becomes a time-varying vector
field (see Figure 2A), which we refer to as dynamic receptive field
(DRF). In its discrete form, the DRF consists of a temporal series
of vector fields. To estimate the DRF of the investigated neurons,
we applied least-squares techniques that account for the
high stimulus dimensionality (Bishop, 2008) (see Experimental
Procedures).
Figure 2B depicts the DRF of the Vi neuron, estimated for
sparse motion. Starting from 45 ms preceding the predicted
response bin, Vi exhibits an increasing sensitivity to a rotational
optic flow, which then vanishes in the last frame. The vector
fields from 45 to 15 ms strongly resemble the optic-flow
pattern as induced by a self-rotation around a rotation axis
pointing toward an azimuth and elevation angle of about 43
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Figure 1. Tangential Cell Responses to the
Brownian Motion Stimulus
(A and B) Frames of the Brownianmotion stimulus
alongwith responses of the H1 neuron. The Brow-
nian motion stimulus comprises several dots that
randomly move across the stimulated visual
space covering 242 in azimuth and 96 in eleva-
tion direction. The fly faced the center point (0,
0). In the sparse motion stimulus condition, six
dots were shown (A), compared to 120 dots in
the dense motion condition (B). Sparse motion
elicits weaker and less reliable responses. The
repeated spike responses are represented in
a raster plot (top) and in a trial-averaged peristi-
mulus time histogram (PSTH); the gray shading
depicts the standard deviation of the PSTH.
(C) Mean firing rates of the five recorded neu-
rons. Presentation of the dense motion condition
(Dense, red) elicited higher firing rates than sparse
motion (Sparse, blue). Error bars denote the SEM.
Significant differences (based on a paired t test)
are indicated by asterisks (*p < 0.05, **p < 0.01,
***p < 0.001).
(D) Reliability of responses to sparse and dense
motion. An increase of the density of the pre-
sented motion cues results in an increase of the
reliability. Reliability was calculated as the
signal-to-noise ratio for firing rates binned in
5 ms. Error bars represent the SEM (**p < 0.01).
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instead of a whole series of vector fields, a single spatial and
temporal component might be sufficient to fully capture the
spatiotemporal properties of Vi: a single vector field or static
receptive field indicating the preferred optic-flow pattern and
a temporal filter modulating this spatial component in time.
In this case, the DRF is formally described by the product of
a single spatial and temporal component (Figure 3A), i.e., it is
space-time separable. This would imply that the dynamic pro-
cessing properties are independent of the location in the recep-
tive field and that the vector orientations, i.e., the local preferred
directions, do not change over time.
To test whether the DRFs of the tangential cells are indeed
space-time separable, we first determined for each studied
cell the components of the LN model and then compared the
performance of the unmodified full DRF to the product of its
most significant spatial and temporal component (see Experi-
mental Procedures). The quality of a given DRF was quantified
by the predictive power, defined as the percentage of the stim-Neuron 67, 629–642ulus-related response captured by the
model (Sahani and Linden, 2003). Fig-
ure 3B shows the predictive power
values for the sparse motion stimulus.
For all five cells, separating the DRF into
a single spatial and temporal component
even increased the performance of the
model. The same result was also found
for dense motion (Figure S1A). Hence,
a spatial receptive field and a temporal
filter are sufficient to describe the linearcomponent of the LN model. As demonstrated in Figure S1B,
including more than one spatial and temporal component,
the model performance starts decreasing. This reduction of
the predictive power is explained by the fact that through the
increase of parameters the model becomes more prone to
over-fitting.
Figures 3C and 3D show the spatial and temporal components
of a single H1 and Vi cell. In general, H1 is mainly sensitive to
back-to-front motion in the left visual hemisphere (negative azi-
muth angles). However, the response strength depends on the
location and is strongest in frontal regions around the equator
(Figure 3C, left). The spatial component of H1 is similar to the
static receptive field (spatial map of local preferred directions)
as determined in a previous study (Krapp et al., 2001). The spatial
component of Vi (Figure 3D, left) is similar to the vector fields
at 45 to 25 ms of the DRF presented in Figure 2B. The
temporal components of H1 and Vi both peak at 25 ms (Fig-
ures 3C and 3D, middle), and then decay to zero for increasing
negative time points., August 26, 2010 ª2010 Elsevier Inc. 631
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Figure 2. Dynamic Receptive Field of Vi
(A) Diagram of the linear-nonlinear (LN) model
adopted to optic-flow processing neurons. The
LN-model was estimated on a parameterized
version of the stimuli specifying for each time point
and dot a horizontal and vertical velocity value.
First, the (velocity) stimulus is passed through a
spatiotemporal linear filter, represented as a time-
varying vector field (dynamic receptive field, DRF).
The output of the DRF is finally mapped by a static
nonlinearity onto the firing rate.
(B) DRF of the Vi neuron. The DRF was estimated
for a firing rate binned in 5 ms. The DRF exhibits
from 45 ms on an increasing sensitivity to a rota-
tional optic-flow pattern, vanishing at 5 ms. (For
visibility, only every second kernel frame is shown.)
The time lags indicate the time relative to the
response bin to be predicted.
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(input-output relation) to the firing rate (see Figure 2A). H1
exhibits a sigmoidal nonlinearity with a decreasing slope for
small and large input values (Figure 3C, right). In contrast, the
input-output relation of Vi is rather linear (Figure 3D, right).
The Input-Output Relation Depends on Motion Density
To study whether the receptive fields of the tangential cells
depend on stimulus strength controlled by the density of the
motion cues, we systematically compared the responses of
a neuron to both sparse and dense Brownian motion stimuli.
To test for changes in the spatial components of H1, we calcu-
lated the mean motion sensitivity as a function of the azimuth
angle for both stimulus conditions. As shown in Figure 4A (left),
the tuning of the mean motion sensitivity is slightly sharper for
dense motion when compared to sparse motion. To quantify
the effect of the motion density on the spatial component of Vi,
we averaged the motion sensitivities along a circular path that
was centered on the midpoint of the rotational flow field of Vi
(see inset Figure 4B, left). Vi’s motion sensitivity is only weakly
modulated by the number of motion cues. Similarly, the spatial
components of the remaining tangential cells are only slightly
affected by changes in the motion density (see Figures S2A–
S2C, left).
Figure 4A (middle) depicts the temporal components of the
H1 neuron for both stimulus conditions, when averaged over
all H1 recordings. During dense stimulation, H1 integrates
over a slightly shorter stimulus history. Similarly, the temporal
components of Vi (Figure 4B, middle) and the tangential cells632 Neuron 67, 629–642, August 26, 2010 ª2010 Elsevier Inc.H2, V1, and V2 are only weaklymodulated
by the motion density (see Figures S2A–
S2C, middle).
The finding that the linear component of
the LN models is only weakly affected by
the motion density implies that a DRF
estimated for dense motion should also
perform well for predicting the neural
response to sparse motion. Indeed, we
found that exchanging the spatial and/ortemporal component determined for sparse motion with the
respective component(s) for dense motion reduces the predic-
tive power of H1 and Vi (Figures S2D and S2E) only slightly.
Figures 4A and 4B (right) show the static nonlinearities of the
LN models for H1 and Vi averaged over all recordings for both
stimulus conditions. Compared to the spatial and temporal com-
ponents, the static nonlinearities exhibit pronounced changes:
for dense motion, the slope of these nonlinearities decreases
strongly. Since the reduction of the slope lowers the neural
gain, the larger input range during dense motion (along the
x axis) is mapped onto a response interval (along the y axis)
comparable to that for sparse motion. For the other cells, the
gain was likewise significantly reduced for stimuli with higher
motion density (Figures S2A–S2C, right).
To quantify these changes, we fitted for each neuron a half-
wave rectifier to the static nonlinearity (see inset Figure 4C and
Experimental Procedures). The gain of each cell was then quan-
tified as the slope of the half-wave rectifier. For all cells, the gain
was significantly reduced by a factor of 3.3 to 4.4 when using the
dense rather than sparse motion stimulus (Figure 4C).
Further investigation shows that the gain change with motion
density is mostly divisive, i.e., it can be explained by rescaling
or stretching the x axis: if f(x) describes the nonlinearity for sparse
motion, a divisive modulation of the input-output relation by the
increased motion density can be expressed as f(x/d) (see
Figure 4E, Divisive Modulation). Figures 4A and 4B (right) show
rescaled versions of the nonlinearities of H1 and Vi for sparse
motion (blue dashed lines). These rescaled nonlinearities for
sparse motion are similarly shaped as the original nonlinearities
A B
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Figure 3. Space-Time Separated Dynamic Receptive Fields of an H1 and Vi Neuron for Sparse Motion
(A) We separated a single spatial and temporal component from the linear DRF, and then approximated the DRF as a product of these components.
(B) Predictive power values for the sparse motion condition. For all neurons, the predictive power of the space-time separated DRF (Separated) is higher than for
the full DRF (Full). The error bars denote the SEM. (The predictive power values for dense motion stimulation are shown in Figure S1A.)
(C and D) Components of the linear-nonlinear (LN) model for a single H1 and Vi cell estimated for sparse motion. (Left) Spatial component of the H1 and Vi cell.
(Middle) Temporal components of H1 and Vi. (Right) Static nonlinearities for H1 and Vi. The Vi cell is the same as shown in Figure 2B.
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H1, the nonlinearity for dense motion is shifted to the left. Such
an additive modulation of the input-output relation can be
expressed as f(x + d) (see Figure 4E, Additive Modulation). The
shift of the nonlinearity lowers the selectivity of the neuron so
that even weaker stimuli, e.g., those that only poorly match the
receptive field, are sufficient to elicit a response. We quantified
this neural selectivity as the offset of the fitted half-wave rectifier
(see inset Figure 4C and Experimental Procedures). For compa-
rability, the selectivity for sparsemotion is defined as the offset of
the rescaled nonlinearity (blue dashed lines in Figures 4A and 4B,
right). All cells showed a significant reduction of their selectivity
(Figure 4D). The selectivity of H1 and V2 was decreased by
a factor of 2.1, whereas Vi only showed a reduction of its selec-
tivity by a factor of 1.2.
Biophysical Model for the Input-Output Relation
To unravel the biophysical mechanisms that could underlie
the observed divisive and additive modulation of the static
nonlinearities, we extended the LN model to incorporate explicit
biophysical elements. To develop this biophysical model, we
described the fly tangential cells as finite cables integrating
the synaptic inputs provided by presynaptic, retinotopically
arranged elementary motion detectors (see Experimental Proce-
dures). These local motion-sensitive elements are well describedby the Reichardt model (Reichardt, 1961). A single Reichardt
detector comprises two subunits whose outputs are finally sub-
tracted from each other. In each subunit, the incoming lumi-
nance signal is delayed through low-pass filtering and multiplied
with the high-pass-filtered signal of the second subunit. Experi-
mental studies demonstrated that the subtraction is biophysi-
cally implemented via an excitatory and inhibitory synapse con-
necting each subunit to the dendrite of a tangential cell (Single
et al., 1997).
For the biophysical model, we simulated the motion process-
ing of the local motion detectors presynaptic to the tangential
cells by feeding the presented luminance stimuli through a 2D
array of horizontally and vertically tuned Reichardt detectors
(RDs in Figure 5A). The processing by the Reichardt detector
array can be viewed as an alternative approach for estimating
the local velocities of the moving dots, which, for the LN model,
were determined by explicitly attributing to each dot a velocity
vector (given by the dot’s displacement within two successive
frames). However, the Reichardt detector array additionally
allows us to incorporate the conductances of the excitatory
and inhibitory synapses between the presynaptic motion ele-
ments and the tangential cells.
The output signals of the Reichardt detectors are filtered using
a space-time separated dynamic receptive field (DRF in Fig-
ure 5A). We interpret the horizontal and vertical vector elementsNeuron 67, 629–642, August 26, 2010 ª2010 Elsevier Inc. 633
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Figure 4. Changes in the Input-Output Relation Due to an Increase of the Motion Density
(A) Comparison of the spatial (left) and temporal components (middle) and the static nonlinearities (right) of H1 for sparse and dense motion. (Left) Sensitivity
tuning of H1 for sparse (Sparse, blue) and dense motion (Dense, red). We calculated for each azimuth angle the mean motion sensitivity. The resulting tuning
curves were averaged over all H1 recordings (n = 10). The motion sensitivity at a particular position is defined as the length of the corresponding vector in the
spatial component. Error bars denote the SEM. (Middle) Averaged temporal components for sparse (blue) and dense motion (red) of H1 (error bars: SEM). (Right)
Static nonlinearities of H1 averaged over all recordings (error bars: SEM). An increase of the motion density resulted in a decrease of the slope (gain) of the nonlin-
earity, also called a divisive modulation of the nonlinearity. The blue dashed line shows the nonlinearity for sparse motion when rescaled by a factor of 4.6.
Compared with the rescaled nonlinearity for sparse motion, the nonlinearity for dense motion (red) is shifted to the left, also called an additive modulation of
the nonlinearity.
(B) (Left) Spatial sensitivity tuning of Vi for sparse (blue) and dense motion (red). For Vi, we calculated the mean sensitivity for eight sectors of a circle centered at
the point (43,8) (see inset for illustration). Error bars represent the SEM. (Middle) Averaged temporal components for Vi (error bars: SEM). (Right) Averaged
static nonlinearities for Vi (error bars: SEM). The rescaled nonlinearity (blue dashed line) for sparse motion was scaled by a factor of 3.2.
(C and D) The neural gain and selectivity during sparse and dense motion for all recorded fly tangential cells. The gain and selectivity for each recording and
stimulus condition were determined by fitting a half-wave rectifier to the corresponding static nonlinearity. The gain is defined as the slope a (see inset). The neural
selectivity for dense motion is given by the offset q1. For sparse motion, we defined the offset q2 of the rescaled nonlinearity (blue dashed line) as the selectivity.
The relative offset q2 – q1 corresponds to the additive shift of the nonlinearity induced by the increase of the motion density. Error bars denote the SEM.
(The spatial components, temporal filters and static nonlinearities for H2, V1, and V2 are depicted in Figure S2.)
(E) Scheme illustrating the modulations of the static nonlinearity induced by the increase of the motion density. (Top) A divisive modulation of the nonlinearity f(x)
(red) rescales its shape yielding the red curve. Formally this rescaling can be expressed as f(x/d) for d > 1. (Bottom) A leftward shift of f(x) (resulting in the red
curve) is formally given by f(x + d) for d > 0.
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synapses between horizontally or vertically tuned Reichardt
detectors and the tangential cell’s dendrite. The temporal com-
ponent accounts for delays in the motion processing system
and might additionally improve the prediction of the Reichardt
detectors through linear filtering. Convolving the excitatory and
inhibitory Reichardt detector outputs with the dynamic receptive634 Neuron 67, 629–642, August 26, 2010 ª2010 Elsevier Inc.field yields a prediction of the total excitatory and inhibitory
conductance input, gexc and ginh, into the tangential cell’s
dendrite. These conductance inputs are then integrated within
the dendrite of the tangential cell (modeled as finite cable) and
thereby transformed into a prediction of the inflowing current
(Dendritic Integration in Figure 5A). Here, we considered current
instead of voltage, since theoretical studies have demonstrated
AB C D
Figure 5. Biophysical Model for Optic-Flow Processing Neurons
(A) Schematic diagram illustrating the biophysical model. First, the (luminance) stimulus is fed through a two-dimensional array of Reichardt detectors (RDs). The
output signals of the Reichardt detector subunits are filtered with a space-time separated dynamic receptive field (DRF), thereby yielding a total excitatory and
inhibitory conductance gexc and ginh. Dendritic integration of the excitatory and inhibitory inputs in a tangential cell (TC) modeled as finite cable results in a current
that is finally transformed to the firing rate (Response) through a current-discharge curve (Nonlinearity).
(B) The nonlinear dendritic integration enhances the predictive power. The performance of the biophysical model (Dend. Integration, green) is compared to the LN
model (LN, orange) and an alternative model where the dendritic integration was replaced by a weighted linear summation of the Reichardt detector outputs
(Current Injection, blue). All models were trained on the whole data set comprising both dense and sparse motion. For each neuron, the performance increase
of the biophysical model is significant (*p < 0.05, **p < 0.01, ***p < 0.001). The significance of the performance increase was tested by comparing the predictive
power of the control model (Current Injection) with the biophysical model (Dend. Integration, green). Error bars represent the SEM.
(C and D) Static nonlinearities of the biophysical model for H1 (C) and Vi (D). For both neurons, the nonlinearity estimated for both stimulus conditions (black) is
shown together with nonlinearities determined separately for sparse and dense motion (blue and red). The close overlap of the nonlinearities indicates that the
nonlinear dendritic integration indeed compensates for the divisive and additive modulation of the nonlinearity (the static nonlinearities of the biophysical models
for H2, V1, and V2 are depicted in Figure S3). Error bars represent the SEM.
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zone can be studied separately from the spiking mechanism
(Bernander et al., 1994; Koch et al., 1995). With this additional
nonlinear stage, the biophysical model explicitly accounts for
the nonlinearity imposed by the dendritic integration of synaptic
inputs. Finally, the current estimate is transformed into a firing
rate by a static nonlinearity, which, for the biophysical model
corresponds to a current-discharge curve (Nonlinearity in Fig-
ure 5A). As for the classical LN model, the parameters for the
spatial and temporal components, the dendritic integration in
the finite cable, and the nonlinearity were directly derived from
the recorded responses through minimization of an error func-
tion (see Experimental Procedures and Supplemental Experi-
mental Procedures).
To derive a formal expression for the current flowing in
response to a visual stimulus, we assumed that the studied
neurons can be described as finite cables: the excitatory and
inhibitory subunits of the Reichardt detectors project to one
end of the cable, while the spike initiation zone is positioned at
the other end. Moreover, we assumed that the passive dendrite
is separated from the spike initiation zone by a large electrotonic
distance. Since the tangential cells exhibit small time-constantsin the range of a few milliseconds (Borst and Haag, 1996), we
considered only the steady-state current.
The motion prediction by the Reichardt detector array is given
by the difference of the total excitatory and inhibitory conduc-
tance, gexc and ginh: if the Reichardt detector array prediction
was provided as current injections to the dendrite, the inflowing
current would be proportional to the motion prediction x = gexc –
ginh. However, through dendritic integration, x is nonlinearly
transformed to the current Isiz flowing to the spike initiation
zone. This current can be approximated by
IsizðxÞ= z+ Ax
gexc +ginh + c|ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Ibal
+
Dgexc
gexc +ginh + c|ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Idiff
(1)
(A, c, D, and z are parameters independent of synaptic con-
ductances). The first term, Ibal, denotes the current if the
driving forces for excitatory and inhibitory currents are balanced;
the second term, Idiff, denotes the additional excess current flow-
ing if the driving forces are unbalanced; the parameter D is
proportional to the difference of the driving forces. The current
flowing to the spike initiation zone is then transformed intoNeuron 67, 629–642, August 26, 2010 ª2010 Elsevier Inc. 635
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Spatiotemporal Optic-Flow Processinga firing rate by the current-discharge curve f(Isiz) (Nonlinearity in
Figure 5A).
Dendritic Modulation of Gain and Selectivity Improves
Predictions and Generalization
Figure 5B demonstrates that the nonlinear dendritic integration
of synaptic inputs indeed enhances the quality of the model
predictions. We compared the predictive power of the biophys-
ical model with the LN model (green and orange bars in Fig-
ure 5B). Here, the parameters for both models were estimated
(in contrast to Figures 3 and 4) for the whole data set, i.e., for
both sparse and dense motion stimuli. Since the LN model
cannot correct for changes of gain and selectivity by the motion
density, its predictive power dropped significantly compared to
its performance on either sparse or dense motion stimuli (see
Figures 3B and S1A). The biophysical model with the dendritic
integration mechanism significantly raised the predictive power
for all cells. Thus, one biophysical model can predict the neural
response to both sparse and dense motion as well as two LN
models, which we need to compensate for changes in the gain
and selectivity due to the stimulus condition. The biophysical
model is therefore more general than the LN model.
In order to show that the performance increase is due to the
dendritic integration stage, rather than preprocessing of stimuli
by the Reichardt detector array, we constructed an alternative
model where the dendritic integration stage is replaced by
a linear weighted sum of the Reichardt detector array outputs.
Biophysically, this linear summation is equivalent to providing
the synaptic outputs of the local motion detectors as current
injections to the tangential cell’s dendrite. The resulting model
only shows a slight increase in performance when compared
to the LNmodel (blue bars in Figure 5B). Hence, the preprocess-
ing of stimuli by the Reichardt detector array by itself does not
correct for the divisive and additive modulation of the input-
output relation.
This finding is in contrast to the results of experiments where
H1 was stimulated with a grating moving horizontally according
to a white-noise velocity profile. An increase of the amplitude of
the velocity fluctuations reduced the gain of the input-output
relation (Fairhall et al., 2001). For this type of stimuli, the changes
in the gain could be attributed to the intrinsic nonlinearity of the
Reichardt detector (Borst et al., 2005).
Figures 5C and 5D show the current-discharge curves of the
biophysical model for sparse motion, dense motion, and when
both stimulus conditions are treated jointly. The nonlinearities
for H2, V1, and V2 are depicted in Figures S3A–S3C. The strong
overlap of these nonlinearities for all cells demonstrates that the
biophysical model accounts for the changes of the nonlinearities
by the motion density as observed for the LN model (compare
Figures 4A and 4B, right, and Figures 2A–2C, right). Hence, the
modulations of the gain and selectivity can be attributed to
a fundamental biophysical nonlinearity, the dendritic integration
of synaptic inputs.
Dependence of the Tangential Cells’ Response
Properties on Biophysical Parameters
To explain how the biophysical model compensates for changes
in the gain and selectivity of the studied neurons, we again refer636 Neuron 67, 629–642, August 26, 2010 ª2010 Elsevier Inc.to Equation (1). Since each Reichardt detector processes motion
only within a small region of the visual field, a higher motion
density leads to the activation ofmoremotion detectors and their
output synapses. This, in turn, results in increased total conduc-
tances gexc and ginh. An increased motion density, therefore, has
a stronger divisive effect on the balanced current, Ibal: the motion
prediction, x = gexc – ginh, of the Reichardt detector array is
divided by a larger term (gexc + ginh + c) corresponding to a divi-
sive rescaling of x. Hence, the gain (slope) of the input-output
relation mapping local velocities onto the firing rate is reduced.
In contrast, the positive excess current Idiff is enhanced through
an increased motion density. This term can be interpreted as
a depolarizing current lowering the spiking threshold and, thus,
induces a leftward shift of the nonlinearity mapping x onto the
firing rate. The size of the shift depends on D, i.e., the larger
the excitatory compared to the inhibitory driving force, the
more pronounced the leftward shift.
Hence, we hypothesize that an increase of the membrane
conductance underlies a reduction of the gain, while the additive
modulation of the input-output relation relies on the unbalanced
driving forces for the excitatory and inhibitory currents. For
both requirements, there exists strong experimental evidence:
during presentation of a grating moving in the preferred or anti-
preferred direction, the input resistance of a fly tangential cell
drops considerably (Borst et al., 1995). Moreover, motion noise
(incoherently moving dots) was also shown to increase the
membrane conductance (Grewe et al., 2006). Evidence for
a stronger excitatory driving force was provided in Egelhaaf
et al. (1989).
Finally, we asked which parameters in the biophysical model
might underlie properties of the tangential cells such as mean
firing rate, reliability, gain, and shifts in their selectivity due to
changes in the motion density. For this purpose, we correlated
all parameters of the biophysical model with the measured prop-
erties of all 35 recorded neurons. We explicitly searched for
parameters that correlate most strongly with the corresponding
cell property. We found that the parameter A in Equation 1 most
strongly correlates with themean firing rate of the neurons. Phys-
iologically, this parameter is proportional to the product of the
input conductance of the finite cable and the size of the inhibitory
driving force, jEinhj (see Equation 6). Thus, A determines the
amount of current flowing to the spike initiation zone and is there-
fore referred to as transfer current. Assuming that the reverse
potential is approximately constant for all cells, this suggests
that the larger the input conductance, the higher the mean firing
rate of the cell. The reliability of the recorded cells can be best
explained by A/c, which can be interpreted as a measure of
the total synaptic driving force (see Equation 10). Correlating the
reliability with the total synaptic strength and additionally the
transfer current improves the r2 coefficient only by about 2%.
Hence, the reliability is primarily determined by the total synaptic
driving force and not the input conductance. The gain of the
neurons is also best explained by the total synaptic driving force.
Again, the input conductance in form of the parameter A had no
additional significant impact on the correlation. The increase of
the neural selectivity through an increase of the motion density
correlates most strongly with D/A + 1, describing the ratio
of the excitatory and inhibitory driving forces, Eexc/jEinhj (see
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be attributed to the parameters of the biophysical model, which
allow for a physiological interpretation.DISCUSSION
To characterize the response properties of optic-flow process-
ing neurons in the fly, we presented randomly moving dots and
constructed LN models to predict the neural response. In such
an LN model, the neuron is modeled by a linear filter, i.e., its
receptive field, followed by a static nonlinearity. For an optic-
flowprocessing neuron, the linear filter is described by adynamic
receptive field (DRF), i.e., a time-varying vector field. The
dynamic receptive fields of the tangential cells turned out to be
space-time separable: they can be decomposed into a spatial
component (a static receptive field), multiplied by a single
temporal filter, modulating each vector in the same way.
Increasing the stimulus strength (number of moving dots) has
only a weak impact on the spatial or temporal component of the
DRF. However, it changes the nonlinearity of the subsequent
processing stage: increasing the motion density reduces the
slope of the nonlinearity (gain), while increasing its offset (selec-
tivity). Such modulations of the gain and selectivity cannot be
captured by an LN model and, therefore, prevent its generaliza-
tion to arbitrary stimuli. To unravel possible mechanisms under-
lying these changes, we developed a biophysical model: at the
first stage, the luminance stimuli are fed through an array of
Reichardt detectors modeling the processing of local motion
detectors. The outputs of the motion detectors are subsequently
passed through a spatial and temporal filter yielding the total
excitatory and inhibitory conductance of synapses impinging
onto the tangential cell. This linear stage corresponds to the
DRF of the LN model. The following nonlinear stage then inte-
grates the total excitatory and inhibitory conductance resulting
in an estimate of the inflowing current. Finally, this current is
mapped onto the firing rate by a static nonlinearity. As for the
classical LN model, all unknown parameters of the more general
model were directly fit to the recorded data. We found that
explicitly modeling the nonlinearity imposed by dendritic integra-
tion corrects for the modulations of the gain and selectivity by
the motion density. Variations in the gain can be attributed to
changes in the membrane conductance, while changes in the
selectivity are due to an unbalance of excitatory and inhibitory
driving forces on the dendrite. Hence, besides generalizing the
LN model, the new model explicitly implements dendritic inte-
gration and thereby offers a physiological explanation of func-
tional phenomena.Processing of Dynamic Optic Flow Stimuli
We found that the dynamic receptive fields of fly tangential cells
are fully described by a single temporal and spatial component,
i.e., they are space-time separable. This result justifies earlier
studies that either investigated the spatial layout of local
preferred direction neglecting dynamic processing features
(Krapp and Hengstenberg, 1996; Krapp et al., 2001) or merely
focused on the temporal processing properties of the fly neurons
(Bialek et al., 1991; Borst, 2003).The space-time separability implies that the tangential cells
exhibit homogeneous dynamic properties. In contrast, it has
been shown that the responses of neurons in cortical area MST
in monkeys arise from the contribution of fast and slow temporal
components (Duffy and Wurtz, 1997). However, if continuously
varying optic-flow patterns are presented, the fast component
disappears, and the neural responses vary smoothly with the
displayed trajectory (Paolini et al., 2000). Similarly, the lobula
plate tangential cells of flies also encode the degree to which
a given velocity patternmatches the cells’ receptive field. Further
evidence for such a linear encoding of optic-flow by large-field
motion-sensitive neurons has been provided for neurons in the
accessory optic system in pigeons (Wylie et al., 1998).
The finding that the spatial and temporal components
changed only slightly through an increase of the motion density
suggests that the response of the tangential cells depends only
weakly on second-order correlations in the stimulus. This is
surprising given that each of the recorded cells is interconnected
via electrical or chemical synapses to other tangential cells
(Borst et al., 2010). A possible explanation for this finding might
be that incoming synaptic inputs do not nonlinearly interact but
rather sum linearly as might be expected for electrical synapses.
Alternatively, synapses connecting tangential cells might act on
a very small timescale and affect more the exact timing of spikes
than trial-averaged firing rates.
Compared to other sensory systems, the fly tangential cells
behave astonishingly linearly: e.g., natural image statistics has
been shown to change the receptive fields of neurons in V1
(David et al., 2004) as well as their gain (Felsen et al., 2005), indi-
cating that higher-order correlations affect the stimulus process-
ing in visual cortex. Similarly, it has been demonstrated that the
response properties of neurons in the auditory cortex are influ-
enced by interactions in the spectrum of the presented auditory
stimuli (Ahrens et al., 2008).
LN Models and Adaptation
Changes in the components of an LNmodel, as observed for the
input-output relation in this study, are often described as adap-
tations to changes in the stimulus statistics: it is assumed that
a change in the model parameters corresponds to changed
(adapted) parameters in the neurons. However, the presence
of an adaptation mechanism cannot be necessarily deduced
frommodulations of the LNmodel components by the presented
stimulus ensembles. The input-output relation of neurons is typi-
cally highly nonlinear. As shown in Christianson et al. (2008),
sampling a nonlinearity in different regions by changing the stim-
ulus statistics yields different linear approximations. In such
a case, the change in the LN model is not caused by an adaptive
mechanism that accumulates evidence about changes in the
external world on a timescale governed by the stimulus statis-
tics; rather, the input-output relation appears to be changed
simply because the neuron responds differently to various stim-
ulus ensembles due to its inherent nonlinearity. Notably, such
changes happen instantaneously and do not depend on the
stimulus statistics. However, explicitly modeling the involved
nonlinearity should then correct for changes in the LN model
components (Borst et al., 2005; Wark et al., 2007; Ahrens
et al., 2008). Indeed, we found that extension of the LN modelNeuron 67, 629–642, August 26, 2010 ª2010 Elsevier Inc. 637
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integration accounts for the divisive and additive modulation of
the input-output relation of the tangential cells, thus generalizing
the resulting model. This finding suggests that for the presented
stimuli no strong adaption process is at work and that all
changes in the input-output relation happen instantaneously.
Hence, explicitly modeling excitatory and inhibitory input lines
and subsequent dendritic integration in a finite cable might
also allow for other sensory systems to disentangle changes
caused by a fundamental biophysical nonlinearity from changes
by an adaptation process.
Gain Modulation of Spiking Neurons
The biophysical model captures the divisive (gain) and additive
(selectivity) modulation of the input-output relation, thereby
relying on the dendritic integration of synaptic inputs from
local motion detectors in a finite cable. The current flowing in
response to the presented stimuli is then transformed to the firing
rate. Previously, however, it has been stated that, although
changes in the membrane conductance have a divisive effect
on the membrane potential (e.g., Borst et al., 1995), they mainly
act subtractively (or additively) on the neural firing rate (Holt and
Koch, 1997). More recently, it has been shown that an increase
of excitatory and inhibitory synaptic noise can also lead to a divi-
sive modulation of the neural gain of a spiking cell (Chance et al.,
2002). This type of gain modulation results from the combination
of a subtractive shift of the neural input-output relation and the
lowering of the spiking threshold due to the overall increase of
synaptic input noise. A prerequisite of the presented biophysical
model to exhibit a divisive effect on the firing rate is a large elec-
trotonic distance between dendrite and spike initiation zone
(axon). The large electrotonic distance effectively segregates
the neuron into a dendritic and axonal compartment. As shown
in Holt and Koch (1997), if spike initiation zone and dendrite
are not separated (as for a simple integrate-and-fire neuron),
the excitatory and inhibitory conductances have no divisive
effect on the firing rate. Thus, the degree to which a neuron is
electrically separated into a dendritic and axonal compartment
determines how strongly the gain and selectivity are affected
by incoming synaptic inputs. This finding suggests that a pro-
nounced neural compartmentalizationmight be generally advan-
tageous for sensory neurons that need to adjust their dynamic
coding range to the actual stimulus strength as the mean lumi-
nance, contrast, or motion density.
The input conductance of the finite cable (which is propor-
tional to the parameter c in Equation 1) determines how strongly
the gain is modulated by the total synaptic input. Interestingly,
the baseline potential of the tangential cells in tethered flies
has been shown to rise during flight (Maimon et al., 2010). This
potential shift indicates an increased synaptic input to the
tangential cells, thus increasing their input conductance. Conse-
quently, during flight the neural gain might be evenmore strongly
affected by the amount of synaptic input, making the cells highly
sensitive to variations in the strength and density of motion cues.
A Feedforward Model for Divisive Normalization
The divisive modulation of the input-output relation adjusts the
response range of the tangential cells to the global stimulus638 Neuron 67, 629–642, August 26, 2010 ª2010 Elsevier Inc.strength determined by the current motion density. This gain
control mechanism can be interpreted as a normalization of
the summed local dot velocities by the global stimulus strength.
The summed local velocities as computed by the local motion
detectors are thereby divided by the global stimulus strength
as reflected in the total synaptic input from presynaptic motion
detectors. Various studies have pointed out the importance
of divisive normalization for explaining the tuning properties
of cortical visual neurons (Carandini and Heeger, 1994; Rust
et al., 2006), the processing of natural images (Schwartz and
Simoncelli, 2001), and olfactory signals (Borst, 1983; Olsen
et al., 2010). Models for divisive normalization typically assume
that the response of a single neuron to a local stimulus is divided
by the summedpopulation activity, thus accounting for the global
stimulus strength (as, e.g., the mean luminance or contrast) of
the surrounding scene. Shunting through an inhibitory feedback
synapse has been proposed as a possible biophysical imple-
mentation of divisive normalization (Carandini and Heeger,
1994). Recent experimental studies showed that global inhibition
underlies normalization of neurons in hippocampus and somato-
sensory cortex (Pouille et al., 2009) as well as of projection
neurons in the olfactory pathway of flies (Olsen et al., 2010).
To adjust the neural gain by the overall strength of synaptic
inputs, the presented model incorporates a divisive normaliza-
tion mechanism relying on a feedforward architecture. In case
of the tangential cells, the integration of synaptic inputs from
presynaptic detectors already seems to be sufficient to adjust
the neural coding range to the global stimulus strength and,
thus, does not require a further global inhibitory mechanism.
Such a feedforward model for divisive normalization might be
a consequence of the large receptive field size of optic-flow pro-
cessing neurons: the receptive field of a single neuron is already
large enough to reliably estimate the global stimulus strength
without having to rely on the activity of neighboring cells.
In this respect, it would be interesting to investigate how neurons
with large receptive fields in other systems such as cortical area
MST or the accessory optic system in birds adjust their gain to
the global stimulus strength.EXPERIMENTAL PROCEDURES
Visual Stimulation
All stimuli were presented on a cylinder-shaped LED arena allowing for 16
luminance values (cd/m2) at a refresh rate of 200 Hz. The arena has a horizontal
and vertical extend of 242 and 96, respectively. Since the arena is not curved
along the elevation direction, the presented stimuli were distorted along the
vertical axis as if presented on a sphere. In the graphical representations of
the receptive fields, the left border of the arena corresponds to an azimuth
of 121, the lower border corresponds to an elevation of 48. The center
point of the arena surface has azimuth and elevation coordinates of 0 and
0, respectively. Flies were placed in the center of the cylinder with their
head facing this center point.
Preparation and Recording
We extracelluarly recorded the action potentials of fly tangential cells (H1, H2,
V1, V2, Vi) in the lobula plate. The dendrites of all cells were located in the left
lobula plate. The experiments were carried out in 5- to 12-day-old flies (Calli-
phora vicina). Flies were fixed with wax, and their heads were aligned using the
pseudo-pupils in the frontal region of both eyes. To introduce an electrode into
the brain, we opened the head capsule and removed fat tissue and air sacks.
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inserted into the lobula plate, amplified, band-pass filtered, and sampled at
10 kHz. Spikes were detected using a simple threshold algorithm. The neural
response was then binned according to the frame rate of the LED arena and
smoothed using a Gaussian kernel with a standard deviation of 5 ms. In total,
we recorded ten H1, seven H2, four V1, five V2, and nine Vi cells.
Brownian Motion Stimulus
The Brownian motion stimulus consists of n dots randomly moving on the
arena screen. Each dot is represented by a two-dimensional Gaussian with
a standard deviation of 1.5 whose center corresponds to the location of the
dot. The motion of each point follows the formula for Brownian motion: the
azimuth and elevation positions of point k at time point ti+1 denoted by
fk(ti+1) and fk(ti+1) are derived from the previous time point ti according to
fkðti +1Þ=fkðtiÞ+Nð0; sÞ
ﬃﬃﬃﬃﬃ
dt
p
and fkðti + 1Þ=fkðtiÞ+Nð0; sÞ
ﬃﬃﬃﬃﬃ
dt
p
, where Nð0; sÞ
denotes Gaussian noise with mean zero and a standard deviation of s =
20/s. The timestepdtwasset to 5ms. The timeseriesof the azimuth andeleva-
tionpositionswere then low-passfilteredusinga50th-order low-passFIRdigital
filterwith a cutoff frequency, fc, of 20Hz.Wecompared twostimulus conditions:
a sparse and a densemotion stimulus with n = 6 and n = 120 dots, respectively.
Each stimulus lasted for 148 s and was repeatedly presented.
Stimulus Parameterization: From Luminance to Visual Motion
The stimuli were presented to the fly as two-dimensional luminance frames
displayed at a refresh rate of 200 Hz. In its original format, each stimulus is
specified at position ðfi ;qjÞ and time point tk by the luminance value
Sðfi ;qj ; tkÞ. Since the tangential cells are primarily sensitive to motion and
not luminance, we transformed the stimuli from the luminance to the visual
motion space. Parameterizing the luminance value Sðfi ;qj ; tkÞ in terms of
velocity yields two values Vazðfi ;qj ; tkÞ and Velðfi ;qj ; tkÞ specifying the hori-
zontal and vertical speed at location ðfi ;qjÞ. To reduce dimensionality, the
(stimulated) motion space was discretized to an nel 3 naz grid. We chose
nel = 6 and naz = 14. The azimuth and elevation speed of a dot is defined as
its horizontal and vertical displacement within two successive frames times
the frame rate. To parameterize the Brownian motion stimulus, we summed
all azimuth and elevation speeds of dots within each grid square to specify
Vazðfi ;qj ; tkÞ and Velðfi ;qj ; tkÞ. If no dot was present within the considered
square, Vel and Vaz were set to zero.
Estimation of the Dynamic Receptive Field
We adopted the LN model approach for motion-sensitive neurons processing
optic flow. The linear component of the LNmodel of a motion-sensitive neuron
can be represented as a time-varying vector field referred to as dynamic
receptive field (DRF). To predict the neural response, the velocity profiles
Vazðfi ;qj ; tkÞ and Velðfi ;qj ; tkÞ at each location ðfi ;qjÞ were first linearly filtered
with the kernels Hazðfi ;qj ; tkÞ and Helðfi ;qj ; tkÞ and then summed. Time was
discretized according to the frame rate of the LED arena. Assuming that the
DRF has a finite temporal extent of duration Kdt, the convolution of the param-
eterized stimulus with the receptive field can be expressed as
brðtlÞ= r0 + XK
ðk = 1Þ
Xnaz
ði = 1Þ
Xnel
ðj =1Þ
Vazðfi ; qj ; tlk +1ÞHazðfi ; qj; tkÞ
+
XK
ðk =1Þ
Xnaz
ði = 1Þ
Xnel
ðj = 1Þ
Velðfi ; qj ; tlk + 1ÞHelðfi ; qj ; tkÞ
(2)
The scalar parameter r0 denotes a constant offset. brðtlÞ denotes the estimated
response, r(tl) the measured response. The optimal DRF is given by the kernels
Hazðfi ;qj ; tkÞ and Helðfi ;qj ; tkÞ, which minimize the mean-squared error
between the estimated and measured response. To account for the high
dimensionality of the stimulus space, we included a so-called power constraint
into the error function, which enforces the kernel components to be small
(Bishop, 2008). The optimal DRF was calculated using regularized linear
regression (see Supplemental Experimental Procedures).
Space-Time Separation of the Dynamic Receptive Field
We used singular value decomposition to separate the DRF given by
Hazðfi ;qj ; tkÞ and Helðfi ;qj ; tkÞ into a spatial and temporal component. First,we constructed a matrix F in the following way: the elements of Hazðfi ;qj ; tkÞ
and Helðfi ;qj ; tkÞ describing the kth kernel frame were rearranged and
appended to form the kth column vector of the matrix F. Thus, each column
of F corresponds to a time point, whereas each row refers to the specific loca-
tion of an azimuth or elevation weight. Singular value decomposition of the
matrix F yields pairs of normalized spatial and temporal components, each
weighted by a singular value. To decompose the DRF, we set all singular
values, except the largest one, to zero. To normalize the resulting space-
time separated receptive field, we set the largest singular value to 1.
Estimation of the Static Nonlinearity
The shape of the static nonlinearity of an LN model can be estimated from
a calibration plot where the measured responses ri are plotted against the pre-
dicted responses br i (Dayan and Abbott, 2001). We determined the functional
shape of the nonlinearity by first sorting the prediction values in ascending
order and dividing them into groups containing equal number of points.
We then calculated for each group the mean response and mean prediction
value. Finally, we estimated the actual nonlinearity through fitting a sigmoidal
function to the resulting points. The sigmoidal function has three free param-
eters (s, m, s) and is given by
fsigðxÞ= s=

1+ exp
ðm xÞ
s

:
To compare the nonlinearities for different stimulus conditions, the corre-
sponding DRFs were first normalized to have unit variance. The gain a and
offset q of a neuron were determined by fitting the calibration plot with
a half-wave rectifier:
fhwðxÞ=

aðx  qÞ; xR0
0; x<0
Biophysical Model for Optic-Flow Processing Neurons
The biophysical model comprises four stages. (1) First, the luminance stimuli
are fed through a 2D array of Reichardt detectors describing the conductances
of excitatory and inhibitory synapses of local motion detectors projecting
onto the tangential cell. (2) The conductances are then temporally filtered using
a filter b(t) and weighted by synaptic weight matrices for horizontally and verti-
cally tuned motion detectors referred to asWaz andWel and. (3) Next, synaptic
currents flowing via the conductances are integrated within the tangential
cell’s dendrite. (4) Finally, the resulting inflowing current is mapped onto the
firing rate through a current-discharge curve f.
To simulate the conductances of the synapses connecting the local motion
detectors to the tangential cells, we fed the Brownian motion stimuli through
a 2D array of Reichardt detectors. More precisely, we fed the stimuli through
a two-dimensional array of linear photoreceptors separated by a sampling
base of 2.5. Two vertically or horizontally neighboring photoreceptors imple-
mented a vertically or horizontally tuned motion detector. For motion predic-
tion, the luminance values of each photoreceptor were first low-pass filtered
and then multiplied with the high-pass-filtered values of the right or upward
neighboring receptor. A second multiplication was performed in a mirror-
symmetrical way. The output signals of each pair of horizontally or vertically
neighboring photoreceptors at location ðfi ;qjÞ were then interpreted as the
excitatory and inhibitory synaptic conductances denoted as Gexcaz ðfi ;qj ; tÞ
and Ginhaz ðfi ;qj ; tÞ for a horizontally tuned detector or as Gexcel ðfi ;qj ; tÞ and
Ginhel ðfi ;qj ; tÞ for a vertically tuned detector (see Supplemental Experimental
Procedures for more details). Subtraction of the excitatory and inhibitory
conductances gives an estimate for horizontal or vertical motion. Biophysi-
cally, this subtraction is implemented via an excitatory and inhibitory synapse,
both projecting onto the tangential cell’s dendrite.
To determine the optimal low- and high-pass filter time constant, we evalu-
ated the predictive power of the LN models for all H1 recordings (n = 10) while
varying both time constants. Optimal performance values were reached for
a low-pass filter time constant of 8 ms and a high-pass filter constant of
800 ms. These values lie within the range of time constants as found in Linde-
mann et al. (2005).
To model the dendritic integration taking place in the dendrite of the tangen-
tial cells, we simplified the investigated neurons into a finite cable with the
passive dendrite at one end and the spike initiation zone (SIZ) on the oppositeNeuron 67, 629–642, August 26, 2010 ª2010 Elsevier Inc. 639
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B Figure 6. Correlation between Tangential
Cell Properties and Parameters for the
Biophysical Model
(A) Correlation between the transfer current (corre-
sponding to the parameter A in Equation 1) and all
35 tangential cell recordings. The r2 coefficient
equals 0.55. The transfer current is proportional
to the product of the input conductance and the
size of the inhibitory driving force jEinhj (see Equa-
tion 6).
(B) Correlation between the measured reliabilities
and the total synaptic driving force given by A/c
(see Equation 10, r2 = 0.61).
(C) Correlation between the neural gains and total
synaptic driving force (r2 = 0.68).
(D) The decrease of the neural selectivity induced
by the increase of themotion densitymost strongly
correlates with the ratio of the excitatory and inhib-
itory driving force, Eexc/jEinhj (see Equation 11, r2 =
0.57).
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Spatiotemporal Optic-Flow Processingend. Dendrite and SIZ are separated by the electrotonic distance L. The total
excitatory and inhibitory conductance (given by the weighted sum of conduc-
tances of all excitatory and inhibitory synapses of the motion detectors) inte-
grated by the finite cable are denoted by gexc and ginh. These can be written as
gexcðtkÞ= 1
nw
X
s˛faz;elg
X
i
X
j

Gexcs ðfi ; qj ; tkÞWsðfi ; qjÞ
  bðtkÞ (3)
and analogously for ginh (tk) with ‘‘*’’ denoting the convolution operator.
Wsðfi ;qjÞ specifies the synaptic strength of the horizontally or vertically tuned
motion detectors at location ðfi ;qjÞ. The norm of the synaptic weight
matrix Ws, or total synaptic strength, is defined as nw = jWsj=
ðPs˛faz;elgPi Pj Wsðfi ;qjÞ2Þ1=2. We added the normalized filter b(tk) to
account, e.g., for delays in the motion processing system. The convolutions
in Equation 3 were expressed as a further discrete sum. Compared with the
linear dynamic receptive field, Wsðfi ;qjÞ corresponds to the spatial compo-
nent, while b(tk) is analogous to the temporal filter.
Assuming that the spiking mechanism acts as a voltage clamp (Koch et al.,
1995), the current flowing to the SIZ at steady state is
Isiz =  gNVs + 2gN eLnwðgexcðEexc  Vse
LÞ+ginhðEinh  VseLÞÞ+gNVseL
nwðgexc +ginhÞð1 e2LÞ+gNð1+ e2LÞ
(4)
with gN as input conductance for an infinite cable (Holt and Koch, 1997). Vs
denotes the time-averaged voltage. Eexc and Einh refer to the excitatory and
inhibitory reverse potentials. Since the tangential cells exhibit very small
passive membrane time constants (Borst and Haag, 1996), we assumed that
the current flowing in response to a dynamic stimulus can be approximated
by Equation 4 as well. For L sufficiently large, Equation 4 can be approximated
using the following functional expression
IsizðtkÞ= z+AðgexcðtkÞ  ginhðtkÞÞ
gexcðtkÞ+ginhðtkÞ+c
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{Ibal
+
DgexcðtkÞ
gexcðtkÞ+ginhðtkÞ+ c|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Idiff
(5)
where the parameters A, c, D, and z are independent of gexc or ginh.640 Neuron 67, 629–642, August 26, 2010 ª2010 Elsevier Inc.TheparametersA,c,D, and zcanbeexpressed in termsof physiological enti-
ties as
A= 2
gNe
L
1 e2LjEinhj (6)
c=
gNð1+ e2LÞ
ð1 e2LÞnw (7)
D= 2ðEexc  jEinhjÞ gNe
L
ð1 e2LÞ (8)
z=  gNVs (9)
The parameter combinations used for Figure 6 yield
A
c
= 2
eLjEinhjnw
1+ e2L
(10)
D
A
+ 1=
Eexc
jEinhj (11)
The current Isiz is finally mapped by the current-discharge curve f onto
a continuous firing rate, i.e., ri = f(Isiz(ti)). To estimate the parameters of the
biophysical model, we minimized the mean squared error between the
measured firing rate r(ti) and Isiz(ti). This error function was optimized using
conjugate gradient descent (see Supplemental Experimental Procedures).
We then estimated f by comparing the prediction given by Isiz with
the recorded firing rate as described above (see Estimation of the Static
Nonlinearity).
The biophysical model was estimated simultaneously on both stimulus sets
(n = 6 and n = 120 dots). Due to computational limitations, we used a firing rate
bin size of 10 ms for H1 and Vi and of 20 ms for H2, V1, and V2. The predictive
power of the estimated model was then evaluated using cross-validation
(see Model Evaluation). For comparison, we also quantified the performance
of an LN model estimated on both stimulus sets. Increasing the bin size
from 5 ms to 10 ms or 20 ms did not alter the performance of the LN model
(data not shown).
Neuron
Spatiotemporal Optic-Flow ProcessingModel Evaluation
To evaluate a givenmodel, we performed a 5-fold cross-validation: we split the
data into five equally sized subsets, four of which were assembled to form the
training set, whereas the remaining one was used as test set. In total, we thus
had five different training sets on each of which we estimated the unknown
model parameters and evaluated the model under study on the remaining
test set. We used the average performance of the model on the test sets to
quantify its performance. The quality of a model was quantified by the predic-
tive power, defined as the percentage of the stimulus-related response
captured by themodel (Sahani and Linden, 2003). The predictive power gener-
ally varies between 0 and 1 (see Supplemental Experimental Procedures).
SUPPLEMENTAL INFORMATION
Supplemental Information includes three supplemental figures and Supple-
mental Experimental Procedures and can be found with this article online at
doi:10.1016/j.neuron.2010.07.017.
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