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Abstract 
 
Up-to-date 3D urban models are becoming increasingly important in various urban application areas, 
such as urban planning, virtual tourism, and navigation systems. Many of these applications often 
demand the modelling of 3D buildings, enriched with façade information, and also single trees among 
other urban objects. Nowadays, Mobile Laser Scanning (MLS) technique is being progressively used 
to capture objects in urban settings, thus becoming a leading data source for the modelling of these 
two urban objects. The 3D point clouds of urban scenes consist of large amounts of data representing 
numerous objects with significant size variability, complex and incomplete structures, and holes (noise 
and data gaps) or variable point densities. For this reason, novel strategies on processing of mobile 
laser scanning point clouds, in terms of the extraction and modelling of salient façade structures and 
trees, are of vital importance. The present study proposes two new methods for the reconstruction of 
building façades and the extraction of trees from MLS point clouds.  
 
The first method aims at the reconstruction of building façades with explicit semantic information 
such as windows, doors and balconies. It runs automatically during all processing steps. For this 
purpose, several algorithms are introduced based on the general knowledge on the geometric shape 
and structural arrangement of façade features. The initial classification has been performed using a 
local height histogram analysis together with a planar growing method, which allows for classifying 
points as object and ground points. The point cloud that has been labelled as object points is 
segmented into planar surfaces that could be regarded as the main entity in the feature recognition 
process. Knowledge of the building structure is used to define rules and constraints, which provide 
essential guidance for recognizing façade features and reconstructing their geometric models. In order 
to recognise features on a wall such as windows and doors, a hole-based method is implemented. 
Some holes that resulted from occlusion could subsequently be eliminated by means of a new rule-
based algorithm. Boundary segments of a feature are connected into a polygon representing the 
geometric model by introducing a primitive shape based method, in which topological relations are 
analysed taking into account the prior knowledge about the primitive shapes. Possible outlines are 
determined from the edge points detected from the angle-based method. The repetitive patterns and 
similarities are exploited to rectify geometrical and topological inaccuracies of the reconstructed 
models. 
 
Apart from developing the 3D façade model reconstruction scheme, the research focuses on individual 
tree segmentation and derivation of attributes of urban trees. The second method aims at extracting 
individual trees from the remaining point clouds. Knowledge about trees specially pertaining to urban 
areas is used in the process of tree extraction. An innovative shape based approach is developed to 
transfer this knowledge to machine language. The usage of principal direction for identifying stems is 
introduced, which consists of searching point segments representing a tree stem. The output of the 
algorithm is, segmented individual trees that can be used to derive accurate information about the size 
and locations of each individual tree.  
 
The reliability of the two methods is verified against three different data sets obtained from different 
laser scanner systems. The results of both methods are quantitatively evaluated using a set of measures 
pertaining to the quality of the façade reconstruction and tree extraction. The performance of the 
developed algorithms referring to the façade reconstruction, tree stem detection and the delineation of 
individual tree crowns as well as their limitations are discussed. The results show that MLS point 
clouds are suited to document urban objects rich in details. From the obtained results, accurate 
measurements of the most important attributes relevant to the both objects (building façades and trees), 
such as window height and width, area, stem diameter, tree height, and crown area  are obtained 
acceptably. The entire approach is suitable for the reconstruction of building façades and for the 
extracting trees correctly from other various urban objects, especially pole-like objects. Therefore, 
both methods are feasible to cope with data of heterogeneous quality. In addition, they provide flexible 
frameworks, from which many extensions can be envisioned. 
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Zusammenfassung 
 
Aktuelle 3D-Stadtmodelle werden immer wichtiger in verschiedenen städtischen Anwendungsbereichen.  Im 
Moment dienen sie als Grundlage bei der Stadtplanung, virtuellem Tourismus und Navigationssystemen. 
Mittlerweile ist der Bedarf an 3D-Gebäudemodellen dramatisch gestiegen. Der Grund dafür sind hauptsächlich 
Navigationssysteme und Onlinedienste wie Google Earth. Die Mehrheit der Untersuchungen zur Rekonstruktion 
von Gebäudemodellen von Luftaufnahmen konzentriert sich ausschließlich auf Dachmodellierung. Jedoch 
treiben Anwendungen wie Virtuelle Realität und Navigationssysteme die Nachfrage nach detaillieren 
Gebäudemodellen,  die nicht nur die geometrischen Aspekte sondern auch semantische Informationen 
beinhalten, stark an. Urbanisierung und Industrialisierung beeinflussen das Wachstum von urbaner Vegetation 
drastisch, welche als ein wesentlicher Teil des Lebensraums angesehen wird. Aus diesem Grund werden 
Aufgaben wie der Ökosystemüberwachung, der Verbesserung der Planung und des Managements von urbanen 
Regionen immer mehr Aufmerksamkeit geschenkt. Gleichermaßen hat die Erkennung und Modellierung von 
Bäumen im Stadtgebiet sowie die kontinuierliche Überprüfung ihrer Inventurparameter an Bedeutung gewonnen. 
Die steigende Nachfrage nach 3D-Gebäudemodellen, welche durch Fassadeninformation ergänzt wurden, und 
Informationen über einzelne Bäume im städtischen Raum erfordern effiziente Extraktions- und 
Rekonstruktionstechniken, die hochgradig automatisiert sind. In diesem Zusammenhang ist das Wissen über die 
geometrische Form jedes Objektteils ein wichtiger Aspekt. Heutzutage, wird das Mobile Laser Scanning (MLS) 
vermehrt eingesetzt um Objekte im städtischen Umfeld zu erfassen und es entwickelt sich zur Hauptquelle von 
Daten für die Modellierung von urbanen Objekten. Eine Vielzahl von Objekten wurde schon mit Daten von MLS 
rekonstruiert. Außerdem wurden bereits viele Methoden für die Verarbeitung von MLS-Daten mit dem Ziel 
urbane Objekte zu erkennen und zu rekonstruieren vorgeschlagen. Die 3D-Punkwolke einer städtischen Szene 
stellt eine große Menge von Messungen dar, die viele Objekte von verschiedener Größe umfasst, komplexe und 
unvollständige Strukturen sowie Löcher (Rauschen und Datenlücken) enthält und eine inhomogene 
Punktverteilung aufweist.  Aus diesem Grund ist die Verarbeitung von MLS-Punktwolken im Hinblick auf die 
Extrahierung und Modellierung von wesentlichen und charakteristischen Fassadenstrukturen sowie Bäumen von 
großer Bedeutung. In der Arbeit werden zwei neue Methoden für die Rekonstruktion von Gebäudefassaden und 
die Extraktion von Bäumen aus MLS-Punktwolken vorgestellt, sowie ihre Anwendbarkeit in der städtischen 
Umgebung analysiert.  
 
Die erste Methode zielt auf die Rekonstruktion von Gebäudefassaden mit expliziter semantischer Information, 
wie beispielsweise Fenster, Türen, und Balkone.  Die Rekonstruktion läuft vollautomatisch ab. Zu diesem Zweck 
werden einige Algorithmen vorgestellt, die auf dem Vorwissen über die geometrische Form und das 
Arrangement von Fassadenmerkmalen beruhen. Die initiale Klassifikation, mit welcher die Punkte in 
Objektpunkte und Bodenpunkte unterschieden werden, wird über eine lokale Höhenhistogrammanalyse 
zusammen mit einer planaren Region-Growing-Methode erzielt. Die Punkte, die als zugehörig zu Objekten 
klassifiziert werden, werden anschließend in Ebenen segmentiert, welche als Basiselemente der 
Merkmalserkennung angesehen werden können. Information über die Gebäudestruktur kann in Form von Regeln 
und Bedingungen erfasst werden, welche die wesentlichen Steuerelemente bei der Erkennung der 
Fassadenmerkmale und der Rekonstruktion des geometrischen Modells darstellen. Um Merkmale wie Fenster 
oder Türen zu erkennen, die sich an der Gebäudewand befinden, wurde eine löcherbasierte Methode 
implementiert. Einige Löcher, die durch Verdeckungen entstanden sind, können anschließend durch einen neuen 
regelbasierten Algorithmus eliminiert werden. Außenlinien der Merkmalsränder werden durch ein Polygon 
verbunden, welches das geometrische Modell repräsentiert, indem eine Methode angewendet wird, die auf 
geometrischen Primitiven basiert. Dabei werden die topologischen Relationen unter Beachtung des Vorwissens 
über die primitiven Formen analysiert. Mögliche Außenlinien können von den Kantenpunkten bestimmt werden, 
welche mit einer winkelbasierten Methode detektiert werden können. Wiederkehrende Muster und Ähnlichkeiten 
werden ausgenutzt um geometrische und topologische Ungenauigkeiten des rekonstruierten Modells zu 
korrigieren.  
 
Neben der Entwicklung des Schemas zur Rekonstruktion des 3D-Fassadenmodells, sind die Segmentierung 
einzelner Bäume und die Ableitung von Attributen der städtischen Bäume im Fokus der Untersuchung.  Die 
zweite Methode zielt auf die Extraktion von individuellen Bäumen aus den Restpunktwolken. Vorwissen über 
Bäume, welches speziell auf urbane Regionen zugeschnitten ist, wird im Extraktionsprozess verwendet. Der 
formbasierte Ansatz zur Extraktion von Einzelbäumen besteht aus einer Reihe von Schritten. In jedem Schritt 
werden Objekte in Abhängigkeit ihrer geometrischen Merkmale gefunden. Stämme werden unter Ausnutzung 
der Hauptrichtung der Punktverteilung identifiziert. Dafür werden Punktsegmente gesucht, die einen Teil des 
Baumstamms repräsentieren. Das Ergebnis des Algorithmus sind segmentierte Bäume, welche genutzt werden 
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können um genaue Informationen über die Größe und Position jedes einzelnen Baumes abzuleiten. Einige 
Beispiele der Ergebnisse werden in der Arbeit angeführt.  
 
Die Zuverlässigkeit der Algorithmen und der Methoden im Allgemeinen wurden unter Verwendung von drei 
Datensätzen, die mit verschiedenen Laserscannersystemen aufgenommen wurden, verifiziert. Die Untersuchung 
zeigt auch das Potential sowie die Einschränkungen der entwickelten Methoden wenn sie auf verschiedenen 
Datensätzen angewendet werden. Die Ergebnisse beider Methoden wurden quantitativ bewertet unter 
Verwendung einer Menge von Maßen, die die Qualität der Fassadenrekonstruktion und Baumextraktion 
betreffen wie Vollständigkeit und Genauigkeit. Die Genauigkeit der Fassadenrekonstruktion, der 
Baumstammdetektion, der Erfassung von Baumkronen, sowie ihre Einschränkungen werden diskutiert. Die 
Ergebnisse zeigen, dass MLS-Punktwolken geeignet sind um städtische Objekte detailreich zu dokumentieren 
und dass mit automatischen Rekonstruktionsmethoden genaue Messungen der wichtigsten Attribute der Objekte, 
wie Fensterhöhe und -breite, Flächen, Stammdurchmesser, Baumhöhe und Kronenfläche, erzielt werden können.  
Der gesamte Ansatz ist geeignet für die Rekonstruktion von Gebäudefassaden und für die korrekte Extraktion 
von Bäumen sowie ihre Unterscheidung zu anderen urbanen Objekten wie zum Beispiel Straßenschilder oder 
Leitpfosten. Aus diesem Grund sind die beiden Methoden angemessen um  Daten von heterogener Qualität zu 
verarbeiten. Des Weiteren bieten sie flexible Frameworks für das viele Erweiterungen vorstellbar sind.  
 
  
 v 
Acknowledgements 
 
The PhD study in my life is a unique experience which filled with challenges, fruitfulness, joy as well 
as pain. This thesis would not have been possible without the support of many people, to whom I owe 
a great deal of gratitude for their guidance, support, and cooperation. 
 
My first and foremost gratitude is expressed to my supervisor, Prof. Dr. Hans Gerd Maas, who has 
been a true inspiration. Without his guidance, support, and constant help, the research work presented 
here would not have been possible. His constructive criticism helped to focus my ideas and his 
constant encouragement kept me going in spite of many bumps in the road. It was an honour to work 
with him. 
 
I would like to thanks the TopScan, Germany for providing me the Bonn and Bremen point cloud data 
for research purposes. Further, I wish to thank Dr Dominik Vork for capturing point clouds data over 
the Munchner platz building, enabling me to experiment in real world scenarios. Also, I would like to 
acknowledge my gratitude to the TU Dresden for providing me a short term partial financial assistance 
through the GFF scheme. I extend my gratitude to the Graduate Academy for awarding me a three-
month grant to continue the latter part of my PhD work. 
 
I would especially like to thanks Dr. Bernd Hetze who enhanced my programming skills, enabling me 
to manipulate long programming codes. I am greatly thankful to Dr. Danilo Schneider for his support 
and facilitation in conducting a field survey. Thanks are extended to Susann Müller for her 
cooperation on the field measurements. I am also indebted to all my colleagues at the Institute of 
Photogrammetry and Remote Sensing, including Institutional Secretary Ms Sigrid Pönitz. I appreciate 
and would like to thank the time spent by Anita Schilling for translating the abstract 
(Zusammenfassung) into Deutsch. I also appreciate the time spent by Mr. M Ekanayaka for proof 
reading this manuscript with many of his work. 
 
I must record my thanks to Ms. Gabriele Feyler for the encouragement that she gave to me, to take part 
in social activities. To all my friends in the Germany as well as all over the world: you have brought 
support, laughter, joy, care and love; you have put up with me in many touching ways. Space does 
neither permit me to mention names of each and every of them, nor express enough of my gratitude. 
 
I would like to express my heartiest gratitude to my beloved parents who have been understanding, 
caring and passionate about my education. I would like to share my sincere respect and appreciation to 
my sisters for their inspiration, encouragement and support all the way through many years during my 
studies. And also I wish to say Attain Nibbana for my father-in-law who passed away while in my 
journey to PhD study. Last but not least, I would like to thank  Mr. Sanka Perera, my beloved husband 
for all he brought me and who certainly changed my life more than anybody else during the last few 
years. 
  
 vi 
 
 
 vii 
Table of Contents 
 
Abstract   ………………………………………………………………………………………………  i 
Acknowledgement   …………………………………………………………………………………..   v 
Table of contents    …………………………………………………………………………………… vii 
List of figures …………………………………………………………………………………............  xi  
List of tables ………………………………………………………………………………………….. xv 
 
1. Introduction .................................................................................................................................... 1 
1.1    Motivation................................................................................................................................... 1 
1.2    State-of-the art of mobile laser scanning .................................................................................... 3 
1.2.1    Background .................................................................................................................... 4 
1.2.2    Mobile laser scanning ..................................................................................................... 4 
1.2.3    MLS point data ............................................................................................................... 5 
1.2.4    Applications of the MLS ................................................................................................ 6 
1.3    Research Problem domain .......................................................................................................... 6 
1.3.1    Building façade reconstruction ....................................................................................... 6 
1.3.2    Urban Trees .................................................................................................................... 8 
1.4    Research objectives .................................................................................................................... 9 
1.5    Innovations in this work ........................................................................................................... 10 
1.6    Scope and limitations ................................................................................................................ 10 
1.7    Outline of the thesis .................................................................................................................. 10 
 
 
PART I: BUILDING FAÇADES ....................................................................................................... 13 
 
2. State of art in Façade reconstruction ......................................................................................... 15 
2.1    Detection and façade feature extraction .................................................................................... 16 
2.1.1    Segmentation ................................................................................................................ 16 
2.1.1.1    Region growing ................................................................................................. 16 
2.1.1.2    Segmentation based on clustering of features ................................................... 17 
2.1.1.3    Segmentation based on model fitting ................................................................ 18 
2.1.2    Feature recognition and boundary point extraction ...................................................... 19 
2.2    Building façade model reconstruction ...................................................................................... 22 
2.3    Summary ................................................................................................................................... 25 
 
3. Methodology and approach ......................................................................................................... 27 
3.1    Outline ...................................................................................................................................... 27 
3.2    Shape knowledge representation .............................................................................................. 28 
3.2.1    Façade feature recognition strategy .............................................................................. 28 
3.2.2    Geometric reconstruction strategy ................................................................................ 30 
3.2.3    Feature rectification strategy ........................................................................................ 33 
3.3    Workflow .................................................................................................................................. 34 
3.4    Summary ................................................................................................................................... 36 
 
4. Automatic façade feature extraction .......................................................................................... 37 
4.1    Ground point classification ....................................................................................................... 37 
4.2    Building façade segmentation and feature recognition ............................................................. 39 
4.2.1    Façade feature extraction .............................................................................................. 39 
4.2.2    Feature recognition (semantic features) ....................................................................... 44 
4.3    Window/door feature recognition ............................................................................................. 47 
4.3.1    Overview of the hole-based feature detection .............................................................. 48 
4.3.2    Angle-based edge detection .......................................................................................... 48 
4.3.3    Clustering ..................................................................................................................... 50 
 viii 
4.3.4    Rule-based occlusion filtering ...................................................................................... 51 
4.4    Summary ................................................................................................................................... 53 
 
5. Geometric model reconstruction ................................................................................................. 55 
5.1    Introduction ............................................................................................................................... 55 
5.2    Outline reconstruction ............................................................................................................... 56 
5.2.1    Geometry via primitive shapes ..................................................................................... 56 
5.2.2    Polygon fitting .............................................................................................................. 59 
5.2.3    Removing occlusion effect ........................................................................................... 60 
5.3    Feature rectification .................................................................................................................. 61 
5.3.1    Grouping similar features ............................................................................................. 61 
5.3.2    Positional adjustments .................................................................................................. 63 
5.3.3    Characteristic patterns for shapes ................................................................................. 64 
5.3.4    Shapes alignments by plane sweeping .......................................................................... 65 
5.4    Constructing a façade model ..................................................................................................... 65 
5.5    Summary ................................................................................................................................... 66 
 
6. Results analysis on building façade reconstruction ................................................................... 69 
6.1    Experimental Design ................................................................................................................. 69 
6.2    Experimental Results ................................................................................................................ 72 
6.3    Assessments of the Accuracy of Reconstructed Façade Models .............................................. 77 
6.3.1    Qualitative assessment .................................................................................................. 77 
6.3.1.1    Residuals of laser points to reconstructed wall surfaces ................................... 80 
6.3.1.2    Distance between laser points and final model points ....................................... 81 
6.3.1.3    Orthogonality and Parallelism between building walls and balconies .............. 82 
6.3.2    Quantitative assessment ................................................................................................ 83 
6.3.2.1    Assessment on positional accuracy of hole objects ........................................... 84 
6.3.2.2    Assessment on positional accuracy of protruded objects .................................. 89 
6.3.2.3    Assessment on area ........................................................................................... 91 
6.4    Summary ................................................................................................................................... 92 
 
 
PART II: URBAN TREES ................................................................................................................. 93 
 
7. Single tree detection and modelling ............................................................................................ 95 
7.1    Introduction ............................................................................................................................... 95 
7.2    State-of-the-art in tree modelling .............................................................................................. 95 
7.2.1    Generation of DTM ...................................................................................................... 96 
7.2.2    Filtering irrelevant objects/points ................................................................................. 97 
7.2.3    Tree detection and modelling ....................................................................................... 97 
7.2.3.1    2D layer-wise tree detection .............................................................................. 97 
7.2.3.2    Range image clustering ..................................................................................... 98 
7.2.3.3    Point-based techniques ...................................................................................... 98 
7.2.3.4    Crown delineation ........................................................................................... 100 
7.2.4    Conclusion .................................................................................................................. 101 
7.3    Methodology and approach ..................................................................................................... 102 
7.3.1    Overview .................................................................................................................... 102 
7.3.2    Methodology concepts ................................................................................................ 102 
7.3.3    Workflow/Proposed approach .................................................................................... 103 
7.4    Cluster-wise shape analysis .................................................................................................... 104 
7.4.1    Recognition of prominent tree clusters ....................................................................... 105 
7.4.2    Analysis of object verticality ...................................................................................... 105 
7.4.3    Analysis of tree crown shape ...................................................................................... 107 
7.5    Stem detection ......................................................................................................................... 108 
7.5.1    Point-subsets creation ................................................................................................. 108 
 ix 
7.5.2    Bottom-up moving box for tree stem detection using principal direction .................. 110 
7.6    Individual tree segmentation ................................................................................................... 111 
7.7    Deriving modelling parameters of individual trees ................................................................ 114 
7.8    Summary ................................................................................................................................. 115 
 
8. Results and Performance: Assessment on tree detection........................................................ 117 
8.1    Evaluation Strategy ................................................................................................................. 117 
8.2    Results analysis on shape-based tree cluster detection ........................................................... 119 
8.3    Results and evaluation of stem detection ................................................................................ 121 
8.3.1    Quality of point subset detection ................................................................................ 122 
8.3.2    Impact of stem segment detection parameters ............................................................ 123 
8.3.3    Analysis of stem detection ......................................................................................... 124 
8.4    Evaluation of individual tree crown segmentation ................................................................. 127 
8.5    DBH measurement accuracy .................................................................................................. 128 
8.6    Overall results evaluation and discussion ............................................................................... 129 
8.6.1    Results evaluation ...................................................................................................... 129 
8.6.2    Discussion .................................................................................................................. 131 
8.7    Summary ................................................................................................................................. 132 
 
9. Conclusions and recommendations .......................................................................................... 135 
9.1    Conclusions............................................................................................................................. 135 
9.1.1    Building façade modelling ......................................................................................... 135 
9.1.2    Tree detection and modelling ..................................................................................... 137 
9.2    Recommendations ................................................................................................................... 138 
 
Bibliography ...................................................................................................................................... 139 
 
 
  
 x 
 xi 
List of figures 
 
Figure 1.1:     User requirements for urban 3D models ........................................................................................... 2 
Figure 1.2:     Documenting façade and tree details by terrestrial mobile laser scanning ........................................ 3 
Figure 1.3:     System configuration of MLS: .......................................................................................................... 5 
Figure 1.4:     Representing building façade models with respect to different level of details. ............................... 8 
Figure 2.1:     Representing a line .......................................................................................................................... 18 
Figure 2.2:     Delaunay triangulation mesh ........................................................................................................... 20 
Figure 2.3:     Selection of boundary points using angle-based method ................................................................ 21 
Figure 3.1:     Relation between façade features .................................................................................................... 29 
Figure 3.2:     Hierarchical feature composition of a sample building (a feature recognition tree). ...................... 30 
Figure 3.3:     Neighbour relations between façade features except windows and doors. ...................................... 31 
Figure 3.4:     Creation of feature boundaries. ....................................................................................................... 31 
Figure 3.5:     Geometry of different building façade features. .............................................................................. 32 
Figure 3.6:     Representation of feature shapes, based on geometric primitives. .................................................. 32 
Figure 3.7:     Feature alignment graph. ................................................................................................................. 34 
Figure 3.8:     Workflow of the proposed methodology. ........................................................................................ 35 
Figure 4.1:     Classification of ground points........................................................................................................ 38 
Figure 4.2:     Classified ground and non-ground points. ...................................................................................... 38 
Figure 4.3:     Process of façade feature detection. ................................................................................................ 39 
Figure 4.4:     Extraction of dominant linear features. ........................................................................................... 40 
Figure 4.5:     Line extraction. ............................................................................................................................... 41 
Figure 4.6:     Sample results of point classification. ............................................................................................. 42 
Figure 4.7:     Issues on segmentation. ................................................................................................................... 44 
Figure 4.8:     Planar segments in 3D and 2D. ....................................................................................................... 45 
Figure 4.9:     Feature constraints. ......................................................................................................................... 46 
Figure 4.10:   Results of feature recognition of the building façades shown in Figure 4.6. .................................. 47 
Figure 4.11:   Detection of window/door features. ................................................................................................ 48 
Figure 4.12:   Detection of edge points. ................................................................................................................. 49 
Figure 4.13:   Edge points given by the angular based approach. .......................................................................... 49 
Figure 4.14:   Selected edge points with various distance thresholds. ................................................................... 50 
Figure 4.15:   Splitting edge points, connected to the wall-contour, into relevant façade features. ....................... 51 
Figure 4.16:   Points distribution on façade features ............................................................................................. 52 
Figure 4.17:   Line extraction using histogram method. ........................................................................................ 53 
Figure 5.1:     Process of geometric model reconstruction. .................................................................................... 55 
Figure 5.2:     Process of outline generation in lower part ..................................................................................... 57 
Figure 5.3:     Outline extraction. ........................................................................................................................... 57 
Figure 5.4:     Handling of irregular shape edges. .................................................................................................. 58 
Figure 5.5:     Shape analysis of objects’ upper part by the proposed method (black -turning points of the edge) 59 
Figure 5.6:     Polygon fitting. ................................................................................................................................ 59 
Figure 5.7:     Rectifying the inter-connected objects caused by occlusion ........................................................... 61 
Figure 5.8:     A real example for correcting a ‘hole’ region caused by occlusion ................................................ 61 
Figure 5.9:     Process of feature rectification. ....................................................................................................... 62 
Figure 5.10:   Adjusting topological inaccuracies. ................................................................................................ 63 
Figure 5.11:   Topological relations (outline fixing) .............................................................................................. 66 
Figure 6.1:     Subset of a Bonn data set, including a magnified view. .................................................................. 70 
Figure 6.2:     Dresden data set. ............................................................................................................................. 71 
Figure 6.3.     Subset of a Bremen data set. ........................................................................................................... 71 
Figure 6.4:     Results of façade reconstruction process for a Wall in Dres3 test area. .......................................... 72 
Figure 6.5:     Results of façade reconstruction process for a wall in Dres3 dataset. ............................................. 73 
Figure 6.6:     Façade reconstruction results on a part of a wall in Dres3 dataset:. ................................................ 74 
Figure 6.7:     Results of geometric fitting for three façades (inside a red circle) in Bon1. ................................... 74 
Figure 6.8:     Building façade models in Bre5. ..................................................................................................... 75 
Figure 6.9:     Model results of Dres3 data set. ...................................................................................................... 75 
Figure 6.10:   Examples of model results. ............................................................................................................. 76 
Figure 6.11:   Overall evaluation of the results, per dataset. .................................................................................. 78 
Figure 6.12:   An example for increasing FN results. ............................................................................................ 79 
Figure 6.13:   Examples for errors occurred in the process of geometry fitting:. .................................................. 80 
Figure 6.14:   Geometric error. .............................................................................................................................. 80 
 xii 
Figure 6.15:   Models’ planar fitting accuracy. ...................................................................................................... 81 
Figure 6.16:   RMSE between laser points and fitted wall planes. ........................................................................ 81 
Figure 6.17:   Model fitting accuracy with respect to the point clouds. ................................................................. 82 
Figure 6.18:   Correctness of model geometry. ...................................................................................................... 82 
Figure 6.19:   Sample reference positions observed by the total station. ............................................................... 83 
Figure 6.20:   Positional uncertainty of each boundary point with respect to the reference data. .......................... 84 
Figure 6.21:   Uncertainty of defining reference positions. ................................................................................... 85 
Figure 6.22:   Uncertainty of upper and below edges (rmsd per edge). .................................................................. 86 
Figure 6.23:   Down-ward prolonged hole due to the protruded bottom window edge. ........................................ 86 
Figure 6.24:   Error components of each polygon vertex. ...................................................................................... 87 
Figure 6.25:   Positional error against occurrences. ............................................................................................... 88 
Figure 6.26:   RMSd per-object. ............................................................................................................................. 89 
Figure 6.27:   RMSd of balcony objects. ................................................................................................................ 89 
Figure 6.28:   RMSd of balcony objects in the direction of X, Y and Z. ................................................................ 90 
Figure 6.29:   Merging of iron bars attached to the balcony front face (fences). ................................................... 90 
Figure 6.30:   Evaluation of polygon areas. ........................................................................................................... 91 
Figure 6.31:   Area difference between reconstructed models and reference models. ........................................... 91 
Figure 7.1:     Shape-based urban object detection. ............................................................................................... 99 
Figure 7.2:     Frame work for urban tree modelling. ........................................................................................... 104 
Figure 7.3:     Geometric shape analysis. ............................................................................................................. 106 
Figure 7.4:     Stem analysis in a sub-slice. .......................................................................................................... 107 
Figure 7.5:     Steps in stem detection. ................................................................................................................. 110 
Figure 7.6:     A connected tree cluster. ............................................................................................................... 112 
Figure 7.7:     Correlation rules ............................................................................................................................ 113 
Figure 7.8:     Point probability rules ................................................................................................................... 113 
Figure 7.9:     Angle rule. ..................................................................................................................................... 114 
Figure 7.10:   Derive modelling parameters. ....................................................................................................... 115 
Figure 8.1:     Results of potential tree cluster detection. ..................................................................................... 120 
Figure 8.2:     Examples for urban object (pole-like) detection. .......................................................................... 121 
Figure 8.3:     Example cases for false –negative and –positive results ............................................................... 121 
Figure 8.4:     Principle of error assessment of parameter setting ........................................................................ 122 
Figure 8.5:     The quality measures for different parameter values..................................................................... 123 
Figure 8.6:     Point-subsets selection with various neighbourhoods and angle threshold ................................... 123 
Figure 8.7:     Results of tree stem detection. ....................................................................................................... 124 
Figure 8.8:     Example cases for FN and FP results ............................................................................................ 125 
Figure 8.9:     Stem detection and accuracy analysis. .......................................................................................... 126 
Figure 8.10:   Evaluation of stem diameter profile. ............................................................................................. 127 
Figure 8.11:   Results of crown segmentation. ..................................................................................................... 127 
Figure 8.12:   The comparison between DBHs derived from the proposed method and field measurements. .... 128 
Figure 8.13:   Per object level evaluation. ........................................................................................................... 129 
Figure 8.14:   Tree detection accuracy. ................................................................................................................ 130 
Figure 8.15:   Qualitative assessment of the detected trees. ................................................................................. 131 
 xiii 
List of tables 
 
Table 1.1:   Specification of MLS data acquired by different MLS systems (EI-Halawany, 2013) ........................ 5 
Table 2.1:   Example for commercial software tools. ............................................................................................ 22 
Table 2.2:   An overview of approaches, used for modelling of building façades from point clouds.................... 23 
Table 4.1:   Constraints for recognizing façade features in 2D .............................................................................. 46 
Table 6.1:   Specifications of the Optech LYNX Mobile Mapper system. ............................................................ 70 
Table 6.2:   Specifications of the Z+F scanner system. ......................................................................................... 71 
Table 6.3:   Assessment of the façade reconstruction - dataset Bre4 and Bre5. .................................................... 77 
Table 6.4:   Assessment of the façade reconstruction - dataset Bon1 and Bon2. ................................................... 78 
Table 6.5:   Assessment of the façade reconstruction - dataset Dres3. .................................................................. 78 
Table 6.6:   Average positional uncertainty per cluster. ........................................................................................ 86 
Table 8.1:   The definition of point-based error assessment in evaluation........................................................... 118 
Table 8.2:   Parameters for shape-based tree (cluster) detection in point clouds. ................................................ 119 
Table 8.3:   Evaluation of automatic tree stem extraction. .................................................................................. 125 
Table 8.4.   Point-based result evaluation. ........................................................................................................... 129 
Chapter 1 
1. Introduction 
When considering the latest developments in areas such as urban planning, virtual tourism, disaster 
management, navigation, it can be seen that 3D models has become an element that is seeing a 
growing interest as the basis for these applications. Even current digital globe applications such as 
Google Earth, Microsoft virtual city, and Microsoft Bing maps (Virtual Earth) have been very 
successful in providing effective visualizations of the Earth’s surface (buildings) in 3D.  However, the 
success of these models in the various applications depend on the ability to provide a realistic 3D city 
model which in turn created a higher demand for algorithms of urban object reconstruction with high 
degree of automation and higher level-of-details (LOD-3). This thesis discusses automated 
reconstruction of building façades and urban tree modelling by using Mobile Laser Scanning (MLS) 
point clouds. It is motivated by various problems inherited in the modelling process of such objects 
from point cloud data in recent developments.   
 
1.1    Motivation 
Attention of photogrammetric and computer vision communities has been increasingly drawn to 3D 
urban object reconstruction. The main motivation behind the increase of attention is that the demand 
for 3D models has increased among the users of both commercial and government sectors, owing to 
the rapid developments of urban cities. A recent survey conducted by the European Organization for 
Experimental Photogrammetric Research (OEEPE) has found that 95 percent of respondents are in 
favour of 3D urban modelling when it comes to visualizing buildings and 75 percent has shown 
interest in 3D vegetation data (Förstner, 1999). Various professional and consumer applications have 
contributed for this increased interest in reconstructing 3D urban models. One key advantage of using 
3D urban models is that they represent the real world situation compared to traditional 2D urban maps. 
For example, 3D urban models can play an important role in urban planning and designing by giving 
the interested parties the opportunity to simulate urban changes more effectively than the traditional 
2D map. 3D models also serve as a more interactive communication tool among city planners and 
citizens. Usability of navigation systems too can be enhanced by including 3D objects, which are 
located along the road. Ease-of-use and quality attributes of 3D urban models can also be applied to 
other various realms and fields including virtual tourism, defence (provision of virtual environment 
support for in training operations), telecommunication, architectural design, simulation of air 
pollution, road inventory studies, and facility-&-utility management studies. This ever increasing 
number of applications in 3D models has also given rise to several issues that cannot be ignored. It 
should be noted that while 3D reconstruction and representation of geometric shape of the objects are 
important issues, special attention must also be paid to the semantic information provided in these 
models. As an example, Fuchs et al. (1998) have reported some common interests among the 
producers and users of the 3D models. 
 
When reconstructing a 3D model, user requirements (e.g. the choice of geometric accuracy, level-of-
details, photo-realism views) and the modelling techniques used (e.g. automatic or manual) mainly 
depend on the application and the cost (see Figure 1.1). Additionally, the type of desired objects, 
whether man-made (buildings) or natural (vegetation and terrain), will also be based on the user. It has 
been a recent trend to create urban models, comprising of numerous urban objects (e.g. buildings, 
façades, roads, terrains, trees, and bridges) for example, the Berlin city model. Among them, a 
particular interest is focused on the reconstruction of buildings as the information extracted from 
building models is important in many diverse applications including disaster management, automatic 
city planning, 3D urban information system, telecommunication, architectural design as well as 
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emergency services. This has been confirmed by the OEEPE results on 3D city model (Fuchs et al., 
1998; Förstner, 1999). Thus, it is discernible that considerable research is taking place for 
reconstructing buildings, which are mostly focussed on coarse models characterising with planar 
façades and detailed roof structures (Gülch et al, 1998; Haala, 1999; Maas, 1999; Sampath and Shan, 
2010). However, such reconstructions are adequate for visualization or simulation purposes only. New 
developments in the areas of computer graphics, entertainment industry, and virtual reality have 
created a demand for more realistic models with high level of details (Gröger et al., 2008; Müller et 
al., 2007; Becker, 2009). The need has arisen for the inclusion of more and more information in 
reconstruction of the building façades. One suitable solution is applying façade texturing (Böhm and 
Haala, 2005; Alshawabkeh and Haala, 2005). However, there is a growing interest for explicit 
geometric modelling of building façades, which demands further development of building modelling 
techniques.  
 
 
 
Figure 1.1:   User requirements for urban 3D models 
 
 
In urban areas, apart from the man-made objects, trees are considered to be significant natural objects 
due to its importance as people increasingly prefer to live in a more eco-friendly atmosphere. At the 
same time urban trees significantly contribute to reduce air pollution, CO2 emissions, noise, and 
building energy consumption. Moreover, they enhance environmental quality, storm-water 
management, and quality of human life as far as human psychology is concerned. Accordingly, urban 
tree management (change detection) is important, in which information of individual trees are acquired 
and maintained. Further, tree models are required in various applications such as autonomous 
navigation, urban ecosystem monitoring, better planning and management of urban vegetation. 
Therefore, the demand for 3D models of urban trees has increased rapidly in recent years. Also 
detailed representation of trees is of particular interest for a variety of other scientific areas such as 
plant morphology (Halle et al., 1978), complex modelling of environmental conditions (Eadalew et al., 
2009), or 3D urban modelling (Rutzinger et al., 2011).  Further, if urban trees can be modelled, their 
structural properties such as crown base height (CBH), height, crown coverage, position, and even 
diameter at breast height (DBH) can be employed to monitor the urban tree sources, identify changes, 
and quantify the carbon that are sequestered in those areas. Throughout the past, much research have 
been conducted in man-made object modelling though only few developments have been made with 
regard to urban trees (Rutzinger et al., 2010; Lin et al., 2011; Bremer et al., 2013). Hence, further 
studies on urban modelling are a timely requirement.  
 
Modelling of only buildings is incomplete and unable to provide a realistic impression of the urban 
environment. Basically, trees and building façades are significant components in applications of 
realistic 3D city modelling as incorporation of those two objects enables better planning and decision-
making. This combination contributes for a better virtual city modelling as well. 
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One of the well-accepted techniques often used in the context of 3D data collection for the 
reconstruction of high quality 3D models of urban objects is laser scanning. The laser scanning 
techniques provide rapid and reliable collection of millions of 3D points based on run-time of reflected 
light pulses resulting in a very effective and dense measurement of object surface geometry. It is 
shown by Mass (2001) that data acquired by LiDAR (Light Detection And Ranging) is a dense and 
accurate data source for automatic object extraction compared to the photogrammetry. This is because 
the laser scanning data provide explicit 3D spatial information, which can be used to obtain accurate 
and detailed geometric feature recognition. Ground-based laser scanning is an appropriate means of 
acquiring data especially for building façade reconstructions as it provides direct 3D information on 
façades with sufficient details due to their close range data acquisition process. Similarly, economical, 
flexible, and rapid data capturing, together with highly dense point clouds (millions of 3D points) are 
advantages in using terrestrial point clouds acquired by Mobile Laser Scanning (MLS) as the source 
data for fast reconstruction of detailed façade geometry and for modelling of trees in 3D over a large 
urban area within a very short time (Haala et al., 2008; Vosselman and Maas, 2010) (see Figure 1.2 for 
sample MLS point clouds representing buildings and trees). In general, reconstruction of urban 
objects, especially the building façades and trees, over a city is a rather time-consuming and an 
expensive task. Thus, the automation of the process is of great demand due to the massive amount of 
data to be processed and the necessity of large manpower when doing the process manually. However, 
the developments of automated algorithms are rather slow compared to advances in MLS hardware 
due to the factors such as complexity of scene, heterogeneity of urban objects (vehicles, road-poles, 
road, pedestrians, and so on), and diversity of object shapes (in building façades). Also, there are data 
gaps in the captured point clouds due to the occlusion effect. Therefore, many unsolved problems need 
to be addressed within the processing chain of both façade reconstruction and tree modelling (Yang et 
al., 2012). This will be discussed in detail under Section 1.3.  
 
All the above facts have been the motivation in presenting new processing strategies by taking 
advantages of MLS point clouds. Herein, the focus is on data-driven approaches. This work addresses 
a number of challenging problems in reconstructing 3D models using MLS data.  
 
 
 
 
 
 
Figure 1.2:   Documenting façade and tree details by terrestrial mobile laser scanning 
 
1.2    State-of-the art of mobile laser scanning 
Mobile Laser Scanning (MLS) is a state-of-the-art technique for fast and reliable acquiring of dense 
point clouds over large areas. This section presents an overview of the technique and detailed 
information of the latest developments in mobile laser scanning technologies and point processing 
techniques.   
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1.2.1    Background 
Laser scanning emerged as a strong complimentary technique for 3D abstraction of objects on earth 
surface about a decade ago. This system is based on an active remote sensing technique, and is 
extensively capable of acquiring detailed highly dense and relatively accurate point data over vast 
areas in a short time. Throughout the years, point data have been used in a number of applications by 
the GIS and Photogrammetric community. Airborne Laser Scanning (ALS) has been widely used in 
building reconstruction; but its resolution potential and perspective is limited due to its top view of the 
objects, which is not suitable where façade information (side view details) is required. At a later stage, 
the Terrestrial Laser Scanning (TLS) systems have been developed as an innovative technique to 
acquire 3D information, particularly from ground based views (vertical surfaces). Thus, the TLS 
systems make valuable upgrade to the ALS systems producing finer features on architectural scenes. It 
is also capable of capturing the side-view geometry of trees and detects the structure under tree 
crowns. Further, tree morphological parameters such as DBH and CBH can also be derived.  
 
TLS uses the same measuring principles as ALS, although the process is in static mode, in which 
collection of 3D information is carried out by measuring the distance to an object surface in regular 
patterns. In addition to the coordinate data, the intensity values, i.e. the reflectance strengths of laser 
beams, are also recorded. According to the measuring principle, TLS systems could be categorized 
into three main groups: pulse systems, phase-shift systems, and optical triangulations. A detailed 
explanation of the technique can be found in Petrie and Toth (2009), Reshetyuk (2009), Vosselman 
and Maas (2009), and Liang (2013). Due to the plot-wise data collection (the poor mobility), static 
TLS restricts to the 3D data capturing for small scenes or needs repeated surveys for large urban areas 
(Lu et al., 2012). Thus, reconstruction of 3D models over large urban environments become a difficult 
and labour intensive process. Recently, limitations of the static TLS have significantly been reduced 
by introducing dynamic TLS (Mobile Laser Scanning), which has led to its acceptance for many urban 
applications.  
1.2.2    Mobile laser scanning 
The mobile laser scanning systems, also known as Mobile LiDAR, have actively developed to collect 
data of targeted objects over large areas at street level with high precision. MLS systems collect data 
from a moving platform, where hardware components like GPS receivers, two or more laser scanners 
(short range), Inertial Measurement Unit (IMU), and cameras (optionally) are mounted on top of a 
vehicle and both the laser scanning and image data are collected while driving. Generally, there are 
two different observation modes used in capturing laser scanning data. First is the stop-and-go mode, 
where the vehicle is stopped during the scanning. The second is the on-the-fly mode, which scans 
while the vehicle is moving. In the on-the fly mode, the scan rate, accuracy, and coverage will vary 
according to the vehicle speed and the distance to the object. The data collected from IMU and GPS 
systems are simultaneously used for measuring the orientation as well as position of the sensor 
platform along time steps at small intervals. This system is very similar to the ALS measuring system. 
All software components are connected to on-board computers and data storage units. The software 
components are used: (i) to merge the laser scanning data with the orientation and position data, (ii) to 
control the different sensors, and (iii) to synchronize the measurements accurately (Ellum and El-
Sheimy, 2010). The configuration of the system is illustrated in Figure 1.3. Different types of MLS 
systems currently available for street surveys are Optech Lynx Mobile Mapper, Streetmapper, 
TopScan IP-S2 and VMX-250 (Riegl). Some of the specifications of these MLS systems are given in 
Table 1.1 (Lynx Optech, 2013; Riegl, 2013; StreetMapper, 2013; El-Halawany, 2013). 
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Figure 1.3:   System configuration of MLS: (a) system components; (b) diagram of measuring a surface by laser 
pulses; (c) mobile mapping system; and (d) an example of road corridor mapping (Lynx Optech, 2012) 
 
 
Table 1.1:   Specification of MLS data acquired by different MLS systems (EI-Halawany, 2013) 
 TITAN 
Reigl LMS-
Q120 
StreetMapper 
VQ-250 
Reigl VMX-
250 
Lynx 
Mobile 
Mapper 
V200 
Min range (m) 2 2 1.5 N/A 
Max range (m) at certain 
target reflectivity 
150 @ 80% 
target 
300 @ 80% 
target 
500 @ 80% 
target 
200 @ 80% 
target 
Ranging accuracy (mm) 25 10 10 50 
Meas. Rate (meas./sec) 10,000 300,000 300,000 200,000 
Laser pulse rate (kHz) 30 30 100 to 600 80 to 200 
Scan speed (scan/sec) 100 100 200 150 
Scan angle range (o) 80 360 360 360 
 
1.2.3    MLS point data 
Main output of MLS is a point cloud that is a sequential list of 3D coordinates and, in some cases, the 
intensity values of the object. Generally, the point cloud does not represent any kind of spatial 
(neighbourhood information between points) or explicit thematic information. Therefore, information 
about the object shape or size are unknown and the semantic meaning, i.e. the object type, cannot be 
specified. Data gaps are mostly presented by occluding objects such as vehicles and pedestrians.  
 
Accuracy of data obtained by the MLS is influenced by various error sources such as system 
calibration, GPS sensor calibration, and range errors. Due to very short MLS ranges, the effect of 
angular errors is so small leading to reduce the range errors of recent MLS laser system to millimetre 
level that is much lower than ALS (Pu, 2010). Besides, the MLS systems give a centimetre level 
absolute accuracy that mostly depends on the GPS condition. For example, according to the 
experimental tests on several devices, Barber et al. (2008) and Haala et al. (2008) have shown that 
both horizontal and vertical accuracy of approximately 3cm can be obtained by receiving a sufficient 
number of GPS satellites. With this accuracy, the geometric shape can be considered a valuable key 
(a) (b) 
(c) (d) 
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for the automated object recognition in point clouds. Kaartinen et al. (2012) have investigated the 
performance of different MLS systems using a permanent test field and revealed that high quality 
point clouds can be produced under good GNSS conditions. Graham (2010) as well has given an 
overview of the most recent MLS technology.  
 
Apart from the system component errors, scanning mechanisms as well as the object surface 
contributes to the data artefacts. More details on the MLS systems and their observation mode, 
accuracy, and error sources in the data are given in Vosselman and Maas (2010) and EI-Halawany 
(2013). In recent past, many software packages and models dealing with MLS such as LIS from laser 
data or software modules from Terrasolid have become available. 
1.2.4    Applications of the MLS 
With the MLS systems allowing rapid and cost effective capturing of 3D data from large areas, the 
number of applications in areas of mapping, GIS, and surveying has been increased. The main 
application of MLS is the urban street object recognition and  reconstruction, particularly road 
infrastructure mapping (Jaakkola et al., 2008; Kukko et al., 2009; Lehtomäki et al., 2010; Vosselman 
et al., 2012; and El-Halawany, 2013). In addition, Haala et al. (2009) have presented details on the 
performance and accuracy of data captured from the StreetMapper scanner system. Munoz et al. 
(2008), Rutzinger et al. (2009), and Pu et al. (2011) have demonstrated the usefulness of the MLS data 
in extraction of urban features. These application areas have further been  extended to reconstruct 
building façade architecture in order to present more realistic city models by several researchers 
(Becker and Haala, 2007; Boulaassal et al., 2007). More applications on other different areas such as 
façade extraction, vegetation detection, city planning, and environmental monitoring have been 
studied by several researches (Zhao and Shibasaki, 2005;  Dold and Brenner, 2006; Jaakkola et al., 
2008; Kukko et al., 2009; Rutzinger et al., 2011; El-Halawany and Lichti, 2011; Ibrahim and Lichti, 
2012; and Wu et al.,2013). They have confirmed the great potential of MLS data for recognizing and 
reconstructing street objects. However, recognition of vegetation from MLS point clouds is fairly a 
new area, which for instance is explained in Pratihast (2010). Methods available and algorithms used 
in both façade and tree recognition and reconstruction from MLS point clouds are discussed in detail 
in the Chapters 2 and 7 respectively.   
 
1.3    Research Problem domain 
The present study is about the reconstruction of building façades and trees from Mobile Laser 
Scanning point clouds. This is motivated by various problems related to the automated reconstruction 
of those objects from point clouds. The research problem domain is divided into two sub sections for 
the purpose of analysing the object-specific issues deeply.  
1.3.1    Building façade reconstruction 
New constructions are carried out in many cities with the aid of modern architectural designs. The 3D 
façade models with geometric and topological information and their constant updating are needed for 
numerous applications including the desire for better urban planning and management. As previously 
stated in Section 1.1, reconstruction of building façades is gaining increasing amount of attention, 
particularly motivated by ambitious tasks that aim to make digital copies of urban objects. However, it 
is a rather complex process which consists of different steps such as façade feature recognition, outline 
extraction, structuring, and geometric reconstruction. All of which should be performed to derive the 
required 3D models.  
 
Despite many achievements and advancements in the field of active research on point cloud based 
façade modelling, there are still a significant number of problems to be solved, especially when 
dealing with automatic processes. This is because of the scene complexity, object heterogeneity, huge 
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point clouds, data redundancy, irrelevant information, and occlusion effects. Only limited work have 
been carried out on MLS based 3D object reconstruction pipelines. Therefore, reconstructing accurate 
building façade structures automatically using point clouds still remains unanswered and has become a 
major challenge. Some of the fundamental issues, major problems, and challenges corresponding to 
the automatic façade object reconstruction process can be summarized as follows:  
 
 
 Data redundancy and irrelevant information   
Point clouds, captured by MLS, consist of large amount of redundant and inappropriate 
information. Further, it contains a huge number of objects varying in shape, size, and complexity. 
This causes the automated object recognition from such point clouds to be very difficult. The 
consequence of the above would be the reconstruction of rectangular or polygonal shape façade 
walls without considering their features, Karim (2011) for instance (see Figure 1.4 for different 
level of details of façades). It is still envisaged to reconstruct as many façade features as possible.   
 
 Scene complexity  
Scene complexity directly influences the reconstruction process. Variable feature density of 
different parts of a façade influences the model reconstruction process. The most current 
modelling pipelines focus on simple façade features, such as doors and windows only, without 
considering extrusion features, or on the simple shapes such as rectangular shape windows. 
Therefore, the approach should be more flexible and robust to deal with any complex scenario. 
 
 Occlusion effect  
In urban areas, the occlusion is a major problem, which is caused by various factors. While MLS 
provides coherent 3D point clouds of objects, they are hardly free from the occlusions, which 
obstruct the façade object geometries completely or partially. Thus, the success of automatic 
reconstruction of façades is basically impeded by noisy and incomplete input data. For example, 
most recent methods use the holes on the wall façades to model wall façade features such as 
windows or doors. Due to the effects of occlusion, some incorrect holes may exist. Besides, some 
wall features might be joined and represented as a one large hole. Such problems could result in 
false positive/negative results. Effective recognition of occluded areas in façades and quality 
dependent model reconstruction is another major challenge. However, this problem can be 
overcome by imposing constraints on the geometric shape of the façade features.  
 
 Positional and geometric inaccuracies  
Due to missing data, occlusion, or noisy data, reconstructed façade features might deviate from 
their correct position and the actual feature extent. This type of problem can be partially overcome 
by utilizing similarity in geometric shapes, repetitive patterns as well as hierarchical relationships 
(awareness on feature appearance and arrangements), for example vertical and horizontal 
alignments.      
 
From these current limitations, it is obvious that the ideal approach which satisfies all requirements for 
high quality 3D façade models has still to be focused.  
 
Fortunately, building façade models of most urban scenes often show a high degree of similarity in 
features (repetitive patterns). Such large regularities, repetitions, and also symmetry in features of 
building façades are common for most of the urban cities. Furthermore, building façades typically 
comprises of vertical planar or near-planar surfaces. Knowledge of these characteristics of urban 
objects and their geometric shape (highly structured nature of façades) can explicitly be used in façade 
reconstruction process to ensure plausible geometry recovery. Knowledge of the shape provides 
opportunities to recognise and reconstruct façade features as well as to correct geometric and 
topological inaccuracies of reconstructed models. 
 
In order to cope with the automatic process, prior knowledge about the object geometry, i.e. shape, 
could be incorporated into the reconstruction process, which provides the necessary hypothesises. 
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These hypotheses represent an ample tool to explain the building structure and their mutual 
relationship between other elements. Further, in order to define the topological, geometrical, and 
semantical constraints, characteristics for façade features need to be considered.  
 
 
 
                                                (a)                                       (b)                                              (c) 
Figure 1.4:   Representing building façade models with respect to different level of details: (a) level 0; (b) level  1; and 
(c) level 2. 
 
 
As stated previously, the present study focuses on representation and utilization of knowledge of shape 
of the façade’s structure for automated recognition and 3D reconstruction of building façade features 
from point clouds. Thus, the proposed algorithm work directly with the MLS point clouds and 
reconstruct façade features, attempting to extract utmost information from the point clouds.  
1.3.2    Urban Trees 
MLS has recently been recognized as a promising method to collect data for urban object modelling 
(Lehtomäki et al., 2010; Pu et al., 2011; Zhu et al., 2011). These dense point clouds also allow the use 
of MLS data not only for urban tree detection tasks, but also to obtain fine-scale 3D geometric 
parameters of single trees. However, limited work has been done with regards to urban tree modelling 
(Pratihast et al., 2010; Rutzinger et al., 2010; and Jaakkola et al., 2011). Although these presented 
approaches have achieved successful outcomes, there are still exist many problems to be addressed in 
automatic individual tree recognition due to the complexities in the urban scene (Lin et al., 2012). 
 
Several research papers on the detection and modelling of trees have been reported using either ALS 
or TLS point cloud data and have shown promising results. Due to the similar data measurement 
systems one can declare that the existing methods can be applied to MLS point processing in order to 
model urban individual trees. However, due to the different viewing geometry and information 
content, the approaches, developed for ALS, are not readily applicable for MLS. For example, when 
applying the Canopy Height Model (CHM) analysis based methods, used mostly for ALS, to MLS 
data processing, they may turn out to be problematic, as MLS laser pulses do not necessarily represent 
the crown surface well due to occlusions in lower parts of the tree. ALS based methods are also 
incapable of deriving some of the important tree morphological parameters such as DBH and CBH. In 
contrast, recent tree detection techniques developed for TLS data can be applied to a certain extent for 
MLS data. However, most of these efforts typically focused on forest applications (Aschoff and 
Spiecker, 2004; Koch et al., 2006; Tansey et al., 2009; Maas et al., 2008; Lefsky and McHale, 2008; 
Liang et al., 2012). As a result, it is rather difficult to utilize these existing algorithms directly for 
urban environments due to the presence of heterogeneous objects: buildings, traffic signs, poles, etc. 
As a result, the success rate of tree detection in urban areas might be significantly lower.  
 
In the context of urban tree identification, there are still some research questions to be addressed. One 
problem is the complexity of the urban scene. In reality, various similar shape objects like road poles 
increase the number of false positive/negatives. The recent methods that mostly applied for TLS or 
MLS (verticality analysis) do not work properly in such problems and most of the similar shape 
objects are not discriminated from trees. Tilted trees, defined as trees having small deviations from 
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their vertical axes, are more difficult to recognise. Development of methods to separate the connected 
tree crowns from each other cannot be found for urban trees, especially using MLS data. Other 
problems often emerge where bushes or low vegetation is connected with tree stems as it becomes 
harder to distinguish the stem correctly. Besides, only little research work has been presented on the 
development of techniques for extracting detailed tree structural attributes for urban trees. Another 
fundamental challenge is the lack of automated point cloud processing techniques, which is applicable 
for urban trees. In view of these research gaps, MLS point data processing methods towards the 
automation still remain a complex and unreliable task especially when dealing with urban areas. 
  
However, structural information of objects can be used to handle these dense unorganized point clouds 
in order to extract trees (Bremer et al, 2013). For example, a structure tensor (eigenvectors and 
eigenvalues) provides the derivation of dominating neighbourhood orientation and dimensional 
information of volumetric objects and helps to classify the shape (Medioni et al., 2000, Sneed and 
Folk, 1958). In this thesis, a shape-based point cloud analysis method, which is based on the 
knowledge about the object shape, in order to detect individual trees from dense point clouds, is 
introduced. 
 
1.4    Research objectives 
There are two main research objectives of the present study. The first is to develop a robust detection 
and reconstruction procedure to automatically model building façade features contained in MLS point 
clouds. This first research objective is narrowed down into the following sub objectives: 
 
 To recognise the majority of façade features (appropriate level of details) that needs to be 
obtained for more realistic 3D models.  
 To provide geometrically and topologically correct solid models of building façades. 
 To outline the process that minimizes the effect of occlusions and modelling of different shape 
façade objects. 
 
The key concentration is to recognise main façade features, their topological relationships, and to 
reconstruct the geometric shape of façades.  
 
Second objective is to introduce novel and effective techniques for the automatic detection of 
individual trees from MLS point clouds in urban areas. To accomplish that, several sub objectives 
should be achieved sequentially: 
 
 To introduce a new method to detect individual trees correctly from the point cloud. The 
algorithm should be capable of recognising both vertical and tilted trees from other 
heterogeneous urban objects especially vertical shape objects such as road poles.   
 
 To exploit the capability of collecting tree stem information accurately and automatically from 
MLS data. Special attention is paid to neutralize the negative effects of bushes or low 
vegetation in the stem detection process. 
 
 To develop a new technique for the separation of connected tree crowns and to retrieve basic 
tree parameters that are commonly used in most of the urban applications such as DBH, crown 
area in 2D, height, and CBH.  
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1.5    Innovations in this work 
1. The main innovative aspect of this study is to introduce a novel approach for the automated 
façade feature reconstruction schemes by explicit 3D geometries with associated semantics. 
For this, a purely data-driven approach is developed. It is possible to reconstruct both simple 
and complex features based on the newly introduced method as it uses shape knowledge about 
façade structure for the recognition and reconstruction of façade features. In this work, a 
façade feature tree, which is built using generic shape knowledge about the façade structure 
and the hierarchical relationships between façade features, is defined for the classification of 
various semantic features such as wall, balcony, etc. 
 
2. Further, a rule-based concept associated with shape knowledge (based on the wall collar 
points) is introduced for removing occlusion effect in order to improve modelling 
performance. More realistic façade modelling is therefore done, and this is the speciality and 
novelty of the approach that has been developed in this study.  
 
3. To cope with uncertain topology and geometry, structural information such as dominant or 
repetitive features, alignments, and regularities are integrated by introducing new façade-
feature-relational-graph during the reconstruction process. 
 
4. In addition, the next innovative aspect of the study is the demonstration of how structural 
shape knowledge of trees could be used to improve the processes of tree recognition from 
other objects, and to extract tree stems more efficiently. A key distinguishing feature of the 
approach is that it could describe the structure of the object by recognizing shape elements. 
Ideal expectation of the second part is to improve tree objects detection accuracy. 
 
1.6    Scope and limitations 
This research is aimed at recognizing and reconstructing of objects in the urban areas using MLS data. 
Urban objects of interest are building façades and trees. Other urban objects, including roads, are also 
of high importance in urban modelling, but the reconstruction of those objects lies outside the scope of 
the present study. Some façade objects which are completely occluded are not considered during the 
reconstruction process. In the refinement process of geometrical and topological inaccuracies, each 
detected façade feature is only refined geometrically and topologically to preserve their shape and 
actual positions. Additionally, façade objects which have curve shapes (walls and balconies) are not 
considered during the reconstruction process.  
 
For forest areas, tree modelling techniques from point clouds has long been studied and well defined 
with acceptable results. Since the main problem in urban areas is to recognise trees, this research scope 
focuses only on single tree recognition and extraction of their modelling parameters. The latter part 
corresponding to the modelling trees is not considered during this research work as it can be simply 
solved with the existing modelling methods after recognizing trees from point clouds. All processing 
steps of the workflow are fully automated except only for some setting parameters to obtain finer 
results.  
 
1.7    Outline of the thesis 
The main scientific contributions of the thesis are presented in two parts. Part I deals with building 
façade reconstruction from MLS point clouds, and it consists of six chapters including this chapter, 
which gives the introduction. Chapter 2 provides an explanation on current automated façade detection 
and reconstruction methods. The basic outline and processing steps of a new approach to reconstruct 
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façade models from MLS data is presented in Chapter 3, followed by more details on its 
implementation in Chapters 4 and 5. Chapter 4 describes a method for façade feature recognition and 
extraction. This feature recognition step is necessary in order to reconstruct 3D façade models. 
Chapter 5 focuses on the developed method for façade reconstruction. The results of the tested data 
sets are presented and analysed in Chapter 6.   
 
Part II of the thesis focuses on individual tree detection and modelling in urban areas and consists of 
two chapters. Chapter 7 gives an overview on automated single tree detection techniques as well as a 
new approach to single tree detection from MLS data. The developed approach is tested on different 
data sets in Chapter 8. Moreover, the results obtained from test sites are discussed and analysed in 
Chapter 8. Chapter 9 provides an overall conclusion covering both parts I and II of the thesis, which 
contains an outlook on future research areas. 
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PART I: BUILDING FAÇADES 
 
Recent developments in the urban scene acquisition techniques such as MLS systems have opened 
new perspectives for novel processing schemes, strategies, and concepts, from which 3D building 
reconstruction with detailed façade geometries are feasible. This involves carrying out some work at 
street level to find complementary and suitable building façade reconstruction schemes that could 
respond to the current needs. The PART-I aims at developing a technique to reconstruct building 
façades from MLS point clouds. It comprises five separate chapters. Chapter 2 gives an overview on 
the existing automated building façade reconstructing methods. It is followed by Chapter 3 which 
gives an overview of the proposed approach and related concepts. Chapters 4 and 5 present the 
methodology, and the analysis of results is given in Chapter 6. 
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Chapter 2 
2. State of art in Façade 
reconstruction  
Many research have focused on detailed building reconstruction from various data sources. In general, 
there are two types of data sources, which are commonly used for façade reconstruction: image data 
and laser scanning data. Image-based reconstruction is commonly utilized for creating virtual models 
of objects. The advantage of the image data is that they are simple to understand. Throughout the 
years, many researchers have dealt with image-based façade reconstruction, but surprisingly these 
methods still have low reliability and automation. Many problems arise when directly generating 3D 
geometry from the automated image interpretation, as images mainly represent a 2D projection of 3D 
real world objects. In order to acquire 3D points, the matching of 2D geometries in multiple images 
must be fulfilled and as a result several difficult and unsolved problems exist. In contrast, the 
reconstruction methods based on laser scanning data are directly associated with the 3D geometric 
information of an object in terms of 3D points. Laser scanner system gives a highly detailed and 
accurate representation of most object shapes, however cumbersome and expensive (Vosselman and 
Dijkman, 2001; Tarsha-Kurdi et al., 2007; Barber et al., 2008). One major advantage is that their high 
point density makes laser scanner data feasible to model the large scale objects as well as small 
structures. At the same time no transformation on complex dimensions is needed as in the case of 
image-based reconstruction methods. Due to the objective of this research which is finding a new 
processing scheme for 3D façade models from point cloud data (Section 1.4), the recent façade 
reconstruction approaches relying on point clouds are the main focus in this chapter. Also, the 
literature review is further restricted to approaches reported in the automated façade reconstruction 
based on TLS or MLS point clouds. 
 
In general, building façades in the real world takes many different architectural shapes. The aim of 
façade modelling is to represent these different shapes as realistic as possible. Many research have 
been conducted in reconstruction of building façade models from laser point clouds. These approaches 
can generally be discussed based on modelling techniques and the reconstruction process. The 
complete process of automatic façade reconstruction generally starts from data acquisition and ends 
with a detailed 3D façade model. 
 
Detection and reconstruction of building façades from point data can generally be performed with 
various modelling techniques. In principle, two major types of approaches can be distinguished: mesh 
based methods and geometric primitive based methods. While the mesh based methods are 
independent of any prior knowledge, the geometric primitive based methods are based on the 
assumption that a façade can be reconstructed by geometric primitives, i.e., planar features (see 
following sections). Numerous reconstruction methods, addressed various applications such as virtual 
environments, city planning, and simulation, have been presented to exploit additional knowledge, for 
example, topology of the objects. In order to obtain complete geometric models, automatic façade 
reconstruction process involves three main stages: (i) detection, (ii) feature extraction, and (iii) 3D 
reconstruction. The detection step localizes the building façade objects into regions. Feature extraction 
recognizes the individual façade feature types and delineates their primitive shapes, especially object 
boundaries.  Main task of 3D façade reconstruction is to reassemble topological and geometrical 
relations within the façade features to fix features geometrically representing the reality. The accuracy 
of the output model is influenced by all these steps. 
 
The following sections give a review of the prominent approaches that are based on point clouds. Each 
individual processing step is discussed. It starts with a detail description on façade feature extraction 
approaches in Section 2.1. General descriptions on 3D reconstruction approaches, relevant to the 
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proposed method, are covered in Section 2.2. In Section 2.3, a summary of the recent literature review 
including their benefits and drawbacks is given.   
 
2.1    Detection and façade feature extraction 
Façade features should be detected and extracted from point clouds at first to derive 3D façade models. 
The fundamental problem is how to extract different features such as walls, windows and doors 
automatically. In this sense, different techniques have been developed in recent practices. Usually, a 
façade feature detection technique consists of two conjunctive steps: segmentation and feature 
recognition/boundary extraction. 
2.1.1    Segmentation 
Segmentation is useful for localization, classification, and feature extraction. Thus, segmentation is 
one of the key steps, in processing of point clouds, in object recognition and model fitting. It can 
generally be defined as a process of grouping points having similar spatial properties based on a 
certain criterion (Rabbani et al., 2006). Consequently, a segment can be considered as an object that 
consists of similar characteristics or geometrically continuous component of an object surface. 
 
Since majority of building façades can be assumed as planar surfaces, the segmentation of point clouds 
into planar faces is generally considered in the automated façade reconstruction. During the last 
decade, several algorithms have been developed to extract planar surfaces using different segmentation 
methods which mainly differ from the principle applied for similarity measurement within a set of 
points. The most relevant existing segmentation methods, which are particularly based on geometric 
criteria, can be categorized into three main groups namely region growing segmentation (Dold and 
Brenner, 2004; Dorninger and Nothegger, 2007; Pu and Vosselman, 2006), segmentation based on 
clustering of features (Filin 2002; Filin and Pfeifer, 2006; Hofmann et al., 2003; Gorte et al., 2004), 
and fitting model (Boulaassal et al., 2009). Although model fitting is based on decomposition of the 
data into geometric primitive shapes, both clustering of features and region growing methods are based 
on pattern recognition for segmenting homogenous regions (Awwad et al., 2010). The most relevant 
techniques investigated for the proposed façade feature extraction from point clouds are given in the 
following sections. 
2.1.1.1    Region growing 
The region growing segmentation is performed on the basis of geometric criteria for dividing point 
clouds into homogeneous regions. To do this, one needs to identify seed surfaces or points. A seed 
surface is a surface supposed to belong to a segment. Often, attributes of the seed surface are typically 
representative of those exhibited by other points that fit in to the segment. The method starts by 
identifying a set of nearby points of a randomly selected point. If a plane can be fitted to the identified 
neighbour points of a given point according to the given threshold, the plane is considered as a seed 
surface. Subsequently, the seed segment is grown by interrogating the nearest neighbour points of each 
point belonging to the seed surface. Neighbouring points are either added to the seed surface or 
eliminated, based on the specific similarity criteria that are the attributes and properties exhibited by 
the points. The criteria, used most commonly, are proximity of points, planarity, and surface 
smoothness. The equation of planar surface is updated when new points to surface are found. Robust 
least square adjustment or Hough transform-based planar detection methods are widely used for planar 
fitting, which also assist to identify seed surfaces in the presence of outliers. The growing process 
continues for all neighbouring points added to a segment. The process is repeated until all points have 
been either segmented or rejected. Advantage of the region growing method is that it is fast, robust in 
the presence of noise, and the ability to extract large connected components straight away. Several 
variant algorithms of the region growing method are described by Hoover et al. (1996).   
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In the past decade, many region-growing segmentation methods with several extensions have been 
developed in order to group points according to their co-planarity. Gorte (2002) presented a number of 
different region-growing methods for point clouds acquired from ALS, in which a Triangular Irregular 
Network (TIN) is applied to explain the basic elements of surface. Afterwards, the surface growing 
process is applied for merging of neighbouring triangular elements according to their plane equations. 
Vosselman et al. (2004) proposed a surface-growing algorithm to extract flat surfaces; it consists of a 
planar seed surface detection in 3D Hough space followed by the actual growing of the seed segment 
by adding points according to their co-planarity and connectivity, for example adding only points 
within a certain distance (perpendicular) to the seed surface. However, in this approach, several other 
parameters such as the growing radius, the number of minimum points, and so on should be set for 
growing the seed surface. Pu and Vosselman (2006) followed the same concept to automatically 
extract planar features in TLS point clouds. Rutzinger et al. (2009 and 2011) applied the same 
segmentation method for the extraction of vertical building walls from MLS data. Their results 
confirm that this plane estimation method performs well with both TLS and MLS data. To make a 
good initial surface approximation and to describe the initial neighbourhood, techniques such as the 
RANdaom SAmple Consensus (RANSAC) are adopted by Schnabel et al. (2007).  
 
Another segmentation algorithm based on a surface smoothness is proposed to segment industrial 
scenes by Rabbani et al. (2006) and Awwad et al. (2010). Main steps of the algorithm are similar to 
the surface growing algorithm, which consists of seed surface detection and surface growing. Key 
difference in this algorithm is that the local surface normal of each point and the residual in planar 
fitting that approximate the local surface curvature are used for the growing of segments. The strategy 
of smooth surface segmentation method presented in Rabbani et al. (2006) is adapted to segment curve 
shape building surfaces in Pu (2010), in which normals are utilized to filter out any noisy points. 
Further, residuals of the seed plane fitting are analysed to correctly identify a cylindroids surface from 
the noise. While it gives satisfactory results, the processing speed is extremely slow as both calculation 
of the normals and fitting of the cylindroids surface are computationally rich. Similarly, Belton et al. 
(2006) presents a covariance based region growing algorithm to perform classification and both planar 
and non-planar feature extraction from TLS point clouds.  
 
The central problem that lies with the region growing method is its difficulty to define the ideal 
segmentation parameters, which in turn leads to obtaining bad segmentation results, for example over- 
and under-segmentation or miss detection. Besides, it suffers from the inaccurate detection of a seed 
surface, which leads to wrong segmentation results due to wrong initial selection. An overview of the 
most region growing algorithms could be found in Rabbani et al. (2006), Von Hansen et al. (2006), 
and Wani and Batchelor (1994).  
2.1.1.2    Segmentation based on clustering of features 
Segmentation based on clustering of features is used to recognise homogeneous patterns in point 
clouds, but without being limited to one specific pattern. It comprises two main stages: (1) identifying 
patterns in the point data according to their attributes and (2) grouping the identified points into 
clusters. The points corresponding to each cluster are assigned by unique labels that represent a sole 
segment in the object space. Some of examples using this technique are as follows: Filin (2002) 
proposed a clustering method, which used an unsupervised classification procedure to extract 
homogeneous segments from unorganized ALS point data with only limited amount of details. Main 
objective of the approach is to reduce over-segmentation effect and to search for clusters, which are 
spatially meaningful. According to the seven dimensional vectors defined for each point, such as the 
parameters of the fitted plane to the point neighbourhood, point coordinates, and the relative height 
difference between the given point and its neighbouring points, the feature space is clustered to 
identify different surface groups. An extended version to this method, i.e. slope adoptive method, has 
been presented in Filin and Pfeifer (2006), who introduced several other parameters for defining the 
point neighbourhood such as point density, point distribution in X/Y direction, and measurement 
accuracy. Hofmann et al. (2003) presented a clustering algorithm that uses a TIN structure created 
from ALS data. They define a clustering-based feature vector for both 2D (slope and orientation) and 
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3D (slope, orientation and O-distance) parameters for triangles of a TIN structure. O-distance is 
defined as a minimum distance of a plane from the origin.  
 
The quality of results of the method of clustering-features is directly influenced by the quality of the 
used attributes. Also, it has been found that the method is affected by the definitions of the 
neighbourhood. Additionally, these methods are sensitive to noise in the input data and the processing 
speed is much slower than the other segmentation methods, because clustering of multi-dimensional 
features for large point clouds is computationally very expensive. To avoid the effect of noisy data and 
outliers, an additional robust approach should be tried which increases the processing time greatly. As 
a result, the method has not proved to be practical for feature extraction from 3D point clouds, 
particularly in the presence of noisy data and outliers (Awwad et al., 2010). An overview of 
algorithms, which deal with clustering of features, is presented in Jain and Dubes (1988). 
2.1.1.3    Segmentation based on model fitting 
Model fitting algorithm is based on the assumption that man-made objects can be represented by 
geometric primitive shapes such as planes, spheres, cones, and cylinders. In building façades, the 
method aims to fit planar shape surfaces in point clouds. The most commonly used methods for fitting 
façade models are the Hough Transform and the RANSAC. 
   
The 2D Hough Transform is a technique that is normally used to isolate objects of a particular shape 
by a voting process, in the image processing domain (Hough, 1962). It can be defined as the indirect 
straight line detection technique, which transforms the global line extraction problem into a local peak 
searching problem in a parameter space. The main principle is the representation of points in one space 
to another space; the Euclidian space is used as the initial space. The line in the image space 
corresponds to a point in the parameter space whereas image point represents a curved line in 
parameter space (Figure 2.1). If there are several image points on the line, each point represents a 
curve line in the parameter space. The point in the parameter space where the all curve lines intersect 
indicates the correct parameters of the line in the image space.  
 
Based on the applications on the 3D point cloud, the 2D Hough Transform has been extended to 3D 
space (Vosselman and Dijkman, 2001). The principle for both 2D and 3D case is well explained in 
Tarsha-Kurdi et al. (2007).    
 
 
 
Figure 2.1:   Representing a line: (a) in normal space and (b) in parametric space (presentation of a line as a point 
using the normal form) 
 
 
In addition, several improvements have been proposed, for example adaptive Hough Transform 
(Illingworth and Kittler, 1987). However, the Hough Transform is influenced by the segmentation 
parameters (Tarsha-Kurdi et al., 2007). As an alternative, RANSAC is increasingly used to segment 
planar faces. 
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The RANSAC algorithm has been introduced to detect mathematical features such as planes and lines, 
especially in the field of digital image processing. A Detailed explanation on the basic principles of the 
RANSAC algorithm is given in Fishler and Bolles (1981). In the domain of automatic building 
modelling based on 3D point clouds, the principle of RANSAC algorithm is to find the best fitted 
plane among a 3D point cloud. The process comprises three main steps. It starts by selecting three 
minimum random points. Based on the random points, it computes the mathematical parameters of the 
corresponding plane. Afterwards, the algorithm searches for new points that fit the defined plane, 
according to a given threshold of distance. The process should be repeated several times to accept the 
best fitted plane based on three predefined thresholds i.e. the maximum number of iterations, the 
minimum number of accepted points, and the tolerance value for accepted inliers.   
 
Although the RANSAC method is robust in the presence of noise data, some shortcomings of the 
RANSAC algorithm has been identified, for example, inefficient and spurious surfaces can be 
obtained, particularly in the case of parallel planar surfaces. Sapkota (2008) shows that the detected 
planar surfaces using the RANSAC might correspond to different object surfaces (inter-wined planar 
objects). For example, under-segmentation may occur when two or more objects located in parallel 
plane (windows) are segmented into one planar surface. On the other hand, non-planarity objects 
would segment into several surfaces leading to an over-segmentation. Several extensions for the 
traditional RANSAC algorithm have been suggested to solve these problems. An example is the 
adaptive RANSAC proposed by Hartley and Zisserman (2003) for minimizing the number of iterations 
and thereby reducing the processing time. In Bretar and Roux (2005), the Normal Driven RANSAC is 
recommended (ND-RANSAC), where normal vectors of each point are computed to extract 3D planar 
surfaces from ALS data. Since it uses normal vectors only for selecting three random points, the 
problem of spurious segmentations of parallel gradual planar surfaces cannot be solved. Boulaassal et 
al. (2007) suggested a sequential process for the RANSAC algorithm, which permits automatic planar 
segmentation from point clouds captured by TLS. They assume that the best plane is the one 
containing the maximum number of points with a low standard deviation. Thus, the extended 
RANSAC algorithm allows them to detect the best plane. Later on, points, relevant to the derived 
planes are removed to improve the detection performance further (Boulaassal et al., 2009). 
Improvements to increase its capabilities for automatic planar detection from ALS and TLS data are 
presented in Tarsha-Kurdi et al. (2008) and Awwad et al. (2010).  
 
An analytic comparison between the RANSAC and Hough Transform techniques in terms of 
advantages and drawbacks has been reported by Tarsha-Kurdi et al. (2007) with the aim of 
reconstructing building models from ALS data. The comparison is mainly focused on the processing 
time of both algorithms and also their sensitivity to characteristics of point clouds. It shows that the 
processing time of the RANSAC is negligible even when the size of point clouds is very large whereas 
the Hough Transform is very sensitive to the segmentation parameters. According to the literature on 
each segmentation methodology, region growing can be accomplished in one pass through the point 
clouds by examining each point, whereas clustering algorithms involve more than one pass through. It 
is one of the advantages of region growing algorithm. The core of the segmentation used in this 
research work refers to the region growing. 
2.1.2    Feature recognition and boundary point extraction 
Façade features can generally be defined based on knowledge about their geometry. In the case of 
point cloud data, having planar segments for representing individual façade features, the geometric 
parameters of each segment should first be obtained. Prior to the object recognition, the obtained 
parameters can be compared with the real geometric parameters which can be defined based on the 
general knowledge about the geometry of each feature. Pu (2010) presents a knowledge-based façade 
feature recognition method in which prior knowledge about building features such as size, position, 
direction and relations are used to recognise potential façade elements. The usage of formal grammars 
for feature recognition has been discussed in Dehbi and Plumer (2011). The quality and usability of 
these feature recognition methods depend on the available models, which provide a priori knowledge 
to the reconstruction process.  In the case of window and door recognition, it is assumed that these 
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features can be recognized by searching for no measurement areas on a wall segment. Therefore, the 
boundary of each detected wall segment should be first obtained. This can be done directly by 
extracting edge points of each wall segment. To extract edge points, numerous methods and different 
criteria have been suggested in the literature; most of which utilize a Delaunay triangulation, an angle-
based method, and/or proximity-based alternatives. From the obtained boundaries and prior knowledge 
on feature geometry, the feature type can then be determined. Steps of some important feature 
detection methods (edge point extraction methods), which are arguably relevant to this research, are 
discussed briefly in the following sub sections. 
 
One common method for determining boundary points is through the Delaunay triangulation of point 
cloud. It is helpful for feature detection because there are no sample points inside the opening 
(Truong-Hong et al., 2013). This is done by identifying the long edges from TIN as long edges appear 
only at the outer or inner boundary of a wall façade  while solid areas would result in short TIN edges 
(Pu, 2010). The end-points of the found long TIN edges, which are longer than a certain length 
threshold, are labelled as the boundary points. According to the number of neighbour triangles, each 
triangle can be classified as either inside or outside triangles (see Figure 2.2). Generally, an inside 
triangle has three neighbour triangles while an outside triangle has only two neighbours. The boundary 
points are classified as interior or exterior according to the label of the respective triangle. Using TIN-
based method, i.e., searching end-points of the long TIN edges, the boundaries of a building façade 
and also its features (opening areas such as windows) can be extracted (Pu and Vosselman, 2007). The 
boundary points belonging to the same object can be grouped together to recognise individual objects. 
Similar method using 2D Delaunay triangulation is presented by Boulaassal et al. (2009) for extracting 
contour points of features’ boundaries; these contour points have been used to create the polygons for 
complete façade models. There are few possible shortcomings when using 2D Delaunay triangulation 
for feature detection: incomplete window generations, low accuracy of wall outlines, low accuracy of 
corner point selection, and influence by a predefined threshold of the triangle side length (Truong-
Hong et al., 2013). For example, larger length threshold removes the corner points while the smaller 
length identifies many false (inside) points as boundary points, thus the definition of TIN based 
method becomes unrealisable especially in areas of varying point density. By introducing adoptive 
thresholds, contours of a window (rectangular bounding shape) have been detected by Ali et al. 
(2008). This is achieved by applying closing morphological operations to segment windows, from 
which position and shape of window is detected. In addition, errors (false positive results) may occur 
as real hole areas cannot be distinguished from unreal holes occurred due to occlusions or sparse data. 
 
 
  
                   (a)                                       (b)              (c)            (d) 
Figure 2.2:   Delaunay triangulation mesh: (a) a subset of point clouds; (b) Delaunay mesh; (c) closed up view of 
triangles belonging to inner surface; and (d) closed up view of triangles belonging to an opening area.  
 
 
Angle-based method is also a relatively common approach in feature detection. Its principle is fully 
explained in Gumhold et al. (2001) and Bendels et al. (2006). The process starts by projecting the k-
nearest neighbouring points (kNNs) of a point onto a fitted plane that is discovered through a principal 
component analysis. If the angle between consecutive neighbour points is significantly greater than 
others, it is assumed that the point is possibly affected by a boundary, see Figure 2.3 for example case. 
A boundary probability of each point is employed by Bendels et al. (2006) for automatic extraction of 
holes, located on an object surface. In this method, the boundary probability for three different criteria, 
i.e., angle, half-disc, and shape criteria, is computed with respect to the given k-nearest neighbour 
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points. The maximum angle between two consecutive neighbour points projected into a plane is used 
to find the probability for an angle criterion, while the distance between a selected point and the 
average point of neighbour points is used for the shape criterion. Further, the algorithm compared the 
eigenvectors computed from a given point and a point of a standard object. In order to improve the 
robustness of the automatic hole detection process, the boundary coherence technique, which is useful 
to avoid the effect of noisy data in boundary point selection, is also included. Becker and Haala (2007) 
presented a fairly similar method, i.e., the haft-disc criterion, to extract boundaries of a wall façade and 
its opening features. In this approach, windows are described as areas with no point measurements, 
thus a point is selected as a boundary point if its neighbour points are distributed on a half-ball. 
 
 
 
                          (a)             (b)                         (c)                            (d) 
Figure 2.3:   Selection of boundary points using angle-based method: (a) neighbour points of a boundary point P; (b) 
neighbour points of inner point P; (c) misclassification of point P as an inner point due to large 
neighbourhood -20 kNN points; and (d) P is selected as a boundary point when it has 8 kNN points.  
 
 
However, the angle-based method is sensitive to the distribution of k-nearest neighbour points of a 
given point and also selected neighbourhood affects the processing time as well as façade feature 
detection quality, thus choosing an optimal value for kNN points is essential. For example, choosing a 
smaller value for kNN points may lead largely to classify inner points as boundary points, especially 
when the points have high level of noise or are relatively sparse. On the other hand, when the 
neighbourhood is excessively large, boundary points are overlooked (Figure 2.3c and d).  
 
To eliminate the need for a structured neighbourhood, an alternative method is proposed by Tong et al. 
(2004), in which the eigenvalues that are derived from the non-structured neighbour points by using a 
tensor voting technique are examined. By analysing the difference between the two largest 
eigenvalues, boundary points can be extracted (Gambold et al., 2001). However, the eigenvalues are 
dependent on the size and density of a point neighbourhood, which creates a problem on setting a 
global threshold. The problem is minimized by introducing a radius threshold to restrict the ball of the 
neighbourhood in Trough-Hong et al. (2013). To extract window borders, Becker (2009) introduces a 
cell decomposition technique, which segment a planar surface into 3D cells representing either a 
homogeneous part of the façade or a window area. For the purpose of façade modelling, the generated 
3D cells are classified as building and non-building cells based on the point density of each 3D cell.  
 
Although many approaches have been developed to recognise façade features by solving the general 
problem of occlusion effect (Criminisi et al., 2004; Engels et al., 2011), few work describing façade 
feature recognizing  from MLS data have been reported recently Pu (2010) and Becker (2009), for 
instance. Frueh et al. (2005) generates façade triangular meshes using terrestrial laser scanning and 
digital images. In this approach, point clouds are utilized to create depth images and then the 
background (façades) is distinguished from foreground (occlusions) by applying the histogram 
analysis method. In Becker and Haala (2007), holes and gaps, contributed by occlusion, are avoided 
using point clouds from different viewpoints. Furthermore, bottom-up and top-down knowledge 
propagation methods, i.e., grammar rules, are employed in order to cope with data uncertainty. Pu and 
Vosselman (2009) present a knowledge-based method for segmenting potential façade objects such as 
windows and doors. To cope with the gaps created by occlusion, assumptions have been made based 
on generic knowledge about the objects. For example, irregular shape hole areas such as extremely 
long and narrow and very small holes (less than 50cm50cm) are removed. Similarly, unrealistic holes 
are discarded by comparing characteristics of each hole to those of standard façade openings (Trough-
Façade reconstruction in literature 
 
 22 
Hong et al., 2013).  Schnabel et al. (2009) also present a hole filling method using primitive shapes, 
detected in point clouds. In this approach, neighbouring primitive structures of each hole are extended 
and intersected to obtain closed polygons. This is achieved by applying graph-cut principle. Zheng et 
al. (2010) develop method for façade modelling that uses non-local filtering across repeat and regular 
geometry in urban façade objects. In order to deal with missing data, outliers and noises, a statistical 
error metric minimization scheme has been incorporated into the process. Another interactive tool 
called smartboxes is introduced by Nan et al. (2010) for fast reconstruction of façades. It takes the 
advantage from the characteristics of urban objects such as orthogonality and regularity. This leads to 
reconstructing object structures which are partially or completely missing from the point clouds. For 
this, the user’s interactive guidance and knowledge about the semantics with the snapping forces are 
integrated. Many alternative methods have been introduced based on façade grammars (Wonka et al., 
2003; Schmittwilken and Plümer, 2009; Becker, 2009; Dehbi and Plümer, 2011; Wan and Sharf, 
2012). The façade grammars are usually employed to model building parts, which are occluded. 
Recently, a review of various methods has also been reported by Ning and Wang (2013). Nevertheless, 
quality dependent façade feature detection is still a challenging task in the presence of missing data 
due to occlusion and the complexity of buildings in urban environments. 
 
2.2    Building façade model reconstruction 
In general, most of façades can be modelled geometrically as an ensemble of planar polygonal surface 
patches including the main building façades features. Having boundary points of each recognized 
façade feature, the 3D reconstruction can be realized. Semi-automatic techniques are commonly used 
for model reconstruction with commercial 3D modelling software. The process combines human 
understanding on point clouds and interpretation ability of computers. It gives reliable and practical 
ways of reconstructing façades. They also offer several manipulations and editing tools to support in 
reconstructing 3D geometric models from the input data with 3D coordinates. Therefore, opening 
areas on the façade walls caused by occlusion errors can be solved and sharp boundary edges can be 
obtained. There are some commercial software programs transforming laser data into 3D models semi-
automatically. Examples of human interaction software are Autodesk, PhotoModeller and Kubit 
(Autodesk, 2013; PhotoModeller, 2013; Kubit. 2013), which permit a semi-automatic reconstruction 
of 3D building models in image or point clouds. Table 2.1 highlights the capabilities of some software 
tools. Many of these commercial programs are CAD compatible, and the CAD model is the basis for 
any computational modelling. Operators play a significant role in these systems and in turn influence 
the efficiency and quality of results. These in turn can be identified as a manual operation, which uses 
considerable amount of resources. Therefore, these methods cannot be used to reconstruct façade 
features automatically by solving the problems, discussed in Section 1.3.   
 
 
Table 2.1:   Example for commercial software tools.  
Software tools Mesh type Data  
PhotoModeler - Digital images 
Kubit PointCloud - Point clouds 
Rapidform XOR Polygon, NURBS Point clouds 
ClearEdge3D 
Edgewise 
Polygon Point clouds 
Geomagic Studio Polygon, mesh Point clouds 
 
 
In principle, recent automatic object reconstruction methods can be classified in to two categories, 
namely (i) direct modelling, which is called the data-driven method (e.g. Cornelis et al., 2008; Becker 
and Haala, 2007; Pu and Vosselman, 2007) and (ii) indirect modelling called the model-driven method 
(e.g. Schindler and Bauer, 2003; Ripperda and Brenner, 2006; Ripperda, 2008). Detailed results from 
some recent literature are given in Table 2.2. Automatic point-based techniques are still mainly 
applied for visualization due to the limitations in geometric accuracy.  
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The model-driven approach is also called as top-down knowledge based modelling approach. It 
considers an object that can be explained through a number of primitive parameters. Although it is 
restricted to a set of possible shapes, the model-driven methods are giving promising results since they 
are based on the knowledge of objects and always search for best-fit models. There are two strategies 
used in recent model-driven façade reconstruction methodologies namely generative and appearance 
based modelling. In generative modelling, the main principle is to generate a simulated image, in 
which a geometrical 3D model is projected into the image space and then the image is structured into 
semantically meaningful sections by stochastically varying models (Becker, 2009). Through a 
stochastic procedure, differences between the calculated and the real image are minimized by 
adjusting the model parameters for a maximum similarity. In the second strategy, numerical analysis 
and machine learning methods are used to find template characteristics. The appearance based method 
is presented by Reznik and Mayer (2008), in which implicit shape models, learning from training data, 
are analysed to detect and delineate of windows in façade imagery. Another model-based method for 
façade classification and reconstruction from 3D point clouds is presented in Schmittwilken and 
Plümer (2010).   
 
 
Table 2.2:   An overview of approaches, used for modelling of building façades from point clouds.  
Work Principle of the method Input data Outputs 
Gal, 2007 Local shape priors database Scanned point clouds 
Street network, façade 
shader 
Chen, 2008 Modelling pipeline based on planarity Registered point cloud 
3D building model 
with textures 
Schnabel et 
al., 2009 
Used primitive shapes Point clouds 3D mesh model 
Becker, 2009 
Combined top-down and bottom-up 
method  
Grammars, terrestrial 
images and 3D point 
cloud 
3D building model 
Bokeloh, 2009 Feature line based technique Point clouds Reconstructed model 
Pu, 2009 Knowledge based method   Scanned point cloud 3D polygon model 
Zheng, 2010 
Scan-consolidation framework (user 
interaction) 
Point clouds 3D façade model 
Nan, 2010 Smart box (user interaction) Point cloud 
3D building and façade 
model 
Lin, 2011 
Interactive structure  (user 
interaction)preserving retargeting  
Point cloud 3D building model 
Li, 2011 2D-3D fusion method  point cloud and images 3D texture model 
 
 
The most current top-down modelling approaches used for façade reconstruction is based on façade 
grammars, in which the building façade is decomposed into various regular parts according to a 
disparity in the façade structure and similarity/repetition (Becker et al., 2008; Rpperda and Brenner 
2006, 2009). Afterwards, the reconstruction is done by looking for the best fitting model from the 
previously catalogued database. The main idea is to integrate prior knowledge to the reconstruction 
process for an explicit representation of the semantics. According to the knowledge based façade 
modelling, formal grammars have been widely applied to ensure the plausibility and the topological 
correctness of the model over the last few years. For instances, Stiny and Gips (1972) presents shape 
grammars for façade architecture modelling. Wonka et al. (2003) introduce split grammars to 
automatically create architectural structures based on the rules and attributes stored in a database. 
Other approaches can be seen in Müller et al. (2007), Wan et al. (2012), Ripperda and Brenner (2006), 
and Ripperda (2008). 
 
However, top-down modelling algorithms are based on a predefined styles and this style has to be 
represented and translated manually into model or grammar description. On the other hand, most 
algorithms developed based on the model-driven are still restricted to the model libraries or grammar 
rules; thereby it is difficult to handle all the shapes found in an urban area. Besides, the arrangement of 
façade structures should be roughly defined in advance due to the predefined partitioning process that 
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is established in grammar rules (Becker, 2009). In this respect, these methods focus on some kind of 
knowledge derived from given data. For example, Ripperda and Brenner (2009) derive structural 
information of a façade from image data to make the stochastic modelling procedure. In this approach, 
the building façades are described using hierarchical composition of the terminals defined from façade 
elements (walls and windows) and abstract elements (symmetry and repetition). During the 
reconstruction step, the probability distribution of the terminals (the best matching model with the 
highest probability) is examined using a grammar combined with a reversible jump Markov Chain 
Monte Carlo (rjMCMC) technique. Nevertheless, this knowledge based process may not work for 
complex façades, the small size protrusions for instance. 
 
In the bottom-up modelling technique, the object geometries such as points, edges and planes 
(primitives) are directly extracted from the point clouds and combined to form the final model as 
surface models, volumetric models, or wire frame models. The object representation type is based on 
the derived 3D information. The first two types of representations are often used for visualization 
tasks. For instance, Frueh et al. (2005) describe façades by triangular meshes generated based on 
image sequences data and mobile laser scanning. It is a fully automatic approach for 3D scene 
reconstruction and achieved high quality and realistic surface models with textures, but without 
including any simple geometric shape such as polygons. The large amount of meshes tends to slow 
visualization. Cornelis et al. (2008) and Akbrzadeh et al. (2005) develop automatic approaches for 3D 
scene reconstruction based on mobile mapping systems and images. These approaches generate very 
high quality textured surface models and their automation level, processing speed, and visualization 
results are also relatively impressive. But, the outlines of objects are not considered as they all 
concentrate only on the visualization. The method developed by Schnabel et al. (2007) focuses on 
volumetric modelling assuming that the observed scene can be composited from volumetric primitives. 
For this purpose, they present a hole-filling algorithm guided by primitive selection in the point cloud. 
Nan et al. (2010) introduce a semi-automatic tool called `Smart-Box’ enabling the user to assemble an 
architectural building façade model directly from point cloud data. All these works mentioned up to 
now solely give attention to geometric aspects. However, most of applications require not only 
geometric aspects but also knowledge about the semantic meaning of objects when object scenes are 
reconstructed. Following this point, some methods focus on the reconstruction of façade models with 
interpretable structures, looking for semantic objects (façade elements) in point cloud or image data 
such as windows and doors.    
 
Simple rectangular boxes are fitted into the extracted window points in Pu and Vosselman (2007). The 
final geometric model is reconstructed by applying rules, defined based on the façade knowledge, for 
occluded areas and polygon fitting process. In modelling of features, two different polygon fitting 
methods, i.e. least squares fitting and the Quick hull method are used. Becker and Haala (2007) 
propose a similar method where façade features, windows and doors, are reconstructed from laser 
scanning point data as the refinement of a given coarse building model. Another approach aiming at 
the construction of a façade CAD model is given by Boulaassal et al. (2009). The method starts similar 
to Pu and Vosselman (2007) with the detection of façade feature contours.  
 
A general problem of data-driven approaches is that they are dependent on data quality. Further, the 
reconstruction results are relatively sensitive to the noise and data imperfection because geometric 
features are extracted and modelled directly from the input data. In this respect, model-driven top-
down modelling offer accurate geometric model without any geometric deformation since it handles 
data uncertainty based on knowledge about the object appearance and structure arrangement. 
Therefore, such reconstruction approaches are more robust. Compared to data-driven bottom up 
approaches, it requires less number of thresholds, thus it reduces error rates. However, the robustness 
of the model-driven methods depends basically on the small number of models available in the 
database; thus results restrict to the set of possible shapes. Including different architectural shape 
models or 3D primitive elements into the model library would result in an increased complexity but 
reduced robustness. In order to be more robust in this aspect, some research works combine both top-
down and bottom-up modelling approaches in terms of dealing with data including various qualities 
(Becker, 2009; Wang et al., 2011).  
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Becker (2009) employs both top-down and bottom-up propagation of knowledge for the modelling of 
façades. It consists of two procedures. First, it reconstructs a façade model by looking for façade 
features in a point clouds. For this purpose, border points of windows are first determined by using a 
similar principle introduced in Becker and Haala (2007). To refine the window edges extracted from 
laser data, edges extracted from digital images by using a Sobel-filter are used. The resulting model 
includes window frames as well as window crossbars. Afterwards, dominant or repetitive patterns, 
regularities and their hierarchical relationships are extracted from the constructed model for defining 
rules, in which a grammar similar to the one in Ripperda (2008) is utilized. Rules together with the 
preliminary model define a façade grammar which is applied for the refinement of the previous 
reconstruction model. This method is suitable for the buildings having uniform shaped façade features. 
While top-down modelling principle is worked well in ALS based building roof reconstruction, it is 
difficult to set up a number of models for the structures of façades as there are building façades with 
various shapes and many small structures (Pu, 2010). Therefore, a bottom-up modelling principle 
would be more consistent. Besides, data-driven methods cope with unspecified complex façade 
shapes, especially without excessive prior knowledge. This research solely focuses on data-driven 
bottom-up modelling principle.  
 
2.3    Summary 
In recent years, there has been an increased interest to analyse point clouds acquired from laser 
scanner systems, for reconstructing geometrical models of urban areas. The goal of the present work is 
the automatic reconstruction of building façades in urban areas. From literature survey, it can be 
concluded that the automatic façade reconstruction based on laser scanner point cloud data, especially 
geometrical modelling, is still a challenge and ongoing research work. Main reasons for this are the 
scene complexity, immensity and incompleteness of the point cloud data.   
 
Point clouds acquired from MLS are flexible to use in the urban environment, though different point 
densities, dense point clouds, and occlusion effects affected the correct feature detection. Although 
many algorithms have been proposed to reconstruct object surfaces from laser scanning, most of them 
are aimed at visualization, in which the object models are less strict than the models that needs 
applications such as simulation. Existing approaches are semi-automatic or manual and needs 
experiences to fill opening areas caused by missing data or occlusion effects. The above sections (from 
Section 2.2.1 to 2.2.4) attempted to provide an overview of relevant approaches and document the 
current capacities and drawbacks of available techniques and methods, especially for façade modelling 
from point cloud data. These approaches confirmed clearly that development of a novel method is 
essential to reconstruct façade models not only for visualization purposes but also for computational 
applications.   
 
Feature extraction is an important step in the automatic modelling process. Generally, during the 
feature extraction process, small objects or corners of boundary points are not recognized. Often, there 
are some miss-recognised features caused by occlusion or missing data. Furthermore, the recognition 
is mostly restricted to rectangular shaped features. Therefore, façade reconstruction algorithms have to 
be recognised and reconstructed features correctly. Another challenge for automatic façade 
reconstruction is that there are a wide variety of façade architectural elements and styles available in 
urban areas, thus automatic recovery of a complete, detailed, accurate, and realistic façade modelling 
is still a distant target to be achieved, especially when façades have complex structures (Musialski et 
al., 2012). The requirement for the algorithms of façade modelling is to ensure the geometric 
correctness of the restructured models as such models are useful for advance analysis and applications. 
Existing automatic modelling approaches lack a robust and inclusive structure reconstruction. In order 
to overcome these problems, a new method needs to be developed. 
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Majority of façades satisfy the hypothesis that façade features can be reconstructed geometrically as a 
union of planar polygonal surfaces. Also, most of façade features have regular and similar patterns. 
Furthermore, they can be described by similar geometric shapes. As a result, incorporating this general 
knowledge of building façade structure (geometric shape) into the modelling process could be a 
practical solution. The knowledge of façade structure has been widely used in most image-based 
analysis algorithms (e.g. Baltsavias, 2004). Accordingly, this thesis presents a new method which is 
flexible enough to reduce the effect of occlusion and to reconstruct geometrically correct façade 
models. The developed approach which is based on the knowledge about building façade structure, 
i.e., object shape, is presented in the following chapters.  
Chapter 3 
3. Methodology and approach 
This chapter presents the new concepts that are introduced based on the literature to achieve the 
objectives discussed in Chapter 1. The intention is to reconstruct façade features by combination of 
primitive shapes defined according to the general knowledge about geometric shape of the feature. 
Each concept is explained in this chapter and applied in later chapters.  
 
3.1    Outline 
Based on the research questions and the literature review as described in previous chapters, the 
following major facts are considered in designing of the novel façade modelling approach;  
 
1. Efficient and highly automated processing strategy related to MLS point cloud data 
 
2. Data driven approaches to cope with complexity of real scenes 
 
3. High level of contribution by point clouds without any additional data sources  
       
According the above facts, the proposed façade feature reconstruction process is designed to be 
executed in two stages:  
 
1. Extraction and recognition of façade features from MLS point clouds, and  
 
2. Building façade model reconstruction.  
 
In order to complete these steps, different concepts and strategies are introduced. The core strategy is 
the introducing of shape knowledge for the façade feature modelling. The first focus is the detection 
and feature recognition. Special emphasis was given on how to recognize most of the façade features 
from point clouds. Building façades primarily consist of dominant vertical planes, allowing them to be 
effectively separated from other objects. Thus, the method takes planar surfaces as a main entity. In 
order to cope with problems related to the feature recognition, solutions are given from semantic rules 
that can be clearly defined from the generic knowledge about the façade structure and the hierarchical 
relationships between façade features. Once the correct features are recognized, extraction of feature 
boundaries enables to reconstruct a 3D façade model. Further attention was given on finding a new 
approach to minimize the unrealistic features (occlusion effects) detected as façade features.   
 
In the second stage towards 3D façade modelling, a special attention was given to finding a new 
concept to automate the use of primitive shapes effectively for the façade reconstruction process.  How 
geometrical and topological properties within the façade structure could accurately represent the real 
scenes is considered during geometric model reconstruction. To cope with uncertain topology and 
geometry, solutions are given by considering structural information such as dominant/ repetitive 
features, alignments, and regularities. As the objective is to develop a highly automated technique for 
the reconstruction of façade features by minimizing occlusion effects and representing the reality 
accurately, more attention in the design is put towards issues regarding geometric reconstruction stage. 
Once the accurate geometry of each façade feature is obtained, combination of all features enables the 
retrieval of a complete 3D façade model. 
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The remainder of this chapter, Section 3.2 discusses the main key concepts used in the above two steps 
within the proposed reconstruction method. Workflow of the façade feature reconstruction from MLS 
point data is given in Section 3.3 with a short description of each processing step. Since the planar 
surface is considered as the main entity, the method starts with the extraction of planar surfaces. Some 
basic definition, rules, and constraints corresponding to the new concept that this study introduces will 
be briefly explained to get a clear idea about the use of shape knowledge and the new concepts of the 
study.  
 
3.2    Shape knowledge representation 
3.2.1    Façade feature recognition strategy 
Automatic recognition of building façade features is the most difficult among façade reconstruction 
procedures. Generally, building façades are more complex, but are arranged in structured ways in 
generally primitive shapes. Thus, knowledge about geometric shapes (of objects) that usually is seen 
in façade geometry and topology such as patterns, repeat styles, etc can be considered as strong 
guidance in object recognition and modelling. Besides, spatial relationships between surrounding 
features, which provide contextual or structural information, seem to be very appropriate to illustrate 
all these shapes in a structural way. Relations relevant to façade modelling can be segmented as 
aggregation relationships (part of), topological relationships (connectivity, inside, outside), and 
directional relationships (above, below) as described by Tang et al. (2010). Based on this knowledge 
about a building structure, a façade feature recognition tree (Figure 3.1a), which represents a global 
shape of the building as an aggregation of local shapes (i.e., parts of buildings), is introduced. In this 
façade feature recognition tree, the relationship between each building part is hierarchically organized 
and listed. Figure 3.1(a) illustrates a possible semantic deviation, i.e., a collection of general human 
knowledge about the geometric structure of a building. Each component of a tree provides an 
important context node, which is referred for both recognition and reconstruction strategy. For 
instance, a building usually consist of a roof and body; and the body consists of a set of walls such as 
left, front, side, and back. The front wall usually has a set of windows, doors, balconies, and 
overhanging parts. This knowledge is help to deal with difficulties caused by noise, occlusions, and 
disturbances. Hereby, a planar surface is used as the main entity to recognise building parts that are 
elements on the feature recognition tree, as it reflects semantic information and relationships between 
elements. Similarly, these structural relations can be defined by rules (Figure 3.1b). Such rules 
describe basic relations which should be sufficient for automatic recognizing of structural façade 
features (residing within the building façades: Windows and doors) and non-structural façade features 
(balconies, walls and etc.). The term “façade features” in this thesis refers to all features corresponding 
to a building wall while “façade wall” refers to a building wall. During the selection, the following 
considerations are taken into account: 
 
1. The process considers only an exterior structure. Only important features, which are relevant 
for basic façade model reconstruction, are considered, for example, walls, doors, windows and 
balconies. 
 
2. The non-structural features such as window cross bars and door edges are not included 
although some part of these features can be seen in point clouds.  
 
3. Only planar primitives are considered during the recognition process as it is the most essential 
and basic element in human vision and knowledge.  
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Figure 3.1:   Relation between façade features: (a) façade feature recognition tree (topological structure of semantic 
features) and (b) structural relations (production rules) 
 
 
Each planar surface can be recognised in a hierarchical manner by constructing semantic rules and 
geometric constraints from their attributes and relations in both the 2D and 3D domain. More details 
on this are presented in Chapter 4. Attributes, used for the recognition process are as follows:  
 
1. Length - Each feature has a certain length in respect to the feature type. Walls usually occupy 
the longest line segment in 2D space compared to other façade features. 
 
2. Shape – Each building feature has a regular shape that is common for a certain feature type. 
The basic primitive shapes used to describe building features are rectangle, triangle, trapezoid, 
and parallelogram. Mostly, both walls and roofs have flat shape.  
 
3. Size – Size is the most significant attribute that can be used to distinguish features. For 
example, in most cases the largest plane refers to the façade wall while features with smaller 
sizes usually depict façade windows or doors.  
 
4. Height – Height is also an important attribute as each feature has different heights and height 
levels.  
 
5. Position – Features can be represented by using their relative position respective to 
neighbouring already identified features, particularly a building wall. 
 
6. Orientation – Orientation is another attribute that could be easily distinguished in most man-
made objects, especially buildings. For instance, typically, a building has vertically oriented 
walls while roofs or part of roofs are usually oblique from the Z axis.      
 
Further to feature attributes, some spatial relations between façade features can be introduced for more 
reliable feature recognition process: 
 
1. Angle – Angle between façade features, especially in 2D, can be measured to differentiate 
features. Most features are often parallel or perpendicular to each other. For instance, 
balconies of a wall generally have a planar surface which is parallel to the respective wall. 
 
2. Distance – If the distance to a selected feature from the nearest wall is large, the feature does 
not belong to a window/door feature (a wall feature).  
 
(a) (b) 
Methodology and approach 
 
 30 
By the combination of these attributes and relations, geometric rules can be defined for identification 
of each feature type. Some examples can be given as follows (l1, l2 is 2D representation of planar 
surfaces and s is a planar surface); 
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These rules can then be translated into feature constraints to automatically recognise façade features in 
point clouds. Various types of buildings can be represented using the hierarchical composition by their 
features.  An example for a simple building with hierarchical features is shown in Figure 3.2, in which 
the structure of the building façade is described.    
 
 
  
Figure 3.2:   Hierarchical feature composition of a sample building (a feature recognition tree). 
 
 
All façade feature types can be recognised on the basis of defined feature constraints. However, for 
recognition of window and door features, holes of a detected wall façade are considered. Properties of 
each hole can be incorporated into the feature recognition process. For the first time, this study 
integrated wall collar points to the definition of geometric shape of window/door features for 
enhancing results in feature recognition schemes. In order to associate a hole caused by occlusion 
effect, a rule based strategy for recognizing these holes is introduced. Different rules are defined based 
on the geometry (primitive shapes). More details of these defined rules are represented in later 
chapters.        
3.2.2    Geometric reconstruction strategy 
The strategy that this research introduces to the façade model reconstruction based on the shape 
knowledge (primitive-based) is presented in this section. The main idea of this part is to emphasize 
how to efficiently use primitive shapes to reconstruct façade features by using only point clouds. 
 
Each façade feature can be detected into basic primitives composed of planes, lines, and points. The 
boundary of features (planes) can be defined by lines. Points refer locations where two consecutive 
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lines intersect. The 3D lines of features are produced in two ways, either intersecting nearby planar 
surfaces or fixing edges by using boundary points itself. In the first case, the information about 
adjacent features is required. For this, the neighbourhood relation of planar surfaces, as shown in 
Figure 3.3 respect to the sample building in Figure 3.1, can be used. This is expressed by the meet 
relation, for example meetOrthogonal or meetPerpendicular, which ensures the way of their 
connection that the neighbouring features meet each other by touching or intersecting in their 
boundaries. For example A2 and wall1 are perpendicularly connected with a common edge and the 
attributes P1 and P2, i.e., end-points of the edge are also computed. The line l1 between wall1 and 
wall2 intersects with lines l2 and l3, extracted by intersecting R1 with wall1 and wall2 respectively 
(Figure 3.4). The geometric description of the model is then presented by the location and shape 
parameters (height, width and etc.). In this way, aggregating all features in a tree (decomposed into 
façade parts) hierarchically according to the primitives as well as geometrical and topological 
relations, the global shape of building can be obtained. For example, all wall features are first 
connected and then relevant features of each wall are added. 
 
 
 
Figure 3.3:   Neighbour relations between façade features except windows and doors. 
 
 
 
                                      
       
Figure 3.4:   Creation of feature boundaries. 
 
 
Generally, any façade feature (especially windows/doors) can be described by decomposing geometric 
shape into primitive shapes. This indicates that features can be reconstructed by assembling simple 
primitives. According to the designed architecture of building façades, façade features with different 
type of shapes can be seen. Furthermore, each feature can be defined by a combination of geometric 
primitives. Some examples for different shape features are shown in Figure 3.5. It can be seen that 
most geometric structure of façades can be represented by a rectangular body (a rectangle part or 
union of rectangle shaped parts) with a circular, linear, triangular shaped hat (Figure 3.6). 
Furthermore, most façade features mostly have a symmetric shape. Thus, the shape of each feature can 
be defined by five geometric shape parameters S = (Xc, Yc ,rn, s, h), denoting centre position (Xc,Yc), 
number of rectangular parts (rn), shape of upper hat (s), and its height (h). Each rectangle contains two 
parameters as rn = (w, h); where w and h is width and height respectively. These parameters seem to 
be very functional in creating of similar and repetitive-shape objects in a façade. 
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Figure 3.5:   Geometry of different building façade features. 
 
 
The rectangular shape part can be reconstructed by extracting line primitives from its boundary points. 
In this phase, line segments referring to the feature boundary are extracted. Based on the geometric 
shape, various constraints are introduced during the line segment extraction process in order to reduce 
the effect of noise in the reconstruction process. More details of these defined constraints are discussed 
in Chapter 5. The shape of the upper part can also be defined by analysing the turning points of the 
upper boundary. For example, if there is one turning point, it is assumed as a triangular shape façade 
feature. Therefore, it is essential to find all turning points contained in the upper boundary of the 
feature. In this study, the Douglas–Peucker (Douglas and Peucker, 1973) concept is employed to 
search for turning points containing the upper boundary of the feature. The strategy of upper part 
reconstruction, based on the turning points searched using Douglas–Peucker algorithm, is explained in 
Chapter 4.  
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Figure 3.6:   Representation of feature shapes, based on geometric primitives. 
 
 
In order to tackle the problem of defining a topological meets relation within line segments, the 
adjacency relationship of line segments (the closeness of lines) is defined. It also helps to make an 
order of line joining. Some spatial relations between line segments can have a numerical value. For 
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example, the angle between two neighbouring line segments. Also, the spatial relation, distance (dij = 
(xci - xcj)
2
 + (yci- ycj)
2
) between features, provides knowledge about the mutual geometric relations 
between features (see Section 4.2). The adjacency relations can be defined as follows: 
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As illustrated in Figure 3.6, a 3D model can be obtained by intersecting consecutive line segments if 
matching with meet relationship (meetOrthogonal, meetPerpendicular).  
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3.2.3    Feature rectification strategy 
In façade model reconstruction based on point clouds, the process can be improved in different 
directions to obtain final models with an enhanced quality and a more realistic view. Generally, results 
of the feature reconstruction (windows, doors, and balconies) may enclose false structures due to data 
gaps, and occlusions. Therefore, structural inaccuracies of the reconstructed features, i.e. positional, 
geometrical, and topological, should be adjusted (or generalized) in reconstructing accurate façade 
models. These aspects are considered in the feature rectification process to get a more realistic model. 
 
Similar and / or repetitive patterns can often be seen in man-made objects; therefore, the observation 
and extraction of these similar/repetitive patterns provide a great means to the automatic generalization 
process. For example, windows and doors of a building façade are often aligned in vertical and 
horizontal directions. Based on this knowledge, façade wall structure can be treated as an indirect 
graph, which characterises vertical and horizontal relationships between each feature (opening). It can 
be formed as a feature relational graph G = (N, E), where N is the nodes of this graph (features) and E 
is the edges representing the relations between nodes. In the wall façade, N holds the centre points of 
features. Graph theory is widely used in computer applications for robust feature detection purposes. 
For example, Sirmacek (2011) presents a façade feature detection method based on graph theory. The 
attributed relational graph based method is introduced for retrieval of windows and façades by Korah 
and Rasmussen (2007). They have showed successful results on façade feature detection according to 
the introduced graph concept.  
 
This thesis focuses on similarity functions between features represented by a feature relational graph. 
Assuming that a façade wall including associated holes (features) can be described by a graph, the 
connected nodes in both the vertical and horizontal directions are defined as paths (sub graph whose 
nodes are referring to the features) referring to features having similar shape or locations (alignments). 
Thereby, the graph in façade modelling can be considered as a set of H- and V-paths linked by features 
according to the similarity between them. The outline of features in a wall can be corrected for both 
positional inaccuracies by extracting these sub graphs (paths), which is illustrated in Figure 3.7 by 
means of a synthetic example. The grouping involves creating links along nodes. 
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Figure 3.7:   Feature alignment graph:  extracted lines and selected clusters (red - paths in vertical direction, blue – 
paths in horizontal direction).  
 
 
Furthermore, the features being repeated can be explained by the prior knowledge about the geometric 
shape, leading the way to correct geometric inaccuracies in the reconstruction. Thus, the notion of 
structural regularity using the shape similarity transformation between features is introduced. In this 
process, the defined paths are updated and new paths representing similar shaped objects are 
generated. Identification of correct geometric shapes of objects corresponding to a path is sufficient to 
continue the rectification process. Each important fact in this entire rectification procedure, descriptive 
information regarding the introducing notions, and how can they be used in the rectification process, 
are demonstrated in the geometric reconstruction chapter.   
 
3.3    Workflow 
In the present work, a façade is defined as a union of connected wall façades and their façade features. 
Each façade feature is recognised and reconstructed considering the knowledge it gives about the 
geometric shape of the features as explained in the above section. The façade features are connected 
according to their relationship with their neighbours to make a complete façade model. Façade features 
that are considered in this work are walls, windows, doors, and extrusions (balconies and overhanging 
parts on the wall). The workflow consists of four main processing stages. Figure 3.8 illustrates the 
workflow of the reconstruction process. Each individual step in the processing scheme is explained 
briefly in this section. However, more details of all these reconstruction stages are given in the later 
chapters of part-I.  
 
1. Classification of ground points 
Classification of point clouds is usually the initial step in data-driven approaches. The main 
objective is classifying points as terrain and off-terrain. The classified off-terrain points can be 
used for the object detection process, which helps to reduce the processing time, and improve 
the reliability as well as the efficiency of façade reconstruction process.  
 
2. Façade feature detection and recognition 
In the façade feature detection, the building shape knowledge is exploited and geometric 
properties of objects are incorporated. The idea is to identify different building features from 
other urban objects. Detected building points are decomposed into planar surfaces and 
segmented into façade features by defining geometric and semantic constraints.  
Path GH = { 3,5,8,12}, {2,7,11}, {4,9}, {1,6,10} 
                   
 
Path GV = { 1,2,3}, {6,7}, {10,11,12 
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3. Window and door detection and reconstruction 
After façade feature recognition, an extraction of façade structural features (windows and 
doors) follows using angle-based technique (Section 4.3). Outlines of each feature are detected 
by analysis of the vertical and horizontal histogram of boundary points of the respective 
feature. Then, the completed model is reconstructed by connecting line segments based on 
geometric constrains. In order to eliminate false positive boundaries as well as to correct 
feature boundaries which are partially occluded by other objects, a rule-based techniques is 
also introduced. Here, the points attached to the façade face but located inside are defined as 
interior-collar points.  
 
4. Geometric model reconstruction 
The goal is to have a complete model by connecting models of each façade feature called local 
models. The final building façade model is a union of all reconstructed local polygonal 
models. First, an outline of each feature is constructed by analysing topological relations and 
knowledge about their primitive shapes. For connecting local models, the façade structural 
shape knowledge is again integrated into the reconstruction process. The topological relation 
between features, i.e. façade-feature adjacency, is introduced and used in joining local models 
to form a complete model. Moreover, constraints defined based on similar/repetitive pattern, 
i.e. simple architecture rules, are used for adjusting structural inaccuracies such as positional, 
geometrical, and topological inaccuracies. This process enhances the robustness of the 
window detection.  
 
 
 
 
Figure 3.8:   Workflow of the proposed methodology.  
 
 
Chapter 4 extracts planar features from point clouds and recognises the semantic meaning of each 
façade feature while Chapter 5 gives a detail explanation on the process of façade reconstruction. 
Chapter 6 gives the results and evaluates building façade reconstruction methods.  
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3.4    Summary 
This chapter introduces new concepts the proposed façade reconstruction process relies on. 
Reconstructing 3D models of each feature geometrically by incorporating shape knowledge into the 
processing chain is introduced. To recognize façade features correctly, especially of windows and 
doors, an efficient rule-based method is introduced based on a novel concept, which eliminates the 
irrelevant features in different ways. The geometric model can be obtained by introducing primitive 
shapes into the reconstruction schemes. Reconstructed models can be corrected in several ways. In this 
study, topological, geometrical, and positional inaccuracies of existing models are considered during 
the rectification of a model. Taking advantages of the knowledge about the façade structure and 
incorporating the graph theory, the reconstructed model is rectified to have a better realistic view. This 
whole process of the reconstruction introduces many new aspects.  
 
Overall, Section 3.2 indicates that the shape knowledge can be transferred to point clouds in a different 
manner to recognise and reconstruct façade features, which in turn gives more intelligent results. The 
effectiveness of applying these feature constraints, which are defined according to the shape 
knowledge, for extracting and modelling building façades from mobile laser scanning points is 
demonstrated in Chapters 4 and 5.  
  
Chapter 4 
4. Automatic façade feature 
extraction 
This chapter deals with the recognition of façade features from point clouds acquired by MLS. 
Generally, it is well known that original point clouds do not provide sufficient information about 
object characteristics. This brings the necessity of having a feature recognition step at any object 
reconstruction process from point cloud data. In the proposed approach, shape knowledge is 
incorporated into the feature recognition process. This chapter introduces different aspects of the 
proposed method for automatically identifying each façade feature and removing irrelevant features. 
 
During the feature recognition, buildings should be separated from the ground and other objects such 
as vehicles and vegetation, to automatically extract individual features of façades from point clouds. 
This can be accomplished by a segmentation and classification step, which is explained in Section 4.1 
and 4.2. While a shape-knowledge based recognition is introduced for identifying façade features, 
hole-based approach is proposed to recognise window and door features (Section 4.3). In much of this 
section, focus is on eliminating irrelevant features from the detected objects.  
      
4.1    Ground point classification 
Processing of MLS point clouds for detecting urban objects has been a challenge owing to the huge 
amount of points. Often, a large portion of the points acquired by a mobile laser scanner system refers 
to the ground surfaces. Eliminating these points would significantly reduce the processing time and 
improve the reliability and efficiency of object recognition schemes. In this respect, an initial 
processing step is required to classify the points into two main groups: ground and non-ground points. 
The non-ground points serve as fundamental input for the recognition of urban objects, i.e. building 
façades. There are various methods available in classifying ground and non-ground points. In general, 
ground points can be defined as the points residing on lowest and smooth horizontal surfaces; and thus 
ground points at local height histogram shows a significant peak at lowest level. Therefore, the 
filtering of ground points was performed by combining the local height histogram analysis method, 
similar to the method described by Maas et al. (2008) to generate a TLS-based terrain model, and a 
planar surface growing method. 
 
In developing a local height histogram analysis, the urban scene can be described by grids of vertical 
3D columns or volumetric cells, where every column C is a population histogram of laser points that 
belongs to it. More local and global statistics can be estimated through cells in the entire column. It 
maintains the effectiveness of cells, and naturally determines the fundamental structure of the real 
world. Objects generally rise up from the ground surface, i.e., assembling neighbour columns 
altogether will encapsulate the entire object. On the other hand, smooth height distribution can also be 
used as a strong cue for recognizing objects. In Figure 4.1(a) and (b), an illustration is shown of a 
vertical column with cell dimensions and associated properties.  
 
During the process, the point cloud is first partitioned into several 3D vertical columns (Cx × Cy; 
where 𝐶𝑥 = (𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛)/𝑑𝑥,   𝐶𝑦 = (𝑌𝑚𝑎𝑥 − 𝑋𝑌𝑚𝑖𝑛)/𝑑𝑦) having a lateral dimension of the 
column dy×dx. The Z-axis of each column is split into several bins with an interval dz. The dimensions 
can be determined by the desired resolution, and each experiment demonstrated in this thesis adopt 
50×50×10cm, which have yielded successful outcomes on data. For each point Pi = (X, Y, Z), the 
corresponding column Ci, in which the point falls, is calculated, and the histogram bin (𝐶𝑖𝑛 = (𝑍𝑖 −
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𝑍𝑚𝑖𝑛)/𝑑𝑧) corresponding to its Z-value within the calculated column is incremented. Once the point 
population process is completed, the elevation histogram for each column is computed. A global 
ground plane can usually be estimated by analysing Z values of all points in the histogram and 
selecting the lowest cell with sufficient number of points. The height value corresponding to the bin, 
belonging to the lowest significant peak of the histogram is selected as the ground height of the 
corresponding column. The points with height around the peak (10cm is adopted) are regarded as 
ground points. However, a considerable number of extraneous points to the building, such as trees, are 
still contained in the selected ground points. In this case, the ground height of each column is 
compared with the heights of the neighbouring columns. If the ground height of the given column is 
very high compared with heights of neighbouring columns, the selected points of the column are 
classified as points falling onto objects like trees and building roofs. Although the majority of non-
ground points can be eliminated in this way, some parts of the objects such as lower parts of building 
façades and poles may erroneously be labelled as ground.  
 
 
 
 
 
Figure 4.1:   Classification of ground points: (a) a column of a vertical histogram; (b) point density allocation; and (c) 
fitted planar surfaces for each vertical column (arrow lines indicate the normal vectors). 
 
 
According to the assumption that the ground surface is intrinsically smooth and continuous, especially 
in urban areas, a ground surface can be defined locally as a planar surface. A planar surface is fitted 
using RANSAC planar fitting algorithm; and is adjusted by adding or removing points determined as 
inliers or outliers respectively. A planar surface with higher percentage of points is classified as a 
ground surface. Selected planar surfaces can be segmented into continuous and smooth ground regions 
by applying a region growing method, in which neighbouring planar surfaces are merged if their slope 
value is smaller than a defined threshold. Based on the assumption that the ground is a large, 
continuous, and locally planar surface, the points falling into the large regions are classified as ground 
points and others as non-ground points. The brown points in Figure 4.2(a) and 4.2(b) indicate the non-
ground points. 
 
 
 
 
Figure 4.2:   Classified ground and non-ground points: (a) subset of data set1 and (b) data set2 (green – terrain, brown 
– non ground). 
(a) (b) (c) 
(a) (b) 
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4.2    Building façade segmentation and feature recognition 
The first task of the façade reconstruction process is the segmentation of recognized object points to 
identify different façade features. The section describes two stages (see Figure 4.3) consisting the 
façade feature extraction from the 3D point clouds (segmentation) and feature recognition, 
respectively.  
 
  
 
Figure 4.3:   Process of façade feature detection. 
 
4.2.1    Façade feature extraction 
Façade feature extraction is usually the result of point cloud segmentation, which detects surfaces that 
fulfil a certain similarity criterion. In this section, a shape-based method for the segmentation of large-
scale urban point clouds is proposed. The goal is to isolate and extract building surface segments. The 
procedure consists of three sequential stages: the extraction of linear features such as dominant planar 
clusters of façade points, the classification of points based on their geometric features, and the 
segmentation of classified points & merging of the segments for correct geometric abstraction of 
façade features.  
Step I:   Extraction of dominant linear features 
The process aims at reducing an input data set into groups that are deemed to belong to the building 
features. Generally, the shape of the majority of façade components can be described by a set of linear 
features (shape in 2D) in a suitable 2D projection. Consequently, the first step of the segmentation 
process is aimed at extracting line segments from object points selected in the pre-classification step 
(Section 4.1) in order to identify points belonging to a building. In this case, a 2D Hough Transform, 
which is applied to points projected into the XY plane (Tarsha-Kurdi et al., 2007), is used to detect 
best-fit lines (line segments), passing through the façade planes. First, object points are transformed 
into Hough space, also called parameter space. Each point of the point cloud is given a sinusoidal line 
in the parameter space. For each line that intersects with a bin, the counter of the respective bin is 
increased by one. In the parameter space, bins that reach a certain number of votes are selected, in 
which a line with the largest amount of points is extracted.  
 
These detected lines, however, do not necessarily represent the one and the same object due to the co-
planar arrangement of street building façades, especially in build-up areas. They usually belong to 
multiple coplanar objects, thus a detected line is often referred to several façade planar surfaces or a 
façade combined with noise data (Figure 4.4a). To extract correct dominant line segment from the 
detected lines, the line needs to be split into several segments. For this, the topology information 
between points is used. In reality, points belonging to the identical object may be adequately close to 
each other, while there are gaps between points if they belong to different objects. The gap between 
the consecutive points is computed during the line extraction process by creating group of points 
supported by point proximity. Once a Hough line is detected, the proximity between points is 
measured by projecting all selected points, belonging to the line, orthogonally on to the line and 
sorting them along the line. The points referring to the line are selected within a defined distance from 
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the line. Figure 4.4(b) illustrates an example of how the algorithm works. Only line segments that 
exceed the minimum length should be accepted as possible line segments. The gap is defined 
according to the minimum distance between street façades from prior knowledge. This leads to detect 
line segments corresponding to façade features as well as from other urban features such as trees.  
Using existing knowledge on buildings, the following criterions are considered, from which the 
dominant line segments are obtained.  
 
1. The number of 3D points associated with the extracted line segments is sufficient (500 points). 
 
2. Line segments, small in length (< 1m), are assumed to belong to other objects such as trees, 
vehicles, and so on.  
 
3. The maximum height of the surface corresponding to the line segment should exceed a 
predefined threshold (< 2m).  
 
 
 
 
 
 
Figure 4.4:   Extraction of dominant linear features: (a) general characteristics of street façades (d is width of the 
detected line) and (b) selection of dominant line segment by projecting points into the line.  
 
 
Simultaneously, points relevant to the detected line segments are removed from the Hough space in 
order to increase the detection performance. The line detection process stops when the process no 
longer produces lines, satisfying all the defined criteria. In this way, all dominant lines (building 
façade clusters) are extracted as shown in Figure 4.5. However, when representing a line in 3D space, 
it represents points corresponding to different objects (spurious planes). These spurious results are due 
to the fact that lines are extracted in the 2D domain. Therefore, different objects belong to the one 
planar surface (under-segmentation) which is a common case in windows. On the other hand, some 
line segments reflect non-vertical objects, for example hedges. However, most of non-planar objects 
such as vegetation are excluded in large parts (Figure 4.5b). Therefore, the plane representing the 
dominant line segment cannot be used without a further processing step. To avoid this problem, point 
proximity between points can be considered in the 3D domain. Indeed, points corresponding to the 
same object should be sufficiently close, whereas group of points in respect to varied objects may have 
gaps in the area. This process can be done by introducing the planar surface growing method based on 
surface roughness as the majority of building façade features can be described by a set of smooth 
planar primitive shapes. The next step is to group the point clouds into individual building clusters and 
then to extract planar segments from each group rather than from all the object points. 
 
(a) (b) 
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Figure 4.5:   Line extraction: (a) the original un-segmented point cloud, coloured by elevation and (b) points belonging 
to the extracted line segments, coloured by segment number. 
 
 
In the clustering step, the extracted line segments are used as a key guidance. Once the line segments 
are selected, lines near-by are first grouped and then expanded by adding points, closer to each line in 
the group, utilizing a connected component labelling algorithm. The expansion is essential because of 
the line segments mostly indicate the building walls, while balconies and some other features often 
extrude outside the walls. With the help of general knowledge on buildings, the following two 
attributes are considered to recognise and to obtain building clusters.   
 
1. Clusters with a number of points less than a predefined threshold are classified as non-
building objects.  
 
2. Small and elongated clusters, either vertical or horizontal, are assumed to be belong to other 
objects such as poles, wire lines, and so on.  
 
This process excludes the most of non-building objects, such as pedestrians, road signs, vehicles, 
flower beds, and small vegetation patches. Remaining clusters are considered as the building clusters. 
Once the single building region is found, the next step segments the point clusters into planar faces to 
extract only building façade features. The planar faces are extracted by using the planar growing 
method based on the geometric features (surface roughness). It has two stages: point classification 
based on surface roughness and region growing. The details of these steps are given in Step II and Step 
III. 
Step II:   Geometric feature based point classification 
This step is employed to classify points in building-clusters into two categories (e.g., planar and non-
planar) according to the geometric characteristics (surface roughness) of the points. The orthogonal 
regression plane for each point is fitted using the points within its neighbourhood, defined by kd-tree. 
Once the plane has been fitted, the standard deviation of the plane fitting residuals, i.e. the sum of the 
squares of distances from points to the plane, is computed to derive surface roughness value. Let the 
neighbouring points of Pi= (Xi, Yi, Zi) be Qm = (Xm, Ym, Zm): m=1...n and i=1...k.  
 
The orthogonal plane is obtained by: 
 
𝑛𝑥 ∙ (𝑋𝑚 − 𝑋?̅?) + 𝑛𝑦 ∙ (𝑌𝑚 − 𝑌?̅?) + 𝑛𝑧 ∙ (𝑍𝑚 − 𝑍?̅?) = 0                                                 (4.1) 
 
(a) (b) 
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where ?̅? =
1
𝑛
∑ 𝑞𝑚
𝑛
𝑚=1  and (nx, ny, nz) is the normal vector of fitted plane in X, Y, and Z direction 
respectively. The normal vector is obtained by least square minimization while the residuals resm are 
computed using equation 4.2. 
 
𝑟𝑒𝑠𝑚 = 𝑎𝑏𝑠 {
𝑛𝑥∙(𝑋𝑚−𝑋?̅?)+𝑛𝑦∙(𝑌𝑚−𝑌?̅?)+𝑛𝑧∙(𝑍𝑚−𝑍?̅?)
√𝑛𝑥2+𝑛𝑦2+𝑛𝑧2
}                                           (4.2) 
 
Then, the roughness value of Pi can be written as: 
 
𝜎𝑖 = √1/(𝑛 − 1)∑ (𝑟𝑒𝑠𝑚 − 𝜇)
𝑛
𝑚=1                                          (4.3) 
 
where μ is the mean residual for the point neighbourhood and σi is the roughness value.   
 
 
In the case of a planar surface, the σ is small. For the non-planar surfaces that is 3D scattered points, a 
large surface roughness value can be found. Consequently, each point in the point clusters is classified 
as planar and non-planar (scatter) based on σ, as shown by the orange and green points respectively in 
Figure. 4.6. The classified planar points are used to segment façade features in MLS point clouds 
based on a planar-region growing method (Step III). Although most of the building points can be 
detected by the process of roughness analysis, points at the building edges are mis-classified. 
 
 
 
                                                          
 
 
 
Figure 4.6:   Sample results of point classification: (a) sample results of extracted dominant lines (in 2D); and (b) 
initial building point extraction using roughness analysis of a selected building (orange - building and 
green – building edges or vegetation). 
 
Step III:   Planar segmentation 
The objective of the classification step (step II) is to group either similar discrete features or points 
into common classes. In segmentation, the aim is to recognise and isolate the discrete features from 
one another. Since the majority of façade features are planar, the segmentation is aimed at detecting 
planar elements from the building clusters. However, mostly, points are sampled from different 
surfaces while they belong to the same class. As a result, a Surface Roughness based Region Growing 
method is developed for the detection of planar surfaces. The goal of the presented segmentation is to 
take all the classified surface points respect to the surface roughness, and to segment them into 
individual surface features. In this phase, some spurious results obtained in step I can be individuated 
or eliminated. The principle of region growing is to start with a seed segment and grows it by adding 
points from neighbour points, which was briefly described in Section 2.1.1. In the applied method, the 
principle of region growing is to collect points into segments based on the surface roughness values of 
points. 
(a) (b) 
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Following main principles are considered during the segmentation process: 
 
1. A building cluster consisting of n points (Pi) can usually be segmented into m planar surfaces 
(Sj: j = 1…m): 𝑆 = 𝑆1 ∪ 𝑆2 ∪ … ∪ 𝑆𝑚 
 
2. if any point is assigned in to a segment, then it should not be added to another segment : 
𝑖𝑓 𝑃𝑖 ∈ 𝑆𝑗 → 𝑃𝑖 ∈ 𝑆𝑘; 1 ≤ 𝑘 ≤ 𝑚 𝑎𝑛𝑑 𝑘 ≠ 𝑗 
 
3. If both points belong to one surface, there should be a relationship between the both points or 
if both points have similar properties and attributes, these points may be represent the same 
surface:  𝑖𝑓 𝑃𝑖 ∈ 𝑆𝑘 𝑎𝑛𝑑 𝑃𝑖+1 ∈ 𝑆𝑘 → 𝐶(𝑃𝑖𝑃𝑖+1) = 𝑡𝑟𝑢𝑒 
 
The process starts by selecting one point randomly from the classified planar points as a seed point 
that is used to define the initial seed segment. In order to identify the seed segment, a smooth plane is 
fitted for the point neighbourhood, including the seed point, using the RANSAC (Fischler and Bolles, 
1981) planar fitting algorithm. Although some variants of RANSAC such as adoptive RANSAC, 
sequential RANSAC may show increased performances (Boulaassal et al., 2008), the traditional 
RANSAC algorithm to detect the best plane with maximum number of inliers is adopted since the 
number of points to be examined is low. If the fitted plane contains inliers below a given threshold, 
another set of points will be selected based on the same criteria. Once a good plane is found, the point 
set, which has been used to fit the plane, is taken as the seed segment for growing process. All nearest 
neighbour points are added to the seed segment if the points have been classified as planar points and 
the distance from the point to the seed plane is less than some predefined threshold. The growing is 
continued until no more neighbouring points satisfy the growing criteria. Towards the end, the plane 
parameters are re-calculated using the well-known least square minimization. In such a way, every 
point is assigned to a segment. 
 
Since the planar growing process considers points which have been identified as planar points (low 
surface roughness value), a problem arises in building edges. The majority of edge points do not 
segment into an identical segment. These points can possibly be assigned to one of the planar 
segments. In this case, an additional processing condition can be defined for the planar growing 
process that improves the point selection especially on building edges. If the selected point label is 
non-planar, it might belong to other urban object such as vegetation or represent an edge point of the 
building feature. The surface roughness value of each neighbour point of a non- planar point, which 
fulfils the distance criteria to the current planar segment, is examined to ensure whether it has been 
connected to the building points. The attribute, used to identify the points whether it belongs to a 
corner/edge point or not, can be found by analysing the neighbourhood. The point of interest can be 
indicated as an edge or corner point if the point is not completely surrounded by neighbouring points 
in all directions, and the neighbourhood biased to direction. This can be determined by examining the 
maximum angle between the ordered neighbouring points around a point of interest after projecting 
the neighbourhood onto a planar surface (see Section 2.1.2). A point is only attached to the planar 
segment if one of the following three conditions is satisfied:  
 
1. It has neighbours with low roughness value,  
 
2. The angle between the normal of the point (np) and the normal of the plane (ns) is smaller than 
a defined parameter θ:  
 
             cos
-1
 (np. ns) < θ                                                                                                 (4.4) 
 
3. The maximum angle between ordered neighbour points is greater than the π/2.  
 
Through this, most points, which are labelled as non-planar (edge points), can be correctly assigned to 
the correct surface segments. Another problem (i.e., plane intersection) occurs when the local 
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neighbourhood of a seed point does not belong to a single plane. This means the third principle is not 
satisfied. Thus, common points, located along the intersection line of two segments, for example at a 
building corner, can be segmented to the first detected plane but not to the nearest plane. Similar effect 
can be seen when there are co-linear object points (under segmentation), implying that more than one 
object’ surfaces may be assigned to a single object surface. Figure 4.7 illustrates how the plane 
intersection problem and the under-segmentation are influenced to remain the erroneous segmentation. 
The red dotted lines show the neighbourhood of the current point Pi, while the both blue and green 
solid lines represent the residuals of the neighbour points to the both segments S1 and S2 respectively. 
In Figure 4.7(c) shows an initial segmentation of a building, which illustrates how a continuous wall 
surface can be split on several surfaces. 
 
 
 
 
 
 
  
Figure 4.7:   Issues on segmentation: (a) an example for the intersection problem; (b) the way of correcting the 
intersection problem; (c) an example for the over-segmentation; and (d) correctly segmented surfaces 
(different colours highlight different planar segments). 
 
 
The intersection points located closer to the segment boundary (i.e. edges) can be analysed to ensure 
whether they have been assigned to the correct plane (segment). This verification can be done using 
normal vectors or other attributes of intersect points such as intensity and spectral information. This 
study is purely based on the surface residuals. The process starts by finding the candidate planar 
segments to which they may belong. For example, if a point that is found close to the current planar 
segment has been assigned to another segment, the planar surface associated to that point is selected as 
a candidate segment. Once the candidate planar segments are identified, it should be investigated to 
which planar segment the current point matches best. First, surface residuals, with respect to the both 
planes: current and intersecting plane, are calculated for the current point and its neighbouring points 
except non-segmented points. The standard deviation values of both sets of residuals are then 
computed and the plane with the smallest value is selected as the correct plane for the current point to 
be assigned to. If the smallest value belongs to the current segment, the point is removed from the 
segment, that it has already been allocated, and the planes for both segments are recalculated using 
least square adjustment. 
 
Each point, which belongs to the façade features, is assigned to a correct planar segment. Results of 
the algorithm applied to a building façade in Figure 4.6, are shown in the Figure 4.10(a). 
4.2.2    Feature recognition (semantic features) 
The feature extraction step (segmentation) lacks recognizing the type of semantic feature of an 
extracted feature. To enrich the building façade model with semantic information, an advance feature 
recognition phase can be carried out by examining their geometric characteristics. Every semantic 
feature has some typical characteristics, which can be used to formulate feature classification 
rules/constraints. These constraints can be defined either based on knowledge about building façade 
geometry or based on statistical analysis related to the training data sets. The main advantage of the 
latter one is that it can be applied for various kinds of façade types; however, it includes many cases 
(c) (d) (b) (a) 
Chapter 4 
 45 
which should be classified manually. The rules, defined based on the former case, are more flexible to 
apply for various types of buildings. Also, these rules are generally permitted to distinguish different 
features. Thus, a feature recognition based on classification rules and constraints, derived from 
knowledge of façade structures, is introduced.  
 
Generally, façade typically consists of numerous dominant features such as walls, windows, doors, and 
some extrusions and intrusions. These feature types can be extracted from the planar segments 
according to the constraints (containing the hierarchical relations between façade elements) defined 
based on the knowledge about the geometric shape of façade features. As such, the planar segments 
(geometric features) obtained by the segmentation process as described in Section 4.2.1, are assigned 
into different feature classes respective to their façade features, i.e. semantic feature type. The 
geometric patterns of façade elements and their interrelationship in 2D space are considered in the 
knowledge description. The geometric patterns, i.e., shape, can be described by its own geometric 
characteristics. The common geometric characteristics of façade features, in particular length, height, 
position, orientation, and size, were identified as efficient characteristics. The geometric knowledge of 
building is summarized in a feature recognition tree (Figure 3.1), which is used to guide the 
recognition stage. The principle of shape knowledge based feature recognition is explained in the 
Section 3.3. 
 
In order to recognise features, first the relevant geometric properties and spatial relationships between 
each feature should be determined. The geometric properties can be calculated by generating the 
bounding box for each planar segment. For example, the approximated bounding box (outlines) of two 
segments and their interrelationships in 2D are shown in Figure 4.8. Then, the relevant characteristics 
of the outline of each bounding box such as normal vector, area, length, and height are employed to 
identify geometric shape (verticality, horizontality and etc.) and the semantic feature type. The façade 
adjacency, which represents the neighbour relation between features, is defined in two ways. First one 
is the testing of distance between end-points of line segments by projecting each vertical planar 
surface into XY plane. Second one is the comparison of height range of segments coming in to same 
polygon. This façade adjacency is then used for the recognition and reconstruction processes (Section 
2.8). 
 
 
 
Figure 4.8:   Planar segments in 3D and 2D.  
 
 
According to the feature recognition tree (Section 3.1), the recognition process starts by looking at 
planar segments. It is true that all large and vertical planar surfaces are belonging to the wall façades; 
thereby the recognition can begin by evaluating size, orientation, and length in 2D. Indeed, the wall in 
a building façade is usually much larger than the all other façade features like windows or doors. As 
such, they can be easily detected by defined rules. The non-vertical features over detected walls 
protruding out of the building façade are labelled as building roofs. The neighbouring surfaces of each 
detected wall are examined for wall features (wall parts) by evaluating the position and orientation 
with respect to the wall façades. Features in front of the wall are called extrusion features which can be 
recognised as wall attachments, sidewalls, or balconies while other features are classified as intrusions. 
These intrusions may represent windows, doors, and sidewalls. Sidewalls can easily be recognised 
Façade feature extraction 
 
 46 
from other features because their orientation is perpendicular to the nearest wall surface. Table 4.1 
gives an overview of the different constraints applied. For further examples, as shown in Figure 4.9, if 
P3 is vertical and orthogonally adjacent to both P1 and P2, which are detected as wall planar surfaces, 
then P3 is assigned as a side wall. If P3 is adjacent only to one wall P1, then it is labelled as wall 
attachment. When P3 is recognised as wall attachment and adjacent to P4, which is vertical, parallel to 
the wall P1, and has a lower distance from wall surface, P4 can be defined as a wall extrusion or a 
balcony. The length-width ratio is further included into the process in order to categorize wall 
extrusions, balconies, doors, and windows. 
 
 
 
 
 
Figure 4.9:   Feature constraints: (a) side wall assignment; (b) wall attachment identify; and (c) analysis of distance 
from wall to parallel feature. 
 
 
Table 4.1:  Constraints for recognizing façade features in 2D 
Façade features  Rules  
Wall segments / Roof 
segments  
All the wall elements are considered as vertical while roof parts are not. 
Therefore, slopesegment constraint (α = cos
-1
(n
h
.n
s
)) is tested (where n
h
and n
s
 
are normal vectors of the horizontal plane and the façade plane 
respectively). From planar segments, wall segments, whose slope ≥ 80° 
and slope < 100°, and roof segments, whose slope > 10° and slope < 80°, 
are selected.  
Wall façades  Long lines (length > 2m), in 2D, should refer to wall façades. They should 
represent large areas and their shape should be vertical. A height threshold, 
i.e. height > 2m, is used to extract wall façades.    
Intrusions/ Extrusions  These features are assumed to be located closer to one wall segment, thus, 
the distance constraint is used to extract intrusions or extrusions (distance < 
2m). The angle constraint (85°< θ < 95° or θ < 5°) is further used because 
these features are perpendicular or orthogonal to the respective wall.   
Doors / windows  Ratio between width and height should be within a certain range (0.25 ≤ 
ratio ≤ 5, and height ≥ 0.4m, width ≥ 0.4m). Furthermore, these features 
should be approximately parallel to a neighbouring wall segment. Thus, 
same angle and distance constraints, used for the selection of intrusions/ 
extrusions features, are tested for doors and windows.        
 
 
The result of this process is planar segments, in which each segment represents a semantic feature of 
building façades. Figure 4.10 shows the results of the feature recognition of the building façade shown 
in Figure 4.6. There are six recognised semantic façade feature types: walls, roofs, windows and doors, 
balconies, wall attachments (protrusion façade), and side walls. The defined constraints work fine for 
other building façades of the data sets.   
 
 
 
(a) (b) (c) 
Chapter 4 
 47 
 
 
  
Figure 4.10:   Results of feature recognition of the building façades shown in Figure 4.6: (a) segmentation results 
(different features denote in different colours); (b) detected walls; (c) detected windows and doors; and 
(d) detected roofs (brown), balconies (pink) and sidewalls (green).  
 
 
The knowledge based feature recognition method does not work well for window and door features 
while the recognition of other features is satisfactory. Not all windows or doors are classified, and 
even detected features might have incomplete and inaccurate geometry. The main reason is the number 
of points, determined at these areas, is very few. Window or door frames are generally very small parts 
and only few laser scanning points reflect from such areas during the data capturing process. Besides, 
laser points will not reflect from the window areas if they are not covered with curtains; because the 
laser beam penetrates the glass. This leads to a bad segmentation (over segmentation) for window/door 
features. As the feature recognition highly depends on a good segmentation result, the bad 
segmentation causes bad recognition of these features. One can say that windows are part of a façade 
wall due to points being reflected from curtains and also shutters. It is also the case even when they are 
covered by curtains as these curtains are mostly segmented into separate planes from the wall façade 
plane, which results in different planar segments and holes on the wall. In this sense, the windows and 
doors can be described as areas with no points on the wall façade (Becker, 2009; Pu, 2010), implying 
that the holes are caused by windows, doors, and balconies on the wall. If such holes can be 
recognised, windows and doors can be extracted and reconstructed. Based on this concept, a hole-
based façade feature recognition method is introduced for the classification of window and door 
features, explained in detail in the Section 4.3.  
 
4.3    Window/door feature recognition 
Based on the recognised wall segments, the automatic window and door features can be extracted. The 
wall façades can generally be explained by vertical planar surfaces with “hole” areas, comprised of 
windows or doors (structural elements residing within a wall façade). The knowledge of holes in the 
point cloud is vital for classifying and reconstructing surfaces with their boundaries, particularly 
window and door features. Since points on wall surfaces represent unstructured surfaces without any 
information about their adjacency or connectivity, identifying holes is a difficult task. In order to 
recognise holes in a wall façade, recognition of the boundary points of a hole is obvious. The property 
of being boundary inherently is a property of the local neighbourhood of a point rather than of the 
point itself (Bendelset al., 2006). By investigating properties of point sets, different criteria into an 
edge probability can be defined in order to perform an automatic hole-detection. The edge probability 
criteria combined with the knowledge of feature shape and urban scene is used to develop a robust and 
automatic hole-detection algorithm. 
(a) (b)
(c) (d) 
Façade feature extraction 
 
 48 
4.3.1    Overview of the hole-based feature detection 
The whole process of the proposed hole-based feature detection scheme (hole-extraction and 
classification), depicted in Figure 4.11, can be divided into three stages: (i) façade feature detection, in 
which edge (boundary) points of each opening are extracted by using the angle-based criterion, (ii) 
individual object identification, i.e. clustering edge points on the same hole, and (iii) filtering of 
unrealistic objects (holes caused by occlusions) by applying a rule-based method, in which only holes 
related to windows/doors are extracted. The following sections elaborate each of these steps in detail. 
 
 
 
Figure 4.11:   Detection of window/door features. 
 
4.3.2    Angle-based edge detection 
Let W be a building wall surface including set of points 3
1 },...,{  ni ppP . The feature detection 
can then be defined as 𝐸𝑃(𝑃) → {𝑝 ∈ 𝑃|𝒑 𝑖𝑠 𝑒𝑑𝑔𝑒} that recognises the set of edge points E = EP (P) 
circumscribing holes in P. 
 
Classification of points on the edge of a hole is obviously needed for identifying holes caused by 
façade features on wall surfaces. Indeed, the extraction of edge points from the previously recognised 
wall segments aims to highlight the main structure of the wall façade. Such points are essential for not 
only the feature recognition but also 3D reconstruction of geometric models. Besides, they allow a 
drastic reduction of the point set size. In this section, the method for classifying edge points of holes 
on the façade walls is introduced. 
 
As explained in Chapter 2, different methods and criteria have been utilized for identifying edge 
points, for examples, the Delaunay triangulation, the half-disc method, and the voxelization method 
(Becker and Haala, 2007; Boulaassalet al., 2009; Pu, 2010). Though the voxelization method runs 
quickly, it produces inadequate edges of an object. Generally, in the approach based Delaunay 
triangulation, the end-points of the triangle sides that are longer than a given length are selected as 
edge points (Pu and Vosselman, 2009; Boulaassalet al., 2009) as explained in Section 2.2.1. The large 
length threshold removes the corner points while the small length identifies many false (inside) points 
as edge points. Thus, this simple definition becomes unrealisable especially in areas of varying point 
density. This leads to some disadvantages: low accuracy of outlines, incomplete object detection, 
dependence upon a given length, and low accuracy of corner point selection (Tang et al., 2009). In 
contrast, the angle criterion is more consistent in classifying corner points and extracting sharp and 
thin edges compared to other methods (Bendelset al., 2006). Therefore, this work introduces a 
technique through the combination of Delaunay triangulation and an angle criterion, which can harvest 
greater number of edge points correctly. 
 
The main principle of the angle-based edge point detection is that the neighbour points of a given point 
should be distributed around the half or three quarter of a disc/sphere if those points are projected onto 
a tangent fitting plane around a given point. In contrast, point is defined as an interior wall point when 
its neighbours are spread around the entire disc/sphere area. A detail explanation is given in the 
Section 2.2. According to the concept, the maximum angle between two consecutive neighbours is a 
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vital measure to find whether the point lie on the edge or not. This way, all points can be classified 
either as edge points or interior points.  
 
In order to extract edge points, first, the 3D points corresponding to the façade wall are transformed 
into a façade planar coordinate system with the X and Z-axis being parallel to the horizontal and 
vertical direction of the plane respectively. Then, the process of edge point detection starts with a 
randomly chosen point (pi) in the wall point set and finds neighbouring points of pi (: qj , where i=i...n 
and j=i...m). The given point is confirmed as an edge point if the angle (j, j+1) between two 
consecutive neighbour points, sorted according to their azimuth, exceeds the maximum angle 
threshold (α =<j, j+1), as depicted in Figure 4.12 (a). Else, the point is rejected as a wall interior point. 
The threshold for the angle is adopted as π/2° to select most edge points and not to be misclassified as 
corner points. The similar criterion is continued till all points are classified on the façade wall either as 
interior or edge point. 
 
 
    
Figure 4.12:   Detection of edge points: (a) Pi is selected as an edge point if the angular gap, , between consecutive 
neighbour points is larger than the given value; (b) neighbour point distribution of the edge point Pi 
(points indicating arrows) with Knn neighbourhood; (c) TIN edges of Pi; and (d) after removing long 
TIN edges.  
 
                                              
  
Figure 4.13:   Edge points given by the angular based approach: (a) detected edge points using longest TIN edges and 
(b) without using longest TIN edges (blue- edge points, which have not been selected, red – selected edge 
points).  
 
 
The selection of the neighbour points of a given point is a critical task, as it will have an impact on the 
quality of the achieved results. Different algorithms for selecting point neighbours have been 
presented in the community of computer sciences, for example k-nearest neighbours (kNN) and a ball 
neighbourhood. Herein, the neighbour points 𝑞𝑝𝑖
𝑗 {𝑞1, 𝑞2, … , 𝑞𝑚} of the point pi are selected by defining 
a TIN edge list using Delaunay triangulation for a given façade wall. The number of TIN edges can 
also results from nearby edges of the object (Figure 4.12c); thus the neighbourhood 𝑞𝑝𝑖 
𝑗
 becomes 
unreliable. The problem can be alleviated by modifying the TIN edge list that removes long TIN edges 
from the m neighbour TIN edges(𝑞𝑝𝑖 
𝑗𝑑  ). The distance (d) threshold should be chosen with care as it 
influences misclassification of edge points. For example, setting a value too high would lead to many 
edge points being skipped. The sensitivity of the final results to different distance values is shown in 
Figure 4.13, but details are discussed in Chapter 6. The minimum opening size of a window feature is 
(a) (b) (c) (d) 
(a) (b) 
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usually higher than 40 cm (Pu and Vosselman, 2007), which is adopted in this work. Since two 
successive neighbours forming the maximum angle are also labelled as edge points, almost all corner 
points are effectively detected. A sample result of detecting edge points based on the traditional TIN 
related method and the proposed angle-based criteria is illustrated in Figure 4.14(d) and (e), 
respectively. 
 
 
 
   
   
  
Figure 4.14:   Selected edge points with various distance thresholds: (a) d = 0.6m; (b) d = 0.4cm; (c) d = 0.2cm; (d) edge 
points detected by the DT criterion, formed a band of edge points (e) whereas angle criterion finds a 
sharp edges (used 0.4m distance threshold). 
 
4.3.3    Clustering 
The main aim in the clustering step is to recognise edge points that belong to the same feature (hole). 
It is clear that proximity is a sufficient condition for grouping points. In order to identify holes 
representing individual objects, detected edge points are clustered using a connected component 
analysis technique as described by Pu (2010). But, instead of using only long TIN edges, all TIN edges 
except long TIN edges are considered in this thesis work. This way, points belonging to individual 
features are grouped. However, inconsistent results occur, where features located at the ground floor 
like doors or windows with occluded lower boundary. This is due to the fact that such feature edges 
are usually connected to the edge of the façade wall (outer edge). This is exemplified in Figure 4.15. In 
such cases, features are isolated from the outer edge of wall by using wall-contour analysis; this 
consists of the wall-contour creation followed by the searching of concave bended parts on the wall-
contour based on height differences of contour points. Only the lower part of the wall-contour is 
considered and updated by removing the selected concave parts. As depicted in Figure 4.15, the edge 
points corresponding to the selected concave parts are clustered and labelled as façade features. In this 
way, all individual objects are clustered. For example figures, refer Chapter 6.  
 
The results, achieved from the clustering process, often contain holes which are created due to 
occlusion, but not reflectance or transparency. For example, there are no laser points reflected from 
parts of the wall façade itself when they are occluded by non-transparent objects, like vegetation, cars 
and, road poles. Therefore, after the process of clustering is finished, the identified clusters, i.e. holes, 
should be inspected to clarify whether they truly represent wall features or refer to irrelevant holes. 
The window holes can be discriminated by noise-holes if the interior-wall collars, which lie behind 
the wall planar surface, especially inside points, can be found. To take advantage of this, a rule-based 
method which is defined by the wall collars is introduced in order to eliminate holes caused by 
occlusion effects. The proposed method is discussed in Section 4.3.4. 
(a) (b) (c) 
(d) (e) 
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Figure 4.15:   Splitting edge points, connected to the wall-contour, into relevant façade features: (left) detected wall-
contours and independent edge point clusters; (right) results after splitting (Different colours indicate 
different clusters, i.e., individual features).   
 
4.3.4    Rule-based occlusion filtering 
Goal of filtering is to remove irrelevant clusters (holes caused by occlusions) to support the correct 
window detection. Only way to retrieve actual holes representing the façade features is to introduce 
shape knowledge. Façade features can generally be described by their geometric structural shape and 
neighbour relations. A rule-based technique is implemented to check whether detected features can be 
selected as façade features or not. The proposed technique mainly focus on how opening shape, 
structural characteristics of interior-collar point distribution, and edge orientation can be jointly used 
in order to better discriminate façade objects from occlusions. If the constraints defined from these 
aspects are satisfied, the hole is accepted as a window/door feature.  
  
1. Use geometric characteristic/ opening shape (rule1)  
 
According to the architectural rules, doors and windows have their own standard shapes and sizes. 
These shapes can be described by their geometric characteristics such as height-width ratio, area, 
height, and so on. In general, very small and extremely long and narrow holes may exist because 
of tree-stems, road poles, and pedestrians. Such holes are removed by considering their height (h), 
width (w), and height-width ratio (R), which are computed from corresponding minimum 
bounding rectangle. The cue can be written as:  
 
 
𝑓(ℎ, 𝑤, 𝐴) = {
ℎ𝑜𝑙𝑒𝑓𝑎𝑐𝑎𝑑𝑒     𝑖𝑓 (ℎ > ℎ𝑚𝑖𝑛  𝑎𝑛𝑑 𝑤 > 𝑤𝑚𝑖𝑛) 𝑜𝑟 (𝑅𝑚𝑖𝑛  ≤ 𝑅 ≤ 𝑅𝑚𝑎𝑥)
                                                         
      ℎ𝑜𝑙𝑒𝑛𝑜𝑖𝑠𝑒             𝑒𝑙𝑠𝑒                                                                                                
    (4.5) 
 
 
The values of each threshold are defined by some empirical value. The consistent values are 
chosen: wmin= 0.4m, hmin = 0.4m,  Rmax = 5.0 and Rmin = 0.25.  
 
 
2. Structural characteristics of interior-collar point distribution (rule2) 
 
The rule1 eliminates the noise-holes, but is unreliable in some holes where large occlusions have 
occurred. As explained by Ripperda (2008), a predefined maximum threshold for these geometric 
parameters can be used to eliminate unrealistic and large holes. Then, the problem is, if more than 
one objects are connected together, it represents as one single hole on the wall. By assigning a 
maximum cut-off for area, such features might be removed. Thus, a new concept based on the 
interior-collar points is introduced to remove unrealistic clusters caused by occlusion.  
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In most cases, interior points can be seen along some parts of hole-like objects which are attached 
like a collar to the main wall. Thus, they could provide valuable information about existence of 
windows/doors (Figure 4.16). Other type of interior points can be simply found in façade 
features; because laser pulses, which are passed through the small holes or even penetrate through 
the glass, scanned inside of buildings. Even if an object is covered by a curtain, this curtain can 
also be found as a separate one, which is therefore a result of an interior part.  
 
 
 
 
 
Figure 4.16:   Points distribution on façade features: (a) distribution of points on a wall (red - interior points, black – 
points on the wall plane); (b) interior-collar points (in red boxes); and (c) top view of b and distribution 
of points from the wall plane 
 
 
During the process, it searches all kinds of interior points within a buffer range around the plane. 
A point is labelled as interior if there is a negative orthogonal distance from point to the plane. 
Otherwise it is labelled as a point on the plane or an exterior point. These points can then be used 
to recognise the correct window/door regions. The selected interior points are projected on to the 
target plane and count the number of points which come into each hole-area (i.e. minimum 
bounding rectangle) using a point-in-polygon technique. If the hole is solely contributed by the 
occlusion, then the count (Ipoints) is often reached to zero as there should not be any interior points. 
Figure 4.16(a) shows that none interior points detected for the hole-area located in lower part of 
the wall and occurred due to a wall extrusion part. Therefore, only the upper hole is selected as a 
hole referring to a window while the lower hole-area is discarded as it may not be a hole created 
from a window or a door. Holes are accepted as façade features, if the following condition is met.  
 
 
𝑓(𝐼𝑝𝑜𝑖𝑛𝑡𝑠) = {
𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑓𝑎𝑐𝑎𝑑𝑒      𝑖𝑓 (𝐼𝑝𝑜𝑖𝑛𝑡𝑠 > 𝐼𝑚𝑖𝑛)
ℎ𝑜𝑙𝑒𝑛𝑜𝑖𝑠𝑒                 𝑒𝑙𝑠𝑒                         
                                         (4.6) 
 
 
During the testing of Ipoints, Imin is selected as 10 points. The rule works well for most of occlusion 
parts. These collar points will further support to construct correct edges of window features during 
the reconstruction process, described in Section 2.8.    
 
 
3. Edge orientation -line analysis (rule3) 
 
A distinguished hole can be represented either as a real feature or a feature which is partly affected 
by occlusion or other features. Edge orientation is employed assuming that most façade features 
are rectangular in shape and this also helps to remove occlusion parts. In some cases, window/door 
features can also be defined as an object composed by a rectangular base and an upper part of 
having a circular or triangular shape (an arched shape). Possible vertical and horizontal lines from 
feature boundaries can be seen, where the feature-base/feature is assumed to be have a rectangular 
shape. If line segments, which are irregularly oriented, are found in the boundary of the feature, 
(a) (b) (c) 
Chapter 4 
 53 
the boundary is said to be affected by noisy data. Reliable filtering of occluded parts can be made 
by identifying irregular shaped parts that consist of several skewed line segments in various 
orientations. Accordingly, allowing the detection of only the vertical and horizontal lines, irregular 
parts attached to the feature edges can be eliminated from the final model.  
 
In order to extract boundary lines of a feature, a histogram analysis along the X- and Y-direction is 
formed using the edge points of each candidate feature, as explained in Figure 4.17. In both 
histograms along the X- and Y-direction, the boundary points referring to two peaks correspond to 
vertical and horizontal boundary lines respectively. The possible vertical and horizontal line 
segments are then determined by least square line fitting for points on each peak position in both 
directions as explained in Pighin and Lewis (2007). Each detected line is partitioned into several 
segments by removing large gaps along the detected line, and then the line segments shorter than a 
certain threshold (0.2m) are removed by assuming that they were formed by noise data. If the 
method is unable to detect vertical line segments, the cluster represents either a façade feature 
occluded completely or an un-expected hole. It is labelled as a featureoccluded (equation 4.7) and 
will be further verified during the reconstruction process.  
 
 
𝑓(𝑉𝑙𝑖𝑛𝑒𝑠) = { 
 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑓𝑎𝑐𝑎𝑑𝑒                𝑖𝑓 ( 𝑉𝑙𝑖𝑛𝑒 > 0 )            
 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑜𝑐𝑐𝑙𝑢𝑑𝑒𝑑            𝑒𝑙𝑠𝑒                                 
                             (4.7) 
 
               
 
 
    
Figure 4.17:   Line extraction using histogram method: (a) detected edge points (black); (b) edge histograms in the X 
direction; (c) edge histograms in the Y direction; and (d) detected vertical and horizontal line segments. 
 
 
According to the three defined rules, each one found that the cluster is analysed to determine whether 
it is a realistic or unrealistic cluster. Combining these rules led to achieve satisfactory results in most 
cases; however, if the window is covered completely by other urban object located in front of wall 
façade, the rule2 is unsatisfied as the algorithm is unable to find an interior or wall collar points closer 
to the cluster. On the other hand, if two features are joined together due to partial occlusion, it is 
difficult to demarcate such features. Consequently, these clusters are further analysed during the 
reconstruction process to minimize these problems. 
 
4.4    Summary 
This chapter has presented the process of extracting façade features from a mobile laser scanning point 
cloud. The process utilizes shape knowledge of the façade structure. Success of façade feature 
recognition not only depends on constraints, which are defined based on the geometric shape 
knowledge, but also on the results obtained from the segmentation process. The results of the work 
with regard to feature detection from shape knowledge will be demonstrated and discussed in Chapter 
6.   
(b) (a) (c) (d) 
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A new feature classification algorithm that detects the windows and doors in planar 3D façades is 
introduced and used to identify occluded regions in façade face. In this sense, an innovative rule-based 
method is proposed. In addition to examining the geometry such as height, width, and area, it also 
examines the distribution of points which are located close to the façade surface (collar/interior points 
or exterior points), and the orientation of primitives, i.e. line segments representing boundary edges. 
The line segments representing object boundaries are extracted by analysing histograms in both X and 
Y direction. These factors are jointly used to eliminate false-positive façade candidates (holes). It is 
pointed out that the new approach has good potential for use in complex urban areas with noise data. 
One advantage of the method compared to other past approaches is the capability to precisely extract 
all edge points around the corners. Another advantage is that it has an ability to automatically neglect 
holes caused by occlusions. This approach is a basic step towards the creation of various other façade 
descriptors which can be used in reconstruction process. Problems might arise when façade features, 
particularly small ones, are occluded completely during the data acquisition process and also when a 
hole-feature does not represent any vertical boundary line segment. A feature, which is completely or 
partially occluded, will be further analysed later in the reconstruction stage. The proposed algorithm is 
tested with the mobile laser scanning data sets. The results and the evaluation with detail explanations 
are presented in Chapter 6. 
  
Chapter 5 
5. Geometric model reconstruction 
5.1    Introduction 
Façade model reconstruction is a process of deriving or calculating a vector model from point cloud 
data.  The main problem here is describing a proper model for the façades. This is mainly due to large 
variations in geometric and functional descriptions of the façade features. Other problem is that façade 
features might be occluded partially or completely by other various urban objects or by other façade 
features. 
 
This chapter describes a new approach for reconstructing geometric models of the building façades. 
The knowledge about shape of façade features and their neighbour relationships, such as 
orthogonality, intersection, rectangularity and so on, permits for a simple, fast, and quality dependent 
reconstruction of such features. Outline reconstruction is conducted from top to bottom of the 
knowledge-based hierarchical feature recognition tree, defined in Section 3.3, in which two different 
approaches are introduced based on façade adjacency and primitive shapes. Further, the process of 
feature reconstruction addresses issues of feature rectification to maintain their similarities and 
regularities and reconstruct partially occluded features. Finally, all reconstructed features are 
connected to form a complete façade model based on the façade adjacency. The model reconstruction 
process consists of three stages. The overview of the work flow is given in Figure 5.1 and detail 
explanation on each processing step is given in the following sections.  
 
This chapter is divided into four main sections: the first focuses on the extraction and reconstruction of 
the outer boundary of each façade feature separately; second section numbered 5.3 presents how to 
reconstruct the model correctly in a more realistic way with special attention on wall features; Section 
5.4 describes the complete model reconstruction of building façades and Section 5.5 summarises the 
entire chapter. 
 
 
 
Figure 5.1:   Process of geometric model reconstruction.  
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5.2    Outline reconstruction 
The aim is to reconstruct architectural features of a building based on extracted edge points. Any 
façade feature can generally be composed by taking unions and/or intersections of several primitive 
shapes such as rectangles, cylinders, and cones. Complex buildings can also be modelled with the 
combination or deviation of the basic primitives. Consequently, a new approach based on primitive 
shapes for generating the outlines of each feature is introduced in this section. Points, lines, rectangles, 
and planes are considered to be the basic primitive features. According to the semantic information of 
each segmented planar surface, the applied outline extraction process is changed. The corresponding 
explanations are given in following sections. 
5.2.1    Geometry via primitive shapes 
Wall surfaces and their openings (windows/doors) are dealt with first before moving to other features. 
Geometrically, shape of such features can be characterised by a set of primitive shapes. This set of 
shapes includes points, lines, rectangles, triangles, and circles. Therefore, primitives of the feature 
needed to be defined and connected, in such a way that they approximate the geometry of the feature. 
According to the knowledge about the object shape, these features can also be defined by a rectangular 
base (or a union of rectangular parts) with a head that have either a curve, triangular, or other primitive 
shape. Based on this concept, the edge points of the selected feature, i.e. a hole located in the wall 
façade, are decomposed into two parts as upper and lower. As it is assumed that the shape of the lower 
part is a rectangle, the outline of the lower part can be generated from vertical and horizontal line 
primitives. The upper part can also be reconstructed by extracting and connecting lines without 
restricting to only the vertical or horizontal lines. Through the position and orientation of the lines, a 
reasonable shape of the lower part as well as the upper part can then be derived. Accordingly, the 
outline generation process is divided into two parts; lower- and upper- boundary generation. This 
process begins by simplifying the 3D problem to a 2D problem by rotating the planar segment into the 
XY surface. It is feasible as the features are assumed to be planar.   
1    Lower boundary generation 
Once the edge points of each individual feature are detected by the developed feature recognition 
approach (Chapter 4), a line extraction process is carried out in order to find lines representing feature 
boundaries using a histogram analysis technique. To find vertical lines, a histogram along Y direction, 
i.e., a number of bins in Y direction, is constructed; then, a sequence of vertical line segments is fitted 
for edge points (Section 4.3.4) corresponding to the selected bins, which is similar to the method 
explained in Pighin and Lewis (2007). Often, the edge points corresponding to a vertical line lie in the 
same bin. Each edge point of a selected bin is projected to the fitted line to find the end-points of that 
line. The maximum Y value of these selected lines is chosen as the position (separation-level), which 
separates lower and upper parts of the respective feature. This is demonstrated in Figure 5.2. It consists 
of two rectangles referring to the lower part and an upper part having triangular shape. From the lower 
part, horizontal line segments are also extracted using the same method, applied for vertical line 
detection.  
 
As the many façade features are rectangular in shape, the advantage of detecting only vertical (V) and 
horizontal (H) lines is, incorrect edge points, detected due to noise in the data, can mostly be 
eliminated. Also, this leads to obtaining a model with correct geometry. For example, as seen in Figure 
5.3 (a), if least square or any other line fitting method is used for extracting the line segments 
representing edge points of a façade feature, an uneven part caused by occlusion is presented by 
several skewed line segments. This adds an additional step to the outline reconstruction process where 
incorrect line segments are eliminated. This problem is solved by considering only H and V lines 
during the proposed outline extraction process, which will preserve the geometry of the feature as well 
(Figure 5.3b and 5.3c). Sometimes, very small occlusions on a feature or segmentation issues may 
produce incorrect H or V lines. Such small line segments can be eliminated by introducing a 
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reasonable length threshold. Some examples of handling irregular shape boundaries using the 
proposed line extraction concept are shown in Figure 5.4.    
 
 
 
 
Figure 5.2:   Process of outline generation in lower part: (a) edge points representing an opening feature; (b) extracted 
vertical line segments; (c) separated edge points (colours indicate each part) ; and (d) extracted 
horizontal line segments from the lower part   
 
 
 
 
 
Figure 5.3:   Outline extraction : (a) extracted line segments relevant to all changes; (b) extracted vertical and 
horizontal line segments with its line adjacency list; and (c) a reconstructed outline of the lower part 
(lower poly-line). 
 
 
Outline of the lower part, a poly-line, can be simply reconstructed by connecting consecutive line 
segments residing below the separation-level. In order to get sequentially ordered line segments, the 
line-adjacency list is created, in which proximity analysis between ends of possible line segments are 
tested. However, gaps exist in the outline as irregular and other irrelevant line segments are eliminated 
during the line extraction process. This is mainly because the algorithm relies only on vertical and 
horizontal lines. As it is assumed that the shape of the lower part can be defined by a rectangular part 
or a union of rectangular parts, the geometric constraints are applied to fill these gaps. One constraint 
here is aligning two successive parallel line segments that are too close to each other; the shorter line 
segment coincides with the dominant line, which is assumed to be the correct one. For instance, in 
Figure 5.3(b), line 2 and line 3 are aligned with respect to line 3 and end-points of line 3 are updated 
accordingly. The other constraint is, if the gap between two parallel lines is large, a new line segment, 
orthogonal to both lines, is inserted via the mid-point of inner ends of both lines. If both consecutive 
lines are perpendicular, the two line segments are intersected at a point.    
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Figure 5.4:   Handling of irregular shape edges: (a) outlines considering all changes in edge points; (b) extracted V and 
H lines; and (c) constructed outlines based on lines extracted in b.   
 
 
Note: During the reconstruction process, only vertical and horizontal lines corresponding to outer edge 
of the feature are considered. Other line segments, referring to inner boundaries, such as cross-bars of 
windows, are not considered.  
2   Upper boundary generation 
Edge points above the separation-level are chosen as points which represent the upper part of the 
feature. The real shape of the upper part of façade features, especially openings, may be represented by 
straight (rectangular shape), curve (arched shape), or bilinear (wedge shape) line primitives. In the 
reconstruction of the upper part, the actual shape of the upper part should be discovered first. A 
method similar to the Douglas–Peucker (Douglas and Peucker, 1973) is applied, which identifies 
turning points where the large changes have occurred. The turning points are identified using the 
proposed algorithm as follows: 
 
1. Select two points A and B, having longest distance. Label both as turning points. 
2. Measure perpendicular distance from each point to the line AB. 
3. If all points are within a given buffer range around the line AB, it is assumed as a linear 
feature, and the process is finalized by fitting a line for the edge points using least square line 
fitting. Otherwise the following steps need to be considered. 
4. A point having the longest distance from the line AB is chosen as the next turning point C.  
5. According to C, make two new lines AC and CB. 
6. Repeat steps 2 to 5 until all turning points and lines representing the upper boundary are 
selected. 
 
 
 
 
 
 
 
(a) (b) (c) 
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Figure 5.5:   Shape analysis of objects’ upper part by the proposed method (black -turning points of the edge). 
 
 
The actual shape of the feature is defined according to the number of turning points. If the result 
consists of two turning points, it is assumed to be a rectangular upper part, i.e. a horizontal line. Thus, 
a horizontal line segment is fitted into the upper boundary points using the least square line fitting 
method (Figure 5.5). Three turning points indicate triangular shape while more points represent either 
a circular or any irregular shape. The circular shape is evaluated by applying a ring-buffer concept, in 
which the geometry is assumed to be a circular shape if the percentage of points coming into the ring-
buffer is above a given threshold. This parameter is determined as a percentage of the total number of 
points. The ring-buffer is constructed around the circle, fitted for upper edge points by a least-square 
circle fitting. After identifying the shape, a poly-line referring to the upper part of the feature is 
constructed by connecting consecutive turning points if the upper shape is rectangular, triangular or 
irregular. In a circular shape, new edge nodes are inserted with respect to the fitted least-square circle. 
5.2.2    Polygon fitting 
In order to get a closed polygon of the feature, both upper and lower poly-lines are bonded together in 
anti-clockwise direction. The intersection points between upper and lower poly-lines may differ from 
the real shape. Especially the problem may occur when a feature has an arch/curve shaped head. An 
example case is shown in Figure 5.6 for circular shape upper part. Thus, the end-points of the poly-line 
in the upper part should be refined before constructing the complete polygon representing the entire 
shape of the object. The Y coordinate of the average point of the both end-points (A and B) is used as 
correct feature height (H), while radius r is set to be half the width of the feature if the gap between C 
and D in Y direction (Yc – Yd ) is very small. Otherwise, r is defined as shown in Figure 5.6c. The end-
points (A and B) can be found by using equation 5.1. From this, required parameters, Xc, Yc and h, are 
computed. Finally, the angle 2θ is divided into equal parts and then appropriate nodes representing the 
curve/arc shape are created.  
 
 
   
 
 
Figure 5.6:   Polygon fitting: (a) poly-lines of the lower part of a feature, in which intersect at A and B; (b); and (c) 
corrected polygon after joining both upper and lower part (D is the centre point of the fitted circle). 
 
 
 
 
(a) (b) (c) 
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If A is one of the intersection points, it can be computed as follows: 
 
 
𝑌𝑎 = 𝑌𝑑 ∓ 𝑟𝑐𝑜𝑠𝜃;  𝜃 = 𝑠𝑖𝑛
−1 (
𝑋𝑑−𝑋𝑎
𝑟
)                                                     (5.1) 
𝑋𝑎 = 𝑋𝑑 
 
 
According to the knowledge of the geometric shapes, it can be assumed that most of building façade 
features preserve their symmetry. To maintain the symmetry, mirror concept of the left-side is utilized. 
The line passing through the centre point of the lowest horizontal line in the lower part, which is also 
considered as the centre of the feature (Xc, Yc), is used as a mirror and the right part of the façade 
feature is adjusted with respect to the left part. For this, the upper left-corner and the centre are first 
adjusted according to the corresponding points in the lower part. After that, upper right-side points are 
edited based on the generic knowledge about the shape. Finally, the shape parameters 𝑆 =
(𝑋𝑐 , 𝑌𝑐 , 𝑟𝑛, 𝑠, ℎ), where Xc, Yc is the coordinates of the centre point; rn is the number of rectangles in 
lower part; s is the upper shape; and h is the height of the upper part, are stored for each feature. These 
parameters are used for the correction of the reconstructed model (Section 5.3).  
5.2.3    Removing occlusion effect 
Openings (holes) caused by occlusions are mostly removed during the feature recognition process by 
applying the proposed new rule-based technique. The partially occluded parts are also eliminated in 
the outline generation process. Although these methods give satisfactory results, some features 
affected by occlusion may still exist, for instance, outer boundaries of two or more openings might be 
connected if a balcony exists close to it (see Figure 5.7). One can say that the effect of protrusion 
features can simply be removed by projecting points referring to the recognised protrusion feature into 
the respective wall façade. If a hole is overlapped with any projected protrusion feature, it can be 
considered as an opening caused by the protrusion feature. If it overlaps partially, the remaining part 
of the opening area refers to the real façade feature and can be used for reconstruction process. 
However, the projection has to be done with respect to the incidence angles of the laser beam; 
otherwise it gives an unrealistic or irregular shape.   
 
In this case, nevertheless, by integrating interior-collar points together with edge information of hole 
areas, the quality of the outline can be greatly improved. The hole is considered as a correct one if its 
width is approximately equal to the length where the interior-collar points are located. Otherwise, 
collar points are integrated into the outline generation process. In the first step, the collar points of the 
respective hole are grouped into small clusters based on the distance between points. The upper part is 
constructed from each detected cluster (poly-lines) as explained in Section 5.2.1. A rectangle is simply 
fixed for the lower part based on the width of the cluster, i.e., end-points of the fitted poly-line of the 
upper part are projected onto ground if the hole is located on the ground floor; otherwise a horizontal 
line passing through the minimum level of the extrusion or balcony is inserted as the bottom boundary 
line of the feature. The outcome of this step is individual polygons of each object. For example, Figure 
5.7(a) and 5.8 show a large opening region, in which two neighbouring hole areas are connected to 
each other due to occlusion caused by the balcony located in front of the wall, and selection lines 
according to the interior-collar points (inside dotted line boxes in Figure 5.7(b) and 5.7(c) ). In this 
way, the outline of each feature, which is occluded partially due to some protrusion feature or other 
urban objects, can be reconstructed with higher probability of a real feature shape. 
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Figure 5.7:   Rectifying the inter-connected objects caused by occlusion: (a) extracted edge points; (b) fitted rectilinear 
lines together with selected clusters; and (c) reconstructed objects 
 
 
 
 
 
 
 
 
           
Figure 5.8:   A real example for correcting a ‘hole’ region caused by occlusion: (a) connected features due to occlusion 
of a balcony (upper); detected edge points (lower); and (b) clustered interior-collar points (upper) and 
fitted outlines, i.e., blue colour polygons 
 
5.3    Feature rectification 
Based on this, a generalization method composed of three main steps is introduced (see Sections 5.3.1 
– 5.3.3). First, a more general clustering algorithm, which is able to find vertically and horizontally 
aligned feature groups in a wall façade, is utilized based on a graph theory. Each feature is assigned 
into a cluster according to its observed similarities and differences in position and shape. The concept 
of the method applied for the rectification process is explained in Section 3.2.3. 
5.3.1    Grouping similar features 
Generally, windows and doors of a building façade are aligned in vertical and horizontal directions. 
Therefore, the main idea of this process is to compare the set of features in vertical and horizontal 
directions, which helps to preserve their reality in alignment and relative positions. The outline of 
features in a wall can be corrected, for both positional and geometrical inaccuracies, by extracting sub 
graphs (paths), as illustrated in Chapter 3. The extracted sub graphs related to the Figure 5.9(a) are 
shown in Figure 5.9(b). In order to construct such paths, centre points (Cj) of each feature are 
projected into the vertical line (Y axis). An initial path is defined by a grid system whereby each 
feature (node) connects with its cost neighbour feature. The cost is determined based on the gap 
between centres of each feature projected into the vertical line (Y direction). In general, it is assumed 
that the façade features are horizontally aligned; therefore, the centres of such features should be 
accumulated at the same location of the projection. The features are segmented into one path (cluster) 
if the gap between each other does not exceed from the threshold value. After the selection of features 
referring to a path, adjacency between nodes is described by sorting features according to the centre 
Occluded 
wall part 
Interior-collar points 
(a) (b) 
(b) (a) (c) 
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points in X direction. The grouping involves creating links along nodes. The façade is segmented 
vertically by applying the same approach except for projecting nodes into horizontal line instead of a 
vertical one. The resulting paths are then treated as horizontal or vertical alignment feature groups, 
which consists of features having similar characteristics.  
 
 
 
 
Figure 5.9:   Process of feature rectification:  feature alignment graphs represent relationships between features (red - 
paths in vertical direction, blue – paths in horizontal direction, green – projection lines of each centre 
points) and extracted sub graphs (paths).  
 
 
This series of path graphs are assumed as a topologically correct arrangement of features. However, 
inaccurate-topology may be there if it surrounds geometries with horizontally adjoining, overlapping 
or having missing parts. Figure 5.10 (a) shows some examples for topological inaccuracies. These 
topological inaccuracies can be adjusted before performing corrections for the positional and 
geometrical inaccuracies. Thus, in order to ensure topologically correct results, the Euclidean distances 
between i
th
 and j
th
 nodes is assigned to the graph edge as dij ( =  √(𝑥𝑖 − 𝑥𝑗)2 + (𝑦𝑖 − 𝑦𝑗)2). It is assumed 
that each part of the same feature should be close to each other. Indeed, the dij should be larger than 
the given threshold if both i
th
 and j
th
 nodes represent as two separate features in reality. Because, the 
building façades are assumed to be structured according to the architectural rules implying that there is 
a minimum distance between two façade features, thus this knowledge can be used to update path sets. 
In the first step, features, which are seen to be topologically inaccurate (their existence: etopology), are 
searched (as in equation 5.2) in both X and Y directional path graphs and a new geometry is generated 
by the overall bounding box where the entire geometries are occupied. Accordingly, nodes of the path 
are updated and also the shape parameters S = (Xc, Yc, rn, s, h) are renewed based on the new 
geometry. Figure 5.10 (b) illustrates the topologically correct features of Figure 5.10 (a).  
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Path GH = { 5,8}, {1,12}, {2,9,13},  
                 {3,6,10,14}, {4,7,11,15}  
 
Path GV = { 1,2,3,4}, {5,6,7},  
                 {8,10,11},  {12,13,14,15},  
                 {9} 
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Where w and h is the width and the height of each feature, XdCiCj and YdCiCj is the distance between 
centre points in X and Y direction respectively. In general, the distance between adjacent feature 
boundaries is larger than 0.2 m (Ripperda, 2008). 
 
 
 
 
 
 
 
Figure 5.10:   Adjusting topological inaccuracies: (a) incorrect topology and (b) corrected topology.   
 
 
 
Features in a path should be aligned vertically as well as horizontally in order to correct their 
positional errors.  
5.3.2    Positional adjustments 
Due to data gaps and errors in selecting edge points, each feature might differ from their correct 
position though such features maintain similar patterns in position in real scenarios. According to the 
feature alignment paths found in Section 5.3.1, features can be aligned. First, all paths in the horizontal 
alignment feature groups are considered. The features referring to each node of a path should be 
aligned by their horizontal lower boundary or should be moved in Y direction vertically. In this case, a 
line is generated parallel to the X axis passing through the average position of Y coordinates of all 
geometries in the path. From the lower boundary of each feature, the perpendicular distance to the 
hypothesized line is computed. This distance is interpreted as a positional error (±εY) of the feature in 
the Y direction and each feature polygon is moved in a vertical direction until its lower boundary 
touches the hypothesized line by adding or subtracting εY from Y coordinates of each position in the 
feature polygon generated in the Section 5.2.2. In this way, all positional inaccuracies are adjusted as 
follows (equation 5.3):     
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Where ε is positional error in X and Y direction, Yck, and Xck are coordinates of the centre point of k
th
 
feature and W is a window feature of a wall façade.  
 
(a) (b) 
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Similarly, vertical alignment is done based on the features with respect to each path in the vertical 
alignment feature group. The main difference is that the vertical alignment is considered based on the 
centre position instead of left or right boundary. This is mainly because most man-made façade 
features align to the centre position rather than left/right boundary. It might also be inaccurate when 
there are different shapes of features in the same path. Thus, a hypothesized vertical line passing 
through the centre position, which is  found as an average point of the centre positions of all features 
in an alignment path (only X coordinates), is created and each feature of the candidate path is adjusted 
to its correct position by applying the method similar to the horizontal alignment, but shifting in X 
direction. Accordingly, corrected features on position in both X and Y directions are obtained.   
5.3.3    Characteristic patterns for shapes 
The features may differ from their correct geometry, although they are corrected for positional 
inaccuracies. There are also different shapes of features in the same vertical/horizontal path or 
elsewhere. Geometric inaccuracies of the reconstructed façade features, caused by data acquisition as 
well as reconstruction process, should be altered.  
 
In this respect, new paths (sub-graphs) are generated from the existing paths, which are obtained prior 
to vertical/ horizontal alignment as described in Section 5.3.2. In respect to the primitive shapes of the 
feature, four measures, defined during the geometry fitting process, are assigned to each edge on a 
path, namely number of rectangular primitives (Rij), shape index that is the length and width ratio 
(SIij), upper primitive shape (Sij), and maximum height of upper part (Hij). If these measures of two 
connected features in a path are not matched with the defined thresholds (e1…e4), the edge between 
nodes representing to candidate features is cut as below.  
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The paths defined in Section 5.3.1 are updated and new paths representing similar shape objects are 
generated. These new paths are clustered into separate groups according to their primitive shapes as 
follows.   
 
 
 
 
 
 
 
 
 
 
 
These new clusters are then used for the correction of geometric inaccuracies. For effective feature 
grouping (Fi), it considers two requirements; (i) reflexivity: if Fi is similar to Fj then Fj is similar to Fi, 
and (ii) transitivity: if Fi and Fj are similar to Fj and Fk respectively then Fi is similar to Fk. After 
identifying feature clusters, geometry of each feature is corrected by shifting points of the 
reconstructed polygons by error residuals. In this step, lower horizontal line and centre line are kept as 
fixed lines which assist not to change feature alignments. The residuals for each measure are computed 
from average measure of all features in the same cluster. 
Path GH ={ 5,8}, {1,12}, {2,13}, {3,6,10,14}, 
                {4,7,11,15}, {9} 
 
Path GV ={ 1,2,3,4}, {6,7}, {10,11},  
                {12,13,14,15}  
 
C1 = = { 1,2,3,4}+ {6,7}+ {10,11}  
                           +{12,13,14,15}  
C2 = = { 9}  
C3 = = { 5,8}  
                                            where C - clusters 
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5.3.4    Shapes alignments by plane sweeping 
Taking advantages of the prior knowledge about the structure of balcony features, such as all balconies 
in a wall might have a similar depth from the relevant wall; an algorithm which is suited to the 
alignment problem of balconies is developed. 
 
This is done by a planar sweeping method. After rectification of each façade feature, as explained in 
Sections 5.3.1, and 5.3.3, the similarity of depth that is distance from wall to balcony segment is 
evaluated. If the difference of depths is below a given value, the corresponding balconies are supposed 
to have similar configuration in the vertical direction (in same cluster). Thus, a vertical plane which is 
parallel to the wall plane is swept from the wall by the average depth value and all edge points of 
balconies are projected into the plane afterwards. Outlines of front- and side-faces of each balcony are 
updated during the projection. The projected balconies into the vertical plane are then considered as 
wall façade features while the vertical plane is assumed as the façade wall. Similar methods described 
in the geometry rectification process are performed for balcony features, which are located on the 
same depth from the façade wall. After the rectification process, outlines of each balcony are updated. 
 
5.4    Constructing a façade model 
The basic idea is to combine the adjacent planar surfaces to construct a complete façade model with 
roof-part structures (if available). Therefore, the adjacency relations between planar surfaces must be 
considered during the reconstruction process. It configures features both topologically and 
geometrically as described by Van Treeck and Rank (2004) for decomposing the building structure. 
According to the façade feature recognition tree (Section 3.2), walls are dealt with first, and other 
features relevant to each wall are reconstructed afterwards.  
 
To fix outlines, the façade adjacency (the neighbourhood relationships of planar surfaces) is 
constructed as explained in Section 4.2.2. Each corner point can usually be formed by three adjacent 
planar surfaces while two surfaces can be used to construct outline segments. The modelling process is 
started from a plane, which consists of two/three adjacent planar surfaces. An intersection point where 
all three planes intersect is taken as a corner point. Since roof or other slope planes are not observed 
well by a mobile laser scanner, the intersect line of two vertical surfaces is kept fixed and other 
intersect lines are moved to find an average position. For example, line l1, l2 and l3 intersect at P in 
Figure 5.11(a). Line segments are then added into each corresponding wall polygon sets, i.e., polygon 
sets of wall W1, W2, and W3. In the remaining process, the other side of surfaces are fixed without 
allowing these line segments to be changed. The process is repeated for all the possible neighbours and 
their neighbours.   
 
However, planar surfaces with only two neighbours can often be found due to the missing data or 
occlusions. Therefore, the outline segments relevant to both planes are extracted by intersecting 
adjacent surfaces. The end-points of intersection are computed from four end-points as shown in 
Figure 5.11(d). If the distance d1 is smaller than the defined threshold (< 10cm), upper line of W1 
surface can be expanded to the outer one (W2). Similarly, an end-point in the lower part is fixed if 
distance d2 is small. If both walls meet at a T junction (Figure 5.11b), the intersect line segment is 
added only to one polygon set (W2) and end-points are selected similar to the above case. 
Furthermore, the geometry is fixed by adjusting their orientation to be a right angle. For this, the large 
face is considered as a dominant and fixed face. The topological and geometrical constraints, which 
have been built based on the shape knowledge, are used for creating hypotheses (meet relation and 
orientation) during the reconstruction process. For instance, if two neighbouring walls are parallel and 
a side wall does not exist; a new planar surface, vertical and orthogonal to both walls, passing through 
the end-points (left/right) of the front wall is inserted by assuming that most front walls are well 
observed and all other walls are vertical and perpendicular to its neighbouring wall. 
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Figure 5.11:   Topological relations (outline fixing): (a) three surfaces are adjacent; (b) T-junction; (c) two neighbours 
are intersecting; and (d) selection of end-points  
 
 
 
Generally, MLS scans mainly the front view of building, which makes hard to achieve the perfect 
situation resulting in missing neighbour surfaces. In this case, outline segments of the planar surface, 
which have no neighbours, are extracted from wall contour points by applying a method as explained 
in Section 5.2. In order to archive a closed polygon by the consecutive line connection, the 
orthogonaility and parallelism of neighbour line segments are again tested (Figure 5.11c). For 
instance, if the two neighbour lines (l1, l2) are parallel; a new line (l), perpendicular to the both l1 and 
l2, is inserted, and the intersect points of these lines are added as new nodes to the poly-line of the 
outer edge. In order to find consecutive line connection, outline segments of each wall (polygon set) 
are ordered according to the particular wall contour. Finally, the whole wall model is reconstructed by 
combining all polygons.    
 
In order to make the model more realistic, the wall extrusions/protrusions such as balconies are also 
reconstructed by applying a similar procedure. The problem may occur when no neighbouring planar 
surfaces are available due to the scan configuration of the data acquisition or occlusions, for example 
the left- , right- and/ or the bottom-side faces. The relation hypothesis is that each connection planar 
surface of protrusions should be perpendicular, horizontal, or vertical to the respective wall segment. 
Consequently, to rectify the problem, during the reconstruction step, new planar surfaces which obey 
the hypothesis are created by projecting corner points of protrusions into the corresponding wall 
surface. 
 
5.5    Summary 
A new strategy based on the geometric primitives and constraints, such as co-planarity, parallelism, or 
orthogonality, is used for reconstructing local models of façade features (outlines of each feature) and 
creating the final polygonal model. The major benefit of this process is the capability to minimize the 
(a) 
(b) 
(c) 
(d) 
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effect of noise on outline detection, leading to reconstructing geometrically correct models. 
Reconstructed façade features are presented in a generalized way by taking their hierarchical 
relationships and knowledge about the feature arrangements. Use of graph theory for the development 
of hierarchical topological relationships of reconstructed features is presented and then repetitive 
patterns and similarities are used to rectify geometrical and topological inaccuracies. This assists to 
maintain geometrical and topological accuracies and also symmetries of the reconstructed models. The 
method has been tested with three test areas with different façade structures (see Chapter 6). 
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Chapter 6 
6. Results analysis on building 
façade reconstruction 
This chapter presents an analysis of results obtained from applying the façade feature detection and 
reconstruction methods illustrated in Chapters 4 and 5. To examine the robustness and limitations of 
the entire process of the developed approach, different tests were performed, in which three real world 
datasets having different shapes of façades were examined. Point clouds collected by different MLS 
systems from different places with various qualities were used to emphasise the generic character of 
the approach. The analysis focuses on both qualitative and quantitative aspects. 
 
The chapter is organized as follows. Section 6.1 gives an overview of the data used as input and the 
evaluations. The reference data and evaluation methods used in this thesis are also explained in this 
section. Section 6.2 analyses the results obtained by applying the reconstruction algorithms. In the 
following sections, the performance of the method with respect to each experiment (a quantitative and 
qualitative assessment of the results) is presented. A short discussion with respect to the quality of the 
reconstructed façade models and their limitations are given in Section 6.5 followed by a summary in 
the Section 6.6.  
 
6.1    Experimental Design 
6.1.1    Test Data Description 
There are different types of mobile laser scanner systems available in the market as explained in 
Chapter 1. Despite the fact that the basic principle of measuring 3D information is similar in all MLS 
systems, quality and accuracy of the point clouds depends on the respective mobile scanning system. 
In order to analyse the performance of the proposed scheme for various quality data sets, three 
different data sets are used. All three data sets are selected from urban areas located in Germany.  
Dataset1: 
The first dataset is located in the city of Bonn, Germany. The dataset consists of block buildings and 
two storied small residential buildings surrounded by dense vegetation; bushes; street furniture: light 
poles, road signs, street-benches; and some temporary objects: pedestrians and vehicles. In comparison 
to other datasets, dataset1 consists of buildings having simple façade structures; but mostly covered by 
vegetation. Total area covered by the dataset is an 800 m long track along the city street. The road’s 
width changes ranging from 20 to 50 m leading to have varying distances from the objects to the 
sensor. Average point density of the data set is about 200 points per square meter on a building wall 
closer to street, although there are various point densities in distribution of mobile laser scanning point 
clouds due to varying scanning angles, varying distances to the laser scanner, and occlusion.  
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Table 6.1:   Specifications of the Optech LYNX Mobile Mapper system. 
Sensor characteristics Optech LYNX Mobile Mapper 
Range precision 7 mm (1 sigma) 
Maximum range 100 m (to 20% reflectivity target) 
Absolute accuracy 5 cm (at 100 km/h) assumes as good GPS data 
Field of view 360 ° 
Measurement rate 100,000 pulses per second per sensor 
Echoes per pulse Up to 4 echoes 
Scan rate 100 Hz 
 
 
The dataset is acquired by the TopScan GmbH using the OptechLyNX Mobile Mapper system. The 
Lynx Mobile Mapper system comprises two rotating laser scanners, which are installed perpendicular 
to each other on the back of a vehicle. They scan in two orthogonal vertical planes to reduce the effect 
of occlusions and to obtain optimum visibility. Therefore, sensors are oriented 45 from the driving 
direction to collect point data at a rate of 500, 000 measurements per second with a field of view of 
360 (FOV). The range precision is ±7mm and the absolute accuracy is ±5cm assuming a good GPS 
signal. Detailed specifications of the dataset and measuring system are listed in Table 6.1 and can also 
be found in (Optech Data Sheet, 2008). Figure 6.1 shows a part of the data set with a magnified view 
of a sample area. 
 
 
 
 
 
Figure 6.1:   Subset of a Bonn data set, including a magnified view. 
 
Dataset2: 
The dataset2 is located in the city of Dresden, Germany. It is characterised by buildings, trees, road 
furniture, and temporal objects such as moving and parked cars. The study area is restricted to a very 
small area near to Münchner Straße, Dresden (Figure 6.2). A track of about 250m along the road 
corridor is covered in the dataset. Average point density of the datasets is approximately 650 per 
square meter (point resolution in both X and Y direction were approximately 3-4 cm) which is 
measured on a wall façade. The dataset has been acquired by a Z+F laser scanner with a 310°  360° 
field of view and 0.1mm range resolution. The data acquisition rate is around 508,000 pixels per 
seconds. Table 6.2 gives a description of the specification of the measuring system and the test dataset.  
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Table 6.2:   Specifications of the Z+F scanner system.  
Sensor characteristics Z+F Scanning System 
Resolution range 0.1mm 
Linearity error up to 50m ≤ 1 mm 
Data acquisition rate ≤ 508 000 pxl/sec. 
Min. range 0.4 m 
Ambiguity interval 79 m 
System vertical Rotating mirror 
System horizontal Rotating device 
FOV (vertical & horizontal) 310° and 360° 
Resolution V/H 0.0018° 
Accuracy V/H 0.007° rms 
Max. scanning speed vertical ≤ 50 rps 
 
 
 
Figure 6.2:   Dresden data set. 
 
Dataset3: 
The third data set used in this thesis has also been acquired by TopScan GmbH using the Optech Lynx 
mobile mapping system. It is a scene from an urban area located in Bremen, another city in Germany. 
The data set covers an area of 400 m  480 m with roughly 12,131,756 points. Shape of building 
façades found in this data set is quite different compared to the previous test areas. It is a complex 
street scene with multiple shape building façades. Furthermore, the scene contains many man-made 
and natural urban objects such as trees, poles, cars, electric wires, and also people (Figure 6.3).    
 
 
 
  
Figure 6.3. Subset of a Bremen data set. 
 
 
Small test regions representing various façade styles were selected from each dataset for the evaluation 
purpose. In this thesis, five test areas are highlighted, called Bon1, Bon2, Dres3, Bre4, and Bre5. First 
two regions were chosen from the dataset1 while Bre4 and Bre5 are selected from the dataset3. The 
Dres3 was selected from the dataset2. Section 6.2 shows results for presented algorithms.  
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Note: The dataset1 and dataset2 were used without applying any editing or correction to the original 
datasets. Also, point clouds of one single run of both of these datasets were used for the results 
evaluation process. However, some corrections were applied to the dataset3.    
6.1.2    Reference data 
Reference data for each test area were made manually based on the visual interpretation of the point 
clouds. However, reference datasets for the dataset2 were generated by observations made by a Total 
Station. In addition to this, many interactively created data were applied for the assessment of some 
intermediate processing steps. Detailed explanations, how reference data were generated for each 
qualitative and quantitative assessment, will be explained during the respective quality evaluation 
(later sections) sections.    
 
6.2    Experimental Results 
This section presents the results of the façade model reconstruction scheme. In order to evaluate the 
robustness and the accuracy of the proposed approach, several experiments were performed with 
respect to the selected test areas. Façade models of some selected walls from each dataset are 
presented to demonstrate the results from each step of the reconstruction process. Finally, complete 
façade models of each building of the respective dataset are visualized and discussed.  
 
First, the algorithm is validated for a simple wall façade taken from the Dres3 test area, which consists 
of 15 rectangular shape windows in two different sizes. A planar surface (Figure 6.4b) is selected as a 
wall from segmented point cloud of the test area. Edge points (Figure 6.4c) of the wall façade are 
extracted by using the angle-based method. After that, 3D façade models including all façade features 
(Figure 6.4d) are reconstructed by connecting line segments, which are extracted using the detected 
edge points. The reconstruction result of the wall features is shown in Figure 6.4.  According to the 
visual comparison with the respective photograph, it is shown that all windows of the wall were 
reconstructed with correct topological relations. The recovered structure satisfies the requirements of 
LOD2. Some parts of wall surface, especially lower parts, have been occluded by other objects that are 
closer to the building wall such as vegetation and vehicles. Some holes in the wall planar surface were 
created due to these objects. Although such areas have been selected as façade features during edge 
point clustering (two clusters in the black boxes), those clusters have been eliminated successfully 
from the final results. Total runtime for the wall has been around 10 seconds. 
 
 
 
 
    
Figure 6.4:   Results of façade reconstruction process for a Wall in Dres3 test area: (a) a photograph referring to a 
part of the wall; (b) detected edge points shown in red colours; (c) detected clusters representing 
individual features; and (d) geometric model representation.      
 
 
(a) (b) (c) (d) 
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Figure 6.5 shows results of another wall in Dres3 where the developed algorithm works well. The 
reconstructed results have been visually compared with the reference photograph (Figure 6.5 upper 
left). It shows that the proposed method is able to reconstruct not only rectangular shape features but 
also arc shape features. Some small and narrow holes caused by occlusion effect (pointed by the 
yellow arrows) have been filtered by using shape and size constraints. Although there have been 
relatively bigger holes that satisfy the feature size and shape constraints (red arrows), they are 
excluded from the final model by applying the rule-based occlusion removing method. The results 
show that two holes, arose due to elements attached to the wall façade, have been successfully 
discovered by analysis of the wall collar points. The behaviour of wall collar points for both real and 
unreal opening is illustrated in Figure 6.5(b). 
 
 
 
   
 
 
 
 
Figure 6.5:   Results of façade reconstruction process for a wall in Dres3 dataset: (a) a photograph; (b) input point 
clouds; (c) detected edge points; (d) extracted clusters showing individual features; (e) the way to 
eliminate irrelevant openings; and (f) final results.  
 
 
Another experimental result for the wall selected from the same data set is shown in Figure 6.6. 
Façade features in this wall are characterised by windows and balconies. The shapes of many façade 
windows are quite similar, i.e., rectangular shape, but they change in terms of size. However, when the 
final model is compared with the respective photograph visually, it can be seen that all façade features 
in the wall have been reconstructed correctly with their actual shape and size (Figure 6.6a). Further, 
the area covered by balconies have been recognised and reconstructed correctly. It proved that the 
proposed collar points based approach is able to reconstruct these features well. Furthermore, the small 
and irregular shape opening areas, located in the lower boundary of the wall, have been successfully 
filtered from the final model. The total runtime for this wall has been around 20 seconds.  
 
 
(a) (b) (c) 
(d) (f) (e) 
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Figure 6.6:   Façade reconstruction results on a part of a wall in Dres3 dataset: (a) a photograph; (b) segmented point 
clouds of the selected wall region; (c) detected edge points of individual features; (d) results of geometric 
fitting; (e) results of reconstructed features including balconies; and (f) a 3D impression of final results.  
 
 
 
  
Figure 6.7:   Results of geometric fitting for three façades (inside a red circle) in Bon1. 
 
 
Figure 6.7 shows the façade reconstruction result of Bon1. It is not possible to construct the entire 
façade model of the building because the MLS point clouds represent parts of the façades along the 
road corridor. Six wall surfaces and each of their façade features have been reconstructed from the 
point clouds with correct topological relations. Balconies of usually rectangular shape are fitted 
correctly. Since more than 80% of the façade information is available in the final façade model, it can 
be considered as a correctly recognised façade model. These experimental results demonstrate the high 
potential of the method. A statistical analysis on detected and reconstructed façade features for each 
dataset is presented in the next section. Figure 6.8 shows another successful reconstruction relevant to 
Bre5. 
 
(a) (b) (c) 
(d) (f) (e) 
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Figure 6.8:   Building façade models in Bre5: (left) segmented point clouds and (right) corresponding façade models. 
 
 
Figure 6.9(a) illustrates the results of planar segmentation of the Dres3. Their reconstructed façade 
polygons are shown in Figure 6.9(b). An interactive inspection done among the façade models reveal 
that shapes of façade polygons have been well preserved. Encouragingly, shapes of the hole-areas 
belonging to the doors opening to balconies (black boxes in Figure 6.9) are correctly preserved though 
their edges are considerably affected by occlusion (Figure 6.9c). Further, bottom parts of the doors, 
which are invisible as obstructed by balconies, are correctly predicted based on the visible top portions 
of such opening areas. Complete door areas are then modelled as shown in Figure 6.9(d). This justifies 
the strength of taking shape knowledge for the modelling purposes. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.9:   Model results of Dres3 data set: (a) results of planar segmentation; (b) reconstructed 3D façade models; 
(c) hole areas belonging to the doors opening to balconies; and (d) windows and doors opening to 
balconies as 3d polygons. 
 
 
  Windows        Doors opening to balconies 
(a) 
(b) 
(c) 
(d) 
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Apart from the above results, some other model results are shown below (Figure 6.10) which in turn 
assists the reader to get insight about the performance of the developed approach. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.10:   Examples of model results: (a) and (b) represent some results relevant to Bonn area; and (c) represents 
two buildings relevant to Bremen area (raw points, segmented planes and corresponding final models). 
 
  
(a) 
(b) 
(c) 
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6.3    Assessments of the Accuracy of Reconstructed Façade 
Models 
While the Section 6.2 illustrated the results of the reconstructed façades, the aim of this section is to 
perform a qualitative and quantitative assessment of the results obtained by applying the proposed 
façade reconstruction approaches.  
6.3.1    Qualitative assessment 
Because, it is assumed that the human operator can correctly recognise objects in point clouds 
manually by visual analysis (reference data), a qualitative assessment of the reconstructed façade 
model, as shown in Figure 6.11, is conducted by analysing visual performance for the completeness 
and correctness of the experimental results,. The completeness and correctness can be predicted by 
comparing the number of reconstructed façade features with the reference data. Accordingly, the 
completeness could be defined as the ratio of actually reconstructed façade features amongst all visible 
reference façade features, while the correctness is defined as the ratio of actual façade features 
amongst all objects being reconstructed as façade features. The measures are calculated as defined in 
equation 6.1 and 6.2. 
 
 
𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑛𝑒𝑠𝑠 =  
𝑇𝑃
(𝑇𝑃+𝐹𝑁)
× 100%        (6.1) 
 
 
 
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠 =  
𝑇𝑃
(𝑇𝑃+𝐹𝑃)
× 100%                                                     (6.2) 
 
 
where 
TP: True positive, façade features in the references that have been correctly reconstructed; 
FP: False Positive, an error that occurs if a model exists when actually the façade feature 
demolished (incorrect reconstruction); 
FN:    False Negative, a façade feature have not been reconstructed though it exists in the reference 
data. Generally, it is more important to minimize the false positive error.  
 
 
True numbers of each type of façade feature in all datasets have been collected manually by visual 
inspection on point clouds in order to evaluate the performance of the façade reconstruction. The 
overall completeness and correctness of each case are assessed separately based on equation 6.1 and 
6.2. Table 6.3., 6.4, and 6.5 summarise the results obtained from the façade reconstruction approach 
for each dataset respectively, while an overall statistics are shown in Figure 6.11. 
 
 
Table 6.3:   Assessment of the façade reconstruction - dataset Bre4 and Bre5. 
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Observed objects (Ref) 11 111 0 122  Observed objects (Ref) 10 135 0 145 
Reconstructed objects (TP) 8 102 0 110  Reconstructed objects (TP) 10 103 0 113 
Self-occluded objects (FP) 0 2 0 2  Self-occluded objects (FP) 0 3 0 3 
Missed objects (FN) 3 9 0 12  Missed objects (FN) 3 32 0 35 
Completeness (%) 72 91 - 90  Completeness (%) 100 76 - 77 
Correctness (%) 100 98 - 98  Correctness (%) 100 97 - 97 
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Table 6.4:   Assessment of the façade reconstruction - dataset Bon1 and Bon2. 
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Observed objects (Ref) 25 81 5 111  Observed objects (Ref) 14 78 0 92 
Reconstructed objects (TP) 17 63 5 85  Reconstructed objects (TP) 11 65 0 76 
Self-occluded objects (FP) 0 4 3 7  Self-occluded objects (FP) 0 2 0 2 
Missed objects (FN) 3 18 0 26  Missed objects (FN) 3 13 0 16 
Completeness (%) 68 77 100 76  Completeness (%) 78 83 0 82 
Correctness (%) 100 94 63 92  Correctness (%) 100 97 0 97 
 
 
 
Table 6.5:   Assessment of the façade reconstruction - dataset Dres3. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.11:   Overall evaluation of the results, per dataset. 
 
 
It can be concluded, according to the Figure 6.11, that the dataset Dres3 has the best results compared 
to the datasets Bon1 and Bon2. This could be clarified by the higher point density and lower occlusion 
effect/data gaps, which further discusses in the Section 6.3. It also shows that the proposed method is 
rather reliable in reconstructing façades, with less than 2% FP value for each feature type. However, it 
was 6% in Bon1. The main reason to the lowered down overall FP is that the method filtered out areas 
caused by occlusions without being recognised as wall features (FP). This enormously cut down false 
positives of windows and doors about 2% and 3% for each case except 4% for Bon1. However, it 
increased for wall attachments and other objects due to the failure of our hypothesis, defined to 
recognise walls, on some of small walls leading to the recognition of small walls as wall attachments. 
Nevertheless, it does not influence the overall correctness, i.e., 98% (132out of 145) for Dres3 and 
92% for Bon1 (85 out of 111). This is confirmed by results of the other test areas as well. These 
figures disclose the robustness of integration of the shape knowledge into façade recognition and 
reconstruction, especially the analysis of wall collar points for window and door reconstruction. This 
certainly seems to be a good solution for the occlusion effect.   
 
In contrast, around 8% (9 out of 104) of the windows in Dres3 and 22% in Bon1 (18 out of 81) were 
unable to reconstruct. The largest FN error shows in Bre5 while minimum error also belongs to 
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Observed objects (Ref) 15 104 26 145 
Reconstructed objects (TP) 13 95 24 132 
Self-occluded objects (FP) 0 2 0 2 
Missed objects (FN) 2 9 2 13 
Completeness (%) 86 91 92 91 
Correctness (%) 100 97 100 98 
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another test region in the same data set, Bre4. They have been approximately 23% and 8% 
respectively. One reason for this FN error is that the feature may be covered completely by occlusions, 
permits to have zero collar points. For example, Figure 6.12 shows a building façade that is occluded 
by several trees and other objects. Therefore, many gaps can be seen in the respective point clouds, 
and incomplete façade features can be expected. It is proved by both Bon1 and Bon2 obtaining quite 
higher values for FN as the Bon dataset consists of several vegetation, road furniture, and etc. Such 
objects lead to have many occlusions on the wall façades; thus, the false negative results were 
increased. In Figure 6.13(a), two opening (window objects) areas have not been reconstructed, because 
of their edges have touched to the wall outer boundary which then results in missing objects. Such 
problems are unable to be recovered although the proposed algorithm separates objects which are 
connected to the lower horizontal wall boundary. This is also the reason that no features have been 
detected if they located near to the upper border of the façade boundary. As such more constraints are 
needed to add into the processing scheme for proper detecting and handling of such situations. Due to 
occlusions, errors could arise at the extraction of window outlines for example the area of the 
reconstructed model would be much smaller or larger than its actual size (Figure 6.14). This is mainly 
because actual outlines of windows are partially covered by several other objects located in front of 
wall façades. In order to eliminate this problem, the algorithm extracted only vertical and horizontal 
line segments and removed small and skewed lines from the geometric fitting. It was successful in 
most cases. However, in cases where a large horizontal or vertical line segment was extracted from the 
occluded region, the algorithm takes the line as referring to the feature boundary and reconstructs the 
geometry of feature based on this line. This paves way for incorrect models. For example, in Figure 
6.14, the left side vertical line is larger than its real height; thereby size of the final model differs from 
the actual size.   
 
 
 
  
 
Figure 6.12:   An example for increasing FN results: (a) Top view of point cloud of a façade including several 
occluding objects and (b) side view. 
 
  
In addition, windows, positioned in the wall attachment/extrusion, were not reconstructed as the 
process was focused only to windows attached to walls, for example see Figure 6.13(b). Similarly, 
these reasons impact on the door recognition and reconstruction step. The FN error of wall 
reconstruction is low although some walls were missed. This is because the missing walls were 
reconstructed as wall attachments; thus, the absolute completeness of walls was increased to above 
90% in each case. Due to some wall features segmented into several parts (over-segmentation), they 
were unable to recognize. Since complete scanning of a whole building wall structure is hardly 
possible by MLS, the left and right wall façades were usually incomplete. This leads to reduce the 
number of detected wall surfaces further. The protrusions like balconies have mostly been recognised 
and reconstructed fruitfully. However, some protrusions, especially having a curved shape, were not 
reconstructed. Because, the algorithm currently deals with simple shape objects, i.e. planar surfaces 
only.    
 
The above explained problems, especially those which arose due to occlusion, can be minimized: (i) 
by combining data taken from different sources (images) or (ii) by analysing sample data sets over the 
area and then introducing grammar rules which mostly matched with the entire area. Otherwise, the 
(a) (b) 
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incorrect geometries or not modelled features could be completed by allowing manual editing as it 
may spending less time than reconstructing entire/whole façade features manually. Therefore, future 
work includes improving the algorithm for analysing these effects caused by occlusion.  
 
 
 
Figure 6.13:   Examples for errors occurred in the process of geometry fitting: (a) two windows located inside the red 
circle is not reconstructed; (b) a building with the segmented point clouds is shown; and (c) geometry of 
the final model which shows two missing objects located on the wall attachments. 
 
 
Note: In making reference data, the features that are completely covered by other objects were not 
considered; as such many features were missed in the reference data. Most of features, which are 
partially covered and allowed to extract some vertical and horizontal lines referring to their edges, 
were reconstructed. Therefore, false negative numbers may increase compared to the ground data if 
available. However, it is not owing to a failure of the proposed method as many of missing features 
were corresponded to the data gaps. 
 
 
 
Figure 6.14:   Geometric error: changing the object shape due to occlusion (different colours show different segments 
and light pink colour indicates the selected wall segment) and (b) incomplete wall. 
 
 
Further to the above evaluation process (final models), performance of some intermediate steps are 
evaluated. Planar surfaces have been used as main feature entity in the automatic reconstruction 
process. Therefore, various quality indicators are used to describe the quality of the outputs based on 
the quality of derived planar surfaces. For this, the following three internal quality measures are 
applied: (i) residuals of laser points to wall surfaces (planar surfaces), (ii) closeness of model points to 
the laser points, and (iii) checking orthogonality and parallelism between building walls and 
balconies. 
6.3.1.1    Residuals of laser points to reconstructed wall surfaces 
The benefits of having the relation between model and laser points is that it assists to check whether 
individual wall planes fit to the original laser point data successfully. One of the popular quality 
measures for evaluating discrepancies between the fitted planar surfaces and the original point data is 
(a) (b) (c) 
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to check the residuals of laser points with respect to the fitted plane, i.e., the perpendicular distance 
between fitted plane and relevant laser points. The quality of the model planes has been performed 
through point residuals. Earlier, this quality measure has been used for checking the segmentation 
quality of building roof model reconstruction, especially in the absence of reference data (Dorninger 
and Pfeifer, 2008). In order to check the quality of fitted planes, points are classified into three groups: 
< 4cm (green), between 5-8cm (blue), and > 8cm (red); and discrepancies between planar surface and 
points can then be visualized as shown in Figure 6.15. It is shown that the majority of points are 
coloured green while small number of points are coloured in red and blue. Majority of such red points 
belong to some parts of wall attachments and not generally to a wall surface. Low number of blue 
points also indicates that the plane fitting accuracy is acceptable. In order to check the fitting accuracy 
quantitatively, the rmse between fitted planes (walls) and laser points by means of the perpendicular 
distance are computed for each selected wall plane of test areas in dataset2 and dataset3. The main 
idea was to find how final façade wall models fit to the laser points. It assists to analyse the effect of 
missed or surplus points on the wall surfaces.  As the majority of wall model planes exhibit an rmse of 
less than 3cm (Figure 6.16), the model planes have fitted well with the input laser points. Higher errors 
mainly occur on small wall planes.   
 
 
 
Figure 6.15:   Models’ planar fitting accuracy: laser points are coloured based on the orthogonal distance between 
points and the corresponding wall face.   
 
 
 
 
  
Figure 6.16:   RMSE between laser points and fitted wall planes: (left) Bon1/Bon2; and (right) Bre4/Bre5.    
 
 
6.3.1.2    Distance between laser points and final model points   
The nearest distance between model points and boundary points could be used as a good quality 
measure during the quality analysis. It could add a value to the previous residual check. Figure 6.17 
shows how model points differ from their nearest boundary points. In average, a laser point was found 
within a 0.02m distance and it reveals that the models are firmly fit with the edge points. This means, 
no one can say that the feature generalization negatively impact on the façade models as roughly 
within a distance equal to the point space (0.03m), an edge point is found in many instances (except 
occluded regions). 
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Figure 6.17:   Model fitting accuracy with respect to the point clouds: green – model points, orange – model 
boundaries and pink laser points.    
 
6.3.1.3    Orthogonality and Parallelism between building walls and balconies 
The potential of preserving orthogonality between nearest wall surfaces (neighbour walls are 
intersecting at right angle in general) is another interesting point in the analysis of model fitting 
accuracy. The parallelism between wall surfaces and balconies should also be preserved during the 
reconstruction algorithm as most of balconies are planar and parallel to the respective wall surfaces. 
The proposed façade feature reconstruction strategy greatly maintains the correct geometry of final 
façade models. Figure 6.18 demonstrates that the method was able to accomplish a geometrical 
uncertainty lower down to ±0.05m. Further, the analysis reveals that the extruded distances of 
balconies measured from the final model is almost equal to the field measurements. The distance 
between aa and bb is approximately 0.056m, that proved the reconstructed model preserve their 
geometric accuracy with enough quality and wall line and balcony line are almost in parallel. In the 
Figure 6.18(b), two neighbour wall surfaces have been intersected at right angle approximately 
(minimum error was 1°). The results shown in Figure 6.18(b) also demonstrate on one hand the 
capability of the proposed façade modelling algorithm in terms of modelling building façades 
preserving their geometric accuracy as much as possible. On the other hand, it further illustrates the 
accuracy of plane fitting. 
 
 
  
Figure 6.18:   Correctness of model geometry: (left) analysis of an orthogonality and parallelism between generated 
wall surfaces and balconies; (right) 2D projected view of the model where planes intersect orthogonally. 
 
 
Each of quality assessments explained in previous sections gives satisfactory result; however, it is 
necessary to consider reference models, which are independent of the data, used in the reconstruction 
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process, to analysis the influence of initial input data quality for the proposed processing strategy. 
Thus, a quantitative assessment is carried out as follows. 
6.3.2    Quantitative assessment 
A qualitative evaluation of the approach could be carried out in different ways. In addition to the 
completeness of the models, their geometric and topological accuracy are important to evaluate. As the 
geometric accuracy of the reconstructed models is of high interest for practical applications, this 
analysis mainly concentrates on the geometric correctness of the reconstructed façade structures. 
Topological accuracy is also important in terms of model accuracy; however, a topological accuracy 
assessment is not deliberately carried out in this study as the resultant models show that the topology 
has been preserved.  
 
Geometric assessment of resulting façade models (boundary polygons) was done with respect to a 
given reference. In the assessment process, different geometric indices describing the properties of 
desired objects, such as length, width, length-width ratio, and area, can be used. With these indices, 
how much the reconstruction deviates from the references can be determined. As the geometry of 
façade polygons can be evaluated through their positions with respect to the reference model, the 
positional deviation can also be used as a significant quality measure. Thus, the quantitative analysis, 
carried out in this study, is based mainly on the measurements of positions and the area. The accuracy 
of position, i.e. positional deviation, is determined by calculating differences between the obtained 
results and the reference data. A quantitative assessment has been conducted only for the results of the 
building façades in the Dres3 dataset, for which reference data were made available by field 
measurements. Other sites were not considered because of their remote location and difficulty of 
access. This reference data (corner positions of each façade feature consists in the dataset Dres3) were 
made by using a Total station. The total station used is a Leica TCR1103 (Leica, 2011b). The 3D 
coordinates of each feature point, which are measured by the total station in reflectorless mode, are 
affected by the same error factors that affected for MLS observations. For example, object colour, 
façade surface, and incidence angle. When considering only manufacture data, the total station 
guarantees a range accuracy of 3mm + 2ppm in reflectorless mode, and an angular accuracy of 
0.0003
0
. Therefore, it is assumed that discrete point measurements made by the total station provide 
enough accuracy to check the measurements made by the MLS laser scanner. The reference data 
collection is usually restricted to the corner positions of façade features. Figure 6.19 shows sample 
points measured by the total station, and the person who handles the instrument makes the decision on 
which locations to measure. By comparing those measurements with results obtained from the 
automatic processing, the cumulative effect of all errors occurring between the data collection and the 
façade feature reconstruction can be highlighted. Accordingly, accuracy of reconstructed models was 
evaluated. 
 
 
  
Figure 6.19:   Sample reference positions observed by the total station (white dots indicate reference positions). 
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The geometric accuracy of the façade feature polygons can then be achieved by calculating differences 
between the results and the reference data. For this, the Helmert Transformation is first applied in 
order to get both reference and MLS coordinates into the same coordinate system. For each vertex of 
an automated reconstruction, the corresponding nearest point in the reference data (points observed by 
the total station) is found. The 3D Euclidian distance (d) between the corresponding point pair is 
calculated as given in Equation 6.3. Finally RMSE of the 3D distances per object rmsd (see Equation 
6.4) is computed to obtain a more meaningful idea about error budgets.  
 
 
𝑑 =  √(∆𝑥2 + ∆𝑦2 + ∆𝑧2)                                 (6.3) 
 
 
Where d is the positional deviation and ∆𝑥, ∆𝑦, 𝑎𝑛𝑑 ∆𝑧 are error components in X, Y and Z directions 
respectively. Each error component is computed by subtracting the reference values from the 
corresponding reconstructed model values for instance, ∆𝑥 = 𝑥𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑒𝑑 − 𝑥𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒. 
 
 
𝑅𝑀𝑆𝑑 = √
∑ 𝑑𝑖
2𝑛
𝑖=1
𝑁
          (6.4) 
 
Where 𝑑𝑖 is the deviation in 3D and N is the number of vertices in a polygon. 
 
Additionally, the area relevant to resulting façade polygons and their corresponding reference is also 
computed. Herein, areas of rectangular shape polygon are directly computed by multiplying 
corresponding height and width of façade features while arc shape portions are computed by applying 
the Simpson’s Rule. 
 
In order to perform a more reliable analysis, the geometrical assessment is carried out separately for 
each feature type, such as balconies and windows/doors, instead of analysing the façade models’ 
coordinates all together.  
6.3.2.1    Assessment on positional accuracy of hole objects 
Figure 6.20 and Table 6.6 show how boundary positions of façade polygons, yielded by automated 
processing, deviate with respect to their corresponding reference positions. The graph illustrates that 
positional errors in different corners are not equal. In general, the maximum positional error associated 
with a hole-type object, such as a window or a door, is below 0.084 m, with the uncertainty associated 
with more than 80% of corners reduced to 0.05 m. These results confirm that the performance of the 
façade feature reconstruction approach is very satisfactory. 
 
 
 
Figure 6.20:   Positional uncertainty of each boundary point with respect to the reference data. 
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According to the conditions pertaining to objects, positional errors are divided into three clusters, 
namely cluster1, cluster2 and cluster3, as shown in Figure 6.20.  
1. Evaluation on Cluster1 and Cluster2 (window /doors) 
The first two clusters belong to two separate walls in the scene. The main difference between these 
two walls is the vagueness of façade feature edges. The wall, characterised by sharp window edges, 
represents the case of low positional errors. The maximum positional error in cluster1 is 0.052m while 
it is about 0.069 m for cluster2. Their average values are 0.036 m and 0.055 m, respectively. Thus, it is 
obvious that the main difference between these two values stems mainly from the conditions of the 
objects.  
 
As shown in Figure 6.21, determining the correct edges and their corner positions is difficult, in the 
objects in cluster2, due to the presence of many boundary edges at different depth levels within the 
thickness of the wall. Furthermore, as the edges are not continuous, the process of determining the 
exact reference location was made more complex. Owing to these reasons, a mismatch in the 
boundaries of the reconstructed polygons and their corresponding reference positions occurred. To this 
end, observation of correct reference corner positions is problematic, and is entirely based on the 
judgment of the instrument operator. Therefore, in addition to the positional error pertaining to the 
normal conditions, greater errors associated with the windows having decorated edges can also be 
existed. Due to these errors, the positional error of cluster2 is typically greater than that of cluster1 by 
0.02 m.   
 
 
 
 
Figure 6.21:   Uncertainty of defining reference positions (arrows indicate where the total station has been targeted). 
 
 
A thorough inspection of the figure 6.20 shown above exhibits a clear difference between two 
consecutive pairs of positional errors that are associated with lower and upper edges. The graph further 
illustrates that the uncertainty associated with the upper window corners is lower than that of the 
bottom corners except cluster2. Among the errors, those exceeding 0.030 m are mostly relevant to the 
bottom boundary corners. This is further revealed by the data presented in Table 6.6 and Figure 6.22. 
The main reason for a higher uncertainty being associated with the bottom edge is the misalignment 
between the reference and model coordinates. Most of the windows in Dresden scene consist of small 
protruded bottom edges extending beyond the widths of each window. Consequently, in many 
instances, holes resulting from the window placement are extended at the bottom edge (Figure 6.23), 
shifting it slightly downward in automated reconstruction. Due to these protruded components, the 
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observed reference positions relevant to window corners are not located at the wall surface, which 
obviously increases the uncertainty. In contrast to this type of location-specific uncertainty, a relatively 
high uncertainty is typically associated with the windows having vaguely defined edges. This can be 
expected, as the vagueness is equally affected throughout the whole wall. It should be noted that, in 
this study, the rectification of the reference data is not fully carried out, and only reference positions 
those that deviated largely over the façade plane were shifted based on the adjacent reference 
positions.   
 
 
Table 6.6:   Average positional uncertainty per cluster. 
 
 
 
 
 
 
 
 
 
rms-d at up/down edges 
 
Figure 6.22:   Uncertainty of upper and below edges (rmsd per edge). 
 
 
 
 
Figure 6.23:   Down-ward prolonged hole due to the protruded bottom window edge: (left) erosion of point clouds due 
to the protruded bottom edge; (right) a subset of image showing the case. 
 
 
With respect to 3D distances (positional deviations of resulting models with respect to reference 
positions), it is difficult to conclude how and in which direction positional errors mainly arise in each 
façade corner (resulting models). As such, Figure 6.24 is used for further analysing the errors in X, Y 
and Z directions. 
 
Figure 6.24 reveals that vertices of resulting façade polygons may deviate in all six directions such as, 
inwards, outwards, left, right, up, and down with respect to their reference locations and may not 
contain any systematic errors. In general, it is difficult to bisect exact location using a Total Station. 
Object area 
Average positional error (m) 
Per object Upper edge Down edge 
Cluster1 0.036 0.049 0.056 
Cluster2 0.078 0.077 0.079 
Cluster3 0.058 0.039 0.078 
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Therefore, when measuring the reference positions relevant to upper and bottom corners, the total 
station is bisected slightly at upper and lower locations from the exact façade vertices, respectively 
(bisection errors). Thus, negative and positive Z errors would represent by the corresponding upper 
and down vertices. However, in the cluster1, down vertices mostly represent negative (-) errors due to 
the protruded bottom window edges shown in Figure 6.23. The higher percentage of negative (-) 
errors, in Z direction, in cluster2 would attribute by the upper vertices as curved edges are normally 
represented by observing more than two vertices.  
 
  
 
 
 
 
 
 
 
 
Figure 6.24:   Error components of each polygon vertex in the direction of (a) X (dx); (b) Y (dy); and (c) Z (dz). 
 
 
The X and Y deviations would be given by (i) the shifting of resulting models either left or right from 
their ideal positions, and (ii) deviations of reference positions either in or out from the actual wall 
façade and as well as their left and right shifting over the façade face. When considering the second 
issue, bottom vertices in cluster1 and upper vertices in cluster2 are mainly attributed to the in/out 
deviations. The case for the cluster1 is illustrated in Figure 6.23 while for the cluster2, it is shown in 
Figure 6.21 having many intrusions along the upper window portion. Further to that, in the first two 
clusters, a clear explanation of X and Y errors caused by the shifting of resulting models either left or 
right is difficult to explain in detail as it is difficult to bisect exact façade vertex by the total station.  
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2. Evaluation on Cluster3 (doors opening to balconies) 
Cluster3 consists of the holes belonging to the doors opening to balconies. Mostly, the lower parts of 
these holes are affected by occlusion due to the protruded balcony areas. This results in lowering the 
positional accuracy in comparison with that of windows with sharp edges, which, on average, 
introduced an error of 0.057 m. According to Figure 6.20, the positional accuracy of each hole is 
below 0.084 m and, among corners; greater errors are usually associated with the bottom portion. This 
is, again, due to the contradiction of boundary definitions. In the automated process, bottom edge is 
acquired from the bounds of the balcony face that protrudes from the wall. Next, the approximated 
balcony floor thickness (0.1m) is subtracted from the obtained bottom edge to differentiate between 
the upper floors and those directly beneath. However, in the reference data, a similar principle cannot 
be applied, as only the bottom floor surface is visible. The rationale is further proved by having large 
positive errors, in Z direction, as shown in Figure 6.24. When considering the deviations in X and Y 
directions, the reasons given under cluster1 and cluster2 are also relevant to cluster3. Due to the above 
mentioned misalignment between reference positions and resulting vertices, bottom vertices 
particularly exhibit a slightly large error, on average, 0.074 m while nearly a doubled accuracy 
(0.039m) is given by upper edges. This can be considered as sufficient with respect to the nearly 3cm 
resolution of MLS point clouds and other various types of uncertainties present including reference 
data measurements such as imprecision of observations without reflectors, sighting errors, erosion 
feature corners, and of course processing errors. This ensures that the concept this study has 
introduced, i.e. the analysis of internal collar points and determination of its distribution along the 
edge as the width of the hole, is feasible for model reconstruction. 
3. Overall assessment  
Figure 6.25 illustrates the positional uncertainty of boundary polygons against the cumulative 
occurrences. The graph shows that the higher frequency of d has experienced an error range 0.03-0.06 
m by which over 80% of boundary positions are given an error which is less than to twice the point 
space of MLS data. This proves the feasibility of the proposed approach.  
 
 
 
Figure 6.25:   Positional error against occurrences. 
 
 
A per-object-level geometric accuracy assessment is carried out by computing rmsd of all positional 
errors relevant to each façade feature. Figure 6.26 illustrates that the highest geometric accuracy is 
obtained for the windows in cluster1 (having sharp edges), whereas lower precision is typically 
achieved for the windows in cluster2 (that have vague edges) and holes in cluster3 having roughly 
equal uncertainty. Additionally, nearly homogeneous per-object-level uncertainty is given by the 
windows having sharp edges.  
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Figure 6.26:   RMSd per-object. 
 
6.3.2.2    Assessment on positional accuracy of protruded objects 
Figure 6.27 illustrates the rmsd values for the sample balconies, used to analyse the accuracy of the 
automated process. The statistics in this figure reveal that there is considerable uncertainty about the 
balcony boundaries, especially on the upper edges, with respect to the corresponding reference data. 
The maximum uncertainty per boundary corner (d) is 0.091m, while the maximum rmsd per balcony is 
0.073m. Moreover, Figure 6.28 reveals the deviations, caused in Z direction, is more significant than 
errors in X and Y directions. In addition to the previous reasons given for uncertainty about the hole-
type features, many other factors lead to the increase errors. 
 
 
 
 
 
Figure 6.27:   RMSd of balcony objects. 
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Figure 6.28:   RMSd of balcony objects in the direction of X (upper left); Y (upper right); and Z (bottom). 
 
 
            
 
Figure 6.29:   Merging of iron bars attached to the balcony front face (fences): (a) polygon boundary overlay on point 
clouds; (b) a magnified view; and (c) a subset of image showing corresponding features. 
 
 
As the balcony is modelled by recognizing its boundaries, segmentation is mainly influenced by the 
over- or under-estimation of the balcony polygons. In many instances, thin iron bars on the top of the 
balcony fence are merged with the main planar segments (Figure 6.29). But the balcony area should be 
defined as the main protruding vertical face, excluding auxiliary attachments. This was the case with 
the reference data used by this study. As such, without touching auxiliary attachments, the reference 
positions represent the four corners of the dominant balcony face, which contradicts the model 
produced by the automated process. Additionally, as the reference data were measured in real-world 
3D space, the small protrusions and indentations that appear within the real balcony surface may cause 
errors in the X-Y-Z directions with respect to the low level of detail in the model space. Basically, the 
bottom edge of the balcony is in reality smaller in size than the other parts. Judging the corner position 
for the vertical edge of the balcony is difficult, and accurate bisections of the total station over 
positions on floating space may cause larger positional errors than those due to approximate sighting 
of corners, touching on the real surface, during the reference data measurement. As pointed out earlier, 
this study does not carry out fully refinements on reference data, thus, these issues should be expected. 
(a) (b) (c) 
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However, this analysis emphasizes the necessity for proper reference data, and if one wants to use data 
captured by field observations, these have to be refined. 
 
6.3.2.3    Assessment on area 
Due to the automatic generalization of the model results, in terms of the size and shape, six different 
hole-type objects and one protruded object (balcony) are only available in the Dresden scene. 
However, due to the bisection issues arose at the time of observing reference positions, areas relevant 
to reference data is not always same even for very similar two façade objects. As such, average areas 
relevant to those seven object types are computed by using observed reference positions. The area 
difference is computed by subtracting a reference area from its corresponding reconstructed polygon 
area. 
 
Figure 6.30 illustrates that nearly equal areas are given for both reference and automated results. 
However, Figure 6.31 further exhibits that in cluster1 and cluster2 model areas are slightly higher than 
those from their references except some arc shaped windows in cluster2. The area difference would be 
a compensated result of  errors of both reconstructed and reference polygons as both contain errors. 
However, it can also be decided that the effect of misalignment between reference and resulting 
models are higher than those from the bisection issues owing to reference positions in cluster1 and 
cluster2. In the case of arc shaped windows, issues due to bisection would be higher. The reference 
areas relevant to door opening to balconies is slightly bigger than that from corresponding 
reconstructed polygons and the reason would be the subtraction of 0.1 m height zone from the 
automated results as indicated earlier. Automatically reconstructed balcony faces are bigger than 
references due to the under-segmentation shown in Figure 6.29. In general, it can be concluded that the 
automatically reconstructed façade polygons are acceptable as the area differences are not 
considerable.  
 
 
Figure 6.30:   Evaluation of polygon areas. 
 
 
 
Figure 6.31:   Area difference between reconstructed models and reference models. 
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6.4    Summary 
Aim of this chapter was to assess quality of 3D models of building façade features reconstructed from 
MLS data. For this purpose, results of 3D reconstructed façade models, including several quality 
checks have been discussed. Instead of looking at an overall feature detection and modelled accuracy, 
how final models fit to the laser points as some original window and door boundaries are slightly 
adjusted in terms of feature alignment strategy have been investigated. Achieved results show that 
planes fit well with the laser data, as majority of wall surfaces exhibits an rmse about less than 0.03m. 
Most of façade features have been reconstructed with approximately less than 6% of false positive 
results. Majority of false negative errors are caused due to the data occlusion and missing data. This 
shows that the quality of raw data obviously influences on the quality of final 3D models of façades. It 
is obvious that these types of errors are difficult to avoid completely as it needs to improve the quality 
of input data or include more model driven constraints. However, the number of reconstructed models 
indicates that the proposed algorithm is acceptable.  
 
Further, the geometric accuracy has been assessed based on the indices namely position and area, 
which was used for the comparison between the reconstructed model and the references made by a 
Total Station. The per-position and per-object level accuracy is analysed based on 3D Euclidian 
distance between position obtained by reconstructed model and reference data. As expected, the 
analysis showed that the quality of raw data as well as reference data obviously influences the quality 
of final 3D models of building façade features. 
 
In general, more than 80% positions provide very low uncertainly (0.05m) though other portion’s 
uncertainty is slightly high. Area assessment indicates that there is not any considerable difference 
between automatically reconstructed models and their corresponding references. Finally, all quality 
assessments confirm that the 3D models obtained through the proposed reconstruction algorithm are 
consistent and satisfactory. 
  
  
 
PART II: URBAN TREES 
 
 
Trees are one of the important natural objects in urban environment. Detailed, up-to-date information 
on urban trees is increasingly important in urban management and ecosystem monitoring. Mobile laser 
scanning systems can be used to collect detailed geometrical data of trees over large areas; however, it 
consists of large amount of 3D point clouds representing uninterrupted topological information. Since 
manual measurements in such point clouds is a high cost and labour intensive process, an automatic 
detection of salient tree information is important.  
 
The Part II aims at developing a technique for automatically modelling urban trees from MLS point 
clouds. The knowledge about the shape of tree structures is exploited in order to model the complete 
trees, from which the tree attributes can be directly approximated. The robustness of the algorithm in 
terms of detection reliability is validated using real MLS data sets. The developed method is described 
in Chapter 7 while the results and detailed analyses are given in Chapter 8.  
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Chapter 7 
7. Single tree detection and 
modelling 
7.1    Introduction 
More than half of world’s population resides in urban areas and the rate of those who move in 
permanently to cities is increasing. Under this scenario, efficient and optimized urban management is 
essential for a sustainable development, and such management depends heavily on detailed and up-to-
date information of urban resources. Therefore, the tracking of urban trees has become important for 
3D urban models and 3D cadastre which are used in planning and modelling of cities. For the 
management and assessment of urban vegetation, i.e., for above ground biomass and leaf area 
measures, individual tree models are of great importance. Besides, trees and their complex 
transparency properties are of particular interest in the assessment of light and traffic noise conditions 
and visibility studies in urban planning. The laser scanner point clouds are increasingly being used for 
detecting urban objects, but the detection and modelling of single trees in complex urban environments 
is still a challenging task.  
 
As already mentioned in Chapter 1, many unsolved problems to be dealt with in future research on 
urban trees. One of them is the lack of automation and robustness. It is also difficult to obtain higher 
detection accuracy with existing approaches as some types of urban objects (pole-like) have similar 
shapes like tree stems. The aim of this chapter is to describe a novel automatic method that could 
model trees in urban areas taking the advantages of point clouds acquired by MLS. Information given 
by laser points and knowledge about man-made and natural objects are used for differentiating trees 
from other objects. The approach is optimized for not only detecting trees from other urban objects but 
also to identify individual tree stems and crowns. This will be done through a three-step approach: 
potential tree point detection, stem extraction, and single crown segmentation. The individual tree 
segments yielded by the method could be used directly for computing tree modelling parameters. 
Experimental results demonstrate the effectiveness of the presented technique. 
 
The chapter is organized as follows: Section 7.2 addresses current research strategies which deal with 
tree detection and modelling approaches. Section 7.3 includes an overview of the methodologies used 
to fulfil the prerequisites. The later sections (Section 7.4 – 7.7) present the detailed explanation of the 
proposed method. Final section gives a short summary. 
 
7.2    State-of-the-art in tree modelling 
Some work has been carried out on modelling of urban trees from MLS data. However, most single 
tree detection and modelling approaches, done in the past decades, are relevant for forest applications, 
and have used TLS or ALS data. Although these techniques could not be utilized directly for urban 
environments, their processing schemes seem to offer good instructive information. This section 
presents an overview of the status of point processing techniques, based on recent literature on tree 
detection in urban and forest areas. The prerequisite steps to detect and model trees are generation of 
Digital Elevation Model (DTM), filtering of irrelevant objects/points, tree detection, and derivation of 
tree parameters. Once again, some existing work on the tree extraction is reviewed.  
Single tree detection and modelling 
 
 96 
7.2.1    Generation of DTM 
Both the airborne and terrestrial laser scanners, including mobile systems provide a large amount of 
laser points. Point clouds, acquired by these laser scanners, represent the ground surface and objects 
above the ground surface. Therefore, points referring to the ground should be filtered before starting 
any urban object detection process. Thus, generation of DTM is a main step of most man-made and 
natural object detection schemes. This idea is also common in tree detection process. Detected off-
terrain points serve as input in the process of object detection. There are two main advantages of 
classifying/filtering terrain points: one is that it largely reduces the number of points to be processed 
during subsequent steps of object detection, second is that it makes the object detection process simple 
and fast as it avoids extra computations. Generally, the accuracy of prediction of tree heights and stem 
diameters is mainly dependant on the DTM quality. Several approaches have been developed for 
extracting the DTM from point clouds.  
 
Concept of the DTM generation/filtering is based on the assumption that the ground can be defined 
from points having low elevation locally compared to their neighbours. This is due to the fact that 
laser pulse is incapable to penetrate below the terrain. Most methods developed for filtering ground 
points have been focused on ALS points, whereas these techniques could also be adopted for the TLS 
or the MLS data with some modifications. Sithole (2005) presents an overview of filtering algorithms 
and their difficulties. Widely used techniques in ground point filtering can be classified into three 
groups: (i) progressive TIN densification, (ii) adoptive slope based filtering, and (iii) surface 
interpolation of weighted points (hierarchical surface regularization).  
 
The first group works progressively, where the terrain surface is allowed to change (add more points) 
within each (processing) iteration with respect to the defined criteria. The first model is generated 
using chosen lowest points. In the first approximation, a sparse TIN is defined from neighbourhood 
minima and then it is progressively densified to laser point cloud. TIN triangles in the first model are 
typically below the terrain. In each iteration round, points are added to the TIN if they fall within the 
defined distance and angle thresholds. These inserted points create the model, following the terrain 
surface more closely. The process continues till no more points are located below the defined height 
value. After final densification, points in the TIN were classified as terrain and the rest as objects. 
Further details can be found in Axelsson (2000). The concept of the adoptive threshold filtering 
method is that each point is compared to the lowest point in the corresponding neighbourhood by 
which the current point is either selected or discarded as a ground point if height difference between 
the current point and its neighbour point is smaller with regard to the distance between them. 
Therefore, a structural element, illustrating permissible height difference according to the horizontal 
distance, is adopted in slope based filtering techniques, which works by pushing the structural element 
up vertically (Sithole, 2001; Vosselman and Maas, 2001). The structural element is centred on a point 
and the point is accepted as object if the point lies above permissible height difference. Otherwise, it is 
accepted as terrain. If the distance between a terrain-point and its neighbour-point is small, the smaller 
the height difference allowed between them. The accepted permissible height difference is higher for 
steeper regions. Basic variants of the procedure can be seen according to the shape of the structural 
element. Competence of the adoptive-threshold method is limited by sharp edges as well as 
discontinuity of terrain points.  
 
The next group of filters is developed for classification of the points into ground and objects points 
using iterative prediction of a surface model and weighting each point. To assign weights to each 
point, the height difference of the points relative to the expected surface model is considered based on 
a weight function (Kraus and Pfeifer, 1998; Briese et al., 2002). In each level, robust interpolation is 
made. The process ends when current surface does not change considerably relative to the previous 
surface.  
  
Several other techniques have also been developed to obtain the terrain surface from point clouds, for 
example, morphological filter, TIN thinning, active contour models, local height histogram analysis, 
and segment filtering. A more detailed comparison between various ALS based terrain points filtering 
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algorithms in terms of efficiency has been done by Sithole, (2005). The Method applied in this thesis 
comes from Bienert et al. (2007), which is based on a local height histogram analysis, as described in 
the methodology section in the next chapter.    
7.2.2    Filtering irrelevant objects/points 
The filtering is one of the important steps in the tree detection process. The main purpose of this step 
is to identify objects, which regarded as extraneous/unidentifiable from the viewpoint of tree 
recognition (Brolly, 2013). In forest applications, some scattered points caused by range finding are 
considered as irrelevant data. Further, small groups of points reflected from small components of 
vegetation/objects (leaves or isolated object parts) are also chosen as irrelevant data/parts. These data 
should be filtered out to identify shape of trees correctly. It has been done by analysing points for 
irregular patterns and sparse arrangement as they are mostly isolated by single points or small group of 
points. For example, Aschoff and Speieker (2004) eliminate such points by decomposing the 
geographic space (point cloud area) into voxels, and then applying adaptive-threshold for the 
minimum cell values. In Gorte and Pfeifer (2004), the isolated cells were removed from voxel space 
based on the object size i.e. minimum cell counts. However, due to the various other objects 
(buildings, pedestrians, cars, and so on) in urban areas; these previous techniques, developed for forest 
areas, may fail when used for urban tree detection. Therefore, this issue needs to be considered during 
the filtering process of urban tree detection. Generally, the filtering process, to detect and filter urban 
objects, is done through the object detection stage. Different filtering methods together with state-of-
the-art in tree detection are therefore reviewed in the following section. 
7.2.3    Tree detection and modelling 
Tree detection and modelling can be defined as a procedure of recognizing laser points referring to 
trees and grouping them into clusters representing individual trees (stem and crown). Based on the 
detected tree clusters, individual trees can be modelled and their attributes can also be estimated. 
Generally, in this process, there are three main steps: single tree detection, parameter computation, and 
modelling of single trees. However, the selection of points referring to trees is used as an initial step in 
urban-related tree modelling process in order to distinguish trees from other heterogeneous urban 
objects. The tree detection process can also be explained on the basis of data used; for example, ALS 
based methods widely focus on crown delineation while most TLS or MLS related techniques consider 
tree stem detection. However, depending on the processing techniques used, methods for the 
recognition of trees in point data especially stem detection can be categorized into three main groups: 
2D layer-wise searching, range image clustering, and direct 3D point analysing (Liang et al., 2012). In 
following sub sections, an overview for each of these groups based on literature review is given.   
7.2.3.1    2D layer-wise tree detection 
In the 2D layer-based method, tree stems have been found based on the assumption that a tree can be 
described by a set of circular features (horizontal cross-section shape) in a suitable 2D projection.  In 
this case, horizontal point slices are constructed by dividing original point clouds into layers with 
certain height intervals. The circle searching process is then repeated for each slice after projecting its 
points into the XY plane.  
 
Semi-automatic stem detection using horizontal layers at multiple heights was proposed in Aschoff 
and Spiecker (2004). In this method, first, points within the horizontal layer are converted into a raster 
image, and then cells representing stem sections are extracted by calculating their inner and outer 
circles. This approach assumes that the centres of stem cross-sections tend to align approximately in a 
vertical direction. Bienert et al. (2007) as well as Maas et al. (2008) introduced a multilayer stem 
detection technique that uses a rectangular moving window, which collects cells containing points 
higher than a defined threshold within the window. The selected cells are labelled as stem components 
and used for identifying the diameter and position of the tree through a circle fitting. The problem is 
that it relies on the window size, making them are unable to be distinguished if they are closer than the 
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window size (Brolly et al., 2013). A widely used circle fitting algorithm for the recognition of stems 
on horizontal layers is the Hough Transform, which is used to isolate objects of a particular shape in a 
binary image by a voting process (Hough, 1962). This is obtained by defining a Hough space using the 
circle parameters and then transforming each image cell into it. There are some improved algorithms 
for using the Hough Transform, for example Simonse et al. (2003) searches only the circle centres 
related to tree locations. Another research work is done by Schilling et al. (2011), in which points in 
each cell is counted and uses only cells consisting multiple points. The main disadvantage of the 
methods based on the Hough Transform is that they need various and tuned parameters as inputs. 
However, these methods show successful results.  
 
Moreover, Wu et al. (2013) developed a voxel-based neighbourhood search method for tree 
recognition, in which the MLS point cloud is first decomposed into a set of voxels, and assigned a 
value for each voxel which indicates the number of points. To detect single trees, the cross-section 
shape, i.e. circular shape, at multiple heights is studied. The voxel count corresponding to a vertical 
column is assigned as the value of the respective raster cell in the 2D layers. Similar to this method, 
Huang et al. (2011) developed a 3D voxel histogram approach that uses a clustering algorithm based 
on Euclidian distance in order to recognise the cells corresponding to individual trees in each cross-
section. 
 
The processing time of 2D layer-based methods is modest as the computation is based on the 2D 
space; however, the one limitation of these methods is that the stem recognition may be mislead if 
there is an overlap between the branches and stem in the 2Dlayer. The other problem, as reported by 
Liang et al. (2012), is the difficulty of detecting tree stems in a mixed deciduous stand. More details 
about advantages and limitations can be found in the references (Liang et al., 2012). 
7.2.3.2    Range image clustering 
Range-image clustering is another appealing tree detection technique. Main concept of the range-
image clustering is to cluster points or pixels in the range image based on their local properties such as 
curvature, principal direction, or distance in order to collect groups of pixels belonging to trees (Haala 
et al., 2004; Forsman and Halme, 2005). There are many improved versions using different properties, 
for example Haala et al. (2004) used the mean and Gaussian curvature in order to identify the surface 
type of each image cell and then cells having similar surface type were clustered. The clusters are 
selected as stems if it has a cylindrical shape. Clusters having elongated shape in vertical direction are 
recognised as stems in Litkey et al. (2008). It is assumed that cells on the stem have approximate 
vertical attitude as the range image creates based on horizontal distances. 
 
In recent years, the range-image clustering method has received much attention due to the low 
computation time and capability of detecting tree stems from far away (Haala et al., 2004; Forsman 
and Halme, 2005; Strahler et al., 2008; Litkey et al., 2008). Further, the point searching in 3D domain 
can be carried out in an approximate manner in the 2D domain.  However, Liang et al. (2012) have 
reported that on one hand the applicability of the method is fairly limited and on other hand it is not 
always feasible to obtain or rebuild the 2D image structure.      
7.2.3.3    Point-based techniques 
In the point-based techniques, geometric attributes of each point, determined in the local 
neighbourhood, are used to recognise trees. Slope adoptive echo ratio (sER) is one typical point 
distribution pattern analysis method, which is used to differentiate building and vegetation in urban 
areas (Rutzinger et al., 2008). The higher sER value of a point indicates that the point is on a planar 
surface (e.g. building roof), whereas a small sER value is described by vegetation objects. The 
identified tree points are grouped into clusters such that each point in a group is within a given 
distance. Disadvantage is that the points on the building walls, which are distributed vertically within 
the 2D search area, are wrongly represented as tree objects due to their lower sER. Further to the sER, 
different geometric criteria for example minimum height criterion, minimum size criterion, and 
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minimum crown coverage criterion have been used to filter out clusters of irrelevant urban objects 
(Eysn et al., 2012). Instead of using sER, Rutzinger et al., (2007) use object-based point analysis 
method, which considers surface roughness and the point density ratio between 3D and 2D 
information of each point. Pulse count information could also be used to separate trees from other 
urban objects (Darmawati, 2008). Another commonly used method is the Eigen-value decomposition 
(principal component analysis), in which points are grouped into three classes: linear, planar, and 
volumetric. Trees, mostly stem, can be found from points in the class of linear. For example, in the 
paper presented by El-Halawany and Lichti (2011), a point processing pipeline to detect pole-like 
objects is proposed, in which eigen-based segmentation technique is first applied. Linear type features 
are extracted by analysing the relation between the radius of the pole-like object and its eigenvalues. 
The problem is that it needs further information in order to classify pole-like objects in to different 
classes such as trees and light poles. There are some classification methods for identifying stems, such 
as Bayesian classification (Lalonde et al., 2006) and probabilistic relaxation (Monnier et al., 2012). 
Points referring to the tree stem are automatically identified from the TLS point cloud by analysing the 
spatial properties of each point respect to its neighbourhood determined by the k nearest points around 
the given point by Liang et al. (2011). They considered normal vector direction and flatness to be the 
basic point distribution properties in distinguishing the stem points from other object points as the 
stem points can generally be represented as vertical and flat shapes in the local space. For individual 
stems, stem points are grouped by considering the proximity of detected tree points, and these groups 
are accepted by their spatial distribution, which normally shows a vertical shape. Two stem groups are 
then merged if they are aligned. In this way, the entire tree stem is obtained. For individual stems, 
stem groups that obtained considering the proximity of detected tree points are merged if they are 
aligned. However, some groups according to the same stem are not usually connected due to an 
occlusion. According to the results, Liang et al. (2011) concluded that future research should be 
focussed on the applicability of feature detection for a group of points in order to improve the tree 
stem point detection method.  
 
In literature, various other methods have been developed on the detection of pole-like objects 
including trees from mobile laser scanning data. Golovinskiy et al. (2009) present a four step method: 
locating, segmentation, characterizing, and classifying clusters of 3D points (see Figure 7.1). In the 
first step, an image is generated using the maximum height of points in each pixel and then a Gaussian 
filter is applied to extract the components referring to small objects. After finding the local maximal of 
point density, the location in the centre of each component is found. In the segmentation phase, points 
near to these centre locations are grouped into foreground and background sets based on a graph-cut 
segmentation method. Third, both shape and contextual features are examined for the feature 
extraction. Finally, K-Nearest Neighbours, support vector machines, and random forest are applied for 
the classification of objects. However, the method cannot work well on detection of different object 
types. Lehtomäki et al. (2010) propose a new method by using profile information of the scanner. 
Since this method requires definite scan lines relevant to point clouds, pole-like objects were unable to 
be classified when many points exist around those objects, thus further research is needed.  
 
 
 
     
  
 
Figure 7.1:   Shape-based urban object detection: (a) input; (b) localization; (c) segmentation; (d) feature extraction; 
and (e) classification  (Golovinskiy et al., 2009). 
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Some improvements have been made to the point-based methods by several researches (Pratihast, 
2010; Rutzinger et al., 2011; Pu et al., 2011 and Bremer et al., 2012), e.g. the segment-based methods 
detect trees by describing geometric characteristics and neighbour-relations of planar segments such as 
the size, shape, normal distribution, surface roughness, and percentage of last echo (if available). 
Process starts by segmenting point clouds into planar surfaces. Several approaches have been 
developed to identify the planar segments forming a tree. One simple way is to use size and orientation 
parameters of segments assuming that most man-made objects have larger planar surfaces. The nearby 
segments are then connected and those clusters are further studied for individual trees based on layer-
wise searching (Pu et al., 2011) or local maxima (Pratihast, 2010; Rutzinger et al., 2011). Another one 
is to use eigenvalues and eigenvectors of the structure tensor that can be computed using the 
covariance matrix (Bremer et al., 2012). In general, the eigenvalues give the shape of the segment, i.e., 
elongated, planar, or volumetric while the eigen-vectors exhibit the oriented directions of the segment. 
Applying a form-index that describes the eigen-value relationship for each segment, the shape of 
segments is estimated. Although it gives successful outcomes in the reduction of noise data, the 
problem of large data gaps within the tree stem cannot be overcome. Raumonen et al., (2013) 
described a building-brick approach that collects local connected segments based on the eigenvectors, 
which yields the individual tree. However, these algorithms have been applied to derive a tree branch 
structure and not considered on how to eliminate other urban objects. Since both road poles and tree 
stems show rather linear or cylindrical patterns on the point clouds, an additional step might be 
included especially to recognise trees from such similar shaped objects. Also, some occluded and thick 
tree stems in the urban environment have not been detected in MLS point cloud data due to the 
limitation of the method developed by Pu et al. (2011). For improving tree detection accuracy, it is 
essential to develop a new tree detection algorithm especially for the urban context.  
     
These point-based techniques do not require prior knowledge about objects or area and process points 
themselves; thereby the point- or segment-based methods seem to be the most attractive method for 
urban-related trees, and are widely used in current laser point based tree detection studies. Based on 
these results, Bremer et al. (2012) stated that developing algorithms for automatically processing of 
point clouds, which contain various point densities, noise, and occlusion effects, in order to detect 
urban trees is still challenging.  
7.2.3.4    Crown delineation 
The demarcation of interlinked tree crowns and nearby objects is a significant task in terms of tree 
modelling. Several crown delineation approaches can be found in the literature, among which the 
local-maxima of CHM have widely utilized. Based on this principal, various techniques have been 
improved, such as the watershed segmentation (Pyysalo and Hyyppa, 2002), an adaptive method based 
on Gaussian filter (Pitkänen et al., 2004), the marker-controlled watershed segmentation, the pouring 
algorithm with the knowledge-based assumption about the shape of trees (Koch et al., 2006), and grid 
method (Solberg et al., 2006). Wang et al. (2008) delineate tree crowns from top layer and also sub 
layers. First, the tree crown boundaries are defined by applying morphological opening and closing 
hierarchically; and then individual crowns are extracted by introducing a morphological watershed 
algorithm. An important restriction of this system is that pouring process ends if there are neighbour 
crowns touching each other. Later, Pratihast (2010) has introduced a semi-automatic point-wise 
method for identifying local maxima and minima from the MLS points. In this method, approximate 
tree locations and 3D alpha shape of trees are used as input parameters. However, trees within the 
scene need to be located in sequences. In the case where dense trees with more than one minimum 
values are presented, the separation of crowns becomes problematic. To eliminate the disturbing points 
and improve the efficiency of the MLS based single tree detection process, the three-level frame 
together with a revolving door (RD) schematic algorithm is proposed (Lin et al., 2012), in which the 
morphological characteristics of CHM are studied from coarse to fine resolutions. It consists of two 
constraints, i.e. radius threshold and symmetry judgement, in order to distinguish trees from other 
urban objects. Main problem is that the method produces poor results when bushes exist. This is due to 
the fact that they connect the crowns to the ground.  
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Overall, most approaches, which used gridded transformation, i.e. CHM based methods, are 
challenged in three ways. In generally, the CHM based methods are unable to work with overlapping 
or under-storey trees. Their interpolation process may also introduce uncertainty which affects the 
accuracies of the single tree detection (Geo et al., 2010). Benefit of the full 3D structure inherent in the 
point data is not considered during tree identification (Wenkai et al., 2012). Also, false 
negative/positive results is a main problem when using the local maxima method for tree crown 
identification in MLS; one reason is that correct tree crowns cannot be seen in MLS points due to the 
side looking scanning process. Another reason is the difficulty of constructing accurate DEM from 
MLS data due to the shading effect (Lin et al., 2012). 
 
In response to above problems of CHM based methods, Wenkai et al., (2012) developed a new tree 
delineation method, in which a top-to-bottom region growing approach based on the ALS point clouds 
is introduced to separate trees sequentially from the tallest to the shortest one. The method is based on 
the fact that there is horizontal spacing between trees. Generally, the spacing at the lower part is 
smaller compared with the spacing at the upper part. First, the highest point is selected as a tree top 
and then the target tree is grown by adding nearby points while filtering points of other trees according 
to their relative spacing. It concludes that more shape-related constraints are needed to be added in 
order to improve the accuracy. Pirotti (2010) presents shape templates to detect tree position, in which 
a template matching approach is used for extraction of tree height and position from LiDAR-derived 
CHM of Pinus pinaster stands. Zhong et al., (2013) investigate the use of Vornonoi-regions and related 
techniques for the recognition of individual tree crowns. The proposed new approach is applied the 
same concept used by Wenkai et al., (2012) for single tree detection from ALS data.   
7.2.4    Conclusion 
Overview of tree detection and modelling approaches shows that numerous features are tackled. More 
attention is given to ALS and TLS and also for forest-related applications. Limited work has been 
done using MLS data for detecting trees as the MLS is a rather new development in Laser Scanning. It 
is also noticed that although the pole-like objects detection algorithm has been studied in many 
researches, there is still a lack of robust and fully automatic algorithm for urban tree detection. 
According to the literature review, it can be concluded that automatic single tree recognition, 
especially in urban areas, from MLS point clouds is still a problem of on-going research.  
  
One challenge for automatic tree recognition is that the complexity of the urban scene which leads to 
single tree detection being more complex. The separation of connected tree crowns from each other is 
another challenge. After viewing the work done by several researches, it is obvious that point-based 
methods are more reliable and flexible especially when dealing with various urban objects. This is 
because the geometric properties of point clouds can be considered during the tree detection process. 
These existing point-based algorithms can further be improved by including some additional 
information (assumptions about the shape and patterns) to overcome the difficulties posed by the 
complex surroundings. Detailed knowledge about urban trees can be incorporated for the improvement 
of tree recognition from other linear and cylindrical patterns of urban objects. Since the majority of 
trees satisfy the assumption that they can be isolated as a vertical object in 3D and a circular object in 
2D space, integrating the knowledge of tree shape into the recognition process could be a useful 
solution. For this, geometric characteristics of points and also small regions (point sets) can be 
considered. As suggested by Linag et al. (2012), the applicability of tree detection for a group of 
points can also be studied. The 3D structure inherent in the point clouds, i.e., shape of trees, is not used 
in previous researches of the tree identification from MLS data. Concluding from the finding, a novel 
knowledge-based tree extraction algorithm, which is flexible enough to extract tree stems as well as 
individual crowns, is proposed in this study.  
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7.3    Methodology and approach 
This section describes the workflow and approach, utilized to achieve the objective stated in Chapter 
1.  As mentioned in Section 7.2, there are several shortcomings in the existing algorithm, leading to a 
low detection rate and large amount of false detection. The proposed approach is described in the 
following sections. 
7.3.1    Overview 
From the literature overview in Section 7.2 and research problems explained in Chapter 1, it can be 
concluded that a new automatic tree extraction methodology, which is valid for the urban 
environment, is needed to develop. Following the conclusions from the literature review, a shape-
based point cloud processing technique, which mainly depends on rules defined based on the 
knowledge about object shape, is proposed to detect trees. In this method, the information about shape 
is considered as a very useful guidance for the separation of trees from each other. Therefore, it 
provides a valuable means to prevent false extraction, especially road poles. An overview of the new 
approach is given first in this section.    
  
The knowledge based object recognition and reconstruction has gained increased interest in point 
processing tasks, particularly in building reconstruction as reported by Tang et al. (2010). However, 
Xu et al. (2007) use knowledge about tree structures for the modelling of trees from point clouds. In 
contrast to object modelling, Golovinskiy et al. (2009) present an approach for urban object 
recognition including trees, using shape knowledge, in which a set of features, describing the object 
shape and their spatial context, are introduced in order to classify objects. Later, Pu et al. (2011) 
recognise road features using the knowledge based feature recognition strategy. These methods 
attempt to infer knowledge of a shape from its geometry. According to the literature available, 
majority of work employ this knowledge as a key guidance for object detection. Furthermore, those 
methods use one kind of entity, such as point or planar segment, and analyse shapes either locally or 
globally (Belongie et al., 2002; Kazhdan et al., 2003). Intention of this research is to use different 
entities for correctly analysing the shape of the object. In order to define the feature constraints, local 
and global geometric shape descriptors and rules are included. 
 
Section 7.3.2 gives basic concepts of the proposed knowledge based tree extraction strategy. A 
detailed description of each phase is described in the following sections.  
7.3.2    Methodology concepts 
Main concepts related to the proposed tree extraction method and shape knowledge referring to trees 
are specified in this section. 
 
In object recognition, knowledge about geometric shapes (of objects) can be considered a strong 
guidance. As described by Tang et al. (2010), the geometric shape representations can be classified 
into two groups; namely, local and global. The local shape representation indicates surface properties 
of each place. For example, normal vector, principal direction, and surface roughness can be used as 
local shape descriptors to characterise the shape of an object. It is often used in segmentation methods 
(Trucco and Fisher, 1995; Baltsavias, 2004). Shape of an entire object can be represented by the global 
property, for instance a histogram of tree heights is used as a global descriptor. Besides, global 
representations are frequently described as aggregations of local properties, for instance the skeleton of 
a tree. However, it is difficult to identify a global shape which satisfies entire shape requirements of an 
object at once, particularly in point clouds. In contrast, local shape recognition might not also be 
enough, especially in the urban context, when objects with similar shapes do exist, i.e. both trees and 
pole-like objects have a vertical shape. Therefore, it is functional to examine the usefulness of both 
local and global shape properties for individual tree detection processes. 
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In global shape analysis of a tree, a tree is generalised to a circle or an ellipse in an XY plane (Pollock, 
1994). Besides, in 3D, it can also be characterised as a vertically dominant object. In local shape 
representations, trees can be represented as an aggregation of points or point patches. Thus, an object 
could be decomposed into several different shapes or can be described by various basic shapes. From 
these general views, it triggers to integrate the knowledge about generic shape of trees into the 
recognition of trees. In relation to recognition, an entity is needed to define in terms of point clouds. 
An entity is the basic element to recognise tree shapes. It also reflects shape information and spatial 
relations among different locations of a tree. Each entity has specific characteristics and can be 
described by different feature descriptors (attributes) such as orientation, position, verticality, and so 
on. From the knowledge of object shape, spatial relation (structural information) between these entities 
can also be predicted. For example angle, distance, adjacency, and coherence can be used as feature 
descriptors to define relations between entities. Based on the generic knowledge and feature 
descriptors, rules can be formed which can be transformed into several shape constraints. These rules 
can be represented logically, as detailed by Russell et al. (2003). For instances:   
 
 
1. Through the attributes of an entity, its shape can be derived:  
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2. When a stem and a branch shares common laser points, the relations can be represented as: 
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Where eg and el are global- and local-entities. 
 
In this thesis work, an entity is a group of points. Three different entities on behalf of analysing shape 
of different tree parts are used. To create entities, geometric attributes and neighbourhood relations of 
each point are considered. The prior knowledge produces important guidance for analysing entities in 
order to recognise tree shapes locally and globally.  
7.3.3    Workflow/Proposed approach 
Algorithms as proposed in the present thesis contribute to the shape-based processing of mobile laser 
scanning point clouds for (i) identification of relevant tree clusters, i.e., cluster-wise shape analysis, 
(ii) automatic stem detection, and (iii) individual tree segmentation (tree crown delineation) and tree 
parameter retrieval. As described in Section 7.3.2, the approaches are mainly based on rules/ 
constraints derived from the knowledge about the shape of tree. The approach aiming at first phase 
makes use of global shape of tree structures in two and three dimensions (2D & 3D) in order to 
identify prominent tree clusters and filter irrelevant features. The Phase II employs the usage of 
principal direction for identifying stems, which consists of searching point subsets representing a stem 
from bottom to top. In the individual tree detection part, the knowledge about the spatial relation 
between stem and crown is exploited. The idea is to separate the connected tree clusters which have 
been detected in the first phase.  
 
Overall workflow is illustrated in Figure 7.2. The individual components of the methodology are 
described in detail in the next sections, while results and analysis are presented in Chapter 8.   
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Figure 7.2:   Frame work for urban tree modelling. 
 
7.4    Cluster-wise shape analysis 
This section presents the process of the most prominent tree point extraction.  One goal of present 
analysis is to remove irrelevant data that are not ones of interest such as measurements from low 
vegetation, pedestrians, or vehicles. Second goal is to support the tree detection process by taking only 
the selected prominent tree clusters as they are significantly less than the input data. This leads to 
reduction of unnecessary computations. The process is executed with the remaining points after 
classifying terrain and building objects. A detailed review of both ground and building point detection 
can be found in Chapter 4.  
 
Because of the huge amount of data to process, the entire dataset is divided into multiple parts for 
extracting the information of interest locally. Clustering of points, which groups points belonging to 
similar objects/patterns using a given distance, has been considered as an object/pattern classification 
method for a long time. Since the analysis of point clusters for trees is less familiar, it is more 
challenging to distinguish them from point clusters relevant to other urban objects. Thereby a cluster-
based technique is developed. A simple clustering technique, i.e., a connected component analysis, is 
performed to group nearby points into point clusters considering the proximity and neighbourhood 
relations of points within a chosen distance. These clusters are considered as global entities and are 
separately processed further for finding clusters referring to trees. Knowledge about global shape of 
trees provides useful hints for recognition of these clusters. For example, tree stems have the shape of 
a solid body, elongated in a vertical direction, while crowns have approximate circular shape in 2D, 
i.e. symmetric around the vertical axis. In order to gather this information (to define constraints) the 
following issues should be considered: 
 
1. With regard to knowledge, the cluster has to be a minimum size and height. 
2. The lower part of the cluster has to be a vertical shape (stem). 
3. The shape of the upper part of the cluster should be symmetric approximately around the 
vertical axis (crown area in 2D). 
 
Since each object type has own characteristics, shape of the object could be described by geometric 
characteristics such as height, width, area, and so on. In terms of knowledge of the shape, the 
characteristics of trees, i.e. natural objects, are significantly different from the man-made ones. 
Geometric and spectral characteristics of each cluster can then be used to identify the trees. For this, 
five geometric/shape descriptors namely: height, size/area, orientation, 2Dshape, and 2Dcoverage are 
computed for each cluster to describe a cluster by its shape. These different kinds of descriptors and 
the knowledge about the trees are taken into consideration to build the constraints/rules. These 
constraints are used not only to detect trees but also to separate components of trees from other pole-
like objects, for example lamp posts. Thus, each point cluster is needed to be checked against 
constraints for distinguishing potential tree clusters from poles, cars, and other non-vegetation clusters. 
As it is hard to obtain geometric attributes of a cluster at once, a quartile-based cluster analysis 
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method is introduced which applies different point processing methods. The first step is accomplished 
by dividing the entire height range of the cluster into four equal quartiles, which are used to analyse 
shape changes at different parts. Sections 7.4.1, 7.4.2 and 7.4.3 explain how proposed tree detection 
method works. 
7.4.1    Recognition of prominent tree clusters 
After creating clusters, it is required to further eliminate irrelevant objects, for example vehicles and 
pedestrians. Consequently, a criterion for rough classification is utilized. The immaterial data are 
mostly arranged into small clusters. Height and size constraints are used to eliminate the clusters 
corresponding to immaterial data. Remains are then identified as initial tree clusters. The height and 
size constraints are applied by creating a 3D minimum bounding box for a cluster. The maximum and 
minimum Z values of each bounding box give a measure of the cluster height. Optimal threshold can 
be defined by a visual inspection of each data set. Clusters which are close enough to the ground and 
have a height larger than 2m are accepted, however, the clusters which do not meet the minimum 
cluster size criterion are removed as they are most probably the result of non-vegetation objects. For 
our experiment, the minimum cluster size was selected as 500 points based on a point analysis, which 
is done for sample data sets selected from each dataset. This rule could be stated as; 
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Area is another sharp indicator since road poles usually give a long and narrow linear shape when 
projected into XY plane. Sometimes, they may also appear as very small point clusters. However, trees 
have a fairly large area in 2D space due to the crown area. The area is calculated from the length and 
width of the Minimum Bounding Rectangle. 
7.4.2    Analysis of object verticality 
A tree stem usually be a solid body, elongated in vertical direction. As such, it can be defined as a 
vertical (or nearly vertical) object. The orientation can be used in a way that the search returns high 
value for clusters with vertically elongated shapes: VerticalVerticalegnOrientatioeg  )(, .  
 
If this hypothesis is true, then the cluster is accepted as a tree. Globally, the orientation of a cluster is 
unpredictable. To this end, an approach, presented by Pu et al. (2011) for deriving the vertical shape of 
pole-like objects, is adopted with some modifications. The modification addresses the 
problem involving the objects that are attached to the dominant vertical object. 
 
The principle of the quartile-based vertical object detection algorithm is shown in Figure 7.3. The 
lowest quartile of the cluster is selected as the processing area and analysed for the vertical shape 
detection process. The advantage of using the first quartile instead of considering the upper quartiles is 
the minimisation of influences due to tree branches and leaves existing close to the main stem. 
Additionally, tilted trees can also be detected by testing the verticality via the lowest part, as most of 
the lower parts of tree stems are near vertical; however, bushes or other disturbing objects, which are 
attached to the lower stem, might mislead the correct recognition of candidate tree stems. Such a 
problem can usually be avoided by finding points, whose local point distribution direction is nearly 
vertical, so that disturbing objects are first excluded by applying the similar method explained in 
Section 7.5.1. Processing quartile is further divided into multiple horizontal sub-slices according to a 
selected interval, for instance 0.2 m. For the points residing in a sub-slice, the connected component 
analysis is executed; thereafter 2D minimum rectangles are fitted for each component given by the 
component analysis. Stem points can be organized along cylindrical surfaces, which results in circles 
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at 2D plane (Figure 7.4). Though the 2D shape of a tree stem is circular, the minimum rectangle is 
adopted instead of the minimum bounding circle because a fine search with the circle fitting will be 
carried out at a later stage. Subsequently, geometric parameters of each minimum rectangle such as the 
centre point and the length of the longer side of the rectangle are computed. The same process is 
executed for other sub-slices one after the other. 
 
Verticality of the cluster is derived by comparing parameters of sub-slices (Figure 7.3b). In case of the 
tree stem, centre points of rectangles located in adjacent sub-slices should nearly overlap and length of 
these rectangles should be nearly equal to each other. This way, the cluster is accepted as a vertical 
type object, i.e. a tree stem, if a sufficient number of subsequent sub-slices satisfy the defined position 
and length constraints. However, in some clusters, there are more than one stem (N stems). This is due 
to the connection of trees by their crowns. Some point components referring to larger and isolated 
branches may also be selected as a part of tree stems. Therefore, the following steps are considered: 
 
1. Centre points of each rectangle are grouped according to the horizontal distances between 
each of them in order to get an estimation of the number of stems in the current cluster. If the 
distance between centres of components exceeds a given threshold, multiple stems within the 
same cluster can be found (Figure 7.4). By using a minimum distance 1.2 m, each tree stem 
within the cluster, i.e. N stems, is identified. 
 
2. A least-square line is fitted to all the N groups. 
 
3. If any pair of lines intersects above the ground height, it is considered as a single stem. 
 
4. The accepted object is further verified by fitting a circle for a selected sub-slice (0.5m from 
the lowest one) in each group as described in Section 7.7. If the circle fitting residuals (rmse) 
is lower than the defined threshold, it is accepted as a circular shaped object.  
 
 
 
 
Figure 7.3:   Geometric shape analysis: (a) first quartile of a tree; (b) rectangle analysis of sub-slices; (c) 2D shape 
analysis by fitting convex hull and bounding circle to the vertically projected points of the upper three 
quartiles of (a); and (d) pole-like object. 
 
 
If more than one stem are found in the quartile, the cluster is labelled as a connected tree cluster and is 
further analysed for individual tree delineation as described in Section 7.6. Otherwise, the cluster is 
labelled as a single tree. In contrast, if the orientation and the maximum length of a rectangle exceed 
the defined orientation and the length constraint (7 and 0.5m in our case) or if the circle constraint is 
not satisfied, then the cluster is discarded. However, this verticality hypothesis is fairly weak, because 
other pole-like objects such as light poles and traffic sign poles are detected as well because they have 
similar characteristics. Thus, it is difficult to distinguish the tree stem from these objects. To eliminate 
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these clusters being classified as trees, a new unambiguous algorithm (an additional rule) is presented 
in Section 7.4.3.   
                                          
  
Figure 7.4:   Stem analysis in a sub-slice: (a) within the maximum distance are assumed to belong to the same tree and 
(b) otherwise multiple trees.  
 
7.4.3    Analysis of tree crown shape 
Aspect of tree leaves is another critical factor to identify a correct tree cluster. Generally, there are 
more scattered points in close vicinity of tree stem. Therefore, knowledge of the 2D shape of tree 
crowns is a sharp indicator for isolating trees from other pole objects. The area of the cluster in 2D 
domain is more compact and large for a tree while it is more elongated or considerably smaller for 
road poles (Figure 7.3c). Generally, trees do not have any standard shapes. In most cases, a tree crown 
emerges with a radial distribution from its centre point, so that symmetry is another significant 
descriptor to judge the 2D crown shape. The rule could be stated as;  
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Ratio between area of the convex hull and the bounding circle of the cluster is a more important index 
in selecting clusters whose shape is circular and symmetrical. The convex hull and the bounding circle 
of the cluster are derived by projecting the points on to the XY plane. Nevertheless, in the actual 
situation, some objects, which are connected to the bottom of trees such as fences and bushes, may 
deform the actual shape of 2D projection. The problem due to low elevated objects (i.e. bushes) 
connected to the bottom of the cluster should be reduced by taking upper three quartiles. If the 
coverage ratio (Cratio), defined in equation 7.1, is higher than a defined threshold (in this case: 60%), 
the cluster is accepted as a tree; otherwise, it is removed. The crown shape of the selected cluster is 
further validated using the shape index of the convex hull (SICH) as shown in equation 7.2. The small 
SICH indicates a more compact object shape. Clusters, which fulfil the above criteria, are only selected 
as possible tree objects. 
 
 
BCconvexhullratio AreaAreaC                                                                               (7.1) 
 
 
)4( convexhullconvexhullCH AreaPerimeterSI                                                    (7.2) 
 
 
Based on such geometric information of the cluster, trees can be identified well, through the current 
proposed shape-based algorithm. 
 
(a) (b) 
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7.5    Stem detection 
Key idea of tree stem extraction is to recognise laser points belonging to each single stem. Knowledge 
about the shape of stems is configured into hypotheses for identifying tree stems. Due to the relatively 
high point density, the point-based analysis methods are not suitable for the detection of cylindrical 
shapes in sufficient time (Bremmer et al., 2013). A tree stem can generally be defined as the union of 
point-subsets (Sj) that represent similar characteristics (shape in locally), for example narrow and flat 
vertical shapes. Thus, the process starts by creation of point-subsets from the tree surface. These point-
subsets are aggregated to form a stem. The geometric attributes, i.e. principal direction and shape 
(planarity) of each point-subset, and relations between point-subsets, i.e. adjacency, are reliable 
enough to build stem hypothesis. This can be presented as; 
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Therefore, stem detection is realized using a shape-based procedure, in which the geometric 
characteristics such as flatness, principal direction, and shape of the point-subsets is analysed. At this 
stage, the point-subsets are considered as the entities in a stem detection process. This approach 
processes the point cloud itself and it does not require a specific type of 2D data structure or 
vegetation type, i.e., forest or urban. The workflow consists of two steps: point-subsets creation 
(Section 7.5.1) and point-subsets selection. In the second step, a bottom-up moving box concept is 
introduced (Section 7.5.2). The stems are recognised from the point clouds as individual groups.  
 
A connected component analysis is performed at a small distance for each selected tree cluster and the 
large point-components are assumed to belong to the tree stem, which are decomposed into point-
subsets for correct recognition of stems. 
7.5.1    Point-subsets creation 
This step aims to classify points into point subsets according to the geometric characteristics of the 
points (eigenvalues and principal direction). Within the process, geometric properties, i.e. point 
distribution information, of each point are first computed using the eignvalue/eigenvector approach. 
These properties are used to distinguish the stem points from the other points.  
 
Defining the optimal neighbourhood of each point is vital for determining local covariance matrix of 
each point and estimating an accurate shape. The local neighbourhood around a point Pi (Xj, Yj, Zj) is 
defined by k-neighbourhood Qp
k
, consisting of the k { Qj :Q1, Q2…Qk} nearest points. The nearest 
neighbour points Qj of the point Pj are extracted by defining a kd-tree with a predefined number of 
points and a radius. The local covariance matrix of a given point is constructed using the point 
neighbourhood. Once the local covariance matrix of the point has been established, the eigen-values, 
which respects to the local covariance matrix, are computed to obtain its geometric features. The 
specific geometric characteristics of Pi are encoded by evaluating the eigenvalues λm {m→0…2, 
λ1<=λ2<=λ3} and the corresponding eigenvectors em of the covariance matrix CPi of points Qj. 
According to the principal component analysis (PCA), the local covariance matrix (CPi) of Pi can be 
written as: 
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The matrix Cs is constantly symmetric and positive, thus it gives positive eigenvalues that can be 
expressed as: 
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By using eigenvalue decomposition, a new coordinate system of the point set is defined, in which 
eigenvectors represent three perpendicular oriented axis directions. The eigenvectors usually present 
the point distribution direction, i.e. principal components, while the eigenvalues corresponding to each 
eigenvector provide dimensional information of each point neighbourhood. They illustrate the point 
variation, i.e. degree of planarity or elongation, along the axis of em (Liang et al., 2012). In the new 
system, e1 (nx, ny, nz) indicates the normal vector and e3 (Px, Py, Pz) approximates the principal 
direction of a neighbourhood, where the minimum and maximum variation occurs respectively in the 
neighbourhood. The eigenvalue λi quantitatively represents the point variance along the respective axis 
of em, or the compactness of the point distribution along the axis, thus eigenvalues can be used to 
describe the shape of the point set. When the points have a scattered distribution, no dominant 
direction can be found (
321   ). For a planar shape, two eigenvalues should be similar while 
other is zero, i.e., principal direction is parallel to the surface normal with
321   . The point Pi 
is approximately on an elongated surface if it has one large eigenvalue with two small values, i.e.,
321   . The dimensionally features can be defined as  
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It shows the significance of the point distribution in two main directions. If Pflatness provides a high 
value, the point Pi approximately on a planar surface. As described in Liang et al. (2012), the normal 
vector’s Z can be measured by  
 
 
                                             
 1,0,0;.1  nzneZ zn                                                 
    (7.6) 
 
 
In the case of a planar surface, a low value of Zn indicates that the point Pi is on a vertical structure. 
These characteristics are utilized to detect stem point sets.  
  
Once the local covariance matrix of a point is formulated, its eigenvalues and eigenvectors can be 
calculated to derive the geometric features of that point. These geometric features are used for 
recognition of points referring to trees by creating point-subsets. The following geometric features 
associated with the given point (Pi) are derived: 
 
1. The principal – is the eigenvector corresponding to the maximum eigenvalue that shows the 
direction of the linear surface comprised by the neighbouring points of the point Pi 
 
2. the normal vector that specifies the direction of the planar surface, which is comprised by the 
neighbouring points of the point Pi 
 
3. the eigen-values of the normal vector that pointed out the surface smoothness.  
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Above mentioned features, especially principal direction, are used to create point-subsets. A set of 
rules are defined to merge points into a subset according to the principle of region growing method. 
First, a point is selected randomly from the points of a given cluster as a seed point. The corresponding 
rule for merging is defined as follows: 
 
𝑑𝑝𝑃𝑖 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗. 𝑑𝑝𝑄𝑗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗  ≤ 𝑑𝑝𝜃  ∩ 𝑄𝑗  ∈ 𝑄𝑝𝑖
𝑘  
 
Where dpPi, dpQj are the principal direction of the current point and its neighbour point; dpθ is the 
threshold for principal direction. For the creation of a point-subsets Si (SiC, |Si| = m, {m є C | d (Pj, 
m) < r, Pj (Xj, Yj, Zj)}; C is the current point cluster and r is the radius), the nearest neighbour points 
(Q) of a randomly chosen point (Pj: Xj, Yj, Zj) are collected, if θ (dppj, dpqj) is small, where θ is the 
angle between principal direction of Pj(dppj) and Qj(dpqj). Then, a region growing process is performed 
in object space, which controlled by a given search radius, to add all possible points into Sj. Points 
with similar principal directions are grouped.  
7.5.2    Bottom-up moving box for tree stem detection using principal direction 
Points on the candidate cluster are divided into number of point-subsets using the procedure described 
in Section 7.5.1. Each point-subset may correspond to a part of a certain object. Generally, point-
subset should be fused at the object level in order to give helpful clues for object structure recognition. 
Tree stems are usually the combinations of point-subsets, which are planar or linear shape. Thus, the 
point-subsets need to be further combined to recognise tree stems.  
 
Therefore, a point-subset merging method is adopted by aggregating neighbouring point-subsets 
showing similar principal directions (orientation) and shape properties, for a correct and complete tree 
stem. Instead of searching point-subsets from the cluster, search space is restricted to a moving box. 
This assists in speeding up the process and also for obtaining the correct stem along the principal path 
of the tree. Stem detection is commenced by locating the base of a stem, as it is then fairly easy to 
classify the rest of the stem with respect to the base using a layer-wise moving box process. For this, a 
point-subset Si having a flat and vertical shape is selected as a seed from the lowest part of the cluster 
(0.5m height ranges from the lowest point). The geometric characteristics of Si are examined by 
evaluating the eigenvalues and the corresponding eigenvectors of the Si as discussed in Section 7.5.1. 
According to the direction of the eigenvector corresponding to the largest eigenvalue of point-subset 
and the defined direction threshold, point-subsets are added to the seed. The updated seed is defined as 
a base segment (SC0) of a tree. 
 
 
 
Figure 7.5:   Steps in stem detection: (a) stem points detected in XY plane (large dots); (b) principal axis of a SCi; (c) 
tracking stem path and points through the bottom-up moving box; and (d) segment sets detected and 
their principal directions.  
 
 
After identifying a SC0, its principal direction (dstem) is estimated based on the principal component 
analysis (Figure 7.5). Furthermore, an initial line segment corresponding to its direction is located to 
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represent the principal path/ direction of the stem. The same process can be continued by searching for 
a new segment whose direction is approximately parallel to the dstem of SC0, from the consecutive 
upper layer. Segments can be represented by their centre of gravity and length in the 2D plane. The 
length is the Euclidean distance between the farthest points. Two consecutive segments could be 
merged if the corresponding centres, lengths, and principal directions are approximately similar to 
each other. For that, a 3D bounding box based on 2wstem (2×width of the stem) is defined exactly above 
the SC0 for a certain height. Subsequently, point-subsets coming into the box are accepted as stem 
point-subsets if they satisfy the following rules:  
 
1. the angular difference between dstem and di, where di is the principal direction of a particular 
point-subset, must not exceed a defined threshold, and  
 
2. the point-subset has a flat vertical shape.  
 
Newly selected point-subsets, altogether, are considered as a current segment (SCi), and a 3D line 
segment representing the principal direction of SCi is added to the stem growth line, i.e. the principal 
path (Figure 7.5c). The direction of the SCi can be used to find the next segment referring to the tree 
stem. The process is terminated, if the current segment (SCi) is not elongated or flat enough or if it has 
an insufficient number of points. The resulting segments (𝑇𝑠𝑡𝑒𝑚 = ∑ 𝑆𝐶𝑖
𝑛
𝑖=0  ) and their connected line 
segments represent the complete tree stem and its growing direction (stem path) respectively (Figure 
7.5d). The peak position of the tree is approximated by extending the last line segment.  
 
7.6    Individual tree segmentation 
Most of the trees are spatially not separated as the branches may touch each other and multiple trees 
have one crown surface. Key idea of the individual tree segmentation is to separate neighbouring trees 
forming a multiple tree group. This section discusses how branches should be assigned to the correct 
stem. The separation of these interlinked trees could be performed on the basis of local maxima and 
minima. In this thesis, a rule-based individual tree segmentation approach is presented, wherein 
knowledge about the stem and stem’s spatial relation with branches are configured into hypotheses for 
identifying individual trees from the connected tree clusters labelled in Section 7.4.2.  
 
In the process, remaining point-components, obtained prior to the stem detection process, are 
considered as branches. In fact, a point-component should belong to a single stem. Teboul (2011) has 
shown that a tree can be defined by a very compact grammar based on geometric shapes. Therefore, 
various rules are defined based on the knowledge about the trees, i.e. spatial correlation between point-
components by themselves and by stems. To this end, defined rules can also be introduced as a new 
notion called spatial correlation grammar.  
 
The point-components (children) are checked against the defined rules for labelling them into correct 
stems (parents). Large and small point-components can be processed separately in order to reduce 
processing time. The outermost contour points of large point-components, obtained by creating 2D 
contours, and the direction of principal path are used to assign them to trees, while small point-
components are assigned into their correct tree stem based on their centre points. For this, a stem 
adjacency graph for each crown point is constructed by analysing proximity of crown points and stem , 
for example, point P1 is adjacent to stem a and b while P2 is adjacent only to stem a:  (𝑃1 →
𝑎, 𝑏) 𝑎𝑛𝑑 (𝑃2 → 𝑎), where a, b and c is top position of connected trees, these points indicate the tree 
stems.  
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Figure 7.6:   A connected tree cluster: (a) stem adjacency graphs of connected tree cluster; (b) and (c) point-
components of crown points (dotted lines indicate adjacency between crown points and tree tops; 
different point-components are shown in different colours). 
 
 
According to the stem adjacency relationship of points, each point-component is assigned into a tree 
stem. Some cues can be written logically as:  
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Assignment of point-components being closer to the stem is more consistent than those that are in the 
marginal area of the crown. The branches of trees are frequently attached to the stem at their end-point 
of lowest elevation; thereby the distance is computed from the point with the minimum Z in each 
point-component. Soon after the closest stem corresponding to the point-component is identified, the 
point-component is assigned into that stem.  
 
Geometric attributes of point-components and their spatial relations together with the derived rules are 
as follows: 
 
1. Intersect/ adjacency: If a contour point shares common neighbour points with a stem (parent), 
then, it is assigned to that parent (Figure 7.7a).  
 
2. Distance: If the adjacency is not satisfied, then the child is assigned to the closest parent, by 
computing the minimum Euclidian distance 
𝑑𝑚𝑖𝑛  (= 𝑚𝑖𝑛𝑖=0..𝑛,𝑗=0..𝑚√(𝑥𝑝
𝑗 − 𝑥𝑠𝑡𝑒𝑚
𝑖 )
2
+ (𝑦𝑝
𝑗 − 𝑦𝑠𝑡𝑒𝑚
𝑖 )
2
 ; 𝑖 ≠ 𝑗)  from the contour points/ 
centre point to each parent’s axis.  
 
If the nearest or furthest contour point is much closer to one parent axis, then the child will be 
assigned to that parent. However, points might be falsely assigned if the axis is inclined. For 
example, in Figure 7.7(b), point P1 will be classified to the tree2 (T2) because dP1T2 is smaller 
than dP1T1, where dP1T1 & dP1T2 are distances from P1 to the axis of tree1 & tree2, respectively. 
In order to increase the point assignment accuracy, both the distance and the direction from the 
parent are examined, for instance 𝑇𝑖 (= 𝑚𝑖𝑛𝑖=0..𝑛,𝑗=0..𝑚{|𝑇𝑖𝑃𝑗 × 𝑑𝑖𝑟𝑇𝑖| 𝑇𝑖𝑃𝑗⁄ }; ) where T is a 
(a) (b) (c) 
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parent and dir is the parent’s direction). Thus, changes, present in the parent axis, are taken 
into account. 
 
                            
  
 
Figure 7.7:   Correlation rules: (a) Neighbour relation between parent (black) and child points (red) and (b) false 
results - P1 assigns into T2 when stem direction is not taken into account.  
 
 
3. Probability: If more than one parent comes into the minimum crown coverage, then the child 
is assigned to the parent with the maximum probability (Figure 7.8). The probability, i.e. the 
percentage of closer points that falls into each parent, is computed with the help of a 2D 
matrix. 
 
                          
 
   
Figure 7.8:   Point probability rules: An elongated branch P (P1...Pn) belongs to T1 as dT1P < dT2P ; (b) point 
probability analysis based on the point allocation matrix: most of the nearby points are closer to the T1 
than T2. 
 
 
4. Angle: If a child is assigned to more than one parents, both dSC (minimum distance between 
parent and the child) and the angle between the parent and child’s axis (axil angle), θ, are 
examined (Figure 7.9). 
 
5. Height: The average height of the child is also checked against the approximate tree height to 
minimise false assignments. 
 
 
(a) (b) 
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Figure 7.9:   Angle rule: (a) axil angle rule (where Pdp and Pdc– principal directions of stem and selected point 
component) and (b) an example for separated individual trees.  
 
 
Stems, detected by the shape analysis, are completed by assigning the crown point-components. After 
assigning the crown points into respective stems, each resultant tree is verified against the global 
shape-based constraint, described in Section 7.4, in order to prevent vertical objects being 
misidentified as trees. This is because it may happen when a light pole partially connects with tree 
leaves.   
 
7.7    Deriving modelling parameters of individual trees 
Determination of geometric characteristics (modelling parameters) of trees such as the height, crown-
base height (CBH), crown diameter, and the diameter at breast height (DBH) are important in tree 
modelling and urban management. These parameters of a single tree are computed from the segmented 
individual trees. 
 
1. Tree height and crown diameter/coverage 
 
The tree height and the crown coverage can be directly estimated from the segmented single trees. 
One simple way to derive tree height is to compute the height difference between the highest and 
the lowest point within points constituting each tree. The crown coverage (area) can be determined 
by computing the area of the convex hull, which is obtained by projecting crown points into 2D 
surface. Traditionally, the crown diameter is measured in both X and Y direction from the treetop. 
The average value of longest distances along X and Y direction of the edge points, given by the 
convex hull contour of each tree, can be used to approximate the crown diameter. 
 
2. Diameter at breast height (DBH) 
 
The DBH is the most frequently measured and used tree structure parameter. The diameter of the 
circle, fitted at breast height, is used as the DBH. Breast height is defined as a height of a point 
(1.3 m above the ground), which is usually used to estimate the DBH of a tree while a circle is 
fitted by using the least squares best-circle fitting. Generally, it represents the horizontal cross-
section of the stem. In the circle fitting process, a vertical slice with a height interval 0.2m at a 
relative height of 1.2m above the lowest stem point is selected and the XY projected points of the 
selected slice are used to fit a circle (Figure 7.10).  
     
 
 
(a) (b) 
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Figure 7.10:   Derive modelling parameters: (a) LSQ circle fitting for DBH and (b) convex-hull area representing 
crown coverage. 
 
 
3. Crown-base height (CBH) 
 
The CBH of a tree can be defined as the height from ground to the starting point of the first 
branch. This can be found by splitting points of a tree into n layers with a given height interval and 
counting the number of points in each layer. Since the first branch causes the sudden shape 
change, the CBH is defined as the height that corresponds to the rapid point increasing layer; the 
point examination starts from the bottom layer. Nevertheless, the presented single tree detection 
method identifies points corresponding to the stem and crown separately. Thereby, CBH is 
approximated as the height from ground to the lowest point of the selected crown. 
 
7.8    Summary 
A fully automated shape-based point cloud processing approach for individual tree modelling is 
presented; it is controlled by knowledge about the tree shape such as stem principal direction. The 
objective is achieved using three different steps; it consists of an initial tree cluster detection process 
followed by the actual tree stems and crowns extraction. A set of rules on shape/geometric 
characteristics are defined to recognise points corresponding to the tree components. Also relational 
criterion for neighbouring trees is proposed to separate trees, which are connected to each other by 
their crowns. Output of the approach is a set of point clusters that represent the detected individual tree 
stems and crowns. These clusters allow to measure fine-scale 3D geometric parameters for single 
trees. In Chapter 8, performance of the method is evaluated against manually detected reference data 
from each test sites. 
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Chapter 8 
8. Results and Performance: 
Assessment on tree detection 
In Chapter 7, the methodology of tree modelling from MLS point clouds is described in detail. Some 
examples are also presented to demonstrate how the introduced method works. Basic knowledge about 
the characteristics of trees is integrated into single tree modelling process to fill the research gaps in 
the urban tree modelling domain. This chapter analyses the results of the tree modelling scheme with 
real MLS point clouds. In order to validate the feasibility and the robustness of the entire working 
process, a separate analysis is carried out. In this case, three different test regions, having different 
characteristics and complex scenes, in Germany were selected. First region was chosen from the 
dataset 1 (Bon1) while Dres3 and Bre4 were selected from the dataset 2 and dataset 3 respectively. 
More details on the data used in this process can be seen in the Section 6.1. In order to analyse 
completeness and correctness of results given by each processing stages, reference data were created 
manually from the original point clouds of each test area. Both the quantitative and qualitative 
assessment of the experimental results is illustrated in the following sub-sections. The limitation of the 
method is examined and discussed. 
 
Quality measures, used in the quantitative analysis, can be arranged into three groups. The first group 
measures the quality of the prominent tree cluster detection itself, the second group measures the 
quality of the tree stem extraction process, and the third group measures the quality of the tree crown 
extraction. The first and second steps are the most important ones, as the final results in individual tree 
extraction depend on the detected tree clusters and stems. With poor quality and unsatisfactory results 
in the first step, high performance in the succeeding steps cannot be expected. Therefore, measuring of 
quality of each processing step is needed. The present chapter is organized as follows: an overview of 
the evaluation strategy is given in Section 8.1. Section 8.2 analyses the results obtained from the 
cluster-wise shape analysis process. The stem detection and crown delineation results are described 
and analysed in Sections 8.3 and 8.4 respectively. An assessment of the completeness and correctness 
on the overall results, i.e. the derived morphological parameters and single tree recognition, is 
presented in Sections 8.5 and 8.6. The chapter is concluded with a summary of the performance of the 
individual tree detection algorithm in Section 8.7.   
 
8.1    Evaluation Strategy  
After applying the proposed algorithm, the end result contained individual trees and each individual 
tree has a unique label. To evaluate the results, reference data were created interactively through visual 
examination, i.e. a label for each tree in the data set is assigned.  Based on the reference data, two 
quantitative evaluations were carried out to evaluate the overall results as well as results of each 
individual step: object-based and point-based assessment.  
 
The object-based evaluation was carried out through visual examination assuming that human operator 
can correctly recognise each object in urban context. It should be noted that here an object is defined 
as a tree, stem, or crown in the respective assessment processes. To evaluate performance of the 
algorithm, the number of correctly detected objects from the reference objects is reported as true 
positive (TP) while the number of not recognised objects and the number of falsely detected results are 
considered as false negative (FN) and false positive (FP) errors respectively. For a quantitative 
analysis of the results, completeness (detection rate), correctness, and the F-score (overall accuracy), 
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are evaluated for the respective object. Each of these error assessments is computed using following 
equations as described in Li et al., (2012). 
 
Completeness is the ratio between the number of detected objects, matched in the reference objects 
(𝑁𝑜𝑏𝑗𝑒𝑐𝑡_𝑚𝑎𝑡𝑐ℎ), and the total number of reference objects (𝑁𝑜𝑏𝑗𝑒𝑐𝑡_𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒).  The quality measure is 
determined from: 
 
 
𝑂𝑏𝑗𝑒𝑐𝑡𝑐𝑜𝑚𝑝𝑙𝑒𝑛𝑒𝑡𝑛𝑒𝑠𝑠(%) 𝐷 =  
𝑁𝑜𝑏𝑗𝑒𝑐𝑡_𝑚𝑎𝑡𝑐ℎ
𝑁𝑜𝑏𝑗𝑒𝑐𝑡_𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
× 100 =
𝑇𝑃
(𝑇𝑃+𝐹𝑁)
× 100           (8.1) 
 
 
Correctness is the ratio between the number of detected objects that matched with reference objects 
and the total number of detected objects:  
 
 
𝑂𝑏𝑗𝑒𝑐𝑡𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠(%) 𝑃 =  
𝑁𝑑𝑒𝑡𝑒𝑐𝑡_𝑚𝑎𝑡𝑐ℎ
𝑁𝑑𝑒𝑡𝑒𝑐𝑡_𝑡𝑜𝑡𝑎𝑙
× 100 =
𝑇𝑃
(𝑇𝑃+𝐹𝑃)
× 100                   (8.2) 
 
 
Accuracy can be defined as the measurement about the correctness of the extracted objects (see 
equation 8.3).  
 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 (𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁)⁄                                                                  (8.3) 
 
 
Accordingly, the F-score can be defined as; 
 
 
𝐹 − 𝑠𝑐𝑜𝑟𝑒 =  
(𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑛𝑒𝑠𝑠×𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠)×2
(𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑛𝑒𝑠𝑠+𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑛𝑒𝑠𝑠)
                                                          (8.4) 
 
 
Where Objectcompleteness indicates the object detection rate, Objectcorrectness indicates the correctness of the 
detected objects, and F-score is the overall accuracy taking both omission and commission errors into 
consideration. The optimum value for each measure, i.e., completeness, correctness and accuracy is 
one (01). 
 
A point-based assessment was executed automatically overlaying the points of extracted objects with 
the points of reference objects. A point is described as a true positive one when it has been matched 
correctly with a point in the reference dataset. Similarly, the false positive and false negative points are 
recognised according to the point matching as defined in Table 8.1. 
 
 
Table 8.1:   The definition of point-based error assessment in evaluation. 
 Matched points 
(true) 
Matched points 
(false) 
Reference (true) TP FN 
Reference (false) FP TN 
 
 
Similar to the definition defined in object-based evaluation, the completeness, correctness and 
accuracy of point-based evaluation were computed. 
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8.2    Results analysis on shape-based tree cluster detection 
Shape-based tree detection is regarded as an important step in the individual tree detection approach, 
introduced in this thesis. This is because the subsequent processes are based on the results of this step. 
If unwanted objects cannot be eliminated, the individual tree extraction would not produce reliable 
results. In this section, the results of the developed approach based on shape analysis are presented. 
Once the ground and building points are detected, for remaining points, a connected component 
analysis was applied to cluster proximity points. Thereafter, the clusters belonging to trees were 
recognised by applying the proposed shape-based approach. In this case, several geometric 
characteristics: height, size, verticality (orientation), crown coverage and 2D crown shape were 
analysed as explained in Section 7.3. Area ratio was another factor that was used to distinguish trees 
and other urban objects. However, selected parameters affect the success of results; thus, parameter 
settings have to be introduced first. Main problem of creating connected components is the relative 
difficulty to define one threshold, which fits in each object and each area especially having different 
point densities. For example, if the defined value for the “minimum distance between points” is very 
small, it might separate the object surface into small clusters. Thus, some trees might be missed. 
Therefore, an appropriate selection of threshold is vital. For defining optimal threshold values of the 
maximum distance between points in connected component analysis, the average distance between 
points in the laser point cloud was examined and visual analysis was carried out. Based on such 
observations, parameter values for connected component analysis as well as for shape analysis were 
defined. For shape analysis, some general parameters, for example minimum height, are defined based 
on prior knowledge. Some parameters, used for the clustering and recognition of tree clusters, are 
listed in Table 8.2.  
 
 
Table 8.2:   Parameters for shape-based tree (cluster) detection in point clouds. 
Parameters Statistics 
 dataset1 dataset2 dataset3 
Minimum number of points 10 10 10 
Maximum distance between points(m) 0.8 0.3  0.8  
Minimum cluster size (points) 200 500 200 
Minimum cluster area (m2) >8 >8 >8  
Minimum cluster height (m) >2  >2 >2  
Crown coverage(m2) 4 4 4 
Shape ratio (CRatio ) ≤ 60% ≤ 60% ≤ 60% 
Distance between centre points of 
consecutive sub-slices (m) 
< 0.3 < 0.3 < 0.3 
Difference between rectangle lengths of 
consecutive sub-slices (m) 
0.2 0.2 0.2 
Distance between two clusters 1.2 1.2 1.2 
 
 
In addition, if the assigned value for the height between two sub-slices is too small, for example 0.1m, 
there would be insufficient number of points between sub-slices to derive the rectangle. If the defined 
value is too large, then there might be insufficient sub-slices to use in the verticality analysis, 
especially when the object is short. Thus, in the analysis of verticality, the height between two sub-
slices has been maintained as 0.2m. Table 8.2 shows the parameters, used for identifying objects 
having vertical shapes, i.e., distance between centre points of consecutive sub-slices and difference 
between rectangle lengths of consecutive sub-slices. If the number of sub-slices, satisfying both of 
these parameters with the defined thresholds, is greater than 2 m, the cluster was recognised as a 
vertical type object. 
 
The method has been tested on three different test areas. Figure 8.1 shows the result, i.e., point clusters 
referring to potential trees, identified using the knowledge based shape rules/constraints. The classified 
clusters of the target trees indicate the reliability of the shape analysis process. Almost all road poles, 
vehicles, and pedestrians were separated from trees by applying the proposed shape-based algorithm. 
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Figure 8.2 provides evidences for geometric descriptors used to identify 2D shape of vertical-type 
objects. They are capable of recognising trees from most of the other vertical objects. However, some 
tree clusters (6 in Bon1, 2 in Bre4 and none in Dres3) still remained as undetected tree clusters (large 
brown colour areas marked in circles in Figure 8.1b-upper and Figure 8.1b-lower). A problem arises in 
the case of trees having occluded stems. Therefore, such trees have not been recognised by the 
quartile-based vertical shape analysis method. Moreover, 2D coverage and shape rules are not satisfied 
when the upper part of the tree, i.e., the tree crown, is occluded. Some tiny trees and bushes were 
(expectedly) not recognised as trees in Bon1, since they are shorter than the given minimum height 
threshold. Besides, some vertical objects, whose upper parts have been completely connected with 
neighbouring tree crowns, might be joined to that tree leading to high false identification and low 
detection rate (Figure 8.3a). As stated in Section 7.4, this issue has been solved by analysing shape of 
each cluster once more after delineating individual tree crowns.   
 
 
  
  
  
Figure 8.1:   Results of potential tree cluster detection: (a) input data; (b) detected tree clusters (upper and lower 
figures show Bon1 and Dres3 data respectively, green - trees, beige- terrain, brown- others). 
 
 
Results of shape-based tree cluster detection method were analysed visually with the original point 
clouds for completeness and correctness. According to the visual inspection, 77% of the tree clusters 
(23 out of 30) are correctly detected in Bon1. In Dres3, the overall detection accuracy was 100% while 
it has been about 85% in Bre4. Main reason for the majority of misrecognised trees in Bon1 is that 
their stem especially lower part have not been scanned during the scanning process as they were  
covered by other objects. Thereby, those clusters are not detected as a vertical object or a tree. In the 
quartile-based object detection algorithm, lower quartile was chosen to ensure whether the given 
object is a vertical or not. It is harder to obtain rectangles when a fewer number of points exist in the 
chosen part. If that part is too short (in Z direction) to accumulate sufficient number of rectangles, the 
object is unable to recognise. An example case, leading to misrecognition of trees, is shown in Figure 
8.3(b). It is difficult to avoid such data gaps completely. Other issue is that the complexity of the data. 
Some bushes or part of bushes were attached to the large trees, and clustering process linked these 
(a) (b) 
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unwanted parts to the potential tree clusters. Thus, these parts are eliminated in the following 
processes (individual tree detection). 
 
 
 
  
Figure 8.2:   Examples for urban object (pole-like) detection: (a) a correctly eliminated pole-like objet from trees and 
(b) some of pole-like objects, correctly separated from trees. 
 
 
 
 
  
Figure 8.3:   Example cases for false –negative and –positive results: (a) a light-pole has been detected as a tree 
because it is partially connected to a tree; (b) example of an undetected tree where stems are obstructed  
 
 
From visual examination on Figure 8.1, it can be concluded that the proposed algorithm is able to 
recognise majority of tree objects from other similar shape objects with only few mis-recognitions and 
false detections. As a summary, higher completeness can be obtained using the proposed shape-based 
algorithm with the several accepted geometric attributes. In Section 8.6, a quantitative evaluation of 
the recognise result (overall) will be described to give an insight view of the performance of the 
developed method.  
 
8.3    Results and evaluation of stem detection 
Tree stem detection is the major part when considering the tree modelling process, and a tree stem 
could generally be explained by certain characteristics. A shape-based method for the extraction of 
tree stems was proposed. In the developed algorithm, geometric/shape features, especially the 
principal direction, which indicates the local shape of a point neighbourhood, were used to identify the 
tree stems. In this section, results of the experiments, obtained by applying the proposed method, are 
presented. To evaluate the performance of the algorithm, interactively estimated statistics were used as 
a benchmark. Sensitivity of core parameters and completeness of the results are mainly discussed in 
this section. The parameters used by algorithms should be discussed first since they might influence 
the accuracy of the extracted stems.   
(a) (b) 
(a) (b) 
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8.3.1    Quality of point subset detection 
For correct extraction, all point-subsets, which satisfy the defined constraints, have to be aggregated 
into a single stem. During this process, point-subsets corresponding to tree branches have to be 
eliminated. The angle threshold (θ), used to aggregate points into point-subsets, has a great influence 
in the accuracy of tree stem detection process. When the angle is too small, higher quality outputs can 
be obtained, for example branches connected to the stem, can be avoided correctly. Small angle often 
leads to the creation of several small subsets (over-segmentation). These small subsets will then be 
removed by assuming that they belong to the tree leaves. The more extreme case is that points may 
hard to aggregate into a point-subset as none of points are merged to each other. In contrast, if the 
angle increases, points from branches and leaves may be wrongly added to the stem. This gives poor 
quality results though it makes the process faster. Similarly, the point neighbourhood (knn) also has an 
impact on the point-subset creation as it controls the size of point-subsets. If the neighbourhood is too 
large, then points are more likely to be sampled from various surfaces.   
 
In order to access the point-subset selection parameters, the quality measure is adopted, in which 
points of reference stems, identified manually, were used as target points and compared with the stem 
points extracted by the automatic process (Figure 8.4). If the automatically extracted stem points are 
matched with the points in the reference stem, they were labelled as TP. Otherwise the points were 
labelled as FP. The points, which have been excluded from the automatic process, refer to FN when 
the corresponding points exist in the reference stem. The automatically rejected points, that have no 
relations within the reference stem is referred as TN. The quality measures, i.e., completeness, 
correctness and quality are determined as described in Section 8.1. Stem detection process was applied 
with different values to visualize how it influences the results. Appropriate parameters were defined 
based on several experiments and quality of the classification. 
 
 
 
  
 
 
Figure 8.4:   Principle of error assessment of parameter setting: (a) original point cloud; (b) reference; (c) extracted 
result; and (d) the way of assessing the accuracy 
 
 
Figure 8.5 shows the behaviour of quality measures for various values. When both angle and 
neighbourhood are large, the completeness is quite high though correctness is low. The completeness 
is decreased when those values become very small. The angle value of 15° and neighbourhood size of 
30 points were chosen for Dres3 as the best parameters because both errors (FP and FN) are very 
small roughly equal to 20% and 1% while they were about 25°and 35 points for both Bon1 and Bre4 
datasets respectively. Figure 8.6 shows some of the examples of the parameter sensitivity results. 
These parameters are strongly affected by point resolution and also noise level of the input data, so 
that they may not match with other datasets.  
 
 
 
 
 
 
 
(a) (b) (c) (d) 
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Figure 8.5:   The quality measures for different parameter values: correctness and completeness of the detected stem 
points according to the different angle threshold and the point neighbourhood (for Bon1). 
 
 
 
 
 
 
 
 
Figure 8.6:   Point-subsets selection with various neighbourhoods and angle threshold: (a) original tree; (b) θ = 10°, 
knn=15; (c) θ =10°, knn=50; (d) θ =20°, knn=15; and (d) θ =20°, knn=50 (small components have been 
removed). 
 
8.3.2    Impact of stem segment detection parameters 
In the process of point-subset characterisation for the selection of stem segments, the vital parameter 
has been the identification of the angle between two neighbour point-subsets. To perform an 
assessment of the applied parameters, a manually created stem is used. Generally, the completeness 
increases with increasing angle value while it drops with lower values. Evaluating all behaviours, the 
parameter value (12°), represented the highest numbers for both completeness and correctness 
measures, i.e., 70% and 67%, was selected as the best value. It shows that the automatically detected 
points satisfactorily represent the tree stem. It should be noted that this parameter is hard to predict 
because the process of stem segment selection is based on the quality of the detected point subsets.   
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8.3.3    Analysis of stem detection 
 
 
 
 
 
 
 
 
Figure 8.7:   Results of tree stem detection: (a) original data sets; (b) detected tree stems for a selected region; (c) 
detected stems of the whole area of original data set; and  (d) a top view (position) - red circles indicates 
false-positive results (road poles). 
 
 
In Figure 8.7, results of stem extraction for the three test sites are illustrated; it shows that the stem 
detection strategy performs well and is capable of deriving the entire tree stems in each test area. As 
such, it can be considered as an efficient method. In the analysis of results, the object-based evaluation 
method, described in Section 8.1, was used. For this, the number of correctly detected trees from 
recognised tree clusters is reported as TP while the number of not recognised trees and the number of 
falsely detected results are considered as FN and FP errors respectively. The completeness, 
correctness, as well as the accuracy of the results (absolute values based on recognised tree clusters) 
were determined using equations 8.1, 8.2 and 8.3 respectively. 
 
Table 8.3 summarises the accuracy and recall values of the results, obtained by applying the tree stem 
detection algorithm for test data sets. True numbers of tree stems in both data sets were counted 
(a) 
(b) 
(c) 
(d) 
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manually to evaluate the performance of shape-based stem detection. The results of tree stem 
extraction show that the proposed method achieved an overall completeness of 93% (94 out of 101) 
and a correctness of 94.9% (94 out of 99 detected stems).  It states that most of tree stems can be 
detected by the presented approach. Additionally, the results show that the proposed method extracts 
the tree stems successfully. However, a few cases of misdetection too were observed. Some vertical or 
near vertical objects, which have been attached to the tree clusters, were also extracted as tree stems. 
For example the light pole, merged into a tree in Figure 8.3(a), has been extracted as tree stem (marked 
in red circles in Figure 8.7). It can be seen that the road-poles have very similar shapes to trees. 
Approximately 4% (2 out of 43 and 46) of the detected stems in both Bon1 and Dres3 were not 
available in the reference data. Only one tree from 11 detected trees was not matched with the 
reference data in both Bre4. The effect is not due to a failure of the stem detection approach, but an 
error caused during the prominent tree clusters selection. In order to filter out these objects, an 
additional filtering step based on the shape analysis was done during the crown delineation process. 
Accuracy of the approach is attributed to other various factors too. Main issue is the data gaps. When 
several urban objects exist, there are higher possibilities of having limited or no laser points on some 
stems because of the occlusion effect. Figure 8.8 (a) shows an example, in which one stem has been 
occluded where the cluster consists of three stems. The 1% and 2% (5 out of 43 and 2 out of 12) of 
missed stems in Bon1 and Bre4 respectively were attributed to this problem. 
 
 
Table 8.3:   Evaluation of automatic tree stem extraction. 
Nature Bon1 Dres3 Bre4 
Reference stems 43 46 12 
Detected stems (TP) 38 46 10 
Type I error (FN) 5 0 2 
Type II error (FP) 2 2 1 
Detection rate (D) (%) 88.3 100 83 
Precision: P (%) 95 96 90 
F-score (%) 91.5 97.9 86 
 
Note: the tree stem detection assessment was done base on the extracted tree clusters. 
 
 
Higher absolute values disclose the robustness of the proposed stem detection approach. According to 
the accuracy achieved from each data set, i.e., 88.3% in Bon1, 100% in Dres3 and 83% in Bre4, it can 
be validated as an efficient procedure that obtains high accuracy in urban contexts. 
 
 
   
Figure 8.8:   Example cases for FN and FP results: (a) a missing stem due to data gaps and (b) wrong detection of road 
pole as a tree 
 
 
For the purpose of checking the quality of stem detection, two criterions were used. For checking the 
deviation visually as illustrated in Figure 8.9 stem axes, which are extracted from the two sample trees 
having almost vertical (T1) and non-vertical (T2) growth, were overlaid with the stem points. At 
defined height intervals, the deviations are recorded manually for detail inspection. As illustrated in 
Figure 8.9(b), it is indicated that the proposed approach efficiently work, even in the trees which have 
(a) (b) 
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tilt shape. A visual check shows that the stem detection in the lower part is significantly better for both 
T1 and T2 trees (>10 mm) while in the upper part the deviations are fluctuated from time to time for 
both datasets, as shown in Figure 8.9 (lower). The increased deviations in the upper part of T1 and T2 
were mostly caused by branches. Also, larger deviations were observed in the bent part of the T1. This 
could be explained by the defined angle threshold, which was set too small to add all stem points from 
where they reside at the bend. Increasing the angle value would collect points from the branches, 
connected to the stem, as demonstrated in Section 8.3.1. In this case, the angle threshold acts as a low 
pass filter. However, the maximum deviation in both cases is less than 5cm, which is still enough to 
validate the principal direction-based approach for stem detection. 
 
 
 
  
  
    
 
 
  
Figure 8.9:   Stem detection and accuracy analysis: (upper) detected tree stems T1&T2, overlaid with their principal 
axis; (lower) accuracy of stem axis (principal axis) locations as a function of height – according to 
reference stem paths. 
 
 
In the second criterion, a comparison between stem profiles derived from the automatic and manually 
extracted stems was carried out for a selected tree. The same circle fitting procedure described in 
Section 7.7 has been applied to derive profiles at given height intervals. Similar to the above case, 
starting from the bottom, an increasing difference with few substantial deviations can be seen (Figure 
8.10) in the profile comparison. It shows that the deviation of the target profile, particularly in the 
upper part, is larger than the corresponding reference profile. This is mainly because of an excess point 
selection from the attached branches; for example, some of the point subsets, which belong to leaves 
or branches, have been erroneously segmented to the stems by satisfying the orientation and shape 
conditions. However, the maximum diameter difference and the overall rmse error amount to only 4.1 
cm and 1.6 cm, which are reasonably accurate. This verifies that the stems, detected by the proposed 
method, are acceptable. Although this analysis yielded an acceptable deviation, a large deviation may 
occur with respect to field measurements, mainly because of occlusions caused by leaves/branches. 
Furthermore, low point coverage of MLS adversely influences the circle fitting accuracy.  
 
 
 
 
T1 T2 
(a) (b) 
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Figure 8.10:   Evaluation of stem diameter profile.   
 
8.4    Evaluation of individual tree crown segmentation 
 
    
 
  
 
  
Figure 8.11:   Results of crown segmentation: connected tree clusters (left) and their segmentation results (right).  
 
 
Some trees, inter-connected to each other by their crowns (leaves), can usually be seen in urban areas 
and these overlapping trees should be split for individual tree modelling. The individual crown 
segmentation of these multiple tree clusters was carried out on the basis of rules, defined based on the 
knowledge about the tree shape, as described in Section 7.6. First, the stems of each compound tree 
clusters were detected and the remaining point components in the cluster are assigned into a respective 
stem. Different types of parameters including distance, angle, and closeness etc., have been utilized to 
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define these rules. The results, obtained from each data set, visually evaluated. Figure 8.11 shows the 
results of crown segmentation for three sample tree clusters consists of two, three, and four connected 
trees. It could be seen that the results of individual crown extraction are satisfactory.  
 
Automatic segmentation processes often deviate from reality and contains errors such as over- and 
under-segmentations. Although a point-base assessment as reported in Jing et al. (2012) can be used to 
evaluate the accuracy of the approach, it is not focused in this study as the entire trees are later 
analysed at point-base level in Section 8.6. However, results of the crown segmentation were mainly 
based on the accuracy of the stem detection. If the algorithm is unable to recognise a stem, the tree is 
rejected without recognizing the crown (increase false-negatives). Conversely, false positive results 
can be increased when the pole-like objects have been recognised as tree stems. The completeness and 
correctness of the algorithm are almost similar to the completeness and correctness of the stem 
detection approach. 
 
8.5    DBH measurement accuracy 
In assessment of tree inventory parameters, the results of automatic determination of DBH are 
compared with the field measurements taken by Linen tape. Currently, only the accuracy in terms of 
DBH differences is assessed for the Dres3 test area as it was unable to measure field measurements for 
other test areas (Figure 8.12). Overall, a root mean square error (RMSE) of 3cm was achieved, which 
is comparable to other studies, for example 0.02m and 0.03m reported by Wu et al. (2013) and 
Jaakkola et al., (2010). However, it is higher than the results obtained from TLS in the work presented 
by Maas et al. (2008). The main reason is the limitation of laser scanning point density and the side 
looking data capturing by the MLS system (covered the tree stem surface from only front view 
scanning process). Thus, the method overestimated the DBH in comparison with real measurements. 
The results exhibit that the diameters are mostly larger than that in reality. It is obvious that an off-axis 
circle fitting could be influenced by the inadequate number of points on a short-arc within the circle 
perimeter, which in turn may lead to a larger circle than is really there. Thus, DBH relies on a fewer 
number of points, scanned by MLS from the front of the stem, so that it affects the tree diameter 
estimation accuracy. Growth of stems due to temporal changes between MLS data capturing and field 
data measurements (three years) complicates this reasoning further. Therefore, results do not indicate 
that the accuracy of proposed approach is low. As such, the obtained RMSE is comparatively 
acceptable. 
 
 
 
Figure 8.12:   The comparison between DBHs derived from the proposed method and field measurements. 
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8.6    Overall results evaluation and discussion 
In the Sections 8.2 – 8.5, detection results of each step of the proposed tree detection algorithm have 
been presented for three test areas and their performance discussed using various data analysis 
methods. Overall performance of the introduced tree detection algorithm will be analysed in this 
section. First, the performance of the introduced technique and a discussion is presented.  
8.6.1    Results evaluation 
After applying the proposed algorithm, the end result contains individual trees. The Figure 8.13 shows 
the final results of individual trees extracted automatically. To evaluate the results, a reference dataset 
was created. Here, a unique label for each tree was assigned manually through visual examination as 
explained in Section 8.1. A total of 696,379 points were labelled in the reference dataset 1 and 892,057 
and 32,901 points were labelled in reference datasets respective to Dres3 and Bre4. Completeness and 
correctness for completing the error assessment were computed in accordance with the definition 
given in Section 8.1. The correctness is the percentage of correctly extracted trees. The result of point-
based assessment is shown in Table 8.4. It shows a good overall accuracy. Higher value of the 
correctness, completeness, and accuracy indicates that the proposed tree detection algorithm is 
accurate enough to extract urban trees based on the shape analysis.  
 
 
Table 8.4.  Point-based result evaluation. 
 Completeness Correctness Accuracy 
Dres3  95% 96% 92% 
Bon1 90% 91% 80% 
Bre4 955 96% 82% 
 
 
For a qualitative analysis, the per-object level interpretation of single tree delineation can be presented 
as shown in Figure 8.14. Compared to existing methods, which deals with single tree detection in 3D, 
the method presented in this thesis performs better on tilted trees as it tests the principal direction, part 
by part, using the layer-wise moving box strategy. Besides, the knowledge based spatial correlation 
rules enhances the demarcation accuracy because the method takes into account changes in the 
direction of the tree stem rather than using the tree location or tree top position for crown point 
assignment.  
 
 
 
 
Figure 8.13:   Per object level evaluation: results of individual tree delineation of Dres3 (upper); and Bon1 (lower) – a 
separate tree is indicated by unique colours. 
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For an object-wise quantitative analysis, again completeness (detection rate), correctness and the F-
score (overall accuracy), as outlined in the Section 8.1, were evaluated over the entire area of each test 
site. Figure 8.15 presents the correctly recognised individual trees in green and the missed trees in 
blue. Trees for which no correspondence in the original data was found are illustrated in yellow. 
Detailed statistics are shown in Figure 8.14.  
 
 
  
  
 
 
 
 
 
 
 
 
 
 
 
Figure 8.14:   Tree detection accuracy: (a) completeness; (b) Accuracy; and (c) computed statistics. 
 
 
In total 88.3% of the trees were recognised from Bon1, leaving only 5 out of 43 trees unrecognised. 
The detection rate was about 97% in Dres3 while the degree of type-I error is relatively low. Only 3% 
of the trees (1 out of 38) were detected wrongly from Bon1 while it was about 10% (1 out of 10) in 
Bre4. Undetected trees were mostly distributed in the area that is too far from the trajectory leading to 
undetected tree stems or crown areas. Other possible reasons for missing trees are the scene 
complexity (for example trees located very close to each other may be difficult to separate) and 
parameter mismatching (for example trees less than given height threshold were undetected). The 
completeness may considerably be influenced by the nature of data. For instance, the performance in 
Bon1 is lower than in Dres3, as more occlusions can be seen in Bon1 and also the trees in Bon1 
contain more leaves. The overall completeness, correctness and F-score of the tree detection algorithm 
were 92%, 97.8% and 94.8% respectively. These values may give a low figure when comparing the 
results with respect to the total reference trees than the detected trees received from the prominent tree 
cluster detection process. The absolute and relative completeness are shown in Figure 8.14(a) and the 
overall accuracy of the process is shown in Figure 8.14(b). The overall accuracy was higher for the 
area Dre3 when compared with the accuracy of other data sets. However, these figures prove that the 
proposed method is promising to adopt for single tree detection in urban environments.  
 
Nature Measures Bon1 Dre3 Bre4 
 References 51 46 14 
Initial cluster 
detection 
TP 43 46 12 
FN 8 0 02 
FP 2 2 1 
Single tree 
extraction 
TP 38 45 10 
FN 5 1 02 
FP 1 0 1 
(a) (b) 
(c) 
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Figure 8.15:   Qualitative assessment of the detected trees: (a); (b); and (c)  refer to the scenes - Bon1, Dres3 and Bre4 
respectively (green – true positive, brown – true negative, blue – false negative, yellow – false positive 
and pink – false negative result of cluster detection process). 
 
 
8.6.2    Discussion 
Aim of the present research is to develop a shape-based individual tree extraction algorithm, which 
increases the tree detection considerably when comparing with existing algorithms, for example only 
63.5% trees have been extracted in Pu et al. (2011). The results indicate that more than 80% of trees 
have been extracted using the proposed method. Most of the trees were correctly extracted, i.e. the 
correctness value of the detected trees (point-based) is higher for each dataset, i.e., about 95%, 96% 
and 90% for Bon1, Dres3 and Bre4 respectively. In most urban tree detection methods, the higher false 
result caused due to misrecognition of road poles as trees. Use of the shape based tree recognition 
allowed to decrease the false positive results significantly from each site. The method gives a 
relatively lower overall false-positive figure about 2% for three datasets. It indicates that the detection 
accuracy of the urban tree increases significantly by adopting the proposed algorithm. False alarms 
were mainly due to the scene complexity. Other reason for receiving false object detection was 
incidences of connecting road-poles completely with tree as shown in Figure 8.3. Such a problem is 
(a) 
(b) 
(c) 
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hard to solve completely, however contextual information, i.e., the way of locate the man-made 
objects over entire urban areas, can be introduced to improve the detection accuracy since it makes a 
clue of location of such object.  
 
However, there were some trees, missed from the extracted trees owing to the reasons - (1) inadequate 
number of points in crown region may fail minimum crown area and area ratio constraints, (2) the 
fewer number of points in the selected tree stem make the difficulty in vertical shape analysis process 
as it is hard to derive the minimum bounding rectangles for each sub-slice, and also insufficient 
number rectangles, which should be at least 2 in the selected stem section. Figure 8.3(d) illustrates a 
typical scenario of missing tree detection problem. To avoid the former problem and to ensure 
improved recognition of trees as much as possible, the threshold values for the area ratio can be 
reduced. The latter problem is difficult to completely eliminate. One solution for the latter situation is 
to include a top-down and bottom-up searching process. The results of single tree detection are mainly 
dependent on the results of prominent tree cluster detection process. Therefore, it should be further 
extended in future in order to recognise all tree clusters. In order to increase the detection accuracy and 
completeness, spectral properties of laser points such as intensity values can be included with the 
shape-based method as both spectral and geometric properties will assist to recognise object shape 
correctly. More details on various factors for both false negative and positive effects are described in 
the previous sections respective to each processing step. Although these limitations occur and the 
method cannot be successful under these circumstances, the evaluation results indicate that the 
developed shape-based algorithm still works well and is feasible on tree detection in the actual 
application. 
 
8.7    Summary 
Extracting of urban individual trees efficiently and robustly is of crucial importance in tree modelling. 
For this purpose, a shape-based algorithm is presented in the present study. By using this method, over 
80% of trees were extracted correctly while the accuracy was only 63.5% in the previous methods, for 
instance in Pu et al., (2011). The proposed method achieves accurate extraction of points referring to 
trees by incorporating shape features, yielding a higher detection accuracy. Furthermore, a novel 
method is proposed to detect tree stems. From this, more than 80% of stem detection accuracy is 
obtained. Although the method would not succeed in all situations, the experiments with the three test 
areas show it is robust and efficient to detect almost all individual trees in each case, and to derive 
their morphological parameters.  
 
After the extraction of tree models, two different assessment methods were adapted to analyse the 
performance of the whole process of the introduced method comprehensively: point-based and object-
based. Point-based evaluation was carried out through matching the obtained results with reference 
tree points. Object-based evaluation was done via visual investigation to present how the method 
performs. According to the various quality check methods, it shows satisfactory results for each 
dataset. The completeness and correctness rates were over 80% and it was also sufficient for detecting 
tilted shape trees and filtering other vertical objects such as road poles correctly. These numbers were 
higher compared to the recent results on the urban tree detection (Monnier et al, 2012 and Wu et al, 
2013). Based on the comparison of approximated parameters with the filed data (DBH), it shows that 
the extracted single trees are adequate to derive morphological parameters with sufficient accuracy. 
According to the evaluation results, it concludes that the introduced algorithm has achieved 
improvements in different aspects. 
 
Although the presented method has enhanced individual tree modelling in to some extent, there are 
still some bottlenecks, which decrease the accuracy of presented algorithm. The problems of single 
tree extraction can be summarised as (i) since the proposed shape-based tree extraction method mainly 
relies on the 2D projection shape, area, and also verticality. Some trees, connected as one object, will 
probably be missed (ii) the quality of the results mostly depends on the data quality and the scene 
Chapter 8 
 
 133 
complexity. (iii) the results are also affected by the defined parameters. When more complex urban 
areas or different density point clouds are present, the default parameters might work improperly; it 
may increase the false positives as well as false negatives. These errors can be fixed by fine-tuning the 
parameters according to the data quality (point density) or urban situation. The parameters used in 
these experiments are adaptable.   
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Chapter 9 
9. Conclusions and 
recommendations 
Two new approaches for automated modelling of building façades and trees using mobile laser 
scanning point clouds acquired in urban scenes have been presented in this thesis. In both approaches, 
several geometric and topological criteria were integrated using specific knowledge of the shape of 
building façade objects and trees in urban areas. Limitations in available research on these two areas 
have been highlighted, including the extraction of building planar surfaces, recognition of different 
façade objects, reconstruction of their geometric shapes, separation of trees from other vertical objects, 
and the single tree delineation. The detailed description and results, retrieved through the experiments 
on point clouds, on each step for both approaches have been presented in the previous chapters. This 
chapter gives a summary of the presented contributions including main advantages and drawbacks as 
well as a description of the future work.   
 
9.1    Conclusions 
This thesis focuses only on reconstructing building façades and trees. In contrast to existing 
approaches, it incorporates the geometric shape of objects into the processing chain. The whole 
process is subdivided into two parts: façade modelling and tree modelling. In the first part, the 
challenge was to reconstruct the geometric shape of each façade feature, whereas the aim of second 
part was to recognise individual trees and their modelling parameters. To test the performance of the 
introduced approaches, experimental cases have been done using three data sets. The experimental 
results demonstrate that the proposed approaches provide good quantitative and qualitative results. 
Processing steps of each algorithm was fully automated and performed with only some steering 
parameters. More descriptive conclusions in both parts are presented separately in the following 
sections based on the experimental results.  
9.1.1    Building façade modelling 
To model objects, processing of mobile laser scanning point clouds of urban scenes efficiently and 
robustly is of crucial importance, in particular when processing dense and noise data sets. One of the 
objectives of the present work was to propose a processing scheme, which reconstructs 3D building 
façade automatically from MLS point clouds without any user interaction. The developed 
reconstruction scheme utilises the object shapes. The idea was that man-made objects could be 
described by using their shape. As such knowledge about the objects structure (shape) provides a 
background for the automated reconstruction process. In the proposed method, the problems caused by 
irregular point densities and data gaps, which are very common in point clouds especially in urban 
context, were eliminated by understanding the semantic meaning of each façade feature and also their 
relationships. This leads to obtaining models that are applicable to other purposes as well. As a result, 
a shape-based method was introduced to reconstruct urban objects, building façades, in this study. The 
thesis addresses a series of key challenges related to automated building façade model reconstruction 
using mobile laser scanning point clouds. With a state-of-the-art acquisition system, it shows that 
relatively good results could be obtained by using object knowledge. The 3D building façade feature 
models could be incorporated with the existing coarse building models in order to obtain complete 
models. These models can then be used for planning or visualization purposes. 
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There are some limitations in the presented method: (i) the developed method does not consider wall 
surfaces when they are not planar, and (ii) Occlusion and the quality of data have a significant impact 
on geometric modelling process, i.e. object surface boundaries may not recognized correctly. Results 
show that geometric shape of objects in many areas of occlusion is correctly fitted. Although, the 
presented method increases the accuracy of the façade polygons, there are still some areas where 
further improvement is needed.  
 
In order to validate the methodology, the results of geometric reconstruction have been assessed. 
Different quality indices were suggested for the comparison between the calculated model and the 
reference model in terms of feature dimensions (position and area). The reference data (corner points) 
were obtained by using a Total Station. A comparison between points of automatically modelled 
façade features and corresponding reference points is insufficient. Therefore, the qualitative 
assessment was included for the calculation of 3D shift (positional accuracy) between homologous 
model polygons. Although most of features are visually correct in terms of shape, they showed quite 
large deviations in all quality measures due to various reasons. An important issue in the assessment of 
geometric results is the correct choice of the suitable reference model. Future work will be needed to 
improve data measurements on the reference model, used in the assessment of the reconstructed 
geometric façade models. Overall, the assessment results were satisfactory and allow the validation of 
the developed methods. From the evaluation results, it is noticed that the proposed façade feature 
reconstruction method is feasible. The algorithm worked automatically reducing extra calculation 
processes that is time consuming. Several conclusions can be stated by analysing the evaluation 
results. 
 
 Surface roughness based planar region growing method could be robustly used for the planar 
surface extraction. It is an efficient method to remove the unnecessary points and to extract 
the best fit planar surfaces as well. 
 
 Angle-based edge point detection could cluster the laser points belonging to individual 
façade features. After the cluster is derived, the primitive-based façade feature reconstruction 
can be used to determine the object shape and also reconstruct geometric shape of the façade 
features. 
 
 Based on the evaluation result, it has been noticed that over 90% façade objects including 
balconies were reconstructed correctly from the unstructured MLS point clouds. It 
demonstrated that the proposed primitive shape-based algorithm is convincing enough to be 
used for building façade feature modelling in actual applications. 
 
 Due to occlusion and data gaps, some objects might be misrecognised or reconstructed with 
a wrong geometric shape. The rule-based occlusion removal method, proposed in this thesis, 
is encouragingly removed holes on the wall surfaces caused by occlusions without affecting 
the façade modelling. 
 
 The obtained results state that the developed frame work was feasible to recognise and model 
façade features not only rectangular shapes but also façade features with other type of 
geometric shapes. Based on the results, more than 90% of features are modelled correctly 
and more than 50% of them were reconstructed with correct geometric accuracy when 
compared with the reference data measured by a Total Station. It is concluded that applying 
these rule-based occlusion removal algorithm and shape-based (knowledge-based) feature 
modelling algorithm, a large percentage of objects can be detected and modelled correctly.   
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9.1.2    Tree detection and modelling 
Generally, characteristics of urban environments including heterogeneous objects make it difficult to 
extract individual trees automatically from point cloud data. Core of the approach is the introduction 
of knowledge-based (shape) framework for automatic recognition of single trees. In contrast to the 
analysis of local shape or global shape only, the proposed approach adopted both local and global 
shape based constraints to improve accuracy and flexibility in the urban tree recognition scheme. It is 
also able to separate road poles from trees which are considered as one of the most important 
improvements over the current methods on urban tree modelling. The reduction of extraneous data is 
another potential problematic source of the tree recognition; the cluster-wise shape analysis process, 
introduced in this thesis, permits not only to remove the irrelevant objects but also to reduce the search 
space for subsequent processing steps. This also allows for a better handling of large MLS point 
clouds efficiently. The other key interest was to utilize different entities. These entities were used in 
different steps of the individual tree detection process to make a detailed shape analysis by changing 
the examination from local to global level or vice versa.  
 
Results proved that the methods are capable of identifying points corresponding to the stem and crown 
of each single tree. The key in the stem detection process is the dividing of point clouds into subsets 
and then analysing their features/geometric properties together with the structural relationships 
between themselves. The geometric properties (principal direction) of the subsets are assisted to 
approximate the stem surface as well as to reduce the influence given by nearby objects (located closer 
to the stem, for instance bushes) - a pestering problem on most of current stem detection methods.  
 
Spatial correlation rules have been introduced for the sake of crown delineations. Core of the method 
was the integration of rules and constraints, which were defined under the guidance of the generic 
knowledge about the shape/structure of trees, into point clouds in order to reasonably recognise 
individual trees. As shown in the tests, this innovation allows the separation of connected tree crowns, 
which further reveal that the approach is more reliable. Also, it is illustrated that the detected 
individual trees using the presented approach allows deriving a set of modelling parameters directly 
from the delineated trees with satisfactory accuracy that are relevant in many urban applications. 
However, some large differences could be seen on derived DBH when comparing it with the field 
measurements due to the following reasons:  
 
 Lack of points exists on the tree stem due to front view laser scanning process. As such, an 
incorrect circle fitting causing large discrepancies on the DBH estimation is occurred; 
 
 Errors on manual filed measurements, which influences on the accuracy of performance 
evaluation; 
 
 Changes due to growth of tree stems, owing to differences between data acquisition time 
period (three years), usually a couple of millimetres 
 
 
Considering all these aspects, the RMSE of the DBH approximation is small, i.e., 3 cm, which 
indicates that the method is reliable and accurate. A performance evaluation, based on two test sites, 
demonstrates the capability of shape knowledge for detecting the majority of trees on MLS point 
clouds. The overall completeness and correctness, as depicted in the results, are relatively high (greater 
than 90%), which reveals the validity of the method presented in this thesis and its reliability for 
individual tree segmentation. The algorithm produces highly satisfactory results even with inclined 
trees. The significant improvement of the detection rate is influenced by the novel shape knowledge 
based tree detection method. Therefore, the presented approach serves as the fundamental procedure 
for further applications in terms of urban tree modelling from point clouds. 
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9.2    Recommendations 
Procedures, introduced in the present study, provide a good basis for further research in the domain of 
urban object modelling. There are number of ways where the building façades and tree modelling 
quality could be improved. Some notes for improving the performance of the algorithms are discussed 
in this section.  
 
Automatic parameter estimation has to be considered in the modelling of both façades and trees in 
future. In most cases, default parameters could be used as valid parameters, however in specific 
situations, these parameters should be redefined in order to increase the completeness of both façade 
and tree modelling. The parameter tuning depends on the complexity or nature of the environment and 
quality of point cloud data. It is highly important to examine the possibilities for automatically tuning 
the appropriate parameter values, which satisfy with specific situations (a statistical analysis over 
training samples).  
 
The newly introduced approaches were based on the shape knowledge about the respective objects, 
i.e., façade features and trees. The knowledge pool on both structures should be further improved by 
adding more constraints in to the recognition and reconstruction processes with more complex scenes 
to achieve more accurate object detection and modelling. Future enhancement to the knowledge pool 
should be considered on four aspects. In tree detection, new spatial-correlation rules need to be 
focussed for perfectly recognizing multi-stem trees and also for separating trees close to each other. In 
contrast, geometric constraints concerning tree branches should be incorporated for classification of 
branches, and the information on those branches could be added to improve the tree crown delineation. 
In building façade feature reconstruction, reconstruction of complex façade surfaces, curve shape 
building walls and balconies for instance, should be considered.  
 
Problem of data gaps/ missing objects, caused by reflecting limited points from the laser scanning 
system due to occlusion effect, is more serious in point clouds acquired from urban areas with various 
objects. Future research could be considered about the effect of data quality on both façade 
reconstruction and tree detection. One possibility is to integrate a top-down and bottom-up search 
strategy into the tree detection approach in order to analysis the 3D shape of crowns, in which the tree 
tops should be first recognised by applying either local maxima/minima or mean shift classification. 
Combination of the proposed tree separation method with the tree tops may lead an enhancement of 
the tree recognition rate, especially in cases of occlusions in tree stems. Another option is the 
integration of additional source data.  
 
Proposed methods have been tested on only three test case studies. In different point densities and 
settings at constant scene complexity, the performance of each developed method should be evaluated. 
Further tests should also be performed on various test areas for developing a practical system which is 
feasible in different urban environments. Another way to increase the accuracy of the individual tree 
detection process is to improve the stem point selection process. Currently, the developed knowledge 
based tree stem recognition algorithm analyses only the point coordinates to compute the geometric 
characteristics. It would be interesting to combine shape characteristics and intensity values of the 
laser points that could allow an improvement of the stem point selection and also for filtering 
irrelevant objects. The tree detection algorithm could further extend to predict more important tree 
morphological parameters such as branch diameters, branch size distribution, and structure. The 
modelling of trees in 3D, based on the results obtained from the proposed individual tree detection, is 
another topic that needs to be considered in future work.   
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