with an outflow velocity of the order of one-tenth the speed of light. These observations strongly favour models 30 where a supernova explosion from a massive stellar progenitor precedes the burst event and is responsible for the outflowing matter.
The g-ray burst GRB011211 was first detected on 11 December 2001 at 19:09:21 UT, by the Beppo-SAX satellite 9 ; the burst duration was 270 s (making GRB011211 the longest burst observed by Beppo-SAX), with a peak flux (40-700 keV) of 5 £ 10 28 erg cm 22 s
21
. Spectroscopy of the optical afterglow revealed several absorption lines at a redshift of z ¼ 2.141^0.001 (refs 10, 11) , and Rband imaging 12 has linked the optical transient with extended emission-the probable host galaxy-of magnitude m v ¼ 25.0^0.5. Assuming the absorption system arises from the GRB host galaxy, and adopting a cosmology of H 0 ¼ 75 km s 21 Mpc 21 and q 0 ¼ 0.1, implies a total equivalent isotropic energy for GRB011211 of 5 £ 10 52 erg. The observations of GRB011211 by the orbiting XMM-Newton 13 X-ray telescope started at 06:16:56 UT on 12 December 2001, 11 hours after the initial burst 14 . Data from the European Photon Imaging Cameras (EPIC) have been analysed, using both the MOS and PN instruments; the total observation duration is 27 ks. The time-averaged 0.2 -10 keV flux, F, was 1.9 £ 10 213 erg cm 22 s
(corresponding to a 0.6 -30 keV rest-frame afterglow luminosity of 7 £ 10 45 erg s 21 ), decreasing with time t during the observation as F(t) / t 2(1.7^0.2) . The Optical Monitor detected the burst afterglow in both the visible and ultraviolet (UVW1) bands (at 11j and 6j confidence), with magnitudes of 21.12^0. 13 Figure 1 The XMM-Newton spectrum of the afterglow of the g-ray burst, GRB011211. The spectrum shown is integrated over the whole 27-ks observation. EPIC-PN detector data points are shown in grey, EPIC-MOS detector points in black (see text). The ordinate shows the counts per second obtained in each detector, over a given energy range (keV), and the abscissa plots the observed energy (in the observed frame) of the X-ray photons. The solid curves show the model fit, convolved through the instrument response and energy resolution. In this case, the continuum emission can be modelled by either a power law of photon index G ¼ 2.3^0.1 or thermal bremsstrahlung emission of temperature kT ¼ 2.1^0.2 keV, attenuated only by an absorption column of 4.2 £ 10 20 cm 22 from our own Galaxy. An apparent absorption feature is present between 0.3 and 0.4 keV (see inset); this can be modelled by an absorption edge (where the opacity after the edge energy E 0 falls as E 23 ). In the burst rest frame, the edge energy is E 0 ¼ 0.99^0.09 keV with an optical depth t ¼ 1.0^0.4. Assuming the above absorption feature arises in the same material as the line emission, then its likely identification is with the O VIII edge at 0.87 keV. Note however that although the absorption edge is formally significant (99.9% from an F-test), the detector resolution is lowest at this energy (DE < 100 eV at 300 eV), which makes the shape of the feature difficult to constrain.
letters to nature respectively. These data are consistent with reddening in the host galaxy of E(B 2 V) < 0.2, or with Lyman a absorption at high redshift. Figure 1 shows the time-averaged EPIC X-ray spectrum of the burst afterglow. The continuum can be fitted by a power law of photon index G ¼ 2.3^0.1, attenuated by the Galactic absorption column of 4.2 £ 10 20 cm 22 . An apparent absorption feature is present between 0.3 and 0.4 keV, which, when fitted by an absorption edge, gives an energy of E 0 ¼ 0.99^0.09 keV and an optical depth of t ¼ 1.0^0.4, in the burst rest frame.
Spectra were initially extracted in five time segments, corresponding to 0 -5 ks, 5-10 ks, 10 -15 ks, 15 -20 ks and 20 -27 ks after the start of the XMM-Newton observation. As significant line emission was observed only during the initial 10 ks, the remaining data were binned into one 17-ks time bin. Figure 2 shows the EPIC-PN spectrum between 0.2 and 3 keV, from the first 5 ks only; emission lines are detected in the burst rest frame at energies ( 21 . The line emission also declines more rapidly than the continuum (at .3j confidence), suggesting a more enduring (non-thermal) component to the continuum flux. The decrease in flux of the Si XIV line is shown in Fig. 3 ; the line is detected only over the first 10 ks of observation. In order to assess the quality of the spectral fit and the statistical significance of the emission lines, we calculated the fit statistic, measured in terms of total x 2 deviations between the data points and the input model, divided by the degrees of freedom (d.o.f) in the fit. This improved from x 2 /d.o.f ¼ 56.7/47 for a pure powerlaw model to 36.2/41 on the addition of the lines. Employing an Ftest 15 then yields a significance level of 99.7% for the set of lines as a whole. Furthermore, by performing Monte Carlo simulations, we find a probability of only 0.02% that the lines result from purely random Poisson noise. We conclude that the line emission is detected with good confidence.
X-ray line emission can arise by a variety of processes, including thermal emission, recombination in a photoionized plasma, or by reflection of hard X-rays in dense, optically thick matter. Modelling the early spectrum with emission from an optically thin plasma of temperature kT ¼ 4.5^0.5 keV and luminosity 7 £ 10 45 erg s
(using the 'MEKAL' code 16 ), requires an over-abundance for Mg, Si, S, Ar and Ca of about 10 times the solar value (solar abundance is ruled out at .99.9% confidence). The absence of emission in the Fe K band gives a limit to the abundance of iron at ,1.3 times the solar value. The fit statistic for the thermal model is excellent (x 2 /d.o.f ¼ 37/44), and Monte Carlo simulations showed that only one in 10,000 pure power-law spectra could yield as good a fit by chance alone (that is, a null probability of about 0.01%). Another possible source of the line emission is X-ray reflection 17, 18 . This is currently favoured in 'nearby reprocessor' models 19 , where X-rays scatter off dense material within the stellar envelope of a massive progenitor star. We fitted ionized reflection models 17 to the data for two cases: (1) where the walls of the stellar envelope subtend 2p sr solid angle to the X-ray source; (2) where the emission arises purely from the scattered X-ray flux, with no continuum emission. In both cases the fit obtained is poor (x 2 /d.o.f ¼ 62.4/46 and 56.7/47, respectively); Figure 2 The XMM-Newton EPIC-PN spectrum of the burst afterglow, for the first 5 ks of exposure only. Top, the observed count rate spectrum; bottom, the residuals of the thermal model compared with the data points, in units of 1j deviations. The energy plotted on the abscissa is in the observer frame. ), when compared to the redshift of the g-ray burst (at z ¼ 2.14). For clarity, only the EPIC-PN data are shown; consistent results are obtained for the EPIC-MOS camera, although the signal-to noise ratio of the MOS data is lower. Figure 3 The line flux of Si XIV Ka, and the total continuum flux (0.2-10 keV), as a function of time since the initial burst. The Si XIV line is detected in the first 10 ks of the observation (illustrated by the first two data points), but is not detected during the remainder of the observation (the upper limit shown is at the 3j confidence level letters to nature the reflection models fail to reproduce the emission lines observed in the early afterglow spectrum. A major drawback of both the photoionization and reflection models is that they favour emission from heavier metals such as Fe or Ni, rather than the lighter elements (because the line fluxes increase as the square of the atomic number), which is difficult to reconcile with the observed line spectrum. Therefore we consider the thermal model to be physically plausible, noting that the nondetection of Fe line emission is then a less severe constraint. We assume that a dense shell of material (the ejecta of a very recent supernova) is heated by the g-ray burst. At the densities deduced below, the emitting plasma will rapidly reach thermal equilibrium, and will radiate over a timescale given by t cool < 2 £ 10 15 n 21 e T 1=2 8 s; where T 8 is the plasma temperature in units of 10 8 K, and n e is the electron density (in cm 23 ). From the observed X-ray luminosity, we estimate an emission measure n e 2 V ¼ 10 69 cm 23 , where V is the total emitting volume, whilst the temperature is also derived from the thermal spectrum (4.5 keV or 5 £ 10 7 K). We interpret the observed emission line timescale (t) in terms of the light travel delay in radiation arising from different parts of the illuminated shell. For a spherical shell this delay depends on the radius of the shell R and the beam half-opening angle v, and is given by R ¼ ct/ (1 2 cos v). Converting the duration of the line emission to the burst rest-frame, t ¼ 10 4 /(1+z) s, for a half-opening angle of v < 208 (consistent with GRB beaming models 20 ), yields R < 10 15 cm. Combining the emission measure of illuminated matter, with an electron scattering optical depth of approximately 1 for the shell, then allows estimates (for R < 10 15 cm) of the electron density n e < 10 15 cm 23 and shell thickness ,10 9 cm (in practice the ejecta may be clumpy, and thus distributed over a thicker shell). The mass of the illuminated matter is then approximately 0.1 solar masses (,10 32 g) with a kinetic energy of ,10 51 erg, consistent with the energies of a typical supernova and the g-ray burst (if beamed). In the isotropic limit, where the thermal emission results from a spherical shell of solid angle 4p sr, then the radius of the shell will simply be R ¼ ct, yielding R < 10 14 cm; this sets a minimum distance between the burst and the line-emitting material. We might also expect to see redshifted line emission from the counter-jet receding from us, but matter outside the beam may prevent the X-ray emission from the far side of the shell being seen.
With a mean outflow velocity of the ejecta of 0.1c, the estimated radius of the shell, R , 10 15 cm, implies a time delay between the supernova and g-ray burst of about 4 days (in the isotropic limit, this time delay will be a minimum of 10 hours). This offers a natural explanation for the non-detection of Fe K emission in the XMMNewton spectrum. The stable isotope 56 Fe is produced by b-decay via the reaction 56 Ni ! 56 Co ! 56 Fe, the reactions having half-lives of 6 and 78 days, respectively. Over a short timescale after the supernova, as our model implies, very little Fe will have been synthesized. Instead, we would expect to observe spectral features due to Ni or Co. We note that we do find a marginal detection (90% confidence) of the blueshifted Ni Ka emission line, with a restframe equivalent width of 800 eV (equivalent to an eventual iron abundance of four times the solar value). Although iron will be present in the collapsed core of the massive progenitor, most of the illuminated ejecta will be from the outer stellar layers (that is, the lower-atomic-number elements). Our result contrasts with the large masses of iron implied by the iron lines reported in the X-ray spectra of several other afterglows 21 -23 . It seems plausible that in some of those cases, the actual detection was of Ni Ka 24 ; otherwise a much longer delay between an initial supernova and the onset of the g-ray burst is required, of the order of several months.
The XMM-Newton observations reported here seem to rule out a neutron-star binary merger as the progenitor of GRB011211, as such a merger is unlikely to expel sufficient quantities of matter into the surrounding medium 25 , nor can the relatively low iron abundance be explained, as any supernova will have occurred many years before the stellar merger. The X-ray-emitting plasma has a high density, over-abundant light metals, and a high velocity outflowthis combination of properties strongly suggests an association of GRB011211 with a very recent supernova, caused by the collapse of a massive progenitor star 26 . In this model, the supernova ejects a substantial quantity of enriched material at high velocity (,0.1c) into the surrounding medium, which is subsequently illuminated by the g-ray burst. The high metal abundances of the illuminated material would arise naturally from the pre-supernova nucleosynthesis and the short interval between the supernova explosion and the burst itself. Indeed, the supernova model is theoretically preferred over neutron-star mergers as the explanation of long-duration g-ray bursts 7 , as seen here. The supernova link is further strengthened by the observed correlation of long-duration bursts with star-forming regions 27, 28 , and, in one case, a direct association between the bright supernova 1998bw and the very-low-redshift (z ¼ 0.0086) g-ray burst, GRB980425 29 .
Bunching of fractionally charged quasiparticles tunnelling through high-potential barriers Shot noise measurements have been used to measure the charge of quasiparticles in the fractional quantum Hall (FQH) regime 1 -3 . To induce shot noise in an otherwise noiseless current of quasiparticles, a barrier is placed in its path to cause weak backscattering. The measured shot noise is proportional to the charge of the quasiparticles; for example, at filling factor v 5 1=3, noise corresponding to q 5 e=3 appears. For increasingly opaque barriers, the measured charge increases monotonically, approaching q 5 e asymptotically 4, 5 . It was therefore believed that only electrons, or alternatively, three bunched quasiparticles, can tunnel through high-potential barriers encountered by a noiseless current of quasiparticles. Here we investigate the interaction of e/3 quasiparticles with a strong barrier in FQH samples and find that bunching of quasiparticles in the strong backscattering limit depends on the average dilution of the quasiparticle current. For a very dilute current, bunching ceases altogether and the transferred charge approaches q 5 e=3. This surprising result demonstrates that quasiparticles can tunnel individually through high-potential barriers originally thought to be opaque for them.
In 1918, Schottky determined the charge of the electron by measuring the average square of the current fluctuations, S ¼ ki 2 l, resulting from the stochastic emission of electrons in a vacuum tube-naming it 'shot noise' 6 . His expression S ¼ 2qI is a result of independent random events obeying Poisson distribution. Here, S is the spectral density of the fluctuations (in units of A 2 Hz 21 ), q is the charge of the particle and I is the average current. Similar experiments were implemented 1 -3 in the FQH regime 7 , verifying the existence of fractionally charged quasiparticles 8 . A partially transmitting constriction, a quantum point contact (QPC), served in these experiments as an adjustable potential barrier in the path of the current, thus partitioning the transmitted charges. This random process is described by a binomial distribution, resulting in S ¼ 2qIð1 ÿ tÞ at zero temperature, with t [ ½0; 1 being the transmission coefficient of the QPC 4, 9, 10 . In the weak backscattering regime, the quasiparticles were found to traverse the QPC independently of each other and the measured charge was q ¼ e=3 at filling factor v ¼ 1=3 and q ¼ e=5 for v ¼ 2=5 (refs 1,2,3) . As backscattering gets stronger, the tunnelling of individual quasiparticles becomes correlated, and in the limit of a pinched QPC and v ¼ 1=3 three quasiparticles were found to group together to tunnel through the barrier. Obviously, Schottky's formula is inapplicable for correlated (or bunched) quasiparticles, but it can still be used to characterize the system with the effect of bunching being incorporated into an effective charge q(t). Hence, the noise for a pinched QPC becomes electronic-like 4 , that is, with an effective charge of q ¼ e. Moreover, a nearly universal behaviour was found for the evolution of the effective charge q(t) (ref. 5), starting at qðopenQPCÞ ¼ e=3 and monotonically increases toward qðpinchedQPCÞ ¼ e.
Here we explore the bunching properties of a pinched QPC when a sparse beam of e/3 quasiparticles impinges upon it. In other words, when there are not enough quasiparticles in close proximity to bunch into an 'electron', we may ask the following questions: (1) will Figure 1 Schematic and actual representations of the quasiparticle injector followed by a quasiparticle filter, both made of quantum point contacts, QPC1 and QPC2, respectively. a, An injector made of a relatively open QPC1 partitions an incident noiseless (d.c.) current, injected from source terminal S. The scattered part (t 1 ), composed of a dilute beam of quasiparticles, impinges on a pinched QPC2. The resulting noise is measured by a cooled, low-noise, amplifier at terminal A (see ref. 1). The intermediate drain D 2 prohibits multiple reflections, and the grounded terminal T is used to fix the output impedance of the sample and make it independent of QPC settings. b, An alternative scheme, suitable for producing a moderately dilute current, invokes a cascade of weakly backscattering QPCs transmitting a dilute quasiparticle beam (see ref. 11). c, A photograph of the actual device in the vicinity of the QPCs, formed by metallic gates (light grey regions) deposited on the surface of the GaAs-AlGaAs heterostructure, embedding a two-dimensional electron gas some 0.1 mm below the surface. Electron mobility is 2 £ 10 6 cm 2 V 21 s 21 and areal carrier density is 1.1 £ 10 11 cm
22
, both measured at 4.2 K in the dark. The solid arrows correspond to the direction of current in configuration a, and the other QPCs on the right (with current flow denoted by dotted arrows) are used when configuration b is employed. Ohmic contacts (serving as S, D, T, A) are outside the frame of the picture.
