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ABSTRACT
Failure scenarios in a virtualized radio access network (vRAN) environment raise
a number of challenges. For example, enterprise customers with their mission-critical and
factory automation use-cases are demanding redundancy at every possible element in a
vRAN since every millisecond of delay caused by, for example, a Centralized Unit (CU)
failure may result in a factory floor coming to a standstill. To address these types of
challenges, techniques are presented herein that support CU redundancy in a vRAN
architecture (through, among other things, the addition of a standby CU) without negatively
impacting radio operations or user equipment (UE) connections or triggering a signaling
storm. Among other things, a standby CU may come up either as a Centralized Unit
Control Plane (CU-CP) or a Centralized Unit User Plane (CU-UP) depending upon the
specific element which failed.
DETAILED DESCRIPTION
Aspects of a typical disaggregated vRAN architecture are presented in Figure 1,
below.
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Figure 1: Illustrative vRAN Architecture
Unlike monolithic Enhanced NobeB (eNB) or Next Generation NodeB (gNB)
settings, which are like a Radio Unit (RU) in terms of coverage scale, as depicted in Figure
1, above, a CU can provide connectivity to multiple Distributed Units (DUs) which, in turn,
can provide connectivity to multiple RUs, thus yielding much more coverage.
Consequently, it can be seen that when a failure occurs at the CU it can severely impact
the connectivity of the extensive user equipment (UE). Thus, the CU function can act as a
single point of failure for many cell sites. A CU software or hardware crash results in UE
becoming disconnected from the network. The impact is even more severe if the CU-CP
crashes (due to, for example, a software failure or hardware failure) as such a failure leads
to a DU or a RU stopping operation, impacting existing UE. Once the CU recovers a UE
needs to reestablish a connection, resulting in a signaling storm from a RU or a DU to a
CU-CP and a CU-UP on to an Access and Mobility Management Function (AMF). Aspects
of this are depicted in Figure 2, below.
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Figure 2: Illustrative Failure Scenario
Clearly, a mechanism is needed that supports the stateful recovery of both a CUCP and a CU-UP and prevents any impact to radio operations and existing UE.
To address the types of challenges that were described above, techniques are
presented herein that support CU redundancy in a vRAN architecture and which address
the aforementioned concerns.
Under aspects of the techniques presented herein, and as illustrated in Figure 3,
below, a new node (called a standby CU) may be added to the architecture. Additionally,
novel methods may be added to a DU’s operations to, possibly among other things, prevent
any impact to radio operations and existing UE during a CU failure.
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Figure 3: Illustrative vRAN Architecture Augmented by a Standby CU
According to aspects of the techniques presented herein, a standby CU provides,
possibly among other things, a redundancy mechanism which takes care of both CU-CP
and CU-UP node failures using minimalist stateful standby operation. For example, the
same standby element may come up either as a CU-CP or a CU-UP depending upon the
specific element which failed. This prevents N1 interface connection disruptions to the
UE, which is extremely critical in factory floor use-cases as the UE does not need to
reestablish a Non-Access Stratum (NAS) session.
A standby CU may perform a number of actions to create and maintain a stateful
context for both Control Plane (CP) and User Plane (UP) operation, including:
1) Collecting span traffic from a CU-CP for a number of applications including,
for example, NG Application Protocol (NG-AP), E1 Application Protocol
(E1AP), F1 Application Protocol (F1-AP), Xn Application Protocol (XnAP),
O1 or A2 interfaces, etc.
2) If multihoming is optimized, exchanging heartbeat messages with an AMF and
a DU as a secondary pair. Thus, it can quickly take over the Stream Control
Transmission Protocol (SCTP) session with an AMF and a DU without SCTP
re-establishment.

If multihoming is not optimized, then AMF and DU

connection details (such as, for example, an Internet Protocol (IP) address, a
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SCTP port number, etc.) may be stored for SCTP setup upon CU-CP failure
detection.
3) Periodically synchronizing the cell context of all of the cells that are supported
on the active CU. Cell context contains, possibly among other things, cell
configuration, cell status, system information such as a Master Information
Block (MIB) or System Information Blocks (SIBs), user association etc.
4) Periodically synchronizing UE context and bearer contexts (including, for
example, a User Plane Function (UPF) address, tunnel identifiers (IDs), etc.).
5) Periodically synchronizing any states and configuration related to a CU’s
implementation of aspects of Radio Resource Management (RRM) and SelfOrganizing Networks (SON) functionality.
6) Continuously monitoring the health of a CU-CP and a CU-UP using keep-alive
messages.
Figures 4 and 5, below, illustrate elements of different failure scenarios. Figure 4,
below, depicts aspects of a CU-CP failure, whereas Figure 5depicts aspects of a CU-UP
failure.

Figure 4: Illustrative CU-CP Failure
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Figure 5: Illustrative CU-UP Failure
Presently, during a CU-CP failure the entire system is brought down and radios
cease operation thus impacting the operation of existing UE and ultimately resulting in a
signaling storm. Under aspects of the techniques presented herein, during a CU-CP failure
a DU performs a number of actions and makes the whole system operational even during
a CU-CP failure. The performed actions may include, for example:
1. MIB or SIB system information may be broadcast from the local copy at a DU
for each cell.
2. A DU continues to update System Frame Numbers (SFNs). After CU-CP
restoration takes place, a DU passes the last SFN to the new CU-CP.
3. A DU continues to handle any data sessions of the existing UE. Consequently,
the data traffic of an existing UE is not at all impacted.
4. A DU queues up any Radio Resource Control (RRC) related messages (such as,
for example, a measurement report, RRCReestablishment, etc.).
5. No new UE will be allowed and back-off may be performed on the Random
Access Channel (RACH).
In the above approach, the standby CU may be replaced by a vRAN subscriber data
store and an N+1 redundancy model may also be developed.
Figure 6, below, presents elements of an exemplary call flow in accordance with
aspects of the techniques presented herein.
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Figure 6: Exemplary Call Flow
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In conjunction with aspects of the techniques presented herein and the descriptions
and the figures that were presented in the above narrative, it is important to note the
following items in connection with the continuation of radio and DU operations during a
CU failure and the avoidance of other system impacts:
1. Mechanisms are provided that support building stateful redundancy of CU-CP
and CU-UP Virtualized Network Functions (VNFs) to handle either a CP
failure or a UP failure without bringing down radio operations. Additionally,
impact is avoided to any existing UE, either RRC activity or data connections.
2. The detection of a failure of a CP or a UP function and the subsequent triggering
of a standby to active conversion (whereby a standby node can come up as
either a CP or a UP depending upon the node that failed).
3. The automated pairing of DUs to the standby CU in the event of a primary CU
failure.
4. A DU continuing to maintain radio operations using a local copy of a MIB or
SIB broadcast, along with the queuing of any RRC messages from existing UE
until a new CU-CP is up.
5. A faster recovery time than existing known redundancy techniques (through,
for example, continuing radio operations during CU-CP failure, a multihomed
SCTP connection from a standby CU to an AMF and to a DU, etc.). These
steps avoid a UE having to go through a complete N1 reference interface
registration procedure (NAS) involving packet core thus minimizing any
impact.
In summary, techniques have been presented that support CU redundancy in a
vRAN architecture (through, among other things, the addition of a standby CU) without
negatively impacting radio operations or user equipment (UE) connections or triggering a
signaling storm. Among other things, a standby CU may come up either as a CU-CP or a
CU-UP depending upon the specific element which failed.
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