Abstract. Here, we address a dimension-reduction problem in the context of nonlinear elasticity where the applied external surface forces induce bending-torsion moments. The underlying body is a multistructure in R 3 consisting of a thin tube-shaped domain placed upon a thin plate-shaped domain. The problem involves two small parameters, the radius of the cross-section of the tube-shaped domain and the thickness of the plate-shaped domain. We characterize the different limit models, including the limit junction condition, in the membrane-string regime according to the ratio between these two parameters as they converge to zero.
Introduction
Thin structures are three-dimensional structures having one or two of its dimensions much smaller than the others. Because of this geometric feature, thin structures are often seen as two-or one-dimensional objects. Common examples are the board of a bridge, the sail of a boat, the wing of an airplane, shelves, domes, antennae, pillars, bars, cables, to mention but a few.
In the context of the Theory of Elasticity (see, e.g., [11] ), a key question is the prediction of the behavior of a thin elastic structure when subjected to a given system of applied forces. Although valid, threedimensional models are discarded in favor of lower-dimensional ones because lower-dimensional models have a simpler structure. This simpler structure allows for richer theoretical results and easier numerical treatments. On the other hand, it only makes sense to use a lower-dimensional model if it is a good model; that is, a model whose response is sufficiently close to the response of the three-dimensional model. In other words, a central question is how to rigorously justify a lower-dimensional model starting from the three-dimensional one. This question is at the core of dimension-reduction problems.
The rigorous justification of lower-dimensional models was first obtained through the method of asymptotic expansions. This method was highly successful within linear elasticity by enabling numerous convergence results. However, in nonlinear elasticity, the method of asymptotic expansions provided few convergence results. We refer to the books [13, 47] for a historical overview and a thorough description of the use of asymptotic expansions to derive one-and two-dimensional models for thin elastic structures.
The seminal work [1] gave rise to a new approach to study dimension-reduction problems based on Γ-convergence technics. The notion of Γ-convergence was introduced by De Giorgi in the 70's, and we refer to the book [40] for a comprehensive introduction to this notion. The use of Γ-convergence has proved successful both for linear and nonlinear elasticity dimension-reduction problems. In particular, it provided the unique known results of convergence for the nonlinear case. Among a vast list, we refer, for instance, to [1, 6, 16, 17, 23, 24, 26, 42, 46] and to the references therein for the rigorous justification of nonlinear lower-dimensional theories (such as membranes, plates, shells, rods, beams, strings) through Γ-convergence.
In this paper, we consider a more complex type of thin structure, commonly called a thin multi-structure or multi-domain. A thin multi-structure is a structure made of two or more different thin structures. Two simple but important examples are bridges (where, for instance, cables are connected to the board of the bridge) and airplanes (where, for instance, the wings are attached to the body of the airplane). In such structures, the behavior/interaction at the junction between their different thin components plays a crucial role and, from the mathematical viewpoint, adds nontrivial difficulties.
There exists a somewhat extensive literature on dimension-reduction problems involving thin multistructures. A substantial part of this literature pertains to the context of linear elasticity; see, for instance, [12, 15, 31] and the references therein. Concerning the case of non-linear elasticity and the case dealing with multi-structures in contexts other than elasticity, we refer to [4, 27, 29, 33, 35, 47] and [8, 28, 32] , respectively, and to the references therein.
Here, using Γ-convergence, we derive lower-dimensional models with bending-torsion moments for multistructures. Our starting point is the standard nonlinear three-dimensional equilibrium problem for a three-dimensional thin multi-structure that consists of a thin tube-shaped structure placed upon a thin plate-shaped structure. One of the main features of our setting is a non-standard scaling of the applied forces, which induce bending-torsion moments in the limit model. These forces were introduced in [6] (also see [5] ) concerning the membrane case, then adapted to the string case in [18] and also to the membrane case in the BV setting in [3] and in the Orlicz-Sobolev setting in [37, 38] . We also refer the work [9] for a related study in the context of structured deformations. Interestingly, besides similar bending effects as those derived in [3, 5, 6, 9, 18, 37, 38] , we observe here a fine interaction between the non-standard forces and the junction of the multi-structure. Moreover, we assume that our structure satisfies a deformation condition on a suitable part of its boundary that goes beyond the clamped case, which is the case commonly assumed in the literature. Further, we characterize the limit problem according to the asymptotic behavior of the ratio between the area of the cross-section of the thin tube-shaped part of the structure and the thickness of the thin plate-shaped part, providing new results in the nonlinear setting. To precisely state our main results, we describe next the set-up of our problem.
In what follows, we use Greek indices to distinguish the first two components of a tensor; for instance, (x α ) and (x α , x 3 ) stand for (x 1 , x 2 ) and (x 1 , x 2 , x 3 ), respectively. We represent by R m×n the vector space of m × n real-valued matrices, endowed with the norm |M | := tr(M T M ) associated with the inner product M :
, then M α represents the 3 × 2 matrix obtained from M by removing its last column, which in turn is denoted by M 3 ; conversely, if M α ∈ R
3×2
and M 3 ∈ R 3 , then M := (M α |M 3 ) represents the 3 × 3 matrix whose first two columns are those of M α and the third one is M 3 . Moreover, we assume that ε is a parameter taking values on a sequence of positive numbers convergent to zero and containing the number one; we write "for each ε > 0" in place of "for each term in the sequence where ε takes values".
Let (see Fig.1 ). We observe that the superscripts "a" and "b" stand for "above" and "below", respectively; moreover, we omit the index ε whenever ε = 1 and, without loss of generality, we suppose that r 1 = h 1 = 1. We assume that Ω ε is the reference configuration of a three-dimensional body made of a hyperelastic and homogeneous material, whose stored energy is a Borel function W : R 3×3 → R satisfying the following p-growth conditions for some p ∈ (1, ∞): there exists a positive constant, C, such that for all ξ ∈ R 3×3 , we have 1
(p-growth)
We assume that the body is subjected to applied body forces acting in its interior, Ω ε , and to applied surface forces acting on the portion S ε of its boundary, both of the type dead loads and of densities f ε ∈ L q (Ω ε ; R 3 ) andg ε ∈ L q (S ε ; R 3 ), respectively, where q satisfies 1 p + 1 q = 1. We assume further that the body satisfies a deformation conditionφ 0,ε ∈ W 1,p (Ω ε ; R 3 ) imposed on Γ ε . In the literature,φ 0,ε commonly coincides with the identity function on Ω ε , which corresponds to the clamped setting. Here, we address a more general case that we detail later on. In this setting, the equilibrium problem can be formulated as the minimization problem inf E ε (ψ) :ψ ∈Φ ε , ( P ε ) where, denoting by H 2 the two-dimensional Hausdorff measure, As it is usual in the framework of dimension-reduction problems, the first step to study the asymptotic behavior of a diagonal infimizing sequence of the sequence of problems ( P ε ) is to transform these problems into equivalent ones defined on a fixed domain. To this end, we consider the change of variables that to each pointx = (x α ,x 3 ) ∈ Ω 
holds. Note that ϕ a 0,ε and ϕ
Regarding the densities of the applied forces, we similarly define
In what follows, we assume that the limit
exists. We note that h ε /r 2 ε represents the ratio between the thickness of the plate-shaped domain and the area of the cross-section of the tube-shaped domain and that three cases, ℓ = 0, ℓ ∈ R + , and ℓ = ∞, must be distinguished. We will often use the index ℓ 0 if ℓ = 0, ℓ + if ℓ ∈ R + , and ℓ ∞ if ℓ = ∞ to highlight the dependence on the value of the limit in (1.5).
As it is well-known (see, for instance, [26] ), different limit regimes appear according to a balance between the scaling of the applied forces and the energy functional. Here, we aim at the derivation of membrane-string models incorporating bending-torsion moments understanding, simultaneously, the impact of the ratio h ε /r 2 ε . Accordingly, we further specify the asymptotic behavior of the functions in (1.4) as follows. We assume that there exist functions
(1.6)
(1.7)
(1.8)
Here, the symbol χ A stands for the characteristic function of the set A. We assume further that
, where G a is a matrix, only depending on x 3 , associated with a linear application from
and ν is the unit outer normal to S a . Finally, we re-scale the total energy E ε by setting E ε (ψ a , ψ
where
As justified in [22] (also see [47] ), to obtain a nonlinear membrane (string) behavior in the limit as the thickness (cross-section) parameter of the thin plate-shaped (tube-shaped) domain goes to zero, the scaling magnitude of the applied body forces should be of order one, while the scaling magnitude of the applied surface forces should be of the same order of the thickness (cross-section) parameter. The assumptions on the asymptotic behavior of the forces in (1.6)-(1.8) regarding the terms f a , g a , f b , g b,+ , and g b,− are the simplest compatible with these order of scaling magnitudes having in mind the scaling of the total energy functional E ε and the value of ℓ in (1.5).
As it will become clear later on, the presence of the terms G a and G b , of the same order of f a and f b , respectively, will induce the appearance of bending-torsion moments terms in the limit model. As we mentioned before, this approach was considered before in [3, 5, 6, 9, 18, 37, 38] for thin structures but not multi-structures.
We mention further that in [22, Sect. 3.3] the authors assert that a thin plate-shaped domain cannot support a non-vanishing resultant surface load as the thickness parameter goes to zero. Due to the multidomain feature of the body considered here, where there are no applied surface forces on r ε ω a × {0} (which, we recall, represents the interface between Ω , plays no role in the limit model because it has the standard order of scaling magnitude and is acting on a set of vanishing area. In contrast, the termĜ b , of the same order of f b , will contribute to a junction-type term in the limit model (for ℓ ∈ R + ) that is independent of p. This represents a novelty compared to [29] , where the limit model has junction-type terms only if p > 2.
Finally, we observe that the above change of variables and re-scaling allow us to re-write (
To describe the asymptotic behavior of (P ε ), we are left to detail the assumptions on (ϕ a 0,ε ) ε>0 and (ϕ b 0,ε ) ε>0 . We assume that there exist ϕ
Note that the functions ϕ a 0,ε (x) = (r ε x α , x 3 ) and ϕ b 0,ε = (x α , h ε x 3 ) corresponding to the clamped case, which is commonly considered in the literature, satisfy (b.c. a )-(b.c. b ). Next, we state our main results concerning the three cases ℓ ∈ R + , ℓ = ∞, and ℓ = 0, where ℓ is given by (1.5). We start by introducing the spaces
We refer the reader to Section 2 for a brief overview regarding the convex, quasiconvex, and crossquasiconvex-convex envelopes of a function, which appear in our main theorems below. 
where, forā := |ω a |, CW the convex envelope of W , and QCW the cross-quasiconvex-convex envelope of
Remark 1.2 (on Theorem 1.1).
The problem treated in Theorem 1.1 is in the spirit of that in [29] . Precisely, in [29, Theorem 1.1 with N = 3], the authors study the asymptotic behavior as
where A : Ω × R × R 2 × R → R is a Caratheodory function satisfying the usual p-growth conditions and is such that A(x, ·, ·, ·) is convex for a.e. x ∈ Ω; in [29] ,
Here, we do not assume any convexity or continuity hypotheses; our stored energy function, W , is only assumed to be a Borel function. Thus, we cannot avoid the relaxation step in our analysis. We also observe that the study in [29] takes into account the behavior of (ψ
Here, given the type of forces that we consider, besides the behavior of (ψ a ε ) ε and (ψ b ε ) ε in W 1,p , the relevant behavior is that of the averages (b
It was conjectured in [7] , for the membrane case, that if one considers the behavior of (b b ε ) ε (in place of (b b ε ) ε ) without some kind of convexity hypothesis on the stored energy function, one is led to a nonlocal limit problem. We mention further that in [27] , the authors characterize the asymptotic behavior of the functional considered in [29] assuming continuity but no convexity hypotheses on the stored energy function; however, in [27] , the behavior of (b ) ε is neglected (as in [16] for the membrane case). Similarly to [29] , the limit model (P ℓ+ ) is coupled only if p > 2. However, given the non-standard scaling of the surface forces, which are absent in [29] , our model includes a pseudo-coupling term,āĜ b (0 α )·ψ a (0 3 ), which is independent of p. This novel term represents an asymptotic balance between the applied surface forces on the bottom part of the multi-structure and the interaction at its junction by means of the trace of the deformation on the top part.
In contrast with previous works in the nonlinear setting for multi-structures, in particular [27, 29] , we also characterize the limit problem for different asymptotic behaviors of the ratio h ε /r 2 ε ; precisely, for ℓ = 0 and ℓ = ∞, where ℓ is given by (1.5) under additional hypotheses that we detail next. We obtain results that resemble those derived in [31] for the linear case.
In order to treat the ℓ = ∞ and ℓ = 0 cases, we need to impose a stronger coercivity hypothesis on W than that in (p-growth); precisely, we assume that there is a positive constant, C, such that for all ξ ∈ R 3×3 , we have 19) where I is the identity matrix in R 3×3 , A is any other matrix in R 3×3 such that A and I are strongly incompatible (see [10, 41] ), and 
(1.21) with p > 2, the limit behavior of the thin multi-structure is that of a rigid plate and a bent elastic string that is clamped at its lower extremity and satisfies a deformation condition at its upper extremity.
Finally, we state the main theorem for the ℓ = 0 case. The asymptotic behavior of (P ε ) when ℓ = 0 is encoded in the scaled problem hε (P ε ); this means that we will consider an infimizing sequence in Φ ε to the scaled energy 
Remark 1.6 (on Theorem 1.5). (i) The restriction p 2 in Theorem 1.5 originates from a similar technical difficulty mentioned in Remark 1.4-(i). However, the construction of the recovery sequence in the ℓ = 0 case is different from the previous one and, in particular, does not depend on the limit junction condition. (ii) Also as in the previous case, the condition lim ε→0 h ε p+1 /r 2 ε = ∞ allows us to benefit from (a p-version of) the rigidity estimate for scaled gradients proved in [26, Theorem 6] (also see Proposition 2.7).
(iii) Finally, we observe that Theorem 1.5 shows that if h ε ≪ r p+2 ε with p 2, the limit behavior of the thin multi-structure is that of a rigid beam and a bent elastic membrane that satisfies a deformation condition on its boundary. Remark 1.7 (on bending-torsion moments in the limit models (P ℓ+ ), (P ℓ0 ), and (P ℓ∞ )). We observe that, in general, the termb a is not related to the one-dimensional strain tensor of ψ a . Thus, This paper is organized as follows. In Section 2, we recall the notions of convex, quasiconvex, and cross-quasiconvex-convex envelopes of a function and associated lower semicontinuity results that will be used throughout the paper. We also establish some preliminary results that are common to the three cases, ℓ ∈ R + , ℓ = ∞, and ℓ = 0. Next, in Section 3, we prove Theorem 1.1. We also recover as a particular case the 3D-1D counterpart of the study in [6] , which was addressed in [18] (see Section 3.3). Then, in Sections 4 and 5, we prove Theorems 1.3 and 1.5, respectively. Finally, in Section 6, we elaborate on variants of the models in Theorems 1.1, 1.3, and 1.5 corresponding to instances where G a or G b , inducing bending moments in the limit, is not present. In particular, we establish relationships with the models in [1, 16] (see Section 6.1). We also discuss, in Section 6.2, the case where the system of applied forces is in divergence form as in [30, 31, 44, 45] . This divergence form allows for less regular body and surface density terms.
Preliminary results

In what follows, given a measurable set
´A u dx = 0} and we denote by |A| its Lebesgue measure.
An important argument within our analysis relates to weakly lower semicontinuity properties of integral functionals of the form
where Ω ⊂ R n is an open and bounded set with Lipschitz boundary and W :
It turns out (see [17, 19] ) that the integral I above is sequentially weakly lower semicontinuous in 
It can be proved (see [17, Proposition 4.4 and Corollary 4.6] 
for all M ∈ R m×n fixed, and there exists a positive constant, C, such that for all (
Moreover, if the integral I above is not sequentially weakly lower semicontinuous in 
In the l = m case, we can associate to W the function W :
With this association in mind, we have (see [17, Corollary 4.21] )
where C W and Q W are the convex and quasiconvex envelopes, respectively, of W . In this paper, we do not distinguish W and W ; in particular, we write QC W in place of QCW .
We further observe that if n = 1, then any cross-quasiconvex-convex is convex; to see this, it suffices to use (2.2)
In this paper, we will use this remark with d = m = 3, l = 2, and
Finally, we recall the definition of the function Q * W introduced in [6] to describe bending phenomena in thin plates:
The following lemma allows us to characterize the accumulation points of a diagonal infimizing sequence for the sequence of problems (P ε ). Its proof is very similar to that of [29, Proposition 2.1], for which reason we will only highlight the necessary modifications. We first introduce some notation.
Let
and, for 0 < ε 1, let
Then, the sequences (r
ii) if ℓ = ∞, p > 2, and there exists a bounded sequence
hε , then we may extract a further subsequence, (ψ
In particular, if in addition to i) or ii), we have ((b
Proof. The proof regarding the ℓ ∈ R + case can be found in [29, Proposition 2.1]. Note that, independently of the value of ℓ, (2.8) follows from the continuity of the trace with respect to the weak convergence in W 1,p . We observe further that the arguments in [29, Proposition 2.1] remain valid for ℓ = 0 (see [29, (2.9) with N = 3]). The ℓ = ∞ case also can be treated as in [29, Proposition 2.1] with the exception of the proof of [29, (2.9) ]. Precisely, we are left to prove that
wherex 3 is a certain fixed point in (−1, 0) (see [29, (2.5) ]). To show (2.10), let (d ε ) ε>0 be as in ii) and recall thatā = |ω a |. Using Hölder's inequality and a change of variables, we obtain
from which (2.10) follows. Remark 2.3. In view of Lemma 2.2, we are led to investigate whether the functionsb a orb b in the limit
. Thus, the functionsb a orb b in the limit problems are indeed defined in the whole space
In some proofs, to gain regularity regarding the integrand function, it will be convenient to replace W by its quasiconvex envelope, QW . The next lemma will enable us to do so without loss of generality. 
Remark 2.5. In the ℓ ∈ R + and ℓ = ∞ cases, we will use Lemma 2.4 with ℓ a n = 1 and ℓ
εn for all n ∈ N; in the ℓ = 0 case, we will take ℓ a n = r Proof of Lemma 2.4. We start by observing that if W satisfies (p-growth) or (1.19), then so does QW .
Because QW W , the inequality G F − holds. To prove the converse inequality, we will proceed in several steps.
Step 1. In this step, we prove that for all M = (M α |M 3 ) ∈ R 3×3 and r, h > 0, we have
. The proof of the second identity in (2.13) can be found in [6, Proposition 1.1]. The first identity in (2.13) can be proved similarly.
Step 2. In this step, we show that for fixed n ∈ N and for every ( 
We first observe that the lower bound in (p-growth) allows us to assume that W 0 without loss of generality. Invoking (p-growth) once more, (2.13), the relaxation result in [2] , and the decomposition lemma [ 
(2.14)
In particular, because ((
To construct sequences that also satisfy the condition (1.3), we use the slicing method. Fix τ > 0; because
(2.15)
Fix j ∈ N. It can be checked that
Moreover, in view of (p-growth), (2.15), and W 0,
for some constant C only depending on the constant in (p-growth) and on p. Similarly,
Letting k → ∞ first, then j → ∞, and finally τ → 0 + in the two last estimates and using (2.14), we conclude that
In view of (2.16), (2.17), (2.18), the metrizability of the weak convergence on bounded sets together with (p-growth), and invoking once more the relaxation result in [2] together with (2.13), we can find
, j ∈ N, satisfies the requirements stated in Step 2.
Step 3. In this step, we prove that G F − .
, and 
Next, we observe that without loss of generality, we may assume that inf k∈N ℓ a n k
Because the weak topology is metrizable on bounded sets, (2.19)-(2.22) yield the existence of a diagonal
, and realizing the double limit on the righthand side of (2.19). Thus,
where 23) , we obtain G F − . This concludes Step 3, as well as the proof of Lemma 2.4.
We conclude this section with a quantitative result regarding approximations of the scaled gradients in this paper, (r
, by appropriate matrices as in [26] . In what follows, A 1 and A 2 are two strongly incompatible matrices in the sense of [10, 41] .
We first observe that the quantitative geometric rigidity theorems [25, Theorem 3.1] for the single-well case, K = SO(n), and [10, Theorem 1.2] for double-well case, K = SO(n)A 1 ∪ SO(n)A 2 , both proved for p = 2, hold for any p ∈ (1, ∞). The K = SO(n) case was proved in [14, Section 2.4], while the K = SO(n)A 1 ∪ SO(n)A 2 case in [39] . Precisely, the following result holds. Theorem 2.6. Let n 2 and U ⊂ R n be a bounded Lipschitz domain. Assume that p ∈ (1, ∞) and that 
where C = C(ω × I, p, K) is a positive constant only depending on ω × I, p, and K.
Case ℓ ∈ R
+
In this section, we treat the ℓ ∈ R + case. We start by establishing some auxiliary results concerning this case in Section 3.1. Then, in Section 3.2, we prove Theorem 1.1. Finally, in Section 3.3, we recover the nonlinear string model with bending moments and generalized boundary conditions in [18] .
3.1. Auxiliary results. As in [6] , to individualize the new variablesb a andb b in the elastic part of the total energy, we introduce, for 0 < ε 
Next, we prove a relaxation result that will be useful in Theorem 3.3 to establish an integral representation of the Γ-limit of the sequence (F ε ) ε>0 . 
To conclude, we are left to find sequences that do not increase the above integral limits and, simultaneously, satisfy the junction condition ψ
. This can be achieved by a similar slicing argument to that used in Step 2 of the proof of Lemma 2.4. The main difference here is that instead of just considering one sequence of smooth cut-off function, we consider two; precisely, for a well-chosen sequence (δ j ) j∈N of positive numbers convergent to zero, we take (φ
and arguing as in Step 2 of the proof of Lemma 2.4, we can find a subsequence k j ≺ k and (ψ and lim inf
This completes the proof of Lemma 3.2.
Finally, we prove a Γ-convergence result for the sequence (F ε ) ε>0 of functionals defined by (3.1). 
where A p l + is given by (2.6) and, forā = |ω a |,
Proof. To prove the claim, it suffices to show that for any subsequence ε n ≺ ε, the Γ-limit inferior, F − , of (F εn ) n∈N , given by (2.11) with ℓ a n = 1 and ℓ
To show this identity, we will proceed in several steps.
To simplify the notation, we set µ n := r
εn , and ℓ n := h εn /r 2 εn . Step 1. In this step, we prove that we may assume without loss of generality that W is quasiconvex. In fact, in view of (2.3), we have C(QW ) = CW and QC(QW ) = QCW . On the other hand, by Lemma 2.4, the Γ-limit inferior in (2.11) with ℓ a n = 1 and ℓ b n = h εn /r 2 εn remains unchanged if we replace W by its quasiconvex envelope, QW . Thus, we may assume that W is quasiconvex function. In this case, by (p-growth), we also have that W is p-Lipschitz continuous; i.e., there exists a positive constant, C, such that for all ξ, ξ ′ ∈ R 3×3 , we have
Step 2. In this step, we prove that if
By definition of the Γ-limit inferior, for all n ∈ N, there exists ((b a n , ψ a n ), (ψ 
for all n ∈ N; this estimate, (1.5), and Lemma 2.2 allow us to conclude that (ψ a , ψ b ) ∈ A p l + .
Step 3 (lower bound). In this step, we prove that for all (ψ
Using the inequality W CW , Fubini's lemma, and Jensen's inequality, we obtain
Next, we observe that the functional G :
) dt is sequentially lower semicontinuous with respect to the weak topology in L p ((0, L); R 3×3 ) because CW is a convex function satisfying the bounds in (p-growth). Consequently, since
This estimate and (3.8) entail
On the other hand, by (1.5) and by [6, Theorem 1.2 (i)] together with (2.5), we have
(3.10) From (3.9) and (3.10), we obtain
from which the conclusion follows by taking the infimum over all admissible sequences ((b a n , ψ
Step
(upper bound in terms of the original density W and for regular target functions). In this step, we prove that for all (ψ
The proof of (3.11) follows closely that of [29,
Note that h
Thus, the continuity of W (see (3.7) in Step 1), Lebesgue's dominated convergence theorem, and (p-growth) yield
On the other hand, for all x = (x α , x 3 ) ∈ ω a × (0, r εn ), we have the following pointwise estimates:
where in the last estimate we used the identity −r
, and where C is a positive constant independent of n. These estimates, the definition of ψ a n , and (p-growth) entail
εn ∇ α ψ a n |∇ 3 ψ a n dx α dx 3 = 0.
From this last limit and arguing as in (3.12), we obtain
Using the definition of
, (3.13), (1.5), and (3.12), we conclude Step 4.
Step 5 (Upper bound in terms of the original density W ). In this step, we prove that (3.11) holds for
). The claim in this step follows from Steps 1 and 4, Proposition 3.1, the density of
, respectively, with respect to the L p -strong convergence, the sequential lower semicontinuity of F − with respect to the weak convergence in
, (p-growth), and Lebesgue's dominated convergence theorem.
Step 6 (Upper bound). In this step, we prove that for all (
The claim in this step is an immediate consequence of Step 5, the sequential lower semicontinuity of F − with respect to the weak convergence in
, and Lemma 3.2.
We conclude this section by proving a lemma that allows us to address the boundary conditions in the minimization problem (P ε ). The proof uses some of the ideas in [6, Lemma 2.2] and is based on a slicing argument.
Lemma 3.4. Let W : R
3×3 → R be a Borel function satisfying (p-growth), let κ ∈ R, and assume
Proof. Without loss of generality, we may assume that W 0 by the lower bound in (p-growth) and that r εn 1 and h εn 1 for all n ∈ N. By (3.
) such that, up to a not relabeled subsequence, we have
Consequently, ∇ α ϕ a = 0 and ∇ 3 ϕ b = 0; thus, ϕ a is independent of x α and ϕ b is independent of x 3 . Next, we define two sequences of positive Radon measures, (ν (1 + |r Moreover,
, and, passing to the limit as j → ∞, 
A similar estimate holds for 
Hence, choosing sequences (η k ) k∈N and (
Thus, letting τ → 0 + , we have lim sup
Finally, (p-growth) and (3.20) imply that r
, respectively, that are independent of k and j. Because φ
and because the weak topology is metrizable on bounded sets, (3.17), (3.18), (3.19) , (3.20) , and (p-growth) yield the existence of a sequence (j k ) k∈N such that
satisfy the requirements. 
where ρ is a non-negative function satisfying ρ(ε) → 0 as ε → 0 + and E a ε , E b ε , and Φ ε are given by (1.9) and (1.13). Note that by (1.11), (1.12), and (1.6), we have
Also, recalling thatb 22) and, using (1.3) and a change of variables, 1 
Thus, the sequences (b
where, forf
By (3.22) , the equality lim
is an immediate consequence of the convergence ψ 
Consequently, using (1.5) once more, we conclude that (3.24) holds.
To simplify the notation, in the remaining part of the proof, we set
Let us now introduce, for 0 < ε 1, the functionals E ε : X → (−∞, ∞] and E ℓ+ : X → (−∞, ∞] defined by
respectively, where, we recall, A ε , Φ ε , E ℓ+ , and Φ p ℓ+ are given by (2.7), (1.13), (1.17), and (1.14). (1.17) and (3.6)).
We claim that (E ε ) ε>0 Γ-converges to E ℓ+ with respect to the weak topology in X . As we showed at the beginning of this proof, (E ε ) ε>0 is equi-coercive with respect to the weak topology in X . Thus, if the claim holds, then Theorem 1.1 immediately follows (see [40, Proposition 8.16 , Theorem 7.8, and Corollary 7.20]). To prove the claim, it suffices to show that given any subsequence ε n ≺ ε, the Γ-lower limit of (E εn ) n∈N coincides with E ℓ+ (see [40, Chapter 8] ).
We first show that given ((b a n , ψ
To prove (3.25), we may assume that the lower limit on the right-hand side of (3.25) is actually a limit and is finite, extracting a subsequence if necessary. Then, ((b a n , ψ To conclude, we prove that given
To establish (3.26), the only non-trivial case is the case in which (
weakly in X and
By Lemma 3.4, we can find a subsequence ε n k ≺ ε n and a sequence ((b (3.24) , and (3.27), in this order, we obtain
which proves (3.26).
3.3. The string case. Here, we recover the analysis of a nonlinear string model with bending-torsion moments and generalized boundary conditions that was carried out in [18] , which provides the 3D-1D counterpart of the study in [6] under more general boundary conditions. Roughly speaking, it corresponds to consider the problem ( P ε ) disregarding the terms in Ω b ε and setting a deformation condition on r ε ω a × {0, L}; that is, on both of the extremities of the thin tube-shaped domain Ω a ε . After a similar change of variables and re-scaling described in the Introduction, we are then led to the study of the re-scaled
As observed before, the function ϕ a 0,ε (x) = (r ε x α , x 3 ) corresponding to the clamped case, which is commonly considered in the literature, satisfies (b.c. a ).
Addressing the extremity Γ a 0 in an analogous way as we treated the extremity Γ a L in the previous two subsections, we find implicit in the arguments in those two subsections the proof of the following result.
respectively, where
and
As a corollary to Theorem 3.5, we derive a nonlinear string model where the applied surface forces induce a bending-torsion effect: 
Remark 3.7. (i) As before, in general, the termb a is not related to the one-dimensional strain tensor of ψ a . Thus, ψ a andb a must be regarded as distinct macroscopic entities. Moreover, given the nature of G a ,b a accounts for bending and torsion moments in the string.
(ii) If G a ≡ 0, which means that the term G a in the surface applied forces with a non-standard order of scaling magnitude is not present, then the model (P a ) reduces to min āˆL
where CW 0 is the convex envelop of the function W 0 :
The model ( P a ) is the 1D counterpart of the model derived in [16] and, in essence, coincides with the model derived in [1] . We note, however, that in [1] , the physical condition "det ∇ψ a > 0" of non-interpenetration of matter is addressed. 
where ρ is a non-negative function satisfying ρ(ε) → 0 as ε → 0 + and E a ε , E b ε , and Φ ε are given by (1.9) and (1.13). By (1.11), (1.12), (1.7), (3.22) , and (3.23), we have (3)A is a compact subset of R 3×3 , we obtain
In particular, using the fact that K is a compact subset of R 3×3 and Poincaré's inequality together with (b.c. a )-(b.c. b ) once more, and because sup ε>0 r 2 ε /h ε < ∞, we have also sup
where d ε is the third column of the map 
Extracting a subsequence if necessary, we have that (3)A and I and A are strongly incompatible, we conclude that
ℓ∞ (see (1.15) ). Next, we observe that, arguing as in the proof of Theorem 1.1 and using the fact that lim ε→0 r
As in the proof of Theorem 1.1, we set
and, recalling (2.7), (1.13), (1.21), and (1.15), we introduce, for 0 < ε 1, the functionals E ε : X → (−∞, ∞] and E ℓ∞ : X → (−∞, ∞] defined by
respectively. We claim that (E ε ) ε>0 Γ-converges to E ℓ∞ with respect to the weak topology in X . As we showed at the beginning of this proof, (E ε ) ε>0 is equi-coercive with respect to the weak topology in X . Thus, if the claim holds, then Theorem 1.3 follows. Moreover, to prove the claim, it suffices to show that given any subsequence ε n ≺ ε, the Γ-limit of (E εn ) n∈N coincides with E ℓ∞ .
To prove (4.4), we may assume that the lower limit on the right-hand side of (3.25) is actually a limit and is finite, extracting a subsequence if necessary. Then, ((b
As proved in (3.9), we havē
This inequality, the fact that W 0 by (1.19) , and (4.3) yield (4.4).
To conclude, we prove that given
To establish (4.5), the only non-trivial case is the case in which
Assume that these three conditions hold and, from now on, also assume that p > 2, which implies that 
εn´ωa ∇ α ψ a n dx α =b a n , and 
From (4.6) and (4.7), we obtain (4.5). 
Case ℓ = 0
In this section, we prove Theorem 1.5 concerning the ℓ = 0 case. This is done in Section 5.2 after we have established some preliminary results in Section 5.1.
Note that by (1.11), (1.12), (1.8), (3.22) , and (3.23), we have r
where 
Auxiliary results.
We start by proving a convenient version of Lemma 2.4 that allows us to assume that W is quasiconvex; thus, in particular, continuous in view of (p-growth). 
Proof. The proof of Lemma 5.1 is mainly that of Lemma 2.4. We only need to adapt Step 3 of the latter to incorporate the boundary condition ψ a = ϕ a ε,0 on Γ a in the definition of A ε , which we detail next.
Let G and F − be given by (2.12) and (2.11), respectively, with A ε replaced by A ε . As in the beginning of Step 3 of the proof of Lemma 2.4, to prove that
, and
Let n k ≺ n be a subsequence for which
Fix k ∈ N. By Step 2 of the proof of Lemma 2.4, there exists a sequence ((b
Using the E. De Giorgi's slicing method (for k ∈ N fixed) in the spirit of Lemma 3.4 (also see , for instance, [6, Lemma 2.2]), we can construct a subsequence j i ≺ j and a sequence (ψ
Note that the trace equalitiesψ
To conclude, we proceed as in Step 3 of the proof of Lemma 2.4 (from (2.19) onwards).
As in Section 3, to individualize the variablesb a andb b in the elastic part of the (scaled) total energy, we introduce, for 0 < ε 
Proof. The proof of Theorem 5.2 follows along that of Theorem 3.3, but several adaptations are required. We want to show that given any subsequence ε n ≺ ε, the Γ-limit inferior, F − , of ( F εn ) n∈N , given by (2.11) with A εn replaced by A εn , coincides with
. For that, we will proceed in several steps and, to simplify the notation, we set µ n := r Step 1. In this step, we prove that we may assume that W is a continuous, quasiconvex function. By (2.3), we have C(QW ) = CW and QC(QW ) = QCW . On the other hand, by Lemma 5.1, the Γ-limit inferior in (2.11) with A εn replaced by A εn , ℓ a n ≡ r 2 εn /h εn , and ℓ b n ≡ 1 remains unchanged if we replace W by its quasiconvex envelope, QW . Thus, without loss of generality, we may assume that W is quasiconvex, which together with (p-growth) implies that W is p-Lipschitz continuous (see (3.7)).
By definition of the Γ-limit inferior, for all n ∈ N, there exists ((b a n , ψ
extracting a subsequence if needed, we may assume that there exists a positive constant,C, such that for all n ∈ N, we have ℓ 
C .
In particular, using the fact that K is a compact subset of R 3×3 and using Proposition 2.7, we have also andb a ≡ā I α .
Step 3 (lower bound). In this step, we prove that for all ((
,b a ≡ā I α , and ψ b is independent of x 3 , we have
To prove this estimate, it suffices to invoke the inequality W 0 and [6, Theorem 1.2 (i)].
Step 4 (upper bound in terms of the original density W and for regular target functions). In this step, we prove that if ψ a ≡ (0 α , x 3 ),b
We recall that W can be assumed to be a continuous function by Step 1. The arguments we will use next are inspired by those in [ For all such n ∈ N, let φ p,n ∈ C εn ∇ α ψ a n |∇ 3 ψ a n ) dx = 0.
Assume now that 1 < p 2. The convergences φ p,n → 0 a.e. in ω b and (5.4), together with (p-growth) and Vitali-Lebesgue's lemma, yield
Hence, (5.3) holds.
Step 5 (Upper bound). In this step, we prove that for all ((b a , ψ a ), ( x 3 ) ,b a ≡ā I α , and ψ b is independent of x 3 , we have
To prove this estimate, it suffices to argue as in Steps 5 and 6 of the proof of Theorem 3.3 but invoking (3.5) in place of Lemma 3.2.
Arguing as in Lemma 3.4 (disregarding the terms related to Ω a ), it can be easily checked that the following result holds. This result enable us to address the boundary condition on Γ b . 
On the system of applied forces
In this section, we further extend our analysis by exploring variants of the system of applied forces. Precisely, in Section 6.1, we consider the case in which one or both the terms, G a and G b , inducing bending moments in the limit models is not present. Next, in Section 6.2, we consider the case in which the applied forces are in divergence form. 
