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COHEN-MACAULAY RESIDUAL INTERSECTIONS AND THEIR
CASTELNUOVO-MUMFORD REGULARITY
S. H. HASSANZADEH
Abstract. In this article we study the structure of residual intersections via constructing
a finite complex which is acyclic under some sliding depth conditions on the cycles of the
Koszul complex. This complex provides information on an ideal which coincides with the
residual intersection in the case of geometric residual intersection; and is closely related
to it in general. A new success obtained through studying such a complex is to prove the
Cohen-Macaulayness of residual intersections of a wide class of ideals. For example we
show that, in a Cohen-Macaulay local ring, any geometric residual intersection of an ideal
that satisfies the sliding depth condition is Cohen-Macaulay; this is an affirmative answer
to one of the main open questions in the theory of residual intersection, [20, Question
5.7].
The complex we construct also provides a bound for the Castelnuovo-Mumford regu-
larity of a residual intersection in term of the degrees of the minimal generators. More
precisely, in a positively graded Cohen-Macaulay *local ring R =
⊕
n≥0Rn, if J = a : I is
a (geometric) s-residual intersection of the ideal I such that ht(I) = g > 0 and satisfies a
sliding depth condition, then reg(R/J) ≤ reg(R)+dim(R0)+σ(a)−(s−g+1) indeg(I/a)−
s, where σ(a) is the sum of the degrees of elements of a minimal generating set of a. It is
also shown that the equality holds whenever I is a perfect ideal of height 2, and the base
ring R0 is a field.
1. Introduction
The notion of residual intersection was originally introduced by Artin and Nagata [1];
it has been extensively studied by Huneke, Ulrich and others. Throughout the paper R
is a Noetherian (graded) ring. Let I be an (graded) ideal of height g in the local (*local)
R, and let s ≥ g be an integer; an s-residual intersection of I is an ideal J such that
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J = a : I for some (graded) ideal a ⊆ I with htJ ≥ s ≥ µ(a) (µ denoting minimal number
of generators). In the case where R is Gorenstein and I is unmixed, this notion generalizes
the concept of linkage where in that sense the ideals I and J have the same height. Two
important examples of residual intersections which also demonstrate the ubiquity of such
ideals are as follows (these examples are given in [19, 4.1-4.3]): The ideal defined by the
maximal minors of a generic s by r matrix with r < s is an (s−r+1)-residual intersection
of the ideal defined by the maximal minors of a generic s × (s + 1) matrix, which is a
perfect ideal of height 2. As another example, suppose that R is CM and I is an ideal
of positive height that satisfies G∞, then the defining ideal of the extended symmetric
algebra of I is a residual intersection. We refer the reader to [19] for more information.
The Cohen-Macaulay (from now on, abbreviated by CM) property and the canonical
module of residual intersections was carefully investigated in several works such as [7], [19],
[20], [30], .... Most of these works deeply applied a crucial lemma of Artin and Nagata [1,
lemma 2.3], this lemma provides an inductive argument to reduce the problem in residual
intersection to that in linkage. One of the most important condition required for this
lemma, or similar results, is the Gs condition which bounds the local number of generators
of an ideal; precisely, we say that an ideal I satisfies Gs condition, if µ(Ip) ≤ ht(p) for all
prime ideal p containing I such that ht(p) ≤ s−1; I satisfies G∞, if I satisfies Gs for all s.
Other conditions which are required to obtain the mentioned properties are some depth
conditions on Koszul homology modules of I, such as strongly Cohen-Macaulay (SCM)
and Sliding depth condition, (SD). An explicit resolution for the residual intersection is
only known in special cases. It involves generalized Koszul complexes and approximation
complexes; see for example [4]and [23].
The interplay between residual intersections and some arithmetic subjects in commu-
tative algebra, such as [17], [27], [32], ..., is at the origin of a lot of attempts to weaken
the conditions which imply some arithmetic properties of residual intersections such as
Cohen-Macaulayness. In spite of considerable progress in this way, the main challenge in
the theory of residual intersection is to remove the Gs condition. As C.Huneke and B.
Ulrich mentioned in their paper [20, Question 5.7], the main open question is the following:
Suppose that R is a local CM ring and I is an ideal of R which is SCM (or
even has sliding depth). Let J be any residual intersection of I. Then is
R/J CM ?
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One of the main purposes of this paper is to answer this question, affirmatively. The
idea is that we construct a finite complex C• whose tail consists of free modules and whose
beginning terms are finite direct sums of cycles of the Koszul complex. It is shown in
Proposition 2.8 that this complex is acyclic under some sliding depth conditions on cycles
of the Koszul complex. This condition is precisely defined in 2.3 with the abbreviated
form SDCk for some integer k. We then provide some s conditions which imply the SDCk
condition. On the way, in Proposition 2.6, we completely determine the local cohomology
modules (and consequently clarify the depth) of the last cycle of the Koszul complex which
does not coincide with the boarder. This result fairly improve a proposition of Herzog,
Vasconcelos and Villareal [16, 1.1]. This investigation ensures that in the cases where the
residual intersection is close to the linkage, namely when s − g ≤ 2, the complex C• is
acyclic without any assumption on I; see Corollary 2.9. Some importance of s-residual
intersections which are close to linkage is due to the fact that these ideals contains a class
of ideals whose Rees algebra is CM; see for example [17] and [30]. The ideal which is
resolved by C•, say K, is quite close to the residual intersection; indeed in Theorem 2.11
it is shown that K is always contained in J and has the same radical as J . Moreover, if
I satisfies the sliding the depth condition SDC1 then K is CM. Therefore, the affirmative
answer to the above mentioned question is in the case where K = J . It is shown in
Theorem 2.11(iv) that if I/a is generated by at most one element locally in height s then
K = J . In particular, if the residual is geometric, see Corollary 2.12.
Having an approximation complex for the residual intersection in hand, we establish a
bound for the Castelnuovo-Mumford regularity of residual intersections in terms of the
degrees of their defining ideals. Determining this bound needs several careful studies of
the degrees and the maps of C•. More precisely, it is shown in Theorem 3.6 that, in
a positively graded Cohen-Macaulay *local ring, R =
⊕
n≥0Rn which admits a graded
canonical module, if J = a : I is an s-residual intersection of the ideal I such that
ht(I) = g > 0, I/a is generated by at most one element locally in height s and that I
satisfies the SD1 condition, then
reg(R/J) ≤ reg(R) + dim(R0) + σ(a)− (s− g + 1) indeg(I/a)− s.
This formula generalizes the previous known facts about the regularity of linked ideals.
In the course of the proof of Theorem 3.6, we need to know the relation between the
ordinary Castelnuovo-Mumford regularity of a finitely generated graded R-module and
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another invariant which we call regularity with respect to the maximal ideal, regm(M) =
max{end(H im(M)) + i}. In Proposition 3.4 we show that reg(M) ≤ regm(M) ≤ reg(M) +
dim(R0) which generalizes previous results of Hyry [22] and Trung [29]. This proposition
enables us to state the above formula for the regularity of residual intersection without
any restriction on the dimension of R0.
In the presence of the Gs condition, in Lemma 4.4, we prove a graded version of the
crucial lemma of Artin and Nagata. With the aid of this lemma, under the condition Gs,
if R is Gorenstein and R0 is an Artinian local ring with infinite residue field, the graded
structure of the canonical module of residual intersection is determined in Proposition
4.7, due to the work of Huneke and Ulrich [20, 2.3]. In this situation, the upper bound
obtained for the regularity of residual intersection is given by the same formula as in the
general case and moreover we can give a criteria to decide when the regularity actually
attains the proposed upper bound in Theorem 3.6.
Finally, in the last section, we consider the residual intersection of perfect ideals of
height 2. As it is known, the Eagon-Northcott complex provides a free resolution for
the residual intersection in this case. Using this resolution, in Theorem 5.2, we exactly
determine the Castelnuovo-Mumford regularity of residual intersection of perfect ideals of
height 2, whenever the base ring R0 is a field. It is shown that the above formula for the
regularity is in fact an equality in this case.
Some of the straightforward verifications which are omitted in the proofs can be found
in the Ph.D. thesis of the second author [12].
2. Residual Intersection Without The Gs Condition
Throughout this section R is a Noetherian ring (of dimension d), I = (f1, · · · , fr) is an
ideal of grade g ≥ 1, a = (l1, · · · , ls) is an ideal contained in I, s ≥ g, J = a :R I, and
S = R[T1, · · · , Tr] is a polynomial extension of R with indeterminates Ti’s. We denote
the symmetric algebra of I over R by SI and consider SI as an S-algebra via the ring
homomorphism S → SI sending Ti to fi as an element of (SI)1 = I. Let {γ1, · · · , γs} ⊆ S1
be linear forms whose images under the above homomorphism are li ∈ (SI)1, (γ) be the
S-ideal they generate and g = (T1, · · · , Tr). For a sequence of elements x in a commutative
ring A and an A-moduleM , we denote the koszul complex byK•(x;M), it’s cycles Zi(x;M)
and homologies by Hi(x;M). For a graded module M , indeg(M) := inf{i : Mi 6= 0} and
CM RESIDUALS AND THEIR CASTELNUOVO-MUMFORD REGULARITY 5
end(M) := sup{i : Mi 6= 0}. Setting deg(Ti) = 1 for all i, S is a standard graded over
S0 = R.
To set one more convention, when we draw the picture of a double complex obtained
from a tensor product of two finite complexes (in the sense of [33, 2.7.1]), say A⊗B;
we always put A in the vertical direction and B in the horizontal one. We also label the
module which is in the up-right corner by (0, 0) and consider the labels for the rest, as the
points in the third-quadrant.
Now, consider the koszul complex
K•(f ;R) : 0→ Kr δ
f
r−→ Kr−1
δfr−1−−→ · · · → K0 → 0.
Let Zi = Zi(f ;R). The Z-complex of I with coefficients in R is
Z• = Z•(f ;R) : 0→ Zr−1
⊗
R S(−r + 1)
δTr−1−−→ · · · → Z1
⊗
R S(−1)
δT
1−→ Z0
⊗
R S → 0.
Recall that Zr = 0, H0(Z•) = SI and Hi(Z•) is finitely generated SI-module for all i, [14,
4.3].
In order to make our future structures and computations more transparent, we need to
add some intricacies to the Z-complex.
For i ≥ r − g + 1, the tail of the koszul complex K•(f ;R) resolves Zi. Now, we
construct our first double complex F with F−i,−j = Kr−j+i
⊗
R S(−i − r + g − 1) for
0 ≤ i ≤ g − 2 and 0 ≤ j ≤ g − i − 2. F is a truncation of K•(f ;R)
⊗
RK•(T ;S):
(δ := −r + g − 1)
0

0 // Kr ⊗ S(δ)

0

...

0 //

Kr ⊗ S(−r + 2)
∂′r //
δfr⊗Id

· · · // Kr−g+3 ⊗ S(δ)

0 // Kr ⊗ S(−r + 1) // Kr−1 ⊗ S(−r + 2) // · · · // Kr−g+2 ⊗ S(δ)
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The complex F is a double complex of free S-modules which maps vertically onto the tail
of Z•. So that if we replace the last g modules of Z• by Tot(F), with the composition map
Kr−g+2
⊗
R S(−r+ g− 1)
δfr−g+2⊗Id−−−−−−→ Zr−g+1
⊗
R S(−r+ g− 1)
δTr−g+1−−−−→ Zr−g
⊗
R S(−r+ g),
then we have a modified Z-complex, say Z ′•, which has the same homologies as Z•, see
[12], while its tail consists of free S-modules. Precisely,
Z ′• := 0→ Z ′r−1 → · · · → Z ′0 → 0.
where
Z ′i =
{
Ki+1
⊗
R(
⊕g−1
t=r−i S(−r − t)) if i ≥ r − g + 1,
Zi otherwise.
Now consider the double complex E := Z ′•
⊗
S K•(γ;S). Denote D• := Tot(E) as the
following complex,
D• : 0→ Dr+s−1 → · · · → D1 → D0 → 0.
Then H0(D•) = SI/(γ)SI and for all 0 ≤ i ≤ r + s − 1, the biggest i such that S(−i)
appears in the summands of Di is i, moreover
indeg(Di) =

i 0 ≤ i ≤ r − g,
r − g + 1 r − g + 1 ≤ i ≤ r − 1,
i− g + 2 r ≤ i ≤ r + s− 1.
At the moment, we want to study the properties of the complex D•. We shall sometimes
use the following lemma.
Lemma 2.1. Let M be an R-module. Then
(i) H ig(M
⊗
R S) = 0 for all i 6= r,
(ii) there exists a functorial isomorphism θM : H
r
g (M
⊗
R S)→ M
⊗
RH
r
g (S).
Proof. (see[11, 2.1.11]) The proof goes along the same line as in the case M = R. (i)
follows from the fact that T1, · · · , Tr is a regular sequence on M
⊗
R S and (ii) from the
computation of Hrg (−) via the Cˇech complex on T1, · · · , Tr. 
The above lemma implies that Hjg(Di) = 0 if j 6= r and end(Hrg (Di)) ≤ −r + i for all i.
In particular, Hrg (Di)0 = 0 for all i ≤ r − 1. In the spirit of [5, 3.2(iv)] we introduce the
complex Z+• of R-modules,
Z+• := Hrg (D•)0 : 0→ Z+r−1 → · · · → Z+r−s+1 ϕ0−→ Z+r−s → 0.
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Notice that Z+i = Z+r−s+i. By Lemma 2.1, for j ≥ r − g + 1, Z+j is a free R-module and
for j ≤ r − g, Z+j is a direct sum of finitely many copies of some elements of the set
{Zmax{j,0}, · · · , Zr−1}.
M.Chardin and B.Ulrich [5, 3.2] show that under some conditions on I and a the only
non-zero homology of this complex is Cokerϕ0 ∼= a : I. Our aim in this section is to
extend their result by removing almost all of the conditions imposed on I and a to obtain
a sufficient condition for the acyclicity of Z+• and to determine the structure of Cokerϕ0.
Achieving this aim sheds some light on the structure of residual intersections. The next
lemma is a key to our aim.
Lemma 2.2. If I = a, the only non-zero homology of Z+• is Cokerϕ0 ∼= R.
Proof. Let C•g (S) be the Cˇech complex associated to g and S. Consider the double complex
G := C•g (S)
⊗
S D•. By Lemma 2.1, all of the vertical homologies except those in the base
row vanish, therefore
1Ever : 0→ Hrg (Dr+s−1)→ · · · → Hrg (Dr+1) ϕ−→ Hrg (Dr)→ · · · → Hrg (D0)→ 0.
By definition ( 1Ever)0 = Z+• .
Now, we return to the (third-quadrant) double complex E with D• := Tot(E), in the
case where I = a. The vertical spectral sequence arising from E at point (−i,−j) has as
the first term Hj(Z ′•
⊗
S
∧i S(−1)s) ∼= Hj(Z•)⊗S ∧i S(−1)s. As Hj(Z•) is an SI-module,
it then follows that Hi(D•), for all i, is annihilated by a power of L = ker(S → SI). Since
I = a, g = g + L = (γ) + L, hence Hjg(Hi(D•)) = Hj(γ)(Hi(D•)) for all i and j. On the
other hand, the horizontal spectral sequence (arising from E) at the point (−i,−j) has
as the first term Hi((γ);Z ′j) which is annihilated by (γ). Therefore, the convergence of
the horizontal spectral sequence to the homology modules of D•, implies that Hi(D•) is
annihilated by some powers of (γ), for all i. Hence Hjg(Hi(D•)) = Hj(γ)(Hi(D•)) = 0 for
all j ≥ 1 and all i. Moreover we have, indeg(H0g (Hi(D•))) ≥ indeg(Di) ≥ 1 for i ≥ 1.
Summing up the above paragraph the second horizontal spectral sequence associated to
G is:
( 2E−i,−jhor )0 = H
j
g(Hi(D•))0 =
{
H0(γ)(H0(D•))0 if i = j = 0,
0 otherwise.
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Now the acyclicity of Z+• and the identification Cokerϕ0 ∼= H0γ(SI/(γ)SI)0 = (SI/(γ)SI)0 =
R comes from the fact that 2E−i,−jver =
∞E−i,−jhor for all i, j and the above computation for
( 2E−i,−jhor )0.

The concept of the sliding depth condition SD first appeared in the study of the acyclicity
of some approximation complexes by Herzog, Simis and Vasconcelos in [14]. This concept
was then formally defined by the same authors in [15]. Let k and t be two integers, we
say that the ideal I satisfies SDk at level t, if depth(Hi(f ;R)) ≥ min{d− g, d− r+ i+ k}
for all i ≥ r− g− t (whenever t = r− g we simply say that I satisfies SDk, also SD stands
for SD0). However, for our purposes in this section, we need a slightly weaker condition
than the sliding depth condition.
Definition 2.3. Let k and t be two integers. We say that I satisfies the sliding depth
condition on cycles SDCk at level t, if depth(Zi) ≥ min{d− r + i+ k, d− g + 2, d} for all
r − g − t ≤ i ≤ r − g.
Remark 2.4. We make several observations about the elementary properties of the condi-
tion SDC in the case where R is a CM local ring (see [12] for some details).
(i) The property SDCk at level t localizes and it depends only on I, [31].
(ii) SDk implies SDCk+1, see Proposition 2.5 .
(iii) Whenever depth(R) ≥ 2, depth(Zi(f ;R)) ≥ 2 for all i. Furthermore, if I 6= R, for
all r − 1 ≥ i ≥ r − g + 1, Zi is a module of finite projective dimension r − i − 1.
Hence, depth(Zi) = d− (r − i− 1) = d− r + i+ 1, for all r − 1 ≥ i ≥ r − g + 1.
(iv) If depth(ExtiR(R/I,R)) ≥ d− i− 1 for all i ≥ g+1, for example if R is Gorenstein
and I is CM, then it is not difficult to deduce that Hr−g(f ;R) is CM of dimension
d− g. In this case one can see from the exact sequence 0→ Br−g(f ;R)→ Zr−g →
Hr−g(f ;R)→ 0 that depth(Zr−g) ≥ d − g, therefore in this case, I satisfies SDC0
at level 0.
(v) In the case where R is Gorenstein local and Iunm is CM, where Iunm is the unmixed
part of I, it is shown in Proposition 2.6 that I satisfies SDC1 at level 0. SDC1 at
level +1 is more mysterious, see Example2.10.
Proposition 2.5. SDk implies SDCk+1, whenever R is a CM local ring.
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Proof. Consider the truncated Koszul complex
0→ Zi → Ki → Ki−1 → · · · → K0 → 0.
Tensoring the Cˇech complex, C•m(R), with this complex, we have the following spectral
sequences
1E−p,−qver =

Hqm(Zi) p = i+ 1,
0 p 6= i+ 1 and q 6= d,
Hdm(Kp) p 6= i+ 1 and q = d;
so that 1E−p,−qver
∼= 2E−p,−qver for all q 6= d, and 2E−p,−qver = ∞E−p,−qver , for any p and q.
Recall that SDCk+1 is equivalent to say that
1E−p,−qver = 0 for p = i + 1, i ≤ r − g and
q ≤ min{d− r + k + p− 1, d− g + 1, d− 1}.
On the other hand,
2E−p,−qhor =
{
0 p ≥ i, or p ≥ r − g − k and q ≤ d− g − 1,
0 p ≤ min{i− 1, r − g − k − 1} and q − p ≤ d− r + k − 1.
The result, now, follows from the convergence of the spectral sequences. 
Recall that the unmixed part of an ideal I, Iunm, is the intersection of all primary
components of I with height equal to ht I. If I ′ is an ideal that coincides with I locally in
height ht I in V(I), then I ′ ⊆ Iunm, [24, exercise 6.4]. As well, Iunm ⊆ Ann(Hr−g(f ;R) =
Ann(ExtgR(R/I,R)), and the equality holds if R is Gorenstein locally in height ht(I).
Recall that if R is Gorenstein local, then ωR/I := Ext
g
R(R/I,R) is called the canonical
module of R/I; in the sense of [13].
In [16, 1.1], Herzog, Vasconcelos and Villarreal present a lower bound for depth(Zr−g),
in the case where R is Gorenstein local and I is CM. In the next proposition we clarify all
of the local cohomology modules of Zr−g and exactly determine depth(Zr−g), which gives
a complete generalization to [16, 1.1].
Proposition 2.6. Suppose that (R,m) is Gorenstein and denote by υ the Matlis dual.
Then
(i) H im(Zr−g)
∼= H im(ωR/I) for i < d− g,
(ii) Hd−gm (Zr−g)
∼= (Coker(R/I can.−−→ EndR(ωR/I)))υ,
(iii) Hd−g+1m (Zr−g)
∼= (Iunm/I)υ whenever g ≥ 2 ,
(iv) Hd−g+im (Zr−g)
∼= (Hi−1(f ;R))υ for 2 ≤ i ≤ g − 1
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(v) Hdm(Zr−g)
∼= Iunm , if g = 1.
In particular either depth(Zr−g) = depth(ωR/I) or R/I
unm is CM. In the latter case:
(1) depth(Zr−g) = d if either g = 1 or f is a regular sequence.
(2) depth(Zr−g) = d− g + 1 if I is not unmixed.
(3) depth(Zr−g) = d− g + 2 if g ≥ 2, I is CM and f is not a regular sequence.
Proof. Consider the short exact sequence 0 → Br−g → Zr−g → ωR/I(∼= Hr−g(f ;R)) →
0. Since Br−g is a module of projective dimension g − 1, depthBr−g = d − g +
1 and ExtiR(Zr−g, R)
∼= ExtiR(ωR/I , R) for i ≥ g + 1. Now (i) follows by the local duality.
Since ExtiR(ωR/I , R) = 0 for i ≤ g − 1, we have Extg−iR (Zr−g, R) = Extg−iR (Br−g, R) for all
2 ≤ i ≤ g, and the following exact sequence,
0→ Extg−1R (Zr−g, R)→ Extg−1R (Br−g, R)→ ExtgR(ωR/I , R)→ ExtgR(Zr−g, R)→ 0. (2.1)
To determine all of the R-modules, ExtiR(Br−g, R), consider the following exact complex,
which is a truncation of the Koszul complex K•(f ;R),
T• : 0→ Kr → · · · → Kr−g+1 → Br−g → 0.
Let I• be an injective resolution of R. The double complex HomR(T•, I•) whose (−i)-
th column is HomR(Tr−g+i, Ij) for all j ≥ 0, gives rise to two spectral sequences where
1Ehor =
∞Ehor = 0 and
2E−i,−jver =

ExtjR(Br−g, R) i = 0 and j ≥ 1 ,
0 i ≥ 1 and j ≥ 1,
Hg−i(f ;R) i ≥ 2 and j = 0.
Notice that the only non-trivial map arising from this spectral sequence living in iEver
for, 2 ≤ i ≤ g + 1, is id0,−i+1ver : Exti−1R (Br−g, R) → Hg−i(f ;R). Therefore, as ∞Ever = 0,
all of these maps must be isomorphisms, which proves (iv). Also, if g ≥ 2, it shows that
Extg−1R (Br−g, R)
∼= R/I.
We now separate the cases g = 1 and g ≥ 2. First, if g ≥ 2. Notice that ExtgR(ωR/I , R) ∼=
EndR(ωR/I), then, by modifying the maps in 2.1, we have the following exact sequence,
0→ Extg−1R (Zr−g, R)→ R/I
η−→ EndR(ωR/I)→ ExtgR(Zr−g, R)→ 0, (2.2)
where η is given by mutiplication by η(1). Now, let p ⊇ I be a prime ideal of height
at most g + 1, then ExtgR(Zr−g, R)p = 0, by Remark 2.4[iii], which implies that η(1) is
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unit in EndR(ωR/I)p. The Krull principal ideal theorem applied to the ring EndR(ωR/I)
then implies that η(1) is unit in EndR(ωR/I). Therefore Ext
g
R(Zr−g, R)
∼= Coker η ∼=
Coker(R/I
can.−−→ EndR(ωR/I)), which yields (ii) for g ≥ 2.
For (iii), recall that η induces a homomorphism η¯ : R/Iunm → EndR(ωR/I) with
Coker η¯ ∼= Coker η. As mentioned above, η¯p is onto for all p ⊆ I with ht p = g; on
the other hand for such a prime ideal (ωR/I)p ∼= (R/I)p ∼= (R/Iunm)p, hence the composed
map from (R/I)p to itself is an isomorphism which implies that (η¯)p is an isomorphism;
so that η¯ is injective, since Ass(Ker η¯ ⊆ Ass(R/Iunm). Now, (iii) follows from the commu-
tative diagram below,
R/I
η
//
can.

EndR(ωR/I)
R/Iunm
η¯
88
q
q
q
q
q
q
q
q
q
q
q
.
We now turn to the case g = 1. To prove (v), note that in this case Br−g ∼= R, thus the
exact sequence 2.1 can be written as
0→ HomR(Zr−1, R)→ R η−→ EndR(ωR/I)→ Ext1R(Zr−1, R)→ 0. (2.3)
One then shows as above that η(1) is unit in EndR(ωR/I), and Ker η = Ker(R/I
can.−−→
EndR(ωR/I))) = Ann(EndR(ωR/I)) = I
unm.
Replacing Ker η by Iunm in 2.3, we have the following short exact sequence which im-
mediately completes the proof of (ii) for the case g = 1,
0→ R/Iunm η¯−→ EndR(ωR/I)→ Ext1R(Zr−1, R)→ 0.
By Remark 2.4(iii), Ext1R(Zr−1, R)p = 0 for all p ⊇ I with ht p = 1, 2. Therefore
dim(Ext1R(Zr−1, R)) ≤ (dim(R/I)) − 2. Now, if R/Iunm is CM or even satisfies S2, then
both R/Iunm and EndR(ωR/I) satisfy S2; so that depth(Ext
1
R(Zr−1, R)p) ≥ 1, for the same
prime ideals p, which implies that Ext1R(Zr−1, R) = 0. Now (1) follows from this fact and
(v), while (2) and (3) are immediate consequences of (i)-(iv). We just mention that, if b
is an ideal in the Gorenstein ring R, then ωR/b is CM and R/b is S2 if and only if R/I
unm
is CM.

We return to the complex Z+• to investigate the acyclicity of this complex. In the next
theorem it is shown that the complex Z+• is acyclic for a wide class of ideals.
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Theorem 2.7. Suppose that R is a CM local ring and that J is an s-residual intersection
of I. If I satisfies SDC0 at level min{s− g − 3, r − g}, then Z+• is acyclic.
Proof. Invoking the ”lemme d’acyclicite´” [26] or [3, 1.4.24], we have to show that
(i) Z+• is acyclic on the punctured spectrum, and
(ii) depth(Z+i ) ≥ i for all i ≥ 0.
(ii) is automatically satisfied due to the condition SDC0, we just recall that Remark 2.4(iii)
assures that the mentioned level in the theorem is enough.
To prove (i), let p be a non-maximal prime ideal of R. Using induction on ht p, we
prove that (Z+• )p is acyclic. If ht p ≤ s− 1, then, by definition of s-residual intersection,
aRp = IRp which in conjunction with Lemma 2.2 implies that (Z+• )p is acyclic. Now,
assume that ht p ≥ s and that (Z+• )q is acyclic for any prime ideal q with ht q < ht p.
At this moment we apply the acyclicity’s lemma to the complex (Z+• )p. Condition (i) is
satisfied by induction hypothesis. To verify condition (ii) for this complex, we consider
two cases:
• s − 3 ≤ r. By Remark 2.4(iii) depth((Z+i )p) ≥ 2 for i = 0, 1, 2 (the case where
depth(R) = 1 = s is trivial). Let i ≥ 3, then keeping in mind the level mentioned in
the theorem, we have depth((Z+i )p) = depth((Z+r−s+i)p) = min{depth((Zr−s+j)p) :
j ≥ i} ≥ ht p− r + (r − s+ i) = ht p− s+ i ≥ i.
• s − 3 ≥ r. In this case, (Z+i )p = (Z0)p ⊕ (⊕j≥1(Zeijj )p) for all 0 ≤ i ≤ s − r
and some eij . Hence, we have to show that depth((Z
+
i )p) ≥ s − r + i for all
i ≥ 0. Remark 2.4(i) implies that depth((Z+i )p) ≥ ht p − r + i, and we have
ht p− r + i = ht p− s+ s− r + i ≥ s− r + i as desired.

Now, we identify the module Cokerϕ0.
Consider the two spectral sequences arising from the double complex G (see the proof
of Lemma 2.2):
( 2E−i,−jhor )0 = H
j
g(Hi(D•))0 for all i and j, ( 1Ever)0 = Z+• and
( 2E−i,−jver )0 =
{
Hi−r(Z+• ) if j = r,
0 otherwise.
Recall that the degree of a homomorphism in iEhor is (−i + 1,−i). Thus (∞E0,0hor)0 ⊂
( 2E0,0hor)0 = H
0
g (H0(D•))0 ⊆ R. On the other hand, by the convergence of ( 2E−i,−jhor )0
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to the homology modules of Z+• , there exists a filtration of H0(Z+• ) = Cokerϕ0, say
· · · ⊆ F2 ⊆ F1 ⊆ Cokerϕ0, such that Cokerϕ0/F1 ∼= (∞E0,0hor)0. Therefore, defining τ as
the composition of the following homomorphisms
Z+r−s
can.−−→ Cokerϕ0 can.−−→ Cokerϕ0/F1 ∼= (∞E0,0hor)0 ⊆ R, (2.4)
we have another complex of R-modules C• := Z+• τ−→ R→ 0.
Proposition 2.8. Suppose that R is a CM local ring and that J is an s-residual intersec-
tion of I. If I satisfies SDC1 at level min{s− g − 2, r − g}, then C• is acyclic.
Proof. The proof will be in the same way as the proof of Theorem 2.7. Notice that the
identification Cokerϕ0 ∼= R in Lemma 2.2 is given by τ . 
As an application of mentioning the levels in Theorem 2.7 and Proposition 2.8, one can
see that in the case where the residual intersection is close to the linkage the acyclicity of
Z+• and C• follows automatically, without any extra assumption on I.
Corollary 2.9. If R is a CM local ring and J is an s-residual intersection of I, then
(a) Z+• is acyclic if one of the following conditions holds
(i) s ≤ g + 2, or
(ii) s = g + 3 and Hr−g(f ;R) is CM.
(b) C• is acyclic if one of the following conditions holds
(i) s ≤ g + 1, or
(ii) s = g + 2 , R is Gorenstein and Iunm is CM.
Proof. All parts are immediate consequences of Theorem 2.7, and Proposition 2.8. Both
(a)(i) and (b)(i) follow from the fact that SDC1 at level −1 is always satisfied by Remark
2.4(iii). Under the condition of (a)(i), one can see that I satisfies SDC0 at level 0 by
Remark 2.4(iv). Also (b)(ii)is implied by Remark2.4(v) as I satisfied SDC1 at level 0. 
Example 2.10. C. Huneke, in [19, 3.3], provides an example of a CM ideal I in a regular
local ring with a 4-residual intersections which is not CM. In this example r = 6, s = 4,
and g = 3. Hence Corollary 2.9(b)(i) shows that the complex C•, associated to the ideals
in [19, 3.3], is acyclic. Also, it will be seen from Theorem 2.11 that the ideal I is an
example of a CM ideal in a regular local ring which satisfy G∞, generated by a proper
sequence [14, 5.5(iva) and 12.9(2)] but doesn’t satisfy SDC1 at level +1.
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Now, we are ready to establish our main theorem in this section.
Theorem 2.11. Suppose that (R,m) is a CM *local ring and that J = a : I is an s-
residual intersection of I, with I and a are homogeneous ideals. If I satisfies SDC1 at
level min{s − g, r − g}, then either J = R, or there exists a homogeneous ideal K ⊆ J
such that
(i) K is CM of height s;
(ii) V(K) = V(J);
(iii) K = J off V(I);
(iv) K = J , whenever I/a is generated by at most one element locally in height s. In
this case R/J is resolved by the complex C• associated to I and a.
Proof. The fact that every ideal we consider is homogeneous enables us to pass to the local
ring Rm. Henceforth we assume (R,m) is a CM local ring.
Consider the complex C• associated to I and a. We prove that the ideal K = Im τ
satisfies the desired properties. The convergence of the spectral sequences arising from
G in conjunction with Hrg (Dr)1 = 0 implies that (∞E−i,−ihor )1 = 0 for all i ≥ 0. (Further,
one can see that (∞E0,0hor)j = 0 for j ≥ 1 thus (∞E0,0hor) = (∞E0,0hor)0 = Im τ .) In particular
g(Im τ) ⊆ (∞E0,0hor)1 = 0. That is Im τ ⊆ J .
If J = R, Lemma 2.2 implies that Im(τ) = R, hence to avoid the trivial cases assume,
from now on, that neither J nor Im(τ) is the unit ideal.
Notice that by Proposition 2.8 the SDC1 condition of I implies that the complex C• is
acyclic.
To prove (i), recall that for any prime p with ht p ≤ s − 1, aRp = IRp, hence by
Lemma 2.2, (C•)p → 0 is exact. That is (Im τ)p = Rp. Thus p does not contain Im τ .
Therefore ht(Im τ) ≥ s. On the other hand, considering the double complex C•m(R)
⊗
R C•
the condition SDC1 on I implies that depth(R/ Im τ) = depth(H0(C•)) ≥ d− s. Therefore
R/ Im τ is CM of dimension d− s.
For (ii) it is enough to show that V(Im τ) ⊆ V(J). Let p be a prime ideal that does
not contain J , then aRp = IRp. Then Lemma 2.2 implies that (Im τ)p = Rp and this
completes the proof.
(iii) is a special case of (iv). For (iv), as Im τ ⊆ J and Im τ is CM of height s by (i),
it is enough to show that Im τ and J coincide locally in height s. Let p be a prime ideal
of height s. We may (and do) replace R by Rp and assume that µ(I/a) ≤ 1. It follows
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that gSI = (γ)SI + xSI for some x ∈ (SI)1. Since Supp(Hi(D•)) ⊆ V((γ)SI) for all i (see
Lemma 2.2 and it’s proof), Hjg(Hi(D•)) ∼= Hj(x)(Hi(D•)) for all j. Thus Hjg(Hi(D•)) = 0
for all j ≥ 2. It then follows that, H0g (SI/(γ)SI) = 2E0,0hor = ∞E0,0hor.
On the other hand, the following commutative diagram,
Z+1 −→ Z+0 −→ Cokerϕ0 −→ 0
‖ ‖ ↓ ↓
Z+1 −→ Z+0 τ−→ R −→ R/ Im τ −→ 0
shows that, the map Cokerϕ0 → Im τ induced by this diagram is injective. Then, consid-
ering the canonical homomorphisms in (2.4) defining τ , F1 = 0. This fact implies that,
(∞E−i,−ihor )0 = 0 for all i ≥ 1.
Therefore
Cokerϕ0 ∼= Im τ = ∞E0,0hor = H0g (SI/(γ)SI)0.
Now, the result follows from the following inclusion
∞E0,0hor = Im τ ⊆ J ⊆ H0g (SI/(γ)SI)0.

The condition imposed on Theorem 2.11(iv), is not so restricting. Indeed this condition
replace to the conditions Gs and geometric in other works such as, [7, 19, 16, 20]. Theorem
2.11(iv) is a good progress to affirmatively answer one of the main open questions in the
theory of residual intersection [20, Question5.7]. As a corollary one can give a complete
answer to this question in the geometric case.
Corollary 2.12. Suppose that R is a CM local ring and I satisfies the sliding depth
condition, SD. Then any geometric residual intersection of I is CM.
In spite of the complexity of the structure of the ideal K introduced in Theorem 2.11, it
is shown in the next proposition that under some conditions this ideal is a specialization
of the generic one.
We first recall the situations of the generic case. In addition to the notation at the
beginning of the section, assume that (R,m) is a Noetherian local ring and that li =∑r
j=1 cijfj for all i = 1, · · · , s. Let U = (Uij) be a generic s by r matrix, R˜ = R[U ](m,Uij−cij),
S˜ = R˜[T1, · · · , Tr], l˜i =
∑r
j=1 Uijfj, γ˜i =
∑r
j=1UijTj for all i = 1, · · · , s, γ˜ = (γ˜1, · · · , γ˜s),
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a˜ = (l˜1, · · · , l˜s) and J˜ = a˜ :R˜ IS˜. Consider the standard grading of S˜ = R˜[T1, · · · , Tr] by
setting deg(Ti) = 1. Now by replacing the base ring R by the ring R˜, we can construct
the double complex E˜ := Z˜ ′•
⊗
S˜ K•(γ˜; S˜). Consequently, D˜i = Di ⊗S S˜. It then follows
from the construction of the complex Z+• that
Z˜+i = (Hrg (S˜)⊗S˜ D˜i)0 ∼= ((Hrg (S)⊗S S˜)⊗S˜ (Di ⊗S S˜))0 (2.5)
∼= ((Hrg (S)⊗S Di)⊗S S[U ])0 ∼= (Hrg (S)⊗S Di)0 ⊗R R[U ](m,Uij−cij) = Z+i [U ](m,Uij−cij).
Before proceeding we recall the definition of deformation as in [21, Definition 2.1]. Let
(R, b) and (R˜, b˜) be pairs of Noetherian local rings with ideals b ⊆ R and b˜ ⊆ R˜, we say
that (R˜, b˜) is a deformation of (R, b) if there exists a sequence α ⊆ R˜ which is regular on
both R˜ and R˜/b˜ such that R˜/ α ∼= R and (b˜+ α)/ α ∼= b.
Proposition 2.13. With the notation introduced above. If I satisfies SDC1 condition at
level min{s−g−2, r−g} and, J and J˜ are s-residual intersections of I and I˜, respectively,
then (R˜, K˜) is a deformation of (R,K), via the sequence (Uij − cij).
Proof. The hypotheses of the proposition in conjunction with Proposition 2.8 implies that
both C• and C˜• are acyclic. Moreover, as we mentioned in the proof of Theorem 2.11, in the
case where C• (resp.C˜•) is acyclicK ∼= Im(τ) ∼= Coker(ϕ0) (resp. K˜ ∼= Im(τ˜ ) ∼= Coker(ϕ˜0)).
Let π be the epimorphism of R˜ to R sending Uij to cij . One has π(K•(γ˜; S˜)) = K•(γ;S),
so that π(D˜•) = D•, and then (2.5) shows that π(Z˜+• ) = Z+• . This in turn implies that
π(K˜) = K.
Clearly, the sequence (Uij − cij) is a regular sequence on R˜. Thus to prove that (R˜, K˜)
is a deformation of (R,K) it just remains to prove that (Uij − cij) is a regular sequence
on R˜/K˜. To this end, consider the double complex K•(Uij − cij; R˜)
⊗
R˜ C˜•. In view of
(2.5), (Uij − cij) is a regular sequence on C˜i for all i. Therefore the first terms in the
vertical spectral sequence arising from this double complex has the form 1E−p,0ver
∼= Cp and
1E−p,−qver = 0 whenever q 6= 0, and 2E−p,0ver ∼= Hp(C•) . On the other hand since C˜• is acyclic,
1E0,−qhor = Kq(Uij−cij ; R˜/K˜) and 1E−p,−qhor = 0 if p 6= 0, and 2E0,−qhor = Hq(Uij−cij ; R˜/K˜) , for
all q. Hence both spectral sequences abut at second step and this provides an isomorphism
Ht(C•) ∼= Ht(Uij − cij ; R˜/K˜) for all t. Now the result follows from the acyclicity of C•.

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In the issues concerning the residual intersection, there are some slightly weaker con-
dition than the Gs condition. One of these conditoins which we call G
−
s condition first
appeared in [14] to prove the acyclicity of the Z complex. Similar to the Gs condition,
we say that an ideal I satisfies the G−s condition if µ(Ip) ≤ ht(p) + 1 for all p ⊇ I with
ht(p) ≤ s − 1. While the Gs condition is equivalent to existence of geometric i-residual
intersections for all i ≤ s − 1, the G−s conditions is equivalent to the existence of (not
necessarily geometric) i-residual intersections for all i ≤ s − 1. The next remark is an
extension of [5, 3.8].
Remark 2.14. With the notation and assumptions as in Proposition 2.13. If in addition I
satisfies the G−s+1 condition then K = π(J˜). In particular, K only depends on a and I.
Proof. Once we show that the G−s+1 condition of I implies that µ(IS˜/a˜) ≤ 1 locally in
height s, this remark is an immediate consequence of Theorem 2.11(iv) and Proposition
2.13. We avail ourselves of the proof of [21, Lemma 3.1] to show µ(IS˜/a˜) ≤ 1.
Let Q be a prime ideal of Spec(S˜) with ht(Q) ≤ s and p = Q ∩ R˜, let t := ht(p) ≤ s.
With the same argument as in proof of [21, Lemma 3.1] we may assume that I˜pS˜Q is
generated by at most t + 1 element in S˜Q and assume that U is a (t + 1) × s matrix.
Therefore the mapping cone of the following diagram, whose rows are free resolutions,
provides a free resolution for I˜pS˜Q/a˜S˜Q.
S˜mQ
Φ // S˜t+1Q
// I˜pS˜Q // 0
S˜sQ
//
U
OO
a˜S˜Q
OO
// 0
By the Fitting theorem, to prove the assertion, it is enough to show that It(Φ | U) 6⊆ Q and
to this end, it is enough to show that It(U) 6⊆ Q. If, by contrary, we assume that It(U) ⊆ Q
then ht(It(U)Q) = (s+1− s+1)(s− t+ 1)+ ht(p) = 2s− t+1 = s+ (s− t) + 1 ≥ s+1.
Which is a contradiction. 
As it can be seen from the proof of Theorem 2.11(iv), we use the local condition of
generators on I/a to show that there exists an element x in R such that a+(x) and I have
the same radical in SI . So that one may wonder to replace the latter condition to that in
Theorem 2.11(iv). Now, it is natural to ask about the properties of the ideal a ⊆ I in R
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such that aSI has the same radical as SI+. By using the same argument as in the proof of
Theorem 2.11(iv), it can be shown that if aSI and SI+ have the same radical, then a = I.
Equivalently, we see in Proposition 2.16 that the symmetric analogue to the ordinary
reduction theory is vacuous. To be more precise, for an ideal I in a commutative ring, we
say that the ideal (γ) ⊆ SI , generated by elements of degree 1, is a symmetric reduction
of I, if Symt+1(I) = (γ)Symt(I) for some integer t. Notice that if I is of linear type, this
definition and the known definition of reduction coincide.
Here, we provide an elementary proof to Proposition 2.16 which is quite general. Let A
be a commutative ring with 1.
Lemma 2.15. Let X be a set of indeterminates and B = A[X ]. If P is an ideal generated
by linear forms in B whose radical is (X), then P = (X).
Proof. Suppose x is an element of X and {pi} is a set of linear forms generates P . Let t be
an integer such that xt =
∑m
i=1 qipi for some integer m, and some qi ∈ B. By homogeneity
of xt and pi, we may assume that each qi is homogeneous of degree t − 1. Further if
qi = bix
t−1 + q′i with degx q
′
i < t − 1, we have xt =
∑m
i=1 bix
t−1pi. It then follows that
x ∈ P , since xt−1 is a non-zero devisor in B. 
Proposition 2.16. Let I be an ideal in a commutative ring. Then,
(i) I has no proper symmetric reduction, and
(ii) if I is an ideals of linear type, it has no (ordinary) proper reduction.
Proof. (i) Let a ⊆ I be two ideals of a commutative ring A such that aSymA(I) is a
symmetric reduction of I. SymA(I) = A[X ]/L, where X is a set of indeterminates and L
is an ideal of linear forms in A[X ]. If we denote the preimage of aSymA(I) in A[X ] by
a′, then the assumptions imply that the radical ideal of a′ + L is (X). Now, the results
follows from Lemma 2.15. (ii) is an immediate consequence of (i), since for ideals of linear
type symmetric reductions and ordinary reductions coincide. 
Remark 2.17. To the best of our knowledge, the fact that ideals of linear type have no
proper reduction is based on the second analytic deviation and it is known in the case
where A is a Noetherian local ring. Here, the only assumption is ”commutative”.
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3. Castelnuovo-Mumford Regularity Of Residual Intersections
Our goal in this section is to estimate the regularity of residual intersections of the ideal
I, whenever I satisfies some sliding depth conditions. We use two approaches to this end.
One is based on the resolution of residual intersections which was already introduced in
Theorem 2.11- the complex C•; and the second is based on the structure of the canonical
module of the residual intersections- the work of C.Huneke and B.Ulrich in the local case
[20, 2.3]. The benefit of studding the regularity in the second way is that in this way
we obtain a necessary and sufficient condition for when the regularity gets our proposed
upper bound.
Throughout this section R =
⊕
n≥0Rn is a is a positively graded *local Noetherian
ring of dimension d with the graded maximal ideal m where the base ring R0 is a local
ring with maximal ideal m0. I and a are graded ideals of R generated by homogeneous
elements f1, · · · , fr and l1, · · · , ls, respectively, such that deg ft = it for all 1 ≤ t ≤ r with
i1 ≥ · · · ≥ ir and deg lt = at for 1 ≤ t ≤ s. For a graded ideal b, the sum of the degrees
of a minimal generating set of b is denoted by σ(b). Keep other notations as in section 2.
We first recall the definition of the Castelnuovo-Mumford regularity.
Definition 3.1. If M is a finitely generated graded R-module, the Castelnuovo-Mumford
regularity of M is defined as reg(M) := max{end(H iR+(M)) + i}.
As an analogue, we define the regularity with respect to the maximal ideal m, as
regm(M) := max{end(H im(M)) + i}.
In the course of the proof of Theorem 3.6 we shall several times use Proposition 3.4.
This proposition has its own interest as it establishes a relation between regm(M) and
reg(M). In the proof we shall use the following two elementary lemmas.
Lemma 3.2. Suppose that (A,m) is a Noetherian local ring and denote the Matlis dual
HomA(−, EA(A/m)) by υ. Let M and N be two A-module such that dim(Nυ) > dim(Mυ).
If φ :M → N is an A-homomorphism, then dim((Cokerφ)υ) = dim(Nυ).
Lemma 3.3. Suppose that (A,m) is a Noetherian complete local ring and denote the
Matlis dual HomA(−, EA(A/m)) by υ. Let M be a finitely generated A-module. Then
dim(H im(M)
υ) ≤ i for all i, and equality holds for i = dimM .
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Proposition 3.4. Assume that R is CM *local and let M be a finitely generated graded
R-module. Then
reg(M) ≤ regm(M) ≤ reg(M) + dim(R0).
Proof. Considering the m0-adic completion of R0, R̂0, we may pass to the CM *complete
*local ring R̂0 ⊗R0 R via the natural homomorphism R→ R̂0 ⊗R0 R; so that in the proof
we assume R admits a canonical module; see [2, 15.2.2].
To prove regm(M) ≤ reg(M) + dim(R0), we consider the composed functor spectral se-
quence Hpm0(H
q
R+
(M))⇒ Hp+qm (M). Let i be an integer. Notice that for all p > dim(R0),
Hpm0(−) = 0, and also if ρ > reg(M) + dim(R0)− i and p+ q = i where p ≤ dim(R0), then
ρ > end(HqR+(M))+q+dim(R0)−i = end(HqR+(M))+dim(R0)−p ≥ end(HqR+(M)). Now,
the result follows from the facts that for any integer q, HqR+(M)ρ is an R0-module, hence
Hpm0(H
q
R+
(M)ρ) ∼= Hpm0(HqR+(M))ρ(c.f. [2, 13.1.10]); so that we have the following conver-
gence of the components of the above spectral sequence Hpm0(H
q
R+
(M)ρ)⇒ Hp+qm (M)ρ.
To show that reg(M) ≤ regm(M), we consider the composed cohomology modules
Hpm0(H
q
R+
(M)) as second terms of the horizontal spectral sequence arising from the double
complex Cm0(R0) ⊗R0 CR+(M). As usual, we put this double complex in the third quad-
rant in the coordinate plane with C0m0(R0) ⊗R0 CrR+(M) at the origin, where r = max{j :
HjR+(M) 6= 0}. So that, 2E−p,−qhor = Hqm0(Hr−pR+ (M)). Now, let i be an integer such that
H iR+(M)µ 6= 0 for µ = reg(M)− i.
Let δ = max{j : Hjm0(H tR+(M)µ) 6= 0, t ≤ i and j + t ≥ i}. Notice that H iR+(M)µ
is a finitely generated non-zero R0-module, that is there exists an integer j such that
Hjm0(H
i
R+
(M)µ) 6= 0, hence δ ≥ 0. Let t ≤ i be an integer for which Hδm0(H tR+(M)µ) 6= 0,
by definition of δ, ( 2E
−(r−p),−q
hor )µ = 0 for all p ≤ i and q ≥ δ + 1. Thus ( ℓE−(r−t),−δhor )µ =
Coker(φℓ) with
φℓ := (
ℓd
−(r−t)+ℓ−1,−δ+ℓ
hor )µ : (
ℓE
−(r−t)+ℓ−1,−δ+ℓ
hor )µ → Nℓ := ( ℓE−(r−t),−δhor )µ
On the one hand, ( ℓE
−(r−t)+ℓ−1,−δ+ℓ
hor )
υ
µ is a subquotient of the module
( 2E
−(r−t)+ℓ−1,−δ+ℓ
hor )
υ
µ = (H
δ−ℓ
m0
(H t−ℓ+1R+ (M)µ))
υ
which has dimension at most δ − ℓ < δ for any ℓ ≥ 2, by Lemma 3.3.
On the other hand, N2 = H
δ
m0
(H tR+(M)µ), so that (N2)
υ has dimension δ by Lemma
3.3.
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As Nℓ+1 = Coker(φℓ), it then follows from Lemma 3.2, by recursion on ℓ, that
dim((Nℓ)
υ) = δ for all ℓ ≥ 2, in particular (∞E−(r−t),−δhor )µ 6= 0. Now, the conver-
gence of the spectral sequence, Hpm0(H
q
R+
(M)) ⇒ Hp+qm (M), implies that Hδ+tm (M)µ 6= 0.
Therefore regm(M) ≥ end(Hδ+tm (M)) + δ+ t ≥ µ+ δ+ t ≥ µ+ i = reg(M), as desired. 
The next proposition follows along the same lines as the proof of Proposition 3.4. Since
this proposition is not used in the sequel, we will not details the required variations. Part
(i) of this proposition was already proved in the articles of E.Hyry [22] and N.V.Trung[29].
Proposition 3.5. With the same notations as in Proposition 3.4.
(i) max{end(H iR+(M))} = max{end(H im(M))}.
(ii) Hpm0(H
q
R+
(M)) = 0 for all integers p and q with p+ q > dim(M).
We are ready to present our main result on the regularity of residual intersections.
Theorem 3.6. Suppose that (R,m) is CM *local, I is a homogeneous ideal which satisfies
SD1, J = a : I is an s-residual intersection of I, with a homogeneous, and I/a is generated
by at most one element locally in height s, then
reg(R/J) ≤ reg(R) + dim(R0) + σ(a)− (s− g + 1) indeg(I/a)− s.
Proof. Considering the m0-adic completion of R0, R̂0, the fact that the natural homomor-
phism R→ R̂0 ⊗R0 R is faithfully flat enables us to pass to the CM *complete *local ring
R̂0⊗R0 R via this homomorphism; so that in the proof we assume that R admits a graded
canonical module.
The assumptions of the theorem completely fulfill what that is needed for Theorem
2.11(iv). Thus R/J is CM and resolved by C•.
Before continuing, we just notice that in case where g = 1, there is no free R-module in
the tail of C•, that is Cs = Z+r−g = Z+r−1. Nevertheless, the coming proof will be the same
for both cases.
We consider the diagram of the double complex C•m(R)
⊗
R C•, where C•m(R) is the Cˇech
complex with respect to R and m; as usual we put this double complex in the third
quadrant with C0m(R)⊗R C0 at the origin.
By the acyclicity of C•, we have
2E−p,−qhor =
{
Hd−sm (R/J) p = 0 and q = d− s,
0 otherwise.
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The fact that Ci is free for i ≥ s−g+2 in conjunction with Proposition 2.5 implies that
2E−p,−qver = H
q
m(Cp) is zero if one of the following holds
• p = 0, q 6= d.
• 1 ≤ p ≤ s− g + 1 and q − p ≤ d− s.
• p ≥ s− g + 2 and q 6= d.
It follows that the only non-zero module 2E−p,−qver with q − p = d− s is 2E−s,−dver . Hence
Hd−sm (R/J) =
∞E
0,−(d−s)
hor =
∞E−s,−dver ⊆ 2E−s,−dver , and end(Hd−sm (R/J)) ≤ end( 2E−s,−dver ).
We now have to estimate end( 2E−s,−dver ) to bound the regularity of R/J .
In order to estimate end( 2E−s,−dver ), we need to review the construction of the tail of
C•. The ring S, introduced in the first section, has a structure as a positively bigraded
algebra. Considering R as a subalgebra of S, we write the degrees of an element x of R as
the 2-tuple (deg x, 0)with the second entry zero. So, let deg ft = (it, 0) for all 1 ≤ t ≤ r,
deg lt = (at, 0) for all 1 ≤ t ≤ s, deg Tt = (it, 1) for all 1 ≤ t ≤ s, and thus deg γt = (at, 1)
for all 1 ≤ t ≤ s. With these notations the Z-complex has the following shape
Z• : 0→ Zr−1
⊗
R S(0,−r + 1)→ · · · → Z1
⊗
R S(0,−1)→ Z0
⊗
R S → 0.
Consequently,
Z ′r−1 = R(−
∑r
t=1 it, 0)
⊗
R(
⊕g−1
i=1 S(0,−r + i)),
and, taking into account that a1, · · · , as is a minimal generating set of a,
Dr+s−1 = R(−
∑r
t=1 it, 0)
⊗
R(
⊕g−1
i=1 S(−σ(a),−s− r + i)) =
R(−∑rt=1 it − σ(a), 0)⊗R(⊕g−1i=1 S(0,−s− r + i)).
By definition of C•, Ci = Hrg (Dr+i−1)(∗,0), where by degree (∗, 0), we mean degree zero in
the second entry and anything in the first entry, in other word degree zero in S with it’s
natural grading. Hence, as in the proof of Proposition 3.4 it follows from the composed
functor spectral sequence that Hdm(H
r
g (Dr+i−1)(∗,0))
∼= Hr+dg+m(Dr+i−1)(∗,0).
Then, 2E−s,−dver = Ker(H
r+d
g+m(Dr+s−1) −→ Hr+dg+m(Dr+s−2))(∗,0). Let ωR be the graded
canonical module of R, then ωS exists and is equal to ωR[T1, · · · , Tr](−
∑r
t=1 it,−r). If υ
denotes the Matlis dual, HomR0(−, E0(R/m)), it then follows from the graded local duality
theorem that 2E−s,−dver = (Coker(HomS(Dr+s−2, ωS)→ HomS(Dr+s−1, ωS)))υ(∗,0). Therefore
end( 2E−s,−dver ) = − indeg(Coker(HomS(Dr+s−2, ωS)→ HomS(Dr+s−1, ωS))(∗,0)).
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Now, recall that the map θ : Dr+s−1 → Dr+s−2, in the tail of the complex D•, is defined
by the 2 × 1 matrix
(
δγs ⊗ Z ′r−1
δ′ ⊗Ks(γ;S)
)
, where δγs , is the last map in the Koszul complex
K•(γ;S) and δ
′ is the most-left map in Z ′•. So that there exists an epimorphism from
Coker(HomS(δ
γ
s , ωS)) to Coker(HomS(θ, ωS)) which yields that
− indeg(Coker(HomS(θ, ωS))(∗,0)) ≤ − indeg(Coker(HomS(δγs , ωS))(∗,0)).
Thus to get an upper bound for the regularity, we need to estimate the latter initial degree.
According to the above mentioned construction of Dr+s−1 and ωS, we have
HomS(Dr+s−1, ωS)
= HomS(
g−1⊕
i=1
S(−
r∑
t=1
it − σ(a),−s− r + i), ωR[T1, · · · , Tr](−
r∑
t=1
it,−r))
= HomS(
g−1⊕
i=1
S, ωR[T1, · · · , Tr])(σ(a), s− i)
=
g−1⊕
i=1
HomS(S, ωR[T1, · · · , Tr])(σ(a), s− i).
Notice that HomS(δ
γ
s , ωS) is in fact the first homomorphism in the Koszul complex
HomS(K•(γ;S), ωS), therefore
Coker(HomS(δ
γ
s , ωS))(∗,0) =
g−1⊕
i=1
(
ωR[T1, · · · , Tr]
(γ)ωR[T1, · · · , Tr] (σ(a), s− i)
)
(∗,0)
=
g−1⊕
i=1
(
ωR(σ(a), 0)
⊗
R
S
(γ)
(0, s− i)
)
(∗,0)
=
g−1⊕
i=1
(
ωR(σ(a), 0)
⊗
R
(
S
(γ)
)
(∗,s−i)
)
.
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At the moment, let in = indeg(I/a), in this case for all i < in, Ii = ai thus T1, · · · , Tn−1 ∈
(γ); so that (
S
(γ)
)
(∗,s−i)
=
⊕
αn+···αr=s−i
(
(γ) +RT αnn . . . T
αr
r
(γ)
)
.
It then follows that
indeg(Coker(HomS(δ
γ
s , ωS))(∗,0))
= indeg
(
g−1⊕
i=1
(
ωR(σ(a), 0)
⊗
R
(
S
(γ)
)
(∗,s−i)
))
=
g−1
min
i=1
{
indeg
(
ωR(σ(a), 0)
⊗
R
(
S
(γ)
)
(∗,s−i)
)}
≥ indeg(ωR(σ(a))) +
g−1
min
i=1
{
indeg
( ⊕
αn +···αr=s−i
(
(γ) +RT αnn . . . T
αr
r
(γ)
))}
≥ indeg(ωR(σ(a))) + (s− g + 1)in
≥ − reg(R) + d− dim(R0)− σ(a) + (s− g + 1) indeg(I/a),
where the last inequality follows from Proposition 3.4. It shows that
end(Hd−sm (R/J)) ≤ − indeg(Coker HomS(δγs , ωS))(∗,0)))
≤ reg(R)− d+ dim(R0) + σ(a)− (s− g + 1) indeg(I/a).
Again according to Proposition 3.4, we have reg(R/J) ≤ end(Hd−sm (R/J)) + d − s which
in conjunction with the above inequality implies that,
reg(R/J) ≤ reg(R) + dim(R0) + σ(a)− (s− g + 1) indeg(I/a)− s.

We recall that in the case of linkage, that is when s = g, if in addition one has dim(R0) =
0, then the inequality in Theorem 3.6 is in fact an equality. However when dim(R0) 6= 0,
the next simple example shows that, in some cases, the regularity of residual intersections
(or even linked ideals) may be strictly less than the proposed formula.
Example 3.7. Let R0 := K[x](x) and R := R0[y]. In this case let I = (y), a = (xy)
and J = (x) be ideals of R. It is now easy to see that I is linked to J by a. Therefore
CM RESIDUALS AND THEIR CASTELNUOVO-MUMFORD REGULARITY 25
the invariants mentioned in Theorem 3.6 are determined as follow, reg(R) = reg(R/I) =
reg(R/J) = 0, dim(R0) = 1, σ(a) = 1, s− g+1 = 1, indeg(I/a) = 1, and indeg(J/a) = 0.
Therefore the formula is the equality for R/J and an strict inequality for R/I.
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4. Graded Canonical Module of Residual Intersections
In this section, assume in addition that R =
⊕∞
i=0Ri is a standard positively graded
Noetheian ring, such that the base ring (R0,m0) is Aritinian local with infinite residue
field. As well, the ideals a, I, and J assumed to be homogeneous.
Although in our approach to residual intersection we completely remove the Gs condi-
tion, in the presence of the Gs condition, if R is Gorenstein and R0 is an Artinian local
ring with infinite residue field, the graded structure of the canonical module of residual
intersection can be determined, due to [20, 2.3]. Using the structure of the graded canon-
ical module in this situation, we can exactly determine when the upper bound obtained
for the regularity of residual intersection can be achieved.
The properties of ideals a such that the ideal a : I is a residual intersection of I, have
been already studied in some other senses, see for example [27, 4.2]. Here, we concentrate
on this point of view to get a homogeneous version of Artin-Nagata’s key lemma [1, lemma
2.3].
Definition 4.1. Suppose that J = a : I is an (geometric) s-residual intersection of I. We
say that a has an A-N homogeneous generating set, if there exists a homogeneous gener-
ating set a1, · · · , as of a such that (a1, · · · , ai) : I is an (geometric) i-residual intersection
of I for all s ≥ i ≥ g.
As an example, if J is (geometrically) linked to I, that is, when s = ht I, then the
ideal a has an A-N homogeneous generating set. As well, we shall see in Lemma 4.4 that
if I is a homogeneous ideal of the CM ring R which satisfies G∞, then, for any residual
intersection a : I of I, a has an A-N homogeneous generating set. Also a generic residual
intersection (if it exists) provides an example of A-N homogeneous generating set, [20].
The following lemma is needed in the proof of Lemma 4.4. We recall that a proof of this
lemma in (non-graded) local case is given in [24, Theorem 5.8] and [30, Lemma 1.3]. Also
[6, 2.5] detailing what one can imagine about Lemma 4.4, however, for the proof of [6, 2.5]
a proof for Lemma 4.2 seems indispensable.
Lemma 4.2. Let M =
⊕
j∈ZMi be a finitely generated graded R-module minimally gen-
erated by homogeneous elements of degrees d1 ≥ · · · ≥ ds . Then for any finite set of
homogeneous prime ideals P = {p1, · · · , pn}, there exists a homogeneous element x ∈ M
of degree d1 such that for all 1 ≤ i ≤ n, µ((M/(Rx))pi) = max{0, µ((M)pi)− 1}.
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Proof. We first note that, for a graded R-module L and a homogeneous prime ideal p,
µ(L(p)) = µ(Lp), where L(p) is the homogeneous localization of L at p. Therefore in
the course of the proof we deal with the homogeneous localization instead of the usual
localization. We may also assume that (M)pi 6= 0 for every 1 ≤ i ≤ n. Let M i be the
preimage of piM(pi) in M . Our aim is to show that Md1\
⋃n
i=1(M
i) 6= ∅.
Let m1, · · · , ml be a homogeneous minimal generating set of M with degmi = di. If
m ∈ P, say m = p1, then m1 /∈ M1, since m1, · · · , ml is a minimal generating set of M .
For another element pi ∈ P\{m}, as M 6= M i, there exists ij ∈ {1, · · · , s} such that
mij /∈M i. Hence, if ci = d1−dij , since (R0,m0) is Artinian and R is a standard positively
graded ring, we have Rci\(pi)ci 6= ∅. Now, for any ri ∈ Rci\(pi)ci, rimij ∈ Md1\M i.
Therefore for all 1 ≤ i ≤ n, Md1 6= M id1 , in particular by NAK’s lemma Md1 6= M id1 +
m0Md1 . Now taking into account that R0/m0 is an infinite field, we haveMd1 6=
⋃n
i=1(M
i
d1
+
m0Md1). In particular, Md1\
⋃n
i=1M
i
d1
6= ∅, as desired. 
Remark 4.3. Keep the same assumptions as in Lemma 4.2.
(i) If m /∈ P, then for any d ≥ d1 an element of degree d exists such that satisfies the
assertion of the lemma. Indeed in this case, for any p ∈ P and c ≥ 0, Rc 6= pc-the
fact which is needed for the proof.
(ii) If (R0,m0) is not Artinian, then Lemma 4.2 is no longer true. As a counter-
example, suppose that (R0,m0) is a Noetherian local ring and that p and q are
two non-maximal prime ideals of R0. Let X be an indeterminate. Consider M =
R0/p
⊕
R0/q(−1) as a graded R = R0[X ]-module by trivial multiplication. Under
these circumstances for P = {p + (X), q + (X)}, there exists no appropriate x
desired by the lemma.
Lemma 4.4. If I satisfies Gs and J = a : I is an s-residual intersection of I, then a has
an A-N homogeneous generating set.
Proof. Applying Lemma 4.2 with P = {m}. The proof is similar to that of [30, 1.4], we
only replace lemma 1.3 in the proof of [30, Lemma 1.4], by Lemma 4.2 and note that the
set Q employed in [30, 1.4] entirely consists of homogeneous prime ideals.

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The next lemma is the base in the inductive construction of the canonical module of
residual intersection. A proof of this lemma can be found in [20, 2.1] or [30, 2.1]. Here we
give a slightly different proof.
Lemma 4.5. Let R be CM and let ωR be its canonical module. Let I be a homogeneous
ideal of height g such that ωR/IωR is CM and let α = α1, · · · , αg be a maximal homogeneous
regular sequence in I. Set J = (α) : I. Then R/J is CM and ωR/J =
IωR
(α)ωR
(σ((α))).
Proof. Notice that (ωR/(α)ωR)(σ((α))) = ωR/(α), [3, 3.6.14]. So in order to prove the
assertion we can pass to the case where (α) = 0. By [3, 3.3.10], Hom(ωR/IωR, ωR)m is
CM of dimension d. Moreover Hom(ωR/IωR, ωR) = Hom(R/I,R) = J , [2, 13.3.4(ii)].
Therefore J is CM of dimension d; so that depth(R/J) ≥ d− 1.
Now, consider the homogeneous commutative diagram
0 −→ IωR −→ ωR −→ ωR/IωR −→ 0
↓ ‖ ↓ γ
0 −→ Hom(R/J, ωR) −→ ωR −→ Hom(J, ωR) −→ Ext1R(R/J, ωR) −→ 0
with exact rows. It is straightforward, but messy, to see that γ is the natural homomor-
phism which is the composition of the following natural homogeneous homomorphisms:
ωR/IωR −→ Hom(Hom(ωR/IωR, ωR), ωR)
≃ Hom(Hom(R/I,Hom(ωR, ωR)), ωR)
≃ Hom(Hom(R/I,R), ωR) ≃ Hom(J, ωR).
Hence by [3, 3.3.10], γm is an isomorphism which implies that γ is an isomorphism, thus
Ext1R(R/J, ωR) = 0, which in conjunction with the local duality theorem for the local
ring Rm implies that R/J is CM of dimension d. Also, considering 5-lemma one sees that
IωR ≃ Hom(R/J, ωR) ≃ ωR/J , [3, 3.6.12], which completes the proof. 
Remark 4.6. Recall that if I is SCM then ωR/IωR and all of the Koszul homology modules
of ωR with respect to any generating set of I is CM.(see for example [28].)
Proposition 4.7. Assume R is Gorenstein standard graded with R0 Artinian local and
the graded canonical module ωR = R(b), where b is an integer. Suppose that J = a : I is a
geometric s-residual intersection of I. Assume moreover that I is SCM and satisfies Gs.
Then R/J is CM of dimension d− s, and ωR/J ∼= (I + J/J)s−g+1(b+ σ(a))
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Proof. The fact that R/J is CM is followed from Theorem 2.11. We continue to the proof
by using induction on s−g. In the case where s = g, a can be generated by a homogeneous
regular sequence [3, 1.5.16 and 1.6.19 ]; and hence the result follows immediately from
Lemma 4.5.
Let s−g > 0. By Lemma 4.4 there exists an A-N homogeneous generating set for a, say
{a1, · · · , as}. (Notice that, under the hypothesis of the proposition, ht J = s by Theorem
2.11, hence µ(a) = s. Thus the length of the A-N homogeneous generating set does not
exceed s). Now Js−1 = (a1, · · · , as−1) : I is a geometric (s − 1)-residual intersection of
I. let ′ denote the natural homomorphism from R to R/Js−1. By induction hypothesis,
ωR′ ∼= (I ′)s−g(b + σ((a1, · · · , as−1))) = (I ′)s−g(b +
∑s−1
i=1 deg ai). Also by [19, 3.1], R
′ is
CM, and I ′ is a height one SCM ideal in R′. Furthermore, a′s is a regular element in I
′
and J ′ = a′s : I
′, [30, 1.7(d),(f)]. Hence by Lemma 4.5, ωR/J ∼= I ′ωR′/(a′s)ωR′(deg as) ∼=
(I ′)s−g+1/a′s(I
′)s−g(b+
∑s
i=1 deg ai).
Now, applying the same argument as in the last lines of the proof of [20, 2.3]
for the local ring Rm, it is easy to see that the natural homogeneous epimorophism
from (I ′)s−g+1/a′s(I
′)s−g to (I + J/J)s−g+1 is an isomorphism. Therefore ωR/J ∼= (I +
J/J)s−g+1(b+
∑s
i=1 deg ai) = (I + J/J)
s−g+1(b+ σ(a)). 
Now, we are ready to present the second main result of this section. Here, we give a
sharp formula for the Castelnuovo–Mumford regularity of geometric residual intersection
of SCM ideals which satisfies Gs.
Proposition 4.8. Assume that R is a Gorenstein standard graded, with R0 Artinian local,
and that I is a SCM ideal which satisfies Gs. If J is a geometric s-residual intersection
of I, then
reg(R/J) ≤ reg(R) + σ(a)− (s− g + 1) indeg(I/a)− s,
and the equality holds if and only if ((I/a)i)
s−g+1 6= 0, where i = indeg(I/a).
Proof. We first recall that, since (R0,m0) is an Artinian local ring, for any R-module L
and any integer i, H im(L) = H
i
R+
(L). Hence, by the definition of Castelnuovo–Mumford
regularity and Theorem 2.11,
reg(R/J) = max{end(H iR+(R/J)) + i : 0 ≤ i ∈ Z} = end(Hd−sR+ (R/J)) + d− s.
30 S. H. HASSANZADEH
Using the graded local duality theorem [2, 13.4.2 and 13.4.5(iv)], one has end(Hd−sR+ (R/J)) =
end(HomR0(ωR/J , ER0(R0/m0))) = − indeg(ωR/J ). Therefore, we have to compute indeg(ωR/J).
By Proposition 4.7, indeg(ω(R/J)) = indeg((I+J/J)
s−g+1(b+σ(a))). Recalling that under
the conditions of the theorem I ∩ J = a, we have indeg((I + J/J)s−g+1(b + σ(a))) =
indeg((I/a)s−g+1) − (b + σ(a)) ≥ (s − g + 1) indeg(I/a) − b − σ(a). Thus we get
reg(R/J) ≤ σ(a)−(s−g+1) indeg(I/a)+b−s = reg(R)+σ(a)−(s−g+1) indeg(I/a)−s.
Also the equality holds if and only if indeg((I/a)s−g+1) = (s− g + 1) indeg(I/a) 
5. Perfect Ideals Of Height 2
In this section, using the tool of a generalized koszul complex, Eagon-Northcott complex,
we demonstrate a free resolution for residual intersections of perfect ideals of height 2. So
that, we show that in this case, we prove the equality of the upper bound which is found
in the previous section.
Throughout, R is a standard graded Cohen–Macaulay ring over a field R0 = K, I is
a homogeneous ideal of R minimally generated by f1, . . . , fr ∈ R with deg fj = ij for
1 ≤ j ≤ r and also i1 ≥ · · · ≥ ir−u > ir−u+1 = · · · = in for some 1 ≤ u ≤ r. Let
a = (l1, . . . , ls) be a homogeneous s-generated ideal of R properly contained in I with
deg li = ai for 1 ≤ i ≤ s and a1 ≥ · · · ≥ ak > ak+1 = · · · = as = ir. Let J = a : I be an
s-residual intersection of I.
We start with an elementary combinatorial computation, which is auxiliary in the proof
of the main theorem of this section.
Lemma 5.1. Let m be a positive integer, then
βm(t) := (−1)m
m∑
j=0
(−1)jjt
(
m
j
)
=
{
0 if t ≤ m− 1,
> 0 otherwise.
Proof. Consider the polynomial αm := (x − 1)m and define a sequence of polynomials as
follow. α0m(x) = αm(x), α
1
m(x) = α
′
m(x) and α
i+1
m (x) = (xα
i
m(x))
′ for i ≥ 1 (Here, ′
stands for the ordinary derivation). Considering the binomial expansion of αm(x), it is
easy to see that αtm(1) = βm(t). Thus we have to show that α
0
m(1) = · · · = αm−1m (1) = 0
and αim(1) ≥ 1 for i ≥ m.
We use induction on m. In the case where m = 1, we have α0m(x) = (x− 1), α1m(x) = 1
for all i ≥ 1, as desired.
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Now, note that αm(x) = (x − 1)αm−1(x) therefore by a straightforward argument one
can show for i ≥ 1 that,
αim(x) =
(
i
0
)
α0m−1(x) + x
(
i
1
)
α1m−1(x) + · · ·+ x
(
i
i− 1
)
αi−1m−1(x) + (x− 1)
(
i
i
)
αim−1(x).
Now, by induction, the claim follows immediately from the following equation for i ≥ 1,
αim(1) =
(
i
0
)
α0m−1(1) +
(
i
1
)
α1m−1(1) + · · ·+
(
i
i− 1
)
αi−1m−1(1).

With the notations mentioned before the above lemma, we have the main theorem in
this section.
Theorem 5.2. If I is a perfect ideal of height 2, then
(i) J is perfect of height s,
(ii) s− k ≤ u,
(iii) reg(R/J) = reg(R) + σ(a)− (s− 1) indeg(I)− s, whenever s− k ≤ u− 1.
Proof. Consider a minimal free resolution for I and a,
0 −→ ⊕r−1t=1 R(−bt) −→ ⊕rt=1R(−it) −→ I −→ 0
↑ ↑
· · · −→ ⊕st=1R(−at) −→ a −→ 0 .
The mapping cone of the above diagram provides a free presentation for I/a
· · · −−−→ ⊕r−1t=1 R(−bt)⊕st=1R(−at) ψ−−−→ ⊕rt=1R(−it) −−−→ I/a −−−→ 0.
By Fitting Theorem [9, 20.7] a : I = ann(I/a) ⊆ √(Ir(ψ)), thus grade Ir(ψ) ≥ grade(a :
I) = s = (r − 1 + s)− r + 1; so that by[9, Exercise 20.6] Ir(ψ) = a : I and moreover, the
Eagon-Northcott complex of ψ provides a free resolution for R/Ir(ψ) = R/J say
N• : 0→ Ns−1[σ]→ . . .→ N1[σ]→ N0[σ]→ R→ R/J → 0.
with Nj = (Symj(
⊕r
t=1R(−it))∗
⊗∧r+j(⊕r+s−1t=1 R(−ct)) where c1, . . . , cr+s−1 are inte-
gers such that {c1, . . . , cr+s−1} = {b1, . . . , br−1, a1, . . . , as} with c1 ≥ . . . ≥ cr+s−1 and
σ = σ(a). The module Nj , 0 ≤ j ≤ s− 1, is a graded free module generated by elements
of degrees −(it1 + . . . + itj ) + (ck1 + . . . + ckr+j) with t1 ≤ . . . ≤ tj and k1 < . . . < kr+j.
Observing the double complex C•m
⊗
RN•, we get two spectral sequences
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∞E−i,−jhor =
2E−i,−jhor =
{
Hd−jm (R/J) if i = 0,
0 otherwise.
1E−i,−jver =

Hdm(R) if i = 0 and j = d,
Hdm(Ni−1[σ]) if i ≥ 1 and j = d,
0 otherwise.
Since s ≤ d, the correspondence of these two spectral sequences yields H im(R/J) = 0
for i = 0, . . . , d− s− 1. As ht J ≥ s, we also have H im(R/J) = 0 for i > d − s, hence , as
J is non-trivial, we have dim(R/J) = depth(R/J) = d − s. Therefore J is CM of height
s. This completes (i).
To see (ii), note that ht J = s in (i), means that a can not be generated by a less number
of generators than s. Now, note that as K-vector spaces air is a subspace of Iir , the former
is of dimension s− k while the later is of dimension u; so that s− k ≤ u. This shows (ii).
To prove (iii), we first introduce two numerical functions f and n.
f(j) := The maximum degree of generators of Nj [σ]=
∑r+j
t=1 ct − jir − σ, and
n(j) := The number of generators of Nj [σ] of the maximum degree f(j).
By Hilbert-Burch theorem, [10, 3.13], we have b1, . . . , br−1 > ir ≥ r − 1 ≥ 1 and
σ =
∑r−1
t=1 bt. On the other hand, f(j + 1) − f(j) = cr+j+1 − ir for 0 ≤ j ≤ s − 2 .
Therefore we get the following ordering of f(j)’s for 0 ≤ j ≤ s− 1,
0 < f(0) < . . . < f(k − 1) = f(k) = . . . = f(s− 1).
Now, return to the spectral sequence that we mentioned above. The spectral sequence
1E−i,−jver yields the following exact sequence,
0→ Hd−sm (R/J)→ Hdm(Ns−1[σ])→ . . .→ Hdm(N0[σ])→ Hdm(R)→ 0. (5.1)
Hence end(Hd−sm (R/J)) ≤ end(Hdm(Ns−1[σ])). Equivalently,
reg(R/J)− (d− s)
≤ reg(Ns−1[σ])− d = reg(R) + f(s− 1)− d
= reg(R) +
s∑
i=1
di − (s− 1)ir − d.
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To prove the equality we show that end(Hd−sm (R/J)) = a + e where a = f(s − 1) and
e = end(Hdm(R)). For 0 ≤ j ≤ s − 1, Hdm(Nj [σ]) = · · ·
⊕
(Hdm(R)(−a))n(j). Hence if
Hdm(R)e = K
t for some t > 0. Then the (e + a)-th strand of 5.1 is as below
0→ Hd−sm (R/J)e+a → Ktn(s−1) → . . .→ Ktn(k−1) → 0.
Therefore Hd−sm (R/J)e+a 6= 0 if and only if
∑s−1
j=k−1(−1)jn(j) 6= 0. To this end we compute
n(j) for k − 1 ≤ j ≤ s− 1. ( In the case where k = 0, 0 ≤ j ≤ s− 1) n(j) consists of two
parts
a) Number of choices of j elements from the set {ir−u+1, . . . , ir} with possible repeated
elements; that is
(
u+j−1
u−1
)
.
b)Number of choices of (j−k+1) elements from the set {ak+1, . . . , as}without repeated
elements; that is
(
s−k
j−k+1
)
.
So, we have n(j) =
(
s−k
j−k+1
)(
u+j−1
u−1
)
for k−1 ≤ j ≤ s−1. To show that∑s−1j=k−1(−1)jn(j) 6=
0, we need to show that
∑s−1
j=k−1(−1)j
(
s−k
j−k+1
)
(j+1) · · · (j+u−1) 6= 0. As (j+1) · · · (j+u−1)
is a polynomial of degree u− 1 of j with positive coefficients, it is sufficient to show that∑s−1
j=k−1
(
s−k
j−k+1
)
jt has the same sign for each 0 ≤ t ≤ u − 1 and at least one of them is
non-zero.
Changing the variable j by j′ = j − k + 1, we have to compute∑s−k
j′=0(−1)j
′+k−1
(
s−k
j′
)
(j′ + k − 1)t.
So, it is enough to determine the sign of the summation∑s−k
j′=0(−1)j
′+k−1
(
s−k
j′
)
j′t = (−1)k−1−(s−k)βs−k(t) = (−1)s+1βs−k(t), for 0 ≤ t ≤ u− 1.
As s− k ≤ u− 1, 5.1 implies that βs−k(t) = 0 for t ≤ s− k − 1 and βs−k(t) has the same
sign as (−1)s+1 for s− k ≤ t ≤ u− 1 which completes the proof.

Remark 5.3. In the case where s−k = u, Lemma 5.1 implies that βu(t) = 0 for all t ≤ u−1,
that means
∑s−1
j=k−1(−1)jn(j) = 0 thus reg(R/J) < reg(R)+
∑s
i=1 di−(s−1)ir−s. Indeed
in this case if we have i1 ≥ · · · ≥ ir−v > ir−v+1 = · · · = ir−u > ir−u+1 = · · · = in and
a1 ≥ · · · ≥ ak−t > ak−t+1 = · · · = ak = ir−u > ak+1 = · · · = as = ir, then by the
same argument as in the proof of Theorem 5.2, one can see that t ≤ u − v and that
reg(R/J) = reg(R) + σ(a)− (s− 1)ir−u − s, whenever t < u− v.
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Continuing in this way by a similar argument as in Theorem 5.2, one can deduce the
next proposition.
Proposition 5.4. If I is a perfect ideal of height 2 and J 6= R, then
reg(R/J) = reg(R) + σ(a)− (s− 1) indeg(I/a)− s.
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COHEN-MACAULAY RESIDUAL INTERSECTIONS AND THEIR
CASTELNUOVO-MUMFORD REGULARITY
SEYED HAMID HASSANZADEH
Abstract. In this article we study the structure of residual intersections via constructing
a finite complex of not necessarily free modules. The complex provides information about
an ideal which coincides with the residual intersection in the geometric case; and is
closely related to it in general. A new success obtained through studying such a complex
is to prove the Cohen-Macaulayness of residual intersections of a wide class of ideals.
In particular, it is shown that in a Cohen-Macaulay local ring, any geometric residual
intersection of an ideal which satisfies the sliding depth condition is Cohen-Macaulay;
this is an affirmative answer for one of the main open questions in the theory of residual
intersections, [19, Question 5.7].
The complex we come up with suffices to obtain a bound for the Castelnuovo-Mumford
regularity of a residual intersection in terms of the degrees of minimal generators. More
precisely, in a positively graded Cohen-Macaulay *local ring R =
⊕
n≥0Rn, if J = a : I
is a ”geometric” s-residual intersection such that ht(I) = g > 0 and I satisfies a sliding
depth condition then reg(R/J) ≤ reg(R) + dim(R0) + σ(a) − (s− g + 1) indeg(I/a)− s,
where σ(a) is the sum of the degrees of elements of a minimal generating set of a. It is
also shown that the equality holds whenever I is a perfect ideal of height two and R0 is
a field.
1. Introduction
The notion of the residual intersection was originally introduced by Artin and Nagata
[1]; it has been extensively studied by Huneke, Ulrich and others. Residual intersections
classify interesting classes of ideals in graded and local rings and have significant geometric
applications [10].
Date: Dec 30, 2010 .
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Key words and phrases. Castelnuovo-Mumford regularity, Generalized Koszul complex, Gs condition,
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Throughout the paper, R is a Noetherian (graded) ring. Let I be a (graded) ideal of
height g in the local (*local) ring R, and let s ≥ g be an integer; an s-residual intersection
of I is an ideal J such that J = a : I for some (graded) ideal a ⊆ I with ht(J) ≥ s ≥ µ(a)
(µ denoting the minimal number of generators). In the case that R is Gorenstein, I is
unmixed, and ht(I) = ht(J) the notions of residual intersection and linkage are the same.
Two important examples of residual intersections which also demonstrate the ubiquity
of such ideals are as follow (these examples are given in [18, 4.1-4.3]): The ideal defined
by the maximal minors of a generic s by r matrix with r < s is an (s − r + 1)-residual
intersection of the ideal defined by the maximal minors of a generic s × (s + 1) matrix,
which is a perfect ideal of height 2. Another example, if R is a Cohen-Macaulay (from now
on, abbreviated by CM) local ring and I is an ideal of positive height that satisfies the
condition G∞ then the defining ideal of the extended symmetric algebra of I is a residual
intersection.
A main problem in the context of residual intersections is to find conditions for when
residual intersections are Cohen-Maucaulay, since this is a central property that controls
various invariants of ideals. The CM property and the structure of canonical module of
residual intersections are carefully studied in several works, e.g., [7], [18], [19], [30]. Most
of these works deeply apply a crucial lemma of Artin and Nagata [1, Lemma 2.3] which
provides an inductive argument to reduce a problem in residual intersections to a similar
problem in the linkage theory. One of the most important condition required for this
lemma, or similar results, is the Gs condition which bounds the local number of generators
of an ideal; more precisely, we say that an ideal I satisfies the condition Gs, if µ(Ip) ≤ ht(p)
for all prime ideal p containing I such that ht(p) ≤ s − 1. We say that I satisfies G∞,
if I satisfies Gs for all s. The other conditions which are required to provide the CM
property of residual intersections are some depth conditions on Koszul homology modules
of I such as strongly Cohen-Macaulay (SCM) and Sliding depth condition (SD). Another
goal in the theory of residual intersections is to find the entire free resolution or even the
generators of residual intersections. An explicit resolution for residual intersections is only
known in some special cases and involves generalized Koszul complexes and approximation
complexes, e.g., [4]and [22].
The interplay among residual intersections and some arithmetic subjects in commuta-
tive algebra such as analytic spread, reduction number, etc, see [17], [27], [32], is at the
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origin of a lot of attempts to weaken the conditions which infer some arithmetic proper-
ties of residual intersections. Some sort of depth assumptions was known to be required
for residual intersections to be Cohen-Macaulay, see [30], on the other hand removing
the Gs condition remained as the main challenge in the theory of residual intersections.
As C.Huneke and B. Ulrich mentioned in their paper [19, Question 5.7], the main open
question is:
Suppose that R is a local CM ring and I is an ideal of R which is SCM (or
even has sliding depth). Let J be any residual intersection of I. Then is
R/J CM ?
One main purpose of this paper is to answer this question affirmatively. The idea
is that we construct a finite complex C• whose tail consists of free modules and whose
beginning terms are finite direct sums of cycles of the Koszul complex. It is shown in
Proposition 2.8 that this complex is acyclic under some sliding depth conditions on cycles
of the Koszul complex. These conditions are precisely defined in Definition 2.3 with the
abbreviated form SDCk for some integer k. We then provide some conditions which imply
the SDCk condition. By the way, in Proposition 2.6, we completely determine the local
cohomology modules (and consequently clarify the depth) of the last cycle of the Koszul
complex wherein the Koszul homology is not zero. This result improves a proposition of
Herzog, Vasconcelos and Villareal [16, 1.1]. This investigation ensures the acyclicity of the
complex C• without any assumption on I whenever the residual intersection is close to the
linkage, i.e. when s− g ≤ 2; see Corollary 2.9. The importance of s-residual intersections
which are close to linked ideals is due to the fact that these ideals contain a class of ideals
whose Rees algebras are CM; see for example [17] and [30]. The ideal which is resolved by
C•, say K, is quite close to the residual intersection; indeed in Theorem 2.11 it is shown
that K is always contained in J and has the same radical as J . Moreover, if I satisfies
the sliding depth condition SDC1 then K is CM. Therefore, the affirmative answer for
the above mentioned open question is in the case where K = J . It is shown in Theorem
2.11(iv) that if I/a is generated by at most one element locally in height s then K = J .
In particular, if the residual intersection is geometric then the answer of the ”question” is
affirmative; see Corollary 2.12.
Having an approximation complex for the residual intersection in hand, we establish
a bound for the Castelnuovo-Mumford regularity of residual intersections in terms of the
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degrees of their defining ideals. Determining this bound needs several careful studies of the
degrees and the maps in C•. More precisely, it is shown in Theorem 3.6 that if J = a : I is
an s-residual intersection of an ideal I that satisfies the SD1 condition with ht(I) = g > 0
and I/a is generated by at most one element locally in height s then
reg(R/J) ≤ reg(R) + dim(R0) + σ(a)− (s− g + 1) indeg(I/a)− s.
This formula generalizes the previous known facts about the regularity of linked ideals.
With the coarse of the proof of Theorem 3.6, we need to know about the relation between
the ordinary Castelnuovo-Mumford regularity of finitely generated graded R-modules and
another invariant which we call it the regularity with respect to the maximal ideal,
regm(M) := max{end(H im(M)) + i}. It is shown in Proposition 3.4 that reg(M) ≤
regm(M) ≤ reg(M) + dim(R0). This proposition enables us to state the above inequality
for the regularity without any restriction on the dimension of R0 - besides it generalizes
previous results of Hyry [21] and Trung [29].
In the presence of the Gs condition, in Lemma 3.11, we prove a graded version of the
crucial lemma of Artin and Nagata. With the aid of this lemma, under the condition
Gs, in Proposition 3.14, a different proof (from Theorem 3.6 ) for the inequality of the
regularity of residual intersections is given. In addition, a criterion is provided to decide
when the regularity of residual intersections attains the proposed upper bound.
The paper is closed with the formula of the regularity of the residual intersections of
perfect ideals of height two.
Some of the straightforward verifications which are omitted in the proofs can be found
in the author’s Ph.D. thesis.
2. Residual Intersection Without The Gs Condition
Throughout this section R is a Noetherian ring of dimension d, I = (f1, · · · , fr) is an
ideal of grade g ≥ 1, a = (l1, · · · , ls) is an ideal contained in I, s ≥ g, J = a :R I, and
S = R[T1, · · · , Tr] is a polynomial extension of R with indeterminates Ti’s. We denote
the symmetric algebra of I over R by SI and consider SI as an S-algebra via the ring
homomorphism S → SI sending Ti to fi as an element of (SI)1 = I. Let {γ1, · · · , γs} ⊆ S1
be linear forms whose images under the above homomorphism are li ∈ (SI)1, (γ) be
the S-ideal generated by γi’s and g := (T1, · · · , Tr). For a sequence of elements x in a
commutative ring A and an A-module M , we denote the koszul complex by K•(x;M), its
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cycles by Zi(x;M) and homologies by Hi(x;M). For a graded module M , indeg(M) :=
inf{i : Mi 6= 0} and end(M) := sup{i : Mi 6= 0}. Setting deg(Ti) = 1 for all i, S is a
standard graded over S0 = R.
To set one more convention, when we draw the picture of a double complex obtained
from a tensor product of two finite complexes (in the sense of [33, 2.7.1]), say A⊗B;
we always put A in the vertical direction and B in the horizontal one. We also label the
module which is in the up-right corner by (0, 0) and consider the labels for the rest, as the
points in the third-quadrant.
Now consider the koszul complex
K•(f ;R) : 0→ Kr δ
f
r−→ Kr−1
δfr−1−−→ · · · → K0 → 0.
Let Zi = Zi(f ;R). The Z-complex of I with coefficients in R is
Z• = Z•(f ;R) : 0→ Zr−1
⊗
R S(−r + 1)
δTr−1−−→ · · · → Z1
⊗
R S(−1)
δT
1−→ Z0
⊗
R S → 0.
Recall that Zr = 0, H0(Z•) = SI and Hi(Z•) is finitely generated SI-module for all i, [14,
4.3].
In order to make our future structures and computations more transparent, we need to
add some intricacies to the Z-complex.
For i ≥ r− g+1, the tail of the koszul complex K•(f ;R) resolves Zi. Now we construct
our first double complex F with F−i,−j = Kr−j+i
⊗
R S(−i − r + g − 1) for 0 ≤ i ≤
g−2 and 0 ≤ j ≤ g− i−2. F is a truncation of K•(f ;R)
⊗
RK•(T ;S): (δ := −r+ g−1)
0

0 // Kr ⊗ S(δ)

0

...

0 //

Kr ⊗ S(−r + 2)
∂′r //
δfr⊗Id

· · · // Kr−g+3 ⊗ S(δ)

0 // Kr ⊗ S(−r + 1) // Kr−1 ⊗ S(−r + 2) // · · · // Kr−g+2 ⊗ S(δ)
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The complex F is a double complex of free S-modules which maps vertically onto the tail
of Z•. So that if we replace the last g modules of Z• by Tot(F), with the composition map
Kr−g+2
⊗
R S(−r+ g− 1)
δfr−g+2⊗Id−−−−−−→ Zr−g+1
⊗
R S(−r+ g− 1)
δTr−g+1−−−−→ Zr−g
⊗
R S(−r+ g),
then we have a modified Z-complex, say Z ′•, which has the same homologies as Z•, see
[12], while its tail consists of free S-modules. Precisely
Z ′• := 0→ Z ′r−1 → · · · → Z ′0 → 0,
where
Z ′i =
{
Ki+1
⊗
R(
⊕g−1
t=r−i S(−r − t)) if i ≥ r − g + 1,
Zi otherwise.
Now consider the double complex E := Z ′•
⊗
S K•(γ;S). Denote D• := Tot(E) as the
following complex,
D• : 0→ Dr+s−1 → · · · → D1 → D0 → 0.
Then H0(D•) = SI/(γ)SI and for all 0 ≤ i ≤ r + s − 1 the biggest integer i such that
S(−i) appears in the summands of Di is i, moreover
indeg(Di) =

i 0 ≤ i ≤ r − g,
r − g + 1 r − g + 1 ≤ i ≤ r − 1,
i− g + 2 r ≤ i ≤ r + s− 1.
Still we want to study the properties of the complex D•. We shall sometimes use the
following lemma,
Lemma 2.1. Let M be an R-module. Then
(i) H ig(M
⊗
R S) = 0 for all i 6= r,
(ii) there exists a functorial isomorphism θM : H
r
g (M
⊗
R S)→ M
⊗
RH
r
g (S).
Proof. (see[11, 2.1.11]) The proof goes along the same line as in the case M = R. (i)
follows from the fact that T1, · · · , Tr is a regular sequence on M
⊗
R S and (ii) from the
computation of Hrg (−) via the Cˇech complex on T1, · · · , Tr. 
The above lemma implies that Hjg(Di) = 0 if j 6= r and end(Hrg (Di)) ≤ −r + i for all i.
In particular, Hrg (Di)0 = 0 for all i ≤ r − 1. In the spirit of [5, 3.2(iv)] we introduce the
complex Z+• of R-modules,
Z+• := Hrg (D•)0 : 0→ Z+r−1 → · · · → Z+r−s+1 ϕ0−→ Z+r−s → 0.
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Notice that Z+i = Z+r−s+i, where, by Lemma 2.1, for j ≥ r − g + 1, Z+j is a free R-module
and for j ≤ r − g it is a direct sum of finitely many copies of some elements of the set
{Zmax{j,0}, · · · , Zr−1}.
M.Chardin and B.Ulrich [5, 3.2] show that under some conditions on I and a the only
non-zero homology of this complex is Cokerϕ0 ∼= a : I. Our aim in this section is to
extend their result by removing almost all of the conditions imposed on I and a to obtain
a sufficient condition for the acyclicity of Z+• and to determine the structure of Cokerϕ0.
Achieving this aim sheds some light on the structure of residual intersections. The next
lemma is a key to our aim.
Lemma 2.2. If I = a, then the only non-zero homology of Z+• is Cokerϕ0 ∼= R.
Proof. Let C•g (S) be the Cˇech complex associated to g and S. Consider the double complex
G := C•g (S)
⊗
S D•. By Lemma 2.1, all the vertical homologies except those in the base
row vanish. Therefore
1Ever = 0→ Hrg (Dr+s−1)→ · · · → Hrg (Dr+1) ϕ−→ Hrg (Dr)→ · · · → Hrg (D0)→ 0.
By definition ( 1Ever)0 = Z+• .
Now we return to the (third-quadrant) double complex E with D• := Tot(E) in the case
where I = a. The vertical spectral sequence arising from E at point (−i,−j) has as the
first term Hj(Z ′•
⊗
S
∧i S(−1)s) ∼= Hj(Z•)⊗S∧i S(−1)s. As Hj(Z•) is an SI-module, it
then follows that Hi(D•), for all i, is annihilated by a power of L = ker(S → SI). Since
I = a, g = g + L = (γ) + L, hence Hjg(Hi(D•)) = Hj(γ)(Hi(D•)) for all i and j. On the
other hand, the horizontal spectral sequence (arising from E) at the point (−i,−j) has
as the first term Hi((γ);Z ′j) which is annihilated by (γ). Therefore the convergence of
the horizontal spectral sequence to the homology modules of D•, implies that Hi(D•) is
annihilated by some powers of (γ) for all i. Hence Hjg(Hi(D•)) = Hj(γ)(Hi(D•)) = 0 for all
j ≥ 1 and all i. Moreover we have indeg(H0g (Hi(D•))) ≥ indeg(Di) ≥ 1 for i ≥ 1.
Summing up the above paragraph the second horizontal spectral sequence associated to
G is:
( 2E−i,−jhor )0 = H
j
g(Hi(D•))0 =
{
H0(γ)(H0(D•))0 if i = j = 0,
0 otherwise
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Now the acyclicity of Z+• and the identification Cokerϕ0 ∼= H0γ(SI/(γ)SI)0 = (SI/(γ)SI)0 =
R comes from the fact that 2E−i,−jver =
∞E−i,−jhor for all i, j and the above computation for
( 2E−i,−jhor )0.

The concept of the sliding depth condition SD first appeared in the study of the acyclicity
of some approximation complexes by Herzog, Simis and Vasconcelos in [14]. This concept
was then formally defined by the same authors in [15]. Let k and t be two integers, we say
that the ideal I satisfies SDk at level t if depth(Hi(f ;R)) ≥ min{d− g, d− r + i+ k} for
all i ≥ r− g− t (whenever t = r− g we simply say that I satisfies SDk, also SD stands for
SD0). However, for our purposes in this paper, we need a slightly weaker condition than
the sliding depth condition.
Definition 2.3. Let k and t be two integers. We say that I satisfies the sliding depth
condition on cycles, SDCk, at level t, if depth(Zi) ≥ min{d− r+ i+ k, d− g+2, d} for all
r − g − t ≤ i ≤ r − g.
Remark 2.4. We make several observations on the basic properties of the condition SDC
in the case where R is a CM local ring (see [12] for some details).
(i) The property SDCk at level t localizes and it only depends on I, [31].
(ii) SDk implies SDCk+1, see Proposition 2.5 .
(iii) Whenever depth(R) ≥ 2, depth(Zi(f ;R)) ≥ 2 for all i. Furthermore, if I 6= R, for
all r − 1 ≥ i ≥ r − g + 1, Zi is a module of finite projective dimension r − i − 1.
Hence depth(Zi) = d− (r − i− 1) = d− r + i+ 1, for all r − 1 ≥ i ≥ r − g + 1.
(iv) If depth(ExtiR(R/I,R)) ≥ d− i− 1 for all i ≥ g+1, for example if R is Gorenstein
and I is CM, then it is not difficult to deduce that Hr−g(f ;R) is CM of dimension
d− g. In this case one can see from the exact sequence 0→ Br−g(f ;R)→ Zr−g →
Hr−g(f ;R)→ 0 that depth(Zr−g) ≥ d − g, therefore in this case, I satisfies SDC0
at level 0.
(v) In the case where R is Gorenstein local and Iunm is CM, where Iunm is the unmixed
part of I, it is shown in Proposition 2.6 that I satisfies SDC1 at level 0. SDC1 at
level +1 is more mysterious, see Example 2.10.
Proposition 2.5. SDk implies SDCk+1, whenever R is a CM local ring.
CM RESIDUALS AND THEIR CASTELNUOVO-MUMFORD REGULARITY 9
Proof. Consider the truncated Koszul complex
0→ Zi → Ki → Ki−1 → · · · → K0 → 0.
Tensoring the Cˇech complex, C•m(R), with this complex, we have the following spectral
sequences
1E−p,−qver =

Hqm(Zi) p = i+ 1,
0 p 6= i+ 1 and q 6= d,
Hdm(Kp) p 6= i+ 1 and q = d;
so that 1E−p,−qver
∼= 2E−p,−qver for all q 6= d, and 2E−p,−qver = ∞E−p,−qver , for any p and q.
Recall that SDCk+1 is equivalent to say that
1E−p,−qver = 0 for p = i + 1, i ≤ r − g and
q ≤ min{d− r + k + p− 1, d− g + 1, d− 1}.
On the other hand,
2E−p,−qhor =
{
0 p ≥ i, or p ≥ r − g − k and q ≤ d− g − 1,
0 p ≤ min{i− 1, r − g − k − 1} and q − p ≤ d− r + k − 1.
So that he result follows from the convergence of the spectral sequences. 
Recall that the unmixed part of an ideal I, Iunm, is the intersection of all primary
components of I with height equal to ht(I). If I ′ is an ideal that coincides with I locally in
height ht(I) in V(I), then I ′ ⊆ Iunm, [24, Exercise 6.4]. Also Iunm ⊆ Ann(Hr−g(f ;R)) =
Ann(ExtgR(R/I,R)), and the equality holds if R is Gorenstein locally in height ht(I).
Recall that if R is Gorenstein local then ωR/I := Ext
g
R(R/I,R) is called the canonical
module of R/I; in the sense of [13].
In [16, 1.1], Herzog, Vasconcelos and Villarreal present a lower bound for depth(Zr−g),
in the case where R is Gorenstein local and I is CM. In the next proposition we clarify all
of the local cohomology modules of Zr−g and exactly determine depth(Zr−g), which gives
a complete generalization to [16, 1.1].
Proposition 2.6. Suppose that (R,m) is Gorenstein and denote by υ the Matlis dual.
Then
(i) H im(Zr−g)
∼= H im(ωR/I) for i < d− g,
(ii) Hd−gm (Zr−g)
∼= (Coker(R/I can.−−→ EndR(ωR/I)))υ,
(iii) Hd−g+1m (Zr−g)
∼= (Iunm/I)υ whenever g ≥ 2 ,
(iv) Hd−g+im (Zr−g)
∼= (Hi−1(f ;R))υ for 2 ≤ i ≤ g − 1
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(v) Hdm(Zr−g)
∼= (Iunm)υ , if g = 1.
In particular either depth(Zr−g) = depth(ωR/I) or R/I
unm is CM. In the latter case
(1) depth(Zr−g) = d if either g = 1 or f is a regular sequence.
(2) depth(Zr−g) = d− g + 1 if I is not unmixed.
(3) depth(Zr−g) = d− g + 2 if g ≥ 2, I is CM and f is not a regular sequence.
Proof. Consider the short exact sequence 0 → Br−g → Zr−g → ωR/I(∼= Hr−g(f ;R)) →
0. Since Br−g is a module of projective dimension g − 1, depthBr−g = d − g +
1 and ExtiR(Zr−g, R)
∼= ExtiR(ωR/I , R) for i ≥ g + 1. Now (i) followed by the local
duality. Since ExtiR(ωR/I , R) = 0 for i ≤ g−1, we have Extg−iR (Zr−g, R) = Extg−iR (Br−g, R)
for all 2 ≤ i ≤ g and the following sequence is exact,
0→ Extg−1R (Zr−g, R)→ Extg−1R (Br−g, R)→ ExtgR(ωR/I , R)→ ExtgR(Zr−g, R)→ 0.(2.1)
To determine all of the R-modules ExtiR(Br−g, R), consider the following exact complex,
which is a truncation of the Koszul complex K•(f ;R),
T• : 0→ Kr → · · · → Kr−g+1 → Br−g → 0.
Let I• be an injective resolution of R. The double complex HomR(T•, I•) whose (−i)-
th column is HomR(Tr−g+i, Ij) for all j ≥ 0 gives rise to two spectral sequences where
1Ehor =
∞Ehor = 0 and
2E−i,−jver =

ExtjR(Br−g, R) i = 0 and j ≥ 1 ,
0 i ≥ 1 and j ≥ 1,
Hg−i(f ;R) i ≥ 2 and j = 0.
Notice that the only non-trivial map arising from this spectral sequence which is living
in iEver for 2 ≤ i ≤ g + 1 is id0,−i+1ver : Exti−1R (Br−g, R) → Hg−i(f ;R). Therefore as
∞Ever = 0, all these maps must be isomorphisms, which proves (iv). Also, if g ≥ 2 it
shows that Extg−1R (Br−g, R)
∼= R/I.
We now separate the cases g = 1 and g ≥ 2. First let g ≥ 2. Notice that ExtgR(ωR/I , R) ∼=
EndR(ωR/I), then, by modifying the maps in (2.1), we have the following exact sequence,
0→ Extg−1R (Zr−g, R)→ R/I
η−→ EndR(ωR/I)→ ExtgR(Zr−g, R)→ 0,(2.2)
where η is given by multiplication by η(1). Now let p ⊇ I be a prime ideal of height
at most g + 1, then ExtgR(Zr−g, R)p = 0 (by Remark 2.4[iii]) which implies that η(1) is
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unit in EndR(ωR/I)p. The Krull principal ideal theorem applied to the ring EndR(ωR/I)
then implies that η(1) is unit in EndR(ωR/I). Therefore Ext
g
R(Zr−g, R)
∼= Coker η ∼=
Coker(R/I
can.−−→ EndR(ωR/I)), which yields (ii) for g ≥ 2.
For (iii), recall that η induces a homomorphism η¯ : R/Iunm → EndR(ωR/I) with
Coker η¯ ∼= Coker η. As mentioned above, η¯p is onto for all p ⊇ I with ht(p) = g; on
the other hand for such a prime ideal (ωR/I)p ∼= (R/I)p ∼= (R/Iunm)p, hence the composed
map from (R/I)p to itself is an isomorphism which implies that (η¯)p is an isomorphism;
so that η¯ is injective, since Ass(Ker η¯) ⊆ Ass(R/Iunm). Now (iii) follows from the commu-
tative diagram below,
R/I
η
//
can.

EndR(ωR/I)
R/Iunm
η¯
88
q
q
q
q
q
q
q
q
q
q
q
.
We now turn to the case where g = 1. Note that in this case Br−g ∼= R, thus the exact
sequence (2.1) can be written as
0→ HomR(Zr−1, R)→ R η−→ EndR(ωR/I)→ Ext1R(Zr−1, R)→ 0.(2.3)
One then shows, as above, that η(1) is unit in EndR(ωR/I) and Ker η = Ker(R/I
can.−−→
EndR(ωR/I))) = Ann(EndR(ωR/I)) = I
unm. Hence, by local duality, Hdm(Zr−1)
∼= (Iunm)υ.
This proves (v).
Replacing Ker η by Iunm in (2.3), we have the following short exact sequence which
immediately completes the proof of (ii) for the case g = 1,
0→ R/Iunm η¯−→ EndR(ωR/I)→ Ext1R(Zr−1, R)→ 0.
By Remark 2.4(iii), Ext1R(Zr−1, R)p = 0 for all p ⊇ I with ht(p) = 1, 2. Therefore
dim(Ext1R(Zr−1, R)) ≤ dim(R/I)−2. Now if R/Iunm is CM or even satisfies S2, then both
R/Iunm and EndR(ωR/I) satisfy the Serre condition S2; so that depth(Ext
1
R(Zr−1, R)p) ≥ 1
for the same prime ideals p, which implies that Ext1R(Zr−1, R) = 0. Now (1) follows from
this fact and (v), while (2) and (3) are immediate consequences of (i)-(iv). We just mention
that, if b is an ideal in the Gorenstein ring R, then ωR/b is CM and R/b satisfies S2 if and
only if R/bunm is CM.

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We return to the complex Z+• to investigate the acyclicity of this complex. In the next
theorem it is shown that the complex Z+• is acyclic for a wide class of ideals.
Theorem 2.7. Suppose that R is a CM local ring and that J is an s-residual intersection
of I. If I satisfies SDC0 at level min{s− g − 3, r − g}, then Z+• is acyclic.
Proof. Invoking the ”lemme d’acyclicite´” [26] or [3, 1.4.24], we have to show that
(i) Z+• is acyclic on the punctured spectrum, and
(ii) depth(Z+i ) ≥ i for all i ≥ 0.
(ii) is automatically satisfied due to the condition SDC0, we just recall that Z+i = Z+r−s+i
and that remark 2.4(iii) assures that the mentioned level in the theorem is enough.
We prove (i). Let p be a non-maximal prime ideal of R. Using induction on ht(p), we
prove that (Z+• )p is acyclic. If ht(p) ≤ s−1, then, by definition of s-residual intersections,
aRp = IRp which, in conjunction with Lemma 2.2, implies that (Z+• )p is acyclic. Now
assume that ht(p) ≥ s and that (Z+• )q is acyclic for any prime ideal q with ht q < ht(p).
At this moment we apply the acyclicity’s lemma to the complex (Z+• )p. Condition (i) is
satisfied by induction hypothesis. To verify condition (ii) for this complex, we consider
two cases:
Case 1: s − 3 ≤ r. In this case, by Remark 2.4(iii), depth((Z+i )p) ≥ 2 for i = 0, 1, 2
(the case where depth(R) = 1 = s is trivial). Let i ≥ 3, then recalling the level mentioned
in the theorem, we have depth((Z+i )p) = depth((Z+r−s+i)p) = min{depth((Zr−s+j)p) : j ≥
i} ≥ ht(p)− r + (r − s+ i) = ht(p)− s + i ≥ i.
Case 2: s− 3 ≥ r. In this case, (Z+i )p = (Z0)p⊕ (⊕j≥1(Zeijj )p) for all 0 ≤ i ≤ s− r and
some eij . Hence we have to show that depth((Z
+
i )p) ≥ s−r+ i for all i ≥ 0. Remark 2.4(i)
implies that depth((Z+i )p) ≥ ht(p)−r+i where ht(p)−r+i = ht(p)−s+s−r+i ≥ s−r+i
as desired. 
Now we identify the module Cokerϕ0 in Z+• .
Consider the two spectral sequences arising from the double complex G := C•g (S)
⊗
S D•
(see the proof of Lemma 2.2):
( 2E−i,−jhor )0 = H
j
g(Hi(D•))0 for all i and j, ( 1Ever)0 = Z+• and
( 2E−i,−jver )0 =
{
Hi−r(Z+• ) if j = r,
0 otherwise.
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Recall that the degree of a homomorphism in iEhor is (−i + 1,−i). Thus (∞E0,0hor)0 ⊂
( 2E0,0hor)0 = H
0
g (H0(D•))0 ⊆ R. On the other hand, by the convergence of ( 2E−i,−jhor )0
to the homology modules of Z+• , there exists a filtration of H0(Z+• ) = Cokerϕ0, say
· · · ⊆ F2 ⊆ F1 ⊆ Cokerϕ0, such that Cokerϕ0/F1 ∼= (∞E0,0hor)0. Therefore defining τ as
the composition of the following homomorphisms
Z+r−s
can.−−→ Cokerϕ0 can.−−→ Cokerϕ0/F1 ∼= (∞E0,0hor)0 ⊆ R,(2.4)
we have another complex of R-modules C• := Z+• τ−→ R→ 0.
Proposition 2.8. Suppose that R is a CM local ring and that J is an s-residual intersec-
tion of I. If I satisfies SDC1 at level min{s− g − 2, r − g}, then C• is acyclic.
Proof. The proof will be in the same way as the proof of Theorem 2.7. Notice that the
identification Cokerϕ0 ∼= R in Lemma 2.2 is given by τ . 
As an application of mentioning the levels in Theorem 2.7 and Proposition 2.8, one sees
that in the case where the residual intersection is close to the linkage, the acyclicity of Z+•
and C• follow automatically, without any extra assumption on I.
Corollary 2.9. If R is a CM local ring and J is an s-residual intersection of I, then
(a) Z+• is acyclic if one of the following conditions holds
(i) s ≤ g + 2, or
(ii) s = g + 3 and Hr−g(f ;R) is CM.
(b) C• is acyclic if one of the following conditions holds
(i) s ≤ g + 1, or
(ii) s = g + 2 , R is Gorenstein and Iunm is CM.
Proof. All parts are immediate consequences of Theorem 2.7 and Proposition 2.8. Both
(a)(i) and (b)(i) follow from the fact that SDC1 at level −1 is always satisfied by Remark
2.4(iii). Under the condition of (a)(ii), one sees that I satisfies SDC0 at level 0 by Remark
2.4(iv). Also (b)(ii) is implied by Remark 2.4(v) since I satisfied SDC1 at level 0. 
Example 2.10. C. Huneke, in [18, 3.3], provides an example of a CM ideal I in a regular
local ring with a 4-residual intersection which is not CM. In this example r = 6, s = 4,
and g = 3. Hence Corollary 2.9(b)(i) shows that the complex C•, associated to the ideals
in [18, 3.3], is acyclic. Also it will be seen from Theorem 2.11 that the ideal I in this
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example is an example of a CM ideal in a regular local ring which satisfies G∞, generated
by a proper sequence [14, 5.5(iva) and 12.9(2)] but doesn’t satisfy SDC1 at level +1.
We are now ready to establish the first main theorem in this paper.
Theorem 2.11. Suppose that (R,m) is a CM *local ring and that J = a : I is an s-
residual intersection of I, where I and a are homogeneous ideals. If I satisfies SDC1 at
level min{s − g, r − g}, then either J = R, or there exists a homogeneous ideal K ⊆ J
such that
(i) K is CM of height s;
(ii) V(K) = V(J);
(iii) K = J off V(I);
(iv) K = J , whenever I/a is generated by at most one element locally in height s. In
this case R/J is resolved by the complex C• associated to I and a.
Proof. The fact that every ideal we consider is homogeneous enables us to pass to the local
ring Rm. Henceforth we assume (R,m) is a CM local ring.
Consider the complex C• associated to I and a. We prove that the ideal K := Im τ
satisfies the desired properties. The convergence of the spectral sequences arising from
G := C•g (S)
⊗
S D•, in conjunction with the fact that Hrg (Dr)1 = 0 (see the paragraph
precedes Lemma 2.1), implies that (∞E−i,−ihor )1 = 0 for all i ≥ 0. (Further, one can see
that (∞E0,0hor)j = 0 for j ≥ 1 thus Im τ = ∞E0,0hor = (∞E0,0hor)0.) In particular g(Im τ) ⊆
(∞E0,0hor)1 = 0. That is Im τ ⊆ J .
If J = R, then Lemma 2.2 implies that Im(τ) = R; henceforth to avoid the trivial cases,
we assume that neither J nor Im(τ) is the unit ideal.
Notice that by Proposition 2.8 the SDC1 condition on I implies that the complex C• is
acyclic.
To prove (i), recall that for any prime p with ht(p) ≤ s − 1, aRp = IRp, hence by
Lemma 2.2, (C•)p → 0 is exact. That is (Im τ)p = Rp. Thus p does not contain Im τ .
Therefore ht(Im τ) ≥ s. On the other hand, considering the double complex C•m(R)
⊗
R C•
the condition SDC1 on I implies that depth(R/ Im τ) = depth(H0(C•)) ≥ d− s. Therefore
R/ Im τ is CM of dimension d− s.
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For (ii) it is enough to show that V(Im τ) ⊆ V(J). Let p be a prime ideal not containing
J , then aRp = IRp. Then Lemma 2.2 implies that (Im τ)p = Rp and this completes the
proof.
(iii) is a special case of (iv). For (iv), since Im τ ⊆ J and Im τ is CM of height s by (i),
it is enough to show that Im τ and J coincide locally in height s. Let p be a prime ideal
of height s. We may (and do) replace R by Rp and assume that µ(I/a) ≤ 1. It follows
that gSI = (γ)SI + xSI for some x ∈ (SI)1. Since Supp(Hi(D•)) ⊆ V((γ)SI) for all i (see
Lemma 2.2 and it’s proof), Hjg(Hi(D•)) ∼= Hj(x)(Hi(D•)) for all j. Thus Hjg(Hi(D•)) = 0
for all j ≥ 2. It then follows that, H0g (SI/(γ)SI) = 2E0,0hor = ∞E0,0hor.
Now the result follows from the following inclusion
∞E0,0hor = Im τ ⊆ J ⊆ H0g (SI/(γ)SI)0.

The condition imposed on Theorem 2.11(iv) is not so restricting. Indeed this condition
replaces with the conditions Gs and the geometric residual intersection in the literatures,
e.g., [7, 18, 16, 19]. Theorem 2.11(iv) is a good progress to answer one of the main
open questions in the theory of residual intersections [19, Question5.7] affirmatively. As a
corollary one can give a positive answer for this question in the geometric case.
Corollary 2.12. Suppose that R is a CM local ring and I satisfies the sliding depth
condition, SD. Then any geometric residual intersection of I is CM.
Despite the complexity of the structure of the ideal K introduced in Theorem 2.11, it
is shown in the next proposition that under some conditions this ideal is a specialization
of the generic one.
We first recall the circumstances of the generic case. Besides the notation at the begin-
ning of the section, assume that (R,m) is a Noetherian local ring and that li =
∑r
j=1 cijfj
for all i = 1, · · · , s. Let U = (Uij) be a generic s by r matrix, R˜ = R[U ](m,Uij−cij),
S˜ = R˜[T1, · · · , Tr], l˜i =
∑r
j=1 Uijfj, γ˜i =
∑r
j=1UijTj for all i = 1, · · · , s, γ˜ = (γ˜1, · · · , γ˜s),
a˜ = (l˜1, · · · , l˜s) and J˜ = a˜ :R˜ IS˜. Consider the standard grading of S˜ = R˜[T1, · · · , Tr] by
setting deg(Ti) = 1. Now replacing the base ring R by the ring R˜, we can construct the
double complex E˜ := Z˜ ′•
⊗
S˜ K•(γ˜; S˜). Consequently, D˜i := Di ⊗S S˜. It then follows from
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the construction of the complex Z+• that
Z˜+i = (Hrg (S˜)⊗S˜ D˜i)0 ∼= ((Hrg (S)⊗S S˜)⊗S˜ (Di ⊗S S˜))0(2.5)
∼= ((Hrg (S)⊗S Di)⊗S S[U ])0 ∼= (Hrg (S)⊗S Di)0 ⊗R R[U ](m,Uij−cij) = Z+i [U ](m,Uij−cij).
Before proceeding, we recall the definition of the deformation in the sense of [20, Defi-
nition 2.1]. Let (R, b) and (R˜, b˜) be pairs of Noetherian local rings with ideals b ⊆ R and
b˜ ⊆ R˜, we say that (R˜, b˜) is a deformation of (R, b) if there exists a sequence α ⊆ R˜ which
is regular on both R˜ and R˜/b˜ such that R˜/ α ∼= R and (b˜+ α)/ α ∼= b.
Proposition 2.13. With the notations introduced above. If I satisfies SDC1 condition at
level min{s−g−2, r−g} and, J and J˜ are s-residual intersections of I and I˜, respectively,
then (R˜, K˜) is a deformation of (R,K), via the sequence (Uij − cij).
Proof. The hypotheses of the proposition, in conjunction with Proposition 2.8, imply that
both C• and C˜• are acyclic. In the case where C• is acyclic, the following commutative
diagram,
Z+1 −→ Z+0 −→ Cokerϕ0 −→ 0
‖ ‖ ↓ ↓
Z+1 −→ Z+0 τ−→ R −→ R/ Im τ −→ 0
shows that, the map Cokerϕ0 → Im τ induced by this diagram is injective. Therefore
considering the canonical homomorphisms in (2.4) defining τ , F1 = 0. This fact implies
that (∞E−i,−ihor )0 = 0 for all i ≥ 1.
Hence
K := Cokerϕ0 = Im τ(=
∞E0,0hor = H
0
g (SI/(γ)SI)0).
Similarly the acyclicity of C˜• implies that K˜ := Im(τ˜) = Coker(ϕ˜0)).
Let π be the epimorphism of R˜ to R sending Uij to cij. One has π(K•(γ˜; S˜)) = K•(γ;S);
so that π(D˜•) = D•, and then (2.5) shows that π(Z˜+• ) = Z+• . This in turn implies that
π(K˜) = K.
Clearly, the sequence (Uij − cij) is a regular sequence on R˜. Thus to prove that (R˜, K˜)
is a deformation of (R,K) it just remains to prove that (Uij − cij) is a regular sequence
on R˜/K˜. To this end, consider the double complex K•(Uij − cij; R˜)
⊗
R˜ C˜•. In view of
(2.5), (Uij − cij) is a regular sequence on C˜i for all i. Therefore the first terms in the
vertical spectral sequence arising from this double complex has the form 1E−p,0ver
∼= Cp and
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1E−p,−qver = 0 whenever q 6= 0, and 2E−p,0ver ∼= Hp(C•) . On the other hand since C˜• is acyclic,
1E0,−qhor = Kq(Uij−cij; R˜/K˜) and 1E−p,−qhor = 0 if p 6= 0, and 2E0,−qhor = Hq(Uij−cij; R˜/K˜), for
all q. Hence both spectral sequences abut at second step and this provides an isomorphism
Ht(C•) ∼= Ht(Uij − cij ; R˜/K˜) for all t. Now the result follows from the acyclicity of C•.

In the issues concerning the residual intersection, there are some slightly weaker con-
dition than the Gs condition. One of these conditoins which we call G
−
s condition first
appeared in [14] to prove the acyclicity of the Z-complex. Similar to the definition of the
Gs condition, we say that an ideal I satisfies the G
−
s condition if µ(Ip) ≤ ht(p) + 1 for all
p ⊇ I with ht(p) ≤ s− 1. While the Gs condition is equivalent to existence of geometric
i-residual intersections for all i ≤ s − 1, the G−s conditions is equivalent to the existence
of (not necessarily geometric) i-residual intersections for all i ≤ s− 1. The next remark is
an extension of [5, 3.8].
Remark 2.14. With the notations and assumptions as in Proposition 2.13. If in addition
I satisfies the G−s+1 condition then K = π(J˜).
Proof. Once we show that the G−s+1 condition of I implies that µ(IS˜/a˜) ≤ 1 locally in
height s, this remark is an immediate consequence of Theorem 2.11(iv) and Proposition
2.13. We avail ourselves of the proof of [20, Lemma 3.1] to show µ(IS˜/a˜) ≤ 1.
LetQ be a prime ideal of Spec(S˜) with ht(Q) ≤ s and p = Q∩R˜, let t := ht(p) ≤ s. With
the same argument as in proof of [20, Lemma 3.1] we may assume that I˜pS˜Q is generated
by at most t + 1 element in S˜Q and assume that U is a (t + 1) × s matrix. Therefore
the mapping cone of the following diagram whose rows are free resolutions provides a free
resolution for I˜pS˜Q/a˜S˜Q.
S˜mQ
Φ // S˜t+1Q
// I˜pS˜Q // 0
S˜sQ
//
U
OO
a˜S˜Q
OO
// 0
By the Fitting theorem, to prove the assertion, it is enough to show that It(Φ | U) 6⊆ Q and
to this end, it is enough to show that It(U) 6⊆ Q. If, by contrary, we assume that It(U) ⊆ Q
then ht(It(U)Q) = (s+1− s+1)(s− t+ 1)+ ht(p) = 2s− t+1 = s+ (s− t) + 1 ≥ s+1.
Which is a contradiction. 
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As it can be seen from the proof of Theorem 2.11(iv), we use the local condition of
generators on I/a to show that there exists an element x in R such that a+(x) and I have
the same radical in SI . So that one may wonder to replace the latter condition to that in
Theorem 2.11(iv). Now it is natural to ask about the properties of the ideal a ⊆ I in R
such that aSI has the same radical as SI+. By using the same argument as in the proof of
Theorem 2.11(iv), it can be shown that if aSI and SI+ have the same radical, then a = I.
Equivalently, we see in Proposition 2.16 that the symmetric analogue to the ordinary
reduction theory is vacuous. To be more precise, for an ideal I in a commutative ring, we
say that the ideal (γ) ⊆ SI , generated by elements of degree 1, is a symmetric reduction
of I, if Symt+1(I) = (γ)Symt(I) for some integer t. Notice that if I is of linear type, this
definition and the known definition of reduction coincide.
Here, we provide an elementary proof to Proposition 2.16 which is quite general. Let A
be a commutative ring with 1.
Lemma 2.15. Let X be a set of indeterminates and B = A[X ]. If P is an ideal generated
by linear forms in B whose radical is (X), then P = (X).
Proof. Suppose x is an element of X and {pi} is a set of linear forms generates P . Let t be
an integer such that xt =
∑m
i=1 qipi for some integer m, and some qi ∈ B. By homogeneity
of xt and pi, we may assume that each qi is homogeneous of degree t − 1. Further if
qi = bix
t−1 + q′i with degx q
′
i < t − 1, we have xt =
∑m
i=1 bix
t−1pi. It then follows that
x ∈ P , since xt−1 is a non-zero devisor in B. 
Proposition 2.16. Let I be an ideal in a commutative ring. Then
(i) I has no proper symmetric reduction, and
(ii) if I is an ideals of linear type, it has no (ordinary) proper reduction.
Proof. (i) Let a ⊆ I be two ideals of a commutative ring A such that aSymA(I) is a
symmetric reduction of I. SymA(I) = A[X ]/L, where X is a set of indeterminates and L
is an ideal of linear forms in A[X ]. If we denote the preimage of aSymA(I) in A[X ] by
a′, then the assumptions imply that the radical ideal of a′ + L is (X). Whence the result
follows from Lemma 2.15. (ii) is an immediate consequence of (i), since for ideals of linear
type symmetric reductions and ordinary reductions coincide. 
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Remark 2.17. To the best of our knowledge, the fact that ideals of linear type have no
proper reduction is known in the case where A is a Noetherian local ring. Here, the only
assumption is ”commutative”.
3. Castelnuovo-Mumford Regularity Of Residual Intersections
Hereupon our goal is to estimate the regularity of residual intersections of ideals that
satisfy some sliding depth conditions. We use three approaches to this end. One is based
on the resolution of residual intersections introduced in Theorem 2.11– the complex C•;
the second is based on the structure of the canonical module of the residual intersections–
the work of C.Huneke and B.Ulrich in the local case [19, 2.3]. Studying the regularity in
the second way provides a criterion to decide when the regularity attains the proposed
upper bound; the third approach is the Eagon-Northcott complex to show the equality of
the proposed upper bound for perfect ideals of height two.
Throughout this section R =
⊕
n≥0Rn is a positively graded *local Noetherian ring of
dimension d with the graded maximal ideal m. The maximal ideal of the base ring R0
is denoted by m0. I and a are graded ideals of R generated by homogeneous elements
f1, · · · , fr and l1, · · · , ls, respectively. Let deg ft = it for all 1 ≤ t ≤ r with i1 ≥ · · · ≥ ir
and deg lt = at for 1 ≤ t ≤ s. For a graded ideal b, the sum of the degrees of a minimal
generating set of b is denoted by σ(b). Keep other notations as in section 2. We first recall
the definition of the Castelnuovo-Mumford regularity.
Definition 3.1. If M is a finitely generated graded R-module, the Castelnuovo-Mumford
regularity of M is defined as reg(M) := max{end(H iR+(M)) + i}.
As an analogue, we define the regularity with respect to the maximal ideal m, as
regm(M) := max{end(H im(M)) + i}.
In the course of the proof of Theorem 3.6 we shall several times use Proposition 3.4. This
proposition has its own interest as it establishes a relation between regm(M) and reg(M).
In the proof of Proposition 3.4, we shall use the following two elementary lemmas.
Lemma 3.2. Suppose that (A,m) is a Noetherian local ring and denote the Matlis dual
HomA(−, EA(A/m)) by υ. Let M and N be two A-modules such that dim(Nυ) > dim(Mυ).
If φ :M → N is an A-homomorphism, then dim((Cokerφ)υ) = dim(Nυ).
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Lemma 3.3. Suppose that (A,m) is a Noetherian complete local ring and denote the
Matlis dual HomA(−, EA(A/m)) by υ. Let M be a finitely generated A-module. Then
dim(H im(M)
υ) ≤ i for all i, and equality holds for i = dimM .
Proposition 3.4. Assume that R is CM and let M be a finitely generated graded R-
module. Then
reg(M) ≤ regm(M) ≤ reg(M) + dim(R0).
Proof. Considering the m0-adic completion of R0, R̂0, we may pass to the CM *complete
*local ring R̂0 ⊗R0 R via the natural homomorphism R→ R̂0 ⊗R0 R; so that in the proof
we assume R admits a canonical module; see [2, 15.2.2].
To prove regm(M) ≤ reg(M) + dim(R0), we consider the composed functor spectral se-
quence Hpm0(H
q
R+
(M))⇒ Hp+qm (M). Let i be an integer. Notice that for all p > dim(R0),
Hpm0(−) = 0, and also if ρ > reg(M) + dim(R0)− i and p+ q = i where p ≤ dim(R0), then
ρ > end(HqR+(M))+q+dim(R0)−i = end(HqR+(M))+dim(R0)−p ≥ end(HqR+(M)). Now
the result follows from the facts that for any integer q, HqR+(M)ρ is an R0-module, hence
Hpm0(H
q
R+
(M)ρ) ∼= Hpm0(HqR+(M))ρ(c.f. [2, 13.1.10]); so that we have the following con-
vergence of the components of the above spectral sequence, Hpm0(H
q
R+
(M)ρ)⇒ Hp+qm (M)ρ
which yields the second inequality.
To show that reg(M) ≤ regm(M), we consider the composed cohomology modules
Hpm0(H
q
R+
(M)) as second terms of the horizontal spectral sequence arising from the double
complex Cm0(R0) ⊗R0 CR+(M). As usual, we put this double complex in the third quad-
rant in the coordinate plane with C0m0(R0) ⊗R0 CrR+(M) at the origin, where r = max{j :
HjR+(M) 6= 0}. So that, 2E−p,−qhor = Hqm0(Hr−pR+ (M)). Now let i be an integer such that
H iR+(M)µ 6= 0 for µ = reg(M)− i.
Let δ = max{j : Hjm0(H tR+(M)µ) 6= 0, j ≥ i − t for some t ≤ i}. Notice that H iR+(M)µ
is a finitely generated non-zero R0-module, that is there exists an integer j such that
Hjm0(H
i
R+
(M)µ) 6= 0, hence δ ≥ 0 (unless it is −∞). Let t ≤ i be an integer for which
Hδm0(H
t
R+
(M)µ) 6= 0. By definition of δ, ( 2E−(r−p),−qhor )µ = 0 for all p ≤ i and q ≥ δ + 1.
Thus ( ℓE
−(r−t),−δ
hor )µ = Coker(φℓ), where
φℓ := (
ℓd
−(r−t)+ℓ−1,−δ+ℓ
hor )µ : (
ℓE
−(r−t)+ℓ−1,−δ+ℓ
hor )µ → Nℓ := ( ℓE−(r−t),−δhor )µ
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On the one hand, ( ℓE
−(r−t)+ℓ−1,−δ+ℓ
hor )
υ
µ is a subquotient of the module
( 2E
−(r−t)+ℓ−1,−δ+ℓ
hor )
υ
µ = (H
δ−ℓ
m0
(H t−ℓ+1R+ (M)µ))
υ
which has dimension at most δ − ℓ < δ for any ℓ ≥ 2, by Lemma 3.3.
On the other hand, N2 = H
δ
m0
(H tR+(M)µ), so that (N2)
υ has dimension δ by Lemma
3.3.
SinceNℓ+1 = Coker(φℓ), it follows from Lemma 3.2, by recursion on ℓ, that dim((Nℓ)
υ) =
δ for all ℓ ≥ 2, in particular (∞E−(r−t),−δhor )µ 6= 0. Now the convergence of the spectral
sequence, Hpm0(H
q
R+
(M))⇒ Hp+qm (M), implies that Hδ+tm (M)µ 6= 0. Therefore regm(M) ≥
end(Hδ+tm (M)) + δ + t ≥ µ+ δ + t ≥ µ+ i = reg(M), as desired. 
The next proposition follows along the same lines as the proof of Proposition 3.4. Since
this proposition is not used in the sequel, we will not detail the required variations. Part
(i) of this proposition was already proven in the articles of E.Hyry [21] and N.V.Trung[29].
Proposition 3.5. With the same notations as in Proposition 3.4,
(i) max{end(H iR+(M))} = max{end(H im(M))};
(ii) Hpm0(H
q
R+
(M)) = 0 for all integers p and q with p+ q > dim(M).
Everything is now ready to present the second main result in this paper: on the regularity
of residual intersections.
Theorem 3.6. Suppose that (R,m) is CM *local, I is a homogeneous ideal which satisfies
SD1, J = a : I is an s-residual intersection of I, with a homogeneous, and that I/a is
generated by at most one element locally in height s. Then
reg(R/J) ≤ reg(R) + dim(R0) + σ(a)− (s− g + 1) indeg(I/a)− s.
Proof. Considering the m0-adic completion of R0, R̂0, the fact that the natural homomor-
phism R→ R̂0 ⊗R0 R is faithfully flat enables us to pass to the CM *complete *local ring
R̂0⊗R0 R via this homomorphism; so that in the proof we assume that R admits a graded
canonical module.
The assumptions of the theorem completely fulfill what that is needed for Theorem
2.11(iv). Thus R/J is CM and is resolved by C•.
Before continuing, we just notice that in the case where g = 1, there is no free R-module
in the tail of C•, that is Cs = Z+r−g = Z+r−1. Nevertheless, the coming proof will be the
same for both cases g = 1 and g ≥ 2.
22 SEYED HAMID HASSANZADEH
We consider the diagram of the double complex C•m(R)
⊗
R C•, where C•m(R) is the Cˇech
complex with respect to R and m; as usual we put this double complex in the third
quadrant with C0m(R)⊗R C0 at the origin.
By the acyclicity of C•, we have
2E−p,−qhor =
{
Hd−sm (R/J) p = 0 and q = d− s,
0 otherwise.
The fact that Ci is free for i ≥ s − g + 2, in conjunction with Proposition 2.5, implies
that 2E−p,−qver = H
q
m(Cp) is zero if one of the following holds
• p = 0, q 6= d.
• 1 ≤ p ≤ s− g + 1 and q − p ≤ d− s.
• p ≥ s− g + 2 and q 6= d.
It follows that the only non-zero module 2E−p,−qver with q − p = d− s is 2E−s,−dver . Hence
Hd−sm (R/J) =
∞E
0,−(d−s)
hor =
∞E−s,−dver ⊆ 2E−s,−dver , and
(3.1) end(Hd−sm (R/J)) ≤ end( 2E−s,−dver ).
We now have to estimate end( 2E−s,−dver ) to bound the regularity of R/J .
In order to estimate end( 2E−s,−dver ), we need to review the construction of the tail of
C•. The ring S, introduced in the first section, has a structure as a positively bigraded
algebra. Considering R as a subalgebra of S, we write the degrees of an element x of R as
the 2-tuple (deg x, 0)with the second entry zero. So, let deg ft = (it, 0) for all 1 ≤ t ≤ r,
deg lt = (at, 0) for all 1 ≤ t ≤ s, deg Tt = (it, 1) for all 1 ≤ t ≤ s, and thus deg γt = (at, 1)
for all 1 ≤ t ≤ s. With these notations the Z-complex has the following shape
Z• : 0→ Zr−1
⊗
R S(0,−r + 1)→ · · · → Z1
⊗
R S(0,−1)→ Z0
⊗
R S → 0.
Consequently,
Z ′r−1 = R(−
∑r
t=1 it, 0)
⊗
R(
⊕g−1
i=1 S(0,−r + i)),
and, taking into account that a1, · · · , as is a minimal generating set of a,
Dr+s−1 = R(−
∑r
t=1 it, 0)
⊗
R(
⊕g−1
i=1 S(−σ(a),−s− r + i)) =
R(−∑rt=1 it − σ(a), 0)⊗R(⊕g−1i=1 S(0,−s− r + i)).
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By definition of C•, Ci = Hrg (Dr+i−1)(∗,0), where by degree (∗, 0), we mean degree zero in
the second entry and anything in the first entry, in other word degree zero in S with it’s
natural grading. Hence, as in the proof of Proposition 3.4, it follows from the composed
functor spectral sequence that Hdm(H
r
g (Dr+i−1)(∗,0))
∼= Hr+dg+m(Dr+i−1)(∗,0).
Thus, 2E−s,−dver = Ker(H
r+d
g+m(Dr+s−1) −→ Hr+dg+m(Dr+s−2))(∗,0). Let ωR be the graded
canonical module of R, then ωS exists and is equal to ωR[T1, · · · , Tr](−
∑r
t=1 it,−r). If υ
denotes the Matlis dual, HomR0(−, E0(R/m)), it then follows from the graded local duality
theorem that 2E−s,−dver = (Coker(HomS(Dr+s−2, ωS)→ HomS(Dr+s−1, ωS)))υ(∗,0). Therefore
(3.2) end( 2E−s,−dver ) = − indeg(Coker(HomS(Dr+s−2, ωS)→ HomS(Dr+s−1, ωS))(∗,0)).
Now recall that the map θ : Dr+s−1 → Dr+s−2, in the tail of the complex D•, is defined
by the 2 × 1 matrix
(
δγs ⊗ Z ′r−1
δ′ ⊗Ks(γ;S)
)
, where δγs is the last map in the Koszul complex
K•(γ;S) and δ
′ is the most-left map in Z ′•. So that there exists an epimorphism from
Coker(HomS(δ
γ
s , ωS)) to Coker(HomS(θ, ωS)) which yields to
− indeg(Coker(HomS(θ, ωS))(∗,0)) ≤ − indeg(Coker(HomS(δγs , ωS))(∗,0)).
Thus to get an upper bound for the regularity, we need to estimate the latter initial degree.
According to the above mentioned construction of Dr+s−1 and ωS, we have
HomS(Dr+s−1, ωS)
= HomS(
g−1⊕
i=1
S(−
r∑
t=1
it − σ(a),−s− r + i), ωR[T1, · · · , Tr](−
r∑
t=1
it,−r))
= HomS(
g−1⊕
i=1
S, ωR[T1, · · · , Tr])(σ(a), s− i)
=
g−1⊕
i=1
HomS(S, ωR[T1, · · · , Tr])(σ(a), s− i).
Notice that HomS(δ
γ
s , ωS) is in fact the first homomorphism in the Koszul complex
HomS(K•(γ;S), ωS). Therefore
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Coker(HomS(δ
γ
s , ωS))(∗,0) =
g−1⊕
i=1
(
ωR[T1, · · · , Tr]
(γ)ωR[T1, · · · , Tr] (σ(a), s− i)
)
(∗,0)
=
g−1⊕
i=1
(
ωR(σ(a), 0)
⊗
R
S
(γ)
(0, s− i)
)
(∗,0)
=
g−1⊕
i=1
(
ωR(σ(a), 0)
⊗
R
(
S
(γ)
)
(∗,s−i)
)
.
At the moment, let in = indeg(I/a), in this case for all i < in, Ii = ai thus T1, · · · , Tn−1 ∈
(γ); so that (
S
(γ)
)
(∗,s−i)
=
⊕
αn+···αr=s−i
(
(γ) +RT αnn . . . T
αr
r
(γ)
)
.
It then follows that
indeg(Coker(HomS(δ
γ
s , ωS))(∗,0))(3.3)
= indeg
(
g−1⊕
i=1
(
ωR(σ(a), 0)
⊗
R
(
S
(γ)
)
(∗,s−i)
))
=
g−1
min
i=1
{
indeg
(
ωR(σ(a), 0)
⊗
R
(
S
(γ)
)
(∗,s−i)
)}
≥ indeg(ωR(σ(a))) +
g−1
min
i=1
{
indeg
( ⊕
αn +···αr=s−i
(
(γ) +RT αnn . . . T
αr
r
(γ)
))}
≥ indeg(ωR(σ(a))) + (s− g + 1)in
≥ − reg(R) + d− dim(R0)− σ(a) + (s− g + 1) indeg(I/a),
where the last inequality follows from Proposition 3.4. It now follows from (3.1),(3.2),
and (3.3) that
end(Hd−sm (R/J)) ≤ − indeg(Coker HomS(δγs , ωS))(∗,0)))
≤ reg(R)− d+ dim(R0) + σ(a)− (s− g + 1) indeg(I/a).
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Again according to Proposition 3.4, we have reg(R/J) ≤ end(Hd−sm (R/J)) + d− s which,
in conjunction with the above inequality, implies that
reg(R/J) ≤ reg(R) + dim(R0) + σ(a)− (s− g + 1) indeg(I/a)− s.

We recall that in the case of linkage, that is when s = g, if in addition one has dim(R0) =
0, then the inequality in Theorem 3.6 is in fact an equality. However when dim(R0) 6= 0,
the next simple example shows that, in some cases, the regularity of residual intersections
(or even linked ideals) may be strictly less than the proposed formula.
Example 3.7. Let R0 := K[x](x) and R := R0[y]. In this case let I = (y), a = (xy)
and J = (x) be ideals of R. It is now easy to see that I is linked to J by a. Whence
the invariants mentioned in Theorem 3.6 are determined as follow, reg(R) = reg(R/I) =
reg(R/J) = 0, dim(R0) = 1, σ(a) = 1, s− g+1 = 1, indeg(I/a) = 1, and indeg(J/a) = 0.
Therefore the formula is the equality for R/J and an strict inequality for R/I.
3.1. Graded Canonical Module of Residual Intersections. In this section, assume
in addition that R =
⊕∞
i=0Ri is a standard positively graded Noetheian ring over an
Aritinian local ring (R0,m0) with infinite residue field. As well, the ideals a, I, and J
assumed to be homogeneous.
To get a graded version of Artin-Nagata’s key lemma [1, Lemma 2.3], we need to fix the
following convenience.
Definition 3.8. Suppose that J = a : I is an (geometric) s-residual intersection of I. We
say that a has an A-N homogeneous generating set, if there exists a homogeneous gener-
ating set a1, · · · , as of a such that (a1, · · · , ai) : I is an (geometric) i-residual intersection
of I for all s ≥ i ≥ g.
As an example of an A-N homogeneous generating set, we shall see in Lemma 3.11 that
if I is a homogeneous ideal of the CM ring R which satisfies G∞, then for any residual
intersection a : I of I, a has an A-N homogeneous generating set.
The following lemma is needed in the proof of Lemma 3.11. We recall that a proof of
this lemma in (non-graded) local case is given in [24, Theorem 5.8] and [30, Lemma 1.3]
but the proof in the local case cannot be applied in the graded case. Also [6, Lemma 2.5]
26 SEYED HAMID HASSANZADEH
detailing what one can imagine about Lemma 3.11, however, for the proof of [6, Lemma
2.5] a proof of Lemma 3.9 seems to be indispensable.
Lemma 3.9. Let M =
⊕
j∈ZMi be a finitely generated graded R-module minimally gen-
erated by homogeneous elements of degrees d1 ≥ · · · ≥ ds . Then for any finite set of
homogeneous prime ideals P = {p1, · · · , pn}, there exists a homogeneous element x ∈ M
of degree d1 such that for all 1 ≤ i ≤ n, µ((M/(Rx))pi) = max{0, µ((M)pi)− 1}.
Proof. We first note that, for a graded R-module L and a homogeneous prime ideal p,
µ(L(p)) = µ(Lp), where L(p) is the homogeneous localization of L at p. Therefore in
the course of the proof we deal with the homogeneous localization instead of the usual
localization. We may also assume that (M)pi 6= 0 for every 1 ≤ i ≤ n. Let M i be the
preimage of piM(pi) in M . Our aim is to show that Md1\
⋃n
i=1(M
i) 6= ∅.
Let {m1, · · · , ml} be a homogeneous minimal generating set of M with degmi = di. If
m ∈ P, say m = p1, then m1 /∈M1, since m1, · · · , ml is a minimal generating set ofM . For
another element pi ∈ P\{m}, asM 6=M i, there exists ij ∈ {1, · · · , s} such that mij /∈M i.
Hence if we set ci = d1 − dij , since (R0,m0) is Artinian and R is a standard positively
graded ring, we have Rci\(pi)ci 6= ∅. Now for any ri ∈ Rci\(pi)ci, rimij ∈Md1\M i.
Therefore for all 1 ≤ i ≤ n, Md1 6= M id1 , in particular by NAK’s lemma Md1 6= M id1 +
m0Md1 . Now taking into account that R0/m0 is an infinite field, we haveMd1 6=
⋃n
i=1(M
i
d1
+
m0Md1). In particular, Md1\
⋃n
i=1M
i
d1
6= ∅, as desired. 
Remark 3.10. Keep the same assumptions as in Lemma 3.9.
(i) If m /∈ P, then for any d ≥ d1 then there exists an element of degree d that
satisfies the assertion of the lemma. Indeed in this case, for any p ∈ P and c ≥ 0,
Rc 6= pc–the fact which is needed for the proof.
(ii) If (R0,m0) is not Artinian, then Lemma 3.9 is no longer true. As a counter-example,
suppose that (R0,m0) is a Noetherian local ring and that p and q are two prime
ideals of R0 no one contained in the other. Let X be an indeterminate. Consider
M = R0/p
⊕
R0/q(−1) as a graded R = R0[X ]-module by trivial multiplication.
Under these circumstances for P = {p+(X), q+(X)}, there exists no appropriate
x desired by the lemma.
Lemma 3.11. If I satisfies Gs and J = a : I is an s-residual intersection of I, then a
has an A-N homogeneous generating set.
CM RESIDUALS AND THEIR CASTELNUOVO-MUMFORD REGULARITY 27
Proof. Applying Lemma 3.9 with P = {m}, the proof is similar to that of [30, 1.4], We
only replace Lemma 1.3 in the proof of [30, Lemma 1.4] with Lemma 3.9 and note that
the set Q employed in [30, 1.4] entirely consists of homogeneous prime ideals.

The next lemma is the base in the inductive construction of the canonical module of
residual intersections. A proof of this lemma in the local case is given in [19, 2.1] or [30,
2.1] and in the graded case is in [23, Lemma 2.3].
Lemma 3.12. Let R be CM and let ωR be its canonical module. Let I be a homogeneous
ideal of height g such that ωR/IωR is CM and let α = α1, · · · , αg be a maximal homogeneous
regular sequence in I. Set J = (α) : I. Then R/J is CM and ωR/J =
IωR
(α)ωR
(σ((α))).
Remark 3.13. Recall that if I is SCM then ωR/IωR and all of the Koszul homology modules
of ωR with respect to any generating set of I is CM.(see for example [12, 2.3.9] or [28].)
Proposition 3.14. Assume R is standard graded Gorenstein over Artinian local ring R0
with the graded canonical module ωR = R(b), where b is an integer. Suppose that J = a : I
is a geometric s-residual intersection of I. Assume moreover that I is SCM and satisfies
Gs. Then R/J is CM of dimension d− s, and ωR/J ∼= (I + J/J)s−g+1(b+ σ(a))
Proof. (see [19, 2.3] ) The proof goes along the same line as in the local case. 
Now we are ready to present the second proof of the regularity’s inequality of residual
intersections. A third proof in the case where R is a polynomial ring over a field can
be drawn from the minimal free resolution for residual intersections of SCM ideals which
satisfy Gs condition presented by A.Kustin and B. Ulrich in [23, 2.1].
Proposition 3.15. Assume that R is standard graded Gorenstein, with R0 Artinian local,
and that I is a SCM ideal which satisfies the Gs condition. If J is a geometric s-residual
intersection of I, then
reg(R/J) ≤ reg(R) + σ(a)− (s− g + 1) indeg(I/a)− s,
and the equality holds if and only if ((I/a)i)
s−g+1 6= 0, where i = indeg(I/a).
Proof. We first recall that, since (R0,m0) is an Artinian local ring, for any R-module L
and any integer i, H im(L) = H
i
R+
(L). Hence, by the definition of Castelnuovo–Mumford
regularity and Theorem 2.11,
28 SEYED HAMID HASSANZADEH
reg(R/J) = max{end(H iR+(R/J)) + i : 0 ≤ i ∈ Z} = end(Hd−sR+ (R/J)) + d− s.
Using the graded local duality theorem [2, 13.4.2 and 13.4.5(iv)], one has end(Hd−sR+ (R/J)) =
end(HomR0(ωR/J , ER0(R0/m0))) = − indeg(ωR/J ). Therefore we have to compute indeg(ωR/J ).
By Proposition 3.14, indeg(ω(R/J)) = indeg((I + J/J)
s−g+1(b+ σ(a))). Recalling that un-
der the conditions of the theorem I ∩ J = a, we have indeg((I + J/J)s−g+1(b + σ(a))) =
indeg((I/a)s−g+1) − (b + σ(a)) ≥ (s − g + 1) indeg(I/a) − b − σ(a). Thus we get
reg(R/J) ≤ σ(a)−(s−g+1) indeg(I/a)+b−s = reg(R)+σ(a)−(s−g+1) indeg(I/a)−s.
Also the equality holds if and only if indeg((I/a)s−g+1) = (s− g + 1) indeg(I/a) 
3.2. Perfect Ideals Of Height 2. It is known that the residual intersection of perfect
ideals of height two is a determinant ideal; so that the Eagon-Northcott complex will
provide a free resolution (not necessarily minimal) for such residual intersections. A careful
study of shifts in the Eagon-Northcott complex enables us to compute the regularity of
residual intersections in this case.
In what follows, R is a standard graded Cohen–Macaulay ring over a field R0 = K,
I is a homogeneous ideal of R minimally generated by f1, . . . , fr ∈ R with deg fj = ij
for 1 ≤ j ≤ r and also i1 ≥ · · · ≥ ir−u > ir−u+1 = · · · = in for some 1 ≤ u ≤ r. Let
a = (l1, . . . , ls) be a homogeneous s-generated ideal of R properly contained in I with
deg li = ai for 1 ≤ i ≤ s and a1 ≥ · · · ≥ ak > ak+1 = · · · = as = ir. Let J = a : I be an
s-residual intersection of I.
Theorem 3.16. With the same token as above, if I is a perfect ideal of height 2 then
(i) J is perfect of height s,
(ii) s− k ≤ u,
(iii) reg(R/J) = reg(R) + σ(a)− (s− 1) indeg(I)− s, whenever s− k ≤ u− 1.
Proof. Since grade(J) = s = (r − 1 + s)− r + 1, J is the determinant ideal generated by
r-minors of 0-th homomorphism, ψ, in the mapping cone of the chain map over a →֒ I
between free resolutions of a and I, (see [6, Theorem 1.1]). Furthermore, the Eagon-
Northcott complex of ψ provides a free resolution for R/Ir(ψ) = R/J say
N• : 0→ Ns−1[σ]→ . . .→ N1[σ]→ N0[σ]→ R→ R/J → 0,
where Nj = (Symj(
⊕r
t=1R(−it))∗
⊗∧r+j(⊕r+s−1t=1 R(−ct)), and c1, . . . , cr+s−1 are inte-
gers such that {c1, . . . , cr+s−1} = {b1, . . . , br−1, a1, . . . , as} with c1 ≥ . . . ≥ cr+s−1 and
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σ = σ(a). The module Nj , 0 ≤ j ≤ s− 1, is a graded free module generated by elements
of degrees −(it1 + . . .+ itj ) + (ck1 + . . .+ ckr+j) with t1 ≤ . . . ≤ tj and k1 < . . . < kr+j.
Part (i) immediately follows from the convergence of the spectral sequences derived from
the double complex C•m
⊗
RN•. To see (ii), note that by part (i) ht(J) = s, it means that a
cannot be generated by a less number of generators than s. Now since the K-vector spaces
air is a subspace of Iir , the former is of dimension s− k while the latter is of dimension u;
so that s− k ≤ u. This proves (ii).
To prove (iii), we first introduce two numerical functions f and n.
f(j) :=
∑r+j
t=1 ct − jir − σ = The maximum degree of generators of Nj[σ], and
n(j) := The number of generators of Nj [σ] of the maximum degree f(j).
By Hilbert-Burch theorem, [9, 3.13], we have b1, . . . , br−1 > ir ≥ r − 1 ≥ 1 and σ =∑r−1
t=1 bt. On the other hand, f(j + 1)− f(j) = cr+j+1 − ir for 0 ≤ j ≤ s− 2 . Therefore
we get the following ordering of f(j)’s for 0 ≤ j ≤ s− 1,
0 < f(0) < . . . < f(k − 1) = f(k) = . . . = f(s− 1).
To show the desired formula, it is sufficient to show that end(Hd−sm (R/J)) = a+e where
a = f(s− 1) and e = end(Hdm(R)).
The first vertical spectral sequence derived from C•m
⊗
RN• is the following exact se-
quence,
(3.3) 0→ Hd−sm (R/J)→ Hdm(Ns−1[σ])→ . . .→ Hdm(N0[σ])→ Hdm(R)→ 0.
For 0 ≤ j ≤ s− 1, Hdm(Nj [σ]) = · · ·
⊕
(Hdm(R)(−a))n(j). Hence if Hdm(R)e = Kt for some
t > 0. Then the (e + a)-th strand of (3.3) is
0→ Hd−sm (R/J)e+a → Ktn(s−1) → . . .→ Ktn(k−1) → 0.
Therefore Hd−sm (R/J)e+a 6= 0 if and only if
∑s−1
j=k−1(−1)jn(j) 6= 0. A straightforward
computation shows that n(j) =
(
s−k
j−k+1
)(
u+j−1
u−1
)
for k − 1 ≤ j ≤ s − 1. Consequently,
to show that
∑s−1
j=k−1(−1)jn(j) 6= 0, it is enough to show that (−1)k−1−(s−k)βs−k(t) :=∑s−1
j=k−1
(
s−k
j−k+1
)
jt has the same sign for each 0 ≤ t ≤ u − 1 and at least one of them is
non-zero; which follow from the assumption s− k ≤ u− 1.

Remark 3.17. In the case where s − k = u, the definition of the numerical function β in
the above proof implies that βu(t) = 0 for all t ≤ u−1, that means
∑s−1
j=k−1(−1)jn(j) = 0.
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Thus reg(R/J) < reg(R)+
∑s
i=1 di− (s−1)ir−s. Indeed in this case if we have i1 ≥ · · · ≥
ir−v > ir−v+1 = · · · = ir−u > ir−u+1 = · · · = in and a1 ≥ · · · ≥ ak−t > ak−t+1 = · · · = ak =
ir−u > ak+1 = · · · = as = ir, then by the same argument as in the proof of Theorem 3.16,
one can see that t ≤ u− v and that reg(R/J) = reg(R) + σ(a)− (s− 1)ir−u− s, whenever
t < u− v.
Continuing in this way, by a similar argument as in Theorem 3.16, one can deduce the
next proposition.
Proposition 3.18. If I is a perfect ideal of height 2 and J 6= R, then
reg(R/J) = reg(R) + σ(a)− (s− 1) indeg(I/a)− s.
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