Abstract. The standard framework of machine learning problems assumes that the available data is independent and identically distributed (i.i.d.). However, in some applications such as image classification, the training data are often collected from multiple sources and heterogeneous. Ensemble learning is a proven effective approach to heterogeneous data, which uses multiple classification models to capture the diverse aspects of heterogeneous data. If an ensemble can learn the relationship between different portions of data and their corresponding models, the ensemble can selectively apply models to unseen data according to the learned relationship. We propose a novel approach to enable the learning of the relationships between data and models by creating a set of 'switches' that can route a testing instance to appropriate classification models in an ensemble. Our empirical study on both real-world data and benchmark data shows that the proposed approach to ensemble learning can achieve significant performance improvement for heterogeneous data.
Introduction
The standard framework of machine learning problems assumes that the available data is independent and identically distributed (i.i.d.), which usually results in a homogeneous distribution. However, in some applications such as image classification, the training data are often collected from multiple sources and thus exhibit a heterogeneous distribution. For heterogeneous data, a single classification model may not be sufficient to describe all the training data very well. One intuitive solution is to divide the heterogeneous training data into a set of homogeneous partitions and train a classification model over each homogeneous partition. To predict the class label for a testing instance, we can first examine which models are most likely to give a correct prediction for this instance and then apply those models to predict the class labels.
The idea of ensemble methods is to create multiple models from a single training dataset and combining them for classification. There have been many studies on this subject [1] [2] [3] . The well-known ensemble learning algorithms include Bagging [4] , Gaussian mixture model (GMM) [5] , and AdaBoost [6] . In this paper, we propose a novel ensemble learning approach that first partitions the heterogeneous data into homogeneous sections and then builds a classification model for each homogeneous section. Unlike most existing ensemble learning method where different models are combined linearly, the presented ensemble approach introduces a routing 'switch' for each classification model that automatically determine whether the classification model should be applied to input instances. With the switches, a different subset of classification models is invoked for each instance
SWITCH -A Novel Ensemble Approach
The new ensemble approach will be described in two parts: model generation and model combination.
Model Generation. Our approach toward model generation is to divide the training dataset into multiple homogeneous sections and create a classification model for each partition. One apparent approach for obtaining the homogeneous partitions is to apply some traditional clustering algorithm to group similar training data together. However, the drawback of this approach is that each partitioned section will only contain a small number of training examples and thus the resulting classification model can severely over-fit the partitioned data. To solve this problem, we combine multiple partitions together for training a single classification model. More specifically, in our experiments, we apply the EM clustering algorithm to divide the training data into 6 different partitions and a different classification model is trained for every two partitions. As a result, there are a total of 15 classification models and each one is trained over roughly 1/3 of the training data.
Model Combination. Let x be an instance, y be a class label, and } ,..., , { 
where models within the ensemble M are combined through another set of models ( 1 | ) i P h = x . Details of derivation can be found [7] In our experiment, a model for estimating ) | 1 (
can be learned as follows: For every classification model i m in the ensemble, apply it to classify all training data and compare the predicted class labels to the true ones. For every training instance, if the predicted class label is the same as the true class label, mark it with a pseudo class '1'. Otherwise, a pseudo class '0' is assigned to the instance. Then, a 'switch', namely a classifier that is able to determine whether the corresponding model in the ensemble should be used to classify an instance, is trained over all the training instances with their pseudo class labels. The 'switch' will then be used to estimate the conditional probability ) | 1 (
In the experiments below, a Naïve Bayes model is to estimate
due to its simplicity and reasonable good performance [8] .
Experiments
Two heterogeneous datasets are used in this experiment: a dataset for indoor classification that contains 2500 examples represented by 190 features and a dataset for outdoor classification that contains 1403 examples represented 126 features. They are used to train image classifiers for identifying indoor and outdoor scenes. The experiments are performed with 5-fold cross validation and the average classification error rates are calculated. Table 1 summarizes the results for the new ensemble approach 'SWITCH' together with the baseline approach and two ensemble algorithms. For all methods, support vector machine is used as the basis model. We notice in Table 4 that compared to the baseline model, SWITCH is the only approach that consistently reduces the classification error significantly over the two datasets. It can be seen that Bagging also slightly outperforms the baseline model consistently over the two datasets. This result indicates that the new ensemble approach is effective for heterogeneous datasets. Italic numbers indicate they are smaller than the baseline error rates; italic and boldfaced numbers indicate the lowest error rates. In addition, more empirical studies of the proposed ensemble approach on both heterogeneous and homogeneous data can be found in [7] . 
