Differential Evolution (DE) is a heuristic stochastic search algorithm based on population differences, which has advantages of simple parameters and fast convergence rate. However, it has weak robustness, especially for multimodal problems. Therefore, this paper proposes a Cooperative Differential Evolution with Dynamical population (DynCDE). In the proposed algorithm, the K-means method is employed to partition the whole population. For the high convergence rate of DE/current-to-best/ 1/bin, the neighbor-based mutation strategy is applied and the dynamic population size method based on aging mechanism and lifecycle mechanism is designed to keep the balance between exploration and exploitation. This modified DE has the potential to improve prediction accuracy of neural networks. Finally, this DynCDE-based neural network model is applied to solving the short-term traffic flow prediction problem, which offers very excellent results.
Introduction
Differential Evolution (DE) is an optimization algorithm based on swarm intelligence theory, which works through the cooperation and competition guidance among different individuals in the swarm. It has the advantages of less control parameters, global search and so on. However, with the continuous deepening of evolution and the decrease of group diversity, it has the potential risk of falling into the local optimum with weak robustness.
To improve the performance of DE, some scholars have proposed some methods. Paper [6] proposed a generalized mutation strategy framework, which is convenient for users to choose the appropriate type of mutation operation and also facilitates the development of new mutation operators. Paper [8] introduced trigonometric variation in DE, treating the individual as the center point of a hyper-triangle, generating the three edges of the hyper-triangle formed by three groups of weighted difference vectors, each moving in different new variant individuals to increase the probability of the algorithm to jump out of local minima. Paper [7] introduced the acceleration and migration operations in DE, in which the acceleration operation used gradient information to direct the best individual to a better region. To prevent premature convergence, the migratory operation is used to regenerate the new individual in the vicinity of the optimal individual and replace the old individual when the dispersity of the population is lower than a certain threshold. Paper [5] proposed a variety of population DE and used it to solve the multi-pole optimization problem. Paper [1] illustrated a self-adjusting weight centroid variation strategy constructed by designing an adaptive convergence factor, which can obviously improve its local enhancement ability.
This paper presents a Cooperative Differential Evolution with Dynamical Population based on a dynamic population strategy (named DynCDE). First, the method of means of average clustering is used to realize the multi-population division by distance. To overcome the convergence of DE / current-to-best / 1 / bin algorithm being too fast, a mutation strategy based on neighbor relationship is designed. In addition, the sizes of subpopulations are dynamically controlled by means of age mechanism and life cycle strategy to achieve the balance between local search and global search.
Due to the uncertainties and highly nonlinear characteristics of short-term traffic flow prediction, it is very hard to find a mathematical model that can accurately represent the characteristics of traffic flow. Neural network technology has a very strong ability of non-linear mapping. It is relatively easy to carry out modeling and analysis of complex traffic problems. However, there are many limitations to neural networks. Therefore, this paper presents a short-term traffic prediction model based on the DynCDE neural network.
Cooperative Difference Evolutionary Algorithm Based on Dynamic Population Strategy

Differential evolution algorithm
Mutation: DE algorithm achieves mutation through the difference strategy, which is the main difference from the GA algorithm:
where F is scaling factor, () i xg is i-th individual of the g-th population, and best x is best individual. The validity of the variants vector needs to be judged and cannot exceed the boundary. If it does not meet the boundary conditions, then it should be deleted and the initial method is used to generate a new individual.
Crossover: The two initial crossover individuals are the individuals xij in the G generation population and their variants.
where CR is the crossover probability, rand j is random integer, and ij v is j-th dimension of i-th individual. In order to ensure that at least one gene is inherited to the next generation, the first crossover gene is randomly selected from the variant individual vi = (g+1) as an allele. The subsequent crossover process is generated by Equation 2 by comparing the random number with CR .
Selection: The greedy selection technique is often used in DE algorithms to decide which individuals should be selected:
Comparing the fitness values of the individuals vi = (g + 1) and xi(g), the individuals with good fitness are selected to the next generation.
Modified Differential Evolution Algorithm
To this end, this paper proposes a series of Cooperative Differential Evolution with Dynamical Population (DynCDE). This algorithm uses the K-means clustering method to achieve multi-population partitioning and improve the selection of differential vectors. Finally, the relationship between sub-population development and subpopulation exploration is balanced by age mechanism and life-cycle mechanism.
Multi-population strategy based on K-means clustering
Clustering is the process of classifying and recombining similar data according to some attributes. K-means clustering, which is a simple but classic clustering method, belongs to unsupervised learning, taking distance as a basis. The mean is the criterion for distance and K is the number of clusters. First, K points are assigned as the initial clustering centers, and then the distance from other points to the center point is calculated and these points are divided to t certain ceni into ceni ones. However, the distance from other points to the cluster center is called the cluster radius. Here's how to calculate the cluster center and cluster radius.
If class i contains ni individuals, these individuals are set as x1, x2, xni, Then, the clustering centers cen (i) is calculated as:
The cluster radius R is the average Euclidean distance of members in the population to the center. The i-th cluster radius is calculated as:
The general steps [4] :
Step 1: Initialization: The predefined cluster type N objects in the matrix X are randomly selected as the initial cluster center.
Step 2: Iteration: According to the similarity criterion, data are assigned to the nearest cluster centers to form a class. Initialize membership matrix.
Step 3: Update clustering center. Then, use the average vector of each class as a new clustering center, and then redistribute the data.
Step 4: Repeat Step 2 and Step 3 until the suspension condition is met. There is a set of data sets x1= (2, 1) , x2= (1, 3) , x3= (6, 7) , x4= (4, 7) (1) Select the clustering center, which can be arbitrarily selected through the histogram or be taken from the first two values.
(2) Calculate the distance between each of the two clustering centers.
Mutation Strategy Based on Neighbor Relationship
The DE/current-to-best/1/bin algorithm has a very high rate of convergence but low confidence. To overcome this shortcoming, this chapter will improve the first mutation strategy of the DE algorithm to maintain the high degree of convergence, enhance the diversity of algorithms, and achieve the purpose of enhancing the credibility of the algorithm at the same time.
For the first difference vector, the original strategy is to use the global optimum of individuals with the current individual. In this paper, the difference between the nearest individual in the "memory set" and the current individual is used. The "memory set" includes the best individuals found by all subpopulations. This strategy can prevent the population from going to the global optimal convergence and can encourage sub-populations to explore the local optimal region.
For the second difference vector, the best and worst individuals in the updated neighbor are chosen. It can guide the current individual to move closer to adjacent individuals.
Therefore, the first mutation strategy formula will be updated as:
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Age Mechanism and Life Cycle Strategy
This paper uses the age mechanism to control the speed of individual exploration of space and prevent premature fall into the local most. At the same time, the life cycle mechanism is adopted to realize the competition among the populations and realize the dynamic change of the population size. The working methods of the specific age mechanism can be referred to Table 2. B) Life cycle mechanism [9] The life cycle mechanism uses individual performance evaluation strategies based on nutritional values. Each individual is divided into two classes according to the average fitness fmean of the entire population. The first class is a set of good individuals whose performance is better than the average, and the other is a poor set of individuals whose performance is worse than the average. The current individual, as a good individual, calculates their nutritional value according to their location. If the nutrient value is above a certain threshold Lc + (here, set to 5), the individual will be classified to generate an individual near the original, but some of the dimensions will mutate. Similarly, if the individual is in a poor concentration of individuals, the individual will be removed if their nutritional value continues to decrease, reaching a certain threshold Lc-(here set to -5). The working methods of specific life cycle mechanism can be referred to Table 3 . 
Overall process description
The operation mechanism of the DynCDE algorithm is as follows: Firstly, the parameters are initialized and the K-means clustering method is used to divide the population. In the cycle, the individual's position is first updated for each subpopulation using formulas (6), (7) and (8), using an age mechanism within that subpopulation to prevent individuals from falling into local optima and preventing individuals from converging. After each subpopulation has run the age mechanism, life cycle mechanism is then run throughout the population.
The life-cycle strategy is a global way of judging the subpopulation's superiority, so as to control the size of the subpopulation. The excellent population will acquire more individuals, and the number of poor individuals will shrink within the population. 
Parameters Setting
The typical DE algorithm and the SaDE algorithm are selected to be compared with DynCDE. The parameters of the DE algorithm include: F is set to 0.3, and the Cr is set to 0.8; the parameters of the SaDE algorithm include: c is set to 0.1, and p is set to 0.05; the DynCDE algorithm is set as: the population number Ms is set to 8, the Age mechanism upper and lower line Age is 10, and the life cycle upper and lower line Lc is 5. Figure 2 shows the search convergence curves of the DynCED, SaDE and DE algorithms. Clearly, the convergence speed of the DynCDE algorithm outperforms that of the others. This is mainly because of the acceleration of the statement cycle. Table 6 also gives the statistical results of each algorithm for the multimodal function test. As seen from the results, the search accuracy of the DynCDE algorithm is significantly higher. This is mainly because the multi-population strategy can control the population diversity effectively. At the same time, the life-cycle mechanism limits the occurrence of significant local optimums. 
Analysis and discussion
DynCDE's Application for neural network weight optimization
Neural Network
Neural network has some remarkable characteristics: it has the ability of nonlinear mapping, doesn't need a precise mathematical model, and is good at learning useful knowledge from input and output data. Also, it is easy to implement parallel computing. The neural network consists of a large number of simple computing units, which can be easily implemented by hardware and software [3] . Figure. 3. Because the neural network has the ability to complete space mapping through sample learning, it has become the main tool for modeling, simulation and prediction of nonlinear systems.
Neural network training process based on DynCDE
The essence of the neural network based on DynCDE is to map the weights and thresholds of neural networks to the individual position dimensions in DynCDE, that is, the dimension of the solution. These parameters are optimized by the continuous individual position in order to get optimal solution and network training. This network is defined as DynCDE-NN. The DynCDE-NN network training process is as follows:
According to the length of the input vector of neural network, determine the number of input nerve units I. The number of output layer neurons O is based on the output vector. Also, the number of neurons H in hidden layers is predefined. MCN is the maximum training times. The initialization networks of , , , ij jk j k wv  are the connection weights of three layers in the range of (0, 1). The parameters needed to be optimized for the BP network are shown in Figure 3 and can be represented by a onedimensional matrix: 
Curve fitting test
In this paper, the curve fitting of fs1= sin (x) and fs2 = sin (x) +2*sin (2x). Figure 4 gives the fitting effect. The circle point in the graph is the training point. The transverse coordinates of a graph are xf = 2π * i / 20, respectively, of which i = 0, 1, …, 19, 20. The point used for testing is xc = 2π * i / 100, of which i = 0, 1, ..., 99, 100. From Figure. 4, we can see that the neural network trained by the DynCDE algorithm has a distinct advantage over the BP algorithm training neural network in fitting the curve accuracy. Especially in the hanging point area, the deviation from the real value is smaller. Table 7 gives static statistical results. By comparing training errors, it is obvious that BP-NN is an order of magnitude higher than the error of DynCDE-NN. 
Short-term traffic flow prediction based on DynCDE
Target Problem
Urban road traffic is a dynamic complex system. With the reduction of observation time, traffic characteristics are transformed from certainty to randomness, and the prediction difficulty of traffic flow is also improved. Generally, the forecast of traffic flow from 5min to 1h is called short-term traffic flow prediction. It has a wide application prospect in intelligent traffic control and induction, which can alleviate or solve the problem of urban traffic congestion. The target problem is non-linear, random and uncertain. Presently, urban traffic control and induction generally adopt the pre-set scheme, while a few cities adopt the adaptive control mode based on traffic flow detection. However, the application of intelligent traffic control is still scarce.
Experimental conditions
Experiments are carried out using real data from the Shenyang Traffic Flow Measurement System. Three sections of Qingnian Road from south to north (section 1), Wanliutang Road from south to north (section 2) and Xishuncheng Road 
The experimental results
Mean absolute percentage error is used as the standard to evaluate the prediction accuracy:
where Yi is the true measurement value and Yi* is the predicted value.
Here, we compare the prediction accuracy of the neural network model (BP-NN) based on BP algorithm and the DynCDE-NN based on the DynCDE algorithm. Figure 5 shows the comparison between the predicted value of traffic flow and the measured value of three sections. As shown in Figure 5 , the road conditions of the three sections are different. Although the traffic flow intensity of the morning peak and the evening peak are different, the time of occurrence is similar.
The light blue dots in the graph represent the predicted results obtained by BP-NN, and the red dots represent the predicted results obtained by DynCDE-NN. Intuitively, in Figure 5 , the prediction results based on BP-NN are inferior to the prediction results of DynCDE-NN. Table 8 also gives the statistical results of the data. By comparing the MAPE values obtained by comparing BP-NN and DynCDE-NN, it is obvious that the neural network optimized based on DynCDE can better characterize the short-term traffic information and predict the congestion situation on the road.
Conclusions
Short-term traffic flow prediction is an important part of urban transportation systems. The key to traffic control and guidance is accurate prediction. In this paper, the improved differential evolution algorithm DynCDE combined neural network is applied to short-term traffic prediction in intelligent transportation. Compared with the BP neural network, the improved algorithm has higher prediction accuracy. The results show that the performance of this model based on the DynCDE-NN short-term traffic prediction model is good.
