An algorithm for Iterative Learning Control is proposed based on an optimization principle used by other authors to derive gradient type algorithms. The new algorithm is a descent algorithm and has potential benefits which include realization in terms of Riccati feedback and feedforward components. This realization also has the advantage of implicitly ensuring automatic step size selection and hence guaranteeing convergence without the need for empirical choice of parameters. The algorithm achieves a geometric rate of convergence for invertible plants. One important feature of the proposed algorithm is the dependence of the speed of convergence on weight parameters appearing in the norms of the signals chosen for the optimization problem.
Introduction
Iterative Learning Control considers systems that repetitively perform the same task with a view to sequentially improving accuracy. Examples of this idea can e.g. be found in [3, 7, 8, 9, 10, 11, 15, 16, 17, 21] and includes the general area of trajectory following in robotics. The specified task is regarded as the tracking of a given reference signal r(t) or output trajectory for an operation on a specified time interval. The objective of Iterative Learning Control is to use the repetitive nature of the process to progressively improve the accuracy with which the operation is achieved by changing the control input iteratively from trial to trial.
Iterative Learning Control was originally introduced in 1984 by Arimoto et al. [3] who presented an algorithm that generated the new trial control input by adding a "correction" term to the control input of the previous trial. Iterative Learning Control has since then been further explored but is still underdeveloped. A recent textbook about Iterative Learning Control [15] includes a good literature survey to 1992.
The technical difficulty of Iterative Learning Control lies in the two-dimensionality (in the mathematical sense) of the overall system [9, 17] . The two dimensions are the trial index k and the elapsed time t during a trial. It is obviously desirable to have notions of stability with respect to both dimensions in a precisely defined sense (see [19] for some related ideas in the theory of repetitive dynamical systems). Whilst stability in the t-direction has the simple and usual interpretation, the stability in the k-direction is taken to be equivalent to convergence of the Iterative Learning Control algorithm, defined as follows:
Definition 1 An Iterative Learning Control process is convergent if and only if it constructs a se-
quence of control inputs fu k (t)g k 0 which, when applied to the plant, produces an output sequence fy k (t)g k 0 with the property that the following limits exist lim k!1 y k (t) = r(t) ; lim k!1 u k (t) = u 1 (t) 8t 2 0; N] (1) In this paper, a new convergent Iterative Learning Control approach is proposed that can be realised in terms of current trial feedback mechanisms combined with feedforward of previous trial data. The approach is based on the conceptual idea of splitting the two-dimensional dynamics into two separate one-dimensional dynamics. This is done by introducing a performance criterion as the basis of specifying the control input to be used on each trial. The algorithm uses the criterion to evaluate the performance of the system on a given trial by "averaging over time" and hence removing the dimension of time from the analysis. The performance criterion is then used to construct and solve an optimization problem whose solution is the proposed control input for the new trial.
The use of optimality criteria in Iterative Learning Control is not new to this paper. For continuous time systems, Furuta and Yamakita [8] have used a steepest-descent algorithm to minimize the L 2 norm of the tracking error. Their approach is as a steepest-descent optimization method guaranteed to converge provided that the "step length" is judiciously chosen on each trial. The results presented in this paper represent an improvement on their algorithm with the added bonus that convergence is guaranteed without the need to choose any step length parameters. In [7] , an optimization problem related to the one in this paper is proposed. Its precise form is however not adapted to the special characteristics of Iterative Learning Control. It also does not make use of the current error and hence does not have a feedback form. One of the largest advantages of the proposed algorithm is that it achieves a reduction of the norm of the error at each step if the plant is known and the rate of reduction can be influenced by available design parameters. Most of the other algorithms currently available cannot make any statements about the rate of convergence, even if the plant is fully known. This paper is related to more abstract results for general systems [2] , differing in the concentration on the discrete time case and the much higher level of detailed analysis.
The outline of the next sections is as follows. In section 2, the mathematical problem formulation and the proposed learning algorithm are shown. Its main properties are derived. In the next section, the causal algorithm for linear, discrete-time plants is presented, together with a discussion of the design parameters and illustrative simulation results.
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Problem Formulation
The following sampled-time system is considered:
x(0) = x 0 ; 0 i N y(t) = C x(t) x 2 R n ; u 2 R m ; y 2 R p (2) The state space matrices A; B; C are assumed to be time-invariant for simplicity. It is however straightforward to extend all results to time-varying systems as this involves only time indexing of the matrices in the following derivations. Comments about exceptions for timevarying systems will be given where appropriate.
This system has the following well-known solution [4] : Note that signals at different times are used for the input and output vectors. This leads to an equivalent formulation of (2) as a matrix equation, introduced in a similar fashion in [11] : y = y 0 + Gu The matrix G is a block lower-triangular matrix with a special structure. In the time-invariant case, the first column determines the whole matrix. This kind of structure is known as Toeplitz matrix [12] .
The plant input/output operator is hence just a matrix, mapping mN-vectors to pN-vectors. It might possibly be a very large matrix, but this is not a problem as G does not appear in the final calculations. It is only required for theoretical analytical purposes.
It is noted that the matrix G is invertible in the SISO-case if and only if CB 6 = 0. If the system has a delay, i.e. CB = 0, then it can be regularised, as shown in appendix A.
Consider now a tracking problem where the reference trajectory or desired output is denoted by r(t), given for 1 t N (assuming a relative degree of one for simplicity of presentation). The tracking error is defined as e = r ? y = r ? Gu ? y 0 = (r ? y 0 ) ? Gu (7) where e and r are super-vectors, defined analogously to y. Hence, without loss of generality, it is possible to replace r by r ? y 0 in the analysis and thence assume that y 0 = 0, or equivalently, x 0 = 0. Inversion of a dynamical system is regarded as an impractical solution because it explicitly requires exact knowledge of the plant. This would make the approach sensitive to uncertainty and other disturbances. An estimated inverse could be used to calculate an initial guess for the input, but this input must then be improved on by the iterative learning procedure that uses a more or less exact model of the plant and can cope with disturbances.
The problem can easily be seen to be equivalent to the solution of the optimisation problem u 1 = arg min u fkek 2 : e = r ? y; y = Gug (8) This can be interpreted as a singular optimal control problem [6, 22] that, by its very nature, needs an iterative solution. This iterative solution is traditionally seen as a problem in numerical analysis but, in the context of this paper, it is seen as an experimental procedure. The difference between the two viewpoints is the fact that an experimental procedure has an implicit causality structure that is not naturally there in numerical computation. A formal definition of causality for Iterative Learning Control systems is as follows:
Definition 2 An Iterative Learning Control algorithm is causal if, and only if, the value of the input
at time t on the (k+1) th trial/experiment is computed only from data that is available from the (k+1) th trial in the time interval 0; t] and from previous trials on the whole of the time interval 0; N].
(Note: This process is not causal in the classical sense as data from times t 0 > t can be used, but only from previous trials)
The Optimal Learning Algorithm
There are an infinity of potential iterative procedures to solve the optimization problem (8) . The approach taken in this paper is to construct and describe in detail an algorithm with the important properties of:
1. Achieving a reduction of the norm of the error at each step, 2. Ensuring automatic choice of step size and 3. Including the potential for improved robustness through the use of causal feedback of current trial data and feedforward of data from previous trials.
More precisely, the algorithm proposed here, on completion of the k th trial 2 , calculates the control input on the (k+1) th trial as the solution of the minimum norm optimization problem
fJ k+1 (u k+1 ) : e k+1 = r ? y k+1 ; y k+1 = Gu k+1 g (9) where the "performance index" or optimality criterion used is defined to be
where the norms k k are the appropriate norms for the input-and output-spaces U and Y , respectively. These spaces are`2-spaces of m-and p-vectors on 0; N ?1] and 1; N], or isometrically equivalent, spaces of vectors with mN and pN real elements. Using the more familiar formulation where the norms have been written out as sums the performance index is
The weight matrices Q(t) and R(t) must be symmetric and positive definitive for all t. The cost function (10) is equivalent to (11) if the norms used are induced from the following inner products. Using a block-diagonal matrix Q with Q(t) on the diagonal and similarly a matrix R with R(t) on the diagonal, the definitions of the inner products h ; i in Y and U are
The initial control u 0 2 U can be arbitrary in theory but, in practice, it will be chosen to be a good first guess at the solution of the problem. The problem can be interpreted as the determination of the (k + 1) th trial control input as an input that reduces the tracking error in an optimal way whilst not deviating too much from the control input used on the k th trial. The relative weighting of these two objectives is absorbed into the matrices Q and R.
The immediate benefits of the approach are apparent from the simple interlacing result that ke k+1 k 2 J k+1 (u k+1 ) ke k k 2 8k 0 (14) which follows from optimality and the fact that the (non-optimal) choice of u k+1 = u k would lead to the relation J k+1 (u k ) = ke k k 2 . The result states that the algorithm is a descent algorithm as the norm of the error is monotonically decreasing in k and ke k+1 k = ke k k implies that the algorithm has terminated, i.e. the input remains unchanged. Since R(t) > 0 8t guarantees the existence of the inverse, the optimal control input is u k+1 = u k + R ?1 G T Qe k+1 8k 0
The learning controller R ?1 G T Q is equivalent to the adjoint operator G of G with respect to the weighted inner products (12) and (13) only on values of u(t 0 ) for 0 t 0 < t. The algorithm cannot therefore be implemented in this
form. An equivalent form of this learning law that can actually be implemented in an algorithm is derived in a later section. Before this, general properties of this learning algorithm are addressed.
Using e = r ? Gu gives the tracking error update relation e k+1 = (I + GG ) ?1 e k 8k 0 (17) and the recursive relation for the input evolution
This last relationship is a form of Levenberg-Marquardt [14] or modified Newton iteration which is familiar in the context of numerical analysis [18] , particularly the least-squares fitting of parameters appearing nonlinearly in models, but in this case it is used for a dynamical system.
The algorithm has a number of other useful properties. For example, monotonicity immediately gives the result that the following limits exist The existence of the limits suggests that the algorithm has a form of convergence property. The details are discussed in the next subsection.
The Proof of Convergent Learning
The most interesting and important result regarding the convergence of the error sequence is as follows. If ker G T = 0, then there exists no e such that G T e = 0 and it follows that lim k!1 e k+1 = 0, noting that Q and R are nonsingular.
If ker G T 6 = 0 but r 2 range G, the proposition is proved using (19) by showing that Note that a basic result from linear algebra states that ker G T = 0 implies range G = Y , i.e. the plant operator G is such that all vectors y 2 Y have a pre-image in U . Proposition 1 states in other words that the learning algorithm achieves a zero terminal error if it is possible at all. It is however a different matter how fast this limit error is reached -a question considered in the next section. 
The Rate of Convergence
Inserting this into the above inequality yields finally the desired bound: 
The first part of the proposition shows that, in the limit, the input sequence minimizes the error in a least-squares sense, even if G is singular or non-square. If it is assumed that G is square and nonsingular, then it is guaranteed that there exists a scalar > 0 such that (26) holds. This number is known as the smallest singular value of G. It is evident from (6) that is strictly greater than zero if and only if the terms on the diagonal of G are nonsingular, as discussed in appendix A.
The second part of the proposition and the corollary make an even stronger point. They state that the algorithm achieves for a "regular" plant an exponential rate of convergence. For the practical use of the algorithm, it is very important to note that , and hence the rate of convergence (27) Simulation results suggest however that this may be overcautious as the smallest singular value stems from a worstcase consideration and the convergence for typical reference signals is (at least initially) much faster than guaranteed by the bound (33). This control over the convergence rate is one of the biggest advantages of this algorithm and stands in contrast to other algorithms, as e.g. [3, 21] , where there is typically neither an exponential rate of convergence nor any possibility to increase the speed of convergence.
The Practical Application of the Algorithm
The Causal Formulation of the System
As mentioned above, the algorithm in the form (16) is not causal in the usual sense, but only in the Iterative Learning Control sense as defined in section 2.1. It can, however, be converted into a computational procedure. This is shown next.
The optimal solution u k+1 was found to be u k+1 = u k + G e k+1 . The adjoint operator G can be transformed into a usual dynamical system as e.g. (2) k+1 (t) = A T k+1 (t + 1) + C T Q(t + 1) e k+1 (t + 1) ; k+1 (N) = 0 u k+1 (t) = u k (t) + R ?1 (t)B T k+1 (t) ; N > t 0
This system has a terminal condition (at t = N) instead of an initial condition, marking it (as expected) as an anti-causal representation of the solution. It cannot therefore be implemented in this form, but a causal implementation can be found when assuming full state knowledge. The optimal control is transformed by writing for the costate
Standard techniques then yield the matrix gain K(t) as the solution of the familiar discrete matrix Riccati equation on the interval t 2 0; N ? 1]:
with the terminal condition K(N) = 0. This equation is independent of the inputs, states and outputs of the system. In contrast, the predictive or feedforward term k+1 (t) is generated by k+1 (t) = (I + K(t)BR ?1 (t)B T ) ?1 (A T k+1 (t + 1) + C T Q(t)e k (t)) ; k+1 (N) = 0 (38)
The predictive term is hence driven by the tracking error on the previous (i.e. the k th trial).
The input update law becomes with these terms
This is hence a causal Iterative Learning Control algorithm consisting of current trial full state feedback combined with feedforward from the previous trial output tracking error data. This representation of the solution is causal because (37) and (38) can be solved off-line, between trials, by reverse time simulation using available previous trial data. For a time-invariant system, the matrix K(t) for 0 t < N in fact needs to be computed only once before the sequence of trials begin. Fig. 2 shows a diagram of the closed loop in the proposed Iterative Learning Control algorithm. With this formulation, the storage of input, error and state of one trial is required. 
Optimal learning controller
Simulation Examples
In this section, two simulation examples are shown. The first one illustrates how the rate of convergence can be arbitrarily changed with this algorithm and the second demonstrates robustness with respect to nonlinearities of the plant.
The first example is similar to an example in [10] where only the parameter is changed. Fig. 3 shows the output and input from ten trials for = 10 and Fig. 4 shows the same graphs for = 1. As explained in section 2.4, the rate of convergence for a smaller value of is faster and this is clearly visible from the simulations.
Both the outputs y k (t) and inputs u k (t) converge nearly immediately to good precision to the desired output and input, respectively, in Fig. 4 where is smaller. It is also evident from the norm of the errors: for = 10, the norm of the error after ten trials is ke 10 k This would mean that measurements of position and velocity of the robot link need to be available. The plant of the second example is the same as in [15] . The nonlinear model is as follows: 
For the application of the learning algorithm, the plant is linearised around the stationary point y = 0:5, u = 0, leading to the linear approximation
withŷ(t) = y(t) ? y . The linearised plant is used for the calculation of the Riccati gain K(t) and the feedforward term k (t). In the actual trials, the nonlinear plant is used and its state is observed with a state-estimator. The weight matrices are chosen to be Q(t) = 1 and R(t) = 0:5. Fig. 5 shows the result of the simulations. It is evident that the proposed method achieves good convergence even for this nonlinear plant.
Simulations for a range of first to fourth order plants have been carried out. They showed generally that good convergence can be obtained. In nearly all cases, good control over the`2-norm of e k is achieved using variation of the single parameter . Only non-minimum phase plants showed a slower convergence. The causes for this phenomenon were studied in [1] where it is indicated that non-minimum phase properties always slow down this form of algorithm, but convergence is still maintained. In the simulations, full state knowledge was assumed. If the state is not available, it must be estimated by an observer or alternatively, output feedback schemes can be used. Overall, the new Iterative Learning Control algorithm was found to be highly successful.
Conclusions
This paper has proposed an Iterative Learning Control algorithm based on optimization principles and has provided a complete convergence analysis of the algorithm. The formal form of the results indicates the need to transform the representation of the solution into a causal representation for Iterative Learning Control implementation. This transformation has been provided. It was shown that the causal representation is a combination of feedback (of current trial data) and feedforward (of previous trial data).
A formal examination of general robustness issues was not included, but the experience in numerical analysis with the related Levenberg-Marquardt method and results of Iterative Learning Control simulations indicate that the algorithm possesses robustness to a useful degree. This is a topic of present research.
One specific advantage of the proposed algorithm and its interpretation as a linear quadratic tracking and disturbance accommodation problem is that the rate of decrease of the error can be influenced in a natural and intuitive way by several design parameters (weighting matrices in quadratic costs). This benefit is not available in other optimal descent methods, e.g. the steepest descent method in [8] . This is largely due to the simultaneous selection of step direction and step length of the proposed algorithm as compared to the steepest descent method where these are computed sequentially.
Issues which this paper did not address and possible topics of future research include questions of robustness, an extension for nonlinear plants and the possibility of improvement of the rate of convergence through more complicated optimality criteria.
A Regularity Conditions on the Plant
It is assumed in theorem 1 that the kernel of G T is zero. This means in other words that there exists no non-zero y such that G T y = 0. In terms of linear algebra, the assumption is that G T is monic, or equivalently, that G is epic [23] . This assumption is easily related to the state-space parameters of the plant by considering (6) . In the SISO case, G (and G T ) is square and non-singular if and only if CB 6 = 0.
The above assumption is therefore a restriction on the relative degree of the plant. Such an assumption is quite usual in Iterative Learning Control literature [3, 15] . The physical situation is that if CB = 0, then the first output y(1) cannot be affected by the first input u(0). The first input has only an effect on later outputs y(t); t > 1. Also, the last input u(N ? 1) has no effect on any outputs during the trial. Because of this, y(1) and u(N ? 1) can be removed from the definitions of y and u. G remains square and becomes nonsingular. In the MIMO case, G T can only be monic if m p, i.e. if there are at least as many inputs as outputs. If ker G T = 0, it is guaranteed that for each vector r(t), there exists (at least) one input u(t) that generates it. If G is square and regular then there exists exactly one input for each output. These "regularity" conditions are strongly related to the inverse of the plant. The analogous procedure to make G regular in the MIMO case is then similar to Silverman's inversion algorithm [20] : as above, the first and last elements of y and u, respectively, are omitted. Now, however, only some components of y(1) and u(N ? 1) must be removed, according to the rank of CB. The precise details are omitted because they do not form part of the main issue of this paper.
Reference [21] gives some details about this problem in Iterative Learning Control for continuous time systems. Finally, for time-varying systems, regularity of G means additionally that the system does not change its relative degree during a trial. For example, if the system has relative degree 1 at time t = 1, then one must assume that C(t)B(t ? 1) 6 = 0 for all t 2 1; N].
