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IDEALS OF BOUNDED RANK SYMMETRIC TENSORS
ARE GENERATED IN BOUNDED DEGREE
STEVEN V SAM
Abstract. Over a field of characteristic zero, we prove that for each r, there exists a
constant C(r) so that the prime ideal of the rth secant variety of any Veronese embedding
of any projective space is generated by polynomials of degree at most C(r). The main idea
is to consider the coordinate ring of all of the ambient spaces of the Veronese embeddings
at once by endowing it with the structure of a Hopf ring, and to show that its ideals are
finitely generated. We also prove a similar statement for partial flag varieties and, in fact,
arbitrary projective schemes, and we also get multi-graded versions of these results.
1. Introduction
Given a vector space V over a field of characteristic 0, let DdV denote its dth divided
power, i.e., the invariant subspace in V ⊗d under Σd (symmetric group). The Veronese cone
is the image of the map V → DdV given by v 7→ v⊗d. If X ⊆ P(V ) is a subvariety, the rth
secant variety of the dth Veronese of X , denoted Secd,r(X), is the Zariski closure in D
dV of
the set of expressions
∑r
i=1 v
⊗d
i where vi is in the affine cone of X .
Secant varieties have long been a topic of interest in classical algebraic geometry. Despite
this, very little is known about their algebraic structure. A fundamental invariant of an
embedded variety is the maximum degree of a minimal generator of its defining ideal. Most
known results about this invariant for secant varieties either restrict to small values of r or
are of an incremental nature which push the boundaries of existing techniques.
Heuristically, invariants of Veronese re-embeddings of projective varieties tend to exhibit
strong uniformity properties. In line with this, the goal of this paper is to introduce new
theoretical tools for the study of the ideals of their secant varieties, and as an application,
to prove the following uniformity statement (this is a special case of Theorem 5.1):
Theorem 1.1. Let X ⊆ P(V ) be a subvariety. There is a function CX(r), depending on r
(and X), but independent of d, such that the ideal of Secd,r(X) is generated by polynomials
of degree ≤ CX(r).
An important special case is X = P(V ), i.e., secant varieties of Veronese embeddings of
projective space. In this case, one can improve Theorem 1.1:
Theorem 1.2. There is a function C(r), depending on r, but independent of d and dim V ,
such that the ideal of Secd,r(P(V )) is generated by polynomials of degree ≤ C(r).
The problem of finding generators for the ideal of Secd,r(P(V )) is of general interest in the
study of classical algebraic geometry and tensors since its points are the symmetric tensors
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with border rank ≤ r. This is closely related to the polynomial version of Waring’s problem
of expressing polynomials as sums of powers of linear forms. For this connection, see [IK].
Despite being the subject of intense research, very little is known about these equations:
there are many partial results and only few special cases have complete answers. We refer the
reader to [LO] and its references for a survey of known results, and to [L3] for an introduction
to tensors in algebraic geometry. For example, the basic equations are the determinantal
equations coming from catalecticant matrices, but these often do not cut out the secant
variety, even set-theoretically [BB, Theorem 1.2] (see also [BGL] for related discussions).
These determinantal equations fit into the framework of “vector bundle methods” (see [LO,
§5]), which essentially account for all known constructions of equations. These methods give
an infinite hierarchy of types of equations, but still do not suffice in general [Ga].
The main idea of this paper is to combine all of the Veronese embeddings of X into
a single algebraic structure known as a Hopf ring (sometimes called coalgebraic ring to
avoid confusion with “Hopf algebra”) and to prove and exploit noetherianity properties
of this structure. Hopf rings have two multiplications and a comultiplication satisfying
some compatibilities. They are ubiquitous in algebraic topology, especially in the context
of generalized homology of Ω-spectra (see [Wi] for an exposition). Hopf rings also naturally
appear in the cohomology of families of finite groups [GSS2]. A combinatorial example
is the ring of symmetric functions: the additional multiplication is inner plethysm; for its
compatibility with multiplication and comultiplication, see [Ma, §I.7, Examples 22, 23]. As
far as we are aware, Hopf rings have not appeared in the context of secant varieties.
Following Theorem 1.1, it is natural to ask about the behavior of the function r 7→ CX(r).
Is it bounded by a polynomial? an exponential? We do not know, even in the case when
X = P(V ). The advantage of our approach is that these questions can be rephrased in terms
of the corresponding Hopf ring, which paves the way for a new line of investigation.
1.1. Complements. One generalization of Theorem 1.2 is to consider families of varieties
that depend functorially on a vector space V . Our techniques allow us to handle the family
of partial flag varieties. To be precise, let e = (e1 < e2 < · · · < eℓ) be an increasing sequence
of positive integers. Given a vector space V , let F(e, V ) be the partial flag variety of type e:
its points are increasing sequences of subspaces W1 ⊂ · · · ⊂Wℓ ⊂ V where dimWi = ei. Its
Picard group is isomorphic to Zℓ, generated by line bundles L1, . . . ,Lℓ (corresponding to the
fundamental weights ωe1, . . . , ωeℓ of SL(V )) with the property that L(d) := L
⊗d1
1 ⊗· · ·⊗L
⊗dℓ
ℓ
is very ample if and only if d1, . . . , dℓ > 0 (and defines a map to projective space if and only
if d1, . . . , dℓ ≥ 0). When e = (1), F(e, V ) is projective space.
Define Secd,r(F(e, V )) to be the rth secant variety of the image of F(e, V ) under the map
defined by the line bundle L(d).
Theorem 1.3. There is a function Ce(r), depending on r (and e), but independent of d
and dimV , such that the prime ideal of Secd,r(F(e, V )) is generated by polynomials of degree
≤ Ce(r).
Remark 1.4. The same proof applies in the more general setting of a projective scheme X
embedded in a product of projective spaces. There we work with the multi-homogeneous
coordinate ring of X and consider its multi-graded Veronese subrings which is the sum of
components whose multi-degree is a multiple of a fixed multi-degree d. Then we get a
boundedness statement as above which is independent of the choice of d.
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The same techniques mentioned above allow us to get multi-graded generalizations of the
main results, i.e., when considering products of projective varieties, see §6. 
Remark 1.5. Going back to Theorem 1.1, it is well-known that CX(r) ≥ r + 1 [L3, Propo-
sition 7.5.1.2] so one cannot remove the dependence on r. 
Remark 1.6. The language of shuffle commutative algebras and Hopf rings used in this
paper can be translated into the language of representations of categories, as in [SS3]. The
latter approach clarifies how to define projective generators for the category of modules (they
are not just direct sums of the algebra) and will be investigated in later work in connection
to higher syzygies of secant varieties. We have chosen to avoid this language here to keep
the layers of abstraction to a minimum. 
1.2. Outline of argument. Even though Theorem 1.2 is a special case of the other results,
we have chosen to present its proof carefully and then to explain the relevant changes for
the other results because all of the key ideas are present in Theorem 1.2 and because we
wanted to keep the notation as simple as possible. The proof of Theorem 1.2 breaks into the
following steps:
1. For fixed r, we reduce to considering vector spaces of dimension r (the main point is to
reduce to a fixed dimension). For this, we can either use [MM] or the fact that the prime
ideal of the associated “subspace variety” is generated in degrees that are independent of
d and dim V (in fact, it is generated by polynomials of degree r+1). This is explained in
§5, and the remainder of the steps assume that we have made this reduction.
2. We consider all values of d via the space AΣ =
⊕
n,d Sym
n(Symd V ∗). The key obser-
vation is that this space has two products: the usual one which is “external” in that it
multiplies the outside symmetric powers, and one which is “internal” in that it multiplies
the inside symmetric powers. We show that when dimV < ∞, subspaces of this space
which are ideals for both products are finitely generated. The internal product involves
symmetrizations and behaves poorly in positive characteristic, so here we assume that the
field has characteristic 0. This is done in §3; preparations for it are in §2.
3. Finally, the two products are compatible with the standard comultiplication on the sym-
metric algebra. Secant varieties are geometrically defined in terms of adding points, but
we can also define them algebraically in terms of comultiplication. This allows us to prove
the crucial fact that the ideals of the secant varieties of the Veronese cone are ideals in AΣ
with respect to both products. So using the above, we can generate them using finitely
many polynomials. This is explained in §4.
The proof of Theorem 1.1 follows as in steps 2 and 3 above with Symd V ∗ replaced by
H0(X ;O(d)) (and step 1 is not relevant), and is presented in §5; the proof of Theorem 1.3
follows the same steps.
1.3. Relation to previous work.
• Rather than look at all Veronese embeddings of projective space, one can consider all Segre
embeddings of products of projective spaces, or one can consider all Plu¨cker embeddings of
Grassmannians. Are the ideals of their secant varieties defined in bounded degree? While
this is unknown, if one only asks about generators of these ideals up to taking radical (i.e.,
finding equations which only cut out the secant variety as a set), then this is known by
work of Draisma–Kuttler [DK] and Draisma–Eggermont [DE]. Curiously, the techniques
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in those works do not apply to Veronese embeddings, even to get set-theoretic statements
(as Draisma informed the author in private communication).
• Secd,1(V ) is the Veronese cone, and it is well known that its ideal is generated by quadratic
polynomials, so C(1) = 2. Kanev shows in [K] that C(2) = 3, that is, the ideal of the
secant line variety of the Veronese cone is generated by cubic polynomials (see [OR, R] for
related results).
• Even ignoring the issue of considering Veronese re-embeddings, the problem of computing
the ideals of secant varieties is a difficult one. We refer the reader to [CGG, LW, MM, SV]
and the references therein. For some motivations for this problem coming from algebraic
statistics, see [GSS1], and from geometric complexity theory, see [L1, L2].
• The idea for showing that ideals in AΣ are finitely generated is motivated by the author’s
previous work on twisted commutative algebras (see [SS1, SS2, SS3, NSS]), which in turn
was motivated by, for example, [CEF, Co, DoK, DK, DE, Hi, HS, Sn]. These structures
formalize the idea of working independently of the dimension of the underlying projective
spaces, which is closely related to the notion of “inheritance” in [LM].
• As we mentioned, properties of the coordinate ring of an embedded variety tend to improve
as one takes sufficiently high Veronese subrings. For example, sufficiently high Veronese
subrings are presented by quadrics and are Koszul (see [Ba] and also [ERT]). For an
example with singularities of the secant variety and Veronese re-embeddings, see [U].
1.4. Conventions. For the majority of the paper, k denotes a field of characteristic 0. In
§2, we do not need this assumption, and we will let it be any commutative noetherian ring.
All tensor products are taken over k.
The symmetric group on n letters is Σn and the set {1, . . . , n} is denoted by [n].
Given a vector space V , Symn V denotes its nth symmetric power, i.e., the coinvariants of
V ⊗n under the usual permutation action of Σn, and Sym V =
⊕
n≥0 Sym
n V .
Acknowledgements. I thank Jaros law Buczyn´ski, Daniel Erman, Maciej Ga la¸zka, Mateusz
Micha lek, Luke Oeding, Thanh Vu, and an anonymous referee for helpful comments.
2. Shuffle commutative algebra
Fix a commutative noetherian ring k (it will suffice to take k to be a field, but the general
case is no harder and may be useful for future applications).
2.1. Shuffling polynomials. Fix a positive integer r. Set
A =
⊕
n,d≥0
(Symd kr)⊗n, Ad,n = (Sym
d kr)⊗n.
We will only consider subspaces of A which are homogeneous with respect to the bigrading
(d, n). A monomial of A is an element of the form w1 ⊗ · · · ⊗ wn where wi ∈ Sym
d kr and
wi = αxj1 · · ·xjd where α ∈ k and {x1, . . . , xr} is the standard basis of k
r. Pick a subset
{i1 < · · · < in} of [n +m] and let {j1 < · · · < jm} be its complement; denote this pair of
subsets by σ and call it a split of [n+m]. A split defines a shuffle product
·σ : (Sym
d kr)⊗n ⊗ (Symd kr)⊗m → (Symd kr)⊗(n+m)
where (u1 ⊗ · · · ⊗ un) ·σ (v1 ⊗ · · · ⊗ vm) = w1 ⊗ · · · ⊗ wn+m where wik = uk and wjk = vk.
Whenever we write f ·σ g, we are implicitly assuming that σ is a split of the correct format
(otherwise define it to be 0). This gives A the structure of a shuffle commutative algebra:
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we can think of the operations ·σ as “shuffling” the tensor factors together while preserving
their relative orders.
Commutativity means that we can always write f ·σg = g·τ f where τ is the split that swaps
the two subsets in the split of σ. Associativity means that f ·σ (g ·τ h) can be rewritten as
(f ·αg)·βh: taking the two products ·σ and ·τ amounts to a nested splitting S = S1∐(S2∐S3),
and to get ·α and ·β we instead use the nested splitting S = (S1 ∐ S2)∐ S3.
In fact, A has another multiplication: we use the obvious product
∗ : (Symd kr)⊗n ⊗ (Syme kr)⊗n → (Symd+e kr)⊗n
and extend it to all of A by declaring that all other products are 0. Then ∗ is both commu-
tative and associative. The two products commute in a certain sense:
Lemma 2.1. Given f ∈ Ad,n, b ∈ Ad,m, and a ∈ Ae,n+m and a split σ of [n+m], there exist
g1, . . . , gr ∈ Ae,n and h1, . . . , hr ∈ Ad+e,m so that
a ∗ (b ·σ f) =
r∑
i=1
hi ·σ (gi ∗ f).
Proof. Since both ·σ and ∗ are bilinear, we may as well assume that a, b are monomials; write
a = α1⊗· · ·⊗αn+m and b = β1⊗· · ·⊗βm. Suppose σ is the split {i1, . . . , im}, {j1, . . . , jn} of
[n+m]. Taking g = αj1⊗· · ·⊗αjn and h = αi1β1⊗· · ·⊗αimβm makes the identity valid. 
Definition 2.2. A homogeneous subspace I ⊂ A is an ideal if f ∈ I implies that g ∗ f ∈ I
and g ·σ f ∈ I for all g ∈ A. A subset of elements of A generates an ideal I if I is the smallest
ideal that contains the subset. 
Corollary 2.3. If f1, f2, . . . generate an ideal I, then every element of I can be written as
a sum of elements of the form h ·σ (g ∗ fi) where g, h ∈ A.
An ideal is a monomial ideal if it has a generating set consisting of monomials. The
product of two monomials under either operation ∗ or ·σ is again a monomial; so equivalently,
an ideal is a monomial ideal if it is linearly spanned by monomials.
We put a partial ordering on monomials with coefficient 1: m ≤ m′ if m′ is in the ideal
generated by m. Using Corollary 2.3, this is equivalent to saying that there exists monomials
n0 and n1 such that m
′ = n1 ·σ (n0 ∗m). We can give another model for this partial ordering.
Represent a monomial in Symd kr by an element in Zr≥0 by taking its exponent vector.
We partially order Zr≥0 pointwise, i.e., (a1, . . . , ar) ≤ (b1, . . . , br) if and only if ai ≤ bi for
i = 1, . . . , r. Represent a monomial m = w1⊗· · ·⊗wn (with wi ∈ Sym
d kr a monomial) by a
word w(m) of length n whose letters are elements in Zr≥0. Given two words w = (w1, . . . , wn)
and w′ = (w′1, . . . , w
′
m), we say that w ≤ w
′ if there exist 1 ≤ i1 < · · · < in ≤ m such that
wj ≤ w
′
ij
for j = 1, . . . , n. This is the same as asking for the existence of monomials n0, n1
as above. Call the resulting poset (Zr≥0)
⋆.
Proposition 2.4. Given monomials m,m′, we have m ≤ m′ if and only if w(m) ≤ w(m′).
Furthermore, (Zr≥0)
⋆ is a noetherian poset, i.e., given any sequence x1, x2, . . . of elements,
there always exist i < j such that xi ≤ xj.
Proof. We have already discussed the first part. The second part is an immediate consequence
of Higman’s lemma [D, Theorem 1.3] since Zr≥0 is a noetherian poset (Dickson’s lemma). 
Corollary 2.5. Every monomial ideal of A is finitely generated.
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Proof. If not, then we can find a sequence of monomials m1, m2, . . . such that mi is not in
the ideal generated by m1, . . . , mi−1. Let ni be the monomial obtained from mi by replacing
its coefficient with 1. Then, by Proposition 2.4, there exists i < j such that nj is in the
ideal generated by ni, i.e., ni ≤ nj . In fact, we can find infinitely many indices i1 < i2 < · · ·
such that nij ≤ nik for all j < k (this is a well-known property of noetherian posets, see
[SS3, Proposition 2.2] for a proof). The ideal generated by the coefficients of mi1 , mi2 , . . .
is finitely generated since k is noetherian, say by the coefficients of mi1 , . . . , min. But then
min+1 is in the ideal generated by mi1 , . . . , min , which is a contradiction. 
Define a total ordering  on all monomials (ignoring their coefficients) of the same bidegree
(d, n) as follows. First, define  on Zr≥0 using lexicographic ordering, i.e., (a1, . . . , ar) 
(b1, . . . , br) if the first nonzero element of (b1 − a1, . . . , br − ar) is positive (note we are only
comparing a and b if
∑
i ai =
∑
i bi). Then compare tensors using lexicographic ordering,
i.e., (w1, . . . , wn)  (w
′
1, . . . , w
′
n) if there exists i such that w1 = w
′
1, . . . , wi−1 = w
′
i−1 and
wi  w
′
i but wi 6= w
′
i. We will only ever deal with bihomogeneous elements, so we do not
need to worry about comparing elements of different bidegrees. This ordering is compatible
with both products:
Lemma 2.6. Let m,m′, n be monomials. If m  m′, then n∗m  n∗m′ and n·σm  n·σm
′.
Given f ∈ Ad,n, let init(f) be the largest monomial (together with its coefficient), with
respect to , that has a nonzero coefficient in f . Given an ideal I, let init(I) be the k-span
of {init(f) | f ∈ I homogeneous}.
Lemma 2.7. If I is an ideal, then init(I) is a monomial ideal.
Proof. If m ∈ init(I), then write m = init(f) for f ∈ I. Given a monomial n, we have
n ∗ m = init(n ∗ f) and n ·σ m = init(n ·σ f) by Lemma 2.6, so n ∗ m ∈ init(I) and
n ·σ m ∈ init(I). By bilinearity, the same is true for any n, so init(I) is an ideal. 
Lemma 2.8. If I ⊆ J are ideals and init(I) = init(J), then I = J . In particular, if
f1, f2, . . . ∈ J and init(f1), init(f2), . . . generate init(J), then f1, f2, . . . generate J .
Proof. Suppose I is strictly contained in J . Pick f ∈ J \ I with init(f) minimal with respect
to . Then init(f) = init(f ′) for some f ′ ∈ I. But init(f−f ′) is strictly smaller than init(f)
and f − f ′ ∈ J \ I, so we have a contradiction.
For the second statement, take I to be the ideal generated by f1, f2, . . . . 
Corollary 2.9. Every ideal of A is finitely generated.
Proof. Combine Corollary 2.5, Lemma 2.7, and Lemma 2.8. 
2.2. Shuffling any ring. Let B =
⊕
d≥0Bd be a graded commutative ring with B0 = k.
We can generalize the definition of A:
S(B) =
⊕
n,d≥0
B⊗nd .
The definitions of the shuffle products ·σ and of the ∗-product that we made for A carry over
to S(B) without change. Ideals of S(B) are defined the same way as in Definition 2.2. Note
that S(k[x1, . . . , xr]) = A.
Given a graded ring homomorphism ϕ : A → B, we get a map S(ϕ) : S(A) → S(B)
which commutes with all shuffle products and the ∗-product. Furthermore, S(ϕ) is injective,
respectively surjective, if ϕ has the corresponding property.
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Corollary 2.10. If B is generated by B1 as a k-algebra and B1 is a finitely generated k-
module, then every ideal of S(B) is finitely generated.
Proof. By assumption, there is a surjective map k[x1, . . . , xr]→ B for some r. In particular,
there is a surjective map A→ S(B). By Corollary 2.9, the ideals of A are finitely generated,
so the same is true for S(B). 
3. Coalgebraic algebra
Now we assume that k is a field of characteristic 0. Let B be a graded k-algebra which is
generated by B1 and such that dimkB1 <∞. Set B = S(B). Define
BΣ =
⊕
n,d≥0
(B⊗nd )
Σn, BΣ =
⊕
n,d≥0
(B⊗nd )Σn,
where Σn acts by permuting the tensor factors, and the superscript and subscript denote
taking invariants and coinvariants, respectively. (In the introduction, AΣ is BΣ when B =
k[x1, . . . , xr].) B
Σ is a subalgebra of B with respect to the ∗-product, but is not closed
under the shuffle products. To fix this, define f · g =
∑
σ f ·σ g; then B
Σ is closed under ·.
Furthermore, · is both commutative and associative. Both are bigraded by (d, n), let BΣd,n
and (BΣ)d,n denote the bigraded pieces. Again, we will only consider subspaces of B
Σ and
BΣ that are homogeneous with respect to the bigrading (d, n).
For each d, n, define a linear projection
π : Bd,n → B
Σ
d,n
w1 ⊗ · · · ⊗ wn 7→
1
n!
∑
σ∈Σn
wσ(1) ⊗ · · · ⊗ wσ(n).
If f ∈ BΣd,n, then π(f) = f , so π is surjective. Set π
′ = n!π. We also denote the direct sum
of these maps by π : B→ BΣ and π′ : B→ BΣ. Also define
S : (BΣ)d,n → B
Σ
d,n
w1 · · ·wn 7→
∑
σ∈Σn
wσ(1) ⊗ · · · ⊗ wσ(n).
Then S is a linear isomorphism, since 1
n!
S is the inverse of the composition BΣd,n → Bd,n →
(BΣ)d,n. Denote the direct sum of these maps by S : BΣ → B
Σ.
3.1. Properties of BΣ.
Lemma 3.1. (a) If f ∈ BΣd,n and g ∈ Be,n are homogeneous, then π(g ∗ f) = π(g) ∗ f .
(b) If f ∈ Bd,n and g ∈ Bd,m, then
(
n+m
n
)
π(f ·σ g) = π(f) · π(g) for any split σ of [n +m].
Proof. (a) Both π(g ∗ f) and π(g) ∗ f are bilinear in g and f , so we may assume that
g = g1 ⊗ · · · ⊗ gn for gi ∈ Be and that f =
∑
σ∈Σn
fσ(1) ⊗ · · · ⊗ fσ(n) for fi ∈ Bd. Then
π(g) ∗ f =
1
n!
∑
σ,τ∈Σn
gτ(1)fσ(1) ⊗ · · · ⊗ gτ(n)fσ(n),
π(g ∗ f) =
1
n!
∑
σ,τ∈Σn
gτ(1)fστ(1) ⊗ · · · ⊗ gτ(n)fστ(n).
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But these sums are the same: in the second, do the change of variables σ 7→ στ−1. We
conclude that π(g ∗ f) = π(g) ∗ f .
(b) Again, both π(f ·σ g) and π(f) · π(g) are bilinear in f, g, so we may assume that
f = f1 ⊗ · · · ⊗ fn with fi ∈ Bd and that g = g1 ⊗ · · · ⊗ gm with gi ∈ Bd. To compute
π′(f ·σ g), we first shuffle together f and g and symmetrize; note that this is the same as
symmetrizing f and g individually and then shuffling them together in all possible ways. So
π′(f ·σ g) =
∑
τ
π′(f) ·τ π
′(g) = π′(f) · π′(g).
The equation using π in place of π′ follows immediately. 
Definition 3.2. A homogeneous subspace I ⊆ BΣ is an ideal if f ∈ I implies that g · f ∈ I
and g ∗ f ∈ I for all g ∈ BΣ. 
Proposition 3.3. Every ideal of BΣ is finitely generated.
Proof. Given an ideal J of BΣ, let I be the ideal in B generated by J . By Corollary 2.10,
I is finitely generated, say by f1, . . . , fN . We may assume that the fi belong to J . We
claim that they also generate J as an ideal in BΣ. By Corollary 2.3, every f ∈ J can be
written as a sum of terms of the form h ·σ (g ∗ fi) where h, g ∈ B. By Lemma 3.1 we get
π(h ·σ (g ∗ fi)) =
(
n+m
n
)−1
π(h) · (π(g) ∗ fi) where h ∈ Bd,n and g ∗ fi ∈ Bd,m. Since π(f) = f ,
we conclude that every element of J can be written as a sum of terms of the form h′ · (g′ ∗fi)
where h′, g′ ∈ BΣ. 
For fixed d,
⊕
nB
Σ
d,n is a free divided power algebra under ·, and hence is freely generated
in degree n = 1. So we can define a comultiplication ∆: BΣ → BΣ⊗BΣ by w 7→ 1⊗w+w⊗1
when w ∈ BΣd,1, and requiring that it is an algebra homomorphism for ·.
For the following statement, we extend the products · and ∗ to BΣ ⊗BΣ componentwise.
Lemma 3.4. Pick x ∈ BΣe,n, y ∈ B
Σ
d,m, and v ∈ B
Σ
d,n. Then
∆(y · v) = ∆(y) ·∆(v)
∆(x ∗ v) = ∆(x) ∗∆(v).
Proof. The first identity follows from the way we defined ∆.
For the second identity, first note that both ∆(x ∗ v) and ∆(x) ∗∆(v) are bilinear in x
and v. So we can assume, without loss of generality, that x =
∑
σ∈Σn
xσ(1) ⊗ · · · ⊗ xσ(n) for
some x1⊗· · ·⊗xn ∈ Be,n and that v =
∑
σ∈Σn
vσ(1)⊗· · ·⊗vσ(n) for some v1⊗· · ·⊗vn ∈ Bd,n.
Then v = v1 · · · vn and x = x1 · · ·xn (here we are using the · product). So
∆(v) = ∆(v1) · · ·∆(vn) =
∑
S⊆[n]
π′(vS)⊗ π
′(v[n]\S)
∆(x) = ∆(x1) · · ·∆(xn) =
∑
S⊆[n]
π′(xS)⊗ π
′(x[n]\S)
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where the sum is over all subsets S = {s1 < · · · < sj} of [n] and vS = vs1 ⊗ · · · ⊗ vsj and
xS = xs1 ⊗ · · · ⊗ xsj . This gives
∆(x) ∗∆(v) = (
∑
T⊆[n]
π′(xT )⊗ π
′(x[n]\T )) ∗ (
∑
S⊆[n]
π′(vS)⊗ π
′(v[n]\S))
=
∑
S,T⊆[n]
π′(xT ∗ π
′(vS))⊗ π
′(x[n]\T ∗ π
′(v[n]\S)),(3.4.1)
where in the second equality we used Lemma 3.1(a). On the other hand,
x ∗ v =
∑
σ,τ∈Σn
xσ(1)vτ(1) ⊗ · · · ⊗ xσ(n)vτ(n)
=
∑
σ∈Σn
xσ(1)v1 · · ·xσ(n)vn,
where in the second sum we are using the · product. In particular,
∆(x ∗ v) =
∑
σ∈Σn
∑
S⊆[n]
π′(xvσ,S)⊗ π
′(xvσ,[n]\S)(3.4.2)
where xvσ,S = xσ(s1)vs1 ⊗ · · · ⊗ xσ(sj )vsj if S = {s1 < · · · < sj}. We also write [n] \ S =
{sj+1 < · · · < sn}.
We now show that the expressions (3.4.1) and (3.4.2) for ∆(x) ∗∆(v) and ∆(x ∗ v) can
be identified. For (3.4.1), we are summing over expressions of the form
x tσ(1) · · · tσ(j) tα(j+1) · · · tα(n)
v sτσ(1) · · · sτσ(j) sβα(j+1) · · · sβα(n)
,
which is shorthand for
(xtσ(1)vsτσ(1) ⊗ · · · ⊗ xtσ(j)vsτσ(j))⊗ (xtα(j+1)vsβα(j+1) ⊗ · · · ⊗ xtα(n)vsβα(n)),
and here σ, τ ∈ Σj and α, β ∈ Σn−j are freely chosen and S and T are freely chosen subsets
of size j. We can do a change of variables ρ = τσ and γ = βα to get
x tσ(1) · · · tσ(j) tα(j+1) · · · tα(n)
v sρ(1) · · · sρ(j) sγ(j+1) · · · sγ(n)
.(3.4.3)
On the other hand, (3.4.2) is a sum over expressions of the form
x λ(sρ(1)) · · ·λ(sρ(j)) λ(sγ(j+1)) · · ·λ(sγ(n))
v sρ(1) · · · sρ(j) sγ(j+1) · · · sγ(n)
(3.4.4)
where ρ ∈ Σj , γ ∈ Σn−j , λ ∈ Σn are chosen freely and S is a freely chosen subset of size j.
To identify this with (3.4.3), set {t1, . . . , tj} = {λ(sρ(1)), . . . , λ(sρ(j))} and {tj+1, . . . , tn} =
{λ(sγ(j+1)), . . . , λ(sγ(n))} (there is a unique identification so that t1 < · · · < tj and tj+1 <
· · · < tn). Now there is a unique choice of σ ∈ Σj and α ∈ Σn−j so that (3.4.3) and (3.4.4)
agree, so we conclude that ∆(x ∗ v) = ∆(x) ∗∆(v). 
We can now present a symmetrized version of Lemma 2.1:
Lemma 3.5. Given f ∈ BΣd,n, b ∈ B
Σ
d,m, and a ∈ B
Σ
e,n+m, we have
a ∗ (b · f) = ∆(a) ∗ (b⊗ f).
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Proof. We follow the proof of Lemma 2.1: assume that a =
∑
ρ∈Σn+m
αρ(1) ⊗ · · · ⊗ αρ(n+m)
and b =
∑
τ∈Σm
βτ(1)⊗· · ·⊗βτ(n). Write a
ρ = αρ(1)⊗· · ·⊗αρ(n+m) and b
τ = βτ(1)⊗· · ·⊗βτ(n).
Pick a split σ = {i1, . . . , im}, {j1, . . . , jn} of [n +m]. Then
aρ ∗ (bτ ·σ f) = (αρ(i1) ⊗ · · · ⊗ αρ(im) ∗ βτ(1) ⊗ · · · ⊗ βτ(m)) ·σ (αρ(j1) ⊗ · · · ⊗ αρ(jn) ∗ f),
and a ∗ (b ·σ f) is the sum of these expressions over all choices of ρ, τ, σ. But this is the same
thing as ∆(a) ∗ (b⊗ f). 
Remark 3.6. In the previous lemma, write ∆(a) =
∑
a(1) ⊗ a(2). Then
a ∗ (b · f) = ∆(a) ∗ (b⊗ f) =
∑
(a(1) ∗ b) · (a(2) ∗ f).
So we conclude that ∗ “distributes” over · in the sense of coalgebras. More specifically, BΣ
is a ring object in the monoidal category of coalgebras, where ∗ is multiplication and · is
addition. These are called Hopf rings or coalgebraic rings (we have ignored the antipode
since we do not use it). This is closely related to the example in [GSS2, Definition 2.1]. 
3.2. Properties of BΣ. BΣ has an algebra structure: define f · g to be the image of f˜ ·σ g˜
under B → BΣ for any split σ and lifts f˜ , g˜ ∈ B of f, g ∈ BΣ (this is independent of the
choice of lifts and the choice of split). To define a ∗-product on BΣ, we use the fact that S
is a linear isomorphism and define f ∗ g = S−1(S(f) ∗S(g)).
Remark 3.7. While S behaves poorly in positive characteristic, the ∗-product can still be
defined on BΣ. Consider the universal case k = Z, in which case S is injective. One can
check that the image is a subring under the ∗-product, so it can be uniquely pulled back to
a product on BΣ. Via base change, we get a product defined for any commutative ring k.
Unfortunately, many products in BΣ are 0 when k is a field of positive characteristic: for
instance, when B = k[x], then [xd]n spans Symn(Bd), and [x
d]n ∗ [xe]n = n![xd+e]n. 
Also, BΣ has a comultiplication ∆ defined as follows: if w1 · · ·wn ∈ Sym
n(Bd), then
∆(w1 · · ·wn) =
∑
S⊆[n]
wS ⊗ w[n]\S
where the sum is over all subsets S ⊆ [n] and wS =
∏
i∈S wi ∈ Sym
|S|(Bd). Most importantly,
this is defined by w 7→ w ⊗ 1 + 1 ⊗ w when w ∈ Sym1(Bd) and extended uniquely by the
requirement that ∆: BΣ → BΣ ⊗BΣ is an algebra homomorphism.
Proposition 3.8. The symmetrization map S : BΣ → B
Σ is an isomorphism of bigraded
bialgebras under the · product. More precisely, the following two diagrams commute:
BΣ ⊗BΣ
·
//
S⊗S

BΣ
S

BΣ ⊗BΣ
·
// BΣ
BΣ
∆
//
S

BΣ ⊗BΣ
S⊗S

BΣ
∆
// BΣ ⊗BΣ
Proof. To verify that S is compatible with ·, we just need to check on monomials. We have
S(w1 · · ·wn) ·S(v1 · · · vm) = (
∑
σ∈Σn
wσ(1) ⊗ · · · ⊗ wσ(n)) · (
∑
τ∈Σm
vτ(1) ⊗ · · · ⊗ vτ(m)).
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Symmetrizing the first n terms and symmetrizing the last m terms and then summing over
all splits is the same as symmetrizing over all n + m terms, so this sum is the same as
S(w1 · · ·wnv1 · · · vn), which shows that S is compatible with ·.
Both BΣ and B
Σ are bialgebras generated in degree 1 and S is compatible with comulti-
plication in degree 1, so the same is true for higher degrees. So S is an isomorphism. 
In particular, if I ⊆ BΣ is an ideal under ·, then the same is true for S(I) ⊆ B
Σ.
Definition 3.9. An ideal I ⊆ BΣ is a di-ideal if S(I) is an ideal with respect to ∗. 
We will explain some basic constructions for di-ideals shortly.
4. Joins and secants
Let V be a vector space and Sym(V ) be its symmetric algebra. Given ideals I, J ⊂
Sym(V ), their join I ⋆ J is the kernel of
Sym(V )
∆
−→ Sym(V )⊗ Sym(V )→ Sym(V )/I ⊗ Sym(V )/J,
where the first map is the standard comultiplication (which is dual to the addition map
on Spec(Sym(V ))). Note that ⋆ is an associative and commutative operation since ∆ is
coassociative and cocommutative. Set I⋆1 = I and I⋆r = I ⋆ I⋆(r−1) for r > 1.
Proposition 4.1. Assume k is an algebraically closed field. If I and J are radical ideals,
then I ⋆ J is a radical ideal. If I and J are prime ideals, then I ⋆ J is a prime ideal.
Proof. Sym(V )/(I ⋆J) is a subring of Sym(V )/I⊗Sym(V )/J . The tensor product of reduced
rings, respectively integral domains, is also reduced, respectively an integral domain, if the
rings are finitely generated over an algebraically closed field [Mi, Proposition 5.17]. Finally,
the property of being reduced or integral is inherited by subrings. 
These definitions make sense for ideals I, J ⊆ BΣ (continuing the notation for B from the
last section), so we can define the join I ⋆ J. To be precise, (I ⋆ J)d,n is the kernel of the map
(BΣ)d,n
∆
−→
n⊕
i=0
(BΣ/I)d,i ⊗ (BΣ/J)d,n−i.
Since S is compatible with ∆, we deduce that
S(I ⋆ J) = S(I) ⋆S(J).
Proposition 4.2. If I, J ⊆ BΣ are di-ideals, then I ⋆ J is a di-ideal.
Proof. Pick v ∈ S(I ⋆ J). By definition, v is in the kernel of the map
∆: BΣ → BΣ/S(I)⊗BΣ/S(J).
Since both S(I) and S(J) are ideals under ∗, it gives a well-defined multiplication on
BΣ/S(I) ⊗ BΣ/S(J). By Lemma 3.4, given x ∈ BΣ, we have ∆(x ∗ v) = ∆(x) ∗ ∆(v).
But ∆(v) = 0, so x ∗ v ∈ S(I ⋆ J). 
Given a graded ring B generated by B1, and a positive integer d, we have an ideal
in Sym(Bd), which is the kernel of the surjection Sym(Bd) →
⊕
e≥0Bde. Putting these
all together, we get a subspace IB(1) ⊂ BΣ, that is, IB(1)d,n is the kernel of the map
Symn(Bd)→ Bdn. We define IB(r) = IB(1)
⋆r.
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Proposition 4.3. For any r, IB(r) is a di-ideal.
Proof. Using Proposition 4.2, it suffices to do the case r = 1. Pick f ∈ IB(1)d,n. Then
S(f) ∈ B⊗nd maps to 0 under the multiplication map µ : B
⊗n
d → Bdn. Now pick g ∈ B
Σ
e,n; we
want to show that S(f) ∗ g ∈ S(IB(1))d+e,n. This follows from the fact that the following
diagram commutes
B⊗nd ⊗B
⊗n
e
∗
//
µ⊗µ

B⊗nd+e
µ

Bdn ⊗ Ben
µ
// B(d+e)n
since the composition of both pairs of arrows is the map that multiplies everything together
using the product in B. 
5. Proof of the main results
Let V be a vector space. A subscheme X ⊆ V is conical if its defining ideal IX is homo-
geneous. There are two possible definitions of the dth Veronese embedding of X , or more
specifically, of its coordinate ring. The first is to projectivizeX and take
⊕
e≥0H
0(X ;OX(de))
and the second is
⊕
e≥0(Sym(V
∗)/IX)de. These two definitions agree when the embedding of
X is projectively normal, i.e., the multiplication maps SymnH0(X ;OX(1))→ H
0(X ;OX(n))
are surjective. In general, we will take the second definition.
The rth secant scheme ofX is the subscheme of V defined by the ideal I⋆rX . Let Secd,r(X)
be the rth secant scheme of the dth Veronese embedding ofX with the definition given above.
By Proposition 4.1, if X is geometrically reduced, respectively geometrically integral, then
the same is true for Secd,r(X). In particular, ifX is a variety over an algebraically closed field,
then the rth secant scheme is also a variety and agrees with the geometric definition in terms
of adding points on X which was given in the introduction: given two conical subvarieties
X and Y , the ideal of the Zariski closure of the set of sums x+ y where x ∈ X and y ∈ Y
is IX ⋆ IY because comultiplication is the map on coordinate rings that corresponds to the
addition map V × V → V .
Theorem 5.1. Let X ⊆ V be a conical subscheme. There is a function CX(r), depending on
r (and X), but independent of d, such that the ideal of Secd,r(X) is generated by polynomials
of degree ≤ CX(r).
Proof. Set B = Sym(V ∗)/IX . Then IB(r)d,n is the space of degree n polynomials in the
ideal of Secd,r(X). By Propositions 3.3 and 4.3, S(IB(r)) is generated by finitely many
elements f1, . . . , fN under · and ∗. Every element of S(IB(r)) can be written as a linear
combination of elements of the form h · (g ∗ fi) and so for fixed d, a set of ideal generators
for Secd,r(X) can be taken to be the set of all S
−1(g ∗ fi) such that g ∗ fi ∈ B
Σ
d,n for some n.
The degree of g ∗ fi is the same as that of fi (if f ∈ B
Σ
d,n, then its degree is n). So we can
take CX(r) = max(deg(f1), . . . , deg(fN)). 
Proof of Theorems 1.2 and 1.3. The independence from dim V follows from [MM, Proposi-
tion 5.7]. Translating into our notation, the sections of the bundle L(d) is the Schur functor
Sλ(d)(V
∗) where λ(d) =
∑ℓ
i=1(d
ei
i ) and (b
a) = (b, . . . , b) (repeated a times). In particular,
the number of nonzero parts of λ(d) is at most eℓ. So from the quoted result, to bound the
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degrees of the ideal generators, it suffices to consider a vector space of dimension (r + 2)eℓ.
So if ℓ = 1 (in particular, for Theorem 1.2), we are done.
Now we explain the case of general ℓ. We may assume that V is a fixed vector space of
dimension (r + 2)eℓ. The proof now follows just as in the proof of Theorem 1.1: we replace
B by the ring ⊕
d1,...,dℓ≥0
H0(F(e, V );L(d)).
This is graded by the sum d1+· · ·+dℓ and is finitely generated in degree 1 (this is well known,
a reference is [BK, Theorem 3.1.2]). For every line bundle L(d), S(B) contains the subring
S(B(d)) where B(d) =
⊕
d≥0H
0(F(e, V );L(d)⊗d), and similarly for S(B)Σ and S(B(d))Σ.
Furthermore, IB(1) ∩ S(B(d))Σ = IB(d)(1), and the same holds for the higher secant ideals
since S(B(d)) is also closed under the comultiplication.
In particular, S(IB(r)) is finitely generated by f1, . . . , fN . An element of S(IB(d)(r)) can
be written as a linear combination of h · (g ∗ fi). In particular, for this multiplication to be
defined, we need g ∗ fi ∈ S(S(B(d))Σ). This implies that a set of ideal generators for the
rth secant ideal for F(e, V ) with respect to the map given by L(d)⊗d is the set of S−1(g ∗fi)
such that g ∗ fi ∈ S(S(B(d)Σ))d,n where n = deg(fi). So as in the proof of Theorem 1.1, we
can take Ce(r) = max(deg(f1), . . . , deg(fN)). 
Remark 5.2. Alternatively, to get the independence from dimV in Theorem 1.2, one can
use subspace varieties (in fact, they are implicit in the proof of [MM, Proposition 5.7]), which
we now explain. If V is a vector space, then the rank r subspace variety Subd,r(V ) of D
dV
is the collection of vectors that belong to a subspace DdW where W ⊆ V and dimW = r.
In fact, Subd,r(V ) is a closed subvariety of D
dV since it can be expressed as the image of
a variety under a projective morphism (see [We, §7.1]). Note that Secd,r(V ) ⊆ Subd,r(V ):
given
∑r
i=1 v
⊗d
i ∈ Secd,r(V ), it belongs to D
dW where W is any r-dimensional subspace of V
that contains v1, . . . , vr, and taking Zariski closures is not an issue since Subd,r(V ) is closed.
It follows from [P, Proposition 4.2.6] or [We, Corollary 7.2.3] that the ideal of Subd,r(V )
has a determinantal description and in fact is generated by polynomials of degree r+1. As a
representation of GL(V ), the coordinate ring of Subd,r(V ) is a sum of Schur functors Sλ(V
∗)
with ℓ(λ) ≤ r [We, Proposition 7.1.2(b)], and using [SS2, Corollary 9.1.3], the lattice of
GL(V ′)-equivariant ideals in the coordinate ring of Subd,r(V
′) is isomorphic to the lattice of
GL(V )-equivariant ideals in the coordinate ring of Subd,r(V ) as soon as dimV
′ ≥ dimV ≥ r.
So one need only work with r-dimensional vector spaces to study Secd,r(V ). 
6. Multi-graded generalizations
Fix a positive integer m. Given anm-tuple of positive integers d = (d1, . . . , dm) and vector
spaces V = (V1, . . . , Vm), the Segre–Veronese cone is the image of the map
V1 ⊕ · · · ⊕ Vm → D
d1V1 ⊗ · · · ⊗ D
dmVm
(v1, . . . , vm) 7→ v
⊗d1
1 ⊗ · · · ⊗ v
⊗dm
m ,
and the rth secant variety Secd,r(V) is defined by taking the Zariski closure of the set of
r-fold sums of vectors in the image.
The techniques used above can be adopted to prove the following generalization:
Theorem 6.1. There is a function Cm(r), depending on r, but independent of d and dimVi,
such that the ideal of Secd,r(V) is generated by polynomials of degree ≤ Cm(r).
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Proof. We have avoided proving this from the beginning to reduce notational complexity.
We just comment on some of the changes.
To get the independence from dimVi, we can use a multi-graded version of [MM, Propo-
sition 5.7]. Though the result is not stated in the multi-graded case, the proof generalizes
without change. The space A is replaced by⊕
n,d1,...,dm
(Symd1 kr ⊗ · · · ⊗ Symdm kr)⊗n.
This is S(B) where B = k[xi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ r], so the rest follows from what we’ve
already proven. 
Remark 6.2. We suspect that the functions Cm(r) can be chosen to be independent of m,
equivalently, maxm{Cm(r)} <∞ for all r. For example, it is well-known that Cm(1) = 2 for
all m, and the main result of [R] shows that Cm(2) = 3 for all m. Unfortunately, this seems
to be out of reach with our techniques. 
Our techniques also allow us to get a generalization of Theorem 1.1. Given conical sub-
varieties Xi ⊆ Vi, the secant variety Secd,r(X) is the Zariski closure of the set of expressions∑r
i=1 x
⊗d1
1,i ⊗· · ·⊗x
⊗dm
m,i in D
d1(V1)⊗· · ·⊗D
dm(Vm), where xj,i ∈ Xj . To get a scheme-theoretic
definition, we use the join of ideals as in §5. Our generalization is as follows:
Theorem 6.3. Let Xi ⊆ Vi be conical subschemes for i = 1, . . . , m. There is a function
CX(r), depending on r (and the Xi), but independent of d, so that the ideal of Secd,r(X) is
generated by polynomials of degree ≤ CX(r).
Proof. The main step is to use multi-graded versions of the shuffle algebras S(B) introduced
in §2.2 and to deduce finite generation of its ideals from the polynomial case which was
discussed in the previous proof. Everything else in §3 follows in the same way. 
Finally, we have a multi-graded generalization of Theorem 1.3. Given flag varieties
F(e(1), V1), . . . ,F(e(m), Vm), and non-negative integer vectors d(1), . . . ,d(m) of the ap-
propriate length, let Secd(•);r(F(e(•), V•)) denote the rth secant variety of the image of
F(e(1), V1) × · · · × F(e(m), Vm) under the map given by the line bundle L(d(1)) ⊠ · · · ⊠
L(d(m)).
Theorem 6.4. Let (e(1), . . . , e(m)) be an m-tuple of increasing sequences of positive in-
tegers. There is a function Ce(•)(r) depending on r (and e(1), . . . , e(m)), but independent
of d(1), . . . ,d(m) and dimVi, such that the ideal of Secd(•);r(F(e(•), V•)) is generated by
polynomials of degree ≤ Ce(•)(r).
Proof. This follows from Theorem 6.3 if we do not require independence from dimVi. To get
the independence, we use [MM, Proposition 5.7] (as we commented before, it is not stated
in the multi-graded case, but the same proof works). 
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