An efficient and robust computational scheme is given for the calculation of the frequency response function of a large order, flexible system implemented with a linear, time invariant control system. Advantage is taken of the highly structured sparsity of the system matrix of the plant based on a model of the structure using Using a model with 703 structural modes, a speed-up of almost two orders of magnitude was observed while accuracy improved by up to 5 decimal places.
Introduction
Control of flexible systems has received significant attention in the literature.
To date, numerous techniques, algorithms and procedures have been developed for design of controllers for such systems ranging from spacecraft and satellites to aircraft, ships, machines, etc. These flexible systems which are generally infinitedimensional are typically modeled using a finite number of generalized coordinates or modes. Control of flexible systems may become difficult depending on the number, location, relative proximity, and inherent damping of these modes. The response of the system to a given disturbance/excitation generally depends on modal properties (amplitude, frequency, and damping) and the amplitude and phase Moreover, frequency-domain specifications such as peak magnitude, bandwidth, roll-off rate, and etc. are often used in characterizing the desired behavior of the system in the frequency domain (this is known as loop shaping).
In general, the order of the flexible system (as defined by the number of modes retained in the model) for which open-loop and/or closed-loop analysis is performed depends on the application considered. For example, if the closed-loop response of a spacecraft with a low-bandwidth attitude control system is of interest, then a small set of modes would be sufficient to capture the low frequency closed-loop behavior of the system. On the other hand, if the response of the flexible system is desired over a large frequency range or if the control system considered has a high bandwidth, then a large set of modes (in the hundreds or thousands) may be necessary to capture the true response of the system. However, the current techniques for obtaining frequency response functions, although able to deal with small or medium size systems, have problems in handling large order systems. A straightforward calculation of the frequency response function matrix at a single frequency point which is based on the definition of the transfer function has a computational cost which is a cubic function of the system size. If this calculation must be repeated for many frequency points, Laub ([1] and [2] ) presents a technique which has a better average cost. This technique performs an initial orthogonal transformation of the system which reduces the system response matrix to Hessenberg form. This initial transformation has a computational cost which is a cubic function of the system size. This technique can then calculate the frequency response function matrix at each frequency point at a cost which is a quadratic function of the system size. However, for very large systems (many hundreds of modes or more), even this is too slow, and a better method is needed. 
Mathematical Formulation

Second-Order Modal Equations
The dynamics of a typical linear, time-invariant flexible system may be written in a second-order form as 
The vector x s is the plant state vector whose components are 
The matrix B s is the control input influence matrix, formed by setting its oddnumbered rows to zeros and using the rows of H for its even-numbered rows:
B s = 2 6 6 6 6 6 6 6 6 6 6 4 0 0 By substituting the first equation of (1) into the third, the acceleration term can 
Control System Equations
In this paper, it is assumed that the structure is controlled by a linear timeinvariant control system. The model of a linear time-invariant control system for a typical flexible structure may be written as 
where x c denotes the k 21 vector of control system states; A c ; B c , and C c represent the k 2 k control system state matrix, the k 2 q input influence matrix, and the m2k output influence matrix, respectively; and y is the measurement output vector which was defined in the previous section.
Frequency Domain Equations
For the open-loop plant, y and u of equation (5) The open-loop transfer function from the disturbances, w, to the performance output, y pr , is defined for all complex s not in the spectrum of A s and is given by
The closed loop system is more complicated. Using equations (5) and (6), the closed-loop dynamics of the controlled structure may be written as 
The closed-loop transfer function from the disturbances, (11)
Open-Loop Calculation
The algorithm presented here for calculation of the frequency response function of an open-loop structural system seems to be a part of engineering folklore. It is presented here for completeness and because it is a building block for the closedloop algorithm to follow.
Assume s is not in the spectrum of A s . From equations (2) and (3), it follows that (sI 0 A s ) 01 is block diagonal with the i-th block being where I 2 denotes the 2 by 2 identity matrix. Furthermore (see the discussion following equation (4) When the calculation is done as in equations (12) and (13) 
Closed-loop Calculation
The closed-loop dynamics of the controlled system are given in equations (8), If sparsity is not exploited and many structural modes are modeled, it follows from equation (11) (13)).
The computation of 1 01 B c must be done as a full matrix computation, but since 1 is of the same order as the control system, which is usually small compared to the order of the analysis model of the plant, it should not be very costly to compute.
Common sub-expressions, such as those mentioned in the previous items and those enclosed in braces in equation (18) are computed once per frequency, saved, and reused.
The expected shapes of the matrices and the exploitation of common subexpressions make it advisable not to precompute some of the matrix products in equation (18) 
Software Implementation
The Subprograms (BLAS, [5] , [6] , [7] , [8] , [9] , [10] , and [11] ) to perform vector- 
Numerical Examples
A number of numerical examples are presented to demonstrate the efficiency and accuracy of the algorithm presented in this paper compared to two standard full matrix methods of calculating the frequency response function of a closedloop system.
The EOS-AM-1 Spacecraft Model
The data comes from a model for the EOS-AM-1 spacecraft used in a jitter reduction study ( [13] ). The structural model contains 703 modes for a potential 1406 plant states. There are 6 rigid body modes and flexible modes ranging from 1.24 to 1564 radians per second. The 6 measurement outputs are the spacecraft's roll, roll rate, pitch, pitch rate, yaw, and yaw rate measurements at the spacecraft navigational unit. Actuators consist of x-, y-, and z-axis torquers.
The control system has 39 states. Up to 10 channels of disturbance input and 27 channels of performance measurement output were used. Each case was run using position measurements at each output, resulting in no feedforward term, and using acceleration measurements at each output, resulting in a feedforward term being present.
All algorithms used in this timing study are intended to be used to calculate the frequency response matrix at multiple frequency points, so that the frequency response may be plotted (as, e.g., Bode plots). They all have some calculations which are done once per entry into the algorithm and other calculations which are done once for every frequency point. To take account of this, all cases were run over a range of 200 frequency points and most of them were rerun using 2000 points (the exceptions were the cases which would have required 5+ days of cpu time to complete). In all cases, the points were logarithmically distributed between frequencies of .01 and 10000 radians per second.
Software Used in Timing Studies
In this study, two software realizations of the closed-loop frequency response function calculations are compared to two software realizations of previously available algorithms.
The present algorithm is programmed both as a MATLAB function M-file and as FORTRAN 77 code which is then accessed through MATLAB using the MEXfile external interface facility. These will be called, respectively, the new M-code and the new Mex-code.
One of the programs used for comparison makes use of the algorithm in [1] and [2] . The FORTRAN code in [2] is in single precision; Laub's own double precision FORTRAN code is imbedded in the software package FREQ ( [14] ) and was used here. This test code is purely in FORTRAN 77. This will be called the old FORTRAN code.
Preliminary testing indicated that, in order to get a reasonably well-conditioned matrix for the sI 0 e A expression in the Laub code, it was necessary to exercise the built-in option of balancing the e A matrix. The unbalanced matrix was particularly ill-conditioned at low frequencies. This can be attributed to the presence of the rigid body (0 frequency) modes. In the Laub code, balancing was coupled with the extraction of the eigenvalues of e A. As Laub wrote this code, the same value of the input flag which signaled the code to balance the e A matrix also signaled the code to extract its eigenvalues. For purposes of timing tests here, the Laub code was modified so that the portion which extracts eigenvalues was bypassed.
The other program used for comparison is the MathWorks M-file freqrc.m, an undocumented utility routine in the Robust Control Toolbox, [15] , which calculates (to quote the program preamble comments) "Continuous complex frequency response (MIMO)". This will be called the old M-code. Once again, to achieve reasonable accuracy, it was necessary to balance e A. This was done using MAT-LAB built-in routine balance.
Timing Comparisons
The Table 1 gives the time in seconds to calculate the frequency response function using each of the 4 test routines for each of these 12 cases (except that the old M-code does not attempt the two largest cases).
One conclusion to be drawn from this table is that the timing values returned by the system timing software are not totally consistent with each other. The first three software packages in that table all check up front to see if feedforward is present. The bulk of the code is executed whether feedforward is present or not.
If feedforward is present, additional code is executed which should take additional time. But in 9 of 18 cases, the table shows the feedforward case taking less time than the one without.
That said, there are still significant trends to be observed in this timing data. The All of the algorithms tested do have some "once per entry" calculations in addition to the calculations which occur once per frequency value. Thus, the time for the 2000 point calculations should never be more than 10 times that for the 200 point calculations. In Table 1 , there are several exceptions to this. This reinforces the previous remark that the numbers returned by the computer system timing routines are, at best, approximate. However, from looking at the largest case, it can be reasonably concluded that the "once per entry" overhead is fairly small in both realizations of the new algorithm while being substantial in the old FORTRAN code, at least for large systems. This is expected, since for a system of order n (all other parameters being held fixed), the "once per entry" overhead in FLOPs.
Accuracy
No formal error analysis has been performed on the new algorithm. There is, however, numerical evidence to support the thesis that the new algorithm is more accurate than the older techniques, particularly when applied to larger systems.
Outputs from the four algorithm realizations were compared. For each frequency value, individual entries in the frequency response matrices computed by the four codes were compared using a symmetric relative error: The discrepancy between complex numbers z and w (not both 0) was measured by This error measure ranges from a minimum of 0 to a maximum of 2. A value of (z; w) near 10 0n indicates that z and w agree to about n decimal places while (z; w) > :1 indicates anything from rough approximation (near .1) to no correlation (bigger than, say, 1). For each fixed frequency, the worst discrepancy over all possible input-output pairs was observed.
The size of the discrepancy between the frequency response function matrices computed by these codes was observed to depend not only on which two of the codes were being compared but also on the size of the system, the frequency, and whether or not feedforward was present. It would take too much space to present details of these comparisons. However, some general statements can be made. 
