We give a complete classification of all positive energy unitary representations of the Virasoro group. More precisely, we prove that every such representation can be expressed in an essentially unique way as a direct integral of irreducible highest weight representations.
Introduction
Let Diff(S 1 ) + denote the group of orientation-preserving smooth diffeomorphisms of the circle. It is well known that Diff(S 1 ) + is a smooth Fréchet-Lie group [H82, Ex. 4.4.6] . Let Vir denote the simply connected Virasoro group, that is, the central extension by R of the simply connected covering of Diff(S 1 ) + (see Section 4). Unitary representations of Vir have been studied for more than three decades. Among unitary representations of Vir, the representations of positive energy play an important role in physics [GKO86] [K82], [S81] . The positive energy representations are closely related to the unitarizable modules of the Virasoro algebra vir, which is the (unique) central extension by C of the Lie algebra diff of complex vector fields on the circle with finite Fourier series. The Lie bracket of vir is given by
The classification of irreducible unitarizable highest weight modules of vir is by now well known [GKO86] , [KR87] , [L88] . Furthermore, every such module of vir can be integrated to an irreducible positive energy unitary representation (π, H ) of Vir (see [GW85] and [T99] ). Here positive energy means that the (unbounded self-adjoint) energy operator dπ(−d 0 ), where d 0 := i d dt , has a nonnegative spectrum (see Definition 4.3.1).
In this paper, we give a complete classification of the (in general reducible) positive energy representations of Vir. Our main result is Theorem 4.5.6, in which we prove that every positive energy representation of Vir can be expressed in an essentially unique way as a direct integral of irreducible unitary highest weight representations. Let us briefly sketch the main ideas of the proof. It is well known that the homogeneous manifold Diff(S 1 ) + /S 1 has an invariant complex structure. (This complex manifold is usually called the Kirillov-Yuriev domain [KY88] .) We show that positive energy representations of Vir can be realized on Hilbert spaces of sections of certain holomorphic vector bundles W ρ (defined in Section 3.3) over the Kirillov-Yuriev domain. The construction of W ρ is canonical. What is more subtle is to equip W ρ with an invariant complex structure. We will achieve this using the key observation that the W ρ are indeed bundles associated to a "universal" principal bundle S u (defined in Section 4.2). Therefore an invariant complex stucture on S u will induce the suitable invariant complex stuctures on the W ρ . The complex structure of the principal bundle S u is in turn obtained using the one-parameter family of complex structures on Vir that is constructed by Lempert [L95] . After realizing positive energy representations on Hilbert spaces of holomorphic sections, we can use the technique of holomorphic induction from [N13] , as well as some new ideas concerning holomorphic reproducing kernels with values in a C * -algebra, to obtain the existence and uniqueness of the desired direct integral decomposition.
We now summarize the content of each of the sections of this paper. In Section 2, we briefly review the basic theory of infinite dimensional manifolds and Lie groups. In Section 3, we first study invariant complex structures on a general class of principal bundles that arise from Lie groups that have a homogeneous space which can be equipped with an invariant complex structure. Next we study the properties of G-invariant reproducing kernel Hilbert spaces of sections of vector bundles associated to the aforementioned principal bundles. For reducible positive energy representations, self-adjoint operators such as the energy operator can have a continuous spectrum and therefore one cannot expect to use methods that are typically based on weight vectors. To circumvent this issue, we need a technical tool, called Arveson spectral subspaces, which will be presented in Section 3.5. It is worth mentioning that the setup of Section 3 is quite general and we expect that it will be applicable to other classes of Fréchet Lie groups. In Section 4, we focus our attention on Vir, construct suitable direct integrals of positive energy representations, and prove our main theorem.
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Infinite dimensional manifolds
Let E and F be locally convex spaces and U ⊆ E be open. Given a map f : U → F , for every x ∈ U and every v ∈ E we define the directional derivative ∂ v f (x) by ∂ v f (x) := lim t→0 1 t (f (x + tv) − f (x)) if the limit exists. A continuous map f : U → F is called continuously differentiable, or C 1 , if the maps ∂ v f : U → F are defined for all v ∈ E, and the map
is continuous. Similarly, the map f is called C k for some positive integer k, if the maps
are defined and continuous for every 1 ≤ j ≤ k. Finally, f is called smooth, or C ∞ , if it is C k for every k ∈ N. Based on the above notion of smooth maps we can define smooth locally convex manifolds (see [H82] and [N06] for detailed expositions). From now on, all manifolds are assumed to be smooth. If M and N are manifolds, then the set of smooth maps from M to N is denoted by C ∞ (M, N ).
Let M and N be manifolds and f : M → N be a C 1 map. If p ∈ M and v ∈ T p M , then we sometimes write d v f instead of df (v) or df (p) (v) . We extend df : T M → T N to a map between the complexified tangent bundles, that is,
N . An almost complex structure on a manifold M is a smooth bundle map J : T M → T M with the property that
We can write
A manifold M is called a complex manifold if it is locally biholomorphic to a complex locally convex space, and the transition maps between the local charts of M are holomorphic. For the theory of holomorphic maps between complex manifolds we refer the reader to [H89] .
An almost complex structure on a real manifold M is called integrable if it is induced by a complex manifold structure on M . The almost complex structure is called formally integrable if the Nijenhuis tensor N (x, y) : Jx, Jy] vanishes for every two locally defined vector fields x, y. If M is finite dimensional, then by the Newlander-Nirenberg Theorem the notions of integrable and formally integrable coincide. This is no longer true for infinite dimensional manifolds [L95] .
Two lemmas on vector fields
Let E be a locally convex space and U ⊆ E be an open set. Every smooth vector field x on U results in a derivation of C ∞ (U, C) defined by x · f (u) := d x(u) f for every u ∈ U . The proof of the following lemma is a straightforward induction.
Lemma 2.1.1. Let x 1 , . . . , x n be smooth vector fields on an open set U ⊆ E. Then there exists a family of smooth vector fields {y p,q : 1 ≤ p ≤ n−1 and 1 ≤ q ≤ n p } on U , depending on x 1 , . . . , x n , such that
for every f ∈ C ∞ (U, C) and every u ∈ U .
Lemma 2.1.2. Let E be a complex locally convex space, U ⊆ E be open, {x α : α ∈ I} be a family of smooth vector fields on U , f ∈ O(U, C), and p ∈ U . Let d be a positive integer such that
Lemma 2.1.1 implies that the difference
can be written as a sum of directional derivatives of the form d j f (y 1 , . . . , y j ) = 0 where 1 ≤ j ≤ r − 1 and y 1 , . . . , y j ∈ T p U . By the induction hypothesis, all of the latter terms vanish, and therefore d r f (x α 1 (p), . . . , x αr (p)) = 0 for every α 1 , . . . , α r ∈ I. Since d r f is C-multilinear and continuous, it follows that d r f (v 1 , . . . , v r ) = 0 for every v 1 , . . . , v r ∈ T p U .
Infinite dimensional Lie groups and representations
We assume that all Lie groups are modeled on Fréchet spaces and have a smooth exponential map. The exponential map g → G, where g := Lie(G), will be denoted by x → e x . Lie group homomorphisms are always assumed to be smooth. The universal enveloping algebra of g C := g⊗ R C will be denoted by U(g C ). By a complex Lie group we mean a Lie group that is also a complex manifold with holomorphic multiplication and inversion maps. If G 1 and G 2 are complex Lie groups, by a homomorphism of complex Lie groups f : G 1 → G 2 , we mean a holomorphic map which is also a group homomorphism. For a Lie group G we define ℓ g : G → G and ̺ g : G → G by ℓ g (h) := gh and ̺ g (h) := hg. If v ∈ T h G for some h ∈ G, then for simplicity we write g · v and v · g instead of d v ℓ g and d v ̺ g .
Let G be a Lie group and M be a manifold. If f : U → M is a smooth map, where U ⊆ G is open, then we define
) for every g ∈ G and every x ∈ g := Lie(G).
If M has an almost complex structure J : T M → T M , then we define
Let E be a complex locally convex space. We denote the vector space of continuous linear operators on E by B(E). Let GL(E) denote the group of invertible continuous linear operators on E. By a strongly continuous representation of a Lie group G on E we mean a group homomorphism π : G → GL(E) such that for every v ∈ E, the orbit map π v : G → E defined by π v (g) := π(g)v is continuous. Given a strongly continuous representation π : G → GL(E), we define dπ(x)v := lim t→0 1 t π(e tx )v − v for every x ∈ g := Lie(G) and every v ∈ E, if the limit exists. The group of unitary operators of a complex Hilbert space H will be denoted by U(H ). A strongly continuous representation π :
} is a dense subspace of H . We equip B(H ), GL(H ), and U(H ) with the operator norm topology.
Invariant complex structures and unitary representations
Let G be a connected Lie group and H ⊆ G be a subgroup which is also a Lie group. We assume that H is a split Lie subgroup, that is, there exists an open subset Σ of some locally convex vector space E and a smooth map σ : Σ → G such that the map
is a diffeomorphism onto an open 1-neighborhood of G. It follows that G is a smooth principal H-bundle over G/H for a suitable manifold structure on G/H. (In fact the standard argument from the finite dimensional case carries over.) Set M := G/H, g := Lie(G), and h := Lie(H). Let q : G → M be the canonical projection, and set m • := q(1). Let S be another connected Lie group and set s := Lie(S). Let γ : H → S be a Lie group homomorphism, and S := G × γ S denote the associated bundle corresponding to the smooth action
Thus, S is the quotient of G × S by the right action of H defined by
The associated bundle S is a G-homogeneous principal S-bundle over M . We will denote the elements of S by equivalence classes [g, s] where g ∈ G and s ∈ S. There is a transitive left action of G × S on S given by
Let Γ(γ) := {(h, γ(h)) : h ∈ H} denote the graph of γ. The group Γ(γ) is a split Lie subgroup of G × S because the map
is a diffeomorphism onto an open subset of G×S. Therefore G×S is a smooth principal Γ(γ)-bundle over (G×S)/Γ(γ). The Lie algebra of Γ(γ) is Γ(dγ) := {(x, dγ(x)) : x ∈ h} ⊆ g⊕s where dγ : h → s is the differential of γ at 1 ∈ H. The map
is G × S-equivariant, and using local charts one can prove that Ψ is a diffeomorphism. We set
In what follows, it will be easier to work with (G × S)/Γ(γ) than with S.
Formally integrable invariant almost complex structures on S
From now on we assume that S is a complex Lie group, and M is a complex manifold with a G-invariant complex structure that corresponds to a closed Lie subalgebra q ⊆ g C satisfying
The latter correspondence is given by the canonical isomorphism
Remark 3.1.1. In fact every G-invariant formally integrable almost complex structure on M corresponds to a Lie subalgebra q ⊆ g C satisfying (6).
Proposition 3.1.2. The formally integrable G-invariant almost complex structures on S for which the projection map q S : S → M and the right action of S on S are holomorphic are in one to one correspondence with continuous Lie algebra homomorphisms β : q → s which satisfy β h = dγ and β(Ad(h)x) = Ad(γ(h))β(x) for every x ∈ q and every h ∈ H.
Proof. Suppose that S is equipped with an almost complex structure that satisfies the properties of the proposition. By the diffeomorphism (5), the almost complex structure of S can be transferred to a G × S-invariant formally integrable almost complex structure on (G × S)/Γ(γ) with the extra property that the projection map (G × S)/Γ(γ) → M and the action map
are holomorphic. Let p ⊆ g C ⊕ s C denote the Lie subalgebra corresponding to the almost complex structure of (G × S)/Γ(γ) by the canonical identification
Let s C = s 
Let pr g C : g C ⊕s C → g C be the projection onto the first component. Holomorphy of the projection
Since p • is a Lie subalgebra of g C ⊕ s C , the map β + is a Lie algebra homomorphism. Moreover, the Closed Graph Theorem for Fréchet spaces [T67, Sec. 17] implies that β + is continuous.
Let J 1 : s → s be the complex structure of s and set β := j
Since j 1 is a Lie algebra homomorphism, so is β.
Therefore the relation Γ(dγ) ⊆ p implies that β h = dγ, and (7) follows from Ad(Γ(γ))p = p. Conversely, suppose we are given a β : q → s which satisfies the conditions of the proposition. We define p as in (10). It is straightforward to check that p is a Lie subalgebra of g C ⊕ s C which satisfies
The relation β h = dγ implies that Γ(dγ) C ⊆ p ∩ p, and from (10) it follows that
with (g C ⊕ s C )/p to obtain a formally integrable G × Sinvariant almost complex structure on (G×S)/Γ(γ). By the invariance of almost complex structures, holomorphy of the projection (G×S)/Γ(γ) → M is equivalent to pr g C (p) = q, which is a consequence of (10). Similarly, holomorphy of the action of S on (G × S)/Γ(γ) follows from s − C ⊆ p.
Holomorphic principal S-bundle structures on S
Let β : q → s be a continuous Lie algebra homomorphism which satisfies the conditions of Proposition 3.1.2. Suppose that S is equipped with the formally integrable almost complex structure that corresponds to β. Our next goal is to determine if S is indeed a holomorphic principal S-bundle. This is achieved in Theorem 3.2.2.
Let U ⊆ M be an open set and f : U → S be a smooth section. Then we can write f as
where q : G → M is the canonical projection, and f : q −1 (U ) → S is a smooth map satisfying f (gh) = γ(h) −1 f (g) for h ∈ H and g ∈ q −1 (U ).
Lemma 3.2.1. The section f is holomorphic if and only if
for every g ∈ q −1 (U ) and every x ∈ q.
Proof. Let Ψ : S → (G × S)/Γ(γ) be defined as in (5). The section f is holomorphic if and only if
Let ϕ :
From (10) and (13) it follows that if f is holomorphic, then for every g ∈ q −1 (U ) and every x ∈ q, there exists an
The latter equality can be written
, where x 1 , x 2 ∈ g, and s − = y + iJ 1 y, where y ∈ s and J 1 : s → s is the complex structure of s, we obtain
The proof of the converse is similar.
Theorem 3.2.2. Suppose that S is equipped with the almost complex structure that corresponds to β : q → s according to Proposition 3.1.2. Then the following two statements are equivalent.
Moreover, when (ii) holds, the complex manifold structure of S is uniquely determined by the holomorphic section of S given by gH
Proof. The implication (i)⇒(ii) is an immediate consequence of Lemma 3.2.1. Next we prove (ii)⇒(i). Recall that H is a split Lie subgroup of G, that is, the map Σ × H → G given in (3) is a diffeomorphism. After shrinking V we can assume that there exists a connected open subset Σ ′ ⊆ Σ and a connected open 1-neighborhood U H in H such that the map
Therefore f (gh) = γ(h) −1 f (g) for every g ∈ σ(Σ ′ ) and every h ∈ U H . As a result, we obtain an extension of f to a smooth mapf :
and every h ∈ H. We now define a smooth section
Therefore Lemma 3.2.1 implies that f is a holomorphic section of S.
For every a ∈ G we set V a := ℓ a (q(V )) and definef a :
for every x ∈ q and every g ∈ q −1 (V a ). Therefore the charts
for every gH ∈ V a and every s ∈ S, are holomorphic (Lemma 3.2.1) and turn S into a holomorphic principal S-bundle over M .
The holomorphic vector bundle W ρ
Let β : q → s be a Lie algebra homomorphism that satisfies the conditions of Proposition 3.1.2 and Theorem 3.2.2(ii), and suppose that S is equipped with the almost complex structure corresponding to β. Let W be a complex Hilbert space, and ρ : S → GL(W ) be a homomorphism of complex Lie groups. Let W ρ := G × ρ•γ W denote the vector bundle over M associated to the principal H-bundle G → M , corresponding to the smooth action
That is, W ρ is the quotient of G × W by the right action of H defined by
We define the associated vector bundle S × ρ W similarly. Since the principal S-bundle S → M and the action of S on W are holomorphic, S × ρ W is a holomorphic vector bundle over M . The complex manifold structure on S × ρ W can be transferred to W ρ by the G-equivariant diffeomorphism
s ∈ S, and w ∈ W .
From now on, we always assume that W ρ is equipped with the latter G-invariant holomorphic vector bundle structure. Let q S : S → M be the projection of the principal S-bundle S over M . Then we can write every holomorphic section σ :
, where f : S → W is a holomorphic function. Let Γ hol (W ρ ) denote the space of holomorphic sections of the bundle W ρ . We then obtain a linear bijection
This bijection intertwines the natural action of
Remark 3.3.1. Suppose that the bundle
where
Sometimes it is also convenient to realize holomorphic sections of W ρ as functions on G. Let C ∞ (G, W ) ρ denote the vector space of smooth maps f : G → W satisfying
Let Γ ∞ (W ρ ) denote the space of smooth sections of W ρ . Then we have a linear isomorphism
This isomorphism restricts to a G-equivariant isomorphism
G-invariant Hilbert spaces
We now present some results on unitary representations of G which can be realized on Hilbert spaces that are embedded in Γ hol (W ρ ), or equivalently, in C ∞ (G, W ) ρ,β . Our main tool is the theory of reproducing kernel Hilbert spaces. For a detailed exposition of the theory, see [N00] . Let H ⊆ C ∞ (G, W ) ρ,β be a Hilbert space such that, for every g ∈ G, the point evaluation
where ev * g : W → H denotes the adjoint of ev g . Now let us denote the manifold S, equipped with the opposite complex manifold structure, by S. By the isomorphism (18), we can embed
We call the maps (19) and (20) the reproducing kernel of H on G, resp., S. It is easy to check that
By a standard fact in the theory of reproducing kernel Hilbert spaces [N00, Lem. I.1.5], the Hilbert space H is uniquely determined byK, resp., K.
We call K positive definite if for every n ∈ N, every w 1 , . . . , w n ∈ W , and every p 1 , . . . , p n ∈ S, we have 1≤i,j≤n
is called G-invariant if it satisfies the following conditions.
Remark 3.4.3. Let H ⊆ C ∞ (G, W ) ρ,β be a Hilbert space with continuous point evaluations ev g , g ∈ G and reproducing kernelK : G × G → B(W ). Then H is G-invariant if and only ifK satisfies
(cf. [N00, Thm. I.4]). For the sake of completeness, we recall the argument.
• g leads tȏ
Conversely, suppose that (22) holds. Then ev * 1 w, ev * 1 w ′ = w,K(1, 1)w ′ = w, w ′ , so that ev * 1 is an isometry. Next we set
implies that H • is a dense subspace of H because its orthogonal subspace is trivial. The invariance of the kernelK now implies that ev g
From (23) it follows that H • is invariant under the action of G by left translations. Moreover, (23) also implies that
It follows that the action of every g • ∈ G by left translation on H • extends uniquely to an isometry
Finally, from continuity of the matrix coefficients (i) The unitary G-representation (π, H ) is smooth. In fact, the subset {ev * g w : g ∈ G, w ∈ W } is a total subset of H consisting of smooth vectors.
(ii) The subspace W ev := ev * 1 W ⊆ H is closed and H-invariant. 
Proof. (i) To prove that (π, H ) is smooth, it is enough to show that ev
(iii) Since π(h) is unitary and ev * 1 is an isometry, from the equality ev * h = ev * 1 • ρ(γ(h −1 )) * (proved in (ii) above) it follows that the operator ρ(γ(h −1 )) * is also unitary. In particular, we obtain ρ(γ(h −1 )) * = ρ(γ(h)). The relation π(h) • ev * 1 = ev * 1 • ρ(γ(h)) now implies that ρ • γ and ρ ev are unitarily equivalent.
(iv) For every g ∈ G, ev g = ev 1 • π(g −1 ). It follows thatK(g, g ′ ) = ev 1 • π(g −1 g ′ ) • ev * 1 for every g, g ′ ∈ G. Since (π, H ) is unitary, we obtain K (g, g ′ ) ≤ 1, and consequently
This means that the map K : S × S → B(W ) is locally bounded. Moreover, by (18) and (14) we can embed H in O ρ (S, W ), so that the general theory of reproducing kernels [N00, Lem. A.III.9(iii)] implies that the map K : S × S → B(W ) is holomorphic. The remaining statements follow from the relation between K andK, andK(1, 1) = 1 W .
Proposition 3.4.5. Let H ⊆ C ∞ (G, W ) ρ,β be a G-invariant Hilbert space and (π, H ) be the unitary representation of G by left translation, defined in Definition 3.4.2.
Suppose, in addition, that there exists an Ad(H)-invariant decomposition g C = n ⊕ h C ⊕ n such that q = h C ⊕ n, where q is the Lie algebra defined in (6), and n ⊆ ker(β). Then,
is an isomorphism of von Neumann algebras.
Proof. (i) From Proposition 3.4.4(i) and (23) we have π(g)ev * 1 w = ev * g w for g ∈ G and w ∈ W . Therefore π(G)W ev = Span C {ev * g w : g ∈ G, w ∈ W }, and Proposition 3.4.4(i) implies that π(G)W ev is a dense subset of H .
(ii) Given a smooth map f : G → K , where K is a complex Hilbert space, we define
for every x ∈ g and every g ∈ G.
We extend R x to x ∈ U(g C ) as usual, by setting R x+iy := R x + iR y and R x 1 ···xm := R x 1 · · · R xm . Set
Fix f ∈ H ⊆ C ∞ (G, W ) ρ,β and w ∈ W , and set v := ev * 1 w ∈ W ev . By Proposition 3.4.4(i), the orbit map π v : G → H , π v (g) := π(g)v is smooth, and
By differentiating both sides of the latter equality, we obtain R x f (g), w = f, R x π v (g) for every g ∈ G and every x ∈ U(g C ).
Next we prove that
where x → x † is the principal anti-automorphism of U (g C ), defined by x † := −x for x ∈ g C . It suffices to prove the latter statement for x = x 1 · · · x n where x 1 , . . . , x n ∈ g. For n = 1, the statement is obvious. For n > 1, we prove the statement by induction. For every f 1 ∈ H ∞ ,
Since H ∞ is a dense subspace of H , we obtain
To complete the proof of (ii), we need to show that ker(δ) = {0}. Fix f ∈ H such that δ(f )(x) = 0 for every x ∈ U(g C ). As in Remark 3.3.1, lets : U → S, gH → [g, s(g)] be a holomorphic section of S| U , where U is an open connected neighborhood of m • . Then the map ϕ f : U → W , ϕ f (gH) := ρ(s(g) −1 )f (g), is holomorphic, and a computation using the Leibniz rule shows that R x (ϕ f • q)(1) = 0 for every x ∈ U(g C ). Set x x (gH) := −dq(x · g) for every x ∈ g and every g ∈ G.
Then x x is a smooth vector field on M , and R x (ψ • q) = (x x · ψ) • q for every ψ ∈ C ∞ (U, W ) and every x ∈ g. Lemma 2.1.2 implies that, in every local chart, we have d r ϕ f (v 1 , . . . , v r ) = 0 for every r > 0 and every v 1 , . . . , v r ∈ T m• M . Since ϕ f is holomorphic it vanishes on U . It follows that f = 0.
(iii) First we prove that W ev ⊆ (H ∞ ) n . Let v := ev * 1 w, w ∈ W . Applying (26) with g = 1, we obtain for f ∈ H and x ∈ n the relation
Since f ∈ H was arbitrary, we obtain dπ(x)v = 0. From Proposition 3.4.4(ii) it now follows that π(H)W ev ⊆ W ev and dπ(x)W ev ⊆ W ev for every x ∈ q. Consequently, U(g C )W ev = U(n)U(h C )U(n)W ev = U(n)W ev , and from (ii) we derive that U(n)W ev is dense in H .
(iv) We have shown in the proof of (iii) that W ev ⊆ (H ∞ ) n . Next we prove that (H ∞ ) n ⊆ W ev . Let f 1 ∈ (H ∞ ) n . Then f 1 , dπ(x)f = − dπ(x)f 1 , f = 0 for every f ∈ H ∞ and every x ∈ n. In particular, f 1 ∈ (nU(n)W ev ) ⊥ . From (iii) it follows that W ev + nU(n)W ev is dense in H . Moreover,
f, f 2 = 0 for every f, f 2 ∈ W ev and every x ∈ nU(n).
This shows that f 1 ∈ W ev . (v) First note that (iv) implies that W ev is invariant under π(G) ′ . Thus, the map (24) is welldefined. Now let T ∈ π(G) ′ such that T W ev = 0. Then T π(G)W ev = 0, so that (i) implies that T = 0. Therefore the map (24) is an injection.
Next we prove surjectivity of (24). Since every von Neumann algebra is generated by orthogonal projections [D69, Chap. 1, §1.2], and images of von Neumann algebras under restriction maps are von Neumann algebras [D69, Chap. 1, §2.1, Prop. 1], it is enough to show that every orthogonal projection in ρ ev (H) ′ is contained in the image of the map (24). Let P ∈ ρ ev (H) ′ . Setting W ev 1 := P W ev and W ev 2 := (I − P )W ev yields an H-invariant orthogonal decomposition
Now set H j := π(G)W ev j for j = 1, 2. Surjectivity of (24) follows if we can prove that H 1 ⊥ H 2 , because then H = H 1 ⊕ H 2 is a G-invariant orthogonal direct sum, and the orthogonal projection P ∈ π(G) ′ onto H 1 satisfies P W ev = P . We now prove that H 1 ⊥ H 2 . Because of the relation π(h) • ev * 1 = ev * 1 • ρ(γ(h)) (Proposition 3.4.4(iii)), the decomposition (28) corresponds to an orthogonal decomposition W = W 1 ⊕ W 2 , where each W j , j = 1, 2, is a closed and ρ • γ(H)-invariant subspace. Thus, each W j is ρ(S)-invariant, and since ρ • γ is unitary, it is also ρ(S) * -invariant. Fix w j ∈ W j for j = 1, 2, and let K : S × S → B(W ) be the reproducing kernel of H , as defined in (20). By Proposition 3.4.4(iv), the map
is holomorphic. But if p = [g, s], then K(p, p) = ρ(s −1 )K(g, g)ρ(s −1 ) * = ρ(s −1 )ρ(s −1 ) * , and therefore the map (29) vanishes on the diagonal subset of S × S. Since every holomorphic map on S × S is uniquely determined by its diagonal values [N00, Prop. A.III.7], the map (29) should also vanish for every (p, p ′ ) ∈ S × S. Consequently, for every w j ∈ W j , j = 1, 2, we have
it follows that H ⊆ O(S, W ) ρ . Continuity of point evaluations of H follows from the equality f (p), w = f, K p,w for f ∈ H , p ∈ S, and w ∈ W (see also [N00, Thm I.1.4]). The latter equality also implies that ev * p w = K p,w , from which it follows that ev p • ev
• is an isometry. Finally, the condition of Definition 3.4.2(ii) follows from (G, ρ)-invariance of K, which implies the G-invariance of the kernel K on G × G. (18) and (14) we can assume H ⊆ O(S, W ) ρ , and it suffices to show that the corresponding (G, ρ)-invariant kernel K : S × S → B(W ) is uniquely determined by ρ. Since ev p• is an isometry, we have
From Proposition 3.4.4(iv), and the fact that every holomorphic map S × S → B(W ) is uniquely determined by its diagonal values [N00, Prop. A.III.7]
, it follows that K(p, p ′ ) is uniquely determined by ρ for every (p, p ′ ) ∈ S × S.
Arveson spectral subspaces
We now recall some results from [N13, Appendix A] on Arveson spectral subspaces. These spectral subspaces were originally introduced in [A74] . Let V be a complete complex locally convex space. A strongly continuous representation α : R → GL(V ) is called equicontinuous if, for every 0-neighborhood U 1 ⊆ V , there exists a 0-neighborhood U 2 ⊆ V such that α(t)U 2 ⊆ U 1 for every t ∈ R. An equicontinuous representation α yields a representation α :
Similarly, we set
For every A ⊆ R, we define the Arveson spectral subspace
where A denotes the closure of A. From [N13, Rem. A.6 ] it follows that the vector space V (A) is a closed subspace of V that is invariant under α(t) for every t ∈ R (see also [A74, p. 225] ).
Lemma 3.5.1. Let (π, H ) be a smooth unitary representation of G. Let x ∈ g, and set π x (t) := π(e tx ) for every t ∈ R. Then π x (f ) = f (−idπ(x)) for every f ∈ L 1 (R).
Proof. Let B(R) denote the σ-algebra of Borel subsets of R, and E : B(R) → B(H ) denote the spectral measure associated to the self-adjoint operator −idπ(x). Since f ∈ L ∞ (R), the operator f (−idπ(x)) is bounded. Fix v, v ′ ∈ H and set E v,v ′ Ω := E Ω v, v ′ for every Ω ∈ B(R). Then,
Proposition 3.5.2. Let (π, H ) be a smooth unitary representation of G and x ∈ g. Set π x (t) := π(e tx ) and α(t) := Ad(e tx ) ∈ GL(g C ) for every t ∈ R. Assume that α is equicontinuous. Then the following statements hold.
(iii) Let E : B(R) → B(H ) denote the spectral measure associated to the self-adjoint operator −idπ(x), where B(R) is the σ-algebra of Borel subsets of R. Let I ⊆ R be an open interval. Then H ∞ ∩ E I H is dense in E I H . (iv) Assume that x ∈ h, and that (π, H ) is obtained, according to Proposition 3.4.4, from an embedding H ֒→ C ∞ (G, W ) ρ,β as a G-invariant Hilbert space, where ρ : S → GL(W ) is a homomorphism of complex Lie groups. Furthermore, suppose that there exists an Ad(H)-invariant decomposition g C = n ⊕ h C ⊕ n such that q = h C ⊕ n, where q is the Lie algebra defined in (6), and n ⊆ ker(β). Set W ev := ev * 1 W . Then,
where N 0 := N∪{0}, and the right hand side denotes the closure of Spec πx (W ev ) + N 0 Spec α (n).
Proof. (i) This is a special case of [NSZ14, Thm 2.3].
(ii) This is a special case of [NSZ14, Thm 3.1].
(iii) Fix v ∈ E I H and ε > 0. Choose w ∈ H ∞ such that v − w < ε. Choose compact intervals I 1 ⊆ I 2 ⊆ · · · such that I = ∞ n=1 I n , and a sequence (f n ) n∈N in C ∞ c (R) such that 0 ≤ f n (x) ≤ 1, f n (x) = 1 for all x ∈ I n , and supp(f n ) ⊆ I. Let h 1 , h 2 , . . . be Schwartz functions such that h n = f n for every n ≥ 1. Set w 1 := f n (−idπ(x))w. From (i) and Lemma 3.5.1 it follows that w 1 = π x (h n )w ∈ H ∞ . Let χ I denote the characteristic function of I, so that f n = χ I f n . Then E I = χ I (−idπ(x)), and therefore w 1 = f n (−idπ(x))w = χ I (−idπ(x))f n (−idπ(x))w ∈ E I H . Moreover, (f n − χ I )(−idπ(d 0 ))w ≤ E I\In w (see [DS63, Thm XII.2.6(c) ]), and consequently,
Finally, since I = I n , we obtain lim n→∞ E I\In w = 0.
(iv) Set A := Spec α (n) and B := Spec πx (W ev ) + N 0 Spec α (n). Then A + B ⊆ B, so that (ii) implies that U(n)W ev ⊆ H (π x , B), where U(n)W ev := {dπ(x)w : x ∈ U(n) and w ∈ W ev }. By Proposition 3.4.5(iii), U(n)W ev is a dense subspace of H . Therefore H (π x , B) is also a dense subspace of H . Since H (π x , B) is also closed in H , we obtain H = H (π x , B).
The Virasoro group
In this section we use the general results of Section 3 in the special case of the Virasoro group. Let Diff(S 1 ) + denote the group of orientation-preserving smooth diffeomorphisms of the circle. As shown in [H82, Ex. 4.4 .6], Diff(S 1 ) + is a smooth Fréchet-Lie group. Note that π 1 (Diff(S 1 ) + ) ∼ = Z, and the simply connected covering of Diff(S 1 ) + is Diff(S 1 ) + := {φ ∈ C ∞ (R, R) : φ(t + 2π) = φ(t) + 2π, and φ ′ (t) > 0 for every t ∈ R}.
From now on G will denote the simply connected Virasoro group Vir, that is, the central extension of Diff(S 1 ) + by R whose multiplication is defined by 
where φ n (x) := x + 2πn for every x ∈ R. Let g := Lie(G). We can represent every element of x ∈ g C by an infinite series x = zc + n∈Z a n d n , where z, a n ∈ C and
Here d n := ie int d dt , and c ∈ Z(g) is chosen such that the Lie bracket of g C is given by
Note that in the above formula, the choice of the cocycle is different from (1) which is more commonly used in the literature, but this will not have a significant effect on our presentation. Observe that g = {x ∈ g C : x = x}, where the complex conjugation x → x is uniquely specified by c = c and
Moreover, e −2πnid 0 = (φ n , 0) ∈ Z(G) for every n ∈ Z. From now on, let H denote the connected Lie subgroup of G which corresponds to the Lie subalgebra h := Rc ⊕ Rid 0 ⊆ g. By a well-known result of Kirillov and Yuriev [KY88] , the homogeneous manifold M := G/H is a complex manifold (diffeomorphic to a complex Fréchet domain) with a G-invariant complex structure which corresponds to the Lie subalgebra q = h C ⊕ n ⊆ g C , where
a n d n , z, a n ∈ C and n := x ∈ g C : x = ∞ n=1 a n d n , a n ∈ C .
Left invariant complex structures on the Virasoro group
Following [L95] , we define a one-parameter family of (integrable) left-invariant almost complex structures on G. Namely, for every τ ∈ C \ R we write
τ , where
yields a left-invariant almost complex structure on G. This almost complex structure induces an almost complex structure on H corresponding to the direct sum decomposition h C = h τ . From now on, to specify the almost complex structures chosen on G and H, we write G τ and H τ . Note that H τ ∼ = C as complex Lie groups.
Proposition 4.1.1. For every τ ∈ C\R, the almost complex structure of G τ is integrable. The complex manifold G τ is a holomorphic principal H τ -bundle over M with a global trivialization.
Proof. This is proved in [L95, Thm 4.2] . Actually Lempert gives the proof for G/D where D ⊆ Z(G) is the discrete subgroup of G generated by (φ 1 , 0). Since the pullback of an integrable complex structure to a covering manifold is also integrable, it follows that Lempert's result also holds for the covering group G.
The universal bundle S u and the associated vector bundles W ρ
Let H C ∼ = C 2 denote the complexification of H and γ u : H → H C denote the canonical embedding, so that dγ u : h ֒→ h C is the canonical injection. Set S u := G × γ u H C , where the right hand side is the quotient of the action defined in (4). We equip S u with the almost complex structure that corresponds, according to Proposition 3.1.2, to the canonical projection β u : q → h C .
Proposition 4.2.1. S u is a holomorphic principal H C -bundle over M with a global trivialization.
Proof. Fix τ ∈ C\R and let β τ : q → h τ be defined by β τ := p τ • β u , where
is the canonical projection. Set S τ := G × γ τ H τ , where γ τ : H → H τ is the identity map. We equip S τ with the almost complex structure that corresponds, according to Proposition 3.1.2, to β τ . Let s τ : M → G τ be a holomorphic global section for the trivial bundle G τ → M , and set
for every x ∈ q and every g ∈ G.
For every τ ∈ C\R, let H 0,1 τ denote the Lie subgroup of H C corresponding to the Lie subalgebra h 0,1
τ 2 ) is an isomorphism of complex Lie groups. The map
is smooth, and from (30) it follows that L x s(g) = −β u (x) · s(g) for every x ∈ q and every g ∈ G.
Therefore the proposition follows from Theorem 3.2.2.
We now need the following important observation. Let ρ : H → U(W ) be a Lie group homomorphism. From [N06, Thm III.1.5] it follows that ρ can be extended uniquely to a homomorphism of complex Lie groups ρ : H C → GL(W ). Therefore the construction of Section 3.3 makes W ρ := G × ρ•γu W a holomorphic vector bundle over M . From now on, we assume that W ρ is equipped with the latter holomorphic vector bundle structure.
Positive energy representations
Let (π, H ) be a smooth unitary representation of the simply connected Virasoro group G. The unbounded self-adjoint operator −dπ(d 0 ) is usually called the energy operator of (π, H ). Proposition 4.3.2. Let (π, H ) be a positive energy representation of G, and set W π := (H ∞ ) n . Then W π is H-invariant, and π(G)W π := Span C {π(g)w : g ∈ G and w ∈ W π } is dense in H .
Proof. The H-invariance of W π follows from the relation dπ(x)π(h)v = π(h)dπ(Ad(h −1 )x)v and Ad(H)-invariance of n. Next we prove that π(G)W π is dense. Set H ′ := (π(G)W π ) ⊥ . Then H ′ is a closed and G-invariant subspace of H , and the representation of G on H ′ is of positive energy. Now set a :
Let E : B(R) → B(H ′ ) be the spectral measure associated to the self-adjoint operator −dπ(d 0 ) H ′ . By Proposition 3.5.2(iii), there exists a nonzero v ∈ H ∞ ∩ E I H ′ . Now set x := −id 0 , and define α(t) := Ad(e tx ) ∈ GL(g C ) and π x (t) := π(e tx ) for every t ∈ R. It is straightforward to check that v ∈ H ∞ (I) and that α is equicontinuous. In view of
we obtain with Proposition 3.5.2(ii) that
Consequently, v ∈ W π , which is a contradiction.
Let (π, H ) be a positive energy representation of G. We fix some notation which will appear in the rest of this article. Set
denote the spectral measure corresponding to (ρ π , W π ), in the sense of Stone's Theorem [FD88, Thm X.2.1]. Here H denotes the dual of H, and B( H) denotes the σ-algebra of Borel subsets of H. Proposition 4.3.5. Let (π, H ) be a positive energy representation of G, W ⊆ H be a closed Hinvariant subspace, and P W : H → W be the orthogonal projection on W . Set ρ(h) := π(h) W for every h ∈ H, so that (ρ, W ) is a unitary representation of H. Assume the following statements.
For the unique holomorphic extension to a homomorphism ρ : H C → GL(W ) of complex Lie groups, the map
is an embedding of (π, H ) in C ∞ (G, W ) ρ,βu as a G-invariant Hilbert space and W = (H ∞ ) n . Proof. If v ∈ H ∞ , then for every x ∈ q and every w ∈ (H ∞ ) n ∩ W we have 
Then f v ∈ Γ ct (W ρ ), and the map j : H → Γ ct (W ρ ) defined by j(v) := f v is continuous. We have shown above that f v ∈ C ∞ (G, W ) ρ,βu for every v ∈ H ∞ . Therefore from the isomorphism (18) it follows that j(H ∞ ) ⊆ Γ hol (W ρ ). Since H ∞ is a dense subspace of H , we obtain that
• g), and continuity of point evaluations ev * g v := f v (g) for g ∈ G, are straightforward. The reproducing kernel of H , as defined in (19), is given byK(g, g ′ ) = P W π(g) −1 π(g ′ )P * W , and therefore it satisfies (22). Remark 3.4.3 now implies that H is G-invariant. The equality W = (H ∞ ) n follows from Proposition 3.4.5(iv).
Proposition 4.3.6. Let (π, H ) be a positive energy representation of G. Then there exists a sequence (π j ) n j=1 , where n ∈ N ∪ {∞}, of positive energy representations of bounded type such that π = ⊕ n j=1 π j , and the spectral measures E π j , as defined in (31), are mutually singular.
Proof. Let C • ∼ = R denote the one-parameter subgroup e Rc ⊆ G, and let E c : B(R) → B(H ) denote the spectral measure of the self-adjoint operator dπ(ic). Then H = ⊕ n∈Z H n , where
, every H n is G-invariant. Therefore, from now on, we can assume that H = H n for some n ∈ Z. Now let D • ∼ = R be the one-parameter subgroup e Rid 0 ⊆ G and let E d 0 : B(R) → B(H ) denote the spectral measure of the self-adjoint operator −dπ(d 0 ). Set a 1 = inf(supp (E d 0 ) ). Note that a 1 ≥ 0, because (π, H ) is a positive energy representation. Set
H . Then W 1 is H-invariant, and from Proposition 3.5.2(iii) it follows that H ∞ ∩ W 1 is a dense subspace of W 1 . On the other hand, setting x := −id 0 in Proposition 3.5.2(ii) implies that H ∞ ∩ W 1 ⊆ (H ∞ ) n (cf. the proof of Proposition 4.3.2). Consequently, (H ∞ ) n ∩ W 1 is a dense subspace of W 1 . Now let (ρ 1 , W 1 ) denote the representation of H defined by ρ 1 (h) := π(h) W 1 for h ∈ H. The above arguments imply that the spectral measure of ρ 1 is compactly supported, and therefore ρ 1 : H → U(W 1 ) is a smooth Lie group homomorphism. From [N06, Thm III.1.5] it follows that there exists a unique extension of ρ 1 to a homomorphism of complex Lie groups ρ 1 : H C → GL(W 1 ). Set H 1 := π(G)W 1 where π(G)W 1 := Span C {π(g)w : g ∈ G, w ∈ W 1 }, and let (π 1 , H 1 ) be the representation of G defined by π 1 (g) := π(g) H 1
for g ∈ G. By Proposition 4.3.5, the representation (π 1 , H 1 ) can be realized as a G-invariant Hilbert space in C ∞ (G, W 1 ) ρ 1 ,βu , and W 1 = (H ∞ 1 ) n . Consequently, (π 1 , H 1 ) is of bounded type.
We now repeat the above process with the representation of G on H ⊥ 1 . That is, we set a 2 = inf(supp(
, and so on. Note that it is possible that I 1 ∩ I 2 = ∅, but the spectral measures on W 1 and W 2 will be mutually singular, because
4.4
The H-spectrum of a positive energy representation [T99] , H + can be identified with the set of highest weights of unitarizable modules of the Virasoro algebra, whose description is by now well known [GKO86] , [KR87, Sec. 3.3] , [L88] . (Smoothness of the irreducible positive energy representations is addressed in [T99, p.499] .) It follows that H + is a closed subset of H. In this paper we do not need the explicit description of H + .
Proposition 4.4.1. Let (π, H ) be a positive energy representation of G, and let E π be defined as in (31). Then supp(E π ) ⊆ H + .
Proof. By Proposition 4.3.6 we can assume that (π, H ) is of bounded type. Let A ⊆ B(W π ) denote the C * -algebra generated by ρ π (H). By Remark 4.3.4, ρ has a unique extension to a homomorphism of complex Lie groups ρ π : H C → GL(W π ). Note that ρ π (H C ) ⊆ A.
Step 1. By Proposition 4.3.5 we can assume that (π, H ) is embedded as a G-invariant Hilbert space in C ∞ (G, W π ) ρ π ,βu . Let K : S×S → B(W π ) be the corresponding reproducing kernel. Next we prove that 
(iv) implies that q
Step 2. The C * -algebra of H is isomorphic to C • ( H), the algebra of complex-valued continuous functions on H which vanish at infinity. Let I π denote the kernel of the canonical map
Then I π = {ψ ∈ C • ( H) : ψ| supp(E π ) ≡ 0}. Since supp(E π ) is compact, it follows that the image of (32) is a dense subspace of A, and C • ( H)/I π ∼ = C(supp(E π )), where C(supp(E π )) is the space of continuous complex-valued functions on supp(E π ). By elementary C * -theory [D77, Sec. 1.8] the map (32) induces an isomorphism ι π : C(supp(E π )) → A of C * -algebras.
Step 3. Fix χ ∈ supp(E π ) and let Λ χ : A → C denote the character of A defined by the relation Λ χ • ι π (ψ) = ψ(χ) for every ψ ∈ C(supp(E π )). Note that Λ χ (ρ π (h)) = χ(h) for every h ∈ H, and since both sides are holomorphic functions of h ∈ H C , equality holds for every h ∈ H C as well. Now set
Moreover, K χ is positive definite, because every character Λ χ is completely positive in the sense of [T02, Def. IV.3.3] . Consequently, by Proposition 3.4.6, there exists a G-invariant Hilbert space H χ ⊆ C ∞ (G, C) χ,βu with reproducing kernel K χ .
Step 4. Let (π χ , H χ ) denote the smooth unitary representation of G on H χ that is defined in Proposition 3.4.4(i). By the isomorphism (18) we can assume
Kobayashi's criterion for irreducibility of holomorphic induction [N00, Thm IV.1.10] implies that (π χ , H χ ) is irreducible (see also Proposition 3.4.5).
It is straightforward to check that
n , and Proposition 3.5.2(iv) implies that (π χ , H χ ) is a highest weight representation with highest weight χ. Thus from the definition of H + it follows that χ ∈ H + . Now recall that in Step 3, χ is an arbitrary element of supp(E π ). Consequently, supp(E π ) ⊆ H + .
The next proposition is a converse to Proposition 4.4.1. Proof. Let A ⊆ B(W ) denote the C * -algebra generated by ρ(H). By an argument similar to Step 2 in the proof of Proposition 4.4.1, we obtain a canonical isomorphism of C * -algebras ι : C(supp(E)) → A. For every χ ∈ supp(E), let Λ χ ∈ A be the character of A defined by Λ χ • ι(ψ) = ψ(χ) for every ψ ∈ C(supp(E)), and let (π χ , H χ ) denote the irreducible highest weight representation corresponding to χ. Let W χ ⊆ H χ be the one-dimensional χ-weight space of π χ . Next we use a construction similar to the universal representation of a C * -algebra. Set
From the definition of Λ χ it follows that Λ χ (ρ(h)) = χ(h) for every h ∈ H, so that ρ A (ρ(h)) = ρ A (h) for every h ∈ H. Moreover, ρ A is faithful because A ∼ = supp(E). Consequently, elementary C * -algebra theory implies that ρ A is an isomorphism of C * -algebras between A and the C * -algebra A that is generated by ρ A (H).
Since ρ A is a bounded unitary representation of H, it has a unique holomorphic extension to H C and by Proposition 4.3.5 we can embed ( 
, is positive definite. Furthermore, the kernel K is (G, ρ)-invariant, holomorphic, and satisfies K(p • , p • ) = 1 W . Consequently, Proposition 3.4.6 implies that there exists a G-invariant Hilbert space H ⊆ C ∞ (G, W ) ρ,βu corresponding to K.
The direct integral
For every χ ∈ H + , let (π χ , H χ ) denote the irreducible positive energy representation of G with highest weight χ. We will denote the inner product of H χ by ·, · χ . Let µ be a finite positive Borel measure on H + . In this section we will construct a direct integral unitary representation
Throughout this section, (ρ µ , W µ ) will denote the cyclic unitary representation of H corresponding to µ, that is, W µ := L 2 ( H + , dµ) and the action of H is defined by
By Proposition 4.3.5, the representation (π χ , H χ ) can be realized as a G-invariant Hilbert space in C ∞ (G, C) χ,βu ∼ = O(S, C) χ , and in fact Proposition 3.4.7 implies that there exists a unique (G, χ)-
Proof. It suffices to prove the statement for every subset of the form U ×S×S, where U ⊆ H + is open and relatively compact. Choose a finite positive Borel measure µ on H + such that supp(µ) = U . By Proposition 4.4.2 there exists a G-invariant Hilbert space H ρµ ⊆ C ∞ (G, W µ ) ρµ,βu . Let
be the reproducing kernel of H ρµ , as defined in (20). By Proposition 3.4.4(iv), K ρµ is holomorphic. Let A µ ⊆ B(W µ ) denote the C * -algebra generated by ρ µ (H). An argument similar to
Step 1 in the proof of Proposition 4.4.1 shows that K ρµ (p, p ′ ) ∈ A µ for every (p, p ′ ) ∈ S × S. By an argument similar to
Step 2 in the proof of Proposition 4.4.1, we obtain a canonical isomorphism of C * -algebras ι µ : C(supp(µ)) → A µ . For every χ ∈ supp(µ), let Λ χ : A µ → C be the character of A µ that is defined by the relation Λ χ • ι µ (ψ) = ψ(χ) for every ψ ∈ C(supp(µ)). An argument similar to
Step 3 in the proof of Proposition 4.4.1 shows that Λ χ • K ρµ is holomorphic, (G, χ)-invariant, and positive definite. Moreover, Λ χ • K ρµ (p • , p • ) = 1. Uniqueness of the reproducing kernel of H χ implies that
) for every χ ∈ supp(µ) and every (p, p ′ ) ∈ S × S.
The statement of the lemma now follows from continuity of the canonical map A µ × A µ → C.
To construct the direct integral π µ = ⊕ H + π χ dµ(χ), we consider the family {H χ : χ ∈ H + } as a field of Hilbert spaces over H + (in the sense of [D69, Chap. II] ). Fix a countable dense subset {p n } ∞ n=1 of S, and consider the sections e n ∈ χ∈ H + H χ , defined by e n (χ) := K χ,pn for every χ ∈ H + and every n ∈ N.
Lemma 4.5.2. The sections e n , n ∈ N, satisfy the following properties.
(i) For every χ ∈ H + , the set {e n (χ)} ∞ n=1 is a total subset of H χ . (ii) For every n, n ′ ∈ N, the map H + → C, χ → e n (χ), e n ′ (χ) χ , is measurable. (iii) For every g ∈ G, the operator field {π χ (g) : χ ∈ H + } is measurable.
Proof. (i) Recall that K χ,p , K χ,p ′ χ = K χ (p ′ , p). Thus, for every n ∈ N, we have
Now let {p ′ k } ∞ k=1 be a subsequence of {p n } ∞ n=1 that converges to a point p ∈ S. Since K χ is continuous, from (36) it follows that lim k→∞ K χ,p ′ k = K χ,p in H χ . Furthermore, Proposition 3.4.4(i) states that {K χ,p : p ∈ M } is a total subset of H χ . Therefore {K χ,pn } ∞ n=1 is a total subset of H χ . (ii) Follows from Lemma 4.5.1 because e n (χ), e n ′ (χ) χ = K χ (p n ′ , p n ). (iii) By (G, χ)-invariance of K χ , we can write π χ (g)K χ,pn , K χ,p n ′ = K χ (g −1 ·p n ′ , p n ). Therefore, by Lemma 4.5.1, the map χ → π χ (g)K χ,pn , K χ,p n ′ is continuous. The statement is now proved using a standard pointwise convergence argument based on [D77, Chap. 1, §1, Lem. 1].
We are now in a position to define (π µ , H µ ). A section e ∈ χ∈ H + H χ is called measurable if, for every n ∈ N, the map H + → C , χ → e(χ), e n (χ) χ is measurable. By standard facts in the theory of direct integral Hilbert spaces (see [D77] or [N00, Appendix II]), Lemma 4.5.2 implies that the set H µ , consisting of all measurable sections e ∈ χ∈ H + H χ which satisfy H + e(χ) 2 χ dµ(χ) < ∞, is a separable Hilbert space with inner product e, e ′ := H + e(χ), e ′ (χ) χ dµ(χ). Setting (π µ (g)e) (χ) := π χ (g)e(χ) for g ∈ G, e ∈ H µ , and χ ∈ H + , we obtain a representation of G on H µ by unitary operators (but we still need to prove that π µ is a smooth unitary representation of positive energy).
Remark 4.5.3. Let H + = ∞ n=1 X n be a partition of H + into measurable and relatively compact subsets, and set µ n (Ω) := µ(Ω ∩ X n ) for every Ω ∈ B( H + ) and every n ∈ N. Then µ = 
Lemma 4.5.1 implies that e f,p ∈ H µ , and [D69, Prop. II.1.7] implies that the fields e f,p generate a dense subspace of H µ . For every g • ∈ G, we have
• · p, p) dµ(χ).
The map G → C, g • → K χ (g −1 • · p, p) is smooth. From (35) we obtain
where K ρ µ is defined as in (34). From linearity of Λ χ it follows that an inequality similar to (38) holds for directional derivatives of K χ (g −1 • · p, p). By differentiating under the integral sign ([NSZ14, Lem. 2.1]) it follows that the map g • → π µ (g • )e f,p , e f,p is smooth. Finally, from [N10a, Thm 7.2] it follows that e f,p is a smooth vector for (π µ , H µ ).
Proposition 4.5.5. Let µ be a finite positive Borel measure on H + . Let W πµ := (H ∞ µ ) n and set ρ πµ (h) := π µ (h) W for every h ∈ H. Then (ρ πµ , W πµ ) and (ρ µ , W µ ) are unitarily equivalent.
Next we prove uniqueness of the decomposition (39). Suppose that a decomposition of (π, H ) as in (39) is given. By considering n-invariants, and using Proposition 4.5.5, we obtain a corresponding direct sum decomposition
where the µ n are mutually singular finite positive Borel measures. Since H is a locally compact abelian group, the decomposition (40) is unique up to equivalence of measures. Therefore the decomposition of (π, H ) is also unique.
