We consider an identity relating Fibonacci numbers to Pascal's triangle discovered by G. E. Andrews. Several authors provided proofs of this identity, all of them rather involved or else relying on sophisticated number theoretical arguments. We not only give a simple and elementary proof, but also show the identity generalizes to arrays other than Pascal's triangle. As an application we obtain identities relating trinomial coefficients and Catalan's triangle to Fibonacci numbers.
There is a well-known identity relating the sequence of Fibonacci numbers to Pascal's triangle. Not so well-known are identities 
obtained by G. E. Andrews in [1] . Different proofs of (1) and (2) were given by H. Gupta in [4] and by M. D. Hirschhorn in [5] and [6] . They are all specifically designed to deal with the case of Pascal's triangle. As indicated in [4] and [5] , identities (1) and (2) are equivalent to
and
respectively. These identities have been reobtained by G. E. Andrews [2] in the context of identities of the Rogers-Ramanujan type (see also [7] ). The purpose of this article is to provide a simple and entirely elementary proof for identities (3) through (6) as well as several other similar identities. Our method has the advantage of showing that this kind of identity holds not only for Pascal's triangle, but also for any other array constructed in a similar way. As an application of our result, we obtain versions of these identities for the trinomial coefficients [the identities (9) and (10) below], as well as for Catalan's triangle [(11) and (12)].
We start with a visualization of Pascal's triangle in which alternate rows have been removed and only nonvanishing binomial numbers are represented: Identity (3) is visualised considering in each row the sum of the elements represented inside rectangles and subtracting from it the sum of elements represented inside circles. The remaining identities can be likewise visualized. Note that the above array consists of a first row in which the only nonvanishing elements are two 1's followed by rows in which each element is obtained by adding up the element above it to the right, the element above it to the left, and 2 times the element directly above it. In general we have the following theorem. Theorem: Let s(0, k), with k ∈ Z, be an arbitrary sequence such that s(0, k) = 0 for only finitely many values of k. Given α, β ∈ R, define s(n, k) recursively, for n ∈ N and k ∈ Z, setting
Then for any fixed k 0 the sequence (d n ) defined by
satisfies the recurrence relation
Proof: If suffices to prove the relation for n = 2, since the general case follows from it considering the row (s(n − 2, k)) k as being the first.
For each fixed n, the n th row of the array depends linearly on the first. In addition, the operator L defined by
maps two-tailed sequences linearly to real numbers.
It therefore suffices to prove the proposition in the particular case where the first row contains an element, say s(0, 0), equal to 1 and all others equal to 0. Now it is a simple matter of inspecting the table
Since the null sequence satisfies any homogeneous linear recurrence relation, it is enough to check that
This completes the proof.
Corollary: Under the same hypotheses as in the theorem, for any given k 0 ∈ Z and k 1 ∈ N, the sequence (d n ) defined by
Proof: The proof follows by linearity, writing out
and applying the theorem. Application 1: Identities (3) through (6) hold. We first apply the theorem to the array (7), in which s(n, k) = 2n+1 k+n , for −n ≤ k ≤ n + 1, and 0 otherwise. Since α = 1 and β = 2, it follows that the right-hand side of (3) defines a sequence satisfying the recurrence relation d n = 3d n−1 − d n−2 . But it is a well-known fact that this recurrence relation is also satisfied by both sequences d n = F 2n+1 and d n = F 2n+2 . Therefore, it suffices to verify (3) for n equal to 0 and 1. Identities (4) through (6) can be obtained by the same argument, applied to (7) or to the array obtained by deleting the even-numbered rows of Pascal's triangle.
Application 2:
The Fibonacci numbers appear in a similar manner when we operate with the array of the trinomial coefficients. The trinomial coefficients n k 2 , for |k| ≤ n, are defined by (see [3] , section 6.2)
Using the property
we construct the array of the trinomial coefficients, as follows:
We claim that the trinomial coefficients satisfy the identities
For example, identity (9) corresponds to adding in each row the elements inside rectangles and subtracting the ones inside circles in the above representation.
Since α = β = 1 by (8), our theorem and its corollary imply that the right-hand sides of identities (9) and (10) define sequences satisfying the recurrence relation d n = d n−1 + d n−2 . Hence, the proof of these identities consists in verifying them for n = 0 and 1.
Application 3:
On the bidimensional lattice Z 2 , consider all paths that start at the origin, consist of unit steps and are such that all steps go East or North. The length of a path is the number of steps in the path. The distance between two paths of length n with end-points (a n , b n ) and (a n , b n ), respectively, is |a n − a n |. Two paths are said to be non-intersecting if the origin is the only point in common. Let B(n, k), for 1 ≤ k ≤ n, denote the number of pairs of non-intersecting paths of length n whose distance from one another is k. The array defined by the B(n, k) is called Catalan's triangle (see [8] ) and its first column is formed by Catalan numbers C n = B(n, 1) = 1 n+1 2n n , which, among other things, count rooted binary trees and the lattice paths from (0, 0) to (n, n) that stay above the main diagonal. Catalan's triangle satisfies the same recurrence relation
as alternate rows in Pascal's triangle, for k ≥ 2, while for k = 1 we have B(n, 1) = 2B(n − 1, 1) + B(n − 1, 2).
In order to fit Catalan's triangle into our framework, we embed it into the larger array in which the first row is s(1, ±1) = ±1, s(1, k) = 0, if k = ±1, and the subsequent rows are given by
as follows: 
The portion of the array lying to the the right of the zero column is Catalan's triangle, i.e., s(n, k) = B(n, k), if 1 ≤ k ≤ n. By the above theorem and corollary, several identities follow. However, because k → s(n, k) is odd, some of these identities vanish trivially. We point out two nontrivial identities. Since
[B(n, 5j + 1) − B(n, 5j + 4)] , using the same argument as before, we can show the identity
[B(n, 5j + 1) − B(n, 5j + 4)] .
Likewise one may show that
[B(n, 5j + 2) − B(n, 5j + 3)] .
According to [8] , Proposition 2.1, B(n, k) = k n 2n n−k . Substituting in (13) and (14), yields
Formulas (13) and (14) above appear to be new.
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