This paper proposes a method to determine the flutter derivatives of 2-dimensional streamlined cylinders by means of a modified indicial approach adapted to a Navier-Stokes solver using an Arbitrary Lagrangian Eulerian formulation. The method relies on heave or pitch motion imposed to the section according to smoothed ramp time histories and on the computational evaluation of the transient forces arising on the obstacle. Hence, the indicial transfer function relating the plate motion with the induced force in the frequency domain is obtained. The application to a flat plate of finite thickness and length is proposed. The steady viscous flow simulated around the motionless plate is compared with the well-known Blasius solution. The computed flutter derivatives are compared both with the ones obtained from the Theodorsen function in the frame of the thin airfoil theory and with the ones resulting from previous methods in the frame of the computational approach.
Introduction
The study of flutter instability of long, flexible structures is usually simplified by considering the twodimensional (2D) airflow around a representative rigid section along the main span of the structure. The relationship between the aeroelastic force on section, induced by its own motion, and the motion itself can be expressed by an aeroelastic system characterized by transfer functions in frequency domain between input (motion) and output (force). It follows that this approach leads to a formulation of the aeroelastic system as a linear one. This assumption fully holds for streamlined bodies and allows to give the analytical expression of the transfer functions for 2D theoretical flat plate oscillating in potential flow (Theodorsen 1935 [1] ).
On the other hand, this theory begins to fail in predicting the correct aeroelastic behavior of bluff bodies, for instance bridge cross sections. Their aerodynamics is basically driven by the separation of the boundary layer and its unsteady reattachment. Strictly speaking, the assumption about the linearity of the system no longer holds for such bodies. However, Scanlan & Tomko [2] firstly formulated a linearized model by assuming the same general format of the Theodorsen's analytical expression. The introduced empirical coefficients, the so-called flutter derivatives, have been related to the Theodorsen function in closed form for the streamlined flat plate by the same authors [3] . In case of bluff sections, such motional coefficients are generally obtained through wind-tunnel test on oscillatory section models (e.g. in Matsumoto [4] ).
The computational calculation of these transfer functions is a challenging task for Computational Fluid Dynamics (CFD) and Computational Wind Engineering (CWE). In the last field of research, the most popular method to achieve this goal has been firstly proposed by Walther & Larsen [5] and successively applied to a (a) the motion (input i(t)) is prescribed according to a smoothed-ramp evolution in time;
(b) the resultant forces (output o(t)) are obtained by integration of the surface stresses on the body; 3. post processing in order to infer flutter derivatives from the simulated time histories of the input i(t) and output o(t) variables.
It is worth to point out that the method works for any kind of computational approach and physical model of the flow. In the following, new proposals are detailed concerning the approach to recover the flutter derivatives (step 3.). Then, the analysis of the qualitative properties of several smoothed-ramp functions (step 2.) is carried out a-priori in order to select the most suitable ones in view of the their computational application. Finally, the effects of the ramp-time extension on the harmonic content of the selected input function are evaluated looking at the range of interest of the reduced velocity in wind engineering.
Recovering the aeroelastic transfer functions
In the following, a new approach is proposed in order to readily recover the 2-dimensional flutter derivatives from the time-histories of the body motion and of the acting forces obtained by computational simulation. Let us consider the expression of the aeroelastic forces resulting on an oscillating rigid body immersed in a 2D wind field given by the original model of Theodorsen [1] :
and
while using the model by Scanlan & Tomko, reported in [3] :
where L and M are the lift force and the pitching moment evaluated at the pole O (0.5B; 0), B is the chord length of the body, U the unperturbed flow velocity, ρ the air density, y and θ respectively the heave and pitch component of the displacement of the pole O. Herein, the well known Theodorsen's circulation function C (k) = F (k) + jG (k) and the so-called flutter derivatives H * i (k) and A * i (k) are expressed as function of the reduced frequency used in wind engineering practice k = ωB/U , where ω = 2πn is the angular velocity of the body motion.
The aeroelastic system, because of the basic assumption of the model, can be seen as a linear map ( Figure  1 ) between the input variables (displacements and velocities) and the output ones (aeroelastic forces). Hence,
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Figure 1: Aeroelastic forces on 2-dimensional cylinder the expression 1 and 2 or the ones 3 and 4, obtained for sinusoidal motions, can be generalized to any kind of motion included the proposed smoothed ramp functions.
Let us consider a general evolution in time η(t) of the input variable η = i = y, θ and the corresponding time-history of the output variable in non dimensional
They can be expressed as the anti-transform of their Fourier transform:
where aη(ω) and ϕη(ω) are respectively the modulus and the phase angle of the Fourier transform of η(t). Assuming a linear operator mapping input and output, for each reduced frequency k the argument of the integral in equation 5 can be expressed by means of equations 1-2 or 3 -4. For instance, let us consider θ(t) as input and C L (t) as output. One obtains by using the Theodorsen formulation:
It follows that:
Analogously, referring to the formulation of Scanlan & Tomko, one obtains:
and equating the real and imaginary components:
In an analogous manner the expressions of the remaining 6 flutter derivatives are easily obtained and listed in Tab. 2.1. The equation 7 or the ones 10 and 11 show that, whichever is the assumed engineering model, it is possible to determine the transfer function in the frequency domain for any input by evaluating the ratio between the Fourier transforms of output o(t) and input i(t), provided that the inverse of the latter is not singular. Furthermore, the modulus of the Fourier transform of input aî(ω) must be large enough with respect to the one of the output aô(ω) at every frequency of interest in order to guarantee the accurate numerical evaluation of the flutter derivatives. Finally, it is worth to point out that the method also applies to the classic Heaviside input function, where aî = 1 and ϕî = 0.
Choice of the smoothed ramp function
In the indicial approach, the Heaviside or step-wise function is traditionally chosen as the input function i(t) because the output function o(t) is the indicial response function itself. In computational application a step-wise variation of the imposed displacement cannot be exactly represented because of discretization errors. Moreover, its derivative versus time (velocity) shows large values generally involving nonphysical oscillations of the solution. Hence, a smoothed ramp is preferred. Two main guidelines must be taken into account in choosing the best smoothed ramped input. First, the input represents a physic phenomenon continuous in time, so that an high class of continuity seems a reasonable choice. Lesieutre et al. [11] proposed a cosine function f sin (t) and a 5th order polynomial one f p5 (t):
where a i is the amplitude of the ramp reached after an elapsed "ramp time" T r from the start at t = t 0 . It is worth to point out that both functions are defined piecewise. Moreover, using the function f sin (t), the input is defined in C 1 (R): it follows that its second derivative, i.e. the acceleration of the motion, is discontinuous in t = 0 and t = T r . Using functions f p5 (t), the input is defined in C 2 (R), so that both velocity and acceleration are continuous. In order to guarantee the highest class of continuity, the error function is proposed in the present study:
Bearing in mind that f erf ∈ C ∞ (R) and that its derivatives have a Fourier transform of the form (iω) nf erf (ω), where n is the order of the derivative, any of them can be adopted as the input time-history. In the following, the first derivative, i.e. the Gaussian function, is employed in order to smooth the Dirac function instead of the Heaviside one:
The start time and the ramp-time for the last two functions are respectively defined as t 0 | i = 0.01a i and t 0 + T r | i = 0.99a i because of their asymptotic trend to initial and final values. The second guideline refers to the harmonic content of the input function. In fact, as expressions in Table  2 .1 clearly shows, special attention must be paid in order to assure a significant harmonic content at the upper bound of the range of the reduced frequency k, or correspondingly at the lower one of the range of the reduced velocity U r = U/nB. The functions described above, their first-order derivatives versus time and the normalized harmonic content of the latter are plotted in Figure 2 adopting the same ramp-time T r . Looking at the functions smoothing the step-wise one, f erf (t) is characterized by the steepest evolution around T r /2 for a given T r : hence, its frequency content is extended at higher frequencies than the ones of f p5 (t) and f sin . Conversely, the functions show comparable harmonic contents when the ramp-time is chosen in order to obtain the same maximum value of their derivatives, as clearly shown in Figure 3 . It follows that even if the displacement is usually adopted as input variable, in the present study the performances of the functions illustrated above are computationally evaluated for a common value of the maximum angular velocity.
Finally, it is worth to point out that the harmonic contents of the error and Gaussian functions do not show oscillations due to the numerical procedures adopted to transform the signal. Hence, an high class of continuity of the function seems to be preferred because it does not require special care in the numerical post-processing.
Choice of the ramp time
The ramp time T r must be short enough to assure a significant harmonic content at high values of the reduced frequency k or equivalently at low values of the reduced velocity U r = U/nB. The ramp time T r for f erf can be modified varying the parameter b. Its harmonic content is plotted in Figure 4 for different values of T r . The threshold value of the harmonic content of the input i can be hardly set a priori. First, as eqns. 10 -11 clearly show, the accurate evaluation of the flutter derivatives depends from the ratio aô(w)/aî(w) and not only from aî(w). Second, the above mentioned threshold value depends from the numerical error introduced both in the computational simulation of the flow and by the numerical treatment of the results during post-processing. A trail value of 0.1aî is assumed. Hence, bearing in mind that generally in wind engineering 0.2 ≤ U r ≤ 12, b = 5 and T r e − 1 can be adopted (Fig. 4) . The adequacy of this ramp time will be verified during the results discussion, once the output evolution is simulated.
Governing Equations and Computational Approach
Computational simulation of fluid-structure interaction problems is a challenging task that can be performed through different approaches, depending on the type of interaction and the aim of the simulation. In this paper, the solid structure sub-system is modeled as a 2D-SDOF rigid body and its dynamics is fully described by the imposed displacemet i(t) of its rotational center. The coupled fluid-structure system is then reduced to a fluid flow in a time-dependent domain, and the motion of the domain boundary is known a priori. Timedependence of the domain introduces a further requirement for grid-based numerical methods, i.e. an efficient The function f = i(t) has been discussed in detail in the previous paragraphs. Next paragraphs are devoted to describe the mathematical modelling of the fluid flow system, the moving grid strategy and the numerical method employed for solving the obtained model.
Flow modelling
The incompressible, unsteady, two-dimensional laminar flow with moving boundaries is modeled in the present study by means of the Navier-Stokes equations. For a moving domain Ω f (t), the Arbitrary Lagrangian Eulerian approach (ALE, [12] [13]) allows to introduce a reference frameΩ f , which is mapped for each time t into the fluid domain by ξ → x (t, ξ), where ξ and x are respectively the ALE and Eulerian (spatial) coordinates. The classical nondimensional instantaneous continuity and momentum equations are then modified into their ALE counterpart expressed in terms of the fluid variables relative to the moving frame
where u is the velocity of the fluid, ∂(·)/∂t ξ the time derivative on the ALE frame, u g = ∂x/∂t ξ the frame velocity, p the pressure, Re = U B/ν the Reynolds number, ν the kinematic viscosity of the air. The boundary motion is then treated imposing
and solving an auxiliary problem in order to determine u g inside the domain. The choice of an appropriate auxiliary problem characterize the ALE method; the choice adopted in this work is described in paragraph 3.2.
The conditions imposed on the external boundaries of the domain Ω f (t) are Dirichlet ones on velocity at inlet and Neumann ones on the normal component of the stress tensor at outlet, as depicted in figure 5 (a).
Noting that the classical Eulerian form of the Navier-Stokes equations can be recovered, in absence of boundary motion, imposing u g = 0, such a choice is adopted for simulating the flow around motionless obstacle in junction with no-slip boundary conditions at wall
and impulsive initial conditions
The more general Arbitrary Lagrangian Eulerian approach (eq. 16) is used for simulations with moving obstacle in junction with the corresponding form of the no-slip boundary condition at wall
where u w (i(t)) is the wall velocity corresponding to the imposed input obstacle motion i(t). The velocity field simulated around the motionless obstacle is used as initial condition for the flow velocity field in moving obstacle problems.
Grid generation strategy
In the grid-based methods, two main goals are pursued concerning the mesh in simulating flow problems with moving boundaries. First, the minimization of the computational cost required to adapt the grid to the changes in the domain geometry; second, the maximization of the grid quality at each time step. The grid-generation procedures available in literature differ from the goal mainly pursued and from the their field of application. In order to define it, the ratio a i /Λ x between the maximum body displacement a i and the characteristic length of the grid cell Λ x can be assumed as a significant parameter. Hence, the choice among the options is strongly problem-dependent. On one hand, the application forwarded in this paper involves small displacements of the solid boundary coherently with the assumption of the Scanlan's model (a i ≈ Be−2). On the hother hand, it calls for very fine meshes in order to accurately solve the thin viscous boundary layer at high Re numbers (e.g. a i /Λ x ≈ 1e + 2 at Re = 1e + 4). Moreover, the simulation of the unsteady aerodynamics of the moving obstacle requires high grid quality in its neighborhood and in its wake.
The most general procedure implies a body-conforming mesh that has to be regenerated at each timestep by changing the grid topology: its high computational cost is justified only in case of large boundary displacements (a i ≈ Be + 1) as in some aeronautic applications (e.g. the store separation problem in [14] ).
The linear interpolation of the original block-wise structured grid is widely used in Computational Wind Engineering [6] [15] [16] , because the grid connectivity is maintained and the computational cost due to node replacement is low. Nevertheless, for high value of the a i /Λ x ratio, the interpolated grid generally shows non-orthogonal, skewed cells in the most dense regions. Hence, a significant amount of numerical diffusion can be introduced [17] . Moreover, the grid generation around obstacles with complex geometries, even if possible, involves a relevant number of nodes and hence increased costs.
The deformation of the existing unstructured grid is usually referred to as a "dynamic mesh" approach according to the early work of Batina [18] . The approach represents an excellent compromise between the above mentioned goals at moderate values of the boundary displacement (a i ≈ B). In this paper, the spring analogy method is adopted in order to deform the dynamic mesh. The grid is viewed as a quasi-static pseudostructural discrete system. In this analogy, a fictitious lineal spring is attached along each edge connecting two vertices i and j of the fluid mesh, and the stiffness coefficient of this spring is chosen to be inversely proportional to the length l n ij of the supporting edge at each time-station t
Then, the position of the dynamic mesh is obtained from the solution of the quasi-static problem
where K n is the current stiffness matrix associated with the fictitious lineal springs, q n is the current displacement vector whose terms are defined by
q n denotes the prescribed displacement vector of the moving boundary Γ s of the solid domain Ω g , Ω g the deformed domain and Γ g its fixed outer boundary. The value of k n ij given in Eq. 21 is motivated by the fact that if it happens that during the mesh motion two vertices get closer, the lineal spring attached to the edge connecting the vertices becomes stiffer and therefore prevents them from colliding. Nevertheless, this method often results in invalid triangulations due to grid lines crossovers in case of triangular cells with high aspect ratio. Moreover, the spring analogy can not be applied to quadrangular cells, especially required in boundary layer discretization because of their quality. In order to cope with the above mentioned difficulty, several proposals have been formulated in the last years (e.g. in [19] within the framework of the spring method). In this paper, the artificial field Ω g of the computational grid is furtherely partitioned by means of a II level decomposition in three sub-field (Fig. 5(b) ) analogously to what has been done in [6] and [16] . An hybrid adaptive quad/tri grid approach is adopted to discretize the resulting complex computational domain. A body-fitted, structured quadrangular grid is generated near the wall in partition Ω g1 in order to guarantee the best initial grid quality with orthogonal and unskewed cells. A triangular grid is generated to cover the intermediate domain Ω g2 using an advancing front method. Finally, a coarse paved quad grid is used to fill the outer domain Ω g3 . The structured quad grid around solid boundary Γ f moves with the moving body, while the paved one remains stationary. Meanwhile, the unstructured triangular grid is deformed to bridge from the imposed displacements on Γ g1 to the zero-displacements on Γ g2 .
where r is the distance between the i − th vertex and the center of rotation O. Because the quad grids are not deformed, their quality remains the same along the simulation, which is especially a benefit for solving the viscous boundary layer. In addition, the outer sub-domain Ω g3 does not require re-meshing procedures, reducing the computational cost.
Numerical method
Computations were performed by the FLUENT 6.2 code, based on the Finite Volume Method. General literature on Finite Element and Finite Volume methods can be found in [20] , [21] , [22] and [23] .
The physics of the investigated flow seems to be significantly sensitive both to numerical diffusion effects (affecting the smoothing of the velocity defect in the wake of the streamlined obstacle and the small vortical structures induced by its motion) and to numerical dispersion effects (i.e., it appears to cause phase errors between the obstacle displacements and the motion-induced forces acting on it). It is worthy to observe that the higher is the Reynolds number of the flow, the lower are the diffusive effects due to cinematic viscosity and the more relevant is the numerical diffusion. Thus, the computational simulation of flows characterized by high Reynolds numbers is very sensitive to numerical errors. Advancement in time is accomplished by the 1st order implicit Euler scheme. The cell-center values of the variables are interpolated at faces locations using a second order Central Difference Scheme for the diffusive terms and by means of a Quadratic Upwind Interpolation for Convective Kinematics (QUICK) for the convection terms. The local order and the overall leading error made on the flux of a generic variable φ by the above mentioned schemes are summarized in Table 3 .3. The space interpolation is evaluated on a Cartesian equispaced grid for the pure convection equation. Because of term scheme local order overall leading error main effect Table 2 : Adopted numerical scheme the dependency of the leading errors to the grid spacing Dx, various Dx are tested. The pressure-velocity coupling is achieved by means of the pressure-implicit PISO algorithm, using a predictor-corrector approach for the time discretization of the momentum equation, whilst enforcing the continuity equation.
Application and results
The proposed approach is applied to the parallel incoming laminar flow along a finite-length smooth flat plate at a relatively high Reynolds number Re B = 1.e + 4. A finite thickness D = B/400 and rounded leading and trailing edges are adopted to obtain a streamlined section. According to the boundary layer theory [24] , the transition from the laminar boundary layer to the turbulent one (occurring at Re x,crit =≈ 3.e + 6) does not take place under the above mentioned conditions. Furthermore, the boundary layer separation is avoided for fixed plate at moderate angle of attack α and for moving plate at small velocities of the wall. Hence, the formulation of the aeroelastic system as a linear one is fully adequate. Moreover, the flow conditions allow the comparison with the results obtained in closed form by Blasius, as reported by Schlichting [24] , and Goldstein [25] for the steady plate and in the frame of the thin airfoil theory [1] for the oscillating plate.
From the computational point of view, every simulation in the following is obtained by using the same computational domain. The extension of the latter and the conditions applied at its outer boundaries are depicted in Figure 5 (a).
Apart from to the grid-generation strategy illustrated above, the density of the control volumes (cv) is mainly dictated by two problem-dependent aspects. First, the finest grid is obtained in the neighborhood of the obstacle by imposing a cell thickness close to the wall y w = 5.e − 6B in order to accurately resolve the laminar wall boundary layer.
Even if the accurate simulation of the flow in the neighborhood of the plate plays a dominant role in steady aerodynamics, an analogous precision is required in predicting the velocity distribution in the wake in view of the study of the aeroelastic behavior. In fact, the indicial response quantifies the effect on the aeroelastic forces of perturbations of the flow field induced by impulsive motion and then convected far from the obstacle in its wake. Hence, the accurate computational simulation of the transport mechanisms (convection and diffusion) along the wake plays a relevant role in predicting flutter derivatives at high reduced velocities. The effects of the grid density in the wake region on the computational results are discussed by taking into account three grid systems. They differ in the extension of the finer grid down-wind the trailing edge of the plate and they will be designated in what follows respectively by grid 1, grid 2 and grid 3 (see Table 4 Table 3 : Adopted computational grids dimension t w of the region down-wind the trailing edge is kept equal to 0.2B while its along-wind extension l w varies according to the values reported in the same Table. The region down-wind the trailing edge is characterized by a non-dimensional control volume (cv) surface approximatively equal to A cv /B 2 = 1.e − 4. The outer part of the computational domain retains the same grid. The performance of these three systems is first evaluated in junction with fixed obstacle and then with moving plate. [24] and to provide suitable initial condition for the simulation with moving obstacle. The velocity field around the plate obtained from the actual computational solution is compared in figure 6 with the Blasius closed-form one and with the computational results obtained by Walther & Larsen [5] . The velocity profile in the boundary layer at x/B = 0.5 ( Fig. 6a ) and the evolution of the boundary layer thickness δ (δ = y/B | u = 0.99U ) and of the friction coefficient C f along the profile (Fig. 6b) show a good overall agreement with the closed form solution. The reduced agreement between results in the neighborhood of the trailing edge (x/B ≥ 0.8) is probably due to the finite length and thickness of the actual plate in contrast to the Blasius' assumptions. The error made in overestimating the value of the drag coefficient C D is less than 7% with respect to the Blasius solution C D = 2 1.328 √ Re B , coherently with the differences pointed out in the friction coefficient distribution.
Steady
Even if the simulated flow in the neighborhood of the plate shows satisfying accuracy for engineering purposes in steady aerodynamics, the same precision is required in predicting the velocity distribution in the wake in view of the study of the aeroelastic behaviour. In order to make it clearer,it is useful to refer to the relationship between the indicial function and the flutter derivatives: the former measures the effects on the aeroelastic forces of perturbations of the flow field, induced by the impulsive motion of the obstacle and then driven in its wake. Hence, the accurate computational simulation of the transport mechanisms (convection and diffusion) along the wake plays a relevant role in predicting flutter derivatives at high reduced velocities.
The streamwise velocity profiles at the trailing edge (1.0B) and at three locations in the wake (1.005B, 1.5B and 7.5B) are compared in Figure 7 with the exact solution provided by Goldstein [25] and some experimental data collected by Acrivos et al [26] .
First, it is worth to point out the relevant effect the grid spacing acts on the across-wind extent of the wake and on the velocity defect. In fact, an overall accuracy is obtained with every grid in the neighborhood of the trailing edge; the numerical diffusion involved by the spacing in grid 2 excessively smooths the velocity gradient at x/B = 1.5; only the grid 3 correctly simulates the velocity defect at x/B = 7.5.
Second, the velocity defect in the neighbourhood of y/B = 0 for x/B ≤ 1.0135 obtained by every computational model is deeper than the one predicted in closed form ( Fig. 7 (a)-(b) ). Once more, this result is due to the finite thickness of the modeled plate in contrast with the Blasius' assumption. To prove this, a further computational simulation has been performed assuming a thin plate (B/D = ∞) and a grid characterized by the same density of grid 3. The streamwise velocity distribution obtained with the thick and thin plate are compared in Figure 8 . It is clear that the effects of the thickness (D = 2.5e − 3B) on the wake are significant at a distance from the trailing edge equal to De + 1 ( Fig. 8(a) ), while at a distance of half a chord they are almost negligible.
Finally, the evolution of the streamwise velocity along the centerline is plotted in Figure 9 (a) for the three In order to establish a relationship between the accuracy of the solution in the wake and the cv surface, the latter is plotted in Figure 9 (b) for the same grids. It is clear that the lack of accuracy corresponds to the coarsening of the grid for every model. For the present flow conditions, a cv characteristic length of 1e − 2B seems to guarantee an high accuracy in junction with quad cv and with the adopted numerical schemes.
Recovering the aeroelastic transfer functions
The computational simulation of the unsteady flow is performed assuming a time step ∆s = 1e − 3, where s = tU/B is the non dimensional time unit. High discretization density in time is required to provide an accurate description of the ramped motion along T r = 0.87s and in order to reduce the diffusive effect of the truncation error involved by the EUL-1 scheme. The amplitude of the prescribed smoothed ramp is chosen in order to fulfill the assumption of small displacements according to the thin airfoil theory. Hence a θ = +1
• (counterclock wise) is adopted for the pitch rotation around the torsional axis at the mid-chord of the plate. Then, the heaving amplitude is fixed in order to obtain the same maximum wall velocity at the tips of the plate, i.e. a y = +8.7e − 3B. In what follows, an example of the results in the time and frequency domains is given. It is obtained by applying step-by-step the proposed approach for i = θ and o = C L . Figure 10 the rate on change of the pitching angle during the motion of the obstacle (0 ≤ t ≤ T r ). From a physical point of view, around T r /2 the velocity of the wall plays a dominant role in determining the velocity field around the obstacle, hence the pressure distribution around it. In order to point out these effects, figure 11 shows the instantaneous pressure coefficient distribution along the upper and lower surfaces of the plate corresponding to the normalized C L values pointed out by a circle in figure 10(b) . The C p distribution does not change from t = 0 (θ = 0
• ) to t = ∞ (θ = 1 • ) in a regular way, i.e. as if the displacement were quasi-static (see curve "quasi-static θ = 0.5
• " i.e. with dθ\dt ≈ 0). In fact, at t = T r /2 (θ = 0.5
• with dθ/dt = 0) the transient C p distribution does not lay between the limit curves, but it shows, around the mid-chord, motion-induced higher pressure and suction respectively at upper and lower surfaces.
At t = T r the velocity of the wall falls to zero but the lift coefficient does not behave in the same way is worth to point out that the evident discrepancies for t < T r between the Wagner function and the computed lift time-history have no significant effect on the corresponding flutter derivatives H * 2 and H * 3 . In fact, as the above mentioned equations clearly show, both the ratio of the modulus and the difference of phases of the Fourier transform of θ and C L allow to normalize the output with respect to the given input.
Parametrical study on the ramp functions
A parametrical study on different types of ramp functions is carried on in order to evaluate computationally their properties, yet checked a-priori in par. 2.2, and to select the most appropriate one to be kept in the rest of the study. In accordance with the partial conclusions of the above mentioned paragraph, the parameters of each function are chosen in order to obtain the same maximum wall velocity during the motion of the obstacle.
The Figure 13 shows the evolution in time of the normalized lift and moment coefficients as a consequence of the different imposed motions.
Two main differences between the aerodynamic responses are worth to Second, the time-history of the moment coefficient obtained by the sinusoidal ramp ( Figure 13(b) ) shows two jumps at the initial (s = T 0,sin ) and at the final time (s = T r,sin ) of the motion. Let us recall (par. 2.2) that the sinusoidal function is defined in C 1 . Hence, the above mentioned jumps are probably related to the discontinuity in the velocity profile of the ramped motion. In order to enforce this hypothesis by looking at the physics of the flow, the instantaneous C p distribution along the upper and lower surfaces is plotted in figure  14 at the timesteps before (t n−1 ) and after (t n−1 ) the maximum angular velocity of the profile. The pressure distribution caused by the error function erf shows a minor variation both at upper and lower surface. On the contrary, the sinusoidal ramp involves relevant changes in the C p distribution during only one timestep. For both functions, only the pressure at the rotation point O (tangential velocity of the wall equal to zero) remains the same. It is worth to point out that, in spite of such changes in C p for the sin ramp, only the moment coefficient shows discontinuities, while the lift one is characterized by smooth evolution. In order to explain this difference, the wall is divided in four regions, upper left and right and lower left and right, and the C p is integrated over each one of these. The resulting forces applied at the aerodynamic center (O i |M = 0) of each region are shown in Figure 15 . Let us focus our attention on the effect of the sinusoidal function On the other hand, the two negative and the two positive components of the variation have a compensation. Finally, the aerodynamic centers do not significantly move from one time step to the following one. Hence, this leads to a relevant variation in the only moment coefficient and not in the lift coefficient. Figure 16 shows the flutter derivatives obtained by the simulations with different ramp functions. It is worth to point out that the above mentioned differences in the moment coefficient behaviour for the sinusoidal function previously mentioned lead to a worst computation of the derivatives coming from the moment coefficient itself (A2 and A3). It is also important to remark that the other ramp functions lead to an almost equivalent computation of the derivatives, except from the erf function that seems to give a better prediction of the A2 derivative. Generally speaking, these results confirm that an higher class of continuity is best suited for the input ramp, coherently with what stated in the a-priori analysis.
Because of the above-mentioned results, the error function is retained in the following. 
Parametrical study on the ramp time
The error function is adopted as the ramp one in the rest of the analysis. The research of the best suited input function is completed by a parametrical study on the extension of the ramp time T r . In order to introduce the reasons of the study, it is worth to point out from Figure 10 that, for T r → 0, the ramped motion and the system response in time tend to the theoretical ones (Heaviside and Wagner functions). The same trend holds in frequency domain: in fact, as stated in paragraph 2.2, the ramp time must be short enough in order to assure the appropriate harmonic content of the input at the lower bound of the range of interest of the reduced velocities (i.e. at the upper one of frequencies). Hence, from the point of view of the system dynamics it can be supposed that the smaller is T r , the better is the agreement between the computational and the closed form solutions.
Nevertheless, the reduction of the ramp time also involves unwished effects. From the aerodynamic point of view, the boundary layer separation can be expected in case of excessive values of dθ/dt and high velocity magnitude of the wall at the leading and trailing edges. Hence, the linearity hypothesis on the aeroelastic system no longer holds. From the computational point of view, the discretization in time of the motion requires the ratio T r /∆t to be fixed (in this work T r /∆t ≈ 1000) in order to guarantee accuracy. Hence, the smaller is T r , the higher is the computational cost of the simulation. Finally, other difficulties can arise in postprocessing by numerically evaluating the Fourier transform of input and output in case of small Dt and long time-traces.
The same ramp time T r = 0.87s as used in 4.2 is assumed as the reference ramp time. Then, smoothed ramp motions with the ramp times T r = 8.7e − i s, i = 0, 1, 2, 3 are taken into account for the rotational d.o.f. Figure 17 shows the evolution of the aerodynamic coefficients obtained with simulations performed with the above mentioned ramp times and plotted versus the normalized non-dimensional time s/T r . For T r = 8.7e0s, T r = 8.7e − 1s and T r = 8.7e − 2s, the lift and moment coefficient profiles show an analogous behaviour. It can be split in a first part mainly driven by the velocity of the motion of the obstacle (see 4.2) and in a second part affected by the no longer zero angle-of-attack. In both parts the lift coefficient remains positive. On the contrary, for T r = 8.7e − 3s, the lift coefficient profile shows one oscillation more than the previous ones, with a local negative minimum. The analysis of the instantaneous distributions of the x-friction coefficient C f,x can help to better understand the physical reasons of the lift behaviour. The distributions corresponding to the local maxima/minima during 0 ≤ s ≤ T r for T r = 8.7e − 1s and T r = 8.7e − 3s (circles in Fig. 17 ) are compared between them and with the static case in Figure 18 .
The static solution is characterized at both angles of attack by a positive values of C f,x and a maximum point located at the backward flow and boundary layer separation. Nevertheless, the flow is deeply affected by the velocity of the wall, as the local maximum in the neighborhood of the leading edge on the lower surface witnesses. Finally, it can be seen that at T r /2 the shorter ramp time involves negative values of C f,x in the neighborhood of the leading and trailing edge on the upper surface and around the center of rotation on the lower surface. It follows that local backward flow and boundary layer separation characterize the flow during the motion of the plate. Hence, the smoothed ramp motion with the ramp time T r = 8.7e − 3 is discarded in the rest of the paper.
Finally, in order to find a good compromise between harmonic content, acceptable costs and coherent flow regime, let us observe the computed flutter derivatives for the remaining T r (fig. 19 ). When T r = 8.7e0 is used, every flutter derivative shows large oscillations at U r < 3, i.e. in the range of interest of the Wind Engineering. Such oscillations take place for a given reduced velocity when the harmonic content of input and output is less or equal to the order of magnitude of the errors made along the whole numerical procedure. These difficulties are tackled by using T r = 8.7e − 1: the oscillations rise up to higher frequencies, i.e. they are shifted in the range of reduced velocity U r ≤ 0.2 having no relevance for practical applications in Wind Engineering. Shorter ramp times (e.g. T r = 8.7e − 2) guarantee the same result but the computational efficiency decreases because the computational costs mentioned above grow up. Hence, a ramp time T r = 8.7e − 1 is held in the following.
Parametrical study on the grid density in the wake
The influence of the accurate simulation of the flow in the wake on the aeroelastic behavior of the plate is investigated in this section. From a qualitative point of view, the motion of the obstacle is expected to perturb the velocity field around the leading edge. Then, this perturbation is transported in the wake by convection and diffusion mechanisms, so that it is expected to move along the wake far from the obstacle and to become weaker and weaker. It is worth to remind that the roles played by convection and diffusion are summarized by the Reynolds number and that the latter is generally high in both aeronautical and wind engineering applications. Hence, attention must be paid to avoid the introduction of an excessive amount of numerical diffusion with respect to the physical one in the computational solution. In order to gain some guidelines about this aspect, the smoothed ramp characterized by error function, T r = 8.7e − 1 and rotational d.o.f. is carried out on the three different grids introduced in 4. Figure 20 shows the cross-velocity in the wake, along the line y/B = 0, at several times from s = T r /2 + 0.5 up to s = T r /2 + 8.5 with a sampling interval equal to ∆s = 1.
The counterclock-wise rotation of the plate involves the pulling up of the leading edge and hence In other words, a vortex is shed from the trailing edge and transported in the wake. Let us assume a velocity of convection downstream the plate of the same order of magnitude of the one of the undisturbed flow (U = 1) because of the extremely thin wake. Hence, at the above mentioned times, the core of the vortex (i.e. where v/U = 0) is roughly expected to be placed respectively at x/B = 1.5 and x/B = 9.5. The perturbation on v for grid 1 is affected by a very rapid decay, starting yet from s = T r /2 + 0.5. Such a decay is still strong for grid 2, but it starts at s = T r /2 + 1.5, while it grew for s < T r /2 + 1.5 during a time unit. It deserves to be remarked that the decay of the amplitude of v takes place in junction with the growth of grid spacing that starts from x/B = 1.001 and x/B = 2 respectively for grid 1 and 2. In the case of grid 3, that is refined up to x/B = 9, the amplitude of the perturbation grows during four time units, and then begins to decrease, but slowlier than in the other two cases. Hence, the large difference between the first two simulations and the third is obviously held against the greater diffusive error connected to the coarsening of grid 1 and grid 2 in that region of the wake.
The Figure 21 shows the effect of the numerical diffusivity on the flow simulated with grids 1 and 3 by means of the visualization of the instantaneous vorticity field in the wake.
The across-wind extent of the wake simulated with grid 1 is larger than the one obtained with grid 3. In the first case the convection of the perturbation cannot be even appreciated, because it is quickly diffused by numerical effects in near wake. In : Vorticity magnitude field in the wake with different grid density the second case, the convection is associated to an instability of the perturbation in the wake. The analysis of this instability is out of the scope of the present paper: herein it is enough to point out that such result doesn't seem to depend on computational errors and to conclude that the transport of the vortex is well solved only in the case of grid 3. Finally, the effect of the accuracy in the wake region on the flutter derivatives is evaluated in Figure 22 . The grid density in the wake leads to some difference at the highest reduced velocities, i.e. at the lowest frequencies and hence at the longest wave lengths. On one hand, the grid 3, solving with good accuracy the long spatial scales of the wake, shows a more regular trend of the computed A 2 and H 2 derivatives for U r > 10, even if the scatter with respect the theoretical results remains. On the other hand, the derivatives A 3 and H 3 do not depend significantly on the wake discretization and the computed ones agree very well with the analytical ones at every reduced velocity.
Complete set of aeroelastic transfer functions: accuracy and costs
The complete set of 8 flutter derivatives is obtained for both the degrees of freedom θ and y by using the parameters selected above: error function, T r = 8.1e − 1, grid 3. The results are compared in Figure 23 with both the closed-form solution and the point-wise computational data obtained by applying the forced harmonic oscillations method [5] .
From a quantitative point of view, the agreement between the present results and the analytical form 2 ). The components of the Theodorsen function are obtained from the flutter derivatives by means of the well known analytical relations expressed by Simiu & Scanlan [3] and plotted in figure 24 for a wider range of reduced velocities.
In particular, the real component F is recovered from the A * 1 derivative, while the Figures 25 and 26 are proposed in order to emphasize the differences between the above mentioned methods in terms of computational costs and accuracy.
Referring to the costs (Fig. 25) , they are expressed by the ratio of both the flow times T and the cpu times t cpu required for 1 simulation and the one needed to obtain the complete set of flutter derivatives. The reduction of the flow time elapsed during one run is due to the fact that the proposed approach only needs the simulation of the transient flow, while the harmonic oscillation method discards it and requires the following periodic flow. The gain is reduced in term of cpu time because of the small time step required to discretize accurately the ramp time T r .
Moreover, it is worth to point out that the proposed method requires only two simulations to obtain the 8 flutter derivatives at every reduced velocity. To obtain the same goal by means of interpoled point-wise results, the harmonic oscillation method needs at least 12 simulations. Hence, the forced oscillation approach ensures a strong reduction of the total computational effort: the needed cpu time is approximatively equal to 0.1 times the one required by the harmonic oscillation method.
The results obtained by the proposed approach match more closely the analytical ones than the ones proposed by Walther and Larsen by using the harmonic oscillations. On one hand, the reduction of the scatter is probably due to the more accurate modeling of the flow; on the other hand, the more compact numerical post processing required to obtain flutter derivatives in the proposed approach can further reduce the errors. Figure 26 (a) clearly shows that the scatter between the analytical results and the present ones increases as the reduced velocity does. Such a trend can be due to two different reasons. First, the coarse grid far from the obstacle in the wake (x/B > 9) may introduce numerical or "false" diffusivity. It follows that the flutter derivatives are generally underestimated and hence the results are really affected by an error. Then, it is worth to recall that the closed-form solution of Theodorsen assumes an inviscid and irrotational flow while the present results are obtained in case of viscous flow at high Reynolds number (Re = 1.e + 4). Hence, the "true" diffusive effect of the molecular viscosity on the flutter derivatives cannot be excluded a priori but it can be even expected. In fact, for long wavelengths or for some derivative (see Fig. 26 (b) ), the viscosity may dump the perturbation introduced in the flow by the motion, it may reduce the effect of the latter on aeroelastic forces and thus it may decrease the value of the derivative.
For the above-mentioned reasons, herein the term scatter is preferred to error.
Conclusions
The present paper analysises the possibility of estimating the aeroelastic transfer functions, i.e. the Theodorsen function or the Scanlan's flutter derivatives, for a streamlined body through computational simulation of the flow around the moving obstacle. The classical indicial approach is modified in order to guarantee its compatibility with the computational tool. A number of studies are carried out on the mathematical and computational aspects of the approach in order to select the best ones and to discuss numerical errors.
The obtained results are in good agreement with the analytical solutions available in literature. The proposed approach guarantees more accurate results and reduced computational costs with respect to the method based on forced harmonic motion.
The conclusive results obtained on the modelling and computational aspects allow to straightforward further studies on physical parameters as the Reynolds number or the incoming turbulence intensity in view of the industrial application of the proposed approach.
