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Summary
This work presents investigations into the use of the near-infrared (NIR) signals to
interrogate, detect and image specific chemical compounds of interest in a security
screening application, including when such compounds are hidden behind single layers
of clothing fabric.
In an initial set of experiments, the mechanisms governing the interaction of NIR
signals with clothing fabrics and similar materials has been studied, in order to account
for the influence of fabric layers when detecting hidden chemicals. Throughout the rest
of the work, NIR spectroscopy has been used as a means to perform qualitative and
quantitative analysis, in order to detect the presence of chemicals, and quantify the
concentration in aqueous solution of liquids.
It has been shown that, while the compounds can be identified on the basis of the
characteristic features that appear in the relevant NIR spectra, the origin and nature of
these spectra necessitate that such identification be performed with a chemometrics-
based approach. Accordingly, multivariate calibration models based on neural networks
and partial least squares regression (PLSR) have been developed to perform the
requisite analyses. Results of calibration and testing with a range of data are reported.
In order to facilitate operation in practical security screening, the development and
testing of a software-based lock-in amplifier is reported, as a mean to enhance the
signal-to-noise ratio (SNR) of the spectral data. It is shown that the amplifier can
process up to 40 wavelength channels in parallel, to extract the spectral data buried in
noise in each channel. Hence, with the SNR of the input signal set as low as -60 dB (by
introducing software-generated additive white noise in the spectra), adequate noise
suppression has been obtained, allowing the resulting spectral data to be used for
requisite chemical detection.
Finally, an integrated spectroscopic imaging application is developed to perform two-
dimensional cross-sectional scans of chemical samples, carry out lock-in amplification
of the recorded intensity spectra, and plot the results of neural network-based chemical
detection in the form of intensity images colour-coded to depict the presence of the
pertinent chemicals at the scanned coordinates.
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Chapter 1
NIR spectroscopy: Background, theory & applications
1.1 Introduction – The detection of chemicals used for explosives
During the last few decades, terrorist attacks based on improvised explosive devices
(IEDs) have emerged as a security threat in most parts of the world [1-3]. Lately,
however, this threat has become more potent due to the increased reliance by the
perpetrators of such attacks on explosives improvised from common household/
industrial materials such as hydrogen peroxide and acetone, which are difficult to detect
and control at vulnerable locations [4]. These materials can be very stable in their raw
form, and carried in innocuous-looking containers such as PET bottles, hidden from
view beneath layers of clothing.
Some inspection technologies that attempt to detect chemicals potentially used in IEDs
have been tested for incorporation in scanning systems installed at airports [5, 6]. These
include electromagnetic induction, X-ray, vapour suction and Raman spectroscopy.
Electromagnetic induction differentiates between water and flammable liquids on the
basis of differences in dielectric constants [7]. However, it falls short of detecting a
chemical such as hydrogen peroxide in this manner, as its dielectric constant is similar
to that of water. In X-ray systems, detection is based on the atomic number and density
of the sample, which makes it difficult, for instance, to distinguish between innocuous
substances such as honey and more dangerous materials that have similar atomic
numbers and densities [8]. The trace vapour suction method uses a conductive polymer
to detect chemicals such as hydrogen peroxide [9]; however, this method fails if the
container is tightly capped and sealed, so that no leakage exists. Finally, Raman
spectroscopy allows detection of materials such as hydrogen peroxide, but has limited
effectiveness when applied on coloured bottles and mixed drinks, as the resulting
fluorescence can interfere with and severely degrade the analysis of the weak Raman
spectra of the pertinent chemical [10].
The purpose of this work is, therefore, to explore the use of near-infrared spectroscopy
(NIRS) as a technique that overcomes some of the limitations of afore-mentioned
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technologies to detect, image and characterize chemicals that could potentially be used
in IEDs, when these are concealed underneath clothing.
The use of NIRS in chemical and food processing industries for quality and process
control is well-established [11], and relies on the unique mechanism by which NIR
energy interacts with these materials. This technique has been investigated here in the
context of security screening by maintaining focus on certain considerations, such as
imaging across fabric layers, which are unique to such an application. The experimental
evidence gathered in the course of this work has established the feasibility of the use of
NIRS in this application.
1.2 Background to NIR
1.2.1 Why spectroscopy would be useful
The rapid growth in recent years in the development of increasingly sophisticated signal
and image processing systems has facilitated the deployment of different non-
destructive testing techniques for the identification of compounds with relevance in
security screening. While techniques such as X-ray computer tomography (CT),
electromagnetic induction (EMI), ultrasonic imaging and eddy current testing have been
the subject of research and shown to bear considerable promise in certain applications,
these and similar techniques have limited use in imaging/identifying compounds
concealed on the person of a subject. It is, therefore, felt that a technique that would
allow the capability to rapidly and accurately characterize the relevant compounds
based on qualitative as well as quantitative analyses would serve to fill a major
functionality gap that currently exists in security screening applications.
In this context, NIRS has previously been shown to allow the imaging of various non-
metallic materials [12]. Additionally, its use in identifying and quantifying the
constituent chemicals of a given compound is well-established [13]. In effect, NIRS has
emerged during recent decades as the method of choice to perform structural and
chemical analysis of samples in order to test for heterogeneity and other parameters
related to process and quality control. The suitability of the relevant frequency range for
use in these applications arises from the fact that NIR frequencies are on the same order
of magnitude as the vibrational frequencies of molecules constituting the tested
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compounds. The NIR band extends from around 780 nm to 2,500 nm [14], which
includes wavelengths that correspond to modes of molecular vibrational transitions that
are higher order overtones and combinations of the fundamental bands occurring in the
mid to far infrared range [15]. Such higher order transitions are excited in the molecules
with the absorption of NIR energy in the anharmonic oscillations of different chemical
functional groups [16], leading to appearance of absorbance spectra characteristic of the
relevant groups. The nature of these vibrations dictates that the resulting spectral bands
are broader and have lower intensity levels than the corresponding fundamental bands.
Note that absorption of energy in the visible band can also produce spectra
characteristic of the vibrational energy levels of the particular molecules [17]; this gives
rise to the possibility of performing visible and NIR spectroscopy concurrently [18, 19].
During the course of this work, the characteristic absorption of NIR energy by different
functional groups, and by extension molecular structures, was used for detecting and
analysing specific chemicals behind fabric layers.
1.2.2 The electromagnetic spectrum
The layout of the electromagnetic spectrum, showing the position of the infrared region
relative to the rest of the frequency bands, is illustrated on a logarithmic wavelength
scale in Figure 1.1. As seen, the wavelength progressively increases from the visible
region through infrared to radio waves. The characteristics of a vast range of
wavelengths, including NIR at the transition between the visible and infrared regions,
allow their potential use in spectroscopic analysis. The frequency ߥ of the waves,
measured in Hz, is inversely related to wavelength ߣ in metres as follows [20]:
ߥ= ܿ ߣ⁄ (1.1)
where ܿ is the speed of light, with an approximate value of 3×108 m/sec. Thus, the
increasing wavelength from visible through NIR to mid-IR range is accompanied by
corresponding decrease in frequency.
Besides its characterisation as waves defined in terms of frequency and wavelength, the
radiation in the electromagnetic spectrum can also be perceived to comprise packets of
energy called photons [21]. Similar to the other characteristics, different regions of the
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spectrum are defined by photons with varying levels of energy. An important
relationship, used to describe the energy ܧ of the photons, measured in joules, in terms
of the frequency ߥ in Hz of the corresponding wave, is as follows [20]:
ܧ = ℎߥ (1.2)
where ℎ represents Plank’s constant, with a value of 6.6×10-34 J.sec. Based on (1.1) and
(1.2), it may be noted that energy ܧ is inversely proportional to wavelength ߣ, a
relationship that is highlighted in Figure 1.1 to emphasize the direction of increasing
energy as opposite to that of increasing wavelength.
Figure 1.1 – The electromagnetic spectrum, illustrated on a logarithmic wavelength scale [22].
As depicted in Figure 1.1, the infrared region covers the space between visible light and
radio waves, and includes wavelengths ranging from approximately 780 nm to 1 mm.
As shown in Figure 1.2, this region is further divided into three sub-regions, called near-
infrared, mid-infrared and far-infrared [23]. The location of near-infrared, in terms of
the energy of the radiation, is deemed to favour its exploitation in non-destructive
testing and imaging applications.
The second unit of measure shown alongside wavelength ߣ in Figure 1.2 is wavenumber
ߥ, which is the reciprocal of ߣ, and is expressed in units of cm-1 [24]:
ߥ= 1 ߣ⁄ (1.3)
Based on (1.1), (1.2) and (1.3), photon energy ܧ can be expressed in terms of
wavenumber ߥas:
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ܧ = ℎ. .ܿߥ (1.4)
As seen, expressing wavelength in terms of ߥ allows a direct relationship to be drawn
between the wavelength and the energy of the radiation in a given region of the
spectrum [20].
Wavelength ߣ (µm) Wavenumber ߥ (cm-1)
Near-infrared
I
n
f
r
a
r
e
d
0.78 – 2.5 12821 – 4000
Mid-infrared 2.5 – 40 4000 – 250
Far-infrared 40 – 1000 250 – 10
Figure 1.2 – The infrared region, subdivided into near, mid and far-infrared.
When electromagnetic energy is directed on a substance, the interaction between the
impinging photons and the relevant matter may be characterized by a transfer of energy
to the matter, whereby the photons get completely absorbed. The phenomenon allows
deduction of qualitative and quantitative information about the substance, based on the
nature of the photons absorbed [21]. The particular characteristics of the NIR band in
terms of frequency and wavelength of the waves, and the energy of the photons, make
this region particularly suited for interrogation of chemical compounds in order to
deduce information about their composition, while allowing the waves to travel
relatively unimpeded through any intervening layers of clothing fabrics.
1.2.3 History
The study of visible light and attempts at understanding the nature of colour by scholars
and astronomers date back to the second century; however, the first truly structured
treatment of the subject came about in 1665, when Newton conducted experiments
demonstrating dispersion of white light into constituent colours, and expanded on the
nature of these colours as part of the visible spectrum within the electromagnetic
spectrum [25]. The discovery of the infrared region was made in 1800 by Herschel, in
the course of experiments designed to measure the temperature of the various
constituent colours of visible light [15]. The earliest study reporting infrared spectra of
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chemicals was performed by Coblenz in early twentieth century [21], while the specific
use of near-infrared spectroscopy in a practical application came about around fifty
years later, when Karl Norris employed it in a study of analytes in agricultural
commodities [26]. A number of studies that followed used NIRS, as it transitioned from
dormancy to becoming recognized as a powerful analytical tool. During the 1980s, its
popularity grew manifold, as its deployment in various industrial quality and process
control applications was facilitated by the development of sophisticated miniaturized
instrumentation, allowing the development of standalone test stations that could be
easily integrated in the existing industrial processes. NIRS has since been adopted as the
non-destructive evaluation technique of choice, replacing traditional NDT tools in
several industries [21].
1.2.4 Current applications
A brief overview of the use of NIRS in the quantitative and qualitative analysis of
products spanning foodstuffs and agricultural products, pharmaceuticals and medical
uses is presented below.
The use of NIRS for quality checking of different foodstuffs and agricultural products
has grown in popularity in recent decades. The main reason for this is the alternative to
traditional testing techniques it offers, in terms of fast, accurate, economical and non-
destructive testing as opposed to the often-time consuming and destructive approaches
used in the traditional techniques [27]. To this end, it has been used in applications
designed to determine the end-point temperature of fish and meat products [28, 29].
Additional applications have included determination of oil and fat content in the test
products [30, 31]. Further, the technique has been used to test beverages and foods for
quality control/ verification, and for testing specific analytes such as adulterants in
alcoholic beverages [32, 33]. The quality control application has been extended to dairy
products as well [34-36]. In the fresh fruit processing industry, NIRS has been
employed in multifarious quality control processes [37, 38], including non-destructive
determination of soluble solids content (Brix number) [19, 39-41] and total acidity [42-
44], as well as physical characteristics such as firmness of various fruits [45-47].
Additional applications have included the sorting of produce based on properties such
as sweetness, acidity and colour using Vis/NIRS [18, 48], and determination of the
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moisture content in various products [49]. In short, the applications continue to grow as
the technology matures and further advances are made in the development of compact,
fast and reliable instrumentation.
Another popular use of NIRS is in industrial quality control within the pharmaceutical
industry [50], where it has offered the means to meet the industry’s necessarily stringent
quality control requirements while achieving the requisite high throughput rates,
coupled with the ability to implement multi-constituent analysis with accurate
prediction of test samples that do not meet the specified tolerance limits [51]. The
methods used to perform the measurements continue to evolve, with new approaches to
product analysis reported regularly for regulatory approval [52]. The technique has been
employed for monitoring multiple stages of the product development cycle, ranging
from the sourcing of raw materials, in-situ quality assessment and process monitoring
during different stages of product manufacture [13], and the determination of active
pharmaceutical ingredient (API) concentration in finished pharmaceutical products [51,
53, 54]. The use of NIRS was documented and recommended in the relevant industrial
quality control guidelines published by International Conference on Harmonization
(ICH), and adopted by the relevant regulatory bodies i.e. CPMP (Committee for
Proprietary Medicinal Products) in the EU, and FDA (Food and Drug Administration)
in the USA [55]. It has been shown that the use of NIRS in conjunction with
conventional imaging techniques offers the most efficient means to collect spectral data
and spatial information used for monitoring the distribution of constituent compounds
and overall structural integrity of pharmaceutical tablets [56].
Studies in the medical field have also been performed, and have highlighted the
complexities involved in modelling the interaction of an interrogating signal comprised
of visible or NIR radiation with biological tissue [57, 58]. The extraction of useful
information from such experiments continues to be a challenge in a number of
applications, primarily due to the complex structure of biological specimens such as
human skin. It has emerged that visible radiation does not penetrate appreciably beyond
a few millimeters in such cases. Although NIR signals penetrate to greater depth, their
transmission is strongly attenuated due to strong scattering. Although scattering remains
a challenge at longer wavelengths in the infrared region, the main impediment to
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transmission in the far-infrared region is water, which is one of the main constituents of
biological tissue, and exhibits strong absorption characteristics at such wavelengths
[59]. With advances in medical research, NIRS has been successfully employed to test
various characteristics of neonatal subdermal blood flow [60]. However, a wider scope
of use for the technique has remained somewhat elusive, owing to the different structure
and makeup of adult tissue and skin. Nevertheless, one of the main applications of
NIRS in this context has been in the monitoring and imaging of human brain [61, 62].
This has included the use of the technique in detection of control signals in the brain
[63-66], and measuring cerebral blood oxygenation levels [59, 67-70]. The latter
application has been extended in neonatal care to monitor cerebral blood flow and
measure cerebral blood volume [71-74]. In assessing the relative merits of NIRS and
pulse oximetry, it has been concluded that compared with pulse oximetry, NIRS offers
greater advantages in terms of better tissue penetration and a global assessment of blood
oxygenation [59].
In addition to the areas mentioned above, NIRS has been employed in analytical studies
involving a diverse range of analytes such as petroleum products [75-79], animal feeds
[80-83], textiles [84-87] and lately, measures concerning environmental implications
[14, 88]. The list of applications continues to grow and evolve at pace with advances in
the relevant technologies, reflecting the potential of the technique as a strong analytical
tool.
1.2.5 Advantages
The exploitation of the NIR frequencies for spectroscopic analysis offers several
advantages, some of which are outlined below.
1. NIR spectra of a specimen offer a rich resource of qualitative as well as
quantitative information about the composition of that specimen, and allow valuable
analyses to be drawn despite the increased complexity of these spectra compared with
infrared spectra.
2. NIRS-based applications enjoy an inherent degree of robustness in that, spectral
data can be collected with minimum to no sample preparation [16]. However, some
improvement in the quality of spectra can be achieved with sample preparation.
9Chapter 1: NIR spectroscopy: Background, theory and applications
3. Contingent on its careful deployment, NIRS offers an accurate, non-invasive,
non-destructive and rapid analytical approach [13], providing data at allow the
determination of the compositional, spatial and spectral characteristics of the sample
under test [15].
4. The technique offers a high throughput rate, which enables its use in industrial
applications that depend on real-time in-situ monitoring of specific analytes.
5. In chemical analysis applications, the choice of NIRS over other competing
techniques can offer a less complicated solution, as it allows a simpler approach to
performing concurrent quality assessment of multiple samples based on simultaneous
analysis of multiple analytes.
6. Based on significant advances in instrumentation and spectral processing
methods, the technique provides a rugged yet sensitive and versatile analytical tool for
industrial scanning applications [56].
7. Compared with mid-IR spectroscopy, NIRS provides better spatial resolution
and higher signal-to-noise ratio with the same transmitted power level and similar scan
geometry.
8. The instrumentation used for NIRS is comprised of low-cost optical components
and optical fibre cables, which renders this a cheaper option than other analytical
techniques.
9. An important additional point is that NIR transmission through visible dyes is
often very good; in addition, high absorption that is seen at longer wavelengths due to
primary absorption bands is not present. Hence, it is likely that higher signal levels in a
security screening application might be expected than if either visible or mid IR/far IR
signals are used.
1.3 Theoretical overview
A brief theoretical overview of NIRS is presented below, starting with the basic
concept, followed by some specific details of the mechanisms involved, and finally with
a description of the methods by which typical spectroscopic measurements are made.
1.3.1 Foundation
As explained in Section 1.2.1, the electromagnetic spectrum is comprised of radiation
with a wide range of frequencies, and the energy of the radiation is a function of the
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relevant frequency, measured using the relationship in (1.2). Moreover, the interaction
of this radiation with matter may be characterised by absorption and scattering of the
radiation, where scattering represents a generic phenomenon encompassing the
mechanisms by which light is reflected, refracted and diffracted by the matter. The
study of these interactions between electromagnetic radiation and matter falls under the
general heading of light spectroscopy, and is carried out by means of a spectrum, which
is a plot of the results of these interactions against the wavelength of the radiation.
Spectra are obtained through the use of spectrometers, which are optical devices
designed to analyse the overall spectral response as a function of wavelength.
All matter is composed of groups of atoms, or molecules, which vibrate at certain
frequencies. The fundamental frequencies of molecular vibrations correspond to the
frequencies in the mid and far IR range [14]. Note that molecular vibrations are not
entirely dependent on external stimuli, as atoms remain in a state of random motion
about their mean positions even at equilibrium. However, when the frequency of
incident radiation matches that of the relevant molecular transitions, a transfer of energy
takes place from the radiation to the molecules, or in other words the radiation is
absorbed by the molecules, setting off their transitions to higher excitation states [15].
Absorption spectroscopy is thus performed by measuring the intensity of the radiation
after it has interacted with a particular material sample, and comparing this intensity
with a reference level to deduce which wavelengths have been absorbed by the sample.
Hence, NIRS is based on the interactions between NIR signals and the given material
samples. The NIR spectrum obtained with a homogeneous sample contains features that
are characteristic of that sample, and is comprised of unique spectral signatures of the
constituent molecular groups. These features thus provide vital information about the
compositional and quantitative makeup of that sample [15]. In case the sample is
heterogeneous in nature, the resulting spectrum is more complicated; however, the
constituents of the sample can still be determined through a careful appraisal of the
spectral signatures present in the relevant spectrum. This ability to classify most
samples based on their NIR transmittance or reflectance spectra remains at the heart of,
and continues to drive, all research in this field.
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1.3.2 Origin of absorption bands
As outlined earlier in Section 1.2, NIR spectra result from overtones and combinations
of the fundamental modes of molecular transitions at frequencies in the mid-IR range.
The origin of these modes is in the vibrations that occur in the bonds of functional
chemical groups, leading to absorption of incident radiation at frequencies that match
the frequencies of molecular transitions to higher energy levels [20]. In order to
understand the origin of these absorption bands, it is useful to model the vibrations of
atoms that constitute the chemical bonds as an approximation of the simple harmonic
motion of a diatomic oscillator.
1.3.2.1 Harmonic oscillator
From the perspective of classical mechanics, an understanding of the vibrations of
atoms in chemical bonds could be gained by modelling it on the harmonic motion of a
simple vibrating system shown in Figure 1.3.
Figure 1.3 – A simple diatomic oscillator.
This model is comprised of two masses ݉ ଵ and ݉ ଶ, which depict the nuclear mass of
the two atoms in such an oscillator. These masses are joined together by a spring, which
is analogous to the inter-nuclear forces that exist between two such atoms participating
in a chemical bond. This is coherent with the relevant laws of physics, which describe
the manner in which these forces attract and repel the nuclei towards and away from
each other to constrain the vibrations of the participating atoms in accordance with the
magnitude of these forces and the combined nuclear mass [21]. In a simple diatomic
oscillator as shown in Figure 1.3, the inter-nuclear forces are modelled by the force
constant, or stiffness, of the bond, which reflects the strength of the bond, and is
analogous to spring constant. The frequency of the vibrations is then a function of the
force constant and the combined nuclear mass [14]:
ߥ= ଵ
ଶగ
ට
௞
ఓ
(1.5)
݉ ଵ ݉ ଶ
Bond with
force constant ݇
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where ߥ is the vibrational frequency, while ݇ is the force constant of the bond, and ߤ is
the product of the two nuclear masses divided by their sum, termed ‘reduced molecular
mass’:
ߤ= ௠ భ⋅௠ మ
௠ భା௠ మ
(1.6)
As chemical bonds incorporate unique values of ,݇ the frequency ߥ of molecular
vibrations is specific to the type of inter-atomic bonding in the molecules [21], and is
therefore very sensitive to the structure of the compound being tested.
The potential energy ܧ௣ of a diatomic oscillator vibrating at ߥ is a function of inter-
nuclear distance [21], and is given by a relationship that is similar to that for an
analogous mass/ spring system [14]:
ܧ௣ = ଵଶ (݇ݎ௧− ݎ௘)ଶ = ଵଶ݇ݎଶ (1.7)
where ݎ represents the displacement of the atoms from equilibrium, while ݎ௧ and ݎ௘ are,
respectively, the total inter-nuclear distance and the inter-nuclear distance at
equilibrium. A graph showing the parabolic variation in ܧ௣ with ݎ௧ is given in Figure
1.4. As seen, this represents the behavior expected within elastic limits in accordance
with Hooke’s law [89] in that, when the atoms move closer together than the point of
equilibrium, inter-nuclear electrostatic forces of repulsion come into play, and when
they move apart beyond the point of equilibrium, such motion is opposed by similar
forces of attraction. In both cases, the magnitude of ܧ௣ in the bond builds up till the
maxima of ܧ௣ occur and the motion ceases, before re-initiating in the opposite direction.
As mentioned earlier, this oscillatory behaviour exists in chemical bonds even in the
absence of external stimuli, as atoms in molecules are in a perpetual state of random
motion about their mean positions. However, the amplitude of such vibrations is small.
If this amplitude increases, there is a limit, again as per Hooke’s Law, up to which the
bond remains elastic. The value of ܧ௣ when the bond is stretched to such limiting
distance is termed as ‘bond energy’. If this limit is exceeded, the bond is permanently
weakened, which can lead to its breakage and dissociation of the participating atoms,
resulting in disintegration of the molecule.
13
Chapter 1: NIR spectroscopy: Background, theory and applications
Figure 1.4 – Potential energy curve for the harmonic motion of a diatomic oscillator.
From a quantum mechanical perspective, the vibrational energy of a molecule can only
have certain discrete values, which are termed as the energy levels of the molecule. In
the case of a diatomic molecule executing harmonic vibrations as above, these energy
levels are given by [14]:
ܧvib = ℎߥቀ∨ + ଵଶቁ (1.8)
where ℎ and ߥ are, respectively, Plank’s constant and the classical frequency of
harmonic oscillations as given in (1.5), while ∨ denotes the vibrational quantum
number, which takes integer values 0, 1, 2, 3 …
In addition to the expression in (1.8), energy levels are expressed in terms of
wavenumber (cm-1). From (1.4) and (1.8), the relevant expression can be derived as
follows:
ߥvib = ாvib௛௖ = ߥቀ∨ + ଵଶቁ (1.9)
where ߥ, as shown in (1.3) and (1.4), is the classical wavenumber of the harmonic
oscillations. As seen in (1.8) and (1.9), and depicted in Figure 1.4, the vibrational
energy of the molecule at ∨= 0, i.e. in the ground state, is not zero. This ground
vibrational energy is termed as zero-point energy, and it enables the molecule to exhibit
low-amplitude vibrations even at 0 K.
Based on the above, a molecule can exist at a number of vibrational excitation levels
determined by the value of ∨. These levels are shown on the vibrational energy scale in
ݎ௘ Inter-nuclear separation ݎ௧
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Figure 1.4, and illustrated in Figure 1.5 on the wavenumber scale as derived from (1.9),
along with the fundamental and ‘hot band’ transitions that molecules undergo between
these levels.
Figure 1.5 – Vibrational energy levels of a harmonic diatomic oscillator [14].
The energy levels that a molecule is allowed to attain in a given scenario is dependent
on which of the transitions are permitted under a quantum-mechanical selection rule
[90]. This rule, as it relates to vibrational spectroscopy, is dependent on the value of the
transition moment integral:
Τ∨ᇲ→∨ᇲᇲ = ∫ ߰∨ᇲᇲ∗ ߰ߝ ∨ᇲ݀ ߬ஶିஶ (1.10)
This represents the transition from excitation state ∨ᇱ to ∨ᇱᇱ, where ߰∨ᇲ and ߰∨ᇲᇲ are the
wave functions of the vibrations at each of these levels (߰∨ᇲᇲ
∗ is the complex conjugate
of the relevant wave function), while ߝ is the transition moment operator. In this case, ߝ
represents the dipole moment of the molecule which, for small values of displacement ݎ
about the equilibrium position, varies linearly with ݎ:
ߝ= ߝ଴ + ቀௗఌௗ௥ቁ௘ݎ (1.11)
As per the selection rule, if the transition moment Τ in (1.10) evaluates to zero, the
particular transition is forbidden. Short of evaluating the integral to determine its exact
value, the symmetry of the transition moment function ߰∨ᇲᇲ
∗ ߰ߝ ∨ᇲ in (1.10) provides an
indication of the value of the integral; in transitions where this function is symmetric, Τ
evaluates to a non-zero quantity, and the relevant transitions are allowed. In the case
under discussion, this function is deemed to become symmetric only when a particular
Ground state
ߥvib (cmିଵ)
∨= 0
∨= 1
∨= 2
∨= 3
Fundamental
transition
Hot band
transitions
ߥ
ߥ
ߥ
12ߥ
32ߥ
52ߥ
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transition instigates a change in the dipole moment ߝ of the molecule. In a qualitative
sense, this represents the case where the oscillating dipole couples with the electric field
of the impinging radiation in a way that energy transfer can take place from the
radiation to the molecule.
The quantum mechanical model imposes a further restriction on permissible transitions
in that, the vibrational quantum number ∨ can only change by one unit in either
direction. Thus, a single transition is not allowed to span multiple energy levels.
Hence, based on the two conditions outlined above, a transition can take place only if:
ቀ
ௗఌ
ௗ௥
ቁ
௘
≠ 0 ⇒ Τ ≠ 0, and Δ ∨= ±1 (1.12)
The amount of energy required to excite a molecule to a higher energy level is laid out
in the Bohr-Einstein Law, which states that the energy of incident radiation must be the
same as the energy gap between excitation states to enable the molecule to make the
said transition [15, 21]:
Δܧ = ܧᇱᇱ− ܧᇱ= ℎߥ (1.13)
where ܧᇱᇱand ܧᇱare permissible energy levels, while Δܧ = ℎߥ represents the radiation
energy which, if incident on the molecule, would be absorbed to produce the required
change in dipole moment ߝ, hence exciting the molecule from level ܧᇱto ܧᇱᇱ.
In accordance with Boltzmann distribution [91], the majority of molecules at room
temperature reside in the ground excitation state. Hence, in the presence of the required
radiation energy signal, the predominant transition that takes place is from ∨ = 0 to
∨ = 1. Known as fundamental transition as shown in Figure 1.5, this transition
dominates all absorption spectra in the infrared region, and forms the basis of the bulk
of spectroscopic analysis carried out in this region. The remaining transitions originate
from higher excitation levels; however, due to the low molecular populations at these
levels (at room temperature), the corresponding absorption bands are much weaker than
the fundamental band. The designation of these higher-level transitions as ‘hot band’
transitions as seen in Figure 1.5 reflects the fact that if the temperature is increased, the
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inherently low molecular populations at these higher energy levels get augmented
which, in turn, leads to an increase in the intensity of the relevant absorption bands.
As shown in Figures 1.4 and 1.5, the energy levels of a harmonic oscillator are equally
spaced, i.e. the frequency of fundamental transition is the same as the frequency of each
of the successive hot band transitions. Taking into account the criteria for permissible
transitions laid out under the relevant selection rule in (1.12), this precludes the
existence of overtone and combination bands. However, as the very existence of these
bands forms the basis of NIR spectroscopy, it is important to derive a more realistic
approximation of molecular transitions based on an anharmonic oscillator.
1.3.2.2 Anharmonic oscillator
The existence of anharmonicity, or departure from ideal harmonic behaviour, is readily
observed during experiments in vibrational spectroscopy [14, 15]. It is noted that the
transitional frequencies of different hot bands (ref. Figure 1.5) are not the same, and are
different from the frequency of fundamental transition as well. Additionally, it is seen
that the second part of the criteria for permissible transitions laid out in (1.12), i.e.
Δ ∨= ±1, does not always hold true, in that transitions across multiple energy levels
such as ∨ = 0 →∨ = 2 or 3 can be observed. These effects are the result of two
underlying phenomena, which affect all spectroscopic measurements to varying
degrees.
The first of these phenomena is termed as ‘mechanical anharmonicity’, and arises from
the fact that in a practical scenario, the expression for oscillator energy ܧ௣ is not purely
quadratic in ݎas given in (1.7), but involves higher order terms as well:
ܧ௣ = ଵଶ݇ݎଶ + ݇ᇱݎଷ+⋯ (݇≫ ݇ᇱ) (1.14)
Consequently, the energy levels permitted for an anharmonic oscillator are not the same
as those given by the relationship in (1.9), but are modified as per the relevant solution
of the Schrödinger equation. This is obtained by using the expression in (1.14) in the
Schrödinger equation, and applying an approximation method to arrive at the following
relationship:
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ߥvib = ாvib௛௖ = ߥቀ∨ + ଵଶቁ− ݔ௔ߥቀ∨ + ଵଶቁଶ= ߥቀ∨ + ଵ
ଶ
ቁ− ܺቀ∨ +
ଵ
ଶ
ቁ
ଶ
(1.15)
Here, ݔ௔ represents a quantity known as the anharmonicity constant, which has unique
values for particular molecular bonds and the types of vibrations they undergo. In the
second expression above, ܺ = ݔ௔ߥ. The energy levels thus obtained in (1.15) for an
anharmonic oscillator are shown alongside those of a harmonic oscillator for successive
values of ∨ in Figure 1.6.
Figure 1.6 – Vibrational energy levels and permissible transitions of (a) a harmonic diatomic
oscillator, and (b) an anharmonic oscillator [14].
As seen in Figure 1.6(b), with the introduction of anharmonicity, the successive energy
levels are no longer equally spaced and tend to close in together, so that the magnitude
of hot band transitions grows progressively smaller as the value of ∨ increases. The
ground state (∨ = 0) is affected as well, so the anharmonic oscillator incorporates lower
vibrational energy at each excitation level as compared with the corresponding energy
levels of the ideal harmonic oscillator.
The potential energy curve of an anharmonic oscillator follows a trajectory defined by
the Morse function [14, 92]:
ܧ௣ = ܧௗ 1ൣ − ݁ିఉ(௥೟ି ௥೐)൧ଶ = ܧௗ൫1 − ݁ିఉ௥൯ଶ (1.16)
where ߚ is a constant, while ܧௗ is the dissociation energy of the oscillator, given as
[93]:
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ܧௗ = ఔସ௫ೌ (1.17)
Figure 1.7 shows a plot of the Morse function in (1.16) against inter-nuclear distance ݎ௧,
along with the corresponding energy function of the harmonic oscillator (ref. (1.7) and
Figure 1.4) for comparison.
Figure 1.7 – Potential energy curve for a harmonic oscillator, and the Morse curve for an
anharmonic diatomic oscillator.
As seen, the value of ܧௗ is measured from the bottom of the Morse curve, and
represents the bond energy which, if acquired by the oscillator on positive displacement
(stretch), leads to the dissociation of the bond. This implies that anharmonic oscillators
can withstand compression better than stretching, as the bond simply dissociates if a
certain limit is exceeded while stretching.
The second phenomenon that dictates the behaviour of an anharmonic oscillator is
termed “electrical anharmonicity”, and is manifested by way of transitions that span
more than one energy level, i.e. Δ ∨ > 1. Such transitions are known as overtones. The
higher excitation energy required for realizing these transitions, as depicted in Figure
1.6, leads to the occurrence of the relevant absorption bands in the NIR region. The
presence of these overtones owes to the fact that the dipole moment ߝof an anharmonic
oscillator is not linear in ݎ, but includes higher order terms as well, so that the
expression of ߝfor harmonic oscillator as given in (1.11) is modified as below:
ߝ= ߝ଴ + ቀௗఌௗ௥ቁ௘ݎ+ ଵଶቀௗమఌௗ௥మቁ௘ݎଶ+⋯ (1.18)
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As illustrated in Figure 1.6(b), the transitional frequency (or wavenumber) of the
overtones is not an exact multiple of the absorption frequency of fundamental transition.
As explained above, this is a consequence of mechanical anharmonicity, which results
in consecutive hot band transitions that have progressively lower amplitudes than the
amplitude of fundamental transition.
Taking into account the values of ߥ and ݔ௔ for various chemical functional groups, it
becomes clear that the majority of absorption spectra in the NIR region result from
overtone transitions [94]. Additionally, it is seen that the intensity of these overtone
absorption bands is directly proportional to the magnitude of anharmonicity in the
relevant functional groups [95]. For instance, the XH stretching transitions (including
CH, NH and OH bonds) have the highest values of ݔ௔, and therefore dominate the
overtone absorption bands. Conversely, the carbonyl stretching modes have very small
values of ݔ௔, leading to the exceedingly weak/ low-intensity overtone spectra of this
group.
1.3.3 Overtone and combination bands
As elaborated in the preceding section, no fundamental vibrational transitions take place
at NIR frequencies. While the frequencies of these transitions belong in the mid and far-
IR regions, their overtones and combinations occur at higher frequencies, which are in
the NIR region. Further, the overtones are not exact multiples or harmonics of the
pertinent fundamental frequencies but, depending on the extent to which the relevant
vibrational modes are anharmonic, occur at transitional frequencies that are less than
exact multiples. Additionally, the intensity of higher overtone bands progressively
decreases [15], again subject to the extent to which the relevant molecular oscillations
are anharmonic – high anharmonicity produces higher intensity overtones and vice
versa – and they tend to be broader in profile that the fundamental absorption bands as
well [16]. The general layout of the overtone and combination regions, along with the
main absorption bands that occur in each case, is shown in Figure 1.8. While most of
the relevant bands tend to be relatively broad, they still offer a valuable resource of
qualitative information about the composition of the molecules whose vibrations give
rise to these bands. With careful analysis of the location of these bands on the
wavelength scale, the identity of the relevant molecular transitions, and hence the
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composition of the test samples, can be determined. Besides the magnitude of
anharmonicity impacting the intensity of these bands, the physical structure of the test
sample may affect the intensity of the spectra as well. For instance, a denser sample
might produce more representative spectra with better wavelength resolution and
cleaner layout than a highly porous sample, as the latter might severely scatter the
impinging radiation to adversely affect the intensity, resolution and overall quality of
the resultant spectra [96].
Figure 1.8 – The layout of spectral absorption bands in the NIR region, comprising higher
order overtones and combinations of fundamental transitions [21].
In case the molecular structure of the test sample is comprised of complex molecules
containing multiple functional groups of atoms, where vibrational transitions of each of
these functional groups produce different overtone and combination absorption spectra,
qualitative and quantitative information about the substance can be gleaned from the
spectra by characterizing the absorption bands belonging to the various functional
groups. However, the allocation of characteristic absorption bands to specific functional
groups in such cases is not straightforward [16]. This arises from the fact that complex
molecules can have a substantial number of distinct vibrational modes and frequencies:
A molecule with ܰ atoms possesses (3ܰ − 6) vibrational degrees of freedom, which
account for (3ܰ − 6) modes of vibration with distinct fundamental transitional
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frequencies, also referred to as ‘normal’ modes of vibration [14, 24]. Each normal mode
signifies a particular instance where all the atoms constituting the molecule vibrate in
phase at the same frequency, albeit with different amplitudes. Hence, the difficulty in
assigning characteristic absorption bands to a specific molecule is a direct consequence
of the large number of absorption bands that a single molecule can produce. Moreover,
the fundamental transitional frequencies of all the relevant vibrational modes are not
necessarily mutually different, so that multiple vibrational modes, called degenerate
modes, can have the same fundamental frequency. Finally, the transitions arising from
distinct vibrational modes with different fundamental frequencies can overlap to
produce hybrid or combination spectral bands. The frequency at which a particular
combination absorption band occurs denotes the sum of the fundamental transitional
frequencies of participating vibrational modes [15]. As a result, such combination
spectra can be poorly resolved in frequency/ wavelength, rendering it difficult to assign
them to particular analytes, thus complicating the overall spectral profiles. As seen in
Figure 1.8, combination bands appear in the longer wavelengths of the NIR region.
In view of the above factors, a chemometrics-based approach is generally considered
essential to effectively use NIR spectra for requisite qualitative and quantitative
analyses [97]. A number of multivariate calibration techniques exist to realize such an
approach, where each technique offers certain advantages and limitations in specific
applications [98]. The factors affecting the choice and application of techniques used in
the course of this work are discussed alongside the relevant experimental details in the
following chapters.
1.3.4 Modes of molecular vibrations
All molecular vibrations that produce overtone and combinational transitions that result
in the appearance of the relevant absorption bands in the NIR region, fall into two main
categories, namely stretching and bending vibrations [20]. Further, stretching vibrations
can take place either symmetrically or asymmetrically. In the case of symmetric
stretching, there is a possibility that the vibrations do not incur a change in the dipole
moment ߝ of the molecule. As change in ߝ is a prerequisite (as explained in Section
1.3.2) for transfer of energy to take place between the radiation and the molecule so as
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to excite the molecule to a higher energy level, such transitions remain inhibited in this
case. As a result, such vibrations do not produce any absorption spectra.
The geometrical orientation of the two vibrational modes dictates that during stretching
vibrations, the length of the bonds changes, while bending vibrations produce changes
in the angle of the host bonds [20]. It has been shown that stretching vibrations
inherently require higher energy to execute, and therefore, in accordance with the
relationship in (1.2), occur at higher frequencies in a particular excitation state as
compared with bending vibrations.
The vibrational modes of a CO2 molecule [99] are illustrated in Figure 1.9. In this case,
the symmetric stretching mode does not trigger a change in ߝ and therefore, does not
contribute to the relevant NIR absorption spectra. Accordingly, this mode is not deemed
to be ‘IR active’ in this case, as opposed to the other three modes which are responsible
for vibrational transitions that result in the appearance of CO2 spectral bands.
Figure 1.9 – Stretching and bending vibrational modes in a CO2 molecule [99].
1.4 Modes of spectroscopy
1.4.1 Measurements using relative absorbance
In accordance with a basic convention, amplitude spectroscopic measurements are
carried out in terms of relative, rather than absolute, absorbance values. This precludes
the need to make measurements against a universal standard on a given scale, but rather
presents measured values as dimensionless quantities in terms of absorption relative to a
local reference level, as outlined below.
Asymmetrical stretching
Symmetrical stretching
Scissoring (Bending in and out of
the plane of the paper)
+_ _
Scissoring (Bending in the plane of the paper)
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The spectral measurements are normally recorded as optical intensity spectra over a
certain wavelength range, obtained with the help of an appropriate optical instrument
such as a light spectrometer. Two sets of measurements are recorded: an initial reading
is taken to record intensity across a reference material/ sample, and then similar
readings are taken for all other test samples. The following relationship is then used to
calculate spectral absorbance for each sample:
ܣ(ߣ) = − logଵ଴ቂூ(ఒ)ூబ(ఒ)ቃ (1.19)
where ܣ is the relative absorbance of a given test sample as a function of wavelength ߣ,
while ܫand ܫ଴ are the intensity spectra collected with the test sample and the reference
sample respectively. As seen, the values of ܣ are dimensionless, and signify the signal
amplitude measured with the sample relative to the reference. Note the –ve sign in
(1.19) allows positive values of ܣ in the majority of cases where the recorded
amplitudes of ܫ are less than those of ܫ଴. The resulting absorbance ܣ may then be
construed as an interpretation of the absolute absorption:
ܣ(ߣ) = ܣ∗(ߣ) − ܣ଴∗(ߣ) (1.20)
where ܣ∗ and ܣ଴∗ represent the absolute absorbance values at wavelengths ߣ for the test
and reference samples respectively. Sets of measurements are performed with constant
ܣ଴
∗ , or ܫ଴ in actual terms, so as to maintain consistency and enable appropriate
comparisons to be drawn between the values of spectral absorbance ܣ measured with
different test samples.
Reference intensity ܫ଴ is conventionally recorded across a reference material such as a
ceramic plate, or can be taken as the total incident intensity level recorded without a
sample. In reflectance mode (explained below), another suitable material such as PTFE
may be used as the reflective surface to obtain the reference ܫ଴.
1.4.2 Methods of presenting test samples
Different scan geometries can be used to set the relative positions of the radiation
source, the sample being tested, and the detector. The choice depends on the type of
application, and the physical structure of the test sample. The four main methods of
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presenting samples in NIR spectroscopic measurements are illustrated in Figure 1.10
[14].
Figure 1.10 – Different methods of presenting samples, including transmittance, reflectance,
transflectance and interactance, used to collect NIR spectral data [14].
1.4.2.1 Transmittance
The transmittance method is widely used to test samples that allow measureable signal
levels to travel across, and is especially popular for testing liquid samples. Here, the
incident signal is directed on the surface of the test sample which, in the case of liquids,
can be held in a suitable container such as a cuvette, and the intensity signal that
traverses the sample to the opposite side is recorded and processed to obtain requisite
absorbance values. One of the widespread applications of this method has been in the
pharmaceutical industry, where it has been found to provide more accurate results, less
affected by features such as embossing on the tablets, than the other methods [100].
1.4.2.2 Reflectance
In the reflectance mode, the radiation source and the detector are positioned on the same
side of the test sample, and diffuse reflected signal from the sample is measured. The
sample in this case must be appropriately opaque, such as a powder or a thick colloidal
suspension, and have sufficient depth to reflect the impinging radiation. While the depth
deemed to be suitable is dependent on the magnitude of incident radiation, in view of
the transmission characteristics of NIR signals, a depth of 1 cm is usually considered as
the minimum essential to make reliable measurements in reflection. Additionally, care
must be exercised in setting the geometrical layout of the optical bench, so that the
orientation of the detector relative to the source and the sample allows only diffuse
reflection off the sample to be recorded, while ensuring that no part of the received
Transmittance Reflectance
Transflectance Interactance
Optical fibre
arrangement
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signal is contaminated by any specular reflection. The recorded measurements are then
comprised purely of the diffuse reflected signal from the surface and the layers closest
to the surface of the sample. The technique has been employed in various quality
control applications, including testing the physical characteristics and Brix values of
fresh fruit [101, 102].
1.4.2.3 Transflectance
The transflectance mode of measurement presents a combination of transmittance and
reflectance modes. As depicted in Figure 1.10, the incident signal traverses the sample,
which in this case is either relatively transparent, such as a liquid held in a glass cell, or
a sufficiently thin layer of another material (or possibly both), and is back-scattered off
the surface of a suitable reflector. The materials generally used to provide a uniform
diffuse reflective surface include PTFE, ceramic and aluminium [103]. One of the
applications of this method is in the food processing industry, where it is used, for
example, to test samples for adulterants or other analytes [104, 105].
1.4.2.4 Interactance
The interactance mode of measurement is realized through the use of a concentric ring
of radiation sources and a central detector, with the entire arrangement held either in
contact with, or sufficiently close to, the surface of the sample. This arrangement is
usually comprised of a number of optical fibre cables arranged in a ring formation used
to illuminate the sample, and a concentric central fibre to record the signal transmitted
through the sample to the receiving aperture. The outer illuminating fibres may be
angled inwards to allow a region in the sample where the fields of view of the
illuminating and the detecting fibres overlap. Some probes allow adjustment of the
depth of this overlap by controlling the pitch of the illuminating fibres [106]. The use of
the method has been reported in various test applications, such as measuring the Brix
value of peaches [107].
1.5 Scope of work
As shown in Section 1.2.3, NIRS has found application in several industries as a
powerful analytical tool. The utility of this technique is based in all applications on the
extraction of qualitative and quantitative information about the various compositional
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properties of the samples under test. It is, therefore, perceivable that the technique could
be used to identify unknown samples by identifying any characteristic features in the
spectra of the relevant samples. As the spectral information obtained in NIR scans often
includes characteristics that are entirely material-specific [23], such information would
prove invaluable in the requisite identification process. This approach could, therefore,
be employed as the means to detect specific substances controlled by customs or
deemed to be dangerous or harmful in a security screening perspective. Further, if the
technique were to be considered for scanning/identifying samples concealed behind
clothing or similar materials, tests would need to be conducted to establish the influence
of such intervening layers on the interrogating NIR signal.
The above considerations form the basis of this work, aimed at detecting, identifying
and possibly quantifying specific chemicals hidden behind clothing. The work was
planned so that the scanning approach and instrumentation developed to perform the
scans would conform to the principles of conventional NIRS. However, the application
was modified in certain respects, for instance by performing measurements at a standoff
distance, to reflect its potential use in a practical security screening system. The
technique was employed to identify specific chemicals, and perform cross-sectional
surface scans of the samples for spectroscopic imaging. It may be noted that the use of
NIRS to detect and characterise chemicals hidden behind clothing is a novel
proposition, which does not seem to have been considered to date as a primary
candidate for through-clothing personal screening, outside of the work published by
members of the research group at Warwick.
1.6 Conclusions
In recent decades, NIRS has emerged as a leading analytical tool used to perform
qualitative and quantitative analyses of samples in multifarious applications spanning
various industries. This owes to the many advantages this technique has to offer
including, amongst others, inexpensive portable instrumentation, high data throughput
rate and rich spectral content.
The origin of the spectral bands that appear in the NIR region can be traced to
anharmonic molecular vibrational transitions, which are overtones and combinations of
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the fundamental transitions. Such spectral content can be used to assign characteristic
bands to various functional groups, and by extension, to specific molecular structures.
However, the nature of the overtone and combination bands complicates this process,
and necessitates a chemometrics-based approach to the problem. The technique can be
applied in different modes of sample presentation, where each offers certain advantages
in specific applications.
In the following chapters, studies are presented that have been carried out to test and
categorize various fabric materials, and to identify and quantify specific chemicals
hidden behind single fabric layers, using optical instrumentation and software systems
designed and developed for the purpose.
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Chapter 2
NIR transmission through clothing barriers
2.1 Introduction
One of the main aims of the research was to show that NIR signals could be used to
detect and quantify chemicals that are hidden behind clothing layers. An important
variable that will have a large effect on the resultant measurement is the transmission
characteristics of NIR signals through clothing [1]. It was thus thought important that
this was studied in some detail. Of interest is the way in which both the fibre material
and the weave pattern affect the transmitted NIR signal, in terms of the total intensity
transmitted, the spatial variations in the transmitted beam (i.e. the resultant diffraction
pattern) [2] and the effect on transmitted spectra [3].
A selection of clothing materials were chosen for study, along with some thin layers of
other materials that give an insight into the mechanisms involved. Paper was studied
initially, as this was available in known densities and thicknesses as a random mesh.
Also studied were metallic grids with a known regular pattern. Both gave an additional
insight into the transmission characteristics of NIR signals though thin, scattering
layers.
2.2 Initial investigations in non-clothing material
2.2.1 Introduction
Preliminary experiments were carried out to investigate the way in which scattering
took place as a collimated beam of NIR radiation passed through different thicknesses
of different types of material. Clothing is a complicated case; hence, it was decided to
study a range of different scattering media, to try and establish some basic properties,
before the more difficult task of understanding transmission through clothing was
attempted. Paper provided a relatively thin and uniform scattering medium [4]
compared to fabric samples [5], and was looked at firstly to gain insight into
transmission properties. The initial material chosen was 80gsm paper, “gsm” being an
industry unit for the density of paper in grams per square meter. Later measurements
looked at thicker polystyrene samples, as described more fully below. Finally, metallic
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grids with known pore sizes were also investigated as an example of material with a
uniform spatial porosity.
2.2.2 Apparatus
An example of the surface of the paper sample used is shown in the photograph of
Figure 2.1, taken with an optical microscope. The sample was placed in the path of an
incident 5mW NIR laser beam at 850nm wavelength with 5mm cross-sectional aperture
generated with an NIR laser diode. The through-transmitted energy was recorded using
a 2mm aperture NIR photodiode housed in a metal casing mounted on a 2D scan stage.
Figure 2.1 – Sheet of 80gsm paper imaged under a light microscope.
Two sets of measurements were recorded. In the first case, the scan geometry was set to
measure NIR intensity values in the plane perpendicular to the direction of propagation
of the NIR beam, while in the second case, the measurement plane was axially aligned
with the direction of propagation of the beam. Schematic diagrams and photographs of
the two arrangements are shown in Figures 2.2 and 2.3 respectively. As seen, the laser
diode and the paper sample/s were held stationary while two-dimensional scans were
performed by moving the detector with the 2D scanning stage shown. Signal
enhancement was carried out by modulating the transmitted beam with a 200 Hz carrier
frequency, the latter used as reference to perform lock-in amplification of the received
signal [6]. As shown below, this allowed detection of signals buried in noise many
orders of magnitude higher than the recorded signal level, enabling detection of signals
across up to forty layers of paper.
In the first case, scans were obtained in the x-y plane as shown in Figure 2.2(b), which
was parallel to the paper sample and perpendicular to the NIR beam axis i.e. z-axis. This
allowed radial spreading of the beam to be observed, following transmission through an
41
Chapter 2: NIR transmission through clothing barriers
incremental number of paper sheets. The sheets were held in a frame aligned
horizontally on top of the laser diode that was transmitting vertically upwards. Sheets
could be added one at a time, starting with one sheet of paper and going up to forty
sheets. The longitudinal displacement of the detector from the sample was kept constant
at 6.8 cm ± 0.1 cm. The total scan area covered in each case was 80 mm x 80 mm, with
a step size of 1 mm. As shown in Figure 2.2(a), the scan was controlled by a PC running
LabViewTM, with the output from the lock-in being recorded on a digital oscilloscope.
The motors were switched off after each scan to a new position before data was
collected, to reduce noise from the motors.
(a)
(b)
Figure 2.2 – Arrangement used to detect beam cross-section in x-y plane parallel to the paper
samples and perpendicular to NIR beam axis (z-axis). (a) Schematic diagram of the apparatus,
and (b) photograph of the sample and optical source (laser diode)/ detector.
In a second set of experiments, the detector was scanned in the x-z plane, so as to
capture the radiation pattern along the direction of propagation of the beam (the z
direction) as it scattered after traversing the sample. The total area covered was 60 mm
DC Regulated
Programmable
Function Generator Lock-in Amplifier
Power Supply
Tektronix TDS540
Oscilloscope
PC
Scanning Stage y
x
GPIB
Stepper Motor
Controller
GPIB
x y
Serial
Serial
Ch. 1Ch. 2FM Voltage Signal Ref.
Supply Voltage Raw Input
Processed Output
Source
Detector
42
Chapter 2: NIR transmission through clothing barriers
(x-axis) x 40 mm (z-axis) with a 0.25 mm step size. The arrangement is shown in Figure
2.3.
2.2.3 Experiments with paper
Cross-sectional intensity patterns recorded across free space and with 1-3 sheets of
paper using the arrangement in Figure 2.2 are shown in Figure 2.4(a)-(d) respectively.
As seen, compared with (a) unobstructed beam, there is considerable broadening of the
beam when sheets of paper are placed between the source and the detector. Further, in
all the patterns recorded with paper sheets, the highest intensity readings are
concentrated in the centre (coincident with the axis of the incident beam), with rapidly
decreasing intensities radially outwards from the centre. Finally, while the overall
intensity is seen to reduce with increasing number of paper sheets, the intensity
distribution pattern remains essentially the same.
(a)
(b)
Figure 2.3 – Arrangement used to detect beam cross-section in x-z plane parallel to NIR beam
axis and normal to the paper samples. (a) Schematic diagram of the apparatus, and
(b) photograph of the sample and optical source (laser diode)/ detector.
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In order to deduce the effect of increasing number of scatterers on the cross-sectional
magnitude of resulting scatter patterns, full width at half maximum (FWHM) values
were measured [7] to quantify the magnitude of the scatter. These measurements were
made for line scans across 1-40 sheets of paper recorded along the x-axis at a distance of
z = 1 mm from the top paper surface (ref. Figure 2.2(b)). Normalized intensity curves
for the forty scans are shown in Figure 2.5(a), with the corresponding FWHM values
plotted in Figure 2.5(b). As seen, the FWHM values clearly show an approximately
linear upward trend save for a few anomalous readings attributable to experimental
errors, with an almost 40% increase in magnitude as the number of scatterers is
increased from 1 to 40. This shows that the cross-section of the scatter profile increases
almost linearly with the thickness of the scattering medium, an observation which is
borne out by measurements with different scattering media detailed in the following
sections.
(a) (b)
(c) (d)
Figure 2.4 – Cross-sectional intensity scans recorded in the x-y plane across
(a) free space, and (b)-(d) 1-3 layers of paper respectively.
Figure 2.6 shows intensity patterns recorded across free space and 1-3 layers of paper in
the x-z plane that was collinear with the transmission axis, using the apparatus
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arrangement shown in Figure 2.3. As seen in (a) free-space beam profile, there is no
detectable divergence in the beam up to the limit of the scanned distance (approximately
35 cm from the source). However, as noted before, the intensity patterns show marked
broadening when the beam is obstructed by paper sheets. Additionally, while intensity
readings decrease as the number of layers is increased, the overall pattern of intensity
distribution remains similar in (b)-(d).
(a) (b)
Figure 2.5 – Results of cross-sectional line scans across 1-40 sheets of paper;
(a) Normalized intensity curves; (b) FWHM values for the curves in (a).
(a) (b)
(c) (d)
Figure 2.6 – Intensity scans in a plane collinear with the direction of propagation of the beam,
recorded across (a) free space, and (b)-(d) 1-3 layers of paper respectively.
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The decay in optical intensity as the transmitted signal propagated away from the far
side of the paper sample was also studied. Intensity readings were collected along the z
direction, i.e. direction of travel of the beam, for increasing number of paper layers. The
readings recorded with two sheets of paper are plotted (labelled Experimental Data) in
Figure 2.7(a). As seen, the decay appears to be approximately exponential. If this were
the case, a simple relationship [8] that described the drop in axial intensity with distance
z could be written as:
ܫ= ܫ଴݁ିఈ೛௭ (2.1)
Here, the instantaneous intensity ܫis linked to initial intensity ܫ଴ via ߙ௉, the propagation
attenuation coefficient, and ݖ, the location of the point along the z-axis. The value of ߙ௉
is thus calculated for each point along the z-axis using:
ߙ௉ = −
ଵ
௭
ln ூ
ூబ
(2.2)
All calculated ߙ௉ values, plotted in Figure 2.7(a), are averaged to obtain ߙ௉_୅୴୥ as
shown. Using this average value of ߙ௉, the exponential decay curve based on (2.1) is
obtained and plotted as shown. As seen, this curve closely follows the trajectory of the
experimental data, thus validating the original approximation to such exponential
function.
The above procedure was used to obtain values of ߙ௉_୅୴୥ across 1-5 layers of paper.
These are plotted against respective number of layers in Figure 2.7(b). The plot exhibits
an approximately linear characteristic, with ߙ௉_୅୴୥ decreasing as the number of paper
sheets is increased. This indicates that for a single sheet of paper, intensity values start
from a relatively high initial level and decrease rapidly along the z-axis with a
correspondingly high ߙ௉_୅୴୥. As the number of layers i.e. thickness of the scattering
medium is increased, however, the initial intensity readings decrease substantially, and
the measured intensity then decays more gradually, as characterised by decreasing
values of ߙ௉_୅୴୥.
In summary, these studies have indicated that the likely effect of scattering within media
such as paper is that beam cross-sections increase on transmission through more layers,
with the peak intensity decreasing. Once these beams propagate away from the sample
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on the far side, the decay in intensity is exponential, with a characteristic value of
ߙ௉_୅୴୥, the value of which decreases with the number of paper layers.
(a) (b)
Figure 2.7 – Signal decay across paper samples along the direction of travel of the beam
(z-axis), recorded using the arrangement in Figure 2.3. (a) Characteristic plots
for 2 sheets of paper; (b) ߙ௉_୅୴୥ for 1-5 layers of paper.
2.2.4 Scattering through expanded polystyrene foam
Expanded polystyrene foam is an example of a material that is much thicker than paper,
but which also would cause a high degree of scattering of NIR energy in through-
transmission [9]. The relationship between cross-sectional width of the scattered beam
and the thickness of the scattering medium could be studied for varying thickness of the
same polystyrene sample. The intrinsic structure of the sample, as seen under an optical
microscope (Figure 2.8(a)), appeared less uniform than that of paper. However in this
case, a changing thickness could be machined into the sample as shown in Figure
2.8(b), thus avoiding the presence of air gaps between multiple layers (as in the case of
paper sheets). Line scans were performed for various thicknesses of polystyrene
between 5 mm and 45 mm, in 5 mm increments. The detector was held close to the flat
surface to minimise any air gaps, and moved horizontally to make the line scans.
Figure 2.8(c) shows the normalized scan data recorded with the above arrangement. As
can be seen, the normalised width of the NIR beam on transmission through the sample
increased with sample thickness, due to scattering. From this data, the FWHM of the
radial intensity profile was estimated for each step size, and the results plotted in Figure
2.8(d). This further confirms the approximately linear dependence of the cross-sectional
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scatter diameter of the through-transmitted NIR beam on the thickness of the sample,
assuming all other parameters remain constant.
(a) (b)
(c) (d)
Figure 2.8 – Measurements with polystyrene sample; (a) Sample imaged with light microscope;
(b) Equipment layout; (c) Normalized line scan data (Thickness of level L݊= 5 × ݊mm);
(d) FWHM values measured for the line scan curves shown in (c).
2.2.5 Measurements with metallic TEM grids
In order to study the diffractive effect of pore size on the spatial distribution of through-
transmitted energy, samples of copper grids designed for use in transmission electron
microscope (TEM) were used [10]. These all had the same uniform diameter of 3.05
mm and thickness of 9 µm, while the pore sizes in the eleven different configurations
used for the tests ranged from 6 µm to 100 µm. The general layout of the grids is shown
in Figure 2.9, which shows scanning electron microscope (SEM) images of one of the
grids, to illustrate its close resemblance to the more random porous structure found in
fabrics.
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The equipment layout shown in Figure 2.10 was used to record three-dimensional cross-
sectional images of NIR energy transmitted through each of the grids in turn. The grid
samples were held in an SEM stub designed for TEM grids, which in turn was mounted
underneath the 850 nm NIR laser diode so that the beam axis was normal to the surface
of the grid. This source/ grid assembly was held in a scan stage and scanned in two
dimensions over a photodiode detector held stationary underneath on a variable-height
stand. Intensity images were recorded with this arrangement in 3D volume with the
distance between the source/ grid assembly and the detector varied (by adjusting the
height of the stand) from 15 mm to 55 mm in steps of 10 mm. Five cross-sectional scans
were thus recorded with each grid sample, with a vernier height gauge used to measure
and set the distance between the grid sample and detector for each scan.
Figure 2.9 – SEM images of copper grids used to study
the interaction of pores with NIR energy.
Figure 2.10 – Scanning arrangement used to make NIR intensity
measurements in 3D across copper grids.
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The scans obtained with two of the grid samples with pore sizes 50 µm and 6 µm
illustrate the two limiting cases, and are shown in Figure 2.11(a) and (b) respectively. In
the first case, the 50 µm pores are approximately 60 times wider than the 850 nm
wavelength of the NIR beam, and thus do not cause any appreciable diffraction effects,
as evidenced by the nearly uniform cross-sectional intensity contours recorded over the
measured volume as seen in Figure 2.11(a). On the other hand, the 6 µm pores are seen
to introduce relatively wide angular spread in the through-transmitted beam as shown in
Figure 2.11(b), with diffraction effects and side lobes marked out in the contour plots.
(a) (b)
Figure 2.11 – Cross-sectional contour plots of NIR intensity distribution transmitted
through copper grids with regular pore sizes of (a) 50 μm and (b) 6 μm.
2.2.6 Discussion
By studying the through-transmission properties of three different materials, it has been
demonstrated that scattering can lead to a variety of effects at a wavelength of 850 nm.
In effect, the transmission intensity falls, and the beam width widens, as either the
thickness of the sample is increased or multiple layers of the same sample are
introduced. This assumes a random scattering effect (as seen in paper and the
polystyrene foam). The beam cross-section at FWHM appears to depend linearly on the
thickness of the sample in such cases. In addition to this, the size of any pores in a
structure will have an effect, by introducing a diffraction effect. This will be in addition
to the above, and was demonstrated by the transmission properties seen in the copper
TEM grids.
2 2
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2.3 NIR scattering in fabric samples
2.3.1 Selection of clothing materials
One of the primary concerns in the context of developing a practical personal screening/
imaging system is the way in which incident radiation interacts with the clothing
materials worn by the subjects in a personal screening test [11]. The weaves found in
typical clothing layers are likely to have through-transmission characteristics in the NIR
wavelength range that contain aspects of both of the main features mentioned above in
Section 2.2, in that they would be likely to introduce a degree of scattering (due to
fibres) which would cause beam spreading, and the various degrees of porosity which
would also affect overall transmission levels.
In order to gain an appreciation of the different phenomena that dictate the behaviour of
various clothing materials, a range of different fabric samples was used to carry out
comparative tests. Photographs of some of these samples taken under an optical
microscope are shown in Figure 2.12(a) and (b), where the latter includes two cotton
samples in both dry and wet states. Note that wetting seems to have caused the fibres to
swell, decreasing the porosity of the samples.
2.3.2 Webcam measurements to illustrate scattering
In order to investigate the effects of traversing a layer of clothing on the cross-sectional
shape of the beam, a modified arrangement shown in Figure 2.13 was used to collect
data more effectively from multiple samples. Instead of scanning a source-detector pair
as in the preliminary work with paper, the NIR laser diode, seen on the left, was used to
transmit an 850nm unmodulated beam through the clothing sample (denim in the
photograph), and the pattern emerging on the other side was imaged using a portable
webcam [12] (Trust 150 Spacecam model) seen on the right. An NIR filter was mounted
inside the webcam to restrict sensitivity to the NIR range. A red LED was mounted in
front of the sample to provide a constant reference level. This was done in view of the
fact that the webcam by default auto-adjusted and normalized the brightness of all
captured intensity images. Using the constant reference level, the captured intensities
were therefore re-adjusted to make the reference intensity constant in all the images,
thus allowing comparison between the results obtained with different clothing materials.
51
Chapter 2: NIR transmission through clothing barriers
Figure 2.12 – Optical microscope photographs of (a) four of the fabric samples investigated,
and (b) some fabrics both in the dry state and when moistened with water.
Figure 2.13 – Studying the characteristics of through-transmitted NIR beam using webcam.
(a)
(b)
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The intensity-corrected webcam images obtained for four fabric samples are shown in
Figure 2.14. All images show a fairly significant broadening of the beam, which is
attributable to the effects of scattering. However, the intensity recorded in each case is
seen to be different, which illustrates the different transmission characteristics of these
samples. It is evident that scattering is an important factor in these materials, and is the
factor likely to dominate NIR transmission levels.
Figure 2.14 – Intensity-corrected webcam images of NIR beam
transmitted through single fabric layers.
2.3.3 Intensity measurements across multiple fabric layers
In order to gain an understanding of the properties that give rise to these different
intensity levels and the over-arching effects of scattering, further tests were carried out
as follows.
All the samples were exposed in turn to an NIR laser beam at 850 nm using the same
arrangement as shown in Figure 2.2(b), and point measurements were made to record
intensity levels with the photodiode detector axially aligned with the laser source.
Measurements were taken across increasing number of layers of the fabric samples until
no further signal could be detected. While the results, shown in Figure 2.15, illustrate
the general overall decrease in signal levels with increasing number of layers, the rate of
decline is seen to vary greatly between samples such as denim that cause complete
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attenuation of through-transmitted energy within 2-3 layers, and samples like cotton/
polyester that provide measurable signal levels even through 10-12 layers.
Figure 2.15 – Point measurements showing drop in NIR intensity across
multiple fabric layers. (W) signifies wet samples.
Further tests were undertaken to test whether the colour of a particular fabric affected
through-transmitted energy level, albeit with the understanding that an affirmative
finding would be counter-intuitive as the 850 nm wavelength used was well-separated
from the visible spectrum [13]. For this purpose, five samples of a white cotton fabric
were dyed red, green, blue, yellow and black, and a further two samples of a polyester
fabric were obtained in white and black colours. The normalized through-transmitted
signal levels recorded across these samples are shown in Figure 2.16.While these results
show some variation between the different colours, this is deemed insignificant
compared with the differences amongst the different fabric types, and can be attributed
to the different chemical compositions of the relevant dyes [14] affecting the through-
transmitted signal levels differently.
The data plotted in Figures 2.15 and 2.16 includes the readings across wet samples
(marked as ‘W’). As seen, wet samples provided higher through-transmission levels
than the same samples in dry state. This effect was further investigated by testing a
range of samples containing varying levels of moisture. Each sample was saturated with
water and allowed to dry through evaporation. Its weight, measured at regular intervals
with a microbalance, was used as an indicator of moisture content, and recorded against
the through-transmitted signal level. The results are shown in Figure 2.17.
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Figure 2.16 – Signal variation across various dyed fabric samples of cotton (six colours)
and polyester (black and white only). (W) signifies wet samples.
Figure 2.17 – Effect of moisture on through-transmitted signal levels.
It is seen that in all cases, increasing moisture content results in an increase in through-
transmitted signal. This higher transmission in the presence of water is thought to be the
result of water acting as an impedance matching layer [15] to reduce optical impedance
mismatch between air and the sample, as the refractive index of water is closer to that of
air [16] compared with the fabrics [17]. This reduces the amount of scattering, resulting
in more signal energy emerging on the other side of the sample. Additionally, as the
moisture content increases, the water progressively fills in the pores in the fabric, which
would render the structure more optically homogeneous with associated higher through-
transmitted signal levels.
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In order to clarify the results obtained with wool, the structure of the sample was
examined in optical microscope, and was seen to be highly chaotic as shown in the
photograph in Figure 2.18(a). This can thus be considered a possible limiting case for
scattering within fabric samples, which would be compounded further by air gaps
between multiple layers of the fabric. Using scan geometry and equipment setup shown
in Figure 2.18(b) (similar in concept to that shown earlier in Figure 2.3(b)), line scans
were obtained across incremental layers by folding a highly-coloured woollen scarf,
with discernible signal intensities recorded across a maximum of 6 layers. Line scans
obtained with the scarf are shown in Figure 2.18(c), with corresponding FWHM values
plotted against the respective number of layers in Figure 2.18(d).
(a) (b)
(c) (d)
Figure 2.18 – Measurements with woollen scarf. (a) Sample imaged with light microscope;
(b) Equipment arrangement; (c) Normalized line scan data for 1-6 layers; (d) FWHM values
measured for the line scan curves shown in (c) (1st value excluded from linear fit)
As expected, the values exhibit an upward trend with increasing number of layers or
thickness of the medium. However, the linearity of the trend is less well-defined due to
an exceptionally low reading across one layer. This is deemed to be a consequence of
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the added complication introduced in measurements taken with multiple layers, due to
the increased scattering through air gaps between adjacent layers.
2.3.4 The effect of porosity
The studies above have shown that the transmission characteristics are a complicated
function of the weave pattern and the material used for the fibres. To try and establish a
clearer link with porosity, a set of experiments was performed on fabric samples to
measure their porosity [18], and link this to overall NIR transmission.
Porosity was measured using the equipment shown in Figure 2.19. This involved
exposing the fabric samples held between two plates in a mass flow meter to a stream of
air at a pre-determined flow rate F, and measuring the resulting differential pressure P
across the sample with a Sensirion SDP1000-R low-range differential pressure
transducer attached to the mass flow meter. The high pressure input was provided from
a compressed air source via a control unit used to adjust the air flow rate as desired,
while the low pressure output was connected to a vent with a long stretch of pipe.
Pressure P was deemed to be inversely proportional to the porosity of the sample at a
given flow rate F.
Figure 2.19 – Mass flow meter setup for porosity estimation
The voltage readings provided by the differential pressure transducer were converted to
pressure P using the following relationship as per manufacturer’s guidelines [19]:
ܲ = 35.55556 × (ܸ− 0.25)ଶ (2.3)
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where ܸ denotes measured output voltage in volts, and ܲ is the pressure in pascals. The
measure of porosity (ܲ݋ݎ) was then taken as the ratio of flow rate ܨ, recorded in
ml/min, to pressure ܲ:
ܲ݋ݎ= ܨ ܲ⁄ (2.4)
A range of readings was taken with each fabric sample at different flow rates, and
averaged to find the final estimate of porosity. The results for all fabric samples are
shown in Figure 2.20.
Figure 2.20 – Variation in porosity with different fabric samples
When these measurements are correlated with the through-transmission results shown in
Figure 2.15, it is seen that in general, higher porosity values provide higher through-
transmitted signals and vice versa. For example, the three samples with the lowest
porosity estimates, i.e. denim, cotton (towel) and cotton (trousers), are seen to have the
lowest transmission values, while the cotton/ polyester sample with the highest porosity
estimate gives highest transmission readings as well. An interesting exception is wool,
which provides the third lowest transmission values (lower than the cotton (trousers)
sample), although its porosity estimate is relatively high. This behaviour is deemed to
be the result of the unusually chaotic surface texture of wool as seen in Figures 2.12(a)
and 2.18(a), which scatters more NIR energy than other materials with similar porosity
values.
As the values shown in Figure 2.15 were recorded with a point detector as explained
above, only the fraction falling within the 2mm aperture of the detector was recorded.
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As a result, a sample scattering more energy might record a lower value than one
scattering less, although the total amount of through-transmitted signal in the former
case might be higher due to higher porosity. The following experimental arrangement
was thus adopted to provide a possible work-around for this issue. In order to collect all
the light transmitted through a fabric sample rather than only the fraction within the
aperture of the detector, an integrating sphere was used to collect the through-
transmitted signal [20]. Intensity readings across one and two layers of different fabric
samples were recorded using Ocean Optics FOIS-1 integrating sphere connected via an
optical fibre cable to an HR4000 Ocean Optics NIR Spectrometer. The arrangement is
shown in Figure 2.21.
Figure 2.21 – Experiments to measure total transmitted intensity with integrating sphere
The intensity readings recorded across four representative fabric samples are shown in
Figure 2.22. As opposed to Figure 2.15, the readings for wool are higher in this case
than cotton (trousers), which is in conformity with the higher porosity of wool.
However acrylic, with lower porosity than that of wool, still records higher readings
than wool. This could be the result of greater backscatter from the surface of wool
caused by the significantly higher proportion of randomly-distributed scatterers in the
path of the impinging NIR radiation. Similarly, greater backscatter could explain the
slightly lower intensity readings recorded with two layers when the warp/weft patterns
are set at right angles compared with when they are aligned.
The above results show that the magnitude of through-transmitted radiation depends not
only on the overall porosity of the sample, but also on the size and spatial distribution of
the pores.
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Figure 2.22 – Intensity readings recorded across fabric samples with integrating sphere
2.4 Conclusions
Based on the above observations, it may be concluded that the dominant factors in the
transmission and scattering of energy across fabrics are the porosity of the fabrics and
the spatial distribution of pores. While the overall porosity may determine the total
amount of energy that passes through, the intensity distribution across the transmitted
volume is determined by the geometric layout of the fibres, and hence that of the pores.
Additionally, the chaotic surface texture of fabrics such as wool may impose further
limitations on the amount of transmitted light notwithstanding the overall porosity.
Furthermore, introduction of moisture in the fabrics tends to increase transmission
levels by reducing the refractive index mismatch at the boundary between air and fabric,
and thus reducing the optical impedance of the fabric. Therefore, dry fabrics may be
expected to transmit higher intensities with increasing pore size and more uniform
surface texture.
It was observed that the dye used on many fabric samples had only a minor effect on the
amount of transmitted NIR energy.
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Chapter 3
NIR spectroscopy through clothing
3.1 Introduction
The aim of this chapter is to demonstrate the feasibility of near infrared spectroscopy as
a means of performing measurements through layers of clothing. Once this has been
established, then it is possible to move on to other studies, as detailed in Chapters to
follow, which would enable the identification of specific chemicals concealed behind
clothing.
As detailed in Chapter 1, there are advantages offered by this technique over competing
technologies. These include, amongst others, its safety in the context of personal
screening (as opposed to ionizing x-rays [1, 2]), cost-effectiveness (with equipment
costs significantly less than x-ray and terahertz systems [3]) and availability of detailed
chemical information within the pertinent spectra. This latter property, however,
necessitates a careful chemometrics-based approach in processing the results, in order to
overcome the lack of specificity often encountered, for reasons explained earlier in
Chapter 1.
In the context of this study, the spectral features of a range of clothing materials were
investigated, and the transmission level of NIR signals was found to be sufficient for
spectroscopy at detector stand-off distances of up to 3 m. The study has shown that
specific chemicals both in solid and aqueous solution forms can be identified when
hidden behind a layer of clothing. Examples of chemicals used in this study include
ammonium nitrate (solid and in solution), other ammonium salts in solid form, and
solutions of ethanol and hydrogen peroxide in varying concentrations. Details of the
current measurements and results are given, together with suggestions for increasing
detection sensitivity.
As mentioned above, the objective of the study is to identify chemicals through barriers
such as clothing using spectral data over the NIR (0.9 – 2.5 µm) wavelength range. In
this regard, the NIR transmission characteristics of various clothing fabrics as well as
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spectra of the above-mentioned chemicals have been studied. It has been observed that
both the microstructure of fabrics and the chemical structure of fibers have an effect on
NIR transmission spectra at these wavelengths, whereas the dyes used by textile
manufacturers affect mainly transmission in the visible region. Hence, the
measurements have been restricted to the 0.9 – 2.5 µm range in order to reduce
absorption within clothing dyes and allow a study of the several spectral overtone peaks
from the chemicals. The spectral features of fabrics concealing the chemical sample are
superimposed on those of the hidden chemical to be detected. However, as will be
demonstrated, it is found that scattering in the clothing material due to its weave
structure is the dominant feature affecting transmission intensity levels.
The research was performed with the specific aim of testing the feasibility of
measurements at reasonable stand-off distances. Thus, investigations were made with
the spectrometer positioned at a distance of 3 m from the sample. The results presented
start with a discussion of the spectral features of various fabrics and the spectra of
selected chemicals of interest. It is then demonstrated that absorption peaks of these
chemicals occur at the same recognizable wavelengths when they are both directly
irradiated by the NIR source, and subsequently placed behind a layer of clothing. The
work also shows that the chemical which needs to be detected does not have to be
placed in very close proximity of the concealing fabric in order to allow a sufficiently-
strong signal in diffuse backscatter. Thus, an air gap of up to 10 mm has a manageable
effect on detection through most of the tested fabrics. This work represents the most
current study on NIR spectroscopy through clothing for personal screening applications
to date, and has recently been published [4, 5].
3.2 Background to NIR spectroscopy
Infrared spectroscopy is an established chemical technique for the identification of
chemical species. Absorption peaks in the mid-infrared (MIR) region, over a
wavelength range of approximately 2.5 – 25 µm, result mainly from fundamental
vibrational modes of chemical bonds. However, NIR spectroscopy within the 0.9 – 2.5
µm wavelength range is based on molecular overtone and combination modes. Because
of the low transition probabilities of molecular overtone and combination vibrations
compared to fundamental vibrations, the strength of the absorption peaks decreases
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from the MIR to the visible region by a factor of 10 – 100 between each overtone.
Consequently, NIR spectra are dominated by absorption from vibrational modes that
have their 1st and 2nd overtone bands in the NIR range. The fundamental absorption
peaks of X-H (X = C, N, O) bonds usually occur at wavelengths lower than 5 µm,
leading to their 1st overtone appearing in the NIR range below 2.5 µm. In other words,
molecules incorporating CH, OH, and NH functional groups that demonstrate large
mechanical anharmonicity in the vibrations of the constituent atoms will demonstrate
reasonable NIR absorption [6]. NIR spectroscopy is therefore a good choice for the
characterization of absorption due to substances such as water, ethanol, hydrogen
peroxide, ammonium nitrate (NH4NO3) and other substances with suitable bonds, and
tables are available to assign peaks to bonding vibrations at particular wavelengths [7].
The quantitative evaluation of a particular chemical’s concentration with NIR
spectroscopy is based on Beer-Lambert law:
ܣ = − logଵ଴ቀ
ூ
ூబ
ቁ= ݈ߝܿ (3.1)
where ܣ is the absorbance, ܫ଴ the reference intensity, ܫthe intensity after absorption, ߝ
the molar absorptivity of the absorber, ݈ the optical path (distance the light travels
through the material), and ܿ the concentration of the absorbing species. Hence, the
quantitative value of absorbance ܣ is based on, amongst other parameters, the reference
intensity level ܫ଴. In transmission spectroscopy, ܫ଴ can be assigned the value of the
incident light source intensity. However, this is not practicable in diffuse reflectance
spectroscopy, as performed in this study. Hence, ܫ଴ was based instead on the diffuse-
reflected signal from a piece of polytetrafluoroethylene (PTFE or TeflonTM), which
acted as a reference. The choice of this material was based on its relatively constant
optical properties over the UV to NIR wavelength range [8]. However, the use of PTFE
as a standard does have its associated problems. For instance, it has been observed that
physical characteristics such as thickness and surface roughness of the PTFE specimen
affect the angular properties of the diffuse reflected beam. Likewise, each chemical or
fabric sample reflects and scatters light in different ways. The spectra thus obtained
through diffuse reflection often contain a DC offset coupled with a linear or curving
function baseline shift as a result of scattering from the constituent samples and non-
systematic effects. A technique known as de-trending, described below, is particularly
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useful as a preprocessing step to enable comparisons between NIR spectra of chemicals
collected in situations where a truly constant reference level is not available.
3.3 Experiment
The instrumentation for the study was designed to achieve the best possible balance
between the definitive properties of an effective spectroscopic system, including a large
range of wavelengths, high dynamic resolution and high throughput.
3.3.1 Experimental arrangement
The layout of the optical bench used for the experiments is shown schematically and
photographically in Figure 3.1(a) and (b) respectively. The two main subsystems of this
arrangement were a source of broadband optical illumination and a diffuse reflectance
light collection system, attached to a spectrometer. Two halogen lamps were chosen as
the source of optical illumination for their large emission spectrum, especially in the
near infrared region. The beams from these lamps were collimated with the two lenses
labeled L1 in Figure 3.1(a), and then focused with lenses L2 to obtain a homogeneous
spot of illumination over a 5030 mm2 area on the surface of the sample under test.
Diffuse reflected light from the sample was then collected via lens L3 into an optical
fiber cable, which was connected to an NIR spectrometer. The spectrometer’s sensor
and internal grating were chosen to cover the wavelength range 860 – 2,200 nm, and
gave a combined resolution of 6.9 nm. The separation between the sample being
investigated and the collection subsystem was kept at 3 m to simulate chemical
identification at stand-off distances. The spectrometer, connected to a PC, was
controlled via SpectraSuiteTM software from Ocean Optics B.V. The integration time for
spectrometer sensor was set at 500 ms, and an average of four spectra was taken during
each reading to reduce noise. Detailed specifications of system components are given in
Table 3.1.
The measurements were performed on objects generally composed of a chemical in
granular solid form or in solution, held in a 50×50×10 mm3 glass cell hidden behind a
layer of fabric material. The choice of glass was based on its negligible absorbance
compared with the chemicals tested. For granular solids, there was a strong specular
reflection, and the inclusion of the PTFE reflecting surface was not needed. However,
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when spectral readings were taken with liquids, it was observed that the liquid itself,
being a weak scatterer, did not generate a sufficiently strong signal in diffuse
reflectance, especially when hidden behind a fabric layer. Hence, in order to augment
this signal level, a 10 mm thick PTFE block was placed behind each liquid sample, as
shown in Figure 3.1, to provide a uniform diffuse reflecting surface [8]. The reasons for
this reflector were given earlier in Section 3.2. The resulting arrangement is shown
schematically in Figure 3.2.
(a)
(b)
Figure 3.1 – (a) Schematic layout of the optical bench. (b) Photograph of the same arrangement
(lens L3 and optical fibre cable were moved back 3 m from the sample
before making stand-off spectral measurements).
It should be noted that the use of PTFE in this manner would not be possible in a
practical screening application. However, it may be appreciated that in such
applications, light would probably be diffused in a similar manner by other materials
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present behind the chemical, such as a second layer of clothing, human skin, packaging
material etc. The advantage of using PTFE in this case was based on its relatively flat
spectrum in the pertinent wavelength range, which did not introduce any additional
complication in the recorded spectra.
Table 3.1 – Specifications of components used in the optical bench.
Component Qty Vendor/ Model Specifications
Illumination subsystem
Halogen lamp 02 Ikea Power: 50 W.
Lenses L1 02 Thorlabs LA1979 Plano-convex; BK7; uncoated;f’ = 200mm;  = 50.8mm.
Lenses L2 02 Melles GriotLPX-60.0-51.9-C
Plano-convex; BK7; uncoated;
f’ = 100mm;  = 60mm.
Light collection subsystem
Lens L3 01 Thorlabs LA1131 Plano-convex; BK7; uncoated;f’ = 50mm;  = 25.4mm.
Optical fibre cable 01 Ocean OpticsVIS-NIR low OH fibre
Core = 600 µm;
numerical aperture = 0.22.
NIR spectrometer 01 Ocean OpticsNIR256-2.1
Sensor: InGaAs linear array (256 pixels);
sensitivity range = 860 – 2 200 nm.
Figure 3.2 – Optical bench arrangement depicting the use of a PTFE standard reflection block
with liquid samples.
In addition to its use as described above, the 10 mm thick PTFE block was also used to
record reference intensity ܫ଴. Intensity ܫwas then recorded with the chemical cell placed
as above, and absorbance ܣ calculated.
3.3.2 Clothing materials and hidden chemicals
In order to study the effects of different types of clothing on NIR spectra, a number of
different fabric samples were chosen, for the following reasons:
Clothing material
Collection
system
Illumination
system
Spectrometer
Cell containing
chemical (liquid
or granules)
Diffuse background
reflector (PTFE)
PC
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- to include a variety of fabric materials (cotton, acrylic, polyester, wool…),
- to study the effect of colour on the recorded NIR spectra (white, black,
multicoloured…),
- to include fabrics from different clothes (shirts, trousers…) that have different
thicknesses.
The fourteen fabric samples that were used are listed in Table 3.2, and shown in Figure
3.3.
Table 3.2 – Samples of clothing fabrics used for testing.
Sample # Fabric Colour Description
1 Unknown White/ Black (cheque) Thin texture (shirt); test sample
2 Polyester Black
3 Polyester White
4 Cotton 1 White Soft (vest)
5 Acrylic Off-white
6
Cotton 2
Blue
Same sample (originally white)
dyed in various colours
7 Yellow
8 White
9 Red
10 Black
11 Cotton/ Polyester White 50% content of each fabric
12 Wool Dark/ Patterned Thick texture (scarf)
13 Cotton 3 Black Thick texture (trousers)
14 Cotton (denim) Blue Trousers
Figure 3.3 – Photographs of the 14 fabric samples, identified by numbers
that correspond to the data in Table 3.2.
As can be seen, the range of samples represented a reasonable cross-section of common
clothing fabrics.
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The chemicals that were investigated are listed in Table 3.3. As seen, these included
ammonium nitrate, a fertilizer used in the agricultural industry that can be found in
improvised explosive devices (IEDs). It was obtained in two forms: (1) Fine powder
containing granules with diameter in the range 0.5 – 1 mm, and (2) coarse powder
comprised of even granules with 2 mm diameter and an anti-caking agent. Further
experiments were performed on (3-4) other ammonium salts to determine the
contribution of the ammonium ion. Additionally, experiments were performed with
aqueous solutions in given concentrations made from (5) absolute ethanol (>99%), (6)
30% w/v hydrogen peroxide, and (7) reagent grade ammonium nitrate in granular form.
Finally, the spectra of (8) table sugar were collected for comparison with fabrics
belonging to the same class of polymers.
Table 3.3 – Chemicals tested for detection in solid and aqueous solution forms.
SN Chemical Formula Supplier Form/ Concentration
1 Ammonium nitrate ܰܪସܱܰଷ Fisher scientific Powder
2 Ammonium nitrate ܰܪସܱܰଷ Sigma-Aldrich Large granules
1
3 Ammonium sulphate (ܰܪସ)ଶܱܵ ସ Fisher scientific Powder
4 Ammonium chloride ܰܪସܥ݈ Fisher scientific Powder
5 Ethanol ܥଶܪହܱܪ Fisher scientific
10, 20, 30, 40, 50, 60, 70, 80,
90, 100 % v/v
6 Hydrogen peroxide ܪଶܱଶ Fisher scientific 3, 5, 10, 15, 20, 25, 30 % v/v
7 Ammonium nitrate ܰܪସܱܰଷ(+ܪଶܱ) Fisher scientific 0.3, 0.5, 0.7, 0.9, 1.1, 1.3,1.5 g.ml-1
8 Sugar (saccharose) ܥଵଶܪଶଶܱଵଵ Costcutter Powder
3.3.3 Data pre-processing
Different pre-processing steps were carried out on the collected spectra before further
analysis, in order to enhance the useful features in the spectra, suppress noise, and
restrict the wavelength range to include only valid information. The processing routines
were implemented in MatlabTM, and involved the following steps:
 Filtering
 De-trending
 Wavelength range selection
1 The sherical prills are coated with clays or diatomaceous earth to reduce water absorption by the hygroscopic
ammonium nitrate. Fertilizers are often found in this form.
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 Amplitude translation
 Normalization
3.3.3.1 Filtering
The first step involved filtering the raw spectra to improve its signal-to-noise ratio. This
was a key step to enable subsequent extraction of useful chemical information from the
spectra, especially when working with exceedingly low (up to 10 times lower) spectral
amplitude signals for chemicals hidden behind fabric layers.
The kind of filter employed for the purpose was a Savitzky-Golay FIR smoothing filter.
This filter, also known as a digital smoothing polynomial filter or least-squares
smoothing filter, is typically used to smooth out a noisy signal whose frequency span
(without noise) is large. As such, it is deemed particularly suitable for filtering
spectroscopic data [9]. In this type of application, this filter performs much better than a
standard averaging FIR filter, which tends to filter out a significant portion of the
signal's high frequency content along with the noise. Conversely, although a Savitzky-
Golay filter is more effective at preserving the pertinent high frequency components of
the signal, it is less successful than a standard averaging FIR filter at rejecting noise. In
this context, a Savitzky-Golay filter may be regarded as optimal in the sense that it
minimizes the least square error in fitting a polynomial to frames of noisy data.
The filter used in this case comprised local 2nd-degree polynomial regression on a
moving frame of 15 or 7 spectral values, with the median value of each frame replaced
with the value of the corresponding polynomial evaluated at that point. A larger frame
size was used for granular solids (15) than aqueous solutions (7), to allow more
aggressive noise cancellation in the spectra of solids (at the cost of losing some high
frequency spectral peaks) while preserving sharp peaks in the relatively less noisy
spectra of the solutions.
3.3.3.2 De-trending
Each spectral reading taken during this study potentially incorporated a unique baseline
shift due to the different scattering properties of the samples and/ or small angular
variations in the relative positions of chemical cells, fabric samples and the reference
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PTFE specimen. Such factors were understood to influence the spatial distribution of
wavelengths in the diffuse-reflected signal, in turn affecting transmission through the
optical fibre cable connected to the detector, as the refractive index of the optical fibre
core (silica), and hence its acceptance angle, was wavelength-dependent. The resulting
distortion in the spectral baseline was more pronounced in the spectra of solids,
presumably due to greater scattering of the interrogating signal by these samples.
With the distribution of the diffuse reflected signal thus influenced by multiple factors,
it was observed that the resulting spectral baseline shift could be closely approximated
by 1st or 2nd degree polynomial curves. Thus, the spectra could be regressed in a least
squares sense to fit a polynomial ݌(ݔ) of the form:
݌(ݔ) = ݌ଵݔ௡ + ݌ଶݔ௡ିଵ+⋯+ ݌௡ݔ+ ݌௡ାଵ (3.2)
where ,݊ the degree of the polynomial, was set to either 2 or 1, and ݔ represented the
wavelength channels (independent variables). Having thus obtained the coefficients
(݌ଵ,݌ଶ,݌ଷ…), ݌(ݔ) was evaluated for all wavelength channels ݔ:
ݕ= ݌(ݔ) (3.3)
The vector ݕwas then used to calculate the de-trended spectra [10]:
ௗܵ = ܵ− ݕ (3.4)
where ௗܵ and ܵwere the de-trended and the original spectra respectively.
An illustration this process, using filtered absorbance spectra of white polyester fabric
recorded with two different reference levels, is given in Figure 3.4. As seen in Figure
3.4(a), the same absorption peaks occur in both cases, confirming the origin of these
peaks in the polyester sample. However, the baseline shift, dictated by the pertinent
reference levels, is different in each case and can be approximated with least squares
regression as shown. These regression functions are then used in (3.3) and (3.4) to
obtain the de-trended spectra shown in Figure 3.4(b). With the artificial baselines thus
removed and the spectra zero-centred, this demonstrates the effectiveness of this
technique in enhancing the spectral features and facilitating subsequent comparisons
amongst spectra.
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(a)
(b)
Figure 3.4 – Absorbance spectra of white polyester fabric sample, recorded with two different
references. (a) 2nd degree polynomial functions that fit the spectra in a least squares sense.
(b) Spectra in (a) after de-trending, illustrating same spectral features in the two cases.
The algorithm was mainly used to de-trend the spectra of solid chemicals. In the case of
liquids, weaker scattering generally amounted to a constant DC offset in the baseline,
which was eliminated as explained in Section 3.3.3.4.
3.3.3.3 Wavelength range selection
The spectrometer used in this study (see Table 3.1) had a default wavelength range of
854 – 2,620 nm. However, the range used for spectral analysis needed to be curtailed in
accordance with the sensitivity of the spectrometer’s sensor array. As seen in the
spectral response curve of the spectrometer (marked NIR256-2.1) in Figure 3.5 [11], the
sensitivity dropped sharply between 2,100 – 2,200 nm. Accordingly, the upper range
limit for all subsequent analysis was set at 2,000 nm.
In addition to the above, the nature of the spectra collected with liquid samples further
restricted the useable wavelength range. This resulted from exceptionally strong
absorption due to the first overtone of water (1,450 nm) [6], which typically saturated
A
bs
or
ba
nc
e
(O
D
)
A
bs
or
ba
nc
e
(O
D
)
λ (nm) 
73
Chapter 3: NIR spectroscopy through clothing
the spectra in the 1,400 – 1,800 nm wavelength range. An illustration of this
phenomenon is given in Figure 3.6(a), where the spectra of water and ethanol are seen
to saturate in the said range, irrespective of the contents or concentration of sample
solutions.
Figure 3.5 – Spectral response curve of spectrometer (marked NIR256-2.1) [11]
In order to verify the origin of this saturation, a number of spectral readings of water
were taken in glass cells of different sizes, thus varying the optical path length ݈ in
equation (3.1). The results are shown in Figure 3.6(b). As seen, the first overtone at
1,450 nm is well-defined for optical paths shorter than 1 mm, with spectral saturation
progressively setting in at longer path lengths. As all subsequent experiments were
conducted using chemical cells with a width of 10 mm (ref. Section 3.3.1.2), which
corresponded to a minimum optical path length of 20 mm in diffuse reflectance for
liquid samples, the upper wavelength limit for all liquid spectra was set at 1,350 nm.
3.3.3.4 Amplitude translation
This technique was used to correct the baseline shift in the spectra of chemicals in
solution form. In this case, the relatively low repeatability error, arising from factors
such as minor variations in the temperature of the sensor and positioning of the clear
sample solutions, introduced relatively less baseline distortion as compared with
granular solids. This typically showed up as a nearly constant amplitude offset (positive
or negative) across all wavelength channels. As the spectra of liquids were known to
saturate at wavelengths longer than 1,400 nm (see Section 3.3.3.3), this offset was
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removed by translating the spectra along the amplitude axis so as to have a constant
absorbance value at a specific wavelength channel (1 600 nm) in the saturated region.
Finally, with this DC shift implemented, the saturated regions were discarded as above.
The process generally produced spectra that were arranged in accordance with the
relevant sample concentrations in solution. This can be seen in Figure 3.7, which shows
spectra of ethanol samples in various concentrations pre-processed as above.
(a) (b)
Figure 3.6 – Spectral saturation due to the first overtone of water (1 450 nm). (a) Spectra of
water and two ethanol solutions, showing saturation in the 1 400 – 1 800 nm wavelength range
(measured in diffuse reflection with optical path ~20 mm; reference: empty cell with PTFE).
(b) Spectra of water for different optical paths (measured in transmission in glass cells
of different widths); the first overtone is defined for path lengths up to 1 mm.
3.3.3.5 Normalization
An optional final step involved normalizing the spectra to span the values between 0 –
1. This allowed enhancement of spectral features for effective comparisons, albeit with
the loss of original spectral amplitudes.
3.4 Results
3.4.1 Properties of clothing fabrics in the NIR region
The optical transmission characteristics of various clothing fabrics were investigated by
measuring the amplitude of through-transmitted signals over the 900 – 1,300 nm
wavelength range. An integrating sphere was used to measure the cumulative
transmission intensity over this range, in order to verify the presence of sufficient
through-transmitted signal levels in this region of the spectrum. The results are shown
for various fabric samples in Figure 3.8. As can be seen, most of the fabrics exhibit
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transmission levels that exceed 30% in this wavelength range. It can also be seen that
NIR transmission depends not only on the fibre material, but also on the particular
weave of the material.
Figure 3.7 – Spectra of water and ethanol solutions in various concentrations, after filtering,
translation and range selection (measured in diffuse-reflectance across optical path of 20 mm,
with reference to empty cell and PTFE)
Figure 3.8 – Transmission coefficients of fabric samples listed in Table 3.2. Measurements were
made in through-transmission, using an integrating sphere to determine the total
integrated transmission intensity over the 900 – 1,300 nm wavelength range.
This can be illustrated further by studying the weave pattern of three samples (cotton
no. 1, cotton no. 3 and denim (a rugged cotton twill textile)), using a conventional
optical microscope, as shown in Figure 3.9. For cotton no. 1 sample, clear air pores
between fiber strands are observed. On the other hand, cotton no. 3 and denim have
lower porosity due to tighter weave and larger diameter fiber strands, which serves to
reduce pore density. Hence, based on the relative transmission levels observed through
these samples, it was assumed that the main contribution to the NIR transmission
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coefficient was from photons transmitted through the pores. However, while Figure
3.9(d) shows that the pores in polyester sample are small compared with the size of the
strands, meaning polyester sample has lower porosity than cotton, the former was seen
to have a higher transmission coefficient. This was attributed to the fact that the
polyester sample was one of the thinnest samples tested, which aided in higher
transmission through the solid woven fibre. It thus appears that the weave pattern as
well as material thickness affect the scale of NIR transmission.
Figure 3.9 – Optical microscope photographs of selected fabric samples; (a) white cotton
(cotton no. 1), (b) black cotton (cotton no. 3), (c) denim and (d) white polyester.
The thickness t of each sample is also shown.
Figure 3.8 also shows that dye colour does not have any significant impact on optical
transmission in the NIR region. To study this further, the absorbance spectra of dyed
cotton samples (cotton no. 2 in Figure 3.8) were measured in diffuse reflectance with
the apparatus shown in Figure 3.1, over both the visible (main figure) and NIR (inset)
wavelength range. The reference intensity ܫ଴ was taken as the intensity of light reflected
by the 10 mm thick PTFE block in the absence of fabric sample. Each fabric sample
was then placed in turn in front of the PTFE block and the intensity spectra recorded.
SpectraSuiteTM was used to record all intensity levels and display the corresponding
absorbance spectra. As can be seen in Figure 3.10, dyes present strong absorption
characteristics in the visible wavelength range and the relevant absorption levels are
characteristic of the particular dyes, most likely based on the relevant colours. For
instance, a red dye appears red to the human eye because it reflects rays from 600 to 750
nm. Therefore, its absorption will be in the blue-green range, as seen in Figure 3.10.
Another important observation is that absorption amplitude in the NIR range is
approximately 10 times lower than that in the visible range, and does not depend to any
significant degree on the colour of the sample (the four curves are plotted on top of each
other in the NIR region). This latter characteristic is one of the reasons why the NIR
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wavelength range is considered to be a good choice for spectroscopy of materials
hidden behind clothing.
Figure 3.10 – Absorbance spectra of cotton no. 2 samples (ref. Table 3.2 and Figure 3.8) in
both visible (main window) and NIR (inset) wavelength range. Diffuse reflectance
measurements were made with reference to 10 mm thick PTFE block.
Data were filtered and 1st-degree de-trended.
The NIR absorbance spectra of various clothing materials were next measured using the
same procedure, with the results shown in Figure 3.11. Based on the spectral features
observed, the samples can broadly be classified as either synthetic (Figure 3.11(a)) or
natural (Figure 3.11(b)) fabrics. The absorption peaks of cotton, a natural fabric, occur
at 1,210, 1,488 and 1,935 nm, which is commensurate with the results reported in
literature (1,216, 1,490 and 1,930 nm [12]). Additionally, the spectra of wool, another
natural material, contain peaks similar to cotton at 1,490 and 1,935 nm. However, wool
seems to have very distinct spectral features at lower wavelengths as well, where a high
absorption peak in the 860 – 1,000 nm range sets it apart from the relatively flatter
profiles of all other materials at these wavelengths. With regards to synthetic materials,
the spectra of polyester are seen to contain peaks at 1,135, 1,389 and 1,665 nm, which
compares favorably with the results reported in literature with peaks at 1,128, 1,368 –
1,412 and 1,660 nm [12]. Moreover, the spectra of acrylic, also synthetic in nature,
exhibit similar features with a slight shift towards longer wavelengths.
As seen above, the differences between the results reported in literature and those
obtained here are relatively small, and attributable to the limited sampling resolution
(6.9 nm) of the spectrometer model used here. The average amplitude of recorded
spectra of clothing is around 0.1 optical density (O.D), which is a few orders of
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magnitude lower than the spectra of chemicals alone, as shown in the next section. This
is deemed to be a favorable outcome, as it points towards stronger absorption by the
chemical species than the concealing fabrics. Furthermore, absorption in fabrics is seen
to generally increase at longer wavelengths, and thus a stronger influence of clothing on
the spectra of hidden chemicals would be expected at wavelengths greater than 1,400
nm or so. Finally, it is seen that comparing the spectra of an unknown fabric sample
(such as ‘Check shirt’ in Figure 3.11(a)) with a known fabric’s spectrum allows an
inference to be drawn about the composition of such a sample. In this case, the said
sample might contain cotton and polyester in equal measure, as peaks of both these
fabrics are seen in the spectrum of the sample.
(a) (b)
Figure 3.11 – NIR spectra of fabrics: (a) Synthetic materials including polyester and acrylic,
and (b) natural materials including cotton, cotton-polyester, wool and denim. Diffuse
reflectance measurements were made with 10 mm thick PTFE block as reference.
Data were filtered and 1st-degree de-trended. DC offsets were
introduced in the displayed spectra for visual clarity.
Interestingly, the spectra of cotton are seen to have features in common with the spectra
of table sugar (saccharose or sucrose) as shown in Figure 3.12. This is borne out of the
fact that both cellulose (the main constituent of cotton) and sucrose (a disaccharide of
glucose and fructose) are polysaccharide polymers that have similar arrangements of C,
O and H atoms.
The above results demonstrate that NIR spectra can be recorded at stand-off distances of
3 m, and that the absorption in different types of clothing materials is relatively low
over the 0.9 – 2 µm NIR range. Thus, detection of certain chemicals behind clothing
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materials might be possible due to the significant transmission of NIR signals through
such barriers. The next set of measurements was thus designed to investigate this for
common chemicals in granular form.
Figure 3.12 – Absorption spectra of table sugar (sucrose) and white cotton.
Data were collected in diffuse reflectance, filtered and de-trended.
3.4.2 Solid chemicals (ammonium salts) and clothing materials
As explained previously, only molecules with high anharmonicity would be expected to
be strong absorbers in the NIR range. Hence, ammonium salts would be expected to
have similar spectral content due to N-H bonds in the NH4+ ion, but each would be
slightly different. To demonstrate that NIR spectroscopy is a viable technique for
detecting such chemicals concealed behind clothing, granular ammonium nitrate and
other ammonium salts were investigated as below.
3.4.2.1 Granular ammonium salts alone
Figure 3.13 shows the spectra of ammonium nitrate (NH4NO3), ammonium chloride
(NH4Cl) and ammonium sulphate (NH4SO3) with no clothing material present, using
PTFE as the reference reflector to record ܫ଴. It can be seen that ammonium nitrate from
two different commercial suppliers (ref. Table 3.3) had the same three absorption peaks
at 1,059, 1,272 and 1,568 nm, as indicated by the vertical dashed lines. The fine-grained
and coarse-grained forms of the salt might have had an influence on the baseline shift
(removed in Figure 3.13), but the physical form does not seem to affect the spectral
content. The 1,568 nm band corresponds to the 1st overtone stretch of N-H bonds,
whereas the 1,059 nm band corresponds to the 2nd overtone stretch. The 1,272 nm band
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is attributed to a combination of N-H stretching and N-H bending. This peak is also
related to a 2,012 nm peak which is well-documented in the literature [13].
Figure 3.13 – NIR absorbance spectra of ammonium salts containing nitrate, sulphate and
chloride ions (reference: 10 mm thick PTFE block). The measurements were
made in diffuse reflectance, filtered and 1st degree de-trended.
As explained in Section 3.3.3.3, the range of wavelengths over which the spectra were
collected was restricted to 860 – 2,000 nm for solid granules (and less for liquids – see
above), because the sensitivity of the spectrometer fell sharply at wavelengths above
2,100 nm. In this way, the overall signal-to-noise ratio (SNR) was increased. The
measurements indicted that ammonium sulphate had exactly the same absorption peaks
as ammonium nitrate, while the peaks of ammonium chloride were shifted by about 30
nm towards higher wavelength. This shift was attributed to the difference in electro-
negativity between nitrate and chloride ions.
3.4.2.2 Ammonium salts behind fabric layers
The data in Figure 3.14 is for ammonium nitrate and ammonium chloride when
positioned behind a checked cloth sample. Reference ܫ଴ in this case was taken as the
diffuse-reflected signal from the fabric sample, before the chemical cell was positioned
behind it. This served to enhance chemical detection as most of the spectral content of
the fabric sample was removed from the absorbance spectra collected. It may be noted
that the PTFE block was not used in this set of measurements in order to allow closer
approximation to a real-life application.
The resulting spectra demonstrate that even with clothing present, the expected NIR
absorption peaks of ammonium nitrate and ammonium chloride remained intact, with
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the 30 nm shift in ammonium chloride spectra as mentioned above still present. It can
also be seen that the amplitude of these spectra is about 0.08 O.D, which is on the same
order of magnitude as the spectra of fabric samples in Figure 3.11, and approximately 6
times lower than the spectra of the chemicals alone in Figure 3.13.
Figure 3.14 – NIR absorbance spectra of ammonium nitrate and ammonium chloride behind
a synthetic check shirt (reference: fabric sample). The measurements were
made in diffuse reflectance, filtered and 1st degree de-trended.
A further study was carried out to test ammonium nitrate concealed behind different
clothing materials. The results, divided between the spectra collected with synthetic
fabrics and natural fabrics, are shown in Figure 3.15. The amplitude of the recorded
spectra in each case depended on the NIR signal transmitted through individual fabric
samples. Hence, all spectra were normalized to an amplitude range of 0 to 1 in order to
facilitate comparisons.
The results show that, although the spectral features of ammonium nitrate (peaks
marked by dashed vertical lines) remained well-preserved behind synthetic fabrics, they
became relatively less distinct behind natural fabrics. However, even for the worst case
of denim, which had exceptionally low transmission coefficient as shown in Figure 3.8,
the three expected peaks were still present with very little shift in wavelength. As
previously discussed, this increased attenuation of the signal through the fabric sample
was a consequence of increased scattering by the fibers resulting from a lack of air
pores.
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(a) (b)
Figure 3.15 – Absorbance spectra of coarse-grained ammonium nitrate granules (provided by
Sigma-Aldrich Ltd) (a) behind synthetic fabrics, and (b) behind natural fabrics. The
measurements were made in diffuse reflectance, with reference to the fabric
samples. Spectra were filtered, de-trended and normalized.
3.4.2.3 Varying separation between fabric sample and chemical cell
The effect of an air gap between the fabric sample and chemical cell was also
investigated by varying this gap from 0 to 20 mm. The results are shown in Figure 3.16.
Although the spectral amplitude was seen to decay exponentially with increasing air gap
behind most fabrics, it was still possible to measure spectra with amplitudes greater than
0.01 O.D with the largest air gap between the cloth and the chemical cell.
Figure 3.16 – Spectral amplitudes of coarse-grained ammonium nitrate (provided by Sigma-
Aldrich Ltd) behind different fabrics for varying air gap between the sample and the clothing
material. The peak-to-peak amplitude is plotted between the 1 169 nm minimum and the 1 279
nm maximum. This was obtained from filtered and de-trended spectra measured in diffuse-
reflectance with reference to the fabric samples.
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The curve for denim appeared almost flat as the amplitude of the signal reached the
level of noise after a few millimeters. This meant that the modulation of denim’s spectra
by ammonium nitrate was on the same order of magnitude as the natural variations in
those spectra (due to surface roughness, temperature etc.). However, as already
mentioned, denim in this context presented the worst case scenario. Improvements in
the quality of illumination of samples would increase the SNR, which would be
especially beneficial in the case of fabrics with such dense weave structures.
3.4.3 Liquid chemicals and clothing materials
In the following sections, spectra of liquid chemicals are presented in solution
concentrations given in Table 3.3, followed by spectra of the same chemicals placed
behind different clothing fabrics. Distinctive spectral features recorded in each case are
discussed alongside.
3.4.3.1 Liquid chemicals alone
Absorbance spectra of ethanol, hydrogen peroxide and ammonium nitrate in various
concentration solutions are shown in Figures 3.17, 3.18 and 3.19 respectively. All these
measurements were made in diffuse reflectance with total path length 20 mm, and the
spectra were pre-processed through filtering and amplitude translation. Absorbance
values were recorded with reference to signal ܫ଴ from the PTFE block placed behind (a)
an empty cell; (b) a cell containing water. The spectra collected in the former case
(Figures 3.17(a), 3.18(a) and 3.19(a)) demonstrate the influence of water content in each
case, where the characteristic features of water tend to dominate the spectral profile.
However, measuring absorption with reference to water established water as the
baseline (the zero-amplitude axes in Figures 3.17(b), 3.18(b) and 3.19(b)), so the
resultant spectral amplitudes were proportional to the magnitude of their departure from
the spectra of water. It is worth noting that spectra measured in this manner i.e. with
reference to water exhibit higher amplitude resolution amongst different concentrations,
while emphasizing features that are unique to the constituent chemicals.
The spectral peaks marked in graphs (a) at 977 nm and 1,182 nm are characteristic
peaks of water. Similarly, the peaks and valleys marked in Figure 3.17(b) at 970 and
1,155 nm, in Figure 3.18(b) at 1,066 and 1,203 nm, and in Figure 3.19(b) at 960, 1,149
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and 1,196 nm are amongst the characteristic features of ethanol, hydrogen peroxide and
ammonium nitrate solutions respectively.
(a) (b)
Figure 3.17 – Absorbance spectra of water and ethanol in various concentrations, measured
with reference to a block of PTFE placed behind (a) an empty cell; (b) a cell containing water.
In Figure 3.17(a), the apparent decrease in the amplitude of the peak at 1,182 nm with
increasing concentration of ethanol samples is an anomaly introduced by the filtering
step, as the relevant peak of ethanol is too sharp to be accurately preserved.
(a) (b)
Figure 3.18 – Absorbance spectra of water and hydrogen peroxide in various concentrations,
measured with reference to a block of PTFE placed behind
(a) an empty cell; (b) a cell containing water.
It may be noted that while the influence of water is apparent in all cases, the spectra of
hydrogen peroxide in Figure 3.18(a) are especially close to the spectra of water. This is
deemed to be a consequence of the relatively low concentrations of hydrogen peroxide
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used in measurements as compared with either of the other two chemicals, as well as
similarities in the chemical structure of water and hydrogen peroxide. Further, the
amplitudes of peaks and valleys in all spectra measured with reference to water are seen
to vary linearly with concentration, with the possible exception of the valley of
hydrogen peroxide at 1,203 nm (Figure 3.18(b)). The loss of definition in the latter case
is again an outcome of the relatively less distinctive features in the spectra of hydrogen
peroxide, especially at the available concentrations.
(a) (b)
Figure 3.19 – Absorbance spectra of water and solutions of ammonium nitrate in various
concentrations, measured with reference to a block of PTFE placed behind
(a) an empty cell; (b) a cell containing water.
3.4.3.2 Liquid chemicals behind fabric layers
Spectra were collected for all liquid samples placed behind specific fabric layers. The
fabrics used in these measurements included samples of polyester, cotton, acrylic and
wool (samples no. 3, 4, 5 and 12 in Table 3.2). The spectra of ethanol, hydrogen
peroxide and ammonium nitrate solutions placed behind these fabric samples are shown
in Figures 3.20, 3.21 and 3.22 respectively. All these spectra were recorded in diffuse
reflectance with the samples arranged as shown in Figure 3.2. The total optical path
length, therefore, comprised the path traversed through the liquid (20 mm) and twice the
thickness of the fabric sample (at initial incidence and after reflection). The spectra were
pre-processed by filtering and amplitude translation. Reference intensity ܫ଴ was
recorded with the PTFE block placed behind (a) an empty cell, with the relevant fabric
sample placed in front; (b) a cell containing water, again with the relevant fabric sample
covering the front end.
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(a) (b)
Figure 3.20 – Absorbance spectra of water and ethanol in various concentrations, placed
behind different fabric layers, measured in diffuse reflectance with reference to a block of PTFE
placed behind (a) an empty cell covered with the fabric sample; (b) a cell containing water,
covered with the fabric sample.
In order to facilitate comparisons, the vertical dotted lines marking spectral features in
all the above spectra have been drawn at the same wavelength channels as in the
corresponding spectra without fabric layers in Section 3.4.3.1. Accordingly, the spectral
features of ethanol may be compared between Figures 3.17 and 3.20, and so forth. In
graphs (a), the peaks of water at 977 and 1,182 nm can still be seen, although the latter
peak appears somewhat distorted. In general, the fabric layers appear to introduce a
measure of distortion in all spectra, which is especially noticeable at wavelengths
greater than 1,100 nm. This becomes more evident in graphs (b), which now reflect the
extent to which spectra of hidden chemicals differ from the spectra of hidden water
sample (taken as reference). As seen, the resulting features are generally different to
87
Chapter 3: NIR spectroscopy through clothing
those recorded in graphs (b) in Figures 3.17 – 3.19, which show the differences between
the chemical and water samples used alone.
(a) (b)
Figure 3.21 – Absorbance spectra of water and hydrogen peroxide in various concentrations,
placed behind different fabric layers, measured in diffuse reflectance with reference to a block
of PTFE placed behind (a) an empty cell covered with the fabric sample; (b) a cell containing
water, covered with the fabric sample.
Interestingly, however, the changes introduced by the fabric samples in the spectra of
each chemical appear to be quite independent of the type of fabric. This opens up the
possibility of detecting such hidden chemicals using calibration models trained with the
spectra of chemicals concealed behind a representative set of fabric materials, with the
models able to extrapolate to detect chemicals behind fabrics not included in the
training data. This is the subject of the next chapter.
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(a) (b)
Figure 3.22 – Absorbance spectra of water and ammonium nitrate in various concentrations,
placed behind different fabric layers, measured in diffuse reflectance with reference to a block
of PTFE placed behind (a) an empty cell covered with the fabric sample; (b) a cell containing
water, covered with the fabric sample.
3.5 Discussion and conclusions
It has been shown that NIR spectroscopy is a promising method for identification of
chemicals concealed behind layers of clothing, especially if used in conjunction with
appropriate chemometric analysis. In particular, it has been demonstrated that this
technique could be used as a remote detection method at stand-off distances of up to 3
m. Granular solids and aqueous solutions both have a significant effect on an incident
NIR signal, which then allows the detection of recognizable NIR spectra of chemicals.
This includes ammonium nitrate in solid or solution form, concealed behind different
clothing materials. Further experiments with other solid chemicals like nitrate salts and
saccharose (sucrose) have also indicated that ammonium salts have specific well-
marked peaks of absorption. Additionally, the distortion introduced by fabric layers in
the spectra of liquid samples seems not to be unduly dependent on the type of fabric
involved. This property might allow development of calibration models capable of
extrapolation to detect chemicals hidden behind unknown fabric materials.
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In a real-life application, such as personal screening at airports, the measurements
would be more difficult, and enhancements to the technique would have to be
considered. Thus, for example, the light source could be modulated in order to use a
lock-in amplifier after the detector array. This could significantly improve the SNR of
the measurement and additionally provide suppression of background-related signals.
Furthermore, multivariate calibration techniques (such as PCR, PLSR, neural networks)
could be used to determine the presence and concentration of a certain chemical, even in
the form of mixtures and in the presence of interferents/ outliers. The use of such
techniques has been studied and is the subject of the next two chapters.
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Chapter 4
Multivariate calibration of spectroscopic data
4.1 Introduction
This chapter explores the chemometric multivariate analysis of NIR spectral data, and
was carried out to detect specific chemicals in aqueous solutions when concealed behind
a layer of clothing [1]. As described in Chapter 3, concealment modifies the spectrum of
a particular chemical when recorded at stand-off ranges of 3 m in a diffuse reflection
experiment. Multivariate analysis of the collected spectra has been performed with
neural network-based pattern recognition/classification to identify a particular chemical,
followed by partial least squares regression (PLSR) to quantify the concentration in
solution of the chemical identified. The use of neural networks in this application serves
to overcome nonlinearities in the calibration/ training dataset, affording more robust
modelling. The work has been shown to both allow detection of specific chemicals
concealed behind a single intervening layer of fabric material, and to estimate the
concentration of certain liquids. It has recently been published [2].
The study falls within the general area of security screening, where the development and
use of scanning techniques that allows detection of concealed chemicals has been
gaining increasing importance in recent years. In particular, the need to identify certain
chemicals beneath a layer of clothing is of interest [3-6]. The application considered
here concerns detection of specific chemicals in aqueous solution, accomplished using
calibration models developed through statistical multivariate analysis of the relevant
NIR spectra [7]. The technique can be applied, for instance, to the detection of liquid
compounds such as hydrogen peroxide that could be used to constitute improvised
explosive devices (IEDs) [8].
In the present study, the NIR spectra of several different chemicals have been collected,
and used to demonstrate their detection, even in the presence of an intervening layer of
clothing. This simulates such a chemical hidden within the clothing of, for example, a
terrorist, and could lead in future to a personal screening system for the identification of
specific liquids. It will be realized that this introduces a number of variables into the
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problem; for this reason, a study has been undertaken into the use of different methods,
whereby the identification of a particular chemical, and/or an estimate of its
concentration, can be made.
The structure of the spectral data in the context of this study is such that the number of
regressors p (the x-variables constituting NIR wavelengths over which the spectra are
recorded) is significantly larger than the total number of observations n (p >> n). This is
accompanied by multi-collinearity and resultant redundancy, as well as lack of
selectivity, amongst the p x-variables. This leads to non-productiveness of univariate
data analysis (based on a single x-variable, or spectra recorded at a single wavelength)
to accurately predict the presence of the specific chemical in a given concentration y.
This necessitates prediction modelling through multivariate analysis [9]. Additionally,
this approach affords the ability to carry out outlier detection, i.e. identification of
samples whose characteristics show a significant departure from those of the majority
data. In the context of this study, this involves samples with constituents such as
clothing types or hidden chemicals that are different from those that the model has been
calibrated to detect. As mentioned, univariate calibration precludes such outlier
detection.
There is a wide range of calibration methods based on multivariate analysis of spectral
data, where each approach offers certain advantages in specific calibration scenarios
[10]. This necessitates careful consideration and choice of a calibration method that
allows best use of the information contained in the relevant NIR spectral data while
overcoming any shortcomings posed by the structure of the particular datasets.
In the following, the experimental arrangement used for the collection of NIR spectral
data at stand-off distances of several meters will be reviewed, followed by some
examples of the types of spectra that can be recorded using this technique. It will be
demonstrated that the presence of a clothing layer between the NIR instrumentation and
the chemical sample leads to complications that require the use of relevant calibration
models. Following on from this, a discussion is presented about the choice of calibration
techniques, data pre-processing, optimization of the relevant models, and validation of
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their predictive ability using test data. This would allow the presence of a particular
chemical to be identified.
Having shown that detection of particular chemicals is possible, further steps are
required to estimate the concentration of a particular chemical in solution concealed
behind clothing fabric. While this would be of secondary interest in a security scanning
application, it was felt interesting to examine whether this could be achieved. As will be
seen, the signal amplitude obtained in the presence of an intervening fabric layer is seen
to diminish by a significant factor, making accurate concentration estimates difficult.
However, an estimate within a certain range of values is still possible. More accurate
concentration estimates could be obtained using the same data collection apparatus, but
with the chemical sample removed from the clothing. This would represent a situation
where the unwanted chemical has been identified in a security scan and removed from
the person for further testing. Subsequent sections will thus describe results of
concentration estimation both in the presence and absence of an intervening clothing
layer.
4.2 Experimental arrangement
4.2.1 Optical bench
The optical bench arrangement used for the collection of NIR spectra has been
described in detail in Chapter 3 (Section 3.3.1). As explained, the liquid chemicals were
contained within 50×50×10 mm3 glass cells which exhibited negligible absorbance of
NIR frequencies relative to the chemicals tested. The amplitude of the diffuse reflected
signal from the liquid cells was augmented by placing a 10 mm thick PTFE block
behind the cells to provide a uniform reflective surface [11]. With this arrangement in
place, the absorbance spectra became saturated at wavelengths longer than 1,400 nm,
which was expected in lieu of the first overtone of water at 1,450 nm as explained in
Chapter 3 (Section 3.3.3.3). The upper wavelength limit was therefore set at 1,400 nm.
Additionally, all spectral readings were taken with the light-collection optics placed at a
stand-off distance of 3 m from the chemical/ fabric samples (an important consideration
in any future security screening application). The integration time of the spectrometer
was set at 400 ms, and an average of four spectra was taken in each case to reduce
noise.
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4.2.2 Chemical solutions and fabric samples
The chemical samples used to collect the calibration and test NIR spectra comprised
binary solutions in distilled water of ethanol, hydrogen peroxide and ammonium nitrate,
prepared in varying concentrations. While the latter two chemicals were chosen for their
potential use in improvised explosives, the former was chosen as an example of a
substance controlled by customs. Additionally, from the standpoint of chemical
composition, these three solutions had all the main XHn functional groups, namely C-H,
O-H and N-H, represented between them. As absorption in the NIR band is dominated
by these groups [12], it was felt interesting to include chemicals that encompassed these
features. Note, however, that the study details results for hydrogen peroxide as an
example of an important chemical in solution, whose concentration is an important
variable in security screening.
The results reported herein were gathered with the range of chemical concentrations and
concealing fabric samples shown in Table 4.1. In general, a sample of each chemical
concentration listed was used to record four spectral readings, one in the presence of
each of the four concealing fabrics. In the case of hydrogen peroxide, however, twice as
many readings were taken as the chemical could only be obtained at concentrations up
to 30% (the highest available commercially). This chemical was obtained from two
different suppliers, and separate scans were carried out with samples from each supplier
to check consistency of the measurement. Note that four repeat measurements were
taken with every chemical cell/ fabric combination, and averaged to obtain the final
spectra.
Table 4.1 – Sample constituents used to gather calibration and test data.
Type Constituent Concentration/ Fabric structure (Figure 4.2) # of samples
Target
chemical
Ethanol 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100% 50
Hydrogen Peroxide 3, 5, 10, 15, 20, 25 and 30% 64
Ammonium Nitrate 0.3, 0.5, 0.7, 0.9, 1.1, 1.3 and 1.5 g/ml 28
Disruptive
fabric layer
Polyester Synthetic fibre; highly regular texture
One specimen
of each material
used to conceal
the chemicals
Cotton Natural fibre; relatively regular and tightly woven
Acrylic Synthetic fibre; regular, with large pores
Wool Natural fibre; highly chaotic texture
In an operational context, the concentrations of ammonium nitrate solution given in
Table 4.1 were deemed relevant based on the strong oxidizing property of the
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compound, which allows it to potentially react violently with organic and combustible
materials as well as reducing agents to cause fire and explosion [13]. The risk could not
be disregarded even in its most dilute form, as a sufficiently large explosive booster
would magnify its sensitivity to detonation, especially if coupled with heat/ shock, or
evaporated to near-dryness [14]. Similarly, hydrogen peroxide as a strong oxidant could
prove extremely dangerous especially in high concentration [15], reacting violently with
reducing agents. However, its use in concentrations as low as 6% to synthesize
peroxide-based explosives [16] such as hexamethylene triperoxide diamine (HMTD)
rendered detection at all concentrations desirable. Finally, binary solutions of ethanol in
10-100% concentration were in conformity with the values encountered in practice.
Note that the samples tested were restricted in this study to those with security or border
control implications; other liquids (such as soft drinks for example) were not
considered.
The particular fabric specimens used here were chosen to represent a selection of
synthetic (polyester and acrylic) and natural (cotton and wool) materials commonly
used in clothing. In Chapter 2 (Section 2.3), the optical transmission and scattering
properties of such fabric materials were investigated in detail to establish that the
overall magnitude of NIR through-transmitted or diffuse-reflected energy from a sample
was the function of its porosity and thickness. However, as these latter properties were
not directly linked with the material of the fabric – 100% cotton fabrics, for instance,
incorporate a wide range of thicknesses and porosities – they were deemed to exert
influence by restricting the number of incident photons passing through the fabric
unimpeded. Of somewhat greater relevance to this application, therefore, was the
observation detailed in Chapter 3 (Section 3.4.1) that the fabrics produced NIR
absorption spectra that were characteristic of the particular fabric material [17]. This
latter phenomenon has been reviewed here using the spectra of the four specimens used
in this study. These spectra, measured with reference to the source intensity signal
reflected by the PTFE block, are shown in Figure 4.1.
The spectral features of cotton (absorption peaks at 1,210, 1,490 and 1,935 nm), and
polyester (peaks at 1,135, 1,389 and 1,665 nm) are similar to the results reported in
literature [18]. Moreover, the spectra of polyester and acrylic have very similar features,
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with the latter shifted slightly towards longer wavelengths. This might be a consequence
of both these being synthetic materials. Finally, wool seems to have very distinct
spectral features at lower wavelengths, where a high absorption peak in the 860-1,000
nm range sets it apart from the relatively flatter profiles of all other specimens. As high
absorption below 1,400 nm was understood to make detection of chemicals across a
layer of wool more challenging, this specimen was chosen to test the robustness of the
relevant calibration models.
Figure 4.1 – Absorbance spectra (with reference to incident source intensity)
of the four fabric specimens used to conceal the chemical samples.
The surface structure and weaving pattern of fabric samples used is shown in Figure
4.2.
Figure 4.2 – Fabric samples as seen through optical microscope.
These images show polyester with the most regular surface texture, while acrylic is seen
to have relatively large pores. These characteristics are deemed to aid in higher through-
97
Chapter 4: Multivariate calibration of spectroscopic data
transmission as compared to the chaotic texture of wool and the tighter weave of cotton.
As higher overall through-transmission would serve to reduce the amplitude of all
spectral features seen in Figure 4.1, this might be a factor influencing the relatively
lower amplitudes of absorption peaks in the spectra of polyester and acrylic.
4.2.3 Reference level for absorbance spectra
Target spectra were obtained with single chemical cells either placed behind one of the
fabric layers or kept unconcealed. All absorbance spectra used for subsequent
calibration modelling/ testing were measured with reference to the spectrum of water:
ܣ = − logଵ଴
ூೄିூವ
ூೃିூವ
(4.1)
where ܣ is the absorbance in optical density units, while ܫௌ, ܫ஽ and ܫோ are respectively
the optical intensity levels measured with the sample, without the source of illumination
(dark spectrum/ noise floor) and with the reference sample (in this case, distilled water
plus any intervening fabric layer). Thus, the baseline is defined as the case where
ܫௌ = ܫோ (or ܣ = 0). Taking the spectrum of water as the reference level in this way
enables the focus of subsequent calibration steps to be separated from the influence of
the spectrum of water; otherwise, characteristic peaks of the latter tend to overshadow
the spectral features of the particular analytes. Accordingly, while the pertinent
chemical species represent targets of interest to be detected through calibration
modelling, the intervening fabric layers essentially pose as disruptive scatterers whose
influence must be overcome to enable such modelling.
In order to illustrate the extent to which the spectra are influenced and modified by
intervening fabric layers, the spectra of water obtained before and after the liquid cell is
concealed behind a layer of fabric (cotton) are shown in Figure 4.3(a) and (b)
respectively. In the latter case, the spectral content is seen to be radically different to
that of water, with the absorption peaks of cotton (shown in Figure 4.3(c) and detailed
in Figure 4.1) clearly dominant. This shows that spectra recorded with an intervening
fabric layer are dominated by the reflection from the surface of the fabric layer. By
taking the spectrum of the fabric as baseline reference ܫோ in (4.1), we obtain the
spectrum shown in Figure 4.3(d) which, as expected, is a close match to that of water,
albeit with a diminished amplitude (reduced 97% from Figure 4.3(a) in this case). This
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highlights the need to develop robust calibration models if any of the chosen liquids is
to be identified when concealed behind clothing.
4.3 Identifying chemicals: Classification and quantification
Chemical identification was performed by processing recorded spectra in Matlab® as
follows: First, a classification process was used to determine whether the sample
contained a chemical of interest. This was accomplished through a pattern recognition/
classification step, using a feed-forward/ back-propagation neural network (NN).
Secondly, in case of an affirmative outcome from this procedure, a second calibration
model was used to quantitatively measure the concentration of the relevant chemical in
aqueous solution. This was accomplished through a model developed using PLS
regression. These two aspects are now considered separately.
Figure 4.3 – Effects of intervening cotton fabric layer on the spectrum of a liquid. Shown are
spectra recorded for (a) water only, (b) water concealed behind a fabric layer (cotton),
(c) fabric sample placed on its own, and (d) water concealed behind a fabric layer,
with the fabric material taken as reference.
4.3.1 Classification using NN
4.3.1.1 Choice of NN
The choice of NN as the calibration technique was based on the nonlinear characteristic
of the sample data given in Table 4.1, as well as the capability of NNs to overcome
some of the inherent limitations of competing parametric and non-parametric
classification methods such as Soft Independent Modelling of Class Analogy (SIMCA)
and K-nearest-neighbours (KNN) respectively [19, 20]. Additionally, the versatility of
NNs in modelling data with unknown/ nonlinear functional relationships [21-25] as well
99
Chapter 4: Multivariate calibration of spectroscopic data
as linear data [6] was deemed to be well-suited to this case. The choice of NNs as a
primary calibration technique in all cases has been advocated in literature [10], provided
test samples remain within the calibration space and a sufficiently large number of
calibration samples is available. In the context of this study, however, test samples were
understood to possibly include outliers not covered by the calibration domain defined
by the available calibration data: This was addressed by subsequent PLSR-based outlier
detection to increase confidence in the initial NN-based detection. Additionally, the
relative paucity of calibration samples was addressed by adopting a particular NN
variant as explained below.
The usual technique used to control NN training in a way that ensures the trained
network is capable of generalization and is not over-fitted on the training data, involves
splitting the training dataset to designate part of it as a validation set, and carrying out
training epochs with the leftover training data. At the end of each epoch, the NN is
simulated with the validation set to monitor network error. Training is continued while
the magnitude of this validation error registers a decrease after each epoch, and ceased
at the onset of overfitting signified by an increase in validation error.
However, in lieu of the relatively small training dataset in this study – out of a total of
142 samples detailed in Table 4.1, around half were included in the training dataset, and
the remaining half were reserved as an independent test set – it was felt desirable to
train the NN in a manner that precluded this need to split the training data, while
adequate safeguards were put in place through alternate means to prevent overfitting
and ensure requisite generalization capability of the trained network. This was
accomplished by training the NN with a Bayesian learning algorithm [26] used in
conjunction with Levenberg-Marquardt optimization [27]. Here, the modified
performance function ܲ which was minimized through successive training epochs, was
a linear combination of ܯ ܵܧ and ܯ ܹܵ , the mean-squared errors and mean-squared
weights of the network respectively:
ܲ = ߙܯ ܵܧ + (1 − ߙ)ܯ ܹܵ (4.2)
where ߙ was the performance ratio explained below, and
ܯ ܵܧ = ଵ
௠
∑ ௜݁
ଶ௠
௜ୀଵ (4.3)
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ܯ ܹܵ = ଵ
௡
∑ ݓ௝
ଶ௡
௝ୀଵ (4.4)
where ݉ was the number of samples in the training set, ௜݁ the network error i.e.
difference between the true (desired) and actual network response to t݅h training sample,
݊ the number of synaptic weights and biases in the hidden and output layers of the
network, and ݓ௝ the t݆h weight/ bias. Both ܯ ܵܧ and ܯ ܹܵ were evaluated at the end of
each training epoch, and the network was error-adjusted accordingly. The performance
ratio ߙ in (4.2) was determined statistically based on the variance of network weights
and biases, which were treated as random variables with specific distributions.
As shown above, the performance function ܲ was designed to reduce network weights/
biases in addition to network errors as training progressed, which provided for smoother
network convergence while preventing overfitting. Additionally, a pre-processing step
was used as explained below to compress input spectra to their first few principal
components (PCs) so as to restrict the size of the hidden layer to the smallest practicable
level. This served to reduce the effective number of network parameters used by the
trained network to a minimum, thereby limiting the relevant degrees of freedom as a
further measure to prevent overfitting and enhance generalization. As mentioned above,
these measures were felt necessary in view of the relatively small training dataset. With
their inclusion in the training algorithm, additional measures such as the optimal brain
surgeon (OBS) algorithm [28] were deemed superfluous for this application.
4.3.1.2 Data pre-processing
The first pre-processing step involved filtering the spectra with a Savitzky-Golay finite
impulse response (FIR) filter [29], which comprised local 2nd degree polynomial
regression on a moving block of 15 values to determine the smoothed value at each
point of the spectrum. A number of further processing steps were considered [30-32] to
pre-process the training and test data, and the following were adopted based on direct
relevance and performance.
First, the standard normal variate of individual spectra was taken [33], which involved
mean-centring each observation thus eliminating baseline shift, followed by
normalizing the observations so the standard deviation of each was set to 1, thus
cancelling spectral drift. Although the latter resulted in loss of amplitude information in
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the absorbance spectra, this was of little consequence as the objective of the neural
processing step was based solely around classifying the analyte as a member of one of
the target classes. Quantification of analyte concentrations using the amplitude
information involved further steps.
Next, the number of nodes in the input, and consequently hidden, layer of the NN was
minimized by reducing the dimensions of the input spectra [34] from the original 80
wavelength channels to their first 10 PC scores [35]. This was necessitated by the need
to optimize NN topology by cutting down the degrees of freedom available to the
network to guard against the problem getting over-determined [36]. Subsequent to
completion of training, test spectra were projected onto the pertinent PC space using
loadings that had been obtained with the calibration samples.
4.3.1.3 Training & testing
A plot of the scores of first three PCs of the dataset (Table 4.1) is given in Figure 4.4.
This shows the clustering effect of the different chemical bonding (mainly the N-H, O-
H and C-H bonds) in constituent chemicals that gives rise to characteristic spectral
features [37].
Figure 4.4 – Scores of the first three principal components of the data,
which exhibits clustering.
Of the samples shown in Figure 4.4, around half (72 of the total 142) were used for
training the NN while the remaining half were used as an independent test set. In order
to split the data between training and test sets, the implications of the relevant ASTM
guidelines [38] were considered, and different data splitting algorithms such as the
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duplex [39] and KS [40] algorithms were tried; however, this approach did not make
adequate allowance for testing the model’s ability to extrapolate training data [41] to
account for new test spectra collected, for instance, with the chemicals concealed behind
a fabric sample not used in training. Therefore, the samples were principally divided to
include the spectra collected with two types of fabrics each in the training and test sets.
However, a few sample spectra of hydrogen peroxide (uncovered and with polyester
layer), collected in addition to the training data, were also included in the test data set.
The resultant makeup of the two sets is shown in Table 4.2, with sample distribution in
terms of the first three PC scores shown in Figure 4.5.
Table 4.2 – Datasets used to train and test NN to classify chemical constituents.
Data type Chemical Concealing layer # samples
Training data
Ethanol (10% – 100% solutions)
Uncovered 10
Polyester 10
Cotton 10
Hydrogen Peroxide (3% - 30% solutions)
Uncovered 7
Polyester 7
Cotton 7
Ammonium Nitrate (0.3 – 1.5 g/ml solutions)
Uncovered 7
Polyester 7
Cotton 7
Test data
Ethanol (10% – 100% solutions)
Acrylic 10
Wool 10
Hydrogen Peroxide (3% - 30% solutions)
Uncovered 13
Polyester 9
Acrylic 14
Wool 7
Ammonium Nitrate (0.3 – 1.5 g/ml solutions) Acrylic 7
The hidden and output layers were assigned 2 and 3 nodes respectively, with hyperbolic
tangent sigmoid transfer functions to adapt to the non-linear data [25]. Classification
was implemented using three 3-element binary target vectors, where a single element of
each vector was set to 1 to signify one of the three possible chemical solutions. Starting
from a number of initial conditions, the network was seen to converge onto constant
values of ܯ ܵܧ, ܯ ܹܵ and effective number of parameters after 20-25 training epochs,
at which stage the training was stopped. Moreover, the effective number of parameters
in the trained network was observed to remain approximately constant (around 31)
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when the number of hidden nodes was increased, which confirmed proper convergence
of the ܯ ܹܵ parameter at the end of training.
Figure 4.5 – First three PC scores showing the distribution of training and test sets.
4.3.1.4 Results
The classification of test data carried out by the trained NN is shown in Figure 4.6. The
majority of samples were classified correctly, and this included all of the samples at
higher concentrations. Not surprisingly, the task was more difficult at lower
concentrations. As seen, out of the 70 test samples given in Table 4.2, six were
misclassified. Four of these were samples of hydrogen peroxide concealed behind
acrylic (3% – 15% concentration), while two were hydrogen peroxide concealed behind
wool (5% and 10% concentration). The relatively low concentrations of these samples
meant that the pertinent absorption spectra had few particularly distinct features with
reference to water, which rendered their categorization less definitive than higher
concentration samples.
As seen, ethanol and ammonium nitrate samples of all concentrations, concealed behind
fabrics not included in the training data, were correctly classified. The characteristic N-
H and C-H bonds in these samples allowed relevant absorption spectra to retain a
relatively higher proportion of characteristic features to enable recognition even at
lower concentrations.
Based on these results, a safe detection limit for hydrogen peroxide concealed behind a
fabric layer could be set at 15% concentration, while the limit in the case of ammonium
nitrate and ethanol would be below the lowest concentrations used here, i.e. 10%
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ethanol and 0.3 g/ml ammonium nitrate solution. No variation in these detection limits
is expected within the purview of the current experimental arrangement, as simulating
the trained network with spectra from fresh samples in previously used concentrations
elicited the same network response in each case.
Figure 4.6 – Classification of test data by NN trained with Bayesian regularization algorithm.
4.3.2 Quantifying concentration using PLS regression
With the chemical species identified, a second step was implemented to quantify the
concentration of the chemical samples, using a calibration model developed with full-
spectrum PLS regression.
Note that hydrogen peroxide solutions are of potentially greater relevance to security
screening in terms of concentration than substances such as ethanol. Thus, hydrogen
peroxide data were used to develop the PLSR models illustrated here. They comprised
absorbance spectra of seven hydrogen peroxide samples with concentrations ranging
from 3% to 30%. While these samples met the afore-mentioned calibration guidelines
[38] to encompass the extremes of available data and uniformly cover the interlaying
test domain, a greater number of calibration samples would be required to produce a
more robust model. This set, however, produced an adequately descriptive model to
illustrate the underlying principle.
4.3.2.1 Data pre-processing
As before, the first preprocessing step involved filtering the spectra with a Savitzky-
Golay FIR smoothing filter to remove high-frequency noise. An offset-correction was
then performed on the filtered data. This involved calculating the average of the last 10
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ݔ-variables (wavelength channels) of each calibration object, and subtracting that
average from each element of the corresponding object. This served to eliminate the
baseline shift while preserving the relative amplitudes of the absorbance spectra. The
preprocessed calibration spectra of hydrogen peroxide samples without any fabric layer
are shown in Figure 4.7. It may be noted that while these spectra would yield well to
univariate analysis, the multivariate approach was nevertheless preferred in order to
develop a robust modelling algorithm applicable in less favourable situations such as,
for instance, cases where ambient noise affected a range of wavelength channels to
make univariate analysis less productive.
Figure 4.7 – Pre-processed spectra of hydrogen peroxide with reference to water, used to
calibrate the PLSR model; 80 wavelength channels between 850-1,400nm wavelength range.
4.3.2.2 Model validation
Model validation was next performed to determine the optimal complexity of the
calibration model i.e. the number of PLS regression factors to include in the model in
order to cover as much variance in the calibration data as possible while preventing
overfitting. This was implemented with a two-pronged approach:
The first measure of the optimal complexity was based on the global minimum of mean-
squared error of cross-validation (MSECV) obtained with the calibration data when
model complexity was varied between 1 and 15 PLS factors. At each of these
complexity levels, the MSECV was calculated by leaving out each of the seven
calibration samples in turn, deriving the calibration model from the remaining six
samples, and testing it with the sample that was left out to record the prediction error as
the difference between the actual concentration of the test sample and the one predicted
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by the model. The resulting seven prediction error values were then processed to
determine ܯ௝, the MSECV with model complexity of ݆PLS factors (1 ≤ ݆≤ 15):
ܯ௝ = ଵ௡∑ ൫ݕ௜− ݕො௜௝൯ଶ௡௜ୀଵ (4.5)
where ݊ is the number of calibration samples (7 in this case), ݕ௜ the actual or true
concentration of t݅h calibration sample, and ݕො௜௝ the concentration of the t݅h sample
predicted by a calibration model derived from the other six samples based on ݆PLS
factors. The results are plotted in Figure 4.8 alongside mean-squared error of estimation
(MSEE), and listed in Table 4.3. MSEE for a particular complexity level was calculated
using prediction errors of calibration data with a calibration model derived from the
entire calibration dataset. As seen, while MSEE continued to decrease with increasing
model complexity, the smallest value of MSECV was obtained with 5 PLS factors. This
was therefore taken as an initial estimate of optimal complexity.
Figure 4.8 – PLSR model validation: MSEE and MSECV as functions of model complexity
(number of PLS factors). Global minimum of MSECV (5 factors) was taken as an
initial estimate of optimal model complexity.
A second statistical measure was next adopted in the form of a randomization ݐ-test [42]
as a safeguard against overfitting. This method tests the predictive accuracy of two
competing calibration models by assuming that they are equally accurate, and then tests
this hypothesis statistically to form a quantitative measure of comparison called the
significance level. In this case, the initial estimate i.e. the 5-factor model was used as
reference, and each of the other models was sequentially compared with it. The
resulting significance level values are shown in Table 4.3. As seen, the local maximum
of these values for models with fewer factors than the first estimate of 5 was obtained
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with the 2-factor model (which in this case represented the global maximum as well).
As this demonstrated that the predictive ability of the 2-factor model was closest in
strength to the initial estimate while providing a more parsimonious solution to the
problem, this model was adopted as the optimal one for processing the spectra to make
requisite concentration estimations.
Table 4.3 – Determination of optimal model complexity: Global minimum of MSECV i.e. 5-
factor model was taken as the first estimate, followed by local minimum of significance level
(randomization t-test) for a more parsimonious solution.
The 2-factor model was thus chosen as optimal.
Model complexity (Number of PLS factors)
1 2 3 4 5 6 7 8
MSECV 0.72 0.33 0.32 0.31 0.30 0.32 0.34 0.36
Significance Level 0.215 0.91 0.555 0.645 – 0.200 0.130 0.280
9 10 11 12 13 14 15
MSECV 0.35 0.34 0.34 0.34 0.35 0.34 0.35
Significance Level 0.360 0.365 0.265 0.175 0.205 0.405 0.380
4.3.2.3 Tests with chemicals without fabric layer
To simplify the data, so as to provide spectra unmodified by the clothing layer, this
method was first tested with the clothing layer removed from the problem. The
approach then approximated to a linear calibration problem, so that the standard bilinear
regression approach could be used, whereby the model developed to predict the
concentration ݕwas based on the first few PLS regression factors covering all essential
variance in the ݔ variables (NIR spectra) while, as opposed to principal component
regression (PCR), minimizing the impact of any significant variations in ݔ which were
uncorrelated with ݕ. Note that Section 4.3.2.4 will extend the approach to liquids hidden
behind clothing layers (the application area of interest here).
The optimal 2-factor model was tested with fresh solutions of hydrogen peroxide to
verify the reliability of predictions, as well as outlying solutions (containing ammonium
nitrate and ethanol) to test the model’s resilience in the presence of outliers. The
makeup of the calibration and test datasets is given in Table 4.4. It may be noted that
while ethanol and ammonium nitrate solutions would ideally be identified as outliers
during the initial NN-based classification stage, further outlier testing was considered
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here to increase confidence in the results in view of the reasons outlined in Section
4.3.1.1.
Table 4.4: List of chemical samples used to collect spectral data to calibrate and test 2-factor
PLS calibration model for quantifying chemical concentration.
Type of data Constituent # of samples Concentration
Calibration Hydrogen Peroxide 07 3, 5, 10, 15, 20, 25, 30%
Test Ethanol 10 10, 20, 30, 40, 50, 60, 70, 80, 90, 100%
Test Ammonium Nitrate 07 0.3, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5 g/ml
Test Hydrogen Peroxide 13 3, 5, 10(x3), 15, 20(x3), 25, 30(x3)%
The prediction results obtained with the 2-factor PLS model are shown in Figure 4.9.
Figure 4.9 – Concentration of hydrogen peroxide predicted by 2-factor PLS calibration model.
Test data comprised samples of hydrogen peroxide and outlying chemicals including ethanol
and ammonium nitrate. Note that sample numbers (x-axis) reflect sample concentrations in the
sequence given in Table 4.4.
The model predicted the concentration of hydrogen peroxide test samples with an RMS
error of prediction of ±4.1% (derived from the differences between the true and
predicted concentration values), and clearly differentiated these from the test results for
ammonium nitrate and ethanol. The values shown for ethanol samples are negative,
although some sensitivity to ammonium nitrate was noted, especially at low
concentration values below 10%. While this value effectively sets the low threshold
limit in this case on the concentration of hydrogen peroxide that could be detected
reliably in the presence of these chemicals, an additional outlier detection mechanism
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explained below enables separation of hydrogen peroxide at all concentrations from
such outliers.
The algorithm used to systematically evaluate all test spectra to detect outliers involved
two further steps [9, 43]: First, the residual variance in the spectra of the samples was
tested after the calibration model had been applied. A threshold was set, based on the
average residual variance in the calibration data, and a test sample was deemed to be an
outlier if its residual variance exceeds this threshold. Second, the leverage of the test
samples was tested. The leverage of a sample is based on the position of its ݔ-variables
relative to those of the other samples. As above, a threshold was set based on the
average leverage of the calibration data, and a test sample was declared an outlier if its
leverage exceeding this threshold.
Figure 4.10 shows a plot of residual variance against leverage (termed prediction
influence plot) for the data in Table 4.4. As seen, threshold levels of 100 times average
residual variance and 20 times average leverage of calibration data excluded all but one
of the outlying ammonium nitrate and ethanol test samples. This single outlier residing
within the acceptance limits was ethanol in 10% concentration, and illustrated the
necessary compromise between probabilities of detection and false alarm.
Figure 4.10 – Prediction influence plot using 2-factor PLSR calibration model for hydrogen
peroxide. Residual spectral variance vs. leverage for 7 calibration objects and 30 test objects.
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4.3.2.4 Tests with chemicals hidden behind clothing
The above has demonstrated the use of a PLSR model to quantify liquid concentrations
in binary aqueous solution, when the liquid cell is directly exposed to the NIR signal.
However, a real personal security screening application would ideally require such
quantification to take place when the chemical is hidden behind a layer of clothing.
Figure 4.3 indicated that modifications to the recorded spectra of liquid samples under
test would be expected when a clothing layer was present. In this case, the spectra were
seen to be dominated by diffuse-reflected signal from the surface of the fabric. It would
be expected that this would make the estimation of liquid concentration more difficult,
even with the spectrum of the fabric layer used as reference.
Tests were thus conducted on chemicals hidden behind clothing, and the same
procedure as above was followed. A sample of polyester was used as the concealing
fabric layer, and the calibration model was constructed with absorbance spectra of
hydrogen peroxide measured with reference to water and the fabric layer. In this case, it
was found that the optimum calibration model was composed of 4 PLS factors. The
model was tested with fresh spectra of the three chemicals hidden behind the same
fabric layer. The composition of calibration and test datasets is given in Table 4.5.
Table 4.5: Samples of chemicals hidden behind a layer of polyester fabric, used for spectral
analysis to calibrate and test 4-factor PLS calibration model for
quantifying chemical concentration.
Type of data Constituent # of samples Concentration
Calibration Hydrogen Peroxide 07 3, 5, 10, 15, 20, 25, 30%
Test Ethanol 10 10, 20, 30, 40, 50, 60, 70, 80, 90, 100%
Test Ammonium Nitrate 07 0.3, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5 g/ml
Test Hydrogen Peroxide 09 10(x3), 20(x3), 30(x3)%
The concentration estimates provided by the model are given in Figure 4.11. The RMS
error of prediction for hydrogen peroxide test samples was estimated to be ±5.1% in this
case. This was deemed to be acceptable, if the approach is to provide an estimate of
concentration in a security screening application. More accurate values could
subsequently be obtained by off-line testing, if an initial reading is deemed to be worthy
of further investigation. Again, concentrations above 10% show good discrimination
from the results with outlying ammonium nitrate and ethanol test samples.
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An interesting point to note is that for hydrogen peroxide test samples, the spread of
points is lesser for a given concentration in the presence of a clothing layer (Figure
4.11) than without (Figure 4.9). This is a consequence of the less accurate results
obtained with all samples when clothing is present. While this may seem counter-
intuitive, the result is that the values tend to cluster together, as they have the same error
for a given concentration. Thus, the variation in predicted value is less, but the RMS
error of prediction is greater.
Figure 4.11 – Concentration of hydrogen peroxide predicted by a 4-factor PLS calibration
model, in samples hidden behind a layer of polyester fabric. Test data comprised samples of
hydrogen peroxide and outlying chemicals including ethanol and ammonium nitrate. Note that
sample numbers (x-axis) reflect sample concentrations in the sequence given in Table 4.5.
Further tests were performed on the spectra for outlier detection. The relevant prediction
influence plot is shown in Figure 4.12. As seen, the spectra did not to yield as well to
the tests in this case, with the leverage of a number of outlying test samples falling well
below that of hydrogen peroxide test samples. This was deemed to result from a lack of
clear distinctive features in the spectra of different chemicals collected in the presence
of the dominant intervening fabric layer.
An interesting feature, however, is the tightly clustered layout of the results for
hydrogen peroxide test samples. If such features are observed to persist in repeat
measurements, they might allow subsequent analyses to be drawn using measures such
as Mahalanobis distance amongst plotted results to deduce with a given degree of
confidence the underlying nature (outlier or otherwise) of the samples.
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Figure 4.12 – Prediction influence plot using 4-factor PLSR calibration model for hydrogen
peroxide, with samples concealed behind a fabric (polyester) layer. Residual spectral variance
vs. leverage for 7 calibration objects and 26 test objects
4.4 Conclusions
This work sought to establish a basis for using NIR spectroscopy to identify certain
chemicals hidden behind a layer of clothing. This was followed by quantifying chemical
concentration both with and without the clothing layer in place. The work has
demonstrated the feasibility of the technique, which would help to enable its eventual
deployment in practical security screening applications. While the fabrics did make the
detection process more challenging, as shown in the neural network (NN) detection
results in Figure 4.6, only 6 out of 70 test samples were wrongly classified. In general,
all hydrogen peroxide samples above 15% concentration, and all ethanol and
ammonium nitrate samples were correctly detected by the NN approach. It may be
noted that these results were obtained when 68% (48 out of 70) test samples contained
fabrics that the NN had not been trained on; they were thus real test results from
unknown samples and demonstrated the ability of the NN to extrapolate from the
calibration space.
Estimation of concentration also showed some interesting results. The method was first
tried on sample with no clothing present, and subsequently on samples hidden behind a
single fabric (polyester) layer. It was found that concentrations above 10% hydrogen
peroxide were needed to determine the concentration within an error of approximately
±5% unambiguously. This may seem a large error, but in fact is acceptable in a
screening situation, where higher concentrations are generally of more concern.
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Additionally, outlier detection based on prediction influence plot allowed separation of
hydrogen peroxide samples at concentrations as low as 3% in the absence of clothing
layer.
Throughout this work, the same flat-surfaced glass cells were used to contain the
chemicals, with the optical illumination being similar in all cases. In practice, this will
not be the case in a real security screening situation; however, keeping these parameters
constant allowed the performance to be established in the laboratory under controlled
conditions, without introducing too many variables. Real use would require more work
on variability in the illumination and different containers. Further work would also need
to be done to establish the baseline spectra of clothing in a real test, when the chemicals
are concealed by fabric layers. This is recommended for further research.
The primary objective in this work has been to detect the presence of a liquid chemical;
however, as concentration estimates have been made using the same equipment and set
of readings as used for detection, this could be used as an add-on module in a practical
application to obtain an approximate estimate of concentration. This would then need to
be followed by more detailed testing off-line.
It is also appreciated that only binary solutions in glass cells have been used in this
study, and that mixtures of compounds in containers such as PET bottles, and other
substances commonly encountered in practical screening applications such as soft
drinks, should be tested as well. Additionally, it is felt that signal enhancement
techniques such as lock-in amplification of the spectral data could be used to allow
operation in noisy environments. As this latter aspect is deemed to be especially
important in establishing the feasibility of the technique in an operational context, it has
been the focus of recent research as explained in Chapter 5.
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Chapter 5
Lock-in amplification and 2D spectroscopic imaging
5.1 Introduction
The work presented in the preceding chapters established the feasibility of using NIR
spectroscopy as a technique to detect specific chemicals across single intervening layers
of clothing fabrics. The eventual deployment of this technique in a practical security
screening application would depend on establishing performance benchmarks in
situations that resemble a practical screening environment, coupled with the ability to
efficiently process and present the detection results to the operator in a user-friendly
format. If the technique were to be utilized in a portable security screening system, it
would need to be capable of operating in the presence of high levels of ambient noise
affecting the relevant frequency band (for instance in the presence of direct sunlight).
Provision would need to be made to enhance the signal-to-noise ratios (SNRs)
adequately within the collected spectral data, so these could be used to drive the
relevant calibration models that would be trained to detect the chemicals of interest.
To help deal with this problem, the use of lock-in amplification has been investigated by
the author and others as a technique to provide such enhancement in SNR [1, 2]. Here,
this approach is used to enhance the detection and identification of spectra in one set of
measurements. Additionally, a scanning system has been designed using a two-
dimensional software-controlled scan-stage to perform cross-sectional imaging of
selected chemicals in containers. The results are then displayed by means of colour-
coded contoured intensity images, based on the output of neural network-based
multivariate calibration models. The following sections contain a description of the
experimental arrangement used, including the scanning software developed for the
purpose, followed by the results of scans performed with a selection of chemicals
relevant to security screening.
5.2 Experiment
The experiment was based on collecting NIR spectra of glass cells containing chemicals
of interest hidden behind fabric layers as a 2D scan, using a software-based lock-in
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amplifier to process the recorded spectra. The resulting spectra were then used offline in
Matlab for training and testing neural networks designed for pattern-
recognition/classification, in order to detect the presence of the chemicals. Each of these
steps is now considered separately.
5.2.1 Experimental arrangement
The equipment layout used for these experiments is shown schematically in Figure 5.1.
Figure 5.1 – Schematic diagram of experimental arrangement used for collection and lock-in
amplification of NIR spectral data.
The target chemical sample was held within a glass cell with a 1 mm wall thickness, and
placed on top of a glass shelf attached to a 2D scan stage. The incident NIR signal was
generated by means of a tungsten halogen light source, and was modulated at the lock-
in amplifier reference frequency߱ோ. This frequency was software-generated on the PC
as a 1-5 Hz square wave, and routed to the source via the spectrometer as a TTL signal
switching the source on/off at the frequency ߱ோ. A second component could also be
added to this signal as a source of spectral noise in order to test the ability of the lock-in
process to recover the original signal from such noise. This component was generated
by a broadband halogen source, and transmitted through a test object such as a clear
PET bottle so as to acquire the spectral profile of that object. The two components were
combined together using a beam splitter arrangement [3], and delivered to the scanning
stage via a low-OH content optical fibre cable (OFC). The NIR beams were conditioned
throughout the process by means of an arrangement of optical lenses comprising
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collimating lenses L1, L3 and L5, and focusing lenses L2, L4 and L6. The signal
transmitted through the sample in the scan stage was routed via an OFC to the
spectrometer, and the spectrometer output was processed with optional lock-in
amplification on the PC. The specifications of all the optical components used in the
arrangement are given in Table 5.1. All absorption spectra were recorded with reference
to the uninterrupted signal intensity (with no target present) from the tungsten halogen
source, with the exception of scans performed in the presence of fabric layers, in which
case intensity across the relevant fabric layers was taken as reference.
Table 5.1 – Specifications of components used in the optical bench.
Component Qty Vendor/ Model Specifications
Halogen lamp 01 Ikea Power: 50 W.
Tungsten halogen light source 01 Ocean OpticsHL-2000-FHSA
WL range: 360 nm–2 µm (visible-NIR)
Power: 7 W; manual & TTL shutter.
Lens L1 01 Thorlabs LA1979 Plano-convex; BK7; uncoated;f’ = 200 mm;  = 50.8 mm.
Lens L2 01 Melles GriotLPX-60.0-51.9-C
Plano-convex; BK7; uncoated;
f’ = 100 mm;  = 60 mm.
Lens L3 01 Thorlabs Plano-convex; uncoated;f’ = 10 mm;  = 6 mm.
Lens L4 01 Thorlabs Plano-convex; coated;f’ = 25 mm;  = 12.7 mm.
Lens L5 01 Thorlabs Plano-convex; coated;f’ = 25 mm;  = 12.7 mm.
Lens L6 01 Thorlabs Plano-convex; coated;f’ = 25 mm;  = 12.7 mm.
Optical fibre cable 03 Ocean OpticsVIS-NIR low OH fibre
Core = 600 µm;
numerical aperture = 0.22.
NIR spectrometer 01 Ocean OpticsNIR256-2.1
Sensor: InGaAs linear array (256 pixels);
sensitivity range = 860 – 2 200 nm.
5.2.2 Chemicals and clothing fabric imaged
The chemicals used in this case are listed in Table 5.2.
Table 5.2 – Chemicals used to investigate lock-in amplification and spectroscopic imaging.
SN Chemical Formula Supplier Physical state Concentration
1 Ammonium nitrate ܰܪସܱܰଷ Fisher scientific Aqueous solution 1.5 g.ml
-1
2 Ethanol ܥଶܪହܱܪ Fisher scientific Liquid 100 % v/v
3 Hydrogen peroxide ܪଶܱଶ Fisher scientific Aqueous solution 30 % v/v
4 Distilled water ܪଶܱ Warwick Chemistry Dept Liquid 99 % v/v
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Scans were carried out to image these chemicals both separately and simultaneously in
sets of two. In the latter case, the two cells containing the chemicals were placed
alongside each other on the glass shelf, and the scan dimensions adjusted to cover both
the cells. Further scans were carried out with the chemical/s covered by a layer of white
polyester fabric, to investigate the possibility of lock-in amplification and detection
across such layers.
5.2.3 Lock-in amplification
5.2.3.1 Theoretical model
It may be appreciated that the purpose of lock-in amplification is to enable more
effective measurement of AC signals that might be buried in noise that is many orders
of magnitude higher than the signal amplitude [4]. This is accomplished by modulating
the source of the AC signal with a specific reference frequency ߱ோ, and then using an
analogue instrument, or alternatively demodulating the signal at the receiving end by
taking a Fourier transform of the received signal to extract the component at ߱ோ.
Thereby, the process equates to band-pass filtering the received signal with centre
frequency ߱ோ and a narrow bandwidth (on the mHz scale). The process is shown in the
form of a block diagram in Figure 5.2 [5].
Figure 5.2 – Block diagram of lock-in amplifier used to process spectral data.
The reference signal at ߱ோ is fed to a frequency synthesizer based on phase-locked loop
(PLL), which generates a pure sine wave at ߱ோ. This is mixed with the received signal,
which was modulated at the point of origin with ߱ோ, and has now been contaminated by
a spectrum of frequency components based in noise. For each of the frequency
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components in the received signal, the mixer generates two components at the output:
one with frequency equal to the difference between the signal frequency and the
reference frequency (߱ௌ− ߱ோ), and the other with frequency that is the sum of these
two frequencies (߱ௌ + ߱ோ). Then, in the case of the received signal component
modulated with ߱ோ, i.e. where ߱ௌ = ߱ோ, the first of these components has frequency
equal to zero, i.e. a DC signal, while the second component has frequency equal to
twice the reference frequency, i.e. 2߱ோ. The subsequent low-pass filtering rejects all
frequencies except this DC component, which has amplitude ܺ that is proportional to
the amplitude ܣ of the received signal component at ߱ோ, and the cosine of the phase
difference ߠ of this component with respect to the reference signal (ܺ = ܣ cosߠ).
Similarly, if the above process is replicated in parallel with a reference frequency
component that is a cosine wave, the corresponding output ܻ of the low-pass filter is
comprised of the product of amplitude ܣ and the sine of phase difference ߠ (ܻ =
ܣ sinߠ). Using ܺ and ܻ, the amplitude ܣ and relative phase ߠ of the requisite AC signal
can then be determined.
In a practical implementation, the segregation of the DC component at the low-pass
filter stage is not ideal, and is limited by the filter cutoff frequency (fc). Hence, while the
filter provides necessary suppression of frequencies outside the bandwidth ߱ோ ± fc, all
components within this band end up in the output, which tends to degrade the results.
The design of this output filter stage is therefore crucially important in making precise
measurements, and represents a necessary compromise between the speed and precision
of the measurements, as explained below.
The conventional expression of filter bandwidth in the case of lock-in amplifiers is not
in terms of frequency in Hz, but in terms of filter time-constant τ, measured in seconds. 
This is in view of, and emphasizes, the fact that τ is directly proportional to filter 
settling time (which is in turn inversely proportional to the bandwidth in Hz). For
instance, filter cutoff frequency (taken as the frequency at which the signal is 3 dB
down with a 1st order filter) of an FIR filter implemented in this case was equal to
0.35 τ⁄ Hz, while the cutoff frequency of an IIR filter was 1 (2ߨτ)⁄ Hz. Therefore,
faster rates of measurement, with corresponding shorter τ values, would lead to wider
bandwidths with the associated cost in terms of reduced precision. Similarly, longer
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settling time would provide more precise measurements, albeit with reduced data
throughput rate.
For the application at hand, a τ value of 1 sec with 1st order FIR filter was seen to
provide the best combination of precision and data throughput rate.
5.2.3.2 Implementation in scanning software
A software version of a lock-in amplifier was programmed in LabVIEW [6]. The basic
code to implement a phase-locked loop, demodulator and low-pass filter was obtained
from an open source [5], and adapted to process spectroscopic data. In essence, this
meant that the spectral data generated by the spectrometer in each of the wavelength
channels was seen by the software as a distinct AC signal to be assessed by the lock-in
amplifier.
Raw spectral data from the scan stage were routed to the PC (ref. Figure 5.1) and fed to
the lock-in amplifier in real time. The algorithms were designed to parallel-process as
many of the data channels as possible to comprise the lock-in amplified spectral output,
which was saved and processed offline for chemical detection in Matlab. While the
software was rigorously optimized for efficient execution and to minimize processing
overheads, the maximum number of channels that could be processed at any given time
was limited by the processing power of the host computer: On a mid-range Windows-
based PC, up to 40 channels (out of a total of 256) could be processed in parallel
without incurring timing conflicts.
A range-selection mechanism was, therefore, included in the graphical user interface
(GUI) to allow the user to specify an initial wavelength, channel spacing (or the number
of channels to skip between adjacent selected channels), and the total number of
channels to process. On the one hand, this allowed coverage of the entire wavelength
range with 40 channels spaced 5 channels apart (albeit with the associated cost in terms
of reduced resolution), while on the other hand, it provided the means to examine a
particular spectral feature in greater detail by setting channel spacing to 1 i.e. using all
consecutive channels, and starting with a channel at the beginning of the particular
feature.
124
Chapter 5: Spectral imaging in 2D and lock-in amplification
The scan stage control routines were integrated with the lock-in amplifier to allow the
amplifier to work in tandem with the scanning software. Thus, lock-in amplified
spectral data, collected for each test sample, comprised point-scans made in a raster-
scan profile covering a predefined cross-sectional area, with a specific step size along
the surface of the sample. This was enabled in part by switching the tungsten halogen
source at the lock-in reference frequency ߱ோ to generate the modulated interrogation
signal, and feeding the spectral data collected as a result to the lock-in amplifier. This
was done only during the intervals when the stage came to rest at new points along the
scan path. Source-switching and feeding the data collected during the preceding
stationary interval to the lock-in amplifier was then achieved when the stage moved.
Thus, an uninterrupted stream of reference and signal data fed to the lock-in amplifier
was maintained, while ensuring the source-switching, data-recording and stage-moving
operations remained synchronized. The lock-in PLL algorithm was thus able to
maintain the ‘lock’ on the reference frequency, and the demodulator and LPF
algorithms were saved from exposure to any sudden adjustments in the signal data when
the stage moved.
The GUI of the scanning software is shown in Figure 5.3, with the wavelength selection
panel, the activation switch for the lock-in amplifier, and the two panels used to control
and monitor amplifier operation (labeled PLL and DEMODULATOR/ LPF) identified.
A brief description of the main controls and indicators in these amplifier panels is as
follows. The panel used to apply PLL on the reference signal is shown separately in
Figure 5.4. The indicators labeled Ref Freq (Hz) and Ref Phase (deg) are used to display the
frequency and phase information in respect of the reference signal as measured by the
PLL algorithm. The amount of reference signal data used to make these measurements
is determined by the PLL filter time constant shown in the Filter TC(s) indicator. Note that
the larger the amount of data used, the more precise the measurements. As a minimum,
the algorithm uses three periods of data to make these measurements. However, if the
size of the data blocks passed to the algorithm exceeded three cycles, the whole block
was utilized for the purpose irrespective of the number of cycles it took.
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Chapter 5: Spectral imaging
For instance, the reference frequency used for most of the measurements in this case
was 1 Hz, alongside
the relevant algorithm)
time of the spectrometer). This meant that a single block of data was passed to the PLL
algorithm in 0.5 seconds,
cycles worth of data, or six consecutive blocks of data, to make these measurements,
with the corresponding filter TC value set to 3 seconds.
Figure 5.4 – The lock
The Order control is used to coerce the algorithm to lock onto a given harmonic of the
reference frequency. The precaution that needs to be exercised in this case is to use a
value that does not cause the resultant reference frequency
sampling frequency.
reference frequency was used to modulate the light source (ref. Figure 5.1
Lockin error indicator provide a warning
or maintain a lock on the reference frequency.
The second lock-in amplifier
parameters used in the demodulator and low
Figure 5.5 –
in 2D and lock-in amplification
a sampling frequency of 50 kHz (the lowest permissible value in
and data block size of 25,000 (based mainly on the integration
i.e. over half a cycle. The algorithm therefore utilized three
-in amplifier PLL control/ indication panel in the scanning software.
to exceed one half
During these experiments, this value was kept at 1,
if, for any reason, the algorithm fails t
panel, shown in Figure 5.5, is used to set and display the
-pass filter sections.
The lock-in amplifier demodulator and low-pass filter panel.
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The controls labelled Type, TC (s) and Filter Rolloff define the core parameters of the low-
pass filter used to eliminate the 2߱ோ frequency component in the mixer output (ref.
Figure 5.2). Of these, the Type control provides a selectable range of five filter types,
which are all variation of 10th order IIR and FIR filters. These are described below:
 IIR (2-dig)
This selects an IIR filter, with the Settle Time (s) indicator updated to reflect the time
it would take the filter to settle to 99% of the target value. This filter would provide
the preferable option over an FIR filter in this application if small time constant
values are required relative to the sampling (or conversion) interval [7]. This is
borne out by the relatively less numerically intensive processing required in this
case, which speeds up the overall operation. Thereby, the criterion that might be
employed in deciding whether this filter would prove to be a better choice is if the
required filter time constant were less than 10,000 times the conversion interval.
For instance, in this study the conversion interval at a sampling frequency of 50
kHz came to 20 µs. As the desired time constant of 1 sec was more than 10,000 ×
20 µs = 0.2 sec, the use of this filter was not deemed necessary. It would, however,
be the preferred type if, for example, a time constant of 20 ms was desired.
 IIR (5-dig)
This applies the same filter as above; however, in this case, the Settle Time (s)
indicator displays the time taken by the filter to settle the output to 99.999% of its
final value.
 FIR
This represents a standard FIR filter. As explained above, the relatively more
numerically intensive nature of this choice might not provide the best solution
when the desired time constant value is less than 10,000 times the conversion
interval. However, such an issue would prove to be a more pressing concern if the
processing is being done on a slow-running computer.
 FIR (ENBW)
This selects the same FIR filter as above, except with the difference that the time
constant set alongside in the TC (s) control now represents the time constant of an
IIR filter. This FIR filter is then implemented so that its equivalent noise bandwidth
(ENBW) [8] matches that of the IIR filter with the given time constant. Thus, in
order to match the lower ENBW of the IIR filter, this FIR filter is applied with a
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higher time constant than the one displayed. While this inevitably leads to longer
settling time, this time is still shorter than that obtained with IIR (5-dig).
 FIR (Sync)
This is an FIR filter which is applied with a time constant equal to a value closest to
the displayed time constant that is an integer multiple of the inverse of twice the
reference frequency (1/2߱ோ). This is useful in cases where the reference
frequencies are small, on the order of tenths of Hz. Recalling the purpose of the
low-pass filter to effectively eliminate the 2߱ோ frequency component (ref. Figure
5.2), such small reference frequencies result in 2߱ோ signals that are very close to
the required DC component. Filtering out the former with a 3rd or 4th order IIR filter
then leads to considerably longer settling time than, for instance, a 3rd order FIR
filter designed as above. This owes to the fact that the frequency response of FIR
filters incorporates poles at integer multiples of 1 ܶܥ⁄ Hz. Note that during the
course of these experiments, a reference frequency of 1 Hz was generally used,
while an FIR filter was applied with a time constant of 1 sec. Hence, although filter
type FIR was selected, this was equivalent to FIR (Sync).
As is evident, the TC (s) control in Figure 5.5 is used to specify the time constant τ of the 
low-pass filter. As explained above, if either of the filter types FIR (ENBW) or FIR (Sync) is
selected, this value gets amended internally as necessary by the algorithm to design the
selected filter. In all cases, the actual value of the time constant used in the specified
filter is displayed in the TC (s) out indicator. As explained in Section 5.2.3.1, this value
defines the cutoff frequency of the filter, equaling 0.35 τ⁄ Hz for FIR filters, and1 (2ߨτ)⁄ Hz for IIR filters (assuming cutoff frequency is defined as the frequency at
which the signal has been attenuated by 3 dB by a 1st order filter).
The Filter Rolloff control is used to select the order of the filter, ranging from 20 dB/
decade for the 1st order, to 200 dB/ decade for the 10th order filter. Note that the
algorithm continuously evaluates the output of the selected FIR or IIR filter up to the
10th order, and provides the output corresponding to the order selected in this control.
Further, as the output of higher order filters takes longer to settle and vice versa, the
Settle Time (s) indicator is updated alongside to reflect the same.
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The Phase Shift control provides the means to introduce a lag in the reference signal used
in the demodulator. This can affect an increase in the amplitude of ܺ and ܻ signals at
LPF outputs (ref. Figure 5.2) in cases where the signal arriving at the input of the lock-
in amplifier has a substantial phase-shift ߠ relative to the reference signal. The phase
shifts recorded during the current set of measurements, however, were negligible, as the
spectra were collected at close range in a through-transmission arrangement as shown in
Figure 5.1. It is felt that this control would prove more useful when the lock-in amplifier
is adapted to record measurements in diffuse reflection at standoff distances as
described in Chapters 3 and 4.
5.2.4 Chemical detection using neural networks
The lock-in amplified spectral data collected as above were used in neural network-
based multivariate calibration models [9] trained for pattern recognition/ classification
to identify chemicals of interest in the target samples. The considerations involved in
the choice and design of neural networks, and the data pre-processing techniques used,
were the same as those introduced in Chapter 4, Sections 4.3.1.1 and 4.3.1.2
respectively. The only exception in this case was the availability of a wider range of
wavelength channels to process. This emanated from the fact that the glass cells used to
contain the chemicals in this case had one-tenth the thickness of those used previously.
Hence, the path length through the sample was reduced to 1 mm, compared with 20 mm
(double the 10 mm cell thickness due to measurements in diffuse reflection) set
previously. This prevented the strong absorption in 1,400 – 1,600 nm range from
saturating the spectra [10]. The wavelength range included in the measurements,
therefore, spanned 40 channels (with spacing = 5) from 850 nm to 2,200 nm.
5.2.5 Spectroscopic imaging
In order to investigate the feasibility of the technique in a two-dimensional
spectroscopic imaging application, the optical apparatus held in the scanning stage
(including transmitter, receiver and associated lenses labelled L3-L6 in Figure 5.1) was
scanned in the horizontal plane following a raster scan profile to obtain spectral data at
pre-defined intervals along the surface of the chemical cell, while the cell was kept
stationary on the glass shelf. The resultant lock-in amplified spectral data were saved
alongside the corresponding spatial scan coordinates, so that the scan profile could be
130
Chapter 5: Spectral imaging in 2D and lock-in amplification
reconstructed later. Three scans were performed with each target set to cover the
following scenarios:
1. No spectral noise added; no lock-in amplification performed.
2. Spectral noise introduced in all wavelength channels; no lock-in amplification.
3. Spectral noise maintained; all channels with lock-in amplification.
Test spectra collected as above were used to simulate trained neural networks to obtain
the final classification data, which were plotted in the form of two-dimensional intensity
images portraying the predicted location of the chemicals on grids defined by the
pertinent scan coordinates.
5.3 Results
5.3.1 Scans with distilled water
5.3.1.1 Addition of spectral noise from a PET bottle
In an initial set of measurements, a cell containing distilled water was used as the target,
while the signal transmitted through a PET bottle represented a source of unwanted
additive spectral noise. As depicted in Figure 5.1, the signal impinging on the target
water sample was comprised of i) a broadband signal modulated with the lock-in
reference frequency, and ii) the interfering signal containing the spectra of the PET
bottle. The spectra recorded with this arrangement in a point-scan are shown in Figure
5.6.
Figure 5.6 – Spectra collected with point-scans across a cell containing distilled water;
(a) Water without additive spectral noise; (b) Spectral noise from a PET bottle
introduced in (a); (c) Result of lock-in amplification of spectra in (b).
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Figure 5.6(a) shows the spectrum of water recorded with the interfering signal from the
PET bottle switched off. This profile was modified as seen in Figure 5.6(b) with the
introduction of the PET signal, which gave rise to a characteristic peak at 1,675 nm
[11]. As expected, the influence of the PET spectrum was effectively eliminated with
the activation of the lock-in amplifier, as the signal carrying these spectra was not
modulated with lock-in reference frequency. As seen in Figure 5.6(c), the resulting
spectrum closely resembled the original, thus proving the effectiveness of lock-in
amplification in cancelling out any spurious spectral content introduced by unwanted
sources.
While the above measurements served to illustrate the usefulness of lock-in
amplification in countering the effects of spectral noise, the relatively insignificant
spectral distortion seen in Figure 5.6(b) was easily dealt with by the generalization
capability of the neural network-based detection model, so that the distorted spectra
were correctly classified as those of water. This is seen in Figure 5.7, where the results
of the scan in the presence of noise without lock-in amplification (Figure 5.7(b)) are
seen to be similar to those where no noise was introduced in the spectra (Figure 5.7(a)).
While this precluded the need for lock-in amplification, the results obtained with same
are shown in Figure 5.7(c). The edges of the cell are seen to be less well-defined in this
case; however, the general shape, size and location of the detected cell remain the same.
(a) (b) (c)
Figure 5.7 – Neural network-based spectral pattern classification of 2D scans across a cell
containing distilled water. Classification results with (a) original spectra (no additive noise),
(b) spectra collected in the presence of noise (PET bottle), and
(c) noisy spectra with lock-in amplification.
5.3.1.2 Software-generated spectral noise
Scans were performed to simulate the case where the spectral data collected were
completely buried in noise, which was deemed to be a highly probable scenario in
practical screening applications where measurements are often performed in
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environments with high ambient noise. It was expected that the detection might fail in
such a case in the absence of lock-in amplification.
The simulation was carried out by infusing the raw intensity spectra received from the
spectrometer with high-amplitude software-generated uniform white noise in all
wavelength channels. The provision for this was made in the scanning software by
including a sub-panel for the purpose, labelled NOISE in Figure 5.3, which allowed
addition of the noise signal with the specified RMS amplitude to the received spectra.
Lock-in amplification of the resulting spectra was performed in the presence of
increasing noise amplitudes, and the criterion for successful extraction of the signal
from noise was based on the result of neural network-based classification. It was seen
that the classification algorithm remained completely resilient to reduction in SNR of up
to -40 dB (SNR = 1:100). Although appreciable detection results were obtained at SNR
as low as -100 dB, the repeatability of the measurements was seen to get adversely
affected with such noise levels. Figure 5.8 shows the results of point scans with SNR set
at -60dB. As seen in Figure 5.8(b), all distinctive spectral features were lost in the noisy
spectra. With the activation of the lock-in amplifier, however, spectral distortion was
significantly diminished, and the spectral profile was recovered to a state close to the
original form, as seen in Figure 5.8(c).
Figure 5.8 – Spectra collected with point-scans across a cell containing distilled water;
(a) Water without additive spectral noise; (b) Software-generated uniform white noise
introduced in (a) (SNR = -60 dB); (c) Result of lock-in amplification of spectra in (b).
Figure 5.9 shows intensity images depicting the outcome of the classification process
for the three scenarios given in Figure 5.8. It is seen that in the absence of lock-in
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amplification, the introduction of noise at an SNR of -60dB completely forestalled the
detection process (Figure 5.9(b)), while lock-in amplification allowed recovery of the
spectral data from the noise, and the detection to proceed with results closely matching
those obtained in the absence of noise.
(a) (b) (c)
Figure 5.9 – Neural network-based spectral pattern classification of 2D scans across a cell
containing distilled water. Classification results with (a) original spectra (no additive noise),
(b) spectra collected in the presence of uniform white noise (SNR = -60 dB), and
(c) noisy spectra with lock-in amplification.
5.3.2 Scans with combinations of different chemicals
The technique was used to scan and image target sets comprising two cells in each case,
where each cell contained a different chemical. The test spectra collected were buried in
software-generated spectral noise so as to maintain an SNR of -60dB. The same
processing methodology as above was employed, including lock-in amplification
followed by neural network-based classification, to identify the chemicals in the cells.
Note that although the neural network was trained to classify all the pertinent chemicals,
no more than two chemicals could be imaged simultaneously as only two cells were
available in the required size for the tests. However, this arrangement was deemed to
provide an adequate illustration of the feasibility of detecting multiple substances in a
single scan.
The three chemicals used in the scans included solutions of ethanol, hydrogen peroxide
and ammonium nitrate in the concentrations given in Table 5.2. As an initial step, point
measurements were performed on each of these chemicals in turn to test the impact of
noise on the respective spectral profiles, and the effectiveness of lock-in amplification
in reducing such impact. The results of these scans with samples of ethanol, hydrogen
peroxide and ammonium nitrate are given in Figures 5.10, 5.11 and 5.12 respectively.
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Figure 5.10 – Spectra collected with point-scans across a cell containing ethanol; (a) Ethanol
without additive spectral noise; (b) Software-generated uniform white noise introduced in (a)
(SNR = -60 dB); (c) Result of lock-in amplification of spectra in (b).
Figure 5.11 – Spectra collected with point-scans across a cell containing hydrogen peroxide;
(a) Hydrogen peroxide without additive spectral noise; (b) Software-generated uniform white
noise introduced in (a) (SNR = -60 dB); (c) Result of lock-in amplification of spectra in (b).
Figure 5.12 – Spectra collected with point-scans across a cell containing ammonium nitrate;
(a) Ammonium nitrate without additive spectral noise; (b) Software-generated uniform white
noise introduced in (a) (SNR = -60 dB); (c) Result of lock-in amplification of spectra in (b).
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As seen, no recognizable spectral features from the chemical were present in any of the
noisy spectra, while the original characteristic features were recovered from noise with
lock-in amplification in each case. Note that all the spectra shown in Figures 5.10 – 5.12
are in the raw unfiltered form, which accounts for the sharp peaks seen in some of the
cases. The spectra used in the classification algorithm, however, did not contain such
anomalies, as these were filtered out at the pre-processing stage.
In the scans reported below, hydrogen peroxide was scanned in turn with each of the
other chemicals. The greater emphasis placed on scanning/detecting hydrogen peroxide
was in view of the popularity of this chemical as an ingredient in the manufacture of
small but powerful improvised explosive devices [12, 13].
5.3.2.1 Hydrogen peroxide and ethanol
In the first instance, cells containing hydrogen peroxide and ethanol were scanned
simultaneously. Intensity images depicting classification results obtained with the
spectra collected in each of the three scanned scenarios are shown in Figure 5.13.
(a) (b) (c)
Figure 5.13 – Neural network-based spectral pattern classification of 2D scans across two cells
containing hydrogen peroxide and ethanol. Classification results with (a) original spectra (no
additive noise), (b) spectra collected in the presence of uniform white noise (SNR = -60 dB),
and (c) noisy spectra with lock-in amplification.
As seen, the scan dimensions were reduced after the first scan (Figure 5.13(a)), while
still covering parts of both the cells. This was prompted by the need to reduce the time
taken to complete each scan. The time consumed in the first scan, with a grid size of 40
mm × 40 mm, step size of 1 mm, and scan rate of 2 sec/ point, was approximately one
hour, which was reduced to 20 mins with the reduced grid size of 20 mm × 30 mm.
136
Chapter 5: Spectral imaging in 2D and lock-in amplification
It is seen that a small number of spectra in Figure 5.13(a) and (c) were misclassified as
ammonium nitrate (coloured cyan), while the spectra along the edge of the ethanol cell
in Figure 5.13(c) were misclassified as hydrogen peroxide. However, the proportion
misclassified was deemed to be within acceptable margin of error, as more than 90% of
the spectra were correctly classified in both these cases. Finally, none of the spectra
buried in noise were correctly classified in the absence of lock-in amplification (Figure
5.13(b)), which was consistent with the previous findings.
5.3.2.2 Hydrogen peroxide and ammonium nitrate
This scan was similar to the previous one, albeit with ammonium nitrate replacing
ethanol alongside hydrogen peroxide. The corresponding intensity images depicting
classification results are shown in Figure 5.14.
(a) (b) (c)
Figure 5.14 – Neural network-based spectral pattern classification of 2D scans across two cells
containing hydrogen peroxide and ammonium nitrate. Classification results with (a) original
spectra (no additive noise), (b) spectra collected in the presence of uniform white noise (SNR =
-60 dB), and (c) noisy spectra with lock-in amplification.
It is seen that, as in the previous case, a small number of spectra were misclassified. The
most noticeable of these were along the border of the ammonium nitrate cell in Figure
5.14(c), which were misclassified as ethanol (coloured yellow). However, the
overwhelming majority of spectra were correctly classified, except those collected in the
presence of high amplitude noise (SNR = -60 dB) without lock-in amplification (Figure
5.14(b)).
5.3.3 Scans in the presence of concealing fabric layer
A series of scans was recorded where the target sets were comprised of one or two
chemical cells covered with a layer of polyester fabric. As explained in Chapter 3
137
Chapter 5: Spectral imaging in 2D and lock-in amplification
(Section 3.4.1) and Chapter 4 (Section 4.2.2), fabric layers have characteristic spectra in
the wavelength range of interest, which in this case comprised peaks of polyester at
1,135, 1,389 and 1,665 nm [14]. These spectral features tend to dominate the spectra of
the chemicals recorded in the presence of such fabrics. Therefore, absorbance spectra
were collected in this case with reference to the intensity signal recorded across the
polyester layer, so as to base subsequent classification on the spectral features
characteristic of the chemicals scanned. While this was understood to mitigate to some
extent the distortive effect of the fabric layer, the measurements were still deemed to be
less stable due to the expected diminishment of spectral amplitude when recorded with
reference to the fabric layer. Additionally, any residual noise in the channels left
unaccounted for by the lock-in algorithm presented another variable that could
potentially affect the classification process.
With the above considerations in view, scans were recorded across solutions of
hydrogen peroxide and ammonium nitrate (concentrations given in Table 5.2), with the
cells hidden behind the fabric layer. With the tungsten halogen source operated at
maximum power, the recorded intensity levels were reduced by a factor of 20 on
average due to the fabric layer. Therefore, in order to maintain the SNR at -60dB, the
amplitude of spectral noise introduced in the wavelength channels was reduced by the
same factor. The point-scan spectra of hydrogen peroxide and ammonium nitrate
collected with this arrangement are shown in Figures 5.15 and 5.16 respectively. As
seen, the spectral profiles recorded in the initial scans (without noise) in (a), were well-
preserved in the lock-in amplified spectra in (c).
Next, two-dimensional scans were performed with the two chemical cells first placed
separately and then simultaneously on the glass shelf, covered in each case with the
polyester layer. Note that ethanol was not scanned in this set of measurements, as the
scans were confined to the other two chemicals with relevance in the manufacture of
improvised explosives [15]. Accordingly, the neural network used for classification was
trained to identify only the two scanned chemicals, and the colour map in the intensity
images updated to use a different colour for ammonium nitrate. The results are
presented below.
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Figure 5.15 – Spectra collected with point-scans across a cell containing hydrogen peroxide
hidden behind a layer of polyester; (a) Hydrogen peroxide behind polyester, without additive
spectral noise; (b) Software-generated uniform white noise introduced in (a) (SNR = -60 dB);
(c) Result of lock-in amplification of spectra in (b).
Figure 5.16 – Spectra collected with point-scans across a cell containing ammonium nitrate
hidden behind a layer of polyester; (a) Ammonium nitrate behind polyester, without additive
spectral noise; (b) Software-generated uniform white noise introduced in (a) (SNR = -60 dB);
(c) Result of lock-in amplification of spectra in (b).
5.3.3.1 Hydrogen peroxide behind polyester layer
In the first instance, hydrogen peroxide was scanned while concealed behind polyester,
with the collected spectra lock-in amplified and classified with a trained neural network.
The results are shown in Figure 5.17. As seen, the results of classifying lock-in
amplified spectra are very similar to those obtained with the original noise-free spectra.
This demonstrates the usefulness of the technique in identifying chemicals hidden
behind a layer of clothing.
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(a) (b) (c)
Figure 5.17 – Neural network-based spectral pattern classification of 2D scans across a cell
containing hydrogen peroxide hidden behind a layer of polyester. Classification results with (a)
original spectra (no additive noise), (b) spectra collected in the presence of uniform white noise
(SNR = -60 dB), and (c) noisy spectra with lock-in amplification.
5.3.3.2 Ammonium nitrate solution behind polyester layer
Next, scans were recorded with a cell containing aqueous ammonium nitrate solution,
covered with the polyester layer. The results of spectral classification in the three
imaged scenarios are given in Figure 5.18. It is seen that the outcome of classification
based on lock-in amplified spectra (Figure 5.18(c)) was not entirely synonymous with
that based on the original noise-free spectra (Figure 5.18(a)), with a substantial
proportion of ammonium nitrate spectra in the former case misclassified as hydrogen
peroxide.
(a) (b) (c)
Figure 5.18 – Neural network-based spectral pattern classification of 2D scans across a cell
containing ammonium nitrate hidden behind a layer of polyester. Classification results with
(a) original spectra (no additive noise), (b) spectra collected in the presence of uniform white
noise (SNR = -60 dB), and (c) noisy spectra with lock-in amplification.
As discussed at the beginning of this section, a possible source of this problem was
residual noise in the channels after lock-in amplification. Although selection of a
higher-order low-pass filter in the final stage of the lock-in algorithm (ref. Figure 5.2)
would alleviate such a problem by affecting higher attenuation of noise in the amplifier
output, this option was not feasible in this case as the higher settling time required with
higher order filters introduced timing conflicts in the scanning process. Further, it was
felt that the inherently precarious nature of measurements made in the presence of fabric
layers might have led to such anomalous results, where the classification was not
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consistent with the presence of one particular chemical. This necessitated the need for a
post-processing mechanism to resolve such conflicts in the data.
5.3.3.3 The ‘majority poll’ method
Using an image-processing approach, a simple measure devised to identify the presence
of a particular chemical was based on a ‘majority poll’ method. This was defined as the
classification value present at a majority, i.e. more than 50%, of locations (pixels)
within an area delineated exclusively by the borders of the image and/or the background
(coloured dark blue) within the image. In order to mark out the area/s fulfilling this
definition, an edge detection algorithm based on Canny’s method [16-18] was used.
After such an area had been marked, the percentage of pixels within that area belonging
to each of the contending chemicals was calculated, and the chemical occupying more
than 50% of the space, i.e. winning the majority poll, was deemed to be present
throughout that area.
An illustration of the majority poll method is given in Figure 5.19, where it is applied
on the image seen earlier in Figure 5.18(c).
(a) (b) (c) (d)
Figure 5.19 – Illustration of the ‘majority poll’ method applied to classification data shown in
Figure 5.18(c). (a) Original classification results, predicting both ammonium nitrate and
hydrogen peroxide. (b) Outcome of edge detection with Canny’s method [16].
(c) Grayscale version of the original image. (d) Binary image, obtained
by setting a threshold at 50% gray level in (c).
The original image is shown again for comparison in Figure 5.19(a), with the outcome
of the edge-detection algorithm given in (b). It is seen that the only area defined by the
detected edges that is delineate on all sides exclusively by the background and the
borders of the image, is described by the rectangular band enclosing all the other edge
contours. The data within this area are therefore deemed to belong to a single chemical,
and tested to determine the identity of that chemical. The image is first converted to
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greyscale as shown in (c). The midpoint of the greyscale colour map (128, with the
conventional 256-value gray map) is set as a threshold in this image to convert it to the
binary image shown in (d). Note that the ‘high’ pixels in the latter image correspond to
ammonium nitrate as predicted in (a). The proportion of these pixels, as a percentage of
the total number of pixels in the area, is used as a measure of the said chemical. In this
case, this was calculated to be 59.4%, which was deemed to indicate the presence of
ammonium nitrate in the given area. Note that if the calculated percentage were less
than 50%, detection would have been announced in favour of the other contender i.e.
hydrogen peroxide.
5.3.3.4 Chemicals placed simultaneously behind polyester layer
These scans were recorded with cells of the two chemicals (hydrogen peroxide and
ammonium nitrate) placed simultaneously on the shelf, hidden behind the polyester
layer. The relevant classification results obtained with spectra collected in the three
scans are shown in Figure 5.20.
(a) (b) (c)
Figure 5.20 – Neural network-based spectral pattern classification of 2D scans across cells
containing hydrogen peroxide and ammonium nitrate, hidden behind a layer of polyester.
Classification results with (a) original spectra (no additive noise), (b) spectra collected in the
presence of uniform white noise (SNR = -60 dB), and
(c) noisy spectra with lock-in amplification.
It is seen that two of the scans, one each in Figures 5.20(a) and (c), produced anomalous
classification results in a manner similar to that seen earlier in the preceding set of
measurements (Figure 5.18(c)). These images were therefore tested with the ‘majority
poll’ method described earlier.
The resultant measured proportion of ammonium nitrate in the anomalous scan in
Figure 5.20(a) was 49.2%, and hence, the proportion of hydrogen peroxide was 50.8%.
142
Chapter 5: Spectral imaging in 2D and lock-in amplification
Although this result was used to announce the detection of hydrogen peroxide based on
the majority poll criterion, this was understood to be within the margin of error. Note
that in a practical screening application, such a result might prompt more detailed
analysis of the pertinent sample, in the first instance with the fabric layer removed, and
followed by lab-based testing.
The majority poll result obtained with the anomalous scan in Figure 5.20(c) was more
definitive, with the proportion of ammonium nitrate measured at 62.2%. As in the
previous cases, the lock-in process was seen to be crucially important in recovering the
spectra from noise.
5.4 Conclusions
This work was aimed at introducing enhancements in the detection capability offered by
NIR spectroscopy as reported in the previous chapters, in order to perform such
detection in the presence of high-amplitude noise, carry out two-dimensional scans
covering pre-determined cross-sectional areas on sample surfaces, and present the
classification results obtained with the collected chemical spectra in the form of colour-
coded intensity images depicting the presence of the relevant chemicals as predicted by
the classifying neural network models.
The signal-enhancement technique adapted to work with spectroscopic data so as to aid
detection in the presence of spectral noise was lock-in amplification. This was
implemented as an initial processing step within the scanning software designed for the
purpose, before the spectra were pre-processed and used to simulate the pattern-
recognition/ classification model. The scans performed with solutions of ethanol,
hydrogen peroxide and ammonium nitrate showed accurate detection of these chemicals
in through-transmission measurements at close range with signal-to-noise ratio set as
low as -60dB. The same classification results were used to construct 2-dimensional
contour images of the chemical cells to illustrate a possible application of the technique.
Some of the classification results obtained at -60 dB SNR with ammonium nitrate and
hydrogen peroxide solutions hidden behind a layer of polyester fabric were shown to
contain certain anomalies, where a sizable proportion of the spectral data within the
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scanned area were misclassified. An image processing technique, termed ‘majority
poll’, was devised to use the contents of the pertinent intensity images to determine
which particular chemical was shown to occupy more than 50% of a certain area within
an image, and to announce detection of that chemical in the said area.
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Chapter 6
Summation, conclusions and further work
6.1 General summary and conclusions
6.1.1 The use of NIRS
In view of the emergent threat of terrorist activities, and the increasing importance of
robust and effective scanning mechanisms to detect and categorize harmful and
dangerous substances that might be used in improvised explosive device, several
scanning technologies have been investigated and tested in scanning systems at
vulnerable locations such as airports. It is, however, felt that these current scanning
techniques have certain inherent limitations, which might be overcome with the use of
NIR spectroscopy in such an application. In this context, this work presents an
investigation into the interaction of NIR wavelengths with a range of clothing fabrics,
and the use of NIRS to detect and image specific chemical compounds alone and hidden
behind such fabrics.
The use of near infrared spectroscopy in various industrial applications has grown in
popularity in recent decades, and it has been adopted as the technique of choice for
multifarious process monitoring and quality control tasks. This has been due in part to
the breadth of compositional and structural information available in the NIR overtone
and combination spectra of pertinent test samples, the inexpensive and portable
instrumentation available to perform NIRS, and the high data throughput rates
achievable with this technique.
NIRS falls under the purview of vibrational spectroscopy, with the origin of spectra that
appear in this region traceable to the anharmonic vibrations that take place in the
molecular bonds of test samples: as NIR energy at specific characteristic wavelengths is
absorbed in these bonds, it prompts overtone and combination transitions that excite
vibrations at higher energy levels. The lack of specificity and redundancy encountered
in the resultant absorbance spectra, however, necessitate a chemometrics-based
approach to glean useful information about the qualitative and quantitative structure of
the pertinent test samples.
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6.1.2 Experiments on NIR transmission
In a preliminary set of investigations, the mechanism of interaction between NIR energy
and materials such as sheets of paper, polystyrene foam and various types of clothing
fabrics was studied. The results of through-transmission experiments with an 850 nm
NIR laser diode across a range of material samples revealed that the magnitude and
spatial distribution of through-transmitted energy was dependent on factors such as
thickness of the material, porosity of fabric samples, spatial distribution of the pores,
and surface texture of the samples. Particular attention was paid to investigating the
effect of varying these parameters in fabric samples on the spatial distribution and
intensity of resulting signal energy. It was concluded that, while the magnitude of
through-transmitted signal was directly proportional to the overall porosity of the fabric
sample, the layout of the radiation pattern as it emerged on the far side of the sample
was determined by the distribution and size of individual pores. This was further
investigated by using a special type of test samples, comprising different varieties of
metallic TEM grids. These had a uniform thickness (~9 µm) and diameter (~3.05 mm),
while the pore sizes varied from around 6 µm to 100 µm. The radiation pattern recorded
with the largest pores did not show any evidence of scattering, while the one recorded
with the smallest pore sizes had clear effects of scatter manifested in the form of
diffraction patterns with side lobes etc.
Additional experiments were performed with wet fabric samples, and samples dyed in
various colours. It was revealed that an increase in the moisture content of the sample
resulted in increased through-transmitted signal levels, which was attributed to the
reduced optical impedance of the sample due to the water content, as well as greater
optical homogeneity of the surface texture with the water filling in the pores. The
different coloured dyes, however, had minimal impact on the resulting signal levels. It
was, therefore, concluded that fabric materials with larger pores and a more uniform,
even and less chaotic surface texture would allow higher signal magnitudes to be
transmitted, while the colour of the fabric would not impact NIR through-transmission
in any significant manner.
Following on from the above investigations at a single NIR wavelength, instrumentation
was designed to perform spectroscopic measurements utilizing the entire range of
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wavelengths (850 nm – 2,200 nm) in the NIR region. The optical bench, which was
comprised of commercial off-the-shelf components, was designed to record
measurements at a standoff distance of 3 m to test the operability of such an
arrangement in a practical security screening environment. Measurements were made in
diffuse reflectance mode with solids, and in transflectance mode with liquids, using a
diffuse PTFE reflector in the latter case.
The nature of the interaction between NIR energy and fabrics, followed by solid
chemical powders comprising different ammonium salts, and aqueous solutions of
ethanol, hydrogen peroxide and ammonium nitrate was investigated. The results with
fabrics showed characteristic absorbance spectra with features specific to each fabric
type. The amplitude of these features was found to be relatively low at wavelengths up
to 1,400 nm, which facilitated the use of the range between 850 nm – 1,400 nm for
locating the characteristic spectra of chemicals and, if found to be present, announce
detection of the relevant samples hidden behind such fabrics.
It was observed that collecting absorbance spectra of chemicals, with reference to the
intensity spectra of the intervening fabric layers, allowed improved discernment of
spectral features characteristic of the chemicals. The spectra collected in this manner for
different ammonium salts in powdered form had remarkably similar features owing to
the presence of the ammonium ion in each case, while the spectra of aqueous solutions
of different chemicals also contained features specific to the chemicals. An interesting
feature that emerged in the spectra of solid chemicals as well as aqueous solutions
collected in the presence of different fabric layers including polyester, cotton, acrylic
and wool, was the similarity in the recorded spectral profiles with features characteristic
of the relevant chemicals, irrespective of the type of fabric used. This was deemed to be
a significant finding, as it allowed for the possibility of detecting chemicals based on a
standardized set of features for each chemical, applicable to all types of concealing
fabrics.
6.1.3 The need for chemometrics-based approach
The fabric layers were found to introduce certain distortive effects in the spectra, which
mainly manifested in the form of a significant reduction in spectral amplitudes: the
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amplitudes recorded in the presence of, and with reference to, fabric layers were around
20 times less than those recorded with the chemicals alone. Additionally, certain
characteristic features observed in the spectra of the chemicals alone were either absent
or largely diminished in the presence of fabric layers, especially at wavelengths where
such features coincided with those of the fabrics. On account of such inconsistencies, a
chemometrics-based approach to prediction modelling was deemed to be essential, in
order to base the requisite calibration models on multivariate data rather than relying on
a univariate approach.
Prediction modelling was thus undertaken to detect the presence of hidden chemicals
through pattern recognition/ classification, using neural network-based calibration
models. Specific data pre-processing routines and training algorithms were instituted to
ensure optimal training of the neural networks, while preventing overfitting and
ensuring adequate generalization capability to allow the model to extrapolate beyond
the training domain. This extrapolation capability was specifically tested by presenting
test data to the model that were largely comprised of the spectra of chemicals hidden
behind such fabric layers as had not been included in the training data. With 68% of the
test data comprised of such spectra, the trained model correctly classified 91% of the
samples.
Following neural network-based detection, a second PLSR-based model was used to
quantify the detected chemical in terms of its concentration in aqueous solution. Using
test spectra collected at the same standoff distance in a PLSR model calibrated to
quantify hydrogen peroxide, it was concluded that concentrations above 10% in the
presence of a fabric layer could be predicted within a margin of error of ±5%. Further,
an outlier detection algorithm based on prediction influence plots was used to enable
segregation of hydrogen peroxide samples with concentration as low as 3% (in the
absence of fabric layer) from other chemical samples that might have been wrongly
classified as hydrogen peroxide in the initial step.
As the quantification and outlier detection measures were obtained within the same
arrangement as that used in the initial detection step, these were deemed to provide a
useful add-on module to the main detection step.
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A preliminary processing step was next introduced in the form of lock-in amplification
of raw spectral data, with the aim to sufficiently enhance the SNR to enable recovery of
spectral data buried in background noise in a practical screening environment. A
through-transmission arrangement was used for this set of experiments, with a software-
based lock-in amplifier designed to process multi-channel spectral data, using an optical
source modulated with the reference frequency of the amplifier. The results
demonstrated adequate suppression of noise when SNR was set as low as -60 dB, to
enable subsequent chemical detection using neural network-based calibration models.
Additionally, two-dimensional spectroscopic imaging was performed by carrying out
cross-sectional scans of test samples, and plotting the corresponding results of chemical
detection in the form of intensity images colour-coded to depict the presence of specific
chemicals at the scanned coordinates.
Based on all the experimental evidence gathered in the course of this work, it has been
concluded that NIRS allows the functionality to detect specific chemicals from a
standoff distance, when such chemicals are hidden from view underneath a layer of
clothing. Furthermore, detection can be performed in the presence of relatively high
levels of noise in the relevant wavelength channels, by performing lock-in amplification
of the spectra to enhance the pertinent SNR.
6.2 Recommendations for further work
It is felt that, before the technique could be utilized in a security screening system, some
further investigations as proposed below may be performed in order to cover additional
ground regarding the practical implications involved in such an application.
Additional studies should be carried out to investigate the applicability of the technique
in the detection of chemicals contained in commonly used bottles made of PET
(polyethylene terephthalate) or coloured glass [1]. This would lead to the introduction of
additional details in the spectra, such as the spectral features of PET [2], which would
need to be factored in during subsequent processing/ detection process.
In a practical screening application, the active optical illumination irradiating the
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chemical might be affected by the opacity of the container and other ambient factors
such as passive optical signatures of devices introduced in the vicinity of the system.
Such factors would introduce additional variables in the calculations, and could have a
significant impact on the accuracy of calculations based on small variations in spectral
amplitudes, such as the estimation of analyte concentration. While measures such as
lock-in amplification serve to mitigate these adverse effects, the related issues need to
be investigated and understood in greater detail, and if necessary, modelled and
incorporated in the relevant processing algorithms.
Further variability in the results could be expected on account of the tested chemicals
containing mixtures of compounds. This is an important consideration in practical
screening, and needs further investigation. In order to calibrate the models to detect
dangerous chemicals in mixtures [3], calibration methods such as stepwise multiple
linear regression [4] might prove useful, and could be used in conjunction with the
existing methods [5].
In the context of detection across layers of fabrics, a baseline/ standardized fabric model
based on the prominent spectral features of a representative set of clothing fabrics could
be established, and used as the reference level for recording all absorbance spectra in
such an application.
With regards to the choice of a reflective surface when screening for liquid samples, a
skin substitute could be used in place of PTFE to investigate and model the impact of
such a surface on the resulting NIR spectra, allowing a closer approximation to personal
screening applications.
Finally, in order to perform spectroscopic imaging in a practical screening system on
the pattern introduced in Chapter 5, a much higher scan rate than that achieved during
this work would be required. A possible solution would comprise a detection system
incorporating an array of collecting lenses feeding fibre optic cables, with the outputs of
the fibres connected to an optical time-division multiplexer, suitably designed to
digitize and multiplex the optical signals [6-10]. The output of the multiplexer would be
connected to the spectrometer, and the operation of the spectrometer controlled via an
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external trigger based on the multiplexer clock. As the resulting scan rate would be
limited only by the integration time of the spectrometer and the size of the collecting
array, such a system would allow specific areas to be imaged in a matter of seconds, if
not milliseconds. The system could then be adapted to image specific spatial cross-
sections with the collecting lenses/ fibres installed around the periphery, for instance, of
a walking channel for passengers in an airport.
Another possible practical implementation could be in the form of a portable hand-held
scanner [11] incorporating a detector array of the type described above, and an NIR
spectrometer with miniaturized form factor.
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% File: nnip.m *****************************************************
% Created: 13/01/2011
% Last modified: 01/02/2011
% Created by: Aamer Saleem
% ******************************************************************
% Loads and processes 2D NIR spectra of water & no object (zero
% absorbance) for NN training.
% Spectra recorded with reference: Incident light intensity
% Pre-processing: Filtering, followed by SNV and PCA
% The spectra were recorded with distilled water
% ******************************************************************
clear;
NV=40; % No. of WL channels taken for processing: 850-2200nm
(Taken with inter-channel spacing=5)
EF=8; % Elimination Factor: No. of initial spectra to omit due to
noise
n_pca=5; % Number of PCs to be taken
% Define target vectors as extremes of the tansig transfer function (-1
and +1)
% Function mapminmax applied on Eth2, Hyd2 and Amm2 to obtain these
vectors (ref end of this file)
% Define target vectors as extremes of the logsig transfer function (0
and 1)
BGD=[1 0 0 0]'; % Target vector for background
WAT=[0 1 0 0]'; % Target vector for water
ETH=[0 0 1 0]'; % Target vector for ethanol
HDP=[0 0 0 1]'; % Target vector for hydrogen peroxide
CBD=[BGD WAT ETH HDP]'; % Combined target vectors (used in nndisp)
K=2; % Polynomial order for Savitzky-Golay FIR smoothing filter
F=5; % Frame size for Savitzky-Golay FIR smoothing filter
% Read training data
p1=textread('background_train_REFsourceintensity.txt');
% Truncate empty (zero) rows at the end
pInit=flipud(p1);
[C,I]=max(pInit(:,2)); % Max of YMove: All rows preceding this
are zero
pInit=flipud(pInit(I:end,:));% Exclude zero rows, and re-straighten the
matrix
p1=pInit(EF+2:end,3:NV+2); % Exclude: Wavelengths in 1st row,
% initial EF noisy spectra, and XMove and YMove values in columns
% 1 & 2; no NaN spectral values in trailing WL channels in this
% case due ch. spacing = 5 instead of 6
p2=textread('waterOnSlide_train_REFsourceintensity.txt');
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% Truncate empty (zero) rows at the end
pInit=flipud(p2);
[C,I]=max(pInit(:,2)); % Max of YMove: All rows preceding this
are zero
pInit=flipud(pInit(I:end,:));% Exclude zero rows, and re-straighten the
matrix
p2=pInit(EF+2:end,3:NV+2); % Exclude: Wavelengths in 1st row,
% initial EF noisy spectra, and XMove and YMove values in columns
% 1 & 2; no NaN spectral values in trailing WL channels in this
% case due ch. spacing = 5 instead of 6
p3=textread('ethanol_train_REFsourceintensity.txt');
% Truncate empty (zero) rows at the end
pInit=flipud(p3);
[C,I]=max(pInit(:,2)); % Max of YMove: All rows preceding this
are zero
pInit=flipud(pInit(I:end,:));% Exclude zero rows, and re-straighten the
matrix
p3=pInit(EF+2:end,3:NV+2); % Exclude: Wavelengths in 1st row,
% initial EF noisy spectra, and XMove and YMove values in columns
% 1 & 2; no NaN spectral values in trailing WL channels in this
% case due ch. spacing = 5 instead of 6
p4=textread('hydrogenperoxide_train_REFsourceintensity.txt');
% Truncate empty (zero) rows at the end
pInit=flipud(p4);
[C,I]=max(pInit(:,2)); % Max of YMove: All rows preceding this
are zero
pInit=flipud(pInit(I:end,:));% Exclude zero rows, and re-straighten the
matrix
p4=pInit(EF+2:end,3:NV+2); % Exclude: Wavelengths in 1st row,
% initial EF noisy spectra, and XMove and YMove values in columns
% 1 & 2; no NaN spectral values in trailing WL channels in this
% case due ch. spacing = 5 instead of 6
p=vertcat(p1,p2,p3,p4); % Combine the training spectra
WL=pInit(1,3:NV+2); % Wavelength scale
% Pre-processing: Filtering, followed by SNV and PCA:
% Filtering
pF = sgolayfilt(p',K,F); % Filter data using Savitzky-Golay FIR
smoothing filter k=2 & f=15; filter operates on columns of objects
% Standard Normal Variate (SNV) transformation
% Map each object's mean to 0 and standard deviation to 1
pTFsnv=preprocessing(pF','snv'); % TOMCAT function preprocessing.m
requires and returns objects in rows and variables in columns, so
transpose of pF taken
pTFsnv=pTFsnv';
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% PCA: Take PC scores as input variables for calibration
% Use Matlab function processpca
[pTFms,ps1] = mapstd(pTFsnv);% Mean-correction and stddev-normalization
of x-variables (rows)
% Settings ps1 to be used for mapping test
spectra in nnop.m
[pTF,ps2] = processpca(pTFms,0.02); % Gives error if X has more rows
(variables) than columns (observations).
% Exclude PCs that account for less than
2% variance in the data
n_pca=size(pTF,1); % Number of PCs taken
%result=ccpca(pTFms','k',n_pca,'plots',0); % ccpca.m is modified form
of LIBRA function cpca.m, to allow for X matrix that is already mean-
centred; n_pca PCs taken
%pTF=result.T'; % PC scores
%pldg=result.P; % PC loadings: To be used for
transformation of test spectra in nnop.m
% Prepare Target matrix for logsig extremes (0 and 1)
t2(:,1:size(p1,1))=repmat(BGD,1,size(p1,1));
t2(:,end+1:end+size(p2,1))=repmat(WAT,1,size(p2,1));
t2(:,end+1:end+size(p3,1))=repmat(ETH,1,size(p3,1));
t2(:,end+1:end+size(p4,1))=repmat(HDP,1,size(p4,1));
% File: nnop.m *****************************************************
% Created: 13/01/2011
% Last modified: 13/01/2011
% Created by: Aamer Saleem
% ******************************************************************
% Loads and processes NIR spectra for water and no object (zero
% absorbance) for testing a trained NN
% Spectra recorded with reference: Incident intensity
% Pre-processing: Filtering, followed by SNV and PCA
% These data were NOT used for training the NN (except no object
% spectra). The spectra were recorded with distilled water
% ******************************************************************
% To be run AFTER nnip.m
% ******************************************************************
% Read test data
pTestTotal=textread('watandeth_trv2_testing_REFincidentlight.txt');
% Truncate empty (zero) rows at the end
pTestInit=flipud(pTestTotal);
[C,I]=max(pTestInit(:,2)); % Max of YMove: All rows preceding this
are zero
pTestInit=flipud(pTestInit(I:end,:)); % Exclude zero rows, and re-
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straighten the matrix
pTest=pTestInit(2:end,3:NV+2); % Exclude: Wavelengths in 1st row,
% XMove and YMove values in columns 1 & 2, and NaN spectral values
% in the trailing WL channels
XMove=pTestInit(2:end,1); % x-axis move coordinates of scan stage
YMove=pTestInit(2:end,2); % y-axis move coordinates of scan stage
XMove=vertcat(XMove,-1);
YMove=vertcat(YMove,-1);
% Pre-processing: Filtering, followed by SNV and PCA:
% Filtering
pTestF = sgolayfilt(pTest',K,F); % Filter data using Savitzky-Golay FIR
smoothing filter k=2 & f=15; filter operates on columns of objects
% Standard Normal Variate (SNV) transformation
% Map each object's mean to 0 and standard deviation to 1
pTestTFsnv=preprocessing(pTestF','snv'); % TOMCAT function
preprocessing.m requires and returns objects in rows and variables in
columns, so transpose of pTestF taken
pTestTFsnv=pTestTFsnv';
% Mean-correction and stddev-normalization of x-variables (rows) using
calibration data settings ps1
pTestTFms = mapstd('apply',pTestTFsnv,ps1);
% PCA of x-variables (rows) using calibration data settings ps2
pTestTF = processpca('apply',pTestTFms,ps2);
% Take averages of multiple spectra recorded at single XMove and YMove
coordinates
pTestTF=pTestTF';
%n_pca=size(pTestTFsnv,2); % Set n_pca equal to the number of x-
variables
XMS=size(pTestTF,1); % XMS: Total number of spectral objects recorded
nsim=1;
cc=0;
Xsum=zeros(1,n_pca);
pTestTFc=zeros(XMS,n_pca);
XMovec=zeros(XMS,1);
YMovec=zeros(XMS,1);
chk=zeros(1,10); chkc=0;
for j=1:XMS
if(XMove(j)==XMove(j+1) && YMove(j)==YMove(j+1))
nsim=nsim+1;
else
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for k=0:nsim-1
Xsum=Xsum+pTestTF(j-k,:);
end
cc=cc+1;
pTestTFc(cc,:)=Xsum/nsim; % Average spectrum at the same x and
y coordinates
XMovec(cc)=XMove(j);
YMovec(cc)=YMove(j);
if(nsim>=3 || nsim==1) chkc=chkc+1; chk(chkc)=j; end
Xsum=zeros(1,n_pca);
nsim=1;
end
end
% Compress resulting data to truncate trailing zeros
pTestTFc=pTestTFc(1:cc,:)';
XMovec=XMovec(1:cc);
YMovec=YMovec(1:cc);
% File: nnpr.m *****************************************************
% Created: 13/01/2011
% Last modified: 13/01/2011
% Created by: Aamer Saleem
% ******************************************************************
% Defines and trains a new Neural Network with Bayesian
% regularization training function 'trainbr', using training dataset
% prepared in nnip.m.
% Simulates the trained network with training data and test data
% ******************************************************************
% To be run AFTER nnip.m and nnop.m
% ******************************************************************
S=3; % Size of the hidden layer
% NN defined/ trained for targets spanning the values [0 1]
net2=newpr(pTF,t2,S); % newpr returns a network exactly as newff
% does, but with an output layer transfer function of 'tansig' and
% additional plotting functions included in the network's
% net.plotFcn property.
net2.divideFcn ='';
net2.trainFcn='trainbr';
net2.trainParam.show = 10;
net2.trainParam.epochs = 500;
net2 = init(net2);
[net2,tr2]=train(net2,pTF,t2); % Confusion matrix for this NN
calculated with original output matrix as output vectors span [0 1]
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% Simulate the net2 NN (0-1 outputs) using training data pTF and test
data pTestTFc
y2=sim(net2,pTF);
[c2,cm2,ind2,per2] = confusion(t2,y2);
yTest2=sim(net2,pTestTFc);
[cT2,cmT2,indT2,perT2] = confusion(tTest2,yTest2);
% Above-obtained simulation data plotted in nndisp.m
% File: nndisp.m ***************************************************
% Created: 13/01/2011
% Last modified: 13/01/2011
% Created by: Aamer Saleem
% ******************************************************************
% Displays the confusion outputs of NN trained/ simulated in nnpr.m
% ******************************************************************
% To be run AFTER nnpr.m
% ******************************************************************
% Display the data about how test samples have been classified
% Write text file to allow plotting of results in Surfer, and plot data
in 3-D
yTest2tr=yTest2';
% Detection Thru. Max: The index of the highest output value in each
result vector is taken to signify the corresponding element
[yTestdecCm,yTestdecC]=max(yTest2); % In yTestdecC (max indices
vector), Background=1; Water=2; Ethanol=3; Hydrogen Peroxide=4
yTestdecC=yTestdecC';
ResXYSd=[XMovec YMovec yTestdecC];
dlmwrite('ResXYSd_MatPCA_op.txt',
ResXYSd,'delimiter','\t','newline','pc');
% Re-order results matrix to plot contours/ surface in matlab
[C,I]=max(XMovec);
Ystep=YMovec(I+1)-YMovec(I);
Xstep=XMovec(2)-XMovec(1);
Xscale=0:Xstep:C;
Yscale=0:Ystep:max(YMovec);
yTestRS=zeros(length(Yscale),length(Xscale)); % Reshaped results matrix
initialized
for i=1:length(yTestdecC)
xcoord=(XMovec(i)+Xstep)/Xstep;
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ycoord=(YMovec(i)+Ystep)/Ystep;
yTestRS(ycoord,xcoord)=yTestdecC(i);
end
figure,contour(Xscale,Yscale,yTestRS) % Good
figure,contourf(Xscale,Yscale,yTestRS) % Best
figure,surf(Xscale,Yscale,yTestRS) % Good
figure,plot3(ResXYSd(:,1),ResXYSd(:,2),ResXYSd(:,3)) % Not good
