We study generalized deduction rules of cut and weakening in the context of equational fragment of Pavelkastyle fuzzy logic using complete residuated lattices as the structures of truth degrees. The deduction rules in question are parameterized by a truth stresser, an additional unary operation on the structure of truth degrees. It is shown that the deductive system of fuzzy Horn logic can be replaced by several equivalent systems which use cut and weakening instead of the monotony rule.
Introduction
The importance of equational reasoning in universal algebra and computer science has been widely recognized. At present, there are numerous results on properties of implicationally defined classes of algebras (a survey can be found in [18] ) and proofs from equational and implicational theories, e.g. [13, 15, 18] . So far, the development of the equational proof theory has been focused mainly on the aspects related to reasoning with identities and implications between identities in the context of classical (two-valued) logic. In the classical sense, an identity t ≈ t denotes that t equals t . This crisp relationship might be, however, inappropriate when describing inherently vague systems. In such cases, it might be convenient to deal with relationships in terms of "being similar (to a certain degree)" instead of "being (fully) equal". It is then natural to investigate equational reasoning from the viewpoint of fuzzy logic in narrow sense [9, 10, 12] .
The initial paper [2] on fuzzy equational logic (FEL) has introduced a syntactico-semantically complete calculus for reasoning with fuzzy sets of identities. In [5] , we present so-called fuzzy Horn logic (FHL), which deals with generalized implications between (truth-weighted) identities, extending thus the results of [2] . Both FEL and FHL are developed in Pavelkastyle [10, 12, 14] , i.e. a fixed complete residuated lattice is used as the structure of truth degrees, and the completeness theorems say that the appropriately defined provability degree is equal to the degree of semantic consequence.
In the results on the classical Horn logic [13, 15, 18] , the authors have used various deductive systems. The original deductive system of FHL, as introduced in [5] , generalizes the system of [18] . The present paper aims at the problem of replacing the monotony rule of FHL by a couple of deduction rules which generalize the well-known rules of cut and weakening. This problem is especially interesting because (i) deduction rules of FHL involve truthweighted formulas, (ii) the generalized Horn clauses of FHL have truth-weighted premises, and (iii) deduction rules of FHL are parameterized by so-called truth stresser [4, 11] . Thus, we might be interested, for instance, in the influence of a truth stresser on the semantic part of a generalized cut. This issue is completely hidden in the classical Horn logic. It is shown below that the original deductive system of FHL can be replaced by several equivalent systems which use generalized cut and weakening instead of the monotony rule.
In Section 2 we briefly summarize preliminaries and basic syntactic notions of FHL. Section 3 deals with the generalized rules of the cut and weakening and presents several deductive systems based on these rules. Finally, we introduce the semantics of FHL and show a connection of the alternative deductive systems to FHL by presenting the completeness theorem.
Preliminaries
We use complete residuated lattices as the structures of truth degrees. A (complete) residuated lattice is an algebra L = L, ∧, ∨, ⊗, →, 0, 1 of type 2, 2, 2, 2, 0, 0 such that (i) L, ∧, ∨, 0, 1 is a (complete) lattice with the least element 0 and the greatest element 1,
is called a truth stresser [11, 4, 5] . A complete residuated lattice L equipped with a truth stresser will be denoted by L * . Note that (2.1)-(2.3) ensure the monotony, i.e. a ≤ b implies
. Two extreme cases of truth stressers are (i) identity, i.e. a * = a (a ∈ L); (ii) so-called globalization [16] :
If L is a chain, the globalization coincides with Baaz's operation [1, 10] . In FHL, truth stresser influences both the syntactic and semantic consequence. Namely, on the syntax level, it is used as a thresholding function for deduction rules while on the semantics level, it determines the interpretation of implications between identities. An L-set A (or fuzzy set with truth degrees in L) in a universe set U is a mapping
Basic operations with L-sets are defined componentwise using operations of L [3] . A binary L-relation R on U is an L-set in the universe set U × U , i.e. a mapping Now we introduce basic syntactic notions of fuzzy Horn logic [5] . A type is a collection F of function symbols, each with its arity. Given a complete residuated lattice L, the language of FHL consists of (at least denumerable) set X of variables, a type F , a binary predicate symbol ≈ standing for (fuzzy) equality, a set {a | a ∈ L} of symbols of truth degrees (however, for brevity and since there is no danger of confusion, we identify a with a), and symbols of logical connectives ⇒ (implication) and (conjunction). Terms and identities are denoted by t, s, . . . and t ≈ t , s ≈ s , . . . , respectively, both possibly with indices. Let T (X) denote the set of all terms of type F over X. A Horn clause (with truth-weighted premises), denoted by P ⇒ (t ≈ t ), is a syntactic expression of the form
where P is a finite binary L-relation on T (X) with Supp(P ) = { t 1 , t 1 , . . . , t n , t n }, and t, t ∈ T (X). Horn clauses are the basic formulas of FHL. Note that P can be thought of as an L-set of premises, and P (s, s ) ∈ L can be interpreted as a degree (weight) to which an identity s ≈ s belongs to the L-set of premises P . Horn clause P ⇒ (t ≈ t ) with Supp(P ) = { t 1 , t 1 , . . . , t n , t n } can be read as follows: "If t 1 equals t 1 in degree (at least) P (t 1 , t 1 ), and · · · and t n equals t n in degree (at least) P (t n , t n ), then t equals t ". For more details we refer to [5, 6] .
Given a Horn clause ϕ and a truth degree a ∈ L, the couple ϕ, a is called a weighted Horn clause. Weighted Horn clauses will be denoted by P ⇒ (t ≈ t ), a . For brevity, we 
On the verbal level, R( ϕ 1 , a 1 , . . . , ϕ n , a n ) = ϕ, a should be read as: "from ϕ 1 in degree a 1 , and · · · and ϕ n in degree a n infer ϕ in degree a". A system R of L * -deduction rules is called an L * -deductive system. Let Γ be an L-set of Horn clauses and let R be an
The following schemes of L * -deduction rules were introduced in [5] :
where
. . , a n ∈ L, s contains t as a subterm and s results from s by replacing one occurrence of t in s by t ; t(x/r) denotes the term resulting from t by substitution of all occurrences of x by r ∈ T (X);
Remark 2.1 (1) We use the following convention for specifying L * -deductive systems:
Note that unlike the deduction rules of Pavelka-style logic [10, 12, 14] , we do not separate syntactic and semantic part of a rule by two independent (partial) mappings. This is, however, only for the sake of convenience. Namely, in [5] we showed that all of our deduction rules are in fact derived rules in a suitably extended Pavelka-style first-order fuzzy logic. This applies also to all the rules introduced in this paper. Moreover, each of the aboveintroduced rules (i.e., (Ref), (Sym), . . . , (Sup)) is nondecreasing in the sense that from a 1 ≤ a 1 , . . . , a n ≤ a n , R ( ϕ 1 , a 1 , . . . , ϕ n , a n ) = ϕ, a , and R ( ϕ 1 , a 1 , . . . , ϕ n , a n ) = ϕ, a , it follows that a ≤ a .
Γ for every Horn clause ϕ, and every L-set Γ of Horn clauses. L * -deductive systems R 1 , R 2 are said to be equivalent, 
Deductive systems based on cut and weakening
First, we pay our attention to the L * -deduction rule of monotony (Mon) and show its relationship to generalized rules of cut and weakening. Later on, we present an L * -deductive system which is equivalent to R, but unlike R, it contains more axioms and simpler L * -deduction rules.
In the sequel, we consider the following L * -deduction rules:
:
Remark 3.1 (1) In the bivalent case, i.e. for L being the two-element Boolean algebra, (Cut) and (Wea) coincide with their ordinary counterparts. Clearly, for a = b = c = 1, and denoting { 1 / s, s } by {s ≈ s }, we obtain the following classical deduction rules
.
represents an L-set of premises P extended by an identity s ≈ s in the truth degree c ∈ L. The aspect of extending sets of premises by identities in truth degrees other than 0 and 1 is entirely hidden if we consider classical formulas. On the verbal level, (Cut) can be read: "if Q implies s ≈ s and if P extended by s ≈ s in degree c implies t ≈ t , then Q ∪ P implies t ≈ t ". A finer reading of (Cut) is "Q ∪ P implies t ≈ t (at least) in degree to which P extended by s ≈ s in degree c implies t ≈ t and s ≈ s is implied by Q at least in degree to which s ≈ s belongs to P extended by s ≈ s in degree c".
(3) The (Cut) rule is parameterized by * similarly as (Mon). That is, given L, different * 's lead to different interpretations of (Cut). For instance, if * is the globalization, i.e. it is defined by (2.4), (Cut) is equivalent to
Indeed, (Cut) is used in a nontrivial way iff ((c ∨
which is equivalent to c ≤ a and P (s, s ) ≤ a. In such a case, the resulting formula is inferred in degree b. In the other case, the truth degree of the resulting formula equals 0 (not interesting from the provability standpoint). Thus, the globalization can be seen as a threshold function which disallows (Cut) to infer the resulting formula in a nonzero truth degree if the truth degree a ∈ L of the input formula does not exceed the threshold values c ∈ L and P (s, s ) ∈ L.
Proof. "R W ≤ R E,M ": Let Γ be an L-set of Horn clauses, Q ⇒ (t ≈ t ), a be a member of an R W -proof inferred from P ⇒ (t ≈ t ), a using (Wea). Thus, P ⊆ Q. Let Supp(P ) = { t 1 , t 1 , . . . , t n , t n }. Using induction hypothesis, there is an R E,M -proof
where c = b⊗
The rest is obvious. 
The above sequence is an R E,M,W -proof. Hence, assuming c ∨ P (s, s ) = 0, we get that
since ⊗ and * are monotone, and → is isotone in the second argument. If c ∨ P (s, s ) = 0, we can proceed analogously as above provided that we skip steps "n+1" and "n+2" in the previous proof.
Hence, there is no loss of generality in assuming Q(t i , t i ) ≤ a i (i = 1, . . . , n). Let us introduce finite binary L-relations P 0 , . . . , P n on T (X):
otherwise.
Evidently, P n (r, r ) = 0 (r, r ∈ T (X)). Moreover, . . . , n) . Thus, the following sequence
is an R C,E,S,W -proof of Q ⇒ (t ≈ t ), b n from Γ. We finish the proof by checking
Suppose the claim holds for j. It follows that
Monotony of ⊗ and * together with isotony of → in the second argument ensure b ⊗
the proof.
Theorem 3.5
Let R G result from R by replacing (Mon) by (Cut) and (Wea). Then R G ≡ R.
Proof. Consequence of Lemma 3.2, Lemma 3.3, and Lemma 3.4.
Let us note that in the classical Horn logic [13, 15, 18] , the rule of replacement can be substituted by so-called rule of compatibility (congruence). In fuzzy setting, such a rule is naturally formalized as follows
where t 1 , t 1 , . . . , t n , t n ∈ T (X), a 1 , . . . , a n ∈ L, and f ∈ F is an n-ary function symbol. We have Proof. Suppose an L-set of Horn clauses Γ is given. We examine only the cases when (Com) and (Rep) are used since the rest is evident.
, a be a member of an R -proof inferred from weighted Horn clauses P ⇒ (t 1 ≈ t 1 ), a 1 , . . . , P ⇒ (t n ≈ t n ), a n by (Com). Thus, a = a 1 ⊗ · · · ⊗ a n and by induction hypothesis, 
, a be a member of an R-proof such that weighted Horn clause P ⇒ (s ≈ s ), a results from P ⇒ (t ≈ t ), a by (Rep). We proceed by structural induction. For s being t, the claim is trivial. Thus, let s = f (t 1 , . . . , t n ) and s = f (t 1 , . . . , t k−1 , t k , t k+1 , . . . , t n ) , where t k has t as a subterm and t k results from t k by replacing of one occurrence of t by t . By induction hypothesis,
The following sequence ∅ ⇒ (t ≈ t), 1 , axiom (ARef)
2:
P ⇒ (t ≈ t), 1 , by (Mon) on 1
is an R A -proof of P ⇒ (t ≈ t), 1 .
(Sym): Let P ⇒ (t ≈ t), a result from P ⇒ (t ≈ t ), a by (Sym). Assuming Γ RA P ⇒ (t ≈ t ), a with a ≤ a , the sequence δ 1 , . . . , δ l ,
1:
P ⇒ (t ≈ t ), a , proof of P ⇒ (t ≈ t ), a 2:
t ≈ t , a ⇒ (t ≈ t), a , axiom (ASym) P ⇒ (t ≈ t), a , by (Mon) on 1, 2
is an R A -proof of P ⇒ (t ≈ t), a with a ≤ a (note that a = a ⊗ (a → a ) * ).
(Tra): Let P ⇒ (t ≈ t ), a ⊗ b result from P ⇒ (t ≈ t ), a and P ⇒ (t ≈ t ), b by (Tra). By induction, Γ RA P ⇒ (t ≈ t ), a and Γ RA P ⇒ (t ≈ t ), b , where a ≤ a and b ≤ b . Moreover, consider the sequence δ 1 , . . . , δ l , P ⇒ (t ≈ t ), a , proof of P ⇒ (t ≈ t ), a δ 1 , . . . , δ l , t ≈ t , a t ≈ t , b ⇒ (t ≈ t ), a ⊗ b axiom (ATra) Proof. "R AG ≤ R": Consequence of Lemma 3.2, Lemma 3.3, and Lemma 3.7.
"R AG ≥ R": We check that each P ⇒ (t ≈ t ) is R AG -provable in degree at least P (t, t ). This is true since 1: t ≈ t , P (t, t ) ⇒ (t ≈ t ), P (t, t ) , axiom (ARep) P ⇒ (t ≈ t ), P (t, t ) by (Wea) on 1 is an R AG -proof of P ⇒ (t ≈ t ), P (t, t ) . The rest follows by Lemma 3.4, and Lemma 3.7.
Let us stress that the L * -deductive system R AG is further used in [17] when considering the problem of graded equational provability from extended systems of equational deduction rules. In [17] we also develop the above-sketched idea of representing certain deduction rules by Horn clauses considered as axioms.
