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Polymer pyrolysis is a key phenomenon in solid ignition, ﬂame spread and ﬁre growth. It is therefore an
essential part in the understanding of ﬁre behaviour. Advances in computational pyrolysis during the last
decade have mainly resulted in an increase of the number of physical and chemical mechanisms im-
plemented in the models. This stems from the implicit assumption that models with a higher level of
complexity should be more accurate. However, a direct consequence of this growth in complexity is the
addition of new parameters and the accumulation of modelling uncertainty born from the lack of
knowledge of their values. The large number of parameters and the difﬁculty to quantify their values
from direct measurements often oblige modellers to solve an inverse problem to perform the calibration
of their models. By doing inverse modelling, the equations and the experimental data are consequently
coupled to the parameter values found. This coupling and its consequences, which are most often ig-
nored, are investigated here using different levels of model complexity for the simulation in Gpyro of
transient pyrolysis of PolyMethylMethAcrylate in non-burning conditions. Among the wide range of
possible model complexities, ﬁve models with a number of parameters ranging from 3 to 30 are con-
sidered. It is observed that models of different complexities (i.e. number of mechanisms and associated
assumptions) can achieve similar levels of accuracy by virtue of using different parameters values. The
results show the strong presence of multiple compensation effects between implemented mechanisms
(e.g. chemistry or heat transfer), and that an increase of model complexity can induce a large scatter in
the parameters values found. We recommend the use of larger data sets from different experimental
procedures (e.g. different boundary conditions) and of different nature (e.g. in-depth temperature proﬁle
instead of only surface temperature) to break down the compensation effects found in this study.
& 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Despite the extensive use and constant development of ﬁre
modelling tools, the current state of the art is still not capable of
predicting ﬁre growth rate from ﬁrst principles. The pyrolysis
process of the condensed phase represents one of the main chal-
lenges related to this problem. It is a key phenomenon in solid
ignition, ﬂame spread and therefore in the global understanding of
ﬁre behaviour. Advances in pyrolysis modelling during the last
decade have mainly resulted in an increase of the number of
physical and chemical mechanisms implemented in the models.
This stems from the implicit assumption that models with a higher
level of complexity should be more accurate. However, a direct
consequence of this growth in complexity is the addition of newLtd. This is an open access articleparameters. The uncertainty associated with each of these para-
meters is propagated to the output via their sensitivity [1]. Ex-
amples are available in Refs. [2,3]. The growth of complexity might
inﬂuence therefore the global modelling uncertainty.
The predictive capabilities of acomputational model isfunction
on three main components: the equations of the model, the input
parameters, and the experimental data used to validate the model.
The equations, directly function of the assumptions performed,
describe mathematically the physical and chemical mechanisms
which are then solved in time based on the assumed boundary
conditions. The input parameters are a set of values required to
perform a simulation. This set is composed of material properties
(e.g. kinetic triplet, attenuation coefﬁcient), initial and boundary
conditions (e.g. incident heat ﬂux, sample thickness, convective
cooling) and mathematical artefacts (e.g. grid size and time steps).
The experimental data is made of the measurements to which the
model predictions are to be compared (e.g. mass loss rate, surface
temperature and in-depth temperature proﬁle).under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Nomenclature
A pre-exponential factor [s1]
c speciﬁc heat [J/kg K]
Ea activation energy [kJ/mol]
k thermal conductivity [W/m K]
n order of reaction [dimensionless]
N number of experimental points
T temperature [K]
Subscripts
∞ ambient conditions
exp experiment
ref reference T 300 Kref =
sim simulation
Greek symbols
γ power properties evolution
ε absorptivity coefﬁcient [dimensionless]
κ attenuation coefﬁcient [m1]
ρ density [kg/m3]
υ yield of reaction
φ material properties
ϕ measurements
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lution of the pyrolysis behaviour. In practice, the change of ex-
perimental conditions can inﬂuence the controlling mechanisms
[4,5], implying the necessity of adding more mechanisms (simple
models are often valid only for speciﬁc experimental conditions)
or to compensate the simpliﬁed mechanisms by considering ef-
fective properties, which become dependent of the experimental
procedure [3,6]. The ﬁrst models for the prediction of ignition
were simple analytical expressions based on heat conduction. The
most recent ones are numerical and multi-physics models of the
heat and kinetic transient response of the condensed phase. Issues
grow rapidly with the number of possible mechanisms that can be
added.
Once the model equations are chosen, the input parameters are
then quantiﬁed through a process called calibration. Recently,
Stoliarov et al. [7] showed that is possible to quantify many of the
material properties from multiple independent experiments.
However, for some materials (especially charring materials),
challenging experimental difﬁculties arise and some key input
parameters cannot be measured independently [6,8]. Moreover,
the scare availability of experimental data in ﬁre science (espe-
cially for new materials) and the large number of parameters re-
quired (including new more speciﬁc ones) imply that model
calibration using independent experiments quickly becomes a
prohibitive economic and time cost. The applicability of this
methodology is therefore limited in practice.
The number of experiments can be reduced by exploiting the
database available in the literature. However, the variability of the
results can be signiﬁcant [3]. As an example, Kashiwagi et al. [9]
have demonstrated that two materials supplied by different
manufacturers, but sold under the same trade name, can present
large differences in their pyrolysis behaviour. This material varia-
bility cannot be ignored and it is expected to increase with the use
of new technologies such as ﬁre retardant and nanocomposites.
The mentioned difﬁculties associated with the calibration
process inspired the concept of inverse modelling. In this case, the
experimental data become entirely integrated in the calibration
process and an optimization routine is used to quantify the best
set of parameters which explain the observed pyrolysis behaviour
(i.e. multivariable curve ﬁtting). The most used experimental data
for model calibration have been the mass loss rate and the surface
temperature [10–12]. The optimization technique used is function
of the number of variables and their interactions. In the past, only
the few most uncertain parameters (i.e. the kinetics parameters)
were generally used as potentiometers [13]. However, sophisti-
cated mathematical procedures have been developed to increase
the number of parameters optimized simultaneously (e.g. Genetic
Algorithm (GA) [10,14] or Shufﬂed Complex Evolution (SCE) [11]).
Lautenberger and Fernandez-Pello [12] have recently investigatedthe inﬂuence that the choice of algorithm can have on the opti-
mized parameters. They generated using their code GPYRO a set of
synthetic data (mass loss rate and surfaces temperature) and tried
with different algorithms to ﬁnd back the set of input parameters.
The four optimization algorithms provided results with an abso-
lute average error between 1% and 25%. SCE was the most suitable
algorithm. The use of synthetic data conveniently avoids the pro-
blem of agreement between the actual physical phenomena and
any modelling assumption.
In fact, with a calibration by inverse modelling, the optimized
parameters become coupled to the set of equations and assump-
tions included in the model and to the experimental data. The
objective of this study is to assess the inﬂuence of the model
complexity (i.e. mechanisms and associated assumptions) on the
calibration process using inverse modelling. Indeed, detailed jus-
tiﬁcations of the inclusion or exclusion of the different mechan-
isms are in frequent and most often only a single model is con-
sidered [10,11]. Recent guidelines on parameter estimation clearly
mentioned that the ﬁrst element to consider is to determine the
appropriate complexity of the problem [15]. Kim and Dembsey
[15] illustrate by an example the effect of coupling between the
model assumptions and the estimated parameters by looking at
the consequence of considering a heterogeneous material as a
homogeneous mixture of component.
While the ultimate goal of computational pyrolysis is to predict
the ﬁre growth under a wide range of possible ﬁre conditions (e.g.
heat ﬂux level – stationary and transient, atmosphere composition
or sample orientation), this study focuses, as a ﬁrst step, on the
well-controlled laboratory conditions available in the literature.
The investigation is performed for the most understood non-char-
ring polymer, PolyMethylMethAcrylate (PMMA), in non-ﬂaming
conditions.
Recently, Ghorbani et al. [16] carried out a similar study where
they performed inverse modelling with six models using two
different algorithms (Genetic Algorithm and Stochastic Hill-Clim-
ber Algorithm) based on cone calorimeter experiments. The main
differences between their models correspond to the number of
parameters that they ﬁxed before beginning the inverse modelling
calibration process and the use of the following two assumptions:
inﬁnitely fast or ﬁnite rate chemistry and boundary conditions
(front and back). They found that the models might provide si-
milar predictive results. They used the values found for the cali-
brated inputs of the six models to predict other environmental
conditions (heat ﬂux level, sample thickness) and application
(upward ﬂame spread). They found signiﬁcant scatter between
the different predictions but, unfortunately, the results are not
compared to actual experimental data and it is therefore difﬁcult
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the model backbone is similar for the whole set of investigated
models, they found large discrepancies between the predictions,
and optimized values, showing the sensitivity of the results to
little change in the model. Our work looks at a larger set of model
complexity and identiﬁes mechanisms (and suggest others) that
are compulsory to accurately predict the pyrolysis behaviour.
The topic of model complexity goes beyond polymer pyrolysis
and applies to the modelling of any physical process in general.
The issue of how determining the most beneﬁcial level of model
complexity to predict a phenomenon is a major concern in other
ﬁelds [17–19] and this is now arriving to ﬁre science [20].2. Experimental data
The results from Kashiwagi and Ohlemiller [21] are used in this
study as experimental data because they are considered of high
ﬁdelity and were used in previous computational pyrolysis works
[10,22,23]. They exposed 15 mm thick PMMA samples, vertically
oriented, to a constant level of heat ﬂux using a graphite plate
heated at 1260 °C. While they performed tests in different atmo-
sphere compositions and at different heat ﬂux levels, only the
results obtained in 20%O2/80%N2 at 40 kW/m2 are used. The in-
ﬂuence of the selected experimental data on the calibration pro-
cess by inverse modelling is out of the scope of this work. The
mass loss rate and surface temperature measurements are plotted
in Fig.1. The experimental error has been estimated at 3% and 5%
respectively for the surface temperature and the mass loss rate
according to the information given in Ref. [21].
While it is sometimes recommended to extract the kinetics
parameter from thermogravimetry experiments (i.e. TGA) [15],
only small scale experiments have been used in this study as it is
often the case for inverse modelling application on pyrolysis
modelling [10–12]. Moreover, the heating rates observed in pyr-
olysis experiments are one order of magnitude faster than
those imposed in TGA [24]. The extrapolation of TGA results to
higher heating rate pyrolysis can be problematic as suggested by
Kashiwagi [25].Fig. 1. Mass loss rate and surface temperature of clear PMMA at 40 kW/m2 in 20%
oxygen (non ﬂaming conditions): measurements and predictions.3. Model equations
3.1. Reference model
Lautenberger and Fernandez-Pello [10] developed their pyr-
olysis model in the software GPYRO and performed an inverse
modelling analysis with the all set of experimental data provided
by Kashiwagi and Ohlemiller [21]. The model solves kinetics, heat
and mass transfers in a 1D domain. Their best predictions for the
experiments studied in this work are also shown in Fig.1.
The simulated mass loss rate follows closely the experimental
measurements (within experimental errors). However, in the early
(o80 s) and ﬁnal (4160 s) stages, the mass loss rate is under-
predicted. In the case of the surface temperature, the predictions
capture even better the experimental behaviour.
The model used by Lautenberger and Fernandez-Pello [10],
called reference model in the rest of this study, is based on mass,
species and energy balances for the condensed phase. The source
terms included in the energy conservation encompass the energy
consumed by the chemical reactions and the in-depth radiation
absorption. On top of that, the mass, species and momentum
conservation equations are solved for the pyrolysis gases inside
the solid matrix (gaseous species are assumed to be under thermal
equilibrium with the condensed species). The momentum equa-
tion enables to consider the evolution of gas pressure and to de-
scribe the mass ﬂux of gases released at the front surface instead
of assuming an instantaneous released of the pyrolysis gases
produced in depth.
The pyrolysis chemical degradation used by Lautenberger and
Fernandez-Pello [10] is composed of three steps (Eqs. (1)–(3)).
PMMA PMMA (1)→ β
PMMA GAS (2)β →
PMMA O GAS (3)O 2 GAS2β + υ → υ
In the ﬁrst reaction (Eq. (1)) the solid specie PMMA produces
another solid species called β PMMA. This reaction allows varia-
tions of the material properties due to the presence of bubbles.
This reaction does not absorb energy (i.e. heat of pyrolysis
ΔH¼0 kJ/kg). The two others reactions produce pyrolysis gases:
one by thermal degradation (Eq. (2)) whereas the other by
oxidation (Eq. (3)). They are both assumed endothermic. These
reactions are modelled by Arrhenius’s laws with the kinetics
triplet: pre-exponential factor A, activation energy Ea and order
of reaction n. The material properties (thermal conductivity k,
speciﬁc heat c and density ρ), expressed generically by φ, are
allowed to vary with temperature in Eq. (4) following a power law
controlled by γφ. The temperature dependency of the density
implies mathematically a potential swelling (if T T( / ) 1ref >γρ ) or
shrinking (if T T( / ) 1ref <γρ ) due to thermal effects alone (prior
reaction).
⎛
⎝⎜
⎞
⎠⎟
T
T
k c{ ; ; }
(4)ref
φ φ φ ρ= ∈
γ
∞
φ
The radiation absorption (non-reﬂected fraction of the incident
radiation based on the absorptivity/emissivity ε) is assumed to
occur in-depth using Beer–Lambert’s law with a ﬁnite attenuation
coefﬁcient κ . The full set of equations is available elsewhere [26].
3.2. Model taxonomy
In this study, the software GPYRO is used to develop the models
with different levels of complexity. The most complex model,
called M1, is identical to the reference model with the exception
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sidered negligible (i.e. gas phase momentum equation not solved).
Lautenberger et al. [27] used a similar level of complexity for the
pyrolysis behaviour of ﬁbre reinforced polymer. The other models,
ranked fromM2 to M5 (decreasing level of complexity), correspond
to simpliﬁcations of M1. The total number of parameters evolves
from 30 to 3 between M1 and M5.
M2 assumes that among the mechanisms included in M1, the
predominant ones are related to the chemical decomposition of
the solid sample. The evolution of the material properties with
temperature is therefore considered negligible ( 0γ =φ ) and the
energy is integrally ( 1ε = ) absorbed at the surface (κ → ∞). On top
of that, the heat sinks due to the endothermicity of the reactions
are assumed to be not signiﬁcant (ΔH¼0 kJ/kg).
M3 considers only 1 step reaction (PMMA GAS→ ) but the heat
transfer mechanisms from M1 are all considered. Cordova and
Fernandez-Pello [13] estimated with a similar model the time to
reach critical mass ﬂux (ignition criterion) for black PMMA sub-
jected to constant heat ﬂux level.
M4 suggests that the chemical degradation is secondary (op-
posite assumption than M2) and more importance is put to the
heat transfer mechanisms. The solid is therefore assumed inert (i.e.
no reaction) but the in-depth radiation absorption and the tem-
perature dependency of the material properties are modelled.
Jiang et al. [28] provided an analytical solution for a model close to
M4 but without the temperature dependency of the material
properties.
Finally, the simplest model M5, is equivalent to M4, except that
the solid is assumed to absorb at the surface ( 1ε = and κ → ∞) and
the material properties are constant ( 0γ =φ ). Rhodes and Quintiere
[29] used the ignition time of non-charring polymer.
Table 1 summarizes the assumptions of the different models
studied in this paper and the number of parameters to optimize.
There are many possible model taxonomies but the selected one
serves to illustrate the global levels of complexity that can be
found in the literature for ﬁnite rate chemistry pyrolysis models.
The justiﬁcation of such assumptions in previous studies is out of
the scope of this study. However, our goal is to assess the inﬂuence
of these assumptions.4. Optimization process
The process of inverse modelling has been performed in this
study with a genetic algorithm (GA) implemented in GPYRO. This
technique, based on Darwinian evolution, enables to optimize
several parameters for non-linear models. Details on the principle
and its implementation in GPYRO are available in the user and
technical reference guides of the software [26].
For each model, a GA with a population of 250 individuals has
been run in order to obtain the best set of parameters which
predicts the measured mass loss rate and the surface temperatureTable 1
Taxonomy of models complexity.
Assumption invoked Models
M1 M2 M3 M4 M5
Heat of pyrolysis negligible: ΔH¼0 kJ/kg ✓ ✓ ✓
1-Step chemical degradation: PMMA→GAS ✓ ✓
Inert solid: no kinetics, no mass loss ✓ ✓
Constant thermo-physical parameters: 0γ =φ ✓ ✓
Radiation absorption at the surface: 1ε = , κ → ∞ ✓ ✓
Number of input parameters 30 18 12 8 3
Reference similar models [27] – [13] [28] [29]evolution presented in Fig.1. The process of optimization has been
performed over 500 generations, except for M1 which was judged
more ambitious and for which the process was performed over
1000 simulations.
The ﬁtness, fsim exp→ ; between experiments and simulations is
estimated thanks to Eq. (5).
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟f
1
N 0.05 (5)
sim exp
exp
exp sim exp
2
∑ ϕ
ϕ ϕ ϕ
=
− +
→
where ϕ is the quantity of interest (either surface temperature or
mass loss rate) and N is the number of times experimental data
and predictions are compared.
There are two possible fsim exp→ : one for the mass loss rate and
one for the surface temperature. For the calibration of M1, M2 and
M3, the ﬁtness used is the sum of both whereas for M4 and M5,
only the surface temperature ﬁtness is used since the inert solid
assumption leads to no mass loss predictions.
The research domain is based on a literature review of the
parameters variability for PMMA [3]. These ranges have been ta-
ken wider on purpose to avoid any possible restriction of the
current literature.5. Results and discussion
The set of the 10 best simulations obtained with GA for each
model is analyzed here due to their reasonable qualitative (i.e.
observation – see Figs. 2–5) and qualitative (i.e. ﬁtness from Eq.
(5)) agreement with most of the experimental data. The calculated
ﬁtness spreads between 372 and 383 for M1, 358 and 387 for M2
and between 382 and 403 for M3 (small range between the cal-
culated ﬁtness of each model). It should be noticed that a better
ﬁtness is obtained for a model that does not have the highest level
of complexity (i.e. 383 for M1 and 403 for M3).
The results obtained with the reference model are also re-
presented for comparison.
By claiming different values for the input parameters, all
models are capable of following the measurements with some
degree of scatter. This scatter is more pronounced for the mass loss
rate than for the surface temperature and it is found more sig-
niﬁcant with M2 (Fig. 3). Note that the simulations obtained with
M2 which over predict or under-predict signiﬁcantly the surface
temperature (Fig. 3b) are not the same simulations failing to si-
mulate the mass loss rate (a). The quantitative measurement of the
ﬁtness can therefore be close to its highest values without having
both mass loss rate and surface temperature in fully agreement
with the experimental data. It is therefore important to not only
look at the quantitative ﬁtness.
The predictions from M4 and M5 are shown in Fig. 5. These
models assume that the solid is inert, and therefore only the sur-
face temperature can be compared. In both cases, the 10 best ﬁt
simulations predict accurately the surface temperature with neg-
ligible scatter until a threshold temperature around 370 °C (Fig. 5).
The inclusion of in-depth absorption (M4) leads to a slight im-
provement of 10 °C but the over prediction above 380 °C remains.
The failure of inert assumption models to predict the surface
temperature above this threshold has been observed also by Cor-
dova et al. [30] (using an approximate analytical solution of M5).
They claimed that the failure is related to the absence of heat
losses by endothermicity of the pyrolysis reaction. The effect of
endothermic pyrolysis can be further explored looking at the im-
proved surface temperature predictions of M1 and M3 (Fig. 6).
With both models, the surface temperature predictions are inside
the experimental error. There are two mains differences between
Fig. 3. Comparison of the 10 best simulations obtained with model M2 against the experimental results: (a) mass loss rate and (b) surface temperature.
Fig. 2. Comparison of the 10 best simulations obtained with model M1 against the experimental results: (a) mass loss rate and (b) surface temperature.
Fig. 4. Comparison of the 10 best simulations obtained with model M3 against the experimental results: (a) mass loss rate and (b) surface temperature.
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Fig. 5. Comparison of the 10 best simulations obtained with model (a) M4 and (b) M5 against the experimental results for the surface temperature.
Fig. 6. Surface temperature evolution of the single best match from M1 to M5 to
reference model prediction.
Fig. 7. Mass loss rate evolution of the single best match from M1, M2 and M3 to
reference model prediction.
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scheme and the heat losses by endothermicity. The model M2,
which includes a reaction scheme but does not consider en-
dothermic pyrolysis, fails to predict correctly the surface tem-
perature above 375 °C. This result conﬁrms the ﬁndings by Cor-
dova et al. [30]: the accurate prediction of the surface temperature
above 375 °C requires inclusion of endothermic pyrolysis. The
failure of the inert assumption models is not linked to the change
of solid species, induced by the reaction scheme and which can
inﬂuence the heat transfer by conduction. However, the heat loss
mechanism can be compensated in the prediction of the mass loss
rate since M2 can provide predictions as good as those of the re-
ference model (Fig. 7).
Fig. 7 shows, for each model M1 to M3, the best single match to
the mass loss rate prediction from the reference model (which is
not necessarily the best match to the actual measured quantities).
There is at least, for each model, one simulation presenting similar
level of accuracy to the reference model. The agreement between
different models to predict the mass loss rate using different
parameters values illustrates the process of compensation effect.
This concept, which is commonly recognized in chemical kinetic
[31], is shown in this study to apply more generally to pyrolysis
modelling (Figs. 6 and 7) which involves thermal degradation and
heat transfer mechanisms.Fig. 8 shows the different values of the input parameters for the
10 best ﬁts of each model. While the 10 best ﬁts for each models
present similar qualitative and quantitative agreement (except for
some simulations of M2), their optimized parameters present a
large scatter. This uncertainty in the parameters obtained by in-
verse modelling illustrates the compensation effect between the
mechanisms. Ghorbani et al. [16] was also signiﬁcant scatter in
their optimized values found with their six models.
As the number of parameters increase with complexity, the
number of possible compensation effects between parameters is
multiplied. The observed spread in Fig. 8 is wider for the models
with higher complexity (i.e. widest spread is for M1 and M2) and
many of the optimized values go signiﬁcantly over the ranges
found in the literature. This indicates that unphysical values can be
found during the optimization (as observed by Ghorbani et al.
[16]).
One issue related to inverse modelling is that it is difﬁcult to
take into consideration known correlations existing between
parameters. As an example, for the thermo-physical properties
described by Eq. (4), the coefﬁcient γφ and the value at ambient
temperature φ∞ are linked to each other [3]. As a consequence,
even if the values for φ∞ and γφ can both be found separately to be
inside the literature ranges after optimization, their combination
could be unrealistic. This issue is observed more strongly in model
Fig. 8. Comparison of the optimized parameters from the 10 best ﬁts for each model M1 to M5 with ranges found in the literature (solid lines) and values obtained with the
reference model (dotted lines).
Table 2
Comparison of the ranges of optimized values for best matched predictions of the mass loss rate and surface temperature between the reference model and M1, M2 and M3.
Variables Reference model [10] M1 M2 M3
k [W/m K] [0.16;0.20] [0.29;0.82] [0.28;0.32] [0.26;0.32]
c [J/kg K] [1572;3327] [1122;32565] [3402;3614] [2109;3704]
ρ [kg/m3] [923;1193] [470;1250] [1007;1158] [885;1146]
κ [1/m] [1000;1980] [4430;6870] N.A. 7106
ε [dimensionless] [0.86;0.87] [0.51;0.99] N.A. 0.91
Alog ( ) [1/s] [1010;1016] [1017;1025] [1012;1019] 1012.3
Ea [kJ/mol] [115;198] [218;259] [125;246] 169
n [dimensionless] [1.04;1.31] [0.8;5] [1.51;4.72] 1.71
ΔH [kJ/g] [0.45;0.73] [0.3;0.96] N.A. 0.39
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Fig. 9. Comparison of the in-depth temperature prediction for the simulations
presenting equivalent predictions of the mass loss rate.
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parameters γφ and φ∞ for the speciﬁc heat are found to be equal
respectively to 0.88 and 2900 J/kg K. Both of these values are in-
cluded in the literature ranges but their combination provides
unrealistic value for temperature higher than 100 °C.
As it has been mentioned, models M1 to M3 can reproduce al-
most identically the prediction of the mass loss rate and of the
surface temperature obtained by the reference model [10]. These
predictions plotted in Figs. 6 and 7 do not represent necessarily
the best predictions obtained with each model but their compar-
ison is interesting due to the observable compensation effect. Ta-
ble 2 compares the parameters of these simulations. In the re-
ference model and in the models M1 to M3, some physical terms
are applied to different condensed phases or chemical reactions
(e.g. thermal conductivity for PMMA and βPMMA or the kinetics
triplet for each of the reaction step Eqs. (1)–(3)). When it is the
case, Table 2 indicates the range of values taken by the different
parameters in the inverse modelling.
While most of the values obtained with M2 and M3 agree
approximately with the order of magnitude of those found by
Lautenberger and Fernandez-Pello [10], the ones obtained with M1
are not in agreement and seem unrealistic.
Note that the mass loss rate simulations (M1 to M3 and re-
ference model) fail to capture the early stage (Figs. 2a–4a) of the
pyrolysis behaviour. This failure cannot be explained with the re-
sults presented here. It is probably the consequence of the change
of oxidative pyrolysis effect when the mass ﬂux released at the
free surface grows and displaces ambient O2 as claimed by Ka-
shiwai and Ohlemiller [21] and Vovelle et al. [32]. This failure is a
hint that another mechanism (probably in the gas phase) is re-
quired to capture the full mass loss evolution. However, more
numerical and experimental evidences combined with funda-
mental studies need to conﬁrm this theory before O2 displacement
can be readily added to pyrolysis model without accumulating
uncertainty with new unknown parameters. The level of com-
plexity associated with a model should be increased only when
investigations show that the failure of the predictions to capture
the experimental behaviour is related to its high degree of sim-
pliﬁcations and that it is possible to quantify the new parameters
added with the mechanisms.
M1, M2 and M3 can predict similar mass loss evolution to the
reference model (Fig. 7) but this is achieved by using different
parameters values. These differences have a signiﬁcant inﬂuence
on the in-depth temperature proﬁle (not used as an optimizationtarget) as shown in Fig. 9. Temperature differences up to 50 °C are
observed between the simulations.
Considering the discrepancies existing on the temperature
proﬁles, it is expected that using the calibrated models to predict
other experimental conditions (e.g. different heat ﬂux levels or
atmosphere compositions) or phenomena (e.g. ﬂame spread) can
only result in a larger scatter and global modelling uncertainty.
This has been observed by Ghorbani et al. [16].
The accuracy of thermocouples positioned close to the surface
is low due to the presence of bubbles and melted polymer. How-
ever, the temperature evolution in-depth and away from the free
surface, where the bubbles are not present, can be measured with
accuracy much lower than 50 °C and used as experimental data in
order to reduce the uncertainty on the parameter during the ca-
libration process. The level of complexity of a model should be
related to the resources available to calibrate it. Indeed, the nature
of experimental data used as target in inverse modelling calibra-
tion, as well as, their number should be directly correlated to the
nature and number of unknowns to calibrate.6. Conclusion
The inﬂuence of the model complexity on the calibration pro-
cess by inverse modelling has been investigated in this study using
genetic algorithm. This study differs from previous works in the
literature which involves generally only a single, speciﬁed a priori.
It is shown that the same experimental data can be accurately
predicted with different levels of complexity by using different
parameters sets (number and values). This reveals the presence of
multiple compensation effects between the mechanisms. While
this mathematical phenomenon is widely recognized in chemical
kinetics, in this study, the compensation effect is illustrated in
pyrolysis modelling, including therefore thermal degradation
mechanisms but also heat and mass transfer mechanisms. The
compensation effects growth with model complexity and can lead
to unphysical values and prevent from understanding the essential
mechanisms.
While inverse modelling is a powerful tool, the current state-
of-the-art is such that uncertainty is created by the possible
compensation effects when the level of complexity is increased
arbitrary. A model should be kept as simple as possible unless
investigations enable to identify the reason of failure of its pre-
dictions. The comparison of surface temperature predictions from
the different models illustrates, for example, the requirement of
heat losses by endothermicity. Our results suggest that it exists a
minimum level of complexity capable to capture the available
experimental pyrolysis behaviour. A step by step study corre-
sponding to a mechanism sensitivity is necessary to assess the
minimum level of complexity.
The calibration conducted in this study considers surface
temperature and mass loss rate from high-ﬁdelity experiments.
These experimental data alone are not enough to fully calibrate a
complex pyrolysis with up to 30 parameters. The process of cali-
bration can be improved by using data obtained from different
experimental conditions (e.g. different heat ﬂuxes, ambient gas
concentrations) where the importance of the parameters (i.e.
sensitivity) is changed and by varying the type of measurements
(e.g. in-depth temperature proﬁle). It is expected that the use of
more and better quality data can help to break down the com-
pensation effects. It is therefore desirable that an equilibrium be-
tween model complexity and data quality is drawn in the future.
Finally, the present study focused on one set of experiments.
The use of a model calibrated by inverse modelling to predict other
experimental conditions (e.g. different heat ﬂux levels or atmo-
sphere compositions) or phenomena (e.g. ﬂame spread) remain a
N. Bal, G. Rein / Fire Safety Journal 72 (2015) 68–7676fundamental challenge in ﬁre science due to the much larger
complexity (i.e. evolution of the controlling mechanisms). This
aspect deserves more investigation in the future.Acknowledgement
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