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Abstract
The widely known linear time algorithm for computing the maximum area triangle in a convex
polygon was found incorrect recently by Keikha et. al. [18]. We present an alternative algorithm
in this paper. Comparing to the only previously known correct solution, ours is much simpler
and more efficient. More importantly, our new approach is powerful in solving related problems.
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1 Introduction
In [18], the widely known linear time algorithm for computing the maximum area triangle in
a given convex polygon P (given in [11]) was found incorrect. An alternative algorithm given
in [5] is also wrong for the same reason. Also, another algorithm (see [28]) not mentioned
in [18] – perhaps because published by an informal journal – is also wrong. Whether this
problem can be solved in linear time was proposed as an open problem in [18], and is of
significance because follow-up results in computational geometry (e.g. polygon collision
detection) may depend on finding the maximum area triangle as a preprocessing step.
To study this problem, [18] introduced the 3-stable triangles, i.e. those triangles whose
corners lie at P ’s vertices and which cannot be improved to a larger one by adjusting the
position of one corner. They proved that there are O(n) such triangles since they are pairwise
interleaving (see Definition 1 below), where n is the number of vertices in P . But it was left
as an open problem whether we can compute all the 3-stable triangles in O(n) time.
However, via personal communication, the authors of [18] later pointed us to an algorithm
of Chandran and Mount [7], which correctly computes a superset of the 3-stable triangles in
linear time. This algorithm is a typical and clever application of the well-known rotating-
caliper technique [30]. It in fact computes the maximum triangles in P and the minimum
triangle enclosing P simultaneously (see more details in Subsection 1.1). Moreover, Chandran
and Mount showed in detail how to convert their algorithm into a parallel version.
In this paper, by applying a new technique for solving extremal polygon inclusion problems
which we call Rotate-and-Kill, we present a different linear time algorithm for computing
the 3-stable triangles. This algorithm (Alg-J) has advantages over the previous algorithm
(Alg-CM) in almost every aspect, except for the sole aspect from parallel computation.
Conciseness. Comparing the description of Alg-J (mainly in Algorithm 2) with that of
Alg-CM (mainly in pages 9–10 of [7]), the new algorithm is conceptually simpler. The
latter contains complicated subroutines for handling three different cases in each iteration.
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XX:2 Maximal Area Triangles
Easier proof. Correspondingly, our proof is much shorter and easier to understand. Our
proof is based on few prerequisite results – only the aforementioned pairwise interleaving
property proved in [18], whereas the proof of Alg-CM applies nontrivial intermediate
results of [19, 20, 26]. In fact, [7] has not given a rigourous proof for its correctness.
Easier implementation. Alg-CM has not been implemented before our work. In order to
justify the superiority of our algorithm which was doubted by previous reviewers, we
implement both algorithms by C++ programs (uploaded to [14]). Alg-J is 4 times shorter
in the code length. In this place, we point out that an implementation of Alg-CM requires
much more attentions because many degenerated cases are not discussed in [7]. For
example, in Figure 5 of their paper, c could be coincided with A or B, and then angles
θa = ∠axa′, θb = ∠bxb′ could be undefined; and in Figure 6 of their paper, x may not lie
in the ray originating from a towards a′, which makes the definition of θb problematic.
Efficiency. Our experiments (demonstrated in Figure 7) indicate that Alg-J is approximately
30 times faster, which matches our expectation. Although both run in O(n) time, Alg-J
has a smaller constant behind the asymptotic complexity, and it only executes basic
operations +,−,×, /, whereas Alg-CM seems unable to avoid trigonometric functions.
Robust. The C++ program for Alg-J easily solves the large data cases where n = 107,
whereas the C++ program for Alg-CM fails even if n = 1000 due to accuracy problems of
floating point operations. This shows the fact that Alg-J is much more robust.
More importantly, the Rotate-and-Kill technique developed in this paper (summarized in
Subsection 1.3) is powerful in that it also solves other polygon inclusion or circumscribing
problems. For one example, the following dual problem only admits O(n logn) time solutions
in literature ([3, 29]) but can be solved in linear time by our new approach: Given n half-
planes which constitute a convex polygon, find three of them whose intersecting area is
minimum. This is reported in a subsequent paper [15]. For another example, in the second
part of this paper (Appendix B), we use the new technique to compute all the generally
3-stable triangles, i.e. those triangles whose corners lie in P ’s boundary (rather than P ’s
vertices) and whose area cannot be improved through adjusting one corner (which include
all the 3-stable triangles). This further leads to a new linear time solution for computing
the minimum area triangle enclosing P . Thus the algorithm in this paper and the one in
[7] can both compute the maximum triangle in P and the minimum triangle enclosing P
simultaneously. These examples suggest that more efficient algorithms may exist for other
related problems potentially, as discussed in Subsection 1.1 below, and we hope that this
paper has brought incentives for revisiting these problems. Note that, as elucidated in [15],
some extra efforts seem necessary in applying our technique to any specific problem.
1.1 Previous known algorithm given in [7] and other related work
We now briefly introduce Chandran and Mount’s method. They first define the P -stable
triangles (outside P ). All sides of a P -stable triangle must be touched by P . In particular,
two of them must have their midpoints touched by P ; these two are called the legs whereas
the remaining one is called the base. Moreover, one of the following holds. (1) The base is
flushed with P (namely, it contains an edge of P ). (2) one of the legs is flushed with an edge
of P and has as its midpoint a vertex of this edge. Note that if (1) holds, it is said P -anchored.
The P -anchored triangles are in fact introduced in [20], where it is proved that they contain
all the local minimums of enclosing triangles of P . It is then proved in [26] that all the
P -anchored triangles are “interspersing” – if we move the base to the next edge, the midpoints
of two legs will both move in clockwise. Then, by using the rotating-caliper technique [30]
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together with some clever algorithmic tricks, [26] enumerates all the P -anchored triangles
in linear time and thus find the minimum enclosing triangles. The algorithm is somewhat
involved and description is only highlighted, so details on implementation is given in [27].
Later, by using some “more involved” (as said in the paper) observations and techniques,
[7] managed to enumerate all the P -stable triangles in linear time. Their algorithm is
actually a terrific example of the rotating-caliper technique. Moreover, it was proved that by
enumerating all the P -stable triangles, one can easily obtain all local maximums of triangles
enclosed in P . To sum up, the known algorithm in [7] indeed computes all the maximum
area triangles enclosed in P and all the minimum area triangles enclosing P simultaneously.
The problems of searching for extremal figures with special properties inside or outside a
polygon were initiated in [11, 5, 8], and have since been studied extensively. The minimum
area triangle enclosing a convex polygon can be found in O(n log2 n) time [20] or even in
O(n) time [26]. The minimum perimeter triangle enclosing a convex polygon is solved in
O(n) time [4]. The maximum perimeter enclosed triangle can be solved in O(n logn) time
[5]. It is interesting to know whether this can be optimized to linear time. At the same
time when this paper was written, [17] presented an alternative linear time algorithm for
computing the maximum area triangles (which looks more complicated than ours).
Moreover, [5, 2, 3, 8, 1, 25] studied extremal area / perimeter k-gon inside or outside
a convex polygon. The maximum k-gon can be computed in O(n logn) time when k is a
constant and it is interesting to know whether this can be optimized to linear time (at least
for k = 4). Furthermore, [32, 31] asked and solved the extremal polytope problems in three
dimensional space. Besides, [23] considered maximum triangles inside a simple polygon.
Instead of k-gon, people care about extremal figures that admit more geometric properties,
such as equilateral triangle and squares, rectangles and parallelograms, disks and ellipses.
In particular, the largest-area parallelogram is studied by the same author of this paper in
[16, 13], who gave a nontrivial algorithm for computing all locally maximal parallelograms in
a convex polygon in O(n log2 n) time. See [13] for more introductions in this area.
De Pano, Ke and O’Rourke [10] pointed out that finding extremal polygons inside a given
polygon is usually more difficult than finding extremal polygons outside a given polygon.
The latter problems can usually be solved by the rotating-caliper technique.
To be more complete, some properties of figures inscribed or circumscribed in convex
polygons or curves can be found in [6, 12, 9, 22, 24, 21] and the references within.
1.2 Preliminary
Let v1, . . . , vn be a clockwise enumeration of the vertices of P . Assume that no three vertices
lie in the same line. Let e1, . . . , en denote the n edges of P , so that ei is the directed line
segment −−−→vivi+1. Denote the boundary of P by ∂P . For convenience, when A denotes a vertex
of P , we use notation A− 1 and A+ 1 to denote the clockwise previous and next vertex of A
respectively. Given two distinct points A,B, let ←→AB denote the line connecting them.
For any triangle that forms by points in ∂P , we list its corners in clockwise
order; when 4ABC is written, we always assume A,B,C lie in clockwise order.
Consider any triangle 4ABC in which all corners lie in ∂P . Note that corner A lies on
the right of −−→BC. We say A is stable if it has the largest distance to ←→BC among all points of
P that lie on the right of −−→BC. Similarly, corner B is stable if it has the largest distance to←→
CA among all points of P that lie on the right of −→CA. Corner C is stable if it has the largest
distance to ←→AB among all points of P that lie on the right of −−→AB. The triangle 4ABC is
said 3-stable, if all its corners are stable and lie on the vertices of P .
2017
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I Definition 1 ([5, 18]). Let [A  B] denote the portion of ∂P starting from point A and
clockwise to B. Assume 4A1A2A3,4B1B2B3 have all their corners lying on P ’s boundary.
They are interleaving if there exists at least one corner of B lying in [Ai  Ai+1] for each
i ∈ {1, 2, 3} and there exists at least one corner of A lying in [Bi  Bi+1] for each i ∈ {1, 2, 3}.
I Lemma 2 ([18]). Any two 3-stable triangles in a convex polygon are interleaving.
I Corollary 3 ([18]). There are O(n) 3-stable triangles.
1.3 Technique overview
We start by computing one 3-stable triangle using an ordinary method (see Section 2); denote
the resulting 3-stable triangle by 4vrvsvt. By Lemma 2, each 3-stable triangle interleaves
4vrvsvt, and hence has an edge BC such that B ∈ {vs, . . . , vt} whereas C ∈ {vt, . . . , vr}.
We then compute all the 3-stable triangles in a process called Rotate-and-Kill. Initially,
set two pointers (B,C) = (vs, vt). In each iteration, we first compute A so that A has the
largest distance to ←→BC among vertices of P on the right of −−→BC. This only costs amortized
O(1) time because the slope of BC keeps decreasing and so A goes only in clockwise direction.
Next, check whether 4ABC is 3-stable and report it if so, and go to the next iteration by
either killing B (i.e. moving pointer B to its next vertex) or killing C (i.e. moving pointer C
to its next vertex). The criterion for killing B or C obeys two important rules: B is killed
only when (1) its related pairs (B,C + 1), (B,C + 2), ..., (B, vr) cannot form an edge of any
3-stable triangle; and C is killed only when (2) its related pairs (B+1, C), (B+2, C), ...(vt, C)
cannot form an edge of any 3-stable triangle. In this way, noticing that (vt, vr) forms an
edge of the 3-stable triangle 4vsvtvr, we make sure that (B,C) eventually reaches (vt, vr)
and that all the 3-stable triangles are going to be reported before that moment.
The core of our technique lies in designing an efficient criterion for killing. We may
attempt either of the following criterions at first: 1. Determine (1) directly and kill B when
(1) holds and C otherwise. 2. Determine (2) directly and kill C when (2) holds and B
otherwise. Notice that at least one of (1) and (2) holds in every iteration of (B,C) (this is
an easy corollary of Lemma 2; see the details in Observation 5 and its proof below), so both
criterions satisfy the aforementioned rules. However, determining (1) or (2) directly would
cost O(n) time by trivial methods or O(logn) time by binary searches. For a linear running
time of the Rotate-and-Kill process, we must find a better criterion that can be computed in
O(1) time. Such a criterion is presented in Section 3.1, which is surprisingly simple.
We see the Rotate-and-Kill technique is distinct from the rotating-caliper technique [30].
Instead, it can be regarded as a corrective version of Dobkin and Snyder’s technique [11].
2 Compute one 3-stable triangle
In this section, we show how to compute one 3-stable triangle.1
We say a triangle is rooted at a vertex if one of its corner lies on that vertex.
Step 1. Choose A to be an arbitrary vertex of P ; say A = v1. Find B,C so that ABC is the
largest triangle rooted at A. This can be done in O(n) time. We can enumerate a vertex B
1 Not only one previous reviewers mistakenly claimed that our algorithm given in this section is the same
as the algorithm given in [11]. In fact, Step 2 of our algorithm is the same as the kernel step of the
previous algorithm (by coincidence), but Step 1 will set the initial value differently – we will start from
(B0, C0) so that A0B0C0 is the largest triangle rooted at A0 but their algorithm starts from (B′, C′)
where (B′, C′) is the first pair of 2-stable corners with respect to A0. So the two algorithms are different.
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and maintain CB in amortized O(1) time so that CB is the vertex with the largest distance
to ←→AB among all vertices on the right of −−→AB. Then, select B so that ABCB is maximum.
Since ABC is the largest triangle rooted at A, corners B,C are stable. Moreover, if
corner A is also stable, 4ABC is 3-stable and we can go to the next section.
Now, assume that A is not stable. Moreover, assume that A+ 1 is further than A in the
distance to ←→BC. Otherwise A− 1 is further than A and it is symmetric.
Step 2. This step is presented in Algorithm 1.
1 A← A+ 1;
2 repeat
3 while ((B + 1) > B in the distance to ←→AC) do
4 B ← B + 1;
5 end
6 while ((C + 1) > C in the distance to ←→AB) do
7 C ← C + 1;
8 end
9 until (B + 1) ≤ B (to ←→AC) and (C + 1) ≤ C (to ←→AB);
Algorithm 1: Algorithm for Step 2
To distinguish, we denote the value of the three pointers (A,B,C) at the end phase of
this algorithm by (A1, B1, C1); and the value at the beginning phase by (A0, B0, C0).
(b)Line 1:
A ←A+1
(c)Line 4:
B ←B+1
(d)Line 7:
C ←C+1(a) B2
A2=A0+2
C1(C2)
B1
A1=A0+1
B0C0
A0
B
C+1 B-1
C
AA
C
B
B+1C-1C-1 B
B-1
C
A A+1
Figure 1 Illustration of Step 2 and Step 3
I Observation 4. 1. Corners B1, C1 are stable in 4A1B1C1.
2. Area(4A1B1C1) > Area(4A0B1C1).
Proof. 1. It reduces to prove the following arguments.
(1) B1 is at least as far as B1 − 1 in the distance to ←−−→A1C1.
(2) B1 is at least as far as B1 + 1 in the distance to
←−−→
A1C1.
(3) C1 is at least as far as C1 − 1 in the distance to ←−−→A1B1.
(4) C1 is at least as far as C1 + 1 in the distance to
←−−→
A1B1.
Due to the termination condition of the algorithm, (2) and (4) hold. In the following we
point out two facts that hold throughout the algorithm, which respectively imply (1) and (3).
(i) B is at least as far as B − 1 in the distance to ←→AC.
(ii) C is at least as far as C − 1 in the distance to ←→AB.
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These facts hold at the beginning, because B0, C0 are stable in A0B0C0. When A,B or C
are increased by 1 (at Line 1,4,7), these facts still hold as illustrated in Figure 1 (b),(c),(d).
2. See Figure 1 (a). By the assumption right above “Step 2”, A1 = A0 + 1 is further than
A0 in the distance to
←−−→
B0C0. Comparing the slopes of
←−−→
B1C1 and
←−−→
B0C0, it implies that A1 is
further than A0 in the distance to
←−−→
B1C1, which is another way of saying Claim 2. J
Step 3. So far, we obtain another triangle 4A1B1C1 where B1, C1 are stable (according
to Observation 4.1). If A1 is also stable, 4A1B1C1 is 3-stable and we proceed to next
section. Now, consider the case where A1 is not stable. Since A1 is not stable, applying
Observation 4.2, vertex A1 + 1, rather than A1 − 1, must be further than A1 in the distance
to ←−−→B1C1. We call Algorithm 1 once again with initial value (A1, B1, C1) and terminal value
(A2, B2, C2), and repeat such a process until 4AiBiCi is 3-stable for some integer i.
Correctness and running time. At every change of A,B,C in Algorithm 1, the area of
4ABC increases. So the above algorithm terminates eventually. Because pointers A,B,C
can only move in the clockwise direction and pointer A cannot return to A0 (otherwise
we obtain a triangle rooted at A0 with a larger area than A0B0C0, which contradicts the
assumption of A0B0C0), and because A,B,C always lie in clockwise order, the total number
of changes of A,B,C is bounded by O(n) and hence the algorithm runs in O(n) time.
3 Compute all the 3-stable triangles
In this section, we assume 4vrvsvt is 3-stable and we compute all 3-stable triangles by a
Rotate-and-Kill process as mentioned in Subsection 1.3. We start by an observation.
A vertex pair (vj , vk) is dead if it cannot form an edge of any 3-stable triangle; precisely,
if there is no vertex vi such that 4vivjvk is 3-stable and vi, vj , vk lie in clockwise order.
I Observation 5. Assume B ∈ {vs, . . . , vt}, C ∈ {vt, . . . , vr}, and B 6= C. Then,
(1) (B,C + 1), (B,C + 2), . . . , (B, vr) are all dead; or
(2) (B + 1, C), (B + 2, C), . . . , (vt, C) are all dead.
Proof. Suppose that (1) and (2) are both false. Without loss of generality, assume that
(B,C ′) and (B′, C) are not dead, where C ′ ∈ {C + 1, . . . , vr} and B′ ∈ {B + 1, . . . , vt}.
This implies that there exist A1, A2 so that 4A1BC ′ and 4A2B′C are 3-stable. Because
C ′ ∈ {C + 1, . . . , vr} whereas B′ ∈ {B + 1, . . . , vt}, triangle 4A1BC ′ does not interleave
4A2B′C. So at least one of them is not 3-stable due to Lemma 2. Contradictory. J
I Definition 6. Assume vj , vk are distinct vertices of P . See Figure 2.
Let r1 (respectively, r2) denote the ray originating from vj with the same direction as
ek−1 (respectively, ek). Let r′1 (respectively, r′2) denote the ray originating from vk with
Qj,k Qj,k
Qj,kQj,kr'2
r1
r2
r2r'1
r1
r'1r'2
r2r'1
r'1 r2
(c) A special case: k=j+1(b)(a) 
Ij,k
Hj,k
Jj,k
Kj,k
Jj,k
Hj,k
Ij,k
vjvk vk vj vk
vjvjvk
Figure 2 Definition of the area Qj,k.
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the opposite direction to ej−1 (respectively, ej). (Here, recall that each edge is a directed
line segment; specifically, the direction of ei is from vi to vi+1.) These four rays r1, r2, r′1, r′2
together define a region, denoted by Qj,k. The intersecting point between r1, r′1 is denoted
by Hj,k. The intersecting point between r2, r′2 is denoted by Ij,k. The intersecting point
between r1, r′2 is denoted by Jj,k. The intersecting point between r2, r′1 is denoted by Kj,k.
Note: When Ij,k (or Hj,k, Jj,k,Kj,k) is undefined in the above (when the corresponding
two rays do not intersect), we define Ij,k =∞ (orHj,k =∞, Jj,k =∞,Kj,k =∞, respectively)
and assume that it has an infinite distance to vjvk. We consider that the region Qj,k contains
its boundary. We consider that polygon P also contains its boundary.
Roughly speaking, Qj,k indicates the potential region of a corner of a 3-stable triangle
when the other two corners are fixed in vj and vk. This is made precisely as follows.
I Observation 7. Suppose vj , vk are stable in 4vivjvk. Then, vi lies in Qj,k.
(Recall that whenever we write 4vivjvk, we assume that vi, vj , vk lie in clockwise order.)
Proof. See Figure 2. Because vj is stable, vi can only lie in the sector area bounded by
r′1 and r′2. Because vk is stable, vi can only lie in the sector area bounded by r1 and r2.
Together, vi lies in the intersection of these two sector areas, which is defined as Qj,k. J
I Definition 8. We regard vertex pair (vj , vk) illegal if vk+1 is closer than vk in the distance
to ←−−→vjvj+1 (as shown in Figure 3.a) and regard (vj , vk) legal otherwise (see Figure 3.b).
Note: For each vertex vj of P , the sequence of vertex pairs (vj , vj+1), (vj , vj+2), . . . , (vj , vj−1)
starts with several legal pairs and then is followed by several illegal pairs. In particular,
(vj , vj+1) is legal and (vj , vj−1) is illegal. (All subscripts taken modulo n.)
r'2r'1
 (c) illegal implies dead.(b)  (vj,vk) is legal. (a)  (vj,vk) is illegal.
vj+1
vk+1 vj
vk
vk+1 vj
vk vj+1 vk
vj
vk+1
vj+1
Figure 3 Illustration of the notion of “legal pair”.
I Observation 9 (Sufficient conditions for determining that (vj , vk) is dead).
1. If Qj,k does not intersect P , then (vj , vk) is dead.
2. When (vj , vk) is illegal, Qj,k does not intersect P and hence is dead.
3. If there exists some point A in P which lies on the right of −−→vjvk and is further than Kj,k
in the distance to ←−→vjvk, then we can determine that (vj , vk) is dead.
Proof. 1. Suppose to the opposite (vj , vk) is not dead, then there exists vi such that 4vivjvk
is 3-stable. By Observation 7, Qj,k contains vi and hence intersects P .
2. Recall the two rays r′1, r′2 in Definition 6. When (vj , vk) is illegal, the area bounded by
r′1, r
′
2 (except apex vk) lies outside P (see Figure 3 (c)). So, the subregion Qj,k of this area
cannot intersect P on any position other than vk. Moreover, since (vj , vj+1) is always legal,
we know k 6= j + 1 when (vj , vk) is illegal, and thus vk does not lie in Qj,k (see Figure 2).
Together, Qj,k has no intersection with P , hence (vj , vk) is dead according to Claim 1.
3. Suppose to the opposite that (vj , vk) is not dead but 4vivjvk is 3-stable for some
vertex vi. By Observation 7, vi is contained in Qj,k. Further applying the definition of Qj,k
(see Figure 2 (a)), this means vi is not further than Kj,k in the distance to←−→vjvk. Therefore, A
is further than vi in the distance to←−→vjvk, thus vi is not stable in 4vivjvk. Contradictory. J
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3.1 Rotate-and-Kill process
Recall the Rotate-and-Kill process briefly discussed in Section 1.3. We present its details
below in Algorithm 2 and demonstrate it by a concrete example in Figure 4. Its running
time is already analyzed in Section 1.3 and its correctness is assured by the next lemma.
Input: r, s, t such that 4vrvsvt is 3-stable.
1 (A,B,C)← (vr, vs, vt);
2 repeat
3 while (A+ 1) > A in the distance to ←→BC do
4 A← A+ 1;
5 end
6 Output ABC if it is 3-stable; Output (A+ 1)BC if it is 3-stable;
7 if A > IB,C in the distance to
←→
BC then
8 C ← C + 1;
9 else
10 B ← B + 1;
11 end
12 until (B,C) = (vt, vr);
Algorithm 2: The Rotate-and-Kill process
I Lemma 10. 1. When vertex B is about to be killed in Algorithm 2 (that means we are
about to run Line 10), (B,C + 1), (B,C + 2), . . . , (B, vr) are dead.
2. When vertex C is about to be killed in Algorithm 2 (that means we are about to run
Line 8), (B + 1, C), (B + 2, C), . . . , (vt, C) are dead.
3. Throughout the “repeat” statement, B ∈ {vs, . . . , vt}, C ∈ {vt, . . . , vr}, and B 6= C.
Moreover, the “repeat” statement will terminate successfully at (B,C) = (vt, vr).
4. Altogether, every 3-stable triangle will be computed by Algorithm 2.
Proof. 3. For ease of understanding, we first prove Claim 3, assuming that Claim 1,2 are
correct. Notice that (vt, vr) forms an edge of a 3-stable triangle (that is 4vrvsvt). Therefore,
Claim 1 and 2 imply that B would not be killed when (B = vt, C < vr), and C would not
be killed when (B < vt, C = vr). So (B,C) eventually become (vt, vr), at which moment the
algorithm terminates, and we have B ∈ {vs, . . . , vt} and C ∈ {vt, . . . , vr} throughout.
In addition, we argue that B 6= C throughout. Suppose B = C in some iteration. It must
be B = C = vt. This means that we have killed B at the previous iteration (B,C) = (vt−1, vt).
But this is impossible by the following analysis. When (B,C) = (vt−1, vt), we know C = B+1,
and hence IB,C = B, which further implies that “A > IB,C in the distance to
←→
BC”. So we
would enter Line 8 and kill C rather than enter Line 10 and kill B at that iteration.
1. Assume we are at Line 10, and so A ≤ IB,C in the distance to ←→BC. Further assume
that C is closer than C + 1 in the distance to
←−−−−−→
B(B + 1), as shown in Figure 5. Otherwise,
(B,C + 1), ..., (B, vr) are all illegal and hence are dead (by Observation 9).
Let l denote the unique line at IB,C that is parallel to
←→
BC. Let C∗ denote the last vertex
in the sequence C + 1, . . . , vr so that (B,C∗) is legal. We first state two facts.
a. Polygon P lies in the (closed) half-plane delimited by l and containing BC.
b. QB,C+1, . . . , QB,C∗ lie in the (open) half-plane delimited by l and not containing BC.
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S1
S2
S3 S4
S5
S6 S7
S8
A≤I⇒B++
A≤I⇒B++
3-stable！
3-stable！
(B,C)=(vt,vr)   ⇒Stop!A>I⇒C++A>I⇒C++
A≤I⇒B++A>I⇒C++A>I⇒C++
I
I
C
AB
C
A
B
I
A
B
C
I
A
B
C
IA
B
C
I
A
B
C
A
B
C
IA=vr
B=vs
C=vt
Stop
Kill B
Kill C
Kill B
Kill C
Kill B
Kill C Kill C
B=
C=
vt
vr vr
vt
C
B
B
C
vt
vr vr
vt
C
B
B
C
vt
vr vr
vt
C
B B
C=
vt
vr vr
vt
C=
B=
vs
vt
Figure 4 Example of the Rotate-and-Kill process.
Combining Fact a and b, no region in {QB,C+1, . . . , QB,C∗} intersects P . So (B,C +
1), . . . , (B,C∗) are dead according to Observation 9.1. Moreover, {(B,C∗ + 1), . . . , (B, vr)}
are dead because of illegal (by Observation 9.2). Together, Claim 1 holds.
Proof of a. By the assumption, we know A ≤ IB,C in the distance to ←→BC. Moreover, A has
the largest distance among all vertices of P that lie on the right of −−→BC (this is is guaranteed
by the “while-do” sentence in Algorithm 2). Together, we get claim a.
Proof of b. Here, we define a region Rj,k for each legal pair (vj , vk) so that k 6= j + 1. Recall
Hj,k, Ij,k, Jj,k in Definition 6. See Figure 2 (a) and (b). The unique quadrant bounded by−−−−→
Jj,kIj,k,
−−−−−→
Jj,kHj,k and containing Qj,k is defined as Rj,k. Observe Figure 5 (b), we have
RB,C+1 ⊇ RB,C+2 ⊇ . . . ⊇ RB,C∗ .
It implies that QB,C+1, QB,C+2, . . . , QB,C∗ lie in RB,C+1. Now, it reduces to show that
RB,C+1 lies entirely in the (open) half-plane delimited by l and not containing BC (see
Figure 5 (a)). This holds because apex JB,C+1 of RB,C+1 lies in that half-plane, which is
because −−−−−−−−→IB,CJB,C+1 is a translate of
−−−−−−→
C(C + 1) and C is closer than C + 1 to
←−−−−−→
B(B + 1).
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RB,C+1 RB,C+1RB,C
l
(b)(a)
JB,C
JB,C+1JB,C+1
IB,C
C B
B+1
C+1
B+1
C+1
BC
Figure 5 Illustration for the correctness on Line 10.
2. Assume we are at Line 8, and so A > IB,C in the distance to
←→
BC. Since A > IB,C , we
have IB,C 6=∞, so C is closer than C + 1 in the distance to ←−−−→BB + 1, as shown in Figure 6.
Let D denote the intersection between
←−−−−−→
C(C + 1) and l. Let dB,C(X) denote the distance
from X to ←→BC for any vertex pair (B,C). See Figure 6 (a). We claim two inequalities:
I dB+1,C(D) < dB+1,C(A).
II dB+1,C(KB+1,C) = dB+1,C(D).
l l
(b)(a)
X
Y
KB+2,C
IB+1,C
KB+1,C
DD
KB+1,C
IB,C
C+1
B+1
BC C B
B+1
C+1
B+2
Figure 6 Illustration for the correctness on Line 8.
Together, dB+1,C(A) > dB+1,C(KB+1,C), thus (B + 1, C) is dead by Observation 9.3.
Proof of I. Since A > IB,C in the distance to
←→
BC, it lies in the (open) half-plane delimited
by l and not containing BC. Moreover, since P is convex, A lies in the (closed) half-plane
delimited by ←−−−→CC + 1 and containing P . Together, we obtain (I).
Proof of II. Obviously, both segment (B + 1)KB+1,C and CD are translates of BIB,C . So,
(B + 1)KB+1,CDC is a parallelogram. This implies (II).
Next, we argue that (B + 2, C) is dead. This reduces to prove the following:
(III) dB+2,C(A) > dB+2,C(KB+2,C).
(III) is implied by the above inequality dB+1,C(A) > dB+1,C(KB+1,C). This is simply
illustrated in Figure 6 (b). The proof is similar to the proofs of (I) and (II) and is omitted.
Furthermore, by induction, (B + 1, C), (B + 2, C), . . . (vt, C) are all dead.
4. Assume triangle T is 3-stable. Since T and 4vrvsvt are both 3-stable, they interleave
by Lemma 2. Without loss of generality, we can assume that T = 4vivjvk where vi, vj , vk
respectively lies in {vr, . . . , vs}, {vs, . . . , vt}, {vt, . . . , vr}. Since 4vivjvk is 3-stable, the
vertex pair (vj , vk) is not dead. Applying Claim 1, 2 and 3 altogether, this means we will
enter an iteration in which (B,C) = (vj , vk). Let A∗ denote the value of A after the first
“while-do” statement (which updates A to be the vertex with the largest distance to ←→BC) in
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this iteration. Because vi is stable in T , we know vi has the largest distance to ←−→vjvk =←→BC,
which implies that vi ∈ {A∗, A∗ + 1}. Therefore, 4vivjvk will be outputted at Line 6. J
Experiments. The implementations of our algorithm and the algorithm of [7] are given in
a zip file at [14]. The experiment results are demonstrated in Appendix A.
Extension. We introduce generally 3-stable triangles and design a linear time algorithm for
computing them in Appendix B. This further algorithms leads to a linear time algorithm for
computing the minimum area enclosing triangle as shown in Appendix B.5.
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A Experiments: Alg-J is approximately 30 times faster than Alg-CM
Figure 7 Experiment results. In each paragraph, the first two lines show results of calling
Alg-J.exe and Alg-CM.exe produced by VC++ compiler for release-mode, and the last two lines
show results of calling Alg-J.exe and Alg-CM.exe produced by VC++ compiler for debug-mode.
Note: 1. For Alg-CM, we only calculate the running time of the main procedure after the
initialization of computing the initial value of A,B,C. In contrast, for Alg-J, the initialization
of computing the initial value of r, s, t is included. Even in this unfair competition, Alg-CM
is approximately 30 times slower. The reader may download and run our codes in [14].
2. Because Alg-CM is not robust and fails easily for data cases where n > 1000, we can
only compare it with Alg-J for data cases where n ≈ 500. Since n is too small in such data
cases, both algorithms would run in an unobservable short time. Therefore, we repeat both
algorithms for 10000 times and calculate the total running time for each data case. Note
that the input and output procedure are not calculated into the total running time.
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B Compute all the generally 3-stable triangles
In this section, we introduce and compute generally 3-stable triangles.
We call each vertex or edge a unit of P . We regard that the edges do not contain
their endpoints. Therefore, each point in ∂P belongs to a unique unit.
Recall that 4ABC is 3-stable if its three corners A,B,C are stable in 4ABC and lie on
some vertices of P . In the following we define a superset called generally 3-stable triangles.
Basically, it only removes the requirement of lying on the vertices. However, there could be
infinite many of such triangles and we select representatives from each equivalent class.
Qj,k ek
ei
ej
ei
B∈ej
(c) EEE(b) VEE(a) EVV
C∈ek
X2
X1 BC
I2
A
I1I3
vk
A=vi
vj
Figure 8 Illustration for generally 3-stable triangles.
I Definition 11 (Generally 3-stable triangles). Assume that there is a triangle whose corners
are stable and lie in ei, vj , vk respectively (in clockwise order). It is clear that vjvk is parallel
to ei as shown in Figure 8 (a), otherwise the corner in ei is not stable. Let the intersecting
segment of ei and Qj,k be denoted by X1X2. Applying Observation 7, for each point A in
ei, the corners of 4Avjvk are stable if and only if A lies in X1X2. Moreover, the areas of
4Avjvk are all the same for any A ∈ X1X2, so these triangles constitute an equivalent class.
We call 4X1vjvk or 4X2vjvk (or both) the representative(s) of this class.
Assume all the corners in 4ABC lie in ∂P and are stable in this triangle. We state that
4ABC is generally 3-stable if: the number of vertex-type corners in {A,B,C} is not 2, or
the number is 2 but 4ABC is the representative in its equivalent class.
Note: The number of vertex-type corners in a generally 3-stable triangle may be 0 to 3. See
Figure 8 for examples. In addition, the 3-stable triangles must be generally 3-stable; they
are exactly those generally 3-stable triangles with 3 vertex-type corners.
B.1 Basic observations of the generally 3-stable triangles
I Observation 12. If some generally 3-stable triangle has its corners lying in unit u1, u2, u3,
then u1, u2, u3 are different to each other. This essentially means that it cannot has two
corners lying in the same edge ei. Moreover, it is also impossible that one corner lies in ei
while another lies in an endpoint of ei. Otherwise the corner in ei cannot be stable.
I Observation 13. Assume vi, ej , ek are in clockwise order and there is a generally 3-stable
triangle whose corners lie in vi, ej , ek respectively. Then this triangle can be determined as
follows. It must be 4ABC, where A = vi, B is the unique point in ej such that viB ‖ ek,
and C is the unique point in ek such that viC ‖ ej. See Figure 8 (b). Trivial proof omitted.
I Observation 14. Assume ei, ej , ek are in clockwise order and there is a generally 3-stable
triangle whose corners lie in ei, ej , ek respectively. Then this triangle can be determined as
follows. Let I1, I2, I3 respectively denote the intersection of ei, ej, the intersection of ej , ek,
and the intersection of ek, ei. The triangle must be 4ABC, where A is the mid point of
I1, I3, B is the mid point of I1, I2, and C is the mid point of I2, I3. See Figure 8 (c).
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Proof. Since A,B,C are stable, we get AB ‖ ek, BC ‖ ei and CA ‖ ej . So, |I3A| : |AI1| =
|I2B| : |BI1| = |I2C| : |CI3| = |I1A| : |AI3|. Therefore, |I1A| = |AI3|, thus A is the mid
point of I1, I3. Symmetrically, B,C are the mid points of I1, I2 and I2, I3. J
I Lemma 15. Any two generally 3-stable triangles in a convex polygon are interleaving.
(b) (d)(c)(a) interleaving
C1
B1
A1
B2C2
A2
C1
B1=B2
A1 C2
A2
B1
C1
A1 C2 A2
B2
A2
B2
A1
B1C1=C2
C1
B1=B2
A1=C2 A2A2
C2
A1
B1=B2
C1
Figure 9 Any two generally 3-stable triangles must be interleaving. The right two pictures show
some instances where the two triangles 4A1B1C1,4A2B2C2 are interleaving.
Proof. Suppose 4A1B1C1,4A2B2C2 are generally 3-stable and they do not interleave.
There are only four essentially different cases: (as shown in Figure 9 (a),(b),(c),(d))
Case a. A2 is between A1 and B1, meanwhile B2, C2 are between B1 and C1.
Since C1 is stable in 4A1B1C1, it has the largest distance to ←−−→A1B1 among all points of P
on the right of −−−→A1B1. It implies C1 > C2 in the distance to←−−→A2B2, by comparing the slope
of A1B1 and A2B2. Therefore, C2 is not stable in 4A2B2C2, which is contradictory.
Case b. A2 is between A1 and B1, meanwhile B2 = B1, meanwhile C2 is between B1 and C1.
The proof of this case is the same as the proof of Case a.
Case c. A2, C2 are between A1 and B1 meanwhile B2 = B1.
Since A1 is stable in 4A1B1C1, it has the largest distance to ←−−→B1C1 among all points of P
on the right of −−−→B1C1. It implies A1 > C2 in the distance to←−−→A2B2, by comparing the slope
of B1C1 and A2B2. Therefore, C2 is not stable in 4A2B2C2, which is contradictory.
Case d. A2, B2, C2 are all between A1 and B1, meanwhile A1, C2, A2, B2, B1 lie in clockwise order.
The proof of this case is the same as the proof of Case c.
Note: here, the vertices between A,B means the ones in set {A+ 1, . . . , B − 1}. J
B.2 The concept of G-dead and the conditions to determine G-dead
We say unit pair (u1, u2) is G-dead if there is no generally 3-stable triangle 4ABC such
that B ∈ u1 and C ∈ u2. (To be clear, recall that all edge of P are endpoint-exclusive; if a
corner lies in an endpoint of unit ei, we do not think that it lies in ei.)
Note: G-dead is different from and stronger than dead for (vj , vk). It clearly implies
dead but the reverse is false. For example, in Figure 8 (a), (vj , vk) is dead but not G-dead.
The unit pairs (ej , ek), (vj , ek), (ej , vk), (vj , vk) are illegal when vk+1 is closer than vk
in the distance to ←−−→vjvj+1 (as shown in Figure 10), and are legal otherwise. (See also
Definition 8.)
ej ek ej ek ejek
(a) (ej,ek) (b) (vj,ek) (c) (ej,vk)
vj
vk
Figure 10 illegal unit pairs.
2017
XX:16 Maximal Area Triangles
Note: For each edge ej of P , the sequence of edge pairs (ej , ej+1), (ej , ej+2), . . . , (ej , ej−1)
starts with several legal pairs and then is followed by several illegal pairs. In particular,
(ej , ej+1) is legal and (ej , ej−1) is illegal. (All subscripts taken modulo n.)
I Definition 16. For each edge pair (ej , ek), we define Q(ej , ek) as the intersecting area of
the following two strip regions. The first one is defined by two lines parallel to ek which are
at vj , vj+1 respectively. The second one is by two lines parallel to ej which are at vk, vk+1
respectively. See Figure 11. We regard that Q(ej , ek) does not contain its boundaries.
Note: According to the definition, Q(ej , ek) is empty when ej is parallel to ek.
Q(ej,ek)
Q(ej,ek)
Q(ej,ek)ek ej
ek ej
ejek
(a) (b) (c) A special case
vk=vj+1
vk+1 vj
vjvk+1
vj+1vk
vk vj+1
vk+1 vj
Figure 11 Illustration of the definition of Q(ej , ek).
Roughly, Q(ej , ek) indicates the region of a corner of the generally 3-stable triangle when
the other two corners are fixed in ej , ek. This is made clear in the following observation.
I Observation 17. When B,C are stable in 4ABC and B ∈ ej , C ∈ ek, then A ∈ Q(ej , ek).
Proof. Since B is stable and lies in ej , we know AC ‖ ej . Since C is stable and lies in ek,
we know AB ‖ ek. Together, it follows that A ∈ Q(ej , ek). J
I Observation 18 (Sufficient conditions for determining that some edge pair is G-dead).
1. If Q(ej , ek) does not intersect P , (ej , ek) is G-dead.
2. If an edge pair (ej , ek) is illegal, it is G-dead.
3. Assume that Jj,k 6=∞ and that there exists some point A in P which lies on the right of−−→vjvk such that A ≥ Jj,k in the distance to ←−→vjvk, then (ej , ek−1) is G-dead.
4. If there exists some point A in P which lies on the right of −−→vjvk and is further than Kj,k
in the distance to ←−→vjvk, then we can determine that (vj , vk) is G-dead.
ek-1 ej
YA* XA*
YJ
XJ
Jj,k
C B
O
A*
vk vj
Figure 12 Ill. of Observation 18.3.
Proof. 1. This immediately follows from Observation 17.
2. Suppose to the opposite that (ej , ek) is not G-dead. There exists a generally 3-
stable 4ABC (where A,B,C lie in clockwise order) such that B ∈ ej and C ∈ ek. Applying
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Observation 17, A ∈ Q(ej , ek)∩∂P . Further since (ej , ek) is illegal (see Figure 11 (b)), objects
A, ej , ek (and so the points A,B,C) lie in counterclockwise order in ∂P . Contradictory!
3. We prove it by contradiction. Suppose to the opposite that it is not G-dead but there
exists a generally 3-stable 4A∗BC such that B ∈ ej and C ∈ ek−1. We claim that A > A∗
in the distance to ←→BC, and so A∗ is not stable in 4A∗BC. See Figure 12. Make a parallel
line of BC at A∗ and assume it intersects the extended lines of ej , ek−1 at XA∗ , YA∗ . Make
a parallel line of vjvk at Jj,k and assume it intersects the two extended lines at XJ , YJ .
Assume the two extended lines intersect at O. The above claim simply follows from the
following arguments: (1) A lies in the shadow area defined by XJYJ and the extended lines
of ej , ek−1. (This is because A ≥ Jj,k.) (2) |OXA∗ | < |OXJ | and |OYA∗ | < |OYJ |. (This is
because |OXA∗ | = 2|OB| < 2|Ovj | = |OXJ | and |OYA∗ | = 2|OC| < 2|Ovk| = |OYJ |.)
4. Recall Observation 9.3, where we show that (vj , vk) is dead under this assumption.
In fact, the proof of Observation 9.3 can be easily adapted to show the stronger result that
(vj , vk) is G-dead, because the proof does not apply the fact that “vi is a vertex”. J
B.3 Generalized Rotate-and-Kill process
Assume that 4vrvsvt is 3-stable and r, s, t are computed. Denote
U(r, s, t) = {(u1, u2) | u1 ∈ {vs, es, . . . , et−1, vt} and u2 ∈ {vt, et, . . . , er−1, vr}}. (1)
In the next, a generalized Rotate-and-Kill process will be described which visits some
elements in U(r, s, t). Be aware that this process only serves as a preprocessing step and we
will design another specialized step for computing the generally 3-stable triangles in the next
subsection (which applies the information processed here). On the contrary, these two steps
are not separated in the original Rotate-and-Kill process (see Algorithm 2).
Before describing this process, we first declare some properties it should possess.
(/) Notice that the pairs in U(r, s, t) can be arranged into a two dimensional table. The
process proceeds in a way which corresponds to a monotonic path from the top-left cell
(vs, vt) to the bottom-right cell (vt, vr) in the table. Hence only O(n) elements are visited.
(*) All the vertex pairs and edge pairs in U(r, s, t) which are not G-dead will be visited.
We present the generalized Rotate-and-Kill process right below; see Algorithm 3. The
idea is similar to the original Rotate-and-Kill process. However, here we will deal with a
unit pair (u1, u2) in each iteration, rather than a vertex pair (B,C).
The sentence u+ + means an action that sets pointer u to its clockwise next unit.
The terminal endpoint (TermEnd) of a unit is defined as:
TermEnd(ei) := vi+1 and TermEnd(vi) = vi.
Note. In the vertex-edge case “(u1, u2) = (vj , ek−1)” the condition is “<”, whereas in the
other three cases it is “≤”. This is not a typo although it looks like one for the readers.
Observing this algorithm, (/) holds because u1, u2 move only in clockwise order.
The following lemma immediately implies (*).
I Lemma 19. Recall that all unit pairs in set U(r, s, t) can be arranged into a two dimensional
table in such a way that the rows from top to bottom correspond to vs, es, . . . , vt while the
columns from left to right correspond to vt, et, . . . , vr.
1. In Algorithm 3, when u1 is to be killed, the vertex pairs and edge pairs on the right of the
current row are all G-dead. When u2 is to be killed, the vertex pairs and edge pairs on
the bottom of the current column are all G-dead.
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Input: r, s, t such that vr, vs, vt is 3-stable.
1 (u1, u2)← (vs, vt); A← vr;
2 repeat
3 Let vj = TermEnd(u1) (so u1 = vj or u1 = ej−1);
4 Let vk = TermEnd(u2) (so u2 = vk or u2 = ek−1);
5 while (A+ 1) > A in the distance to ←−→vjvk do
6 A← A+ 1;
7 end
8 switch (u1, u2) do
9 case (vj , vk) do
10 u1 + + if A ≤ Ij,k in the distance to ←−→vjvk and otherwise u2 + +;
11 end
12 case (ej−1, ek−1) do
13 u1 + + if A ≤ Hj,k in the distance to ←−→vjvk and otherwise u2 + +;
14 end
15 case (vj , ek−1) do
16 u1 + + if A < Jj,k in the distance to ←−→vjvk and otherwise u2 + +;
17 end
18 case (ej−1, vk) do
19 u1 + + if A ≤ Kj,k in the distance to ←−→vjvk and otherwise u2 + +;
20 end
21 end
22 until (u1, u2) = (vt, vr);
Algorithm 3: The generalized Rotate-and-Kill process
2. Throughout the “repeat” statement, (u1, u2) ∈ U(r, s, t), and (u1, u2) 6= (vt, vt) and
(u1, u2) 6= (et−1, vt). Moreover, it terminates successfully at (u1, u2) = (vt, vr).
Lemma 19.2 can be proved the same as Lemma 10.3. We prove Lemma 19.1 below.
Proof of Lemma 19.1. We should prove the following arguments.
VV1. When (u1, u2) = (vj , vk) and A ≤ Ij,k, (vj , vk′) is G-dead for k′ ∈ [k + 1, r].
VV2. When (u1, u2) = (vj , vk) and A > Ij,k, (vj′ , vk) is G-dead for j′ ∈ [j + 1, t].
EE1. When (u1, u2) = (ej−1, ek−1) and A ≤ Hj,k, (ej−1, ek′) is G-dead for k′ ∈ [k, r − 1].
EE2. When (u1, u2) = (ej−1, ek−1) and A > Hj,k, (ej′ , ek−1) is G-dead for j′ ∈ [j, t− 1].
VE1. When (u1, u2) = (vj , ek−1) and A < Jj,k, (vj , vk′) is G-dead for k′ ∈ [k, r].
VE2. When (u1, u2) = (vj , ek−1) and A ≥ Jj,k, (ej′ , ek−1) is G-dead for j′ ∈ [j, t− 1].
EV1. When (u1, u2) = (ej−1, vk) and A ≤ Kj,k, (ej−1, ek′) is G-dead for k′ ∈ [k, r − 1].
EV2. When (u1, u2) = (ej−1, vk) and A > Kj,k, (vj′ , vk) is G-dead for j′ ∈ [j, t].
The proofs of Lemma 10.1 and 10.2 can be simply borrowed to prove VV1 and VV2. (In
the previous proof, we only claim some dead vertex pairs, yet it is easy to see that they are
also G-dead.) We now prove the other six arguments by some similar techniques.
Proof of EE1. Assume A ≤ Hj,k, we shall prove that (ej−1, ek′) is G-dead for k′ ∈ [k, r − 1].
Assume that (ej−1, ek−1) is legal and ej−1 ∦ ek−1. Otherwise (ej−1, ek), . . . , (ej−1, er−1) are
all illegal and thus G-dead (due to Observation 18.2). We argue that (ej−1, ek) is G-dead
even if it is legal. See Figure 14 (a). Clearly, Q(ej−1, ek) lies above the line l at Hj,k that
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Figure 13 Example of the generalized Rotate-and-Kill process.
is parallel to vjvk. However, since A ≤ Hj,k (in the distance to ←−→vjvk), P lies below line l.
Therefore, Q(ej−1, ek) does not intersect P . Further applying Observation 18.1, (ej−1, ek) is
G-dead. The same argument holds for any pair (ej−1, ek′) where k′ ∈ [k, r− 1], so EE1 holds.
Proof of EE2. Here A > Hj,k, so Hj,k 6= ∞. So (ej−1, ek−1) is legal and ej−1 ∦ ek−1.
See Figure 14 (b). Since A > Hj,k, clearly A ≥ Jj,k in the distance to ←−→vjvk. Applying
Observation 18.3, (ej , ek−1) is G-dead. Moreover, since A ≥ Jj,k in the distance to ←−→vjvk,
we can easily obtain that A ≥ Jj+1,k in the distance to ←−−−→vj+1vk. (The proof is trivial and is
simply illustrated in Figure 14 (c).) According to A ≥ Jj+1,k and by using Observation 18.3,
(ej+1, ek−1) is G-dead. By induction, (ej′ , ek−1) is G-dead for j′ ∈ [j, t− 1], so EE2 holds.
Proof of VE1. Assume A < Jj,k, we shall prove that (vj , vk′) is G-dead for k′ ∈ [k, r].
Assume (ej , ek−1) is legal and ej ∦ ek−1. Otherwise, (vj , vk), . . . , (vj , vr) are all illegal and
hence G-dead. We now argue that (vj , vk) is G-dead even if it is legal. See Figure 14 (d).
Let l denote the parallel line of vjvk at Jj,k. It separates Qj,k from P because A < Jj,k.
Therefore, Qj,k ∩ P = ∅, which implies that (vj , vk) is G-dead. Similarly, every vertex pair
(vj , vk′) where k′ ∈ [k, r] is G-dead. So VE1 holds.
Proof of VE2. Here A ≥ Jj,k, so Jj,k 6= ∞. So (ej , ek−1) is legal and ej ∦ ek−1. See
Figure 14 (e). By the same inductive analysis as the EE2 case, (ej′ , ek−1) is G-dead for
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Figure 14 Illustration of the proof of EE1, EE2, VE1, VE2, EV1, and EV2.
j′ ∈ [j, t− 1], i.e. VE2 holds.
Proof of EV1, EV2. Similarly as before, we can assume that (ej−1, ek) is legal and ej−1 ∦ ek.
When A ≤ Kj,k, we can see (ej−1, ek) is G-dead because Q(ej−1, ek) ∩ P = ∅ (because
Q(ej−1, ek) and P are separated by the line l atKj,k that is parallel to vjvk). See Figure 14 (f).
Moreover, for the same reason, (ej−1, ek′) is G-dead for k′ ∈ [k, r − 1], i.e. EV1 holds.
Next, assume that A > Kj,k. By Observation 18.4, (vj , vk) is G-dead . We then claim
that (vj+1, vk) is also G-dead. This reduces to prove that A > Kj+1,k in the distance to←−−−→vj+1vk, which follows from the fact that A > Kj,k in the distance to ←−→vjvk (see Figure 14 (f)
for an illustration). By induction, (vj′ , vk) is G-dead for j′ ∈ [j, t], i.e. EV2 holds. J
B.4 Final step for computing all generally 3-stable triangles
I Lemma 20. If (u1, u2) is not G-dead, then it belongs to U(r, s, t) ∪ U(s, t, r) ∪ U(t, r, s).
Proof. Let [X  Y ] indicates the portion of ∂P starting from X and clockwise to Y .
Since (u1, u2) is not G-dead, there exists a generally 3-stable 4ABC such that B ∈ u1
and C ∈ u2. Notice that 4vrvsvt is 3-stable, and so generally 3-stable. By Lemma 15,
4ABC interleaves 4vrvsvt. Thus we have three possibilities regarding the positions of B,C.
B ∈ [vs  vt] and C ∈ [vt  vr], or B ∈ [vt  vr] and C ∈ [vr  vs], or B ∈ [vr  vs] and
C ∈ [vs  vt]. Correspondingly, (u1, u2) belongs to U(r, s, t), U(s, t, r), or U(t, r, s). J
Before presenting the final step of our algorithm for computing the generally 3-stable
triangles, we first introduce some key notations and state some observations.
A unit pair is called visited if it will be visited when we call Algorithm 3 with parameters
(r, s, t) or (s, t, r) or (t, r, s). The set of all such pairs is denoted by VisitPairs.
Denote by Aj,k and A∗j,k the vertex with the largest distance to
←−→vjvk on the right of −−→vjvk.
When two vertices have the same distance to ←−→vjvk, we choose the clockwise first one to be
Aj,k and the next one to be A∗j,k. (In most cases, Aj,k = A∗j,k.)
I Observation 21. 1. We can compute VisitPairs in O(n) time by calling the generalized
Rotate-and-Kill process three times with parameters (r, s, t), (s, t, r), and (t, r, s).
K. Jin XX:21
2. A generally 3-stable triangle has two corners both lying on vertices or both lying on edges.
3. Consider edge pair (ej , ek) ∈ VisitPairs. Assume that there is a generally 3-stable 4ABC
such that B ∈ ej , C ∈ ek. Then, point A lies in [Aj,k  A∗j+1,k+1].
4. We can compute Aj,k and A∗j,k for all vertex pairs (vj , vk) ∈ VisitPairs in O(n) time.
5. We can compute Aj,k and A∗j+1,k+1 for all edge pairs (ej , ek) ∈ VisitPairs in O(n) time.
Proof. 1 is according to (/) and Lemma 20. 2 is trivial. 4 and 5 are because that all visited
unit pairs form a monotonic path in the table, as stated in (/).
We prove 3 by contradiction. Consider an opposite case where A lies between vk+1 and
Aj,k, as shown in Figure 15 (a). Another opposite case where A lies between A∗j+1,k+1 and
vj is symmetric. Note that A < Aj,k in the distance to ←−→vjvk. By comparing the slope of vjvk
and BC, we have A < Aj,k in the distance to
←→
BC, thus A is not stable in 4ABC. J
ejek
ek'
ejek
ek'
(c)(b)(a)
C Bvk
vj
Aj,k
A vi vi' A*j+1,k'+1
Aj,k
Figure 15 (a) is an illustration of the proof of Observation 21.3. (b) draws an example to
illustrate that Algorithm 4 could cost Ω(n2) time. In this example, (ej , ek), . . . , (ej , ek′) are Ω(n)
visited edge pairs. In addition, Aj,k = . . . = Aj,k′ = vi and A∗j+1,k+1 = . . . = A∗j+1,k′+1 = vi′ , and
that there are Ω(n) units in [vi  vi′ ]. (c) illustrates the batch technique discussed below.
We give the pseudo code of the final step in Algorithm 4. Note that the gadget named
FindGenarlly3stable(u1, u2, u3) computes the generally 3-stable triangle 4ABC such that
A ∈ u1, B ∈ u2 and C ∈ u3. This gadget only takes O(1) time: if there are at least two edges
in u1, u2, u3, we can apply Observation 13 and 14. Otherwise it is more trivial.
1 foreach vertex pair (vj , vk) in VisitPairs do
2 foreach unit u in [Aj,k  A∗j,k] do
3 FindGenarlly3stable(u, vj , vk);
4 end
5 end
6 foreach edge pair (ej , ek) in VisitPairs do
7 foreach unit u in [Aj,k  A∗j+1,k+1] do
8 FindGenarlly3stable(u, ej , ek);
9 end
10 end
Algorithm 4: Compute generally 3-stable triangles
Let AlivePairs denote all vertex pairs and edge pairs that are not G-dead. We know
AlivePairs ⊆ VisitPairs according to (*). This further implies the correctness of Algorithm 4.
Algorithm 4 runs in Ω(n2) time in the worst case. An example is given and analyzed in
Figure 15 (b). In this example, (ej , ek), . . . , (ej , ek′) are Ω(n) visited edge pairs. In addition,
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Aj,k = . . . = Aj,k′ = vi and A∗j+1,k+1 = . . . = A∗j+1,k′+1 = vi′ , and that there are Ω(n) units
in [vi  vi′ ]. Fortunately, we can optimize it to linear time by the following technique.
The batch technique. An idea to optimize the algorithm is to restrict the enumerating units
(u) for (ej , ek) and handle those enumerations for (ej , ek), . . . , (ej , ek′) in a batch. To be more
specific, make parallel lines of ej at the endpoints of ek. This defines a stripe region (denoted
by Sk) where u must intersect so that (u, ej , ek) may accommodates a generally 3-stable
triple (due to Observation 17). Notice that these stripe regions Sk, . . . , Sk′ do not overlap,
therefore, by handling (ej , ek), . . . , (ej , ek′) together, we can enumerate the associated units
for all of them in O(k′ − k + |A∗j+1,k′+1 −Aj,k|+ 1) time, where |A∗j+1,k′+1 −Aj,k| denotes
the number of vertices in [Aj,k  A∗j+1,k′+1]. Similarly, we handle the visited edge pairs in a
column (for example, (ej , ek), . . . , (ej′ , ek)) in a batch, in O(j′ − j + |A∗j′+1,k+1 −Aj,k|+ 1)
time. The entire batch method is illustrated in Figure 16.
A'3
A'2
A3
A2
A'1
A'0 A1
A4
A0
A'4
Figure 16 Running time of handling edge pairs is O(Σ(|Ai−Ai−1|+1)+Σ(|A′i−A′i−1|+1) = O(n).
I Theorem 22. The running time of the optimized Algorithm 4 is O(n). Moreover, our
entire algorithm for computing all generally 3-stable triangles runs in O(n) time.
B.5 Compute the smallest triangle enclosing P
In this subsection, we assume T = 4abc is a local minimum among triangles enclosing P .
Denote the midpoint of the three sides of T (i.e., ab, bc, ca) by C,A,B. We know that
A,B,C lies in ∂P according to the following lemma (it is rediscovered in many places).
I Lemma 23. [19] The midpoint of each side of T touches P .
Moreover, A,B,C are clearly stable in 4ABC. Therefore, 4ABC is (roughly) generally
3-stable. (Note: in degenerate cases as shown in Figure 8 (a), ABC itself may not be
generally 3-stable, but there is a generally 3-stable triangle equivalent to 4ABC.)
It is easy to compute a, b, c in O(1) time from A,B,C. So finding the local minimums
among triangles enclosing P reduces to computing the generally 3-stable triangles in P .
I Theorem 24. We can compute all local minimums of P ’s enclosing triangles in O(n) time.
