Abstract. Pattern recognition techniques have been employed in a myriad of industrial, medical, commercial and academic applications. To tackle such a diversity of data, many techniques have been devised. However, despite the long tradition of pattern recognition research, there is no technique that yields the best classification in all scenarios. Therefore, the consideration of as many as possible techniques presents itself as an fundamental practice in applications aiming at high accuracy. Typical works comparing methods either emphasize the performance of a given algorithm in validation tests or systematically compare various algorithms, assuming that the practical use of these methods is done by experts. In many occasions, however, researchers have to deal with their practical classification tasks without an in-depth knowledge about the underlying mechanisms behind parameters. Actually, the adequate choice of classifiers and parameters alike in such practical circumstances constitutes a longstanding problem and is the subject of the current paper. We carried out a study on the performance of nine well-known classifiers implemented by the Weka framework and compared the dependence of the accuracy with their configuration parameter configurations. The analysis of performance with default parameters revealed that the k-nearest neighbors method exceeds by a large margin the other methods when high dimensional datasets are considered. When other configuration of parameters were allowed, we found that it is possible to improve the quality of SVM in more than 20% even if parameters are set randomly. Taken together, the investigation conducted in this paper suggests that, apart from the SVM implementation, Weka's default configuration of parameters provides an performance close the one achieved with the optimal configuration.
Introduction
The last decades have been characterized by a progressive increase of data production and storage. Indeed, the informatization of most aspects of human activities, ranging from simple tasks such as phone calls to shopping habits generates an ever increasing collection of data that can be organized and used for planning. At the same time, most scientific projects -such as in genetics, astronomy and neuroscience -generate large amounts of data that needs to be analyzed and understood. This trend has given rise to the new term big data [1, 2] . Once such data is organized in a dataset, it is necessary to find patterns concealed in the vast mass of values, which is the objective of data mining [3] [4] [5] [6] [7] [8] [9] . Because the identification of important patterns (e.g. those that recur frequently or are rare) is impossible to be performed manually, it is necessary to resort to automated pattern recognition. Nevertheless, it is important to note that pattern recognition remains also critical for organizing and understanding smaller sets of data, such as in medical diagnosis, industrial quality control, and expensive data.
The problem of pattern recognition consists in assigning classes or categories to observations or individuals [7] [8] [9] . This can be done in two main ways: (i) with the help of examples or prototypes (supervised classification); and (ii) taking into account only the properties of the objects (unsupervised classification or clustering). Though seemingly simple, pattern recognition often turns out to be a challenging activity. This is mainly a consequence of overlap between the features of different groups in the data, i.e. objects in a class have similar properties as those of other classes. However, several other issues such as choice of features, noise, sampling, also impose further problems while classifying data [7] [8] [9] . Even when the features are well-chosen and the data has good quality (properly sampled and without noise), the results of the classification will frequently vary with the choice of different pattern recognition methods. This situation is typically aggravated for sparse data, presence of noise, or non-discriminative features. In an attempt to circumvent such problem and to obtain more robust and versatile classifiers, a number of pattern recognition methods have been proposed in the literature [10] [11] [12] . Despite the long tradition of pattern recognition research [9] , there are no definite guidelines for choosing classifiers. So, those faced with the need to apply pattern recognition are left with the rather difficult task of choosing among several alternative methods.
There are many works in the literature describing which classifiers are more suitable for specific tasks (see e.g. [13] [14] [15] and section Related works), but only a few of them consider a systematic quantitative analysis of their performance. Therefore, in this paper, we assess the performance of the classifiers in carefully chosen datasets, without trying to advocate for any specific method. This means that the dataset used in the study is of fundamental importance to the correct interpretation of the results. Typical datasets employed to compare the performance of different methods include real world and/or artificial data. Advantages of using real datasets include the presence of nontrivial relationships between variables, which may strongly influence the performance of a classifier, the fact that the obtained results will usually be of high confidence when used for samples obtained in the same domain and using a similar criteria, and the presence of noise or unreachable information about the samples (hidden variables). But there is a main drawback associated with using real-world data. Even if one manage to consistently compare the results obtained with hundreds of real world datasets, the results will still be specific to the datasets being used. Trying to use the information gained in such analyses to a different dataset will most likely be ineffective. Furthermore, obtaining more real data to evaluate other classifier characteristics represents sometimes an arduous task. This is the case of applications whose acquisition process is expensive. For this reason, here we chose synthetic datasets. Although such datasets are often not representative of specific real-world systems, they can still be used as representations of large classes of data. For example, we can define that all variables in the dataset will have a Pearson correlation of 0.8, and study the behavior of the classifiers when setting this as the main data constrain.
A natural choice of distribution for the variables in the dataset is the multivariate normal distribution. This choice is supported by the well-known central limit theorem [16] , which states that, under certain conditions, the mean of a large number of independent random variables will converge to a normal distribution. This ubiquitous theorem can be used to conclude that, between all infinite possibilities of probability density distributions, the normal distribution is the most likely to represent the data at hand. A second possible choice of data distribution may be the power-law distribution. This is so because there is a version of the central limit theorem stating that the sum of independent random variable with heavy-tailed distributions is generally power-law distributed [17] . Nevertheless, here we use only normal distribution, leaving power-law distributed variables for a future study.
Since one of our main concerns is making an accessible practical study of the classifiers, we decided to only analyze classifiers available in the Weka software ‡ [18] , which was chosen because of its popularity among researchers. In addition, since the software is open-source, any researcher can look at the code of any specific classifier and confirm the specific procedure being used for the classification. Since Weka has many classifiers available, we decided to select a subset of the most commonly used ones according to [19] .
One distinctive feature of the present work is the procedure we use to compare classifiers. Many works in the literature try to find the best accuracy that a classifier can give and then present this value as the quality of the classifier. The truth is that finding the highest accuracy for a classifier is usually a troublesome task. Additionally, if this high accuracy can only be achieved for very specific values of the classifier parameters, it is likely that for a different dataset the result will be worse, since the parameter was tuned for the specific data analyzed. Therefore, besides giving a high accuracy, it is desirable that the classifier can give such values for accuracy without being too ‡ Weka is available at http://www.cs.waikato.ac.nz/ml/weka. sensitive regarding changes of parameters. That is, a good classifier must provide a good classification for a large range of values of its parameters.
In order to study all aforementioned aspects of the classifiers, this work is divided in three main parts. First, we compare the performance of the classifiers when using the default parameters set by Weka. This is probably the most common way researchers use the software. This happens because changing the classifier parameters in order to find the best classification value is a cumbersome task, and many researchers do not want to bother with that. Our second analysis concerns the variation of single parameters of the classifiers, while maintaining other parameters in the default value. That is, we study how the classification results are affected when changing each parameter. Therefore, we look for the parameters that actually matters for the results, and how one can improve their results when dealing with such parameters. Finally, in order to estimate the optimum accuracy of the classifier, as well as verify its sensitivity to simultaneous changes of its parameters, we randomly sample sets of parameter values to be used in the classifier.
The paper is organized as follows. Firstly, we swiftly review some previous works aiming at comparing classifiers. We then describe the generation of synthetic datasets and justify the parameters employed in the algorithm. Next, we introduce the measurements used to quantify the classifiers performance. We then present a quantitative comparison of classifiers, followed by the conclusions.
Related works
Typical works in the literature dealing with comparison between classifiers can be organized into two main groups: (a) comparing among few methods for the purpose of validation and justification of a new approach [20] [21] [22] [23] [24] ; and (b) systematic qualitative and quantitative comparison between many representative classifiers. Examples of qualitative analysis in (b) can be for example found in [19, 25, 26] . These studies perform a comprehensive analysis of several classifiers, describing the drawbacks and advantages of each method, without considering any quantitative tests. A quantitative analysis of classifiers was performed in [27] , where 491 papers comparing quantitatively at least two classification algorithms were analyzed. A comparison of three representative learning methods (Naive Bayes, decision trees and SVM) was conducted in [28] , concluding that Naive Bayes is significantly better than decision trees if the area under curve is employed as a performance measurement. Other quantitative studies include the comparison of neural networks with other methods [30] and an extensive comparison of a large set of classifiers over many different datasets [31] , which showed that SVMs performances very well on classification tasks. Finally, quantitative comparisons between classifiers can be also found in specific domain problems, such as in Bioinformatics [32] , Computer Science [33, 34] , Medicine [35, 36] and Chemistry [37] .
Materials and Methods
In this section we present a generic methodology to construct artificial datasets modeling the different characteristics of real datasets. In addition, we describe the measurements used to evaluate the quality of the classifiers.
Artificial Data
As noted above, there is a considerable number of reviews in the literature that use real data in order to compare the performance of classifiers. Although this approach is useful when one wants to test the performance for specific classes of data, the small domain of possible cases analyzed renders the results insignificant for a true performance test. Also, with real data it is impossible to systematically study how the classification is being influenced by different variances and correlations between the data, the dimension of the problem, number of classes, distribution of elements per class and, most importantly, the separation between the classes. In order to approach these problems, while having a diversified dataset to test the general purpose classifiers, we use a multivariate Gaussian artificial data generation where many of the parameters chosen are justified by real data, but we can still test variations of them. Data distributions may occur in many different forms. We chose a Gaussian distribution because it has the potential to represent a large ensemble of possible data occurrences on the real world. This observation is supported by the central limit theorem, since it is assumed that the variables are independent and identically distributed [16] .
Here we present a novel method for generating random datasets with a given ensemble of covariances matrices, which was strongly based on the study made by Hirschberger et al. [38] . We aim at generating C classes of data with F features for each object, with the additional constraint that the number of objects per class is given by the vector − → N = (n 1 , n 2 . . . n C ). This problem is mathematically restated as finding C sets comprising F-dimensional vectors, where each set has a number of elements specified by − → N . C, F and − → N are referred to as strong parameters, in the sense that they do not bring any information about the relationships between the objects (or vectors). Furthermore, we aimed at generating data complying with the three following constraints:
• Constraint 1: the variance of the i-th feature of each class is drawn from a fixed distribution, f σ .
• Constraint 2: the correlation between the i-th and j-th dimension of each class are drawn from another fixed distribution, f c .
• Constraint 3: we can freely tune the expected separation between the classes, given by parameter α, which is explained below.
Traditionally, constraints 1 and 2 are not fully satisfied to generate the data. Many studies impose that all the classes display approximately the same variances and correlations, by defining an ensemble of covariance matrices with a fixed spectrum constraint [39, 40] . Unfortunately, this approach is somewhat artificial to generate realistic data, since the assumption that all data classes share similar relationships between their features is quite unlikely. Our approach is more general because, given the shape of the correlation distribution (e.g. U-shaped), the classes can exhibit all kinds of correlations.
In order to generate the data with the strong parameters C, F and − → N complying with constraints 1, 2 and 3, we need C covariance matrices (one for each class), where each diagonal and off-diagonal element is drawn, respectively, from f σ and f c . The most common approach is to randomly draw the mentioned matrix elements from probability density distributions given by f σ and f c in order to construct the desired matrices. Unfortunately, this process does not guarantee a valid covariance matrix because every covariance matrix must be positive and semi-definite [41] . To overcome this problem we use a well-known property stating that for every matrix G ∈ R n×m , the n × n matrix GG T is positive and semi-definite [41] . This property allow us to create a random matrix G that will generate a valid covariance matrix. The matrix G is known as root matrix. What is left to us is to define a convenient root matrix so that GG T follows constraints 1, 2 and 3. Hirschberger et al. [38] came up with an elegant demonstration on how to create a covariance matrix following constraints 1 and 2. Actually, by using their methodology it is even possible to set the skewness of f c , but this property will not be employed here, since our goal is to generate off-diagonal elements distributed according to a normal distribution. Using our algorithm, it is possible to create datasets having the following parameters:
• Number of objects per class − → N : the number of instances in each class can be drawn according to a given distribution. The most common distributions to use are the normal, power-law and exponential distributions. Nevertheless, in order to simplify our analysis, here we use classes having an equal number of instances.
• Number of classes C: we use C = 10. This parameter is not varied throughout the study because we found that the results did not appreciably change for different number of classes (including the binary case C = 2).
• Number of features F: The case F = 2 represents the most simple case, since it permits the easy visualization of the data. In order to improve the discriminability of the data, real world datasets oftentimes are described by a larger number of features. Here we vary F in the range [2, 10] . Hereafter, we refer to the dataset described by F features as DBFF.
• Standard deviation of the features: for each class, the standard deviation of each feature is drawn according to a given distribution f σ . The process is repeated for each class, using the same distribution f σ .
• Correlation between features: for each class, the correlations between the features are drawn according to a given distribution f c . The process is repeated for each class using the same distribution. This means that each class of our dataset will show different kinds of correlation. For example, instances from one class may be described by redundant features, while the same features may be much more efficient in describing samples form other classes. The most common choices for f c are: (a) uniform, to represent heterogeneous data; (b) Gaussian centered in zero, for mostly uncorrelated; and (c) U-shaped, for data with strong correlations. Here we chose a uniform distribution for the correlations.
• Separation between the data (α): It is a parameter to be varied throughout the experiments, quantifying how well-separated are the classes, compared to their standard deviation. This parameter is simply a scaling of the variance of the features for each class. Since we randomly draw the mean, m f , for each class in the range −1 ≤ m f ≤ 1, f σ /α can be used to define an expected separation between the classes. If α is large, the classes are well-localized and will present little overlap. Otherwise, if α is small, the opposite is true. Clearly, the separation given by α depends on the dimension of the space. Nevertheless, there is no need to define a normalization for α, because we are just comparing classifiers and not different configurations of the data.
Throughout the paper we varied the number of features F and the separation between classes (α). In Figure 1 we show some examples of the data that can be generated by varying α in a two-dimensional dataset.
Evaluating the performance of the classifiers
A fundamental aspect that should be consider when comparing the performance of classifiers is the proper definition of what quality means. It is impossible to define a single metric that will provide a fair comparison in all possible situations. This means that quality is usually specific to the application and, consequently, many measurements have been proposed [29] . Nevertheless, there are some measurements that have widespread use in the literature, the most popular being the accuracy rate, f-measure (sometimes together with precision and recall), Kappa statistic, ROC area under curve and the time spent for classification (see [29] for a comprehensive explanation of such measurements). Because we are mostly interested in a more practical analysis of the classifiers, we use only the accuracy rate, which is defined as the number of true positives plus the number of true negatives, divided by the total number of instances. In the literature, oftentimes the average accuracy rate is employed to evaluate the performance of classifiers. This practice is so ubiquitous because many researchers decide to use a number of different kinds of measurements, like the ones previously mentioned, and the specific analysis of each metric turns out to be overly cumbersome. The consequence of such approach is that only the average, and at most the deviation of each metric end up being analyzed. In the present study we only used the accuracy rate.
To measure the performance of the classifiers, we generate artificial datasets using the method presented in the previous section and calculate some statistics. The principal quantity extracted from each dataset is the average accuracy rate. In addition, we also compute the variation of accuracy across datasets for this quantity is useful to quantify the confidence of the classifier when the dataset is changed. As such, if high values of both average and standard deviation appears then it is possible to state that the classifier performs well, but care must be taken when analyzing a new dataset. The standard deviation of accuracy rate computed over instantiations of the classifier with distinct parameters is useful to quantify the sensitivity with respect to a given parameter.
Results and Discussion
The performance of the classifiers was evaluated according to three methodologies. The default values provided by Weka were used in the first strategy. We then examined the influence of each parameter on the discriminability of the data. Finally, we developed a multivariate strategy. The classifiers considered in the analysis are presented in Table  1 . Throughout the results we used DB2F, DB3F . . . DB10F to refer to the datasets comprising instances characterized by 2, 3 . . . 10 features, respectively. functions.SMO
Comparison of classifiers using their default parameters
One of the most typical scenarios concerning practical classification tasks arises when a researcher or practitioner has given a dataset and he/she wants to obtain a good classification without concerning about the parameters of the classifier. Many researchers tackling supervised classification problems do not have an in-depth knowledge of the classifier being employed. As such, all too often they simply compare their results achieved with a few classifiers induced with default parameters and then report the best classification obtained with one of these classifiers. Therefore, comparing accuracy rates obtained with the default parameters of the classifiers are of fundamental importance because this case represents the most common use case. The performance of each classifier to classify instances in DB2F considering Weka's default parameters § is summarized in Table 2 . This table provides sufficient information to describe the performance of the classifiers for the default parameters, since we observe that the distribution of accuracy values across all datasets is a Gaussian function. Figure 2 shows the distribution of accuracy rates obtained with Naive Bayes and SVM in DB2F. All classifiers performed well, as revealed by high values of average accuracy rates. Surprisingly, the Naive Bayes classifier, which is based on a naive assumption of feature independence, outperformed cutting-edge classifiers. Even if we consider the significance of the differences we found that Naive Bayes performs significantly better than C4.5, Simple Cart, Bayes Net, Random Forest, kNN and SVM (see Table S1 of the Supporting Information). Another surprising result refers to the worst ranking obtained by the SVM classifier, which recently have drawn much attention owing to recent results reporting that this classifier usually outperforms other traditional pattern recognition techniques [31] . The variance of accuracy reveals that all the classifiers give similar confidence for use across different datasets. The best and § Section 1 of the Supporting Information (SI) provides a brief description of classifiers and parameters.
The Supporting Information is available from https://dl.dropboxusercontent.com/u/2740286/ siComparisons.pdf.
worst cases tend to follow the same trend observed for the average accuracy, with the Naive Bayes giving the best result overall and the kNN displaying the worst classification for a particular dataset. It is noteworthy that, even though we have employed the same parameters to create the 50 datasets in DB2F, the difference between the best and worst cases is considerably high, being as large as 30% in some classifiers (see e.g. the C4.5 classifier). An important question that can be posed refers to the dependency of the ranking observed in Table 2 with the number of features describing the instances. To address this issue, we evaluated the quality of classifiers in DB10F (i.e., an dataset described by a set of 10 features). Table 3 gives the statistics concerning the accuracy of the classifiers evaluated DB10F. It is apparent that the difference in average accuracy is now much higher compared to the differences obtained in DB2F. Surprisingly, the kNN classifier turned out to provide, by a large margin, the highest average accuracy. This result is particularly impressive if we perceive that the usual number of neighbors analyzed (i.e. the parameter K) to infer the class of new instances is K = 1. Another interesting difference arising from the comparison of the results obtained with DB2F (Table 2 ) and DB10F (Table 3) is that the standard deviation take lower values in the latter. This means that the statistical difference between classifiers is much higher for ten features. The best and worst values follow the trend observed for the average, with the surprising result that the worst case for kNN is better than almost all values obtained for the other classifiers, with the only exception being the Perceptron. Another interesting issue to be investigated concerns the assessment of the discriminability of the classifiers as the number of features varies continually from two to ten features. To perform this analysis, we assessed the performance of the classifiers in DB2F, DB3F . . . DB10F. In Figure 3 we show the variation of the average accuracy as the number of features describing the dataset is incremented. Three distinct behavior are evident: (i) the accuracy increases; (ii) the accuracy is nearly constant; and (iii) the accuracy decreases. The only classifier in which the pattern (i) was observed was the kNN classifier. The behavior (ii) is the most common trend. Finally, the third effect is more prominent in the case of the C4.5, Simple Cart and Bayes Net. All in all, these results suggest that in high-dimensional classifications tasks the kNN performs significantly better than others classifiers. Therefore, the proper choice of the classifier is critical to yield high-quality classifications in unseen instances (note that the difference between kNN and Bayes Net in DB10F is almost 40%).
Varying parameters: one-dimensional analysis
An alternative scenario in typical classification tasks arises when the researcher or practitioner wants to improve the performance of the classification by setting up the Figure 3 . Behavior of the accuracy rates as the number of attributes employed to describe the instances is increased. As more attributes are taken into account, the kNN becomes significantly better than other pattern recognition techniques.
suitable values of the parameters. In this case, we turn to the concept of sensitivity of the classification with regard to the parameters. In other words, if a good classification is achieved only for a very small range in the parameter space, then for many applications it will be very difficult to achieve the best accuracy rate provided by the classifier. Conversely, if the classifier provides high accuracy rates for many different configuration of parameters, then one expects that it will consistently yield high-quality classifications for the researcher or practitioner who aims at obtaining the best accuracy rate with a minimal effort spent tuning the suitable values of the parameters. To probe the sensitivity of the classifiers with regard to distinct values or parameters, we analyzed the behavior of the accuracy rates curves when each parameter is varied separately while retaining the remaining parameters set at their default values. This one-dimensional analysis is illustrated in Figure 4 . The behavior of the accuracy with the adoption of values different from the default for some parameters is shown in Figures S1 and S2 of the SI. An extensive analysis comparing the quality achieved with the parameters set with default and non-default values is provided in Table 4 for classifications obtained in DB2F. For each parameter, we provide the average S , the standard deviation ∆S and the maximum value of S(p) = Γ max − Γ def , where Γ max and Γ def are respectively the maximum accuracy observed when the parameter p varies and the accuracy rate obtained with all the parameters set at their default values. Therefore, the statistic computed over S(p) quantifies how much the accuracy of the classification is influenced when each parameter is set to a value different from the default. Table 4 shows that S ≤ 0 for almost all parameters, with the only exceptions being the number of seeds (K) of the kNN and the type (S) of Support Vector Machine used. This result suggests that the default parameters usually provide a classification performance that is close to the optimum. Interestingly, even the maximum gain in accuracy is usually small, as they do not exceed 6.25% in any particular dataset (aside from the kNN and SVM classifiers).
Similarly to Table 4, Table 5 shows the results for single parameter variation for classifications performed in DB10. We note that a proper analysis of this table must consider the accuracy rate obtained with default parameters (see Table 3 ), because the latter has a large variation across classifiers. Therefore, if a classifier performs very well with parameters set with their default the values, one expects that a significant improvement through one-dimensional variation of parameters will be less probable. This effect becomes evident when one analyze for example the kNN. The default configuration of parameters yields high accuracy rates (Γ def 94%), while the average improvement through one-dimensional analysis is only ∆S(K) = 0.01%. A significant improvement in the discriminability was observed for the Perceptron through the variation of the size of the hidden layers (H). In a similar manner, a significant increase of accuracy was observed when we varied the number of trees (I) of the Random Forest. As for the SVM classifier, six of its parameters allowed an increase of about 20%, which led to accuracy rates higher than 94% in many cases. This result suggest that the appropriate parameter tuning in SVM might improve significantly its discriminability.
Multidimensional analysis
Although the one-dimensional analysis is useful to provide relevant information regarding the variability of accuracy with regard to a given parameter, this type of analysis deliberately disregards the influence of possible mutual interdependencies among parameters on the performance of the classifiers. In order to consider this interdependence, we randomly sample the values of parameters in a bounded range. More specifically, 1, 000 random configurations of parameters for each classifier was generated and each classifier was applied to discriminate the classes in DB2F and DB10F ¶. We then compared the performance of the best random configuration with the performance achieved with the default parameters. An example of the procedures adopted in the multidimensional analysis is provide in Figure 5 . A more 'efficient' possibility could be based on the search of the best accuracy rates (considering all configuration of parameters) through an optimization heuristic. Nevertheless, we decided not to employ optimization heuristics because the search process would present itself many problems caused by the different kinds of parameters used by distinct classifiers (e.g., nominal, binary, integer, etc). Moreover, we would have to overcome similar parameter optimization when setting up the parameters of the optimization heuristics.
In Figure 6 , we show the histograms of the accuracy rates obtained with the random choice of parameters of the classifiers, which were evaluated in DB2F. In order to summarize the main characteristics observed in these histograms, in Table  6 we show some statistics taken over the histograms. The p-value quantifies the percentage of realizations in which a random configuration of parameters outperformed the performance obtained with the default configuration. Considering these cases where an improvement is observed, we can summarize the values of accuracy by taking the average, standard deviation and maximum value. It is noteworthy that the random choice of parameters usually reduces the accuracy (i.e. p-value < 50.0%) for Simple Cart, Perceptron, C4.5 and Logistic. This means that one should be aware when choosing parameters other than the default configuration, since most of the random configurations impacts the performance negatively. Surprisingly, in almost every random choice of parameters (96.89% of the cases) the accuracy of the SVM increases. In the case of the kNN, the improvement is less likely (p-value = 76.15%). The Random Forest shows a typical small improvement in 52% of the realizations, in comparison with SVM and kNN. Whenever the computing time for each dataset is not very high, it is possible to generate many random configurations and select the one providing the highest accuracy. In this case, the most important parameter extracted from Table 6 becomes the maximum ¶ The Naive Bayes and Bayesian Net classifiers were not included in the multidimensional analysis, since they only have binary parameters accuracy. This scenario is particularly useful for SVM, kNN and Random Forest, since the performance can be improved in 16%, 13% and 10%, respectively. Actually, SVM an kNN emerge as the best classifiers when we consider only the best realization among the 1,000 random configurations for each dataset (see Table 7 ). Repeating the above analysis for the classifications performed in DB10F, one observe some differences in the results, which are shown in Table 8 . From the analysis of the means (third column), it is clear that, apart from SVM, a significant improvement in accuracy is much less likely. This results reinforce the premise that default parameters already provide an accuracy that is near to the optimum. As we found for DB2F, the performance of SVM can be significantly improved by the suitable configuration of parameters. Note that the average improvement of 20.35% is equivalent to the one found with an uni-dimensional variation in the complexity parameter (see parameter C in Table 5 ). Therefore, to get the best configuration of the SVM we need to vary only one parameter. Again, if we consider only the best configuration among the 1,000 random configurations for each dataset, the SVM and kNN performs better than the other methods (see Table 9 ). Note that, in the case of kNN and SVM classifiers, most of the random configurations yields better results than the default case. Differently, the same distribution for the C4.5, Perceptron, Logistic, Random Forest and Simple Cart reveals that the default configuration yields accuracy rates similar to the default case. Table 6 . Comparison of classifiers using a multidimensional analysis of classifiers evaluated in DB2F. p-value represents the percentage of cases where the random configuration of parameters yields a classifiers that outperforms the classifier obtained with default parameters. Mean, deviation and maximum refers to the increase in accuracy provided by the random configuration, when it outperforms the default configuration. In the case of the SVM, the random choice of parameters yields a classification more accurate than the default classification in about 97% of the cases. In this case, the average and maximum improvement of quality are 5% and 16%, respectively. 
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Conclusions
Machine learning methods have been applied to recognize patterns and classify instances in a wide variety of applications. Currently, several researchers/practioners with different expertise have employed computational tools such as Weka to study particular problems. Since the appropriate choice of parameters requires a certain knowledge of the underlying mechanisms behind the algorithms, oftentimes these methods are applied with their default configuration of parameters. Using the Weka software, we evaluated the performance of classifiers using distinct configurations of parameters in order to verify whether it is feasible to improve their performance. A summary of the main results obtained in this study is provided in Table 10 .
The analysis of parameters in two-dimensional problems revealed that the Naive Bayes displays the best performance among all nine classifiers evaluated with default parameters. In this scenario, the SVM turned out to be the classifier with the poorest performance. When instances are described by a set of ten features, the kNN outperformed by a large margin the other classifiers, while the SVM retained its ordinary performance. When just one parameter is allowed to vary, there is not a large variation in the accuracy compared with the classification achieved with default parameters. The only exceptions are the parameter K of the kNN and parameter S of SVM (with Puk kernel). In these cases, the appropriate choice of the parameters enabled an average increase of 6% in accuracy. Surprisingly, we found that when the same analysis is performed with a ten-dimensional dataset, the improvement in performance surpasses 20% for the SVM. Finally, we developed a strategy in which all the configuration of parameters are chosen at random. Despite its outward simplicity, this strategy is useful to optimize SVM performance especially in high-dimensional problems, since the average increase provided by this strategy is higher than 20 %. Another important result arising from the experiments is the strong influence of the number of features on the performance of the classifiers. While small differences in performance across distinct classifiers were found in low-dimensional datasets, we found significative differences in performance when we analyzed problems involving several features. In high-dimensional tasks, kNN and SVM turned out to be the most accurate techniques when default and alternative parameters were considered, respectively. Most importantly, we found that the behavior of the performance with the number of features follows three distinct patterns: (i) almost constant (Perceptron); (ii) monotonic increase (kNN), and (iii) monotonic decrease (Bayes net). These results suggest that number of features of the problem plays a key role on the choice of algorithms and, therefore, it should be considered in practical applications.
The results obtained here suggest that for low dimension classification tasks, Weka's default parameters provide accuracy rates close to the optimal value, with a few exceptions. The highest discrepancies arose in high-dimensional problems for the SVM, indicating that the use of default parameters in these conditions is not recommended in cases where the SVM must be employed. One could pursue this line of analysis further to probe the properties of classifiers with regard to other factors such as number of classes, number of instance per class and overlapping between classes. It is also very important to probe the performance in problems where the amount of instances employed to train is scarce, as it happens in occasions when data acquisition represents an expensive, painstaking endeavor.
