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We report an implementation of a program for visualizing complex-valued molecular orbitals. The orbital
phase information is encoded on each of the vertices of triangle meshes using the standard color wheel. Using
this program, we visualized the molecular orbitals for systems with spin–orbit couplings, external magnetic
fields, and complex absorbing potentials. Our work has not only created visually attractive pictures, but also
clearly demonstrated that the phases of the complex-valued molecular orbitals carry rich chemical and physical
information of the system, which has often been unnoticed or overlooked.
I. INTRODUCTION
The phase of molecular orbitals is fundamentally important
in predicting and understanding chemical reactions. One of
the earliest examples in the literature is the demonstration that
the selectivity of the Diels–Alder reactions can be explained
by the phases of the highest-occupied and lowest-unoccupied
molecular orbitals.1 Molecular orbitals have been ever since
considered as a key descriptor for chemical reaction mecha-
nisms. Many of the research articles in computational chem-
istry thus report the graphic pictures of molecular orbitals,
which are often obtained by the standard visualization soft-
wares such as Molden,2 Avogadro,3 IQMol,4 IboView5,6 to
name a few.
To the best of our knowledge, visualization of molecular or-
bitals (and associated properties) has been thus far limited to
that of real-valued orbitals due to the lack of implementation.
This is partly because the software for real-valued orbitals
does suffice for traditional electronic structure simulations
in which the non-relativistic time-independent Schro¨dinger
equation is solved for bound states with open boundary condi-
tions, owing to the fact that the Hamiltonian for such systems
is real and the phase of the orbitals can be chosen to be either
+1 or −1. There are, however, various situations in which the
molecular orbitals become complex, including simulation of
systems with relativistic7/magnetic8,9 contributions, that with
periodic10/absorbing11,12 boundary conditions, and that with
explicit time dependence.13 Another example is complex gen-
eralized Hartree–Fock wave functions that can describe non-
coplaner spin polarization.14,15 Since computational tools for
such systems are becoming widely available in recent years, it
is of great importance to be able to visualize such orbitals.
In this work, we have developed a new computer program
that allows for visualizing complex-valued molecular orbitals
(and other properties). We apply this program to systems un-
der an external magnetic field, systems with spin–orbit cou-
pling, and systems with the absorbing boundary condition.
Numerical examples will be shown to demonstrate surpris-
ingly rich information that is pertained in the phase of those
orbitals.
II. TECHNICAL DETAILS
To compute the isosurface of a complex-valued molecular
orbital, we first take the norm of the orbitals and reuse the
components in the IboView programs5,6 that have been writ-
ten for real-valued molecular orbitals. To do this, we simply
evaluate the complex orbitals in real space and take the norm
at each point:
|ψi(r)| =
∣∣∣∣∣∣∣∑µ Cµiφµ(r)
∣∣∣∣∣∣∣ (1)
where ψi is an i-th molecular orbital, φµ are basis functions
that are real valued, and Cµi are the molecular-orbital coeffi-
cients that are complex. We use the so-called Marching Cubes
algorithm16 for computing the triangular (polygon) meshes
of the orbital isosurface. Following the default setting with
IboView, the isosurfaces are constructed such that 80% of the
molecular orbitals are encapsulated within the surface.
The normals of the isosurfaces are computed exactly from
the derivative of the wave functions at each of the vertices.
This has also been implemented in IboView and reused in this
work.5,6 The derivative of the norm can be computed as
∂w|ψi(r)| = Re[∂wψi(r)] cos θ(r) + Im[∂wψi(r)] sin θ(r), (2a)
∂wψi(r) =
∑
µ
Cµi∂wφµ(r), (2b)
θ(r) = arg[ψi(r)], (2c)
where ∂w = ∂/∂w and w = x, y, and z.
FIG. 1. Color wheel that represents the phases.
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2FIG. 2. pi orbitals of benzene placed in the xy-plane (a) with and
(b) without external magnetic fields (5 T in the z direction). For
coloring in (a), see Fig. 1. (b) is depicted using the code for real-
valued orbitals. The numbers are the orbital energies in Hartrees.
Subsequently, we calculate the phase angle θ of the molec-
ular orbital at each of the vertices of the triangular meshes.
The phase angle is then converted to a color code based on the
RGB color wheel that maps the hue of the colors to [0, 2pi], as
shown in Fig. 1, or, more quantitatively,
−3 ≤ p < −2 R = 1 G = p + 3 B = 0
−2 ≤ p < −1 R = −1 − p G = 1 B = 0
−1 ≤ p < 0 R = 0 G = 1 B = p + 1
0 ≤ p < 1 R = 0 G = 1 − p B = 1
1 ≤ p < 2 R = p − 1 G = 0 B = 1
2 ≤ p < 3 R = 1 G = 0 B = 3 − p
(3)
with p = 3θ/pi. Here the RGB scale takes the values between 0
and 1. The resulting color codes are added to the vertex infor-
mation before the surfaces are rendered. Note that the color
wheel is routinely used for visualizing complex functions in
standard software programs, e.g., Mathematica.17
The above algorithms are implemented using the locally-
modified IboView program. The computation of Eqs. (1)
and (2) are performed in the modified version of the BAGEL
programs.18,19
III. EXAMPLES
A. Molecules in external magnetic fields
When molecules are placed under an external magnetic
field, the wave function becomes complex, because the mo-
mentum operator in the Hamiltonian is modified as
pˆ→ pˆi = −i∇ + A (4)
where A is a vector potential generated by the external
magnetic field. Furthermore, one often uses the so-called
gauge-including atomic orbitals (GIAO) to retain gauge-
origin invariance,20,21
φi(r)→ φ′i(r) = exp [−iA(R) · r] φi(r) (5)
where R is the location of the atom that the basis function i be-
longs to. Note that the use of GIAO-based programs for study-
ing systems under an external magnetic field is relatively new,
pioneered by Tellgren and co-workers,8 who have reported
interesting chemical applications in astrochemistry,22,23 fol-
lowed by one of the authors.9,24 In this section, we used the
GIAO-based Hartree–Fock program in the BAGEL package18
as described in Ref. 9.
In Fig. 2, we compare the pi orbitals of a benzene molecule
with and without an external magnetic field. The benzene
molecule is at its equilibrium geometry on the xy-plane, and
a magnetic field of 5 T was applied in the z direction. The
def2-SVP basis set and corresponding fitting basis sets were
used.25 In the absence of magnetic fields, there are two sets
of doubly-degenerate pi orbitals (one bonding and one anti-
bonding orbitals). The degenerate sets become split when
the magnetic field is applied; this is because the magnetic
field favors counter-clockwise electronic current in the direc-
tion of the field. Therefore, the degenerate occupied orbitals
take linear combinations such that the phase changes ±2npi
when rotating around the principal axis (where n is the num-
ber of nodes perpendicular to the xy-plane for the orbitals in
the absence of magnetic fields). The hybridization phenom-
ena is clearly depicted in the figures, facilitating intuitive un-
derstanding of the molecular orbitals in the presence of the
external magnetic field. The amount of phase changes ±2npi
and ±4npi cannot be read from the phaseless counterparts.
B. Spin–orbit coupled wave functions
One of the approaches to taking into account spin–orbit
couplings is to use the so-called state interaction method.26,27
In this approach, one first obtains a number of pure spin states
in the absence of spin–orbit couplings, which are then used
as a basis to construct an effective Hamiltonian that includes
spin–orbit couplings. The spin–orbit coupling elements are
complex: for instance, the one-body part of the spin–orbit
coupling matrix elements from the Breit–Pauli Hamiltonian
are7
(HλSO,1)pq = −
i
4c2
∑
A
λµν
〈
∂φp
∂µ
∣∣∣∣∣∣ZArA
∣∣∣∣∣∣∂φq∂ν
〉
(6)
where the left-hand side are the matrix elements associated
with the Pauli operator σˆλpq, λ, µ, and ν label Cartesian com-
ponents, c is the speed of light, λµν is the Levi–Civita symbol,
p and q label basis functions, and A labels nuclei.
3FIG. 3. The natural orbitals of one of the spin–orbit coupled states for
PbH2 obtained by the state interaction method. The numbers denote
orbital occupation. The hue of the colors represents the phase of the
orbitals (see Fig. 1).
As a simple example, we considered PbH2 that exhibits
spin–orbit coupling of about 2500 cm−1,28 which is a heavy-
element analogue of the carbene biradical. The geometry was
set to r = 1.880 Å and θ = 91.5◦ with the C2v symmetry. One
singlet state and one triplet state were included in the effective
Hamiltonian. We first performed a state-averaged CASSCF
calculation with the spin-free DKH2 Hamiltonian,29 averag-
ing over both the singlet and triplet states. The full-valence
active space (6 electrons in 6 orbitals) and the ANO-RCC
basis set30 were used. Subsequently, the spin-nonconserving
density matrices associated with the Pauli operator σˆλpq were
computed. The effective Hamiltonian was then formed and
diagonalized to obtain the spin–orbit coupled states (total of 4
spin–orbit states). In Fig. 3, we present the natural orbitals for
one of the triplet states that is coupled to the singlet state (i.e.,
the state that is predominantly |1, 1〉 + |1,−1〉 using the |L, Lz〉
notation). From this figure, one can visually determine the
orbitals that play an important role in spin–orbit interaction
and their phase relationshiops. The third and fourth orbitals in
each column are the hybridized singly occupied orbitals that
mix α and β components owing to the spin–orbit coupling.
Another approach to accouting for spin–orbit interaction
is the four-component relativistic approaches that seek to di-
rectly solve the Dirac equations that include spin–orbit inter-
FIG. 4. The molecular spinors of O2 consisting of 2p orbitals
obtained by Dirac CASSCF. The L+ and L− components of the
Kramers pairs are presented. From top to bottom, the orbitals are
the σ∗, pi∗ × 2, pi× 2, and σ orbitals. The hue of the colors represents
the phase of the orbitals (see Fig. 1).
action a priori.7 The Dirac equation reads
Hˆ =
∑
i
hˆ(i) +
∑
i< j
gˆ(i, j), (7a)
hˆ(i) = c2(β − I4) + c(α · pˆi) −
atoms∑
A
ZA
riA
, (7b)
in which α and β are Dirac’s 4×4 matrices; I4 is a 4×4 identity
matrix; c denotes the speed of light; pˆ = −i∇ is the momen-
tum operator; and, gˆ(i, j) is the electron–electron interaction
(in this work, we used the standard Coulomb operator) with
i and j labeling electrons. Such four-component approaches
have become applicable to large molecules of chemical inter-
est in the past decade.31–33 One of the consequences of us-
ing the four-component wave function approaches is that the
orbitals are to be represented by complex-valued 4-spinors;
therefore, our visualization code for complex-valued molec-
ular orbitals are particularly useful for the analyses of four-
component wave functions.
As a simple example, the molecular spinors are presented
for the triplet O2 molecule computed by the Dirac CASSCF
method with density fitting as described in Ref. 24 (note that
other implementations of Dirac CASSCF includes those re-
ported in Ref. 34 and 35). The def2-SVP basis set and corre-
sponding fitting basis sets were used.25 CAS(2e,2o) was used
and three states were averaged. Figure 4 shows the valence
canonical orbitals of this system, in which only the large com-
4ponents (L+ and L−) of the 4-spinors are included. Both
Kramers +/− orbitals are shown. Note that the corresponding
Kramers +/− orbitals are degenerate due to the time-reversal
symmetry; therefore, rotations between them are arbitrary. It
is shown that both bonding and anti-bonding pi orbitals are
hybridized in the presence of spin–orbit coupling that breaks
the degeneracy. In addition, one can clearly observe the time-
reversal relation between the Kramers +/− pairs,
ψ+L+(r) = [(ψ
−
L−(r)]
∗, (8a)
ψ+L−(r) = −[ψ−L+(r)]∗. (8b)
Visually confirming this time-reversal symmetry is only possi-
ble using visualization code for complex-valued orbitals with
phases. These relationships are especially non-trivial for hy-
bridized orbitals; when checking these relationships, notice in
Fig. 1 that the phase angles 0 and pi are cyan and red, respec-
tively.
C. Molecules with metastable states
The renewed interest in metastable states in the past decade
has inspired the development of various advanced computa-
tional tools.11,12 When modeling metastable states, in which
the bound-state wave functions are mixed with continuum
wave functions, one often uses an effective Hamiltonian that
truncates the continuum degrees of freedom in one way or an-
other; and this truncation leads to Hamiltonians whose eigen-
values are complex. The imaginary part of the eigenvalues is
related to the lifetime of the state. Since the associated wave
functions are complex, analysis of excited-state wave func-
tions warrants visualization of complex-valued orbitals. Usu-
ally, the real and imaginary parts of the orbitals are presented
separately.12
Here we show an example that employs the so-called com-
plex absorbing potential (CAP) using the second-order mul-
tireference perturbation theory, which has been reported by
Bravaya and co-workers36 using an uncontracted multirefer-
ence perturbation theory called the XMCQDPT2 method37
(in this work, we use instead the fully contracted variant,
XMS-CASPT2, as implemented in BAGEL38,39). In short,
this approach includes both dynamical electron correlation
and complex absorbing potentials as perturbations in the post-
CASSCF process. For simplicity, the natural orbitals are com-
puted from the CASSCF part of the wave functions.
We computed the XMS-CASPT2 effective Hamiltonian
Heff and the CAP matrix Wcap within the model space for
N2 anion (r = 2.074 bohr). N2 anion has been theoretically
studied previously (Ref. 40; see also Ref. 41 and references
therein). The aug-cc-pVQZ basis set was used together with
three even-tempered diffuse functions in both s and p shells.
The active space included 16 orbitals and 5 electrons, and 14
states were averaged in the calculation without imposing spa-
cial symmetry. The spherical CAP with 4.88 bohr radius was
used. The so-called η trajectory was obtained by diagonaliz-
ing Heff−ηWcap with various η; the result is compiled in Fig. 5.
The stationary point was obtained by minimizing η|dE/dη| to
FIG. 5. The real and imaginary part of the energy for the resonance
state. The data points correspond to η = [1.0× 10−5, 1.0× 10−3] with
the interval 1.0 × 10−5. The green dot is the stationary point.
FIG. 6. Natural orbitals for the metastable ground state of N2 anion.
The numbers are (complex) occupation numbers. The hue of the
colors represents the phase of the orbitals (see Fig. 1).
be η = 0.000206, E = −109.30623 − 0.00971i (shown as a
green dot in Fig. 5). Note that the electronic resonance width
Γ computed from this result (0.528 eV) is in good agreement
with the experimentally derived value (0.41 eV).40
The natural orbitals in the active space with non-zero oc-
cupation numbers are shown in Fig. 6. We here use the con-
vention in which the molecule is aligned with the z axis, and
the x axis is in-plane. There are two (almost) doubly occu-
pied orbitals (pix and piy) and a singly occupied orbital (pi∗x).
The piy and pi∗y orbitals resemble very closely the neutral N2
orbitals, and their occupation numbers sum up to 2. It is also
noted that the imaginary part of the occupation numbers for
piy and pi∗y is nearly zero. In contrast, the singly occupied or-
bital pi∗x is partially hybridized with the diffuse orbitals that
describe continuum states. Furthermore, there is another hy-
bridized orbital pi∗′x that is a mixture of pi∗x and the continuum.
The occupation number for this pi∗′x orbital is (−0.005, 0.006),
which suggests that it plays a role in the auto-detachment pro-
cess. Quantitative interpretation of these occupation numbers
5requires further research.
IV. CONCLUSIONS
In this work, we developed a software program that allows
for visualizing complex-valued molecular orbitals, in which
the phases of the complex-valued orbitals are represented by
the RGB color wheel. The implementation has been on the
basis of the IboView program5,6 and the BAGEL package.18
Examples were presented for systems under a magnetic field,
those with spin–orbit interactions, and those with metastable
states. These examples have shown that the phases of the
complex-valued orbitals do carry chemical and physical in-
formation (hybridization, time-reversal symmetry, and decay
channels in these examples, respectively).
ACKNOWLEDGMENTS
Professor Ksenia Bravaya is thanked for help with the cal-
culations for metastable states. We appreciate useful dis-
cussions with Professor Sandeep Sharma. R.A.-S. and T.S.
have been supported by Air Force Office of Scientific Re-
search (AFOSR FA9550-18-1-0252) and by the National Sci-
ence Foundation CAREER Award (CHE-1351598), respec-
tively. T.S. is a Sloan Research Fellow.
∗ shiozaki.toru@gmail.com
† knizia@psu.edu
1 R. B. Woodward and R. Hoffmann, “Stereochemistry of electro-
cyclic reactions,” J. Am. Chem. Soc. 87, 395–397 (1965).
2 G. Schaftenaar and J. H. Noordik, “Molden: a pre- and post-
processing program for molecular and electronic structures,” J.
Comput.-Aided Mol. Design 14, 123–134 (2000).
3 M. D. Hanwell, D. E. Curtis, D. C. Lonie, T. Vandermeersch,
E. Zurek, and G. R. Hutchison, “Avogadro: An advanced se-
mantic chemical editor, visualization, and analysis platform,” J.
Cheminf. 4, 17 (2012).
4 A. T. B. Gilbert, IQmol molecular viewer, Available at:
http://iqmol.org. Last accessed December, 2018.
5 G. Knizia, “Intrinsic atomic orbitals: An unbiased bridge between
quantum theory and chemical concepts,” J. Chem. Theory Com-
put. 9, 4834–4843 (2013).
6 G. Knizia and J. E. M. N. Klein, “Electron flow in reaction
mechanisms–revealed from first principles,” Angew. Chem. Int.
Ed. 54, 5518–5522 (2015).
7 M. Reiher and A. Wolf, Relativistic Quantum Chemistry (Wiley-
VCH, Germany, 2009).
8 E. I. Tellgren, A. Soncini, and T. Helgaker, “Nonperturbative ab
initio calculations in strong magnetic fields using london orbitals,”
J. Chem. Phys. 129, 154114 (2008).
9 R. D. Reynolds and T. Shiozaki, “Fully relativistic self-consistent
field under a magnetic field,” Phys. Chem. Chem. Phys. 17,
14280–14283 (2015).
10 F. R. Manby, ed., Accurate Condensed-Phase Quantum Chemistry
(CRC Press, Boca Raton, FL, 2010).
11 U. V. Riss and H.-D. Meyer, “Calculation of resonance energies
and widths using the complex absorbing potential method,” J.
Phys. B: At. Mol. Opt. Phys. 26, 4503–4536 (1993).
12 T.-C. Jagau, K. B. Bravaya, and A. I. Krylov, “Extending quantum
chemistry of bound states to electronic resonances,” Annu. Rev.
Phys. Chem. 68, 525–553 (2017).
13 J. J. Goings, P. J. Lestrange, and X. Li, “Realtime timedependent
electronic structure theory,” WIREs Comput. Mol. Sci. 8, e1341
(2018).
14 H. Fukutome, “Unrestricted Hartree–Fock theory and its applica-
tions to molecules and chemical reactions,” Int. J. Quantum Chem.
20, 955–1065 (1981).
15 T. M. Henderson, C. A. Jime´nez-Hoyos, and G. E. Scuseria,
“Magnetic Structure of Density Matrices,” J. Chem. Theory Com-
put. 14, 649–659 (2018).
16 W. E. Lorensen and H. E. Cline, “Marching cubes: A high reso-
lution 3d surface construction algorithm,” SIGGRAPH Comput.
Graph. 21, 163–169 (1987).
17 Wolfram Research, Inc., “Mathematica, Version 11.3,” Cham-
paign, IL, 2018.
18 bagel, Brilliantly Advanced General Electronic-structure Library.
http://www.nubakery.org under the GNU General Public License.
19 T. Shiozaki, “BAGEL: Brilliantly Advanced General Electronic-
structure Library,” WIREs Comput. Mol. Sci. 8, e1331 (2018).
20 F. London, “The`orie quantique des courants interatomiques dans
les combinaisons aromatiques,” J. Phys. Radium 8, 397–409
(1937).
21 K. Wolinski, J. F. Hinton, and P. Pulay, “Efficient implementation
of the gauge-independent atomic orbital method for nmr chemical
shift calculations,” J. Am. Chem. Soc. 112, 8251–8260 (1990).
22 K. K. Lange, E. I. Tellgren, M. R. Hoffmann, and T. Helgaker, “A
paramagnetic bonding mechanism for diatomics in strong mag-
netic fields,” Science 337, 327–331 (2012).
23 S. Stopkowicz, “Perspective: Coupled cluster theory for atoms
and molecules in strong magnetic fields,” Int. J. Quantum Chem.
118, e25391 (2018).
24 R. D. Reynolds, T. Yanai, and T. Shiozaki, “Large-scale relativis-
tic complete active space self-consistent field with robust conver-
gence,” J. Chem. Phys. 149, 014106 (2018).
25 A. Scha¨fer, H. Horn, and R. Ahlrichs, “Fully optimized con-
tracted Gaussian basis sets for atoms Li to Kr,” J. Chem. Phys.
97, 2571–2577 (1992).
26 P. Å. Malmqvist, B. O. Roos, and B. Schimmelpfennig, “The
restricted active space (RAS) state interaction approach with spin-
orbit coupling,” Chem. Phys. Lett 357, 230–240 (2002).
27 E. R. Sayfutyarova and G. K.-L. Chan, “A state interaction spin-
orbit coupling density matrix renormalization group method,” J.
Chem. Phys. 144, 234301 (2016).
28 N. Matsunaga, S. Koseki, and M. S. Gordon, “Relativistic poten-
tial energy surfaces of XH2 (X = C, Si, Ge, Sn, and Pb) molecules:
Coupling of 1A1 and 3B1 states,” J. Chem. Phys. 104, 7988–7996
(1996).
29 B. A. Hess, “Relativistic electronic-structure calculations employ-
ing a two-component no-pair formalism with external-field pro-
jection operators,” Phys. Rev. A 33, 3742–3748 (1986).
30 B. O. Roos, R. Lindh, P.-Å. Malmqvist, V. Veryazov, and P.-O.
Widmark, “Main Group Atoms and Dimers Studied with a New
Relativistic ANO Basis Set,” J. Phys. Chem. A 108, 2851–2858
(2004).
631 M. S. Kelley and T. Shiozaki, “Large-scale Dirac–Fock–Breit
method using density fitting and 2-spinor basis functions,” J.
Chem. Phys. 138, 204113 (2013).
32 L. Storchi, S. Rampino, L. Belpassi, F. Tarantelli, and H. M.
Quiney, “Efficient Parallel All-Electron Four-Component Dirac-
Kohn-Sham Program Using a Distributed Matrix Approach II.” J.
Chem. Theory Comput. 9, 5356–5364 (2013).
33 M. Repisky´, “Reduced asymptotic scaling in four-component self-
consistent field calculations,” (2014), lecture at REHE-2014,
Smolenice, Slovakia.
34 H. J. Aa. Jensen, K. G. Dyall, T. Saue, and K. Fægri, Jr., “Rela-
tivistic four-component multiconfigurational self-consistent-field
theory for molecules: Formalism,” J. Chem. Phys. 104, 4083–
4097 (1996).
35 J. Thyssen, T. Fleig, and H. J. Aa. Jensen, “A direct relativistic
four-component multiconfiguration self-consistent-field method
for molecules,” J. Chem. Phys. 129, 034109 (2008).
36 A. A. Kunitsa, A. A. Granovsky, and K. B. Bravaya, “CAP-
XMCQDPT2 method for molecular electronic resonances,” J.
Chem. Phys. 146, 184107 (2017).
37 A. A. Granovsky, “Extended multi-configuration quasi-
degenerate perturbation theory: The new approach to multi-state
multi-reference perturbation theory,” J. Chem. Phys. 134, 214113
(2011).
38 M. K. MacLeod and T. Shiozaki, “Automatic code generation en-
ables nuclear gradient computations for fully internally contracted
multireference theory,” J. Chem. Phys. 142, 051103 (2015).
39 B. Vlaisavljevich and T. Shiozaki, “Nuclear energy gradients for
internally contracted complete active space second-order pertur-
bation theory: Multistate extensions,” J. Chem. Theory Comput.
12, 3781–3787 (2016).
40 M. Berman, H. Estrada, L. S. Cederbaum, and W. Domcke, “Nu-
clear dynamics in resonant electron-molecule scattering beyond
the local approximation: The 2.3-eV shape resonance in N2,”
Phys. Rev. A 28, 1363–1381 (1983).
41 D. Zuev, T.-C. Jagau, K. B. Bravaya, E. Epifanovsky, Y. Shao,
E. Sundstrom, M. Head-Gordon, and A. I. Krylov, “Complex ab-
sorbing potentials within EOM-CC family of methods: Theory,
implementation, and benchmarks,” J. Chem. Phys. 141, 024102
(2014).
