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Abstract
We discuss a Continuous Curvelet Transform (CCT), a transform f → Γf (a, b, θ) of functions f (x1, x2) on
R2 into a transform domain with continuous scale a > 0, location b ∈ R2, and orientation θ ∈ [0,2π). Here
Γf (a, b, θ) = 〈f,γabθ 〉 projects f onto analyzing elements called curvelets γabθ which are smooth and of rapid
decay away from an a by
√
a rectangle with minor axis pointing in direction θ . We call them curvelets because
this anisotropic behavior allows them to ‘track’ the behavior of singularities along curves. They are continuum
scale/space/orientation analogs of the discrete frame of curvelets discussed in [E.J. Candès, F. Guo, New multi-
scale transforms, minimum total variation synthesis: applications to edge-preserving image reconstruction, Signal
Process. 82 (2002) 1519–1543; E.J. Candès, L. Demanet, Curvelets and Fourier integral operators, C. R. Acad. Sci.
Paris, Sér. I (2003) 395–398; E.J. Candès, D.L. Donoho, Curvelets: a surprisingly effective nonadaptive represen-
tation of objects with edges, in: A. Cohen, C. Rabut, L.L. Schumaker (Eds.), Curve and Surface Fitting: Saint-Malo
1999, Vanderbilt Univ. Press, Nashville, TN, 2000]. We use the CCT to analyze several objects having singular-
ities at points, along lines, and along smooth curves. These examples show that for fixed (x0, θ0), Γf (a, x0, θ0)
decays rapidly as a → 0 if f is smooth near x0, or if the singularity of f at x0 is oriented in a different direc-
tion than θ0. Generalizing these examples, we show that decay properties of Γf (a, x0, θ0) for fixed (x0, θ0), as
a → 0 can precisely identify the wavefront set and the Hm-wavefront set of a distribution. In effect, the wavefront
set of a distribution is the closure of the set of (x0, θ0) near which Γf (a, x, θ) is not of rapid decay as a → 0;
the Hm-wavefront set is the closure of those points (x0, θ0) where the ‘directional parabolic square function’
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E.J. Candès, D.L. Donoho / Appl. Comput. Harmon. Anal. 19 (2005) 162–197 163Sm(x, θ) = (∫ |Γf (a, x, θ)|2 daa3+2m )1/2 is not locally integrable. The CCT is closely related to a continuous trans-
form pioneered by Hart Smith in his study of Fourier Integral Operators. Smith’s transform is based on strict affine
parabolic scaling of a single mother wavelet, while for the transform we discuss, the generating wavelet changes
(slightly) scale by scale. The CCT can also be compared to the FBI (Fourier–Bros–Iagolnitzer) and Wave Packets
(Cordoba–Fefferman) transforms. We describe their similarities and differences in resolving the wavefront set.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Standard wavelet transforms for two-dimensional functions f (x1, x2) have only very crude capabili-
ties to resolve directional features. The usual orthogonal wavelet transforms have wavelets with primarily
vertical, primarily horizontal and primarily diagonal orientations. However, many persons have remarked
on the need for transforms exhibiting a wide range of orientations for use with certain classes of ob-
jects f , for example those f which model images. Already in the 1980’s, vision researchers (Adelson
et al. [17] and Watson [23]) were inspired by a biological fact: the visual cortex, although multiscale—
like the wavelet transform—is highly multi-orientation—unlike the wavelet transform. This led them to
new transforms such as ‘steerable pyramids’ and ‘cortex transforms’ which offered increased directional
representativeness. Since then, a wide range of directional transform ideas have been proposed.
In this paper we construct yet another directional wavelet transform, this time with a continuous trans-
form domain; we call it the continuous curvelet transform (CCT). The result of applying the CCT to a
function f (x1, x2) is a function Γf (a, b, θ), where the scale a, location b and direction θ run through con-
tinuous ranges. By itself, the possession of a directional parameter is not very impressive. However, we
claim that the scale/space/direction domain mapped out by this transform is much more finely resolved
than the corresponding parameter domain defined using the ‘obvious’ directional wavelet scheme: there
are important and natural directional phenomena which the ‘obvious’ approach misses completely, but
which are fully revealed using Γf (a, b, θ).
1.1. The ‘obvious’ way to get a directional transform
Starting from the standard continuous wavelet transform, there is an ‘obvious’ way to create a direc-
tional wavelet transform: one takes a classical admissible wavelet ψ which is centered on the origin,
‘stretches’ it preferentially in one direction, say according to ψ˜(x1, x2) = ψ(10x1, x2/10), so it has an
elongated support (in this case, one hundred times longer than its width), considers each rotation ψθ(x) =
ψ˜(Rθx) of that wavelet, and takes the generated scale-location family ψa,b,θ (x) = ψθ((x−b)/a)/a. This
would provide a wavelet transform with strongly-oriented wavelets and a directional parameter, and it is
very easy to see that it would offer an exact reconstruction formula and a Parseval-type relation. (Concep-
tually, it would be nothing new, as this is a continuous version of ideas such as the steerable pyramids and
cortex transform.) We use this as a straw man for comparison against a more subtle notion of directional
transform.
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In harmonic analysis since the 1970’s there have been several important applications of decomposi-
tions based on parabolic dilations
fa(x1, x2) = f1
(
a1/2x1, ax2
)
,
so-called because they leave invariant the parabola x2 = x21 . In the above equation the dilation is always
twice as powerful in one fixed direction as in the orthogonal one. Decompositions also can be based on
directional parabolic dilations of the form
fa,θ (x1, x2) = fa
(
Rθ(x1, x2)
′),
where again Rθ is rotation by θ radians. The directional transform we define uses curvelets γabθ which
are essentially the result of such directional parabolic dilations. This means that at fine scales they are
increasingly long compared to their width: width ≈ length2.
The motivation for decomposition into parabolic dilations comes from two directions.
• Representation of operators. Already in the 1970’s they were used in harmonic analysis by Fefferman
[11] to study boundedness of spherical summation operators. Later Seeger, Sogge, and Stein [16]
to study the boundedness of certain Fourier integral operators. More recently, Hart Smith [19,20]
proposed parabolic scaling in defining molecular decompositions of Fourier integral operators. In
these settings, parabolic scaling provided an efficient tool for establishing boundedness of operators.
From an applications viewpoint, the most accessible observation is that parabolic scaling provides
the sparsest representation of such operators [3].
• Representation of functions. Candés and Donoho [4] proposed parabolic scaling for use in represent-
ing functions f (x1, x2) by highly anisotropic directional elements. To motivate this, they considered
piecewise smooth functions with piecewise smooth edges. In that setting, parabolic scaling provides
the sparsest representation of such functions; see also [9].
For further discussion, see Section 9 below.
1.3. Analysis of singularities
In this paper, we focus on the analysis of singularities. Suppose we have an object f (x1, x2) which is
smooth apart from a singularity along a planar curve η—for example, η could trace out a circle in the
plane, and f could be discontinuous along η, a specific case being f (x) = 1{|x|1} which is discontinuous
at the unit circle. The study of such objects can be motivated by potential imaging applications where η
represents an ‘edge’ in the ‘image’ f .
In the analysis of singularities, we show in Section 5 below that the usual continuous wavelet trans-
form will resolve the singular support of f . Using an appropriate wavelet ψ to start with, the classic
continuous wavelet transform CWf (a, b) = 〈ψa,b, f 〉 will signal the location of the singularity through
its asymptotic behavior as the scale a → 0. For each fixed location x0, CWf (a, x0) typically will tend to
zero rapidly for x0 outside the singularity, and typically will tend to zero slowly ‘on’ the singularity. Thus
the locations of slow decay for the wavelet transform are the points where f is singular [15, Chapter 3].
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we study the asymptotic behavior as a → 0 for (b, θ) fixed. The ‘obvious’ directional wavelet transform
described above will typically have rapid decay for b away from the singularity, but will, as we show in
Section 6 below, have slow decay in many irrelevant directions θ at points b on the singularity. Thus the
asymptotic behavior of the transform as a → 0 for b fixed is unable to indicate clearly the true underlying
directional phenomenon, which is a singularity having a precise orientation at a specific location. While
a directional parameter has been added into play, it does not seem to be of much value.
The transform we define has the property that if the singularity is a curve, then for fixed (x0, θ0),
Γf (a, x0, θ0) will tend to zero rapidly as a → 0 unless (x0, θ0) matches both the location and orientation
of the singularity. Thus, for example, suppose that f = f1 + f2 is the superposition of two functions
with singularities only along curves ηi intersecting transversally at the point x0. Then we expect to see
two θi—corresponding to the orientations of the curves ηi carrying the singularities—exhibiting slow
decay for Γf (a, x0, θi) as a → 0. And indeed, when the singularities of the fi are well behaved, the
points of slow decay for the CCT are the expected (space, orientation) pairs.
1.4. Microlocal analysis
In effect, we are saying that Γf is compatible with standard notions of microlocal analysis [14, Vol-
ume I, Chapter VIII], [22, Chapter 1], [10, Chapter 1]. One of the central notions in microlocal analysis is
that of the wavefront set of a distribution. To a distribution f , we associate a parameter space (called the
cosphere bundle S∗(R2) [19]) consisting of all pairs (x, θ) where x is a spatial variable and θ is an orienta-
tion variable. The wavefront set is a subset of this parameter space summarizing the nonsmooth behavior
of f . Formally, it is defined in Section 5 below. Informally, it is the collection of location/direction pairs
(x, θ) where local windowing φf produces an object localized near x which is not smooth in direction θ .
Various fundamental results in partial differential equations study and apply the notion of wavefront set;
for example, it is used to make precise the notion of propagation of singularities of the solution of a
partial differential equation over time [14, Volume I, Chapter VIII, Section 8.3], [10, Chapter 5]. Theo-
rems 5.2 and 5.3 provide formal results whose informal meaning is that the wavefront set can be ‘read
off’ from the CCT as the points of slow decay as a → 0.
This connection between the wavefront set and the behavior of a directional transform does not exist
if we use the ‘obvious’ approach to directional wavelet transform discussed above, as we prove below in
Section 6. That directional transform has a parameter space with scale, location, and orientation, just like
the CCT, but it ‘smears out’ singularities so that it has slow decay even at points outside the wavefront set.
Thus there is an important distinction between the resolving power of the CCT and the DWT; the former
correctly resolves the wavefront set while the latter does not. The sharp directional focusing provided by
parabolic scaling accounts for the difference.
1.5. Contents
Section 2 constructs the CCT using parabolic scaling, providing a Calderón reproducing formula, (i.e.
exact reconstruction) and a Parseval relation for that transform. Section 3 discusses some important local-
ization properties of the curvelets γabθ . Section 4 studies the use of Γf for the analysis of several simple
objects with singularities. Section 5 formally defines the wavefront set and states the result showing that
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that decay of a square function based on the CCT precisely measures the microlocal Sobolev regularity.
The final sections of the paper consider several closely related transforms, including classical wavelet
transforms, Hart Smith’s transform [19], the FBI transform [1,8,18], and the Wave Packet transform
[7], all of which are closely connected to the transform we define. Finally, the conclusion describes
relationships to certain forthcoming articles. Many of the proofs are in Appendix A.
2. Continuous curvelet transform
We briefly describe the CCT developed in detail in [6]. We work throughout in R2, with spatial vari-
able x, with ξ a frequency-domain variable, and with r and ω polar coordinates in the frequency-domain.
We start with a pair of windows W(r) and V (t), which we will call the ‘radial window’ and ‘angular
window,’ respectively. These are both smooth, nonnegative and real-valued, with W taking positive real
arguments and supported on r ∈ (1/2,2) and V taking real arguments and supported for t ∈ [−1,1].
These windows will always obey the admissibility conditions
∞∫
0
W(ar)2
da
a
= 1 ∀r > 0, (1)
1∫
−1
V (u)2 du = 1. (2)
We use these windows in the frequency domain to construct a family of analyzing elements with three pa-
rameters: scale a > 0, location b ∈ R2 and orientation θ ∈ [0,2π) (or (−π,π) according to convenience
below). At scale a, the family is generated by translation and rotation of a basic element γa00
γabθ (x) = γa00
(
Rθ(x − b)
)
,
where Rθ is the 2-by-2 rotation matrix effecting planar rotation by θ radians. The generating element at
scale a is defined by going to polar Fourier coordinates (r,ω) and setting
γˆa00(r,ω) = W(a · r) · V (ω/
√
a ) · a3/4, 0 < a < a0.
Thus the support of each γˆabθ is a polar ‘wedge’ defined by the support of W and V , the radial and
angular windows, applied with scale-dependent window widths in each direction. In effect, the scaling
is parabolic in the polar variables r and ω, with ω being the ‘thin’ variable. In accord with the use of
the terminology curvelet to denote families exhibiting such parabolic scaling [2–5], we call this system
of analyzing elements curvelets. However, note that the curvelet γa00 is not a simple affine change-of-
variables acting on γa,′0,0 for a′ = a. We initially omit description of the transform at coarse scales. Note
that these curvelets are highly oriented and they become very needle-like at fine scales.
Equipped with this family of curvelets, we can define a continuous curvelet transform Γf , a function
on scale/location/direction space defined by
Γ (a, b, θ) = 〈γ ,f 〉, a < a , b ∈ R2, θ ∈ [0,2π).f abθ 0
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must obey a0 < π2 for the above construction to work properly. a0 = 1 seems a natural choice. In [6] we
prove
Theorem 1. Let f ∈ L2 have a Fourier transform vanishing for |ξ | < 2/a0. Let V and W obey the
admissibility conditions (1)–(2). We have a Calderón-like reproducing formula, valid for such high-
frequency functions:
f (x) =
∫
Γf (a, b, θ)γabθ (x)µ(da db dθ), (3)
and a Parseval formula for high-frequency functions
‖f ‖2
L2 =
∫ ∣∣Γf (a, b, θ)∣∣2 µ(da db dθ); (4)
in both cases, µ denotes the reference measure dµ = da
a3
db dθ .
The transform extends to functions containing low frequencies; see again [6] for the proof of the
following.
Theorem 2. Let f ∈ L2(R2). There is a bandlimited purely radial function Φ in L2 so that, if Φa0,b(x) =
Φ(x − b)
f (x) =
∫
〈Φa0,b, f 〉Φa0,b(x)db +
a0∫
0
∫ ∫
〈f,γabθ 〉γabθ (x)µ(da db dθ),
and
‖f ‖22 =
∫
〈Φa0,b, f 〉2 db +
a0∫
0
∫ ∫ ∣∣〈f,γabθ 〉∣∣2 µ(da db dθ).
We can think of the ‘full CCT’ as consisting of fine-scale curvelets and coarse-scale isotropic father
wavelets. For our purposes, it is only the behavior of the fine-scale curvelets that matters. For reference
below, we let P0(f ) denote the contribution of all the low frequency terms
P0(f )(x) =
∫
〈Φa0,b, f 〉Φa0,b(x)db,
and note that P0(f ) = (Ψ  f )(x) for a certain window Ψ ; for details, see [6].
The low-frequency window Ψ has a technical property referred to frequently in proofs below: namely
the property of rapid decay at ∞. By this we mean that Ψ obeys estimates,
Ψ (x) = O(|x|−N), as |x| → ∞, ∀N > 0.
In fact, all its derivatives are of rapid decay as well.
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The CCT, initially defined for L2 objects, can extend in an appropriate sense to general tempered
distributions. In this paper we always suppose that V and W are C∞; this will imply that γabθ (x) and its
derivatives are each of rapid decay as |x| → ∞
γabθ (x) = O
(|x|−N) ∀N > 0;
sharper decay information is provided in (5) below. Since each wavelet γabθ is by construction bandlim-
ited (i.e. it has compact support in the frequency domain), it must therefore be a Schwartz function. The
transform coefficient 〈γabθ , f 〉 is therefore defined for all tempered distributions f ∈D.
We can describe the decay properties of γabθ much more precisely; roughly the ‘right metric’ to mea-
sure distance from b is associated with an anisotropic ellipse with sides a and
√
a and minor axis in
direction θ , and γabθ decays as a function of distance in that metric. So, suppose we let Pa,θ be the
parabolic directional dilation of R2 given in matrix form by
Pa,θ = D1/aR−θ ,
where D1/a = diag(1/a,1/√a ) and R−θ is planar rotation by −θ radians. For a vector v ∈ R2, define
the norm
|v|a,θ =
∣∣Pa,θ (v)∣∣;
this metric has ellipsoidal contours with minor axis pointing in direction θ . Also, here and below, we use
the notation 〈a〉 = (1 + a2)1/2.
Relevant to all the above remarks is the following lemma concerning the ‘effective support’ of
curvelets.
Lemma 3.1. Suppose the windows V and W are C∞ and of compact support. Then for N = 1,2, . . . ,
and corresponding constants CN ,∣∣γabθ (x)∣∣ CN · a−3/4 · 〈|x − b|a,θ 〉−N ∀x. (5)
This follows directly from arguments in a companion paper [6, Lemma 5.6].
These estimates are compatible with the view that the curvelets are affine transforms of a single mother
wavelet, where the analyzing elements are of the form ψ(Pa,θ (x−b))Det(Pa,θ )1/2. However, it is impor-
tant to emphasize that γabθ does not obey true parabolic scaling, i.e. there is not a single ‘mother curvelet’
γ100 so that
γabθ = γ100
(
Pa,θ (x − b)
) · Det(Pa,θ )1/2.
A transform based on such true parabolic scaling can of course be defined; essentially this has been done
by Hart Smith [19]. We will discuss Smith’s transform in Section 7, and show that for many purposes,
the two approaches are the same; however, as we show in that section, the reproducing formula and
discretization are significantly simpler for the CCT we have proposed here.
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To develop some intuition for the behavior of the CCT and directional analysis in general, we consider
several examples where f is smooth apart from singularities, discussing the asymptotic behavior of
Γf (a, b, θ) as a → 0 for fixed (b, θ). This is intimately related to studying the behavior in Fourier space
of fˆ (λ · eθ ) as λ → ∞ for eθ = (cos(θ), sin(θ)), for the reason that γˆabθ is localized in a wedge around
the ray {λeθ : λ > 0}; viewed in polar coordinates, the wedge becomes increasingly narrow as a decreases
towards zero. Formalizing this, we have
Observation. Suppose that f is a distribution with Fourier transform fˆ obeying
fˆ (λ · eω) ∼ λ−ρA(ω), λ → ∞, (6)
for some continuous function A(ω). If A(θ) = 0, then
Γf (a,0, θ) ∼ aρ−3/4A(θ) ·Cρ, as a → 0, (7)
where
Cρ =
2∫
1/2
W(r)r1−ρ dr ·
∞∫
−∞
V (t)dt.
To see this, we use the Parseval relation 〈γa0θ , f 〉 = (2π)−2〈γˆa0θ , fˆ 〉 to pass to the frequency domain,
where, because γˆa0θ is localized in a narrow wedge about the ray {λeθ : λ > 0},∫
γˆa0θ (ξ)fˆ (ξ)dξ ∼
∫
γˆa0θ (ξ)|ξ |−ρA(θ)dξ, a → 0
∼ A(θ) ·
∫ ∫
W(a · r) · V ((ω − θ)/√a ) · a3/4 · r1−ρ dω dr
= aρA(θ)a−3/4Cρ.
For similar reasons, we also have
Observation. Suppose that f is a distribution with Fourier transform fˆ obeying the inequality∣∣fˆ (λ · eω)∣∣Aθ,δλ−ρ, (8)
for |ω − θ | < δ and λ > 1/δ; then∣∣Γf (a,0, θ)∣∣ aρ−3/4Aθ,δ ·C, as a → 0. (9)
For later use, we will say that Γ (a, b, θ) decays rapidly at (b, θ) if |Γ (a, b, θ)| = O(aN) as a → 0 for
all N > 0. If Γ (a, b, θ) does not decay rapidly, we say that it decays slowly at (b, θ). We will say that Γ
decays at rate r if |Γ (a, b, θ)| = O(ar) as a → 0.
An obvious consequence: if f is smooth (C∞(R2)), then, as fˆ is of rapid decay, Γ (a, b, θ) decays
rapidly as a → 0 for all (b, θ). In this section we will consider objects which are smooth away from
singularities on curves or points, and the behavior of Γ (a, b, θ) for b ‘on’ and ‘off’ the singularity. Asf
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or tangential to it.
The following very useful localization principle is proven in Appendix A:
Lemma 4.1. Given two tempered distributions f1, f2, with f1 = f2 in a neighborhood of b, Γf1 decays
rapidly at (b, θ) if and only if Γf2 decays rapidly at (b, θ). Moreover, Γf1(a, b, θ) decays at rate ρ if and
only if Γf2(a, b, θ) also decays at rate ρ.
4.1. Point singularities
To begin, consider the Dirac δ, placing unit mass at the origin and none elsewhere. From δˆ(ξ ) = 1 ∀ξ ,
and (7), we have that for b = 0,
Γδ(a,0, θ) = a−3/4 ·C ∀θ, ∀0 < a < a0;
so the transform actually grows as a → 0. On the other hand, for b = 0, |Γ (a, b, θ)| → 0 rapidly as
a → 0, as we can see from
Γδ(a,0, θ) = 〈γabθ , δ〉 = γabθ (0) = γa0θ (−b)
and Lemma 3.1 concerning rapid decay of curvelets. That lemma implies, in particular, that if b = 0, then
γa0θ (−b) → 0 rapidly as a → 0.
In short:
• If b = 0, Γδ(a, b, θ) tends to zero rapidly as a → 0;
• If b = 0, Γδ(a, b, θ) grows according to the −3/4 power in every direction θ .
Consider now the point singularity σα(x) = |x|α for −2 < α < ∞. This is locally integrable for each α
in this range, and so defines a tempered distribution, for which the directional transform can be defined.
By standard rescaling arguments,
σˆα(ξ) = Cα|ξ |−2−α,
and so, applying once again (7), we get that if b = 0, we have 5/4 + α rate asymptotics. (This makes
sense compared with the previous example, because the Dirac is somehow ‘close’ to the case α = −2.)
On the other hand, if b = 0, we get rapid decay. For example, if (b, θ) are such that e′θb = 0 then, using
γˆabθ (ξ) = e−iξ ′bγˆa0θ (ξ) by writing
〈γˆabθ , σˆα〉 = Cα
∫
|ξ |−2−αγˆabθ (ξ)dξ = Cα
∫
r−2−αW(ar)e−ire
′
ωb · V ((ω − θ)/√a )a3/4r dω dr
= Ca3/4+α
∫
V
(
(ω − θ)/√a )(∫ W(ar)e−ire′ωba−αr−1−α dr)dω
= Ca3/4+α
∫
V
(
(ω − θ)/√a )W˜(e′ωb
a
)
dω
∼ Ca5/4+αW˜
(
e′θb
)
, a → 0,a
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the case e′θb = 0, which goes the same until the last step. To summarize in the case σα(x) = |x|α :
• If b = 0, Γσα(a, b, θ) tends to zero rapidly as a → 0;
• If b = 0, Γσα(a, b, θ) scales according to the 5/4 + α power in every direction θ .
Note that in both these examples we see that the behavior is the same in all directions at each b: point
singularities are isotropic.
4.2. Linear singularities
Consider as a prototype of linear singularity the distribution ν acting on nice functions by integration
along the x2-axis
〈ν,f 〉 =
∫
f (0, x2)dx2.
This distribution is supported on the x2-axis, and shows no sensitivity to variations of f with x2, but
is very sensitive to variations of f with x1. The Fourier transform νˆ is a distribution supported on the
ξ1-axis {ξ : ξ2 = 0} and obeys
〈νˆ, fˆ 〉 =
∫
fˆ (ξ1,0)dξ1.
Thus 〈γabθ , ν〉 = (2π)−2 ·
∫
γˆabθ (ξ1)dξ1.
Now γˆabθ is supported in an angular wedge Ξ(a, θ) where |ξ | ∈ (1/2a,2/a) and ω ∈ [θ − √a, θ +√
a ]. This wedge is disjoint from the ξ1-axis if |θ | > √a. Hence if θ = 0, 〈γabθ , ν〉 = 0 for all sufficiently
small a > 0. In short, if θ = 0, we have rapid decay.
On the other hand, if θ = 0,
〈γabθ , ν〉 = (2π)−2
∫
W(ar)V (0)a3/4e−ire′θ b dr = a−1/4W˜ (b1/a),
where W˜ (u) = (2π)−2 · V (0) · ∫ W(r)e−iru dr is smooth and of rapid decay as |u| → ∞. Hence
〈γabθ , ν〉 → 0 rapidly at θ = 0 for each fixed nonzero b1. Finally, if b = (0, b2),
〈γabθ , ν〉 = 1
(2π)2
∫
W(ar)V (0)a3/4 dr = a−1/4W˜ (0).
Hence,
• If (b, θ) = ((0, x2),0), Γν(a, b, θ) grows like O(a−1/4) as a → 0;
• Otherwise, Γν(a, b, θ) is of rapid decay as a → 0.
So looking for places in the (b, θ)-plane where the decay of ΓH(a, b, θ) as a → 0 is slow will precisely
reveal the orientation and location of the singularity along the line x = 0.1
172 E.J. Candès, D.L. Donoho / Appl. Comput. Harmon. Anal. 19 (2005) 162–197The same considerations apply to other linear singularities; consider the planar Heaviside H(x) =
1{x10}. As ν = ∂∂x1 H , we have Hˆ (ξ) = (iξ1)−1νˆ(ξ), and so
〈γabθ ,H 〉 =
∞∫
−∞
(iξ)−1νˆ(ξ)γˆabθ (ξ1,0)dξ1.
Applying the argument from the earlier case of ν, we have that
• If θ = 0, ΓH(a, b, θ) will be zero as soon as |θ | > √a and so decays rapidly as a → 0;
• If θ = 0, and b is not of the form (0, x2), ΓH(a, b, θ) decays rapidly as a → 0;
• If θ = 0, and b is of the form (0, x2), ΓH(a, b, θ) decays as C · a3/4.
Once again, looking for places in the (b, θ) plane where ΓH(a, b, θ) decays slowly as a → 0 will pre-
cisely reveal the orientation of the singularity along the line x1 = 0.
Comparing the last two examples, we see that where the decay is slow, the rate of decay reveals the
strength of the singularity. In comparing the asymptotic behavior of the CCT for ν with that for H ,
we have for (b, θ) = ((0, x2),0) the growth Γν ∼ Ca−1/4 as a → 0 versus the decay ΓH ∼ C ′a3/4; this
reflects H ’s role as a weaker singularity than ν. Recalling ν = ∂
∂x1
H , the difference of 1 in the exponents
of the rates as a → 0 is well calibrated to the intrinsic ‘order’ of the two objects, which must differ by 1
(as ∂
∂x1
is of order 1).
4.3. Polygonal singularities
Now consider the ‘corner’ singularity L(x1, x2) = 1{x1>0} · 1{x2>0}, which has linear singularities along
the positive x1- and x2-axes, and a point singularity at (0,0). As L is a direct product, its Fourier transform
Lˆ(ξ) = C/(ξ1 · ξ2); but this can be written using polar Fourier variables as
Lˆ(ξ) = C · r−2 1
cos(ω) sin(ω)
.
Consider first the case b = 0. By (7), if θ is not one of the Cartesian directions {0,±π/2,π},
ΓL(a,0, θ) ∼ C · a2−3/4 · 1
cos(θ) sin(θ)
, a → 0.
The analysis in the direction of the compass points is a bit more subtle; one can show
ΓL(a,0, θ) ∼ C ′ · a3/2−3/4, a → 0, θ ∈ {0,±π/2,π}; (10)
note that this is what one gets (up to a constant) merely by using the L∞ nature of L, so it seems pointless
to give details here. Consider now the case where b = 0 is in the positive half of the x1- or x2-axes.
In the vicinity of the point b = (x1,0) with x1 > 0, L coincides with the Heaviside 1{x20}. In
the vicinity of the point b = (0, x2) with x2 > 0, L coincides with the Heaviside 1{x10}. Lemma 4.1
shows that the decay properties of ΓL(a, b, θ) are completely local at b. It follows that the decay
properties of ΓL(a, b, θ) at such b are given by those of Heavisides in x1 or x2 depending on b.
From our earlier analysis of the Heaviside (in x1), we conclude that ΓL(a, b, θ) has rapid decay un-
less (b, θ) = ((x1,0),±π/2), or unless (b, θ) = ((0, x2),π) or ((0, x2),0). In these latter two cases, we
conclude that Γ (a, b, θ) ∼ C ′ · a3/4.L
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Localization Lemma 4.1: L agrees locally with the constant function 1 or the constant function zero, and
of course Γ1(a, b, θ) = 0 for all a < a0.
In short,
• If b = 0 and θ is not aligned with the axes, then ΓL(a, b, θ) = O(a5/4);
• If b = 0 and θ is aligned with the axes, then ΓL(a, b, θ) = O(a3/4);
• If b = 0 but b is on the singularity and θ is aligned with the singularity, then ΓL(a, b, θ) = O(a3/4);
• Otherwise, ΓL(a, b, θ) decays rapidly.
Now we can consider more general corner singularities, defined by wedges
Lθ1,θ2(x1, x2) = 1{e′θ1x0} · 1{e′θ2x0}; (11)
the analysis will be qualitatively similar to the analysis above, with various obvious translations, replacing
the positive x1- and x2-axes by more general rays. Moreover, if we translate such wedges so the corner is
somewhere besides 0, the role played by b = 0 will simply translate in the obvious way.
If we now consider the indicator of a polygon P , we note that locally we are in the setting of one of
the wedges (11), and so the decay of ΓP will be rapid away from the boundary of P , and also rapid on
the boundary away from the vertices of the polygon and away from the direction normal to the boundary;
otherwise the decay will be slow, in a way similar to the analysis of L above.
For example, consider the object S which is the indicator of the square −1  x1, x2  1. This is
the gluing together of four translated and perhaps rotated copies of the corner singularity L, and the
directional wavelet transform has decay properties obtained by gluing together the asymptotic behavior
of each of those copies. As a result,
• If b is not on the boundary of the square, we have rapid decay as a → 0;
• If b lies in the boundary of the square there are two cases:
− At the corners b ∈ (±1,±1), we have decay at rate A(θ)a5/4, with coefficient A(θ) =
1/(sin(θ) cos(θ)), except where A = +∞, in which case the decay is at rate a3/4.
− On the sides, we have rapid decay as long as the direction θ is not normal to the boundary of the
square, in which case we have decay at rate a3/4.
Hence we have rapid decay at (b, θ) pairs away from the position/orientation of the singularity, but slow
decay in all directions at the corners and still slower decay on the sides, in directions normal to the sides
of the square. Again, the position and strength of the singularities are reflected in the a → 0 asymptotics
of ΓS(a, b, θ).
4.4. Curvilinear singularities
We now consider some objects with singularities along curves. Let B be the indicator of the unit disk
D = {|x|  1}. Note that B is singular along the boundary ∂D = {|x| = 1}, and that the singularity at
x ∈ ∂D has unit normal pointing in direction x/‖x‖. Let ω(x) be the angle in [−π,π) corresponding to
this, so e = x/‖x‖.ω(x)
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will also show that, even if b lies in the boundary of D, ΓB(a, b, θ) decays rapidly as a → 0 unless
θ = ω(b). In short, the decay is slow precisely where the singularities of B lie, and only in the precise
direction normal to those singularities. A similar pattern holds for other objects with singularities along
the boundary of the disk, such as Bα(x) = (1 − x2)α+, for α > 0: ΓBα(a, b, θ) decays rapidly as a → 0
unless b is in the boundary of the disk and θ = ω(b).
The pattern holds much more generally. Consider the indicator function of the set C: f = 1C(x), where
C is assumed convex, with smooth boundary having nonvanishing curvature. Then Γ (a, b, θ) tends to
zero rapidly with a unless b ∈ ∂C, and unless θ is a direction normal to ∂C at b.
In the next section, we will put these conclusions in a larger context, having to do with wavefront sets
of distributions. For the moment, we simply sketch the reasons for these facts in the case B = 1D(x).
As B is radial, Bˆ(ξ) is also radial, and
Bˆ(λ · e0) = β(λ) ≡
1∫
−1
√
1 − t2eiλt dt; (12)
this is related to the Bessel function J1; in fact β(λ) = C · J1(λ)/λ; [21, p. 338]. It is consequently well
understood, and using oscillatory integral techniques as in, e.g., [21,22], one can show the following:
Lemma 4.2. Let β(λ) be as in (12). Then, for a constant c0,
β(λ) ∼ c0λ−3/2
(
eiλ + e−iλ), λ → ∞, (13)
and, for m = 1,2, . . . , and constants cm,(
∂
∂λ
)m
β(λ) ∼ cmλ−3/2
(
eiλ ±m e−iλ
)
, λ → ∞,
where the sign in ±m depends on m.
This shows that Bˆ(λe0) = β(λ) is slowly decaying as λ → ∞, with oscillations at definite frequencies
(±1). The presence of oscillations in β signals the presence of the cutoffs ±1 in the defining integral;
going back to the original setting, they signal the presence of singularities in B at ±eθ .
Now consider the behavior of Γ at (x0, θ0) where x0 is a point in the boundary of the disk, and θ0 is
the boundary normal at that point: θ0 = ω(x0). Without loss of generality, consider x0 = (1,0) so that
θ = 0. We will see that
ΓB(a, x0, θ0) ∼ Ca3/4, a → 0.
〈γˆa10, Bˆ〉 =
∫ ∫
W(ar)V (ω/
√
a )e−iξ
′(1,0)a3/4β(r)r dω dr. (14)
The oscillatory factor e−iξ ′(1,0) = e−ir cos(ω) depends nonlinearly on the polar coordinates and must be
carefully handled. So define
Ua(u) =
1∫
V (t)e−i
u
a
(cos(
√
at)−1) dt.−1
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〈γˆa10, Bˆ〉 =
2/a∫
1/2a
W(ar)Ua(ar)a
5/4eirβ(r)r dr. (15)
Defining u = ar and ηa(u) = W(u)Ua(u)u, we are led to consider
a−3/4
2∫
1/2
ηa(u)e
i u
a β
(
u
a
)
du;
defining ζa(u) = a−3/2ei ua β(ua ) and rescaling, we consider
I (a) =
2∫
1/2
ηa(u)ζa(u)du,
which is related to the original question by the relation Γ (a, x0, θ0) = a3/4I (a).
Now (ηa) is a family of smooth compactly-supported functions which is uniformly in C∞. Indeed the
varying factor Ua(u) has for integrand the form V (t) exp{−iha(u, t)}, where ha ≡ ua (cos(
√
at) − 1) is
an equicontinuous family of smooth functions over the range 0 < a < a0, u ∈ (1/2,2], and t ∈ [−1,1].
In the limit, ha(u, t) → ut2 as a → 0. In fact defining U0(u) =
∫ 1
−1 V (t)e
−iut2 dt , we see that Ua → U0
in the norm of Ck[1/2,2] for every k = 1,2, . . . . Hence ηa → η0 in each Ck as well.
Define also the family of functions ζ˜a(u) = u−3/2(1 + ei2u/a). Then according to Lemma 4.2, there is
εa tending to zero with a so that∣∣ζa(u)− ζ˜a(u)∣∣ εa.
Hence, by the uniform bound ‖ηa‖L∞ <C for all a < a0,∣∣∣∣∣
2∫
1/2
ηa(u)
(
ζa(u)− ζ˜a(u)
)
du
∣∣∣∣∣ C ′ · εa.
Now
2∫
1/2
ηa(u)ζ˜a(u)du =
2∫
1/2
ηa(u)u
−3/2 du+
2∫
1/2
ηa(u)u
−3/2ei2u/a du = T1(a)+ T2(a).
Obviously T1(a) tends to T1(0) ≡
∫ 2
1/2 η0(u)u
−3/2 du. On the other hand, T2(a) can be interpreted as an
evaluation of the Fourier transform of Fa(u) = ηa(u)u−3/2 at frequency λ = 2/a. Now the family of
functions {Fa: 0 < a < a0} has all its u-derivatives bounded uniformly in a and so the corresponding
Fourier transforms decay rapidly, uniformly in a. Hence T2(a) = Fˆa(2/a) decays rapidly as a → 0.
Combining the above, we have
Γ (a, x , θ ) = a3/4I (a) ∼ a3/4T (a) ∼ a3/4T (0), a → 0.0 0 1 1
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the singularity: θ0 = ω(x0). Repeating the steps leading to (15), but modified for the present case, we are
led to define
Ua,θ (u) =
1∫
−1
V (t)e−i
u
a
cos(θ+√at) dt.
We note that
〈γˆa,1,θ , Bˆ〉 =
2/a∫
1/2a
W(ar)Ua,θ (ar)a
5/4g(r)r dr.
We will show that
sup
u∈[1/2,2]
Ua,θ (u) = O
(
aN
)
, a → 0, (16)
which will force rapid decay of the associated curvelet coefficient.
We note that, for a small, and π −√a > |θ | > √a, Ua,θ is an oscillatory integral. Recall the following
standard fact about oscillatory integrals; again see [21, p. 331].
Lemma 4.3. Let A(t) be in C∞(R) and let Φ(t) be a C1 function with
‖Φ ′‖ η > 0 (17)
everywhere. Then∣∣∣∣∫ A(t)eiλΦ(t) dt∣∣∣∣ CN,ηλ−N, λ > 0,
where CN,η is uniform in Φ satisfying (17).
In our case we need more than the lemma itself; we need the proof idea, which introduces the differ-
ential operator
(Df )(t) = d
dt
(
f (t)
iλΦ ′(t)
)
.
Then repeated integration-by-parts gives∫
A(t)eiλΦ(t) dt =
∫ (
DNA
)
(t)eiλΦ(t) dt.
Consider now applying this argument to the integral defining Ua,θ (u) with A(t) = V (t), Φ(t) = u cos(θ+√
at) and λ = a−1. Then
(Df )(t) = d
dt
(
f (t)
ia−1/2u · sin(θ + √at)
)
.
Hence
Ua,θ (u) =
1∫ (
DNA
)
(t)e−ia
−1Φ(t) dt,
−1
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Now, consider V˙ = DV , then
V˙ (t) = √a V
′(t)
iu sin(θ + √at) +
√
a
V (t) cos(θ + √at)
iu sin(θ + √at)2
as u ∈ [1/2,2], there are constants C1, C2 so that
‖V˙ ‖∞ 
√
a · (C1‖V ′‖∞ +C2‖V ‖∞).
A similar argument can be used to control ‖ ddt V ‖∞ in terms of
√
a · (C1‖V ′′‖∞ + C2‖V ′‖∞). Applying
this estimate repeatedly to V ∈ C∞(R), we get∥∥DNA∥∥∞ √aN ·CN,
and so (16) follows.
5. Microlocal analysis
We now put the calculations of the previous section in a larger context, using microlocal analysis; the
subject is developed in numerous places; see, for example, [10,14].
Definition 5.1. The singular support of a distribution f , sing supp(f ), is the set of points x0 where, for
every smooth ‘bump’ function φ ∈ C∞, φ(x0) = 0, localized to a ball B(x0, δ) near x0, the windowed
function φf has a Fourier transform φ̂f (ξ) which is not of rapid decay as |ξ | → ∞.
Here of course, rapid decay means fˆ (ξ) = O(|ξ |−N) for all N > 0.
Thus, in our earlier examples:
• sing supp(δ) = {0},
• sing supp(ν) = {(0, x2): x2 ∈ R},
• sing supp(S) = {(x1, x2): max(|x1|, |x2|) = 1},
• sing supp(B) = {x ∈ ∂D}.
We observe that, in all these examples:
sing supp(f ) =
{
x:
(
sup
θ
∣∣Γf (a, x, θ)∣∣) decays slowly as a → 0}.
A slightly weaker statement is true in general. Say that Γf decays rapidly near x0 if, for some neigh-
borhood B of x0∣∣Γf (a, b, θ)∣∣= O(aN), as a → 0,
with the O() term uniform in θ and in b ∈ B.
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R= {x0: Γf decays rapidly near x0 as a → 0}.
Then sing supp(f ) is the complement of R.
The proof is given in Appendix A.
Definition 5.2. The wavefront set of a distribution f , WF(f ), is the set of points (x0, θ0) where x0 ∈
sing supp(f ) and, for every smooth ‘bump’ function φ ∈ C∞, φ(x0) = 0, localized to a ball B(x0, δ)
near x0, the windowed function φf has a Fourier transform φ̂f (ξ) which is not of rapid decay in any
wedge defined in polar coordinates by |ω − θ0| < δ.
Here of course, rapid decay in a wedge means fˆ (λeω) = O(|λ|−N) for all N > 0, uniformly in |ω −
θ0| < δ.
In our earlier examples:
• WF(δ) = {0} × [0,2π),
• WF(ν) = {((0, x2),0): x2 ∈ R},
• WF(B) = {((cos(θ), sin(θ)), θ): θ ∈ [0,2π)}.
In short, in our earlier examples:
WF(f ) = {(x0, θ0): Γf (a, x0, θ0) decays slowly as a → 0}.
A slightly weaker statement is true in general. Say that Γf decays rapidly near (x0, θ0) if, for some
neighborhood N of (x0, θ0)∣∣Γf (a, b, θ)∣∣= O(aN), as a → 0,
with the O() term uniform over (b, θ) ∈N . The following result is proved in Appendix A.
Theorem 5.2. Let
R= {(x0, θ0): Γf decays rapidly near (x0, θ0) as a → 0}.
Then WF(f ) is the complement of R.
In short, the a → 0 asymptotics of the CCT precisely resolve the wavefront set. This fact may be
compared to the wavelet transform, where the asymptotics precisely resolve the singular support (see the
next section).
The CCT also measures notions of microlocal Sobolev regularity.
Definition 5.3. A distribution f is microlocally in the L2 Sobolev space Hs at (x0, θ0), written
f ∈ Hs(x0, θ0), if, for some smooth ‘bump’ function φ ∈ C∞(R2), φ(x0) = 0, localized to a ball
B(x0, δ) near x0, and for some smooth bump function β ∈ C∞per[0,2π) obeying β(θ0) = 1 and local-
ized to a ball near θ0, the space/direction localized function fφ,β defined in polar Fourier coordinates by
β(ω)φ̂f (r cos(ω), r sin(ω)) belongs to the weighted L2 space L2((1 + |ξ |2)s/2 dξ).
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Theorem 5.3. Let Sm2 (x, θ) denote the (normal-approach, parabolic-scaling) square function
Sm2 (x, θ) =
( a0∫
0
∣∣Γf (a, x, θ)∣∣2a−2m da
a3
)1/2
.
The distribution f ∈ Hm(x0, θ0) if and only if for some neighborhood N of (x0, θ0),∫
N
(
Sm2 (x, θ)
)2 dx dθ < ∞.
In short, microlocal regularity is determined by an L2 condition on the decay of the directional wavelet
transform.
As an example, Bα(x) = (1−|x|2)α+ is Hölder(α) at x0 ∈ ∂D; is in every Hs(x0, θ0) whenever x0 /∈ ∂D
and is in Hs(x0, θ0) for s < α+1/2 when (x0, θ0) aligns with the boundary of the disk. More revealingly,
if we have the spatially variable exponent β(θ) = (1 + sin(θ/2))/2, then
f (x) =
{
(1 − |x|2)β(ω(x))+ , x = 0,
1, x = 0,
is in Hs((cos(θ), sin(θ)), θ), where θ ∈ [0,2π), for s < β(θ) + 1/2. As the strength of the singularity
changes spatially, the measured regularity changes in a matching way.
6. Comparison to classical wavelets
We briefly remark on how the two main results above compare to what can be done with ‘classical
wavelets.’
Suppose we define a classical wavelet ϕ by taking the same window W as for curvelets, and working
in the frequency domain via
ϕˆ(ξ) = c ·W (|ξ |), (18)
where c is a normalization constant. Then we translate and dilate, producing the family of wavelets with
typical element ϕab(x) = ϕ((x − b)/a)/a. The (classical) wavelet transform
CWf (a, b) = 〈ϕab, f 〉, a > 0, b ∈ R2,
has a Calderón reproducing formula
f =
∫
CWf (a, b)ϕab µ(da db),
and Parseval relation
‖f ‖2 =
∫ ∣∣CWf (a, b)∣∣2 µ(da db),
where now the reference measure µ(da db) = a−3 da db, and c has been chosen in (18) to make these
identities valid.
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with the O() term uniform in b ∈ B.
Theorem 6.1. Let the defining window W be C∞. Define the set of rapid decay via
R= {x: CWf decays rapidly near x as a → 0}.
Then sing supp(f ) is the complement of R.
In short, the classical wavelet transform resolves the singular support. However, it cannot resolve the
wavefront set, as there is no directional parameter to even make such a question admissible.
Now consider the ‘obvious’ way to define the directional transform based on the ‘stretching’ of clas-
sical wavelets so that they become strongly directional, as described in the Introduction. With ϕ as just
defined, set
ϕ˜(x1, x2) = ϕ(10x1, x2/10).
This defines a wavelet which is strongly oriented; then define
ϕ˜abθ = c · ϕ˜
(
Rθ(x − b)/a
)
/a,
where c is a normalizing constant. For the ‘obvious’ directional transform
D˜Wf (a, b, θ) = 〈ϕ˜abθ , f 〉, a > 0, b ∈ R2, θ ∈ (0,2π ]
we have a reproducing formula and a Parseval relation formally very similar to those we have seen for Γ .
Note that this construction captures the spirit of many existing directional transform constructions
[17,23]. We can ask for this transform whether it resolves the wavefront set, namely whether the set of
points (x0, θ0) of slow decay (or perhaps its closure) is interesting for microlocal analysis. However, in
general this will not be the case.
We illustrate this through an example: the linear singularity ν discussed in Section 4. We ask about
the set of points (x, θ) where D˜Wν(a, x, θ) has rapid decay as a → 0. To do the required calculation,
we let W˜ (r,ω) denote the Fourier transform of ϕ˜ expressed in polar coordinates. Consider the situation
at b = (0,0), which lies on the singularity
D˜Wν(a,0, θ) =
∫
ˆ˜ϕa0θ (ξ1,0)dξ1 =
∫
W˜ (aξ1,0 − θ)a dξ1 =
∫
W˜ (u,0 − θ)du = A(θ),
say, where A(θ) is a smooth function. In particular, A changes smoothly in the vicinity of 0, and so does
not sharply distinguish behavior in the direction of the singularity from behavior in other directions. More
to the point: in general, assuming the original window W > 0 on its support, A> 0 and so D˜Wν(a,0, θ)
is of slow (i.e. no) decay in every direction. By contrast, the directional transform Γν(a,0, θ) based on
curvelets is of rapid decay in all directions except for θ ∈ {0,π}.
To summarize: the wavelet transform resolves the singular support of distributions, but the ‘obvious’
directional wavelet transform does not resolve the wavefront set.
Hence, the CCT provides a finer notion of directional analysis than schemes based on ‘classical’
wavelet constructions.
E.J. Candès, D.L. Donoho / Appl. Comput. Harmon. Anal. 19 (2005) 162–197 1817. Comparison to Hart Smith’s transform
Recall now the parabolic rescaling transformation Pa,θ of Section 3.
Suppose now that we take a single ‘wavelet’ ϕ and define an affine system
ϕabθ = ϕ
(
Pa,θ (x − b)
) · Det(Pa,θ )1/2. (19)
Classically, the term ‘wavelet transform’ has been understood to mean that a single waveform is operated
on by a family of affine transformations, producing a family of analyzing waveforms. However, classi-
cally, the scaling involved behaves like a equally in all spatial variables. In this case variables in direction
θ scale differently from those in the perpendicular direction. Hart Smith in [19] defined essentially this
continuous transform, with two inessential differences: first, instead of working directly with scale a and
direction θ , he did equivalent work using the frequency variable ξ ≡ a−1eθ , and second, instead of using
the L2 normalization Det(Pa,θ )1/2, he used the L1 normalization Det(Pa,θ ). In any event, we pretend that
Smith had used our notation and normalization as in (19) and call
Γ¯f (a, b, θ) = 〈ϕabθ , f 〉.
Hart Smith’s affine parabolic scaling transform.
While affine parabolic scaling is conceptually a bit simpler than the polar-variables scaling we have
mostly studied here, it does complicate life a bit. The reconstruction formula can be written so: let f be
a high-frequency function, then there is a Fourier multiplier M so that
f =
∫
〈ϕa,b,θ ,Mf 〉ϕabθ dµ
and
‖f ‖22 =
∫ ∣∣〈ϕa,b,θ ,Mf 〉∣∣2 dµ.
Here dµ = a−3 db dθ da and Mf is defined in the frequency domain by a multiplier formula m(|ξ |)fˆ (ξ),
where m(r) is such that logm(exp(u)) is C∞ and logm(exp(u)) → 0, as u → +∞, together with all its
derivatives.
In short, one has to work not with the coefficients of f but with those of Mf . Equivalently, one defines
dual elements ϕabθ ≡ Mϕabθ and changes the transform definition to either
f =
∫ 〈
ϕ

a,b,θ , f
〉
ϕabθ dµ
or
f =
∫
〈ϕa,b,θ , f 〉ϕabθ dµ.
This more complicated set of formulas leads to a few annoyances which are avoided using the transform
that we have defined in Section 2 above. There are other advantages to our definition of Γ when it comes
to discretizing the transform, which are discussed in [6].
However, for the purposes of this paper, the two transforms are equally valuable:
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domain representation
ϕˆa00(ξ) = cW(aξ1)V
(
ξ2√
aξ1
)
a3/4, a < a¯0,
for the same windows V and W underlying the construction of Γ , where c is some normalizing constant,
and a¯0 is the transform’s coarsest scale. The following two properties are equivalent:
• Γf is of rapid decay near (x, θ).
• Γ¯f is of rapid decay near (x, θ).
The following two properties are equivalent:
• The square function Sm2 (x, θ) based on Γf is square-integrable in a neighborhood of (x0, θ0).• The square function S¯m2 (x, θ) based on Γ¯f is square-integrable in a neighborhood of (x0, θ0).
In particular, Smith’s transform resolves the wavefront set and the Hs wavefront set.
This lemma can be proven by adapting estimates in Section 5 of [6]. We omit details.
8. Comparison to the FBI and wave packet transforms
The idea of using wavelet-like transforms to perform microlocal analysis goes back to Bros and Iagol-
nitzer [1] and, independently, Cordoba and Fefferman [7], who both defined transforms with implicitly
a kind of scaling related to parabolic scaling, and used these to attack various questions in microlocal
analysis. For the sake of brevity, we modify the transform definitions in a way that enables an easy
comparison with what we have discussed above.
As in the case of the CCT, we adopt the parameter space (a, b, θ); we pick a smooth radial window
W(x) and define a collection of analyzing elements according to
φabθ = exp
{
ia−1e′θ (x − b)
}
W
(
(x − b)/√a )/√a.
These can be viewed as Gabor functions where the frequency and the window size are linked by the
quadratic relation:
window size2 = spatial frequency.
We have an oscillatory waveform supported in an isotropic window of radius
√
a centered at b, and with a
dominant frequency ξ = a−1eθ . This waveform makes O(a−1/2) oscillations within its effective support,
and the wavecrests are aligned normal to eθ . Effectively this is a packet of waves. Define then the wave
packet transform
WPf (a, b, θ) = 〈φabθ , f 〉.
We ignore for now issues of reconstruction and stability; these obviously can be dealt with by tools such
as: introducing a cutoff-scale a0, using the ‘low frequency’ trick of Section 2, and the ‘multiplier trick’
of the previous section.
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of points (x0, θ0) where WP(a, x0, θ0) is of slow decay. The first result of this type appears to have
been given by P. Gérard [8,13], who proved that the FBI transform resolves the wavefront set. The FBI
transform is usually defined in terms of complex variables and a precise definition would take us far
afield; it can be, for present purposes, very roughly described as a wave packet transform WPf using a
Gaussian window W(x) = exp{−|x|2}.
9. Discussion
We have studied here only the use of polar parabolic scaling, where our basic analyzing element in-
volves the frequency-domain formula W(ar) · V ((ω − θ)/√a ). It is obvious that one could modify the
transform by changing the scaling exponent on a in the V -factor; the square root is by no means manda-
tory. In fact choose any β ∈ (0,1), and consider a directional wavelet-like transform DWT β generated
from translations of the basic wavelet
ϕˆ
β
a,0,θ (ξ) = W(ar) · V
(
(ω − θ)/aβ)a(2−β)/2, (20)
where of course β = 1/2 is the case studied in this paper. In some sense as β → 0 the elements behave
more like classical wavelets (being more isotropic) and as β → 1 the elements behave more like ridgelets,
being poorly localized in one dimension and well localized in the other dimension. By adapting the
arguments of this paper, one can show that every such ‘directional wavelet transform’ will resolve the
wavefront set correctly.
The rationale for preferring the CCT among all these transforms is a quantitative one. We view ‘res-
olution of the wavefront set’ as saying that the scale/location/direction plane is qualitatively sparse,
becoming very small at fine scales, except near the locations and directions of singularities.
For a quantitative notion of sparsity, we suggest to study objects with singularities of a given fixed
type, for example, discontinuities along C2 curves, and consider the size as measured by inequalities of
the form
µ
{
(a, b, θ):
∣∣Γf (a, b, θ)∣∣> ε} Cε−1/p, ε < ε0. (21)
In such inequalities, the smaller p, the more quantitatively sparse the scale/location/direction plane. It
turns out (compare [5]) that the CCT obeys such an inequality for every p > 2/3. Define the sparsity
index p∗ of a transform plane as the infimum of those p for which we have inequality (21) for each
piecewise smooth function with discontinuities along piecewise C2 curves. It turns out that for directional
wavelet transforms DWT β based on the nonparabolic scaling laws, the sparsity index p∗ with β = 1/2
in (20) is worse than it is for parabolic scaling β = 1/2. In fact,
p∗(β) =
{ 1−β
1−β/2 , 0 < β  1/2,
1
2−β , 1/2 β < 1,
which of course achieves its best value 2/3 at β = 1/2. We prove this in a manuscript in preparation.
A different reason for preferring parabolic scaling arises in representing Fourier integral operators
(FIOs), and was Hart Smith’s original reason for defining the affine parabolic scaling transform [19].
Smith considered the kernel KT of the FIO T :
K (a,b, θ;a,′ b,′ θ ′) = 〈ϕ ,T ϕ ′ ′ ′ 〉.T abθ a b θ
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diverge from the diagonal. This rapid decay means intuitively that the parabolic scaling elements ϕabθ
quasi-diagonalize FIOs. The idea that parabolic scaling provides the ‘right’ representation for FIOs has
been made much more precise by Candès and Demanet [3] who worked with a discrete curvelets frame,
and showed that FIOs can be represented as matrices in that frame which are almost-diagonal in an
appropriate sense. Such almost-diagonalization is a nontrivial property of a frame representation and
apparently is uniquely due (among scaling principles) to parabolic scaling.
In the sequel [6], we look at representations of FIOs from the CCT viewpoint. We show how Smith’s
result on decay of KT implies decay of the comparable kernel for the CCT:
K ′T (a, b, θ;a,′ b,′ θ ′) = 〈γabθ , T γa′b′θ ′ 〉.
We build a tight frame by discretizing the CCT, essentially by regular sampling of (a, b, θ) on a ‘curvelet
grid.’ It follows that the matrix of an FIO in the CCT-derived curvelet tight frame will be sparse. Hence the
polar parabolic scaling in this paper can be seen to lead straightforwardly to a sparse matrix representation
of FIOs. As it turns out, the CCT-derived curvelet tight frame is simply a complexified version of the
frame used by Candès and Demanet. Thus the CCT approach leads to FIO sparsity of the kind proven by
Candès and Demanet, simply by applying Smith’s continuum result.
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Appendix A
A.1. Proof of Lemma 4.1
We only sketch the proof, for the case that f1 and f2 are both locally bounded functions
〈γabθ , f1〉 − 〈γabθ , f2〉 =
∫
γabθ (x)(f1 − f2)(x)dx.
Let B be a ball centered at b on which f1 = f2. Then∣∣∣∣∫ γabθ (x)(f1 − f2)(x)dx∣∣∣∣ ∫
Bc
∣∣γabθ (x)∣∣dx · ‖f1 − f2‖L∞(Bc).
Lemma 3.1 tells us that the wavelet γa0θ is effectively localized to a ball of radius a; in fact for any ε > 0,∫ ∣∣γa0θ (x)∣∣dx = O(aN), N > 0.{|x|>ε}
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are bounded functions. To get the general case, use integration by parts sufficiently many times to obtain
a distribution which is a locally bounded function.
A.2. Proof of Theorem 5.1: Resolution of the singular support
Our proof will show that, on the one hand, sing supp(f )c ⊂R, and on the other, R⊂ sing supp(f )c.
For the proof we will assume that f is a bounded function: ‖f ‖∞  M . The same proof works for
general distributions by modifying the bounding strategy, though we omit details. Our arguments depend
on Lemmas A.1–A.5 which are stated and proved in a later subsection.
A.2.1. The CCT decays rapidly outside the singular support
Suppose that x0 /∈ sing supp(f ). Then there is a smooth bump function φ ∈ C∞ supported on a ball B
centered at x0, with φ = 1 on a smaller ball B0 also centered at x0, so that φf ∈ C∞.
We will use this to show that Γf decays rapidly near x0. Now
Γf (a, b, θ) = 〈γabθ , φf 〉 +
〈
γabθ , (1 − φ)f
〉
. (A.1)
As φf is C∞ the first term on the RHS is of rapid decay, uniformly in b and θ .
Consider the second term on the RHS; recall the localization of γabθ , which guarantees that for b ∈ B0,
and a small, γabθ is very small on the support of (1 −φ)f . Apply Lemma A.1 below with g = (1 −φ)f .
We conclude that for each N > 0, |〈γabθ , (1 − φ)f 〉| CN 〈a−1〉−N valid for all θ and all b ∈ B0.
Because both terms on the RHS of (A.1) decay rapidly, uniformly over (b, θ) ∈ B0 × [0,2π), we have
shown that Γf decays rapidly near x0.
A.2.2. The function is locally C∞ where the CCT decays rapidly
Suppose now that Γf decays rapidly near x0. Then there is a ball B containing x0 on which the
decay is uniform over (b, θ) ∈ B × [0,2π). Pick a function φ which is supported in a ball B0  B. Let
δ = d(B0,Bc), and with η = δ/2, let B1 = {x: d(x,B0) < η} be the η-enlargement of B0. Note that Γf
decays rapidly, uniformly in B1 and even in a further η-enlargement of B1.
Put g = φf ; decompose
φ̂f (ξ) = gˆ(ξ) = gˆ0(ξ)+ gˆ1(ξ)+ gˆ2(ξ),
where gˆ0 = (φP0(f ))ˆ(ξ), and, setting Q1 = (0, a0] ×B1 × (0,2π ] and Q2 = (0, a0] ×Bc1 × (0,2π ],
gˆi(ξ) =
∫
Qi
γˆabθ (ξ)Γg(a, b, θ)dµ, i = 1,2. (A.2)
Note first gˆ0(ξ) is of rapid decay as |ξ | → ∞ because both P0(f ) and φ are C∞.
The term gˆ2(ξ) is of the form stipulated by Lemma A.2 below—i.e. the support of φf is well separated
from Bc1—and so we conclude that it is of rapid decay as |ξ | → ∞.
To bound gˆ1, we use Lemma A.4 below, which considers an integral of the form (A.2) where the B
factor in the Q region is compact, and shows that, provided Γg is uniformly of rapid decay in Q, then the
resulting gˆ is of rapid decay as |ξ | → ∞.1
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where f0 = P0(f ) and
fi(x) =
∫
Qi
γQ(x)Γf (Q)dµ(Q), i = 1,2.
Here we bundle scale/location/direction parameters into the tuple Q = (a, b, θ). Then of course Γg =∑2
i=0 Γφfi and we seek to establish rapid decay of the individual terms. Γφf0 decays rapidly because of
smoothness of φ and P0(f ).
Consider then contributions from φf1. Then
Γφf1(Q) =
∫
Q1
〈φγQ,γQ′ 〉Γf (Q′)dµ(Q′).
We recall that |Γf (Q)| = O(am) for each m> 0 uniformly over B1 ×[0,2π). We can further subdecom-
pose Q1 =Q1,0 ∪Q1,1 ∪Q1,2, where a′ > diam(supp(φ)), where a′  diam(supp(φ)) <
√
a′, and where√
a′  diam(supp(φ)). We get a corresponding decomposition Γφf1(Q) = G1,0(Q)+G1,1(Q)+G1,2(Q).
At fine scales a  diam(supp(φ))2, the main contribution to Γφf1 will turn out to be provided by re-
gion G1,2 arising from similarly fine scales; we spell out the argument in that case. For that region
Lemma A.3 below shows that for each N = 1,2, . . . , and supposing √a,√a′ are both small compared to
δ = diam(supp(φ)),
∣∣〈φγQ,γ ′Q′ 〉∣∣ CN · 〈 aa′
〉−N
·
〈
a′
a
〉−N 〈
d(b,′ b)/
√
a
〉−N ∀0 < a,a′  a0. (A.3)
Note that for m> 4 and N > 2m+ 1
δ∫
0
〈
a
a′
〉−N
·
〈
a′
a
〉−N
(a′)m
da′
(a′)3
 Cm,n,δ · am−2, 0 < a < δ.
Combining the last three remarks, we get that G1,2(Q) is of rapid decay over the region of interest,
∣∣G1,2(Q)∣∣ C
∣∣∣∣∣
∫
Q1
〈
a
a′
〉−N
·
〈
a′
a
〉−N
· (a′)m dµ(Q′)
∣∣∣∣∣ Cam−2. (A.4)
This is true for all m > 4, so G1,2(a, b, θ) is of rapid decay as a → 0, uniformly over B0 × [0,2π).
The arguments for G1,i(Q), i = 1,2 are similar, using other branches of Lemma A.3. We conclude that
Γφf1(a, b, θ) is of rapid decay uniformly over the region of interest.
Consider now contributions from φf2
Γφf2(Q) =
∫
〈φγQ,γQ′ 〉Γf (Q′)dµ(Q′).
Q2
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d(b, b′) η, getting Γφf2(Q) = G2,1(Q)+G2,2(Q), say. To study G2,1, apply (A.3) noting that d(b, b′)
η. Arguing in a fashion similar to (A.6) in Lemma A.2 below, we get that for large N ,∫
d(b,′b)>η
〈
d(b,′ b)/
√
a
〉−N db′  ∞∫
η
〈r/√a 〉−Nr dr  C · a · 〈η/√a 〉−N+2.
We note that as f is bounded, Γf is uniformly bounded by Ca3/4. As a result, G2,1(a, b, θ) will be of
rapid decay as a → 0, uniformly over B1 × [0,2π).
Now as for G2,2, note that if b ∈ B1 and d(b, b′) < η, then b′ ∈ B. Hence Γf is of rapid decay uniformly
over Q2,2. Repeating the analysis leading to (A.4) gives exactly the same conclusion.
Combining these observations, Γφf2(a, b, θ) will be of rapid decay as a → 0, uniformly over B1 ×[0,2π). As all the Γgi are now seen to be of rapid decay, Lemma A.4 below shows that gˆ1(ξ) is of rapid
decay as |ξ | → ∞. We can now conclude that gˆ is of rapid decay, completing the proof. 
A.3. Localization lemmas
We collect in this section the lemmas used in Theorem 5.1 above.
Lemma A.1. If g is supported in a set B and ‖g‖∞ M then for all N > 0,∣∣Γg(a, b, θ)∣∣ CN ·M · a1/4〈d(b,B)/√a 〉−N.
Proof.∣∣〈γabθ , g〉∣∣ ‖γabθ‖L1(B) · ‖g‖L∞(B) = M‖γabθ‖L1(B).
Now recalling Lemma 3.1, we have for N > 0,∣∣γabθ (x)∣∣ CNa−3/4〈|x − b|a,θ 〉−N ;
as |x − b|a,θ  |x − b|/√a, and putting η = d(b,B), we get∫
B
∣∣γabθ (x)∣∣dx  ∞∫
η
CNa
−3/4 · 〈d(x,B)/√a 〉−N dx  CNa−3/4 · ∞∫
η
〈r/√a 〉−Nr dr
= CNa1/4 ·
∞∫
η/
√
a
〈u〉−Nudu = a1/4GN(η/
√
a ),
where GN(u) C ′N 〈u〉−N+2. The lemma is proved. 
Lemma A.2. Let g be supported in a ball B and let (Bη)c ≡ {x: d(x,B) > η}. Suppose that ‖g‖∞  C.
Let T ⊂ [0,2π). Define
gˆ0(ξ) =
a0∫ ∫ ∫
Γg(a, b, θ)γˆabθ (ξ)dµ.
0 T (Bη)c
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Proof. From the previous lemma,∣∣Γg(a, b, θ)∣∣ CN · a1/4〈d(b,B)/√a 〉−N.
Now define
Ξ(a, θ) ≡ {ξ : 1/2 a|ξ | 2, |ω − θ |√a };
this is the support of γˆabθ . As |γˆabθ (ξ)| Ca3/41Ξ(a,θ)(ξ),∫
(Bη)c
∣∣Γg(a, b, θ)∣∣|γˆabθ (ξ)|db C · a · 1Ξ(a,θ)(ξ) · ∫
(Bη)c
〈
d(b,B)/
√
a
〉−N db. (A.5)
Now using polar coordinates,∫
(Bη)c
〈
d(b,B)/√a 〉−N db ∞∫
η
〈r/√a 〉−Nr dr  a ·C ′N · 〈η/
√
a 〉−N+2. (A.6)
Recalling the definition of Ξ(a, θ),
∫
1Ξ(a,θ)(ξ)dθ  C
√
a, so
a0∫
0
∫
T
1Ξ(a,θ)(ξ)a2〈η/
√
a 〉−N dθ da  C ·
2/|ξ |∫
1/2|ξ |
a5/2〈η/√a 〉−N da  C · |ξ |−7/2 · 〈η√|ξ |/2 〉−N.
As this is true for every N > 0, the lemma is proved. 
Lemma A.3. Let φ1 be C∞ and supported in B(0,1). Let φ(x) = φ1((x−b)/aφ). Suppose √a,
√
a′  aφ .
Then for N > 0,∣∣〈φγabθ , γa′b′θ ′ 〉∣∣ CN · 〈 a
a′
〉−N
·
〈
a′
a
〉−N 〈
d(b,′ b)/
√
a
〉−N · 〈d(θ,′ θ)/√a 〉−N ∀0 < a,a′  a2φ.
(A.7)
Suppose
√
a′  aφ , a  aφ <
√
a. Then for N > 0,∣∣〈φγabθ , γa′b′θ ′ 〉∣∣ CN · 〈 a
a′
〉−N
·
〈
a′
a
〉−N 〈
d(b,′ b)/
√
a
〉−N · 〈d(θ,′ θ)/aφ〉−N. (A.8)
Suppose
√
a′  aφ , aφ  a  a0. Then for N > 0,∣∣〈φγabθ , γa′b′θ ′ 〉∣∣ CN · 〈 a′
aφ
〉−N 〈
d(b,′ b)/aφ
〉−N
. (A.9)
Lemma A.4. Let B be a compact set, and let Q= (0, a0] × B × T . Suppose that G(a,b, θ) is of rapid
decay as a → 0, uniformly in Q. Define
gˆ0(ξ) =
a0∫ ∫ ∫
γˆabθ (ξ)G(a, b, θ)dµ.
0 T B
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Proof. Recall that∣∣γˆabθ (ξ)∣∣ Ca3/4 · 1Ξ(a,θ)(ξ),
where again Ξ(a, θ) ≡ {1/2a  |ξ | 2/a, |ω − θ |√a }. Our hypothesis gives for each N > 0
sup
{∣∣G(a,b, θ)∣∣: 1/2 a|ξ | 2, b ∈ B} CnaN, 0 < a < a0.
We then have for each N∣∣gˆ0(ξ)∣∣=
∣∣∣∣∣
∫
Q
γˆabθ (ξ)G(a, b, θ)a
−3 db dθ da
∣∣∣∣∣ CNa3/4 ·
∫
Q
1Ξ(a,θ)(ξ)aN−3 db dθ da
 CN · |ξ |−N+2.25. 
A.4. Proof of Theorem 5.2
There are two ways to prove this result; we briefly describe each. The more sophisticated approach
is to adapt Theorem 5.3, and use the fact that the complement of the wavefront set is exactly where one
is microlocally in every Hm, ∀m. Then one shows that every Sm(f ) is locally square integrable if and
only if Γf is uniformly of rapid decay. There are two key points in this last equivalence. First, and most
obviously, is the fact that, for each fixed choice of (a, θ), Γ (a, b, θ) is a bandlimited function of b, and
so its L2(db) norm over a compact interval is comparable to its L∞(db) norm:∥∥Γ (a, ·, θ)∥∥
L∞(B)  C
∥∥Γ (a, ·, θ)∥∥
L2(B)
while∥∥Γ (a, ·, θ)∥∥
L2(B)  Ca
−3/4 · ∥∥Γ (a, ·, θ)∥∥
L∞(B).
Thus L2 control at a certain m will guarantee uniform control at a certain m′. Second, and more subtly,
if f is microlocally in every Hm at a point, one shows that the implicit sequence of neighborhoods Nm,
which seems to depend on m, can be chosen to be the same, N0, for every m.
The second approach is more concrete. We merely repeat the proof of Theorem 5.1 about the singular
support, referring now in every instance, not to B1 × [0,2π) but to B1 × T1 where T1 is a neighborhood
of θ0. We make exactly the same decomposition, e.g., into gˆ(ξ) = gˆ0(ξ)+ gˆ1(ξ)+ gˆ2(ξ), only this time
the sets B1 and Bc1 are replaced by B1 × T1 and (B1 × T1)c. We then sharpen the inequalities involved to
add angular sensitivity, for example, with∣∣〈φγabθ , γa′b′θ ′ 〉∣∣ CN · 〈 a
a′
〉−N
·
〈
a
a′
〉−N 〈
d(b, b′)/
√
a
〉−N · 〈d(θ, θ ′)/√a〉−N ∀0 < a,a′  a0.
(A.10)
A.5. Proof of Theorem 5.3
We again prove the result only under the additional assumption that f is a bounded function.
190 E.J. Candès, D.L. Donoho / Appl. Comput. Harmon. Anal. 19 (2005) 162–197A.5.1. Proof that microlocal Hm implies integrability of Sm
Suppose that for every C∞ function φ identically one in some ball around x0 and vanishing outside a
(larger) ball, and for all sufficiently small δ > 0, the δ-aperture cone in frequency space,
C = Cθ0,δ =
{
λeω: λ > 0, |ω − θ0| < δ
}
obeys the sectorial integrability∫
C
∣∣φ̂f (ξ)∣∣2|ξ |2m dξ < β1.
We will show that there exist a0, B, and T so that the region Q= (0, a0] ×B× T obeys the integrability∫
Q
∣∣Γf (a, b, θ)∣∣2a−2m dµ< β2, (A.11)
where β2 depends on β1, Γ , supp(φ), m and ‖f ‖∞.
Proof. Choose φ as guaranteed in the statement of the hypothesis. Let B be a ball contained in the set
where φ = 1, so that d(B, (supp φ)c) ≡ η > 0. We first show that
a0∫
0
2π∫
0
∫
B
∣∣〈γabθ , (1 − φ)f 〉∣∣2a−2m dµ< β2,0. (A.12)
We later consider a similar integral involving φf , only over a smaller range of angles. Applying
Lemma A.2 to g = (1 − φ)f , we get for each N > 0 and b ∈ B∣∣〈γabθ , (1 − φ)f 〉∣∣ CNa1/4〈η/√a 〉−N,
picking N >m+ 2, we get (A.12).
We now wish to show that, picking a neighborhood T of θ0.
a0∫
0
∫
T
∫
B
∣∣〈γabθ , φf 〉∣∣2a−2m dµ< ∞. (A.13)
The desired conclusion (A.11) will then follow.
It will be convenient to let Q denote a variable tuple (a, b, θ). Then, it is understood that refer-
ences to a, b, etc., refer to appropriate components of the Q currently under consideration. Intro-
duce notation A(Q) ≡ Γ (Q)a−m and B(ξ) ≡ fˆ |ξ |m, we have A(Q) = ∫ Km(Q,ξ)B(ξ)dξ , where
Km(Q,ξ) ≡ γˆQ(ξ)(a|ξ |)−m. With this notation, suppose we can show, that for proper choice of T and
a0, and with the notation Q= (0, a0] × T ×B, Km is the kernel of a bounded operator
Tm :L
2(C,dξ) → L2(Q,dµ). (A.14)
Until further comment all integrations over ξ are understood to range over C, and we drop the explicit
subscript m on Km. Define
A2(a, θ) =
∫ ∣∣∣∣∫ Km((a, b, θ), ξ)fˆ (ξ)dξ ∣∣∣∣2 db.
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∫
e−iξ ′bγˆa0θ (ξ)(a|ξ |)−mfˆ (ξ)dξ . By Parseval,
‖ga,θ‖2L2 = (2π)−2
∫ ∣∣γˆa0θ (ξ)(a|ξ |)−m∣∣2∣∣fˆ (ξ)∣∣2 dξ.
As |γˆa0θ (ξ)(a|ξ |)−m| Cma3/41Ξ(a,θ)(ξ), we get A2(a, θ) a3/2
∫
1Ξ(a,θ)(ξ)|fˆ (ξ)|2 dξ .
For a set Q still to be determined,∫
Q
∣∣A(Q)∣∣2 dµ = ∫ A2(a, θ)a−3 dθ da  Cm · ∫ a3/2(∫ 1Ξ(a,θ)∣∣fˆ (ξ)∣∣2 dξ)a−3 dθ da
= Cm ·
∫ ∣∣fˆ (ξ)∣∣2(∫
Q
1Ξ(a,θ)(ξ)a−3/2 dθ da
)
dξ = Cm ·
∫ ∣∣fˆ (ξ)∣∣2MQ(ξ)dξ,
say, where we have put
MQ(ξ) ≡
(∫
Q
1Ξ(a,θ)(ξ)a−3/2 dθ da
)
.
The desired operator boundedness will follow if we can arrange for the set Q to satisfy the pair of
conditions:
supp(MQ) ⊂ C; (A.15)
‖MQ‖∞ < ∞. (A.16)
Fix a0 so small that 2
√
a0 < δ, where δ is the aperture of the cone C = Cθ0,δ . Set T = (θ0 − √a0, θ0 +√
a0 ). Then we have the inclusion
a ∈ (0, a0], θ ∈ T , |ω − θ | < √a0 ⇒ a−1eω ∈ C.
It follows from this that
a ∈ (0, a0], θ ∈ T ⇒ Ξ(a, θ) ⊂ C.
Define thenQ= (0, a0]×B×T . The conclusion (A.15) follows. To get (A.16), note that
∫
Ξ(a,θ)
dθ da 
Ca3/2.
A.5.2. Proof that integrability of Sm implies microlocal Hm
We suppose there is a region Q of the form (0, a0] ×B× T where (x0, θ0) ⊂ B× T so that∫
Q
|Γf |2a−2m dµ< ∞.
We use Lemma A.5 below to conclude that there are B1  B and T1  T forming a regionQ1 = (0, a0]×
B1 × T1 ⊂Q so that for all φ ∈ C∞ supported in sufficiently small neighborhoods of x0∫
Q1
|Γφf |2a−2m dµ< β; (A.17)
i.e. we are inferring decay of the CCT of φf .
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that for some λ0 > 0,
C ∩ {ξ : |ξ | > λ0} {ξ = a−1eθ : Q = (a, b, θ) ∈Q}. (A.18)
We wish to infer finiteness of the microlocal Sobolev integral∫
C
∣∣φ̂f (ξ)∣∣2|ξ |2m dξ < η, (A.19)
where η depends only on β , the bound ‖f ‖∞ M , the size of B and the size of the support of φ.
We make the decomposition
(̂φf )(ξ) = P̂0(φf )(ξ)+
∫
Q1
+
∫
Q2
γˆabθ (ξ)Γφf dµ = gˆ0(ξ)+ gˆ1(ξ)+ gˆ2(ξ), (A.20)
say, where by Q2 we mean (0, a1] × (T1 ×B1)c. We wish to show that∫
C
∣∣gˆi(ξ)∣∣2|ξ |2m dξ < ηi, i = 0,1,2, (A.21)
where we can control the ηi using β , the support properties of φ, the bound on f , and m.
The contribution of gˆ0 to the integral in (A.21) can be controlled easily using the support properties
of φ and boundedness of f ; as supp(φf ) ⊂ B and P0( ) is a convolution operator with kernel Ψ , we can
show ‖P0(φf )‖Wm2  ‖Ψ ‖Wm2 · ‖φf ‖L1 , where Wm2 denotes the usual L2 Sobolev norm of mth order, and
so η0 depends merely on m, on ‖f ‖∞ and supp(φ).
The contribution of gˆ2 can further be decomposed; noting
(B1 × T1)c ⊂
(B1 × T c1 )∪ (Bc1 × T1)∪ (Bc1 × T c1 ),
we can define regions Q2,i with, e.g.,Q2,1 = B1 ×T c1 , etc. Using this, we can decompose gˆ2 =
∑3
j=1 gˆ2j
according to integration over appropriate subregions in (A.20). (There is no issue with how we handle the
overlapping parts as double-counting will make no difference.) We then naturally bound the individual
contributions η2,j , j = 1,2,3 to the sector integral (A.21) with i = 2.
By construction of Γ in (A.18), T c1 is separated from the set of directions in Γ by at least a fixed
angular distance, δ, say. Hence, for sufficiently small a < δ2, every γˆabθ (ξ) is zero whenever θ ∈ T c1 and
ξ ∈ Γ . Hence, gˆ21(λeω) vanishes for large λ > λ2, uniformly in f . This geometric fact leads to bounds
on η2,1 as follows:
gˆ21(λeω) =
∫
Q2,1
1{a>δ2}γˆabθ (ξ)Γφf dµ.
Now |Γφf (a, b, θ)|  Ca3/4‖f ‖∞; while |γabθ (ξ)|  Ca3/41Ξ(a,θ)(ξ). Now from
∫
B1 db  C and∫
1Ξ(a,θ) dθ  Ca1/2, we conclude that for ξ ∈ Γ ,∫
c
∫ ∣∣γˆabθ (ξ)∣∣|Γφf | db
a3/2
dθ
a1/2
 C · 1{1/2a|ξ |2} · 1{a>δ2} · ‖f ‖∞.
T1 B
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C
∣∣gˆ21(ξ)∣∣2|ξ |2m dξ  C · C/δ
2∫
0
r2mr dr  C · δ−4m−4;
reviewing the argument shows η2,1 depends on the support properties of φ, the bound on f , the separation
constant δ, and m.
Lemma A.2, applied to gˆ22, shows that it is of rapid decay, uniformly in f bounded by M and in the
radius of B and support of φ. This leads directly to an acceptable bound for η2,2.
The term gˆ23 associated with (T c1 × Bc1) can be bounded by either or both of the arguments used on
the pieces gˆ21, gˆ22. We conclude that the contribution of gˆ2 to the microlocal Sobolev integral in (A.21)
can be bounded by a η2 controlled in terms of β , the bound on f , exactly as desired.
We now focus on the term gˆ1. We wish to show that (A.17) implies∫
C
∣∣gˆ1(ξ)∣∣2|ξ |2m dξ < η1. (A.22)
This is settled by Lemma A.6.
A.5.3. Lemmas used in Theorem 5.3
Lemma A.5. Suppose that Q0 = (0, a0] × (θ0 − δ0, θ0 + δ0)×B(x0, δ0), and∫
Q0
∣∣Γf (a, b, θ)∣∣2a−2m dµ β1.
Then there is a smooth φ with supp(φ) B(x0, δ0), so that∫
Q0
∣∣Γφf (a, b, θ)∣∣2a−2m dµ β2,
where β2 depends only on β1, Q0 and the size of supp(φ).
Proof. We choose φ as the dilation and translation of a standard C∞ ‘bump’ function so that it is local-
ized to the given ball of radius δ0, with ‖φ‖∞ = 1 and ‖φ‖2 = c · δ0. The CCT coefficients of φf can be
decomposed into contributions from finer and coarser scales
Γφf (Q) =
∫
Γf (Q
′)K0(Q,Q′)dµ(Q′)+
∫
P0(f )(b
′)K1(Q,b′)db′,
where K0(Q,Q′) ≡ 〈φγQ,γQ′ 〉 and K1(Q,b′) ≡ 〈φγQ,Φ(·− b′)〉. We will analyze only the first term on
the RHS, showing that∫
Q0
|Γφf |2a−2m dµ C ·
∫
Q0
|Γf |2a−2m dµ; (A.23)
the second term can be treated similarly, and the two inequalities together provide the desired result.
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A(Q) = ∫ Km(Q,Q′)B(Q′)dµ(Q′). If Km defines a bounded mapping from L2(Q0, dµ) to itself, then
(A.23) holds.
Schur’s lemma [12] bounds the operator norm of Km by the geometric mean of these quantities
I = sup
Q
∫ ∣∣Km(Q,Q′)∣∣dµ(Q′), II = sup
Q′
∫ ∣∣Km(Q,Q′)∣∣dµ(Q).
We develop a bound on I ; II can be handled similarly. Consider the case where the scale a of Q is
a = δ0. This is essentially the worst case for the supremum defining I , and the other cases can be handled
similarly. Let B denote the support of φ. Using the localization Lemma 3.1, we have∣∣K0(Q,Q′)∣∣ ‖φγQ‖L1(B) · ‖γQ′‖L∞(B)  ca3/4δ20 · c(a′)−3/4〈|B − b′|a,′θ ′ 〉−N,
where
|B − b′|a,′θ ′ ≡ inf
b∈B
|b − b′|a,′θ ′ .
We note that at scales a′  δ0,∫ 〈|B − b′|a,′θ ′ 〉−N db′  c∫ 〈|b′|a,′θ ′ 〉−N db′.
Moreover, by rescaling variables,∫ 〈|b′|a,′θ ′ 〉−N db′/(a′)3/2 = ∫ 〈|x|〉−N dx = c.
In the case m> 5/4, the coarse-scale integral obeys
a0∫
δ0
∣∣Km(Q,Q′)∣∣dµ(Q′) = a0∫
δ0
(a′/a)m
∣∣K0(Q,Q′)∣∣dµ(Q′) cδ20 ·
a0∫
δ0
(a′/a)m−3/4(a′)−3/2 da′
 c · δ−m+11/40 .
For the fine-scale integral
∫
a′δ0 |Km(Q,Q′)|dµ(Q′) we use the estimate∫ 〈|B − b′|a,′θ ′ 〉−N db′  c · Area(B) = c′δ20,
valid for a′ < δ0 to conclude if m> 11/4 that∫
a′δ0
∣∣Km(Q,Q′)∣∣dµ(Q′) c(δ0)4 · a−m+3/4 · δ0∫
0
(a′)m−15/4 da′  cδ−m+19/40 .
We infer that I can be controlled in terms of δ0 alone, i.e. diam(supp(φ)). Similar arguments will con-
trol II. The result is a bound on the operator norm of Km in terms of diam(supp(φ)).
Lemma A.6. Let C be a cone in Fourier space. Let
gˆ0(ξ) =
∫
Γf (Q)γˆQ(ξ)dµ.Q1
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C
∣∣φ̂f (ξ)∣∣2|ξ |2m dξ  C ′m ∫
Q1
∣∣Γφf (a, b, θ)∣∣2a−2m dµ.
Proof. Set B(Q) = Γφf (Q)a−m, A(ξ) = |ξ |mgˆ1(ξ), and Km(ξ,Q) = γˆQ(ξ)(a|ξ |)m. Then A(ξ) =∫
Q1 Km(ξ,Q)B(Q)dµ(Q). Then (A.22) follows if Km is the kernel of the bounded linear operator
Tm :L
2(Q1,dµ(Q)) → L2(C,dξ). (A.24)
To see this, decompose A(ξ) into its contributions, scale-by-scale, A(ξ) = ∫ Aa(ξ) daa , where
Aa(ξ) =
∫
B(Q)Km(ξ,Q)a
−2 db dθ,
and set Bˆ(a, ξ, θ) = ∫ B(a, b, θ)e−iξ ′b db. Then
Aa(ξ) =
∫
B(a, b, θ)e−iξ
′b(a|ξ |)mγˆa0θ (ξ)a−2 db dθ = ∫ Bˆ(a, ξ, θ)(a|ξ |)mγˆa0θ (ξ)a−2 dθ
=
∫
Bˆ
(
a, ξ, θ
)(
a|ξ |)mW (a|ξ |)V(ω − θ√
a
)
a3/4a−2 dθ
= (a|ξ |)mW (a|ξ |)a−3/4 ∫ Bˆ(a, ξ, θ)V(ω − θ√
a
)
a−1/2 dθ
= (a|ξ |)mW (a|ξ |)a−3/4Bˆ(a, ξ),
say. Now
A(ξ) =
∫
Aa(ξ)
da
a
=
∫ (
a|ξ |)mW (a|ξ |)a−3/4Bˆ(a, ξ)da
a
,
and, as W(ar) is supported in 1/2 ar  2,
∣∣A(ξ)∣∣2  ( 2/|ξ |∫
1/2|ξ |
∣∣(a|ξ |)mW (a|ξ |)a−3/4Bˆ(a, ξ)∣∣2 da
a
)
·
( 2/|ξ |∫
1/2|ξ |
da
a
)
.
Also,
2/|ξ |∫
1/2|ξ |
∣∣(a|ξ |)mW (a|ξ |)a−3/4Bˆ(a, ξ)∣∣2 da
a
 Cm · |ξ |−3/2 ·
2/|ξ |∫
1/2|ξ |
∣∣Bˆ(a, ξ)∣∣2 da
a
.
We conclude that for an arbitrary cone C,∫ ∣∣A(ξ)∣∣2 dξ  Cm ∫ |ξ |−3/2 ·( 2/|ξ |∫ ∣∣Bˆ(a, ξ)∣∣2 da
a
)
dξ. (A.25)C C 1/2|ξ |
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 C
a1∫
0
∫
T1
∫
B1
∣∣B(a, b, θ)∣∣2 da db dθ
a3
.
This implies∫
C
∣∣A(ξ)∣∣2 dξ  C ′m ∫
Q1
∣∣B(Q)∣∣2 dµ(Q), (A.26)
and (A.24) follows. To get (A.25), recall
Bˆ(a, ξ) =
∫
T1
Bˆ(a, ξ, θ)V
(
ω − θ√
a
)
dθ√
a
.
Use Cauchy–Schwarz to write∣∣Bˆ(a, ξ)∣∣2  ( ∫
T1
∣∣Bˆ(a, ξ, θ)∣∣21{|θ−ω|√a } dθ
)
·
(∫
V 2
(
ω − θ√
a
)
dθ
a
)
 C · a−1/2
∫
T1
∣∣Bˆ(a, ξ, θ)∣∣21{|θ−ω|√a } dθ.
Note also that, by definition of Bˆ and Parseval,∫ ∣∣Bˆ(a, ξ, θ)∣∣2 dθ = (2π)2 ∫
B1
∣∣B(a, b, θ)∣∣2 db.
Let J1(a, θ,ω) = 1{|θ−ω|√a } and J2(a, ξ) = 1{1/2a|ξ |2}. Then clearly∫ ∣∣Bˆ(a, ξ, θ)∣∣2J1(a,ω, θ)J2(a, ξ)dξ  (2π)2 ∫
B1
∣∣B(a, b, θ)∣∣2 db.
Collecting these comments and applying them to the RHS of (A.25) gives∫
C
|ξ |−3/2
( 2/|ξ |∫
1/2|ξ |
∣∣Bˆ(a, ξ)∣∣2 da
a
)
dξ =
a1∫
0
∫
C
∣∣Bˆ(a, ξ)∣∣2|ξ |−3/2J2(a, ξ)dξ da
a
 C
a1∫
0
∫
T1
∫
C
∣∣Bˆ(a, ξ, θ)∣∣2|ξ |−3/2a−1/2J1(a,ω, θ)J2(a, ξ)dξ dθ da
a
 C ′
a1∫
0
∫
T1
∫
B1
∣∣B(a, b, θ)∣∣2a−2 db dθ da
a
.
This gives (A.26). 
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The argument is the same as for Theorem 5.1, only with curvelets, with their anisotropic estimates,
replaced by wavelets and their isotropic estimates.
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