Abstract. Since Zweger [11] found a connection between mock theta functions and harmonic Maass forms this subject has been a vast research interest recently. Motivated by Zweger's work harmonic Maass-Jacobi forms were introduced in [2] , which include the classical Jacobi forms. We show the isomorphisms among the space H 
for k odd and m = 1 or a prime. This is an extension of the result developed by Eichler and Zagier [7] , which showed the isomorphisms among the Kohnen plus space M + k+ 1 2 (Γ 0 (4m)) of (scalar valued) modular forms of half integral weight, the space M k+ 
Introduction and statement of a result
Let k be an integer, and m a positive integer. We denote by M k+ 1 2 (Γ 0 (4m)) and M ! k+ 1 2 (Γ 0 (4m)) the space of holomorphic and weakly holomorphic modular forms, respectively, of weight k+ 1 2 for Γ 0 (4m). Further we define a subspace M + k+ 1 2 (Γ 0 (4m)) of M k+ (Γ 0 (4m)) ≃ M k+ 1 2 ,ρ L ≃ J k+1,m .
Here J k+1,m is the space of Jacobi forms of weight k + 1 and index m on the full modular group Γ(1).
Our result extends this isomorphism to the spaces of harmonic weak Maass forms (Theorem 1 and Theorem 2): if k is odd and m = 1 or a prime,
,ρ L , and J cusp k+1,m are the spaces consisting of corresponding harmonic ones (see Section 2).
In order to state our main results more precisely, we let k be an integer and fix m = 1 or a prime. We denote by H k+ 1 2 (Γ 0 (4m)) the space of harmonic weak Maass forms of weight k + 1 2 for Γ 0 (4m) (see Section 2.1). Then it is known (see, for instance, [5] 
has a unique decomposition f = f + + f − , where
Here Γ(a, y) = ∞ y e −t t a−1 dt denotes the incomplete Gamma function. We define a subspace
and type ρ L (see Section 2.2). We denote the standard basis elements of the group
by (Z/2mZ, Q), where Q(γ) = γ 2 /4m for γ ∈ Z/2mZ with the signature (b
Then the level of L equals 4m, and b
and
Here c f (n, y) := c 
(1) For a given vector valued modular form F = γ F γ e γ the map F → f will be the inverse isomorphism where f (τ ) := γ F γ (4mτ ).
(2) If we restrict the domain on M
, and so on. ). For ǫ ∈ {±1} we define the subspace
Bruinier and Bundschuh [4, Theorem 5] showed that M !ǫ
For integral weight case Bruinier and Bundschuh's argument can be applied to the spaces of It is essential that our proof of Theorem 1 relies on some nontrivial properties of the Weil representation.
Next we show that the spaces in Theorem 1 (2) are isomorphic to the space of harmonic Maass-Jacobi forms recently developed by Bringmann and Richter [2] .
Let L be the lattice 2mZ equipped with the positive definite quadratic form Q(x) = x 2 /4m.
Then the space J k,m of Jacobi forms of weight k and index m is isomorphic to the space 
Hence, we can decompose φ(τ, z) by a linear combination of the theta functions as
where
with any r ∈ Z, r ≡ µ mod 2m, and
Using the same argument in [7, Theorem 5 .1], the 2m-tuples (h µ ) µ (2m) satisfies the desired transformation formula for vector valued harmonic weak Maass forms. Now the remaining thing is to check ∆ k− 
. Using the fact that θ m,µ (τ, z) is in the heat kernel, that is,
one can conclude by a direct computation that
Hence, we get the following theorem:
Theorem 2. Let k be even, and m = 1 or a prime. Then
(Γ 0 (4m)) is isomorphic to the space of skew holomorphic Jacobi forms of weight k and index m. So one can guess that there must be a similar isomorphism as above when k is odd. To do that, we need to introduce a new definition of Maass Jacobi forms which include skew holomorphic Jacobi forms. We hope this can be done by following and modifying the work of Bringmann and Richter [2] .
(2) In the argument of the proof, the growth condition doesn't matter. Namely, if we
(Γ 0 (4m)) so that they have at most linear exponential growth at cusps, thenĴ
for k even and m = 1 or a prime. Here,Ĵ k,m is the corresponding bigger space (see Section 2.3). 
(ii) f has a Fourier expansion of the form
and analogous conditions are required at all cusps.
A smooth function f : H → C is called a harmonic weak Maass form of weight k for
(ii) ∆ k f = 0, where ∆ k is the weight k hyperbolic Laplace operator defined by We denote the space of these harmonic weak Maass forms by H k (Γ 0 (4m)). This space can be denoted by H + k (Γ 0 (4m)) in the context of [5] , which is the inverse image of 
by Mp 2 (Z) the integral metaplectic group, that is the inverse image of SL 2 (Z) under the covering map Mp 2 (R) → SL 2 (R). It is well known that Mp 2 (Z) is generated by T := (( 1 1 0 1 ), 1) and S := ((
Let (V, Q) be a non-degenerate rational quadratic space of signature (b
be an even lattice with dual L ′ . We denote the standard basis elements of the group algebra C[L ′ /L] by e γ for γ ∈ L ′ /L, and write ·, · for the standard scalar product, anti-linear in the second entry, such that e γ , e γ ′ = δ γ,γ ′ . There is a unitary representation
where e(z) := e 2πiz and (X, Y ) :
We denote byρ L the dual representation of ρ L . 
(ii) f is meromorphic at the cusp ∞.
Here condition (ii) means that f has a Fourier expansion of the form
The space of these C[L ′ /L]-valued weakly holomorphic modular forms is denoted by
Similarly we can define the space M 
2.3. Harmonic Maass-Jacobi forms. The most part of this session we follow the notation given in [2] .
Definition 3. A function φ : H × C → C is a harmonic Maass-Jacobi form of weight k and index m if φ is real-analytic in τ ∈ H and z ∈ C, and satisfies the following conditions: in [2] ).
(3) φ(τ, z) = O(e ay e 2πmv 2 /y ) as y → ∞ for some a > 0.
Let J k,m be the space of harmonic Maass-Jacobi forms of weight k and index m, which are holomorphic in z. In fact, we are interested in the subspace J cusp k,m consisting of the elements φ ∈ J k,m whose Fourier expansion is of the form
The space J 
Proof of Theorem 1
We will only give a proof of (1) because exactly the same argument can be applied. We first prove that for a given f ∈ H + k+ 1 2
Fourier expansion of f . Since it is straightforward to check
In [8] Kim proved (3.1) for m ∈ S, where S = {2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 41, 47, 59, 71}.
We will prove (3.1) for m = 1 or a prime by following his argument. For details we refer to [8, pp. 735-737] . For j prime to 4m put
We choose b, d ∈ Z so that jd − 4mb = 1. Then one finds that
and J(M, τ ) denotes the automorphy factor for the theta function n∈Z q n 2 , that is,
Here (
) is the usual Jacobi symbol.
This implies that
where j −1 denotes an integer which is the inverse of j in (Z/4mZ) × . On the other hand we have by definition that
Replacing τ by τ /4m in (3.2) and (3.3) one has the following identity:
Let R be a 2m × 2m matrix defined by
In order to show F ∈ H k+ 1 2 ,ρ L we first need to prove (3.1), i.e.     . . .
Since F γ = F −γ the above identity is equivalent to
for some matrix B with 2m columns of which the first m + 1 ones are linearly independent.
For instance, in [8] B was chosen as
and checked that its rank is m + 1 if m ∈ S − {2}. Here  ℓ is the ℓth largest element in
In this paper we take B as CA where
. Proof. The βγ-th entry b βγ of the 2m × 2m matrix B is given by
if β = γ and β ≡ γ mod 2 0 otherwise.
From this one can easily infer that B has rank 2ϕ(m), and its first 2ϕ(m) columns are linearly independent.
Since
from the Gauss sum formula (see [8, p. 736] ), the identity (3.4) is equivalent to
This implies that the identity 
written as a linear combination of
W 4m for all (j, 4m) = 1.
Since ∆ k+ 1 2 commutes with the Petersson slash operator (see [9] ), each ∆ k+ 1 2 F γ vanishes, i.e. Now we consider the converse. For a given
It is straightforward to verify that f satisfies the condition c 
We may assume that d > 0 by multiplying (
In what follows, our results hold for arbitrary m > 0. In fact one may apply our argument even for somewhat general discriminant forms (L ′ /L, Q).
Proof. Since ( 1 0 n 1 ) = ( 1 0 1 1 ) n it suffices to prove that
The last equality is from Milgram's formula (see [1] ), that is,
First notice that We claim that (3.7) holds true for the case a < 0. If c = 0, then a = d = −1 and thereby it is straightforward to verify (3.7). So we assume that c = 0. If we choose x ∈ Z so that a + xc > 0, then from the elementary identity This completes the proof of Theorem 1.
