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1. INTRODUCTION 
If T is a bounded linear operator on Hilbert space, then T2 can be normal 
without T being normal-for example, let T be any operator other than 0 
such that T2 = 0. Putnam [8] has given a sufficient condition that a square 
root of a normal operator be normal. Stampfli [lo] has proven a result that 
shows that an nth root of an invertible normal operator is similar to a normal 
operator. Stampfli’s result has been generalized in a number of papers: [7, 1, 
2, 3, 41. Stampfli implicitly found a representation of all roots of invertible 
normal operators-for an explicit discussion of this representation see [4]. 
In this paper we give a representation of all square roots of normal operators 
(including non-invertible operators). Our representation does not seem to be 
easily derivable from Stampfli’s. Putnam’s result, as we show below, follows 
immediately from our representation; Stampfli’s representation does not 
seem to shed any light on Putnam’s result. On the other hand, of course, 
Stampfli’s representation is valid for nth roots (and even more general 
algebraic functions [4]) rather than just for square roots. 
We also use our representation of square roots in order to obtain informa- 
tion about operators that have real spectrum and are nth roots of Hermitian 
operators. 
2. PRELIMINARIES 
One of our basic tools is the Fuglede-Putnam Theorem: if A, and As are 
normal and A,B = BA, then A,*B = BA,*; (see [S] and the references 
given there). 
We also need some other preliminary results. If .&’ is a subspace of X 
and P is the orthogonal projection onto A, then PAP IA is the compression 
ofAtoJ. 
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LEMMA 1. Let 2 be the vector sum of two complementary (not necessarily 
orthogonal) subspaces Xl and X2 . Let A be an operator on %’ which 
leaves Xl and X2 invariant. Then the compression of A to Xl’ is similar 
to the restriction of A to X2 . 
Proof. Since XI’ and X2 have the same dimension, there exists an iso- 
metry Y- of XI1 onto %a . Define S on X as follows: if x + y E 2 with 
XE%~ and YE~?,~, then S(x + y) = x + Yy. Then S is an invertible 
operator. With respect to the decomposition 2” @ .A?~~, S-lAS has a matrix 
0 
CA 1 O1 A,’ 
where A, denotes the restrictions of A to Xi . The corresponding matrices of 
A and S will be of the form 
Al c ( 1 and I Sl 0 B i ) 0 Ss 
respectively. To complete the proof we need only show that B is similar to 
A, . Now S, is easily seen to be invertible, and the equation 
implies BS, = &AA, . 
Remark. The following example shows that the compression of A to X;l 
does not have to be unitarily equivalent to the restriction of A to X2 . Let 
{er y e2 , 3 e } form an orthonormal basis for a three-dimensional space Z’. 
Define A by the matrix 
If JE”1 is the span of {er} and .%a is the span of {es , e, + e,} then each Xi is 
invariant under A. The restriction to #s of A has a matrix 
0 1 
( 1 0 0’ 
which is clearly not unitarily equivalent to 
- 
to d2) 0 0’ 
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LEMMA 2. If A, B, and K are operators on ST such that A and B* are 
subnormal and K is positive (not necessarily invertible) and one-to-one, and if 
AK = KB, then A and B are normal and A = B. 
Proof. By assumption there exists a Hilbert space .%i and there exist 
normal operators A,, and B, on #a = &’ @ &‘r whose matrices relative to 
this decomposition of %s are of the form 
A X ( ) and ,B 0 0 4 i 1 y Bl 
respectively; (the assumption that the extension space Z0 is identical for A 
and B* is possible because the extended operators A, and B,* can be aug- 
mented by zero operators as direct summands if necessary.) Let K, be the 
trivial extension 
K 0 
( 1 0 0 
of K to Z0 . The equation AK = KB implies AoK,, = KJ$ . It follows 
from the Fuglede-Putnam theorem that A,*K,, = K&,*. By taking the 
adjoints of both sides we obtain KoAo = BoKo , which implies 
and 
KA = BK, 
KX=O, 
YK=O. 
Since K is one-to-one and has dense range, it follows that X = 0 and Y = 0, 
and thus that A and B are normal. The two equations KA = BK and 
AK = KB now imply that AK2 = K2A. Since K is positive, AK = KA. 
Hence AK = BK and A = B. 
COROLLARY 1. If A, B, K are operators on SF such that A and B* are 
subnormal and K is one-to-one and has dense range, and if AK = KB, then A 
and B are normal and unitarily equivalent. 
Proof. Consider the polar decomposition of K, i.e. K = UH, where U 
is unitary and H is positive. Then we have lJ*AUH = HB. Since U*AU 
is subnormal, it follows from Lemma 2 that U*AU and B are normal and 
U*AU=B. 
The special case of Corollary 1 where B is assumed normal is a generaliza- 
tion of an unpublished result of Stampfli and Saffern (referred to in [I 11) that 
a subnormal operator which is similar to a normal operator is normal. This 
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result has been generalized in another direction by Stampfli [l I]: a spectral 
subnormal operator is normal. Stampfli has informed us that he was aware 
of Corollary 1 also. 
LEMMA 3. Iff is a function analytic and one-to-one on an open set containing 
4 T), and iff( T) is normal, then T is normal. 
Proof. Let f have domain U, u(T) c U. Then f-l is analytic and one-to- 
one onf( U), and the spectral mapping theorem implies that u( f (T)) C f (U). 
The basic properties of the functional calculus include the relation 
f-‘( f( T)) = T. Th e result now follows since obviously an analytic function 
of a normal operator is normal. 
3. SQUARE ROOTS OF NORMAL OPERATORS 
Before stating Theorem 1 we recall that the Hermitian part of a normal 
operator A is its restriction to the range of the spectral projection x(A), 
where x is the characteristic function of the real line. 
THEOREM 1. An operator is the square root of a normal operator if and only 
if it is of the form 
where A and B are normal and C is a positive one-to-one operator commuting 
with B. Furthermore B can be chosen so that o(B) lies in the closed upper half- 
plane and the Hermitian part of B is non-negative. (Of course either direct 
summand may be absent in the above expression.) 
Proof. Obviously the square of every operator of the given form is normal. 
To prove the converse let T be an operator on the Hilbert space X such 
that T2 is normal. The operator T (in fact every operator on 8) is the direct 
sum of operators each acting on a separable subspace. We also note that if an 
operator is the direct sum of operators of the form exhibited above, then it is 
unitarily equivalent to an operator of the same form; (the unitary equivalence 
can be obtained simply by permuting the blocks.) These facts allow us to 
assume, with no loss of generality, that ~9 is separable. 
Consider the following subsets of the complex plane: E, = {0} and 
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n = 1, 2,... . If xn denotes the characteristic function of E, , then the xn(T2) 
are mutually orthogonal spectral projections for T2 and they span Z’. We 
have T2 = C,“=, @ S, , where S, denotes the restriction of T2 to the range of 
x,,( T2). Since these projections commute with every operator commuting with 
T2, it follows that T also splits into a direct sum CzzO @ T, , where Tn2 = S, . 
The operator S, is either absent or invertible for n 2 1; SO is either absent 
or equal to zero. This reduces the general case to the cases in which either T2 
(and therefore T) is invertible or T2 = 0. 
(i) First assume that T is invertible and that cr(T2) lies in the upper 
closed half-plane. Then u(T) lies in the union of the first and third quadrants. 
It follows from the invertibility of T that o(T) = u, u c2 , where ur and o2 
are disjoint closed subsets of the first and third quadrants respectively. By 
the Riesz decomposition theorem [9] T has complementary closed invariant 
subspaces X1 and X2 such that cri is the spectrum of the restiction of T to 
Zi , i = 1, 2. (If either o1 or u2 is empty, this statement is trivially true.) Also, 
if P denotes the (not necessarily self-adjoint) projection onto %I given by 
Riesz’ Theorem, P commutes with T2 since it commutes with T. It follows 
from the Fuglede-Putnam theorem that P commutes with (T*)2. Hence X1 
reduces T2. Now the matrices of T and T2 with respect to the decomposition 
X1 @ Xi’ of =Z have the form 
and 
( 
T12 T,R + RT, 
0 T22 1 
respectively. Hence 
T,R + RT, = 0, 
and T12 and T22 are normal. 
Since u(T,) = al , and since the square root function is analytic and one- 
to-one from u( T12) onto u1 , Tl is normal by Lemma 3. Similarly, T2 is normal, 
because it is similar to the restriction of T to X2 by Lemma 1 and hence 
a(T2) =u2. 
Let JV and W denote the null space and range of R respectively. It follows 
from equation (*) that W is invariant under Tl and &” is invariant under T, . 
Define X1 = 8, X, = X1 @ g, X8 = Zz 0 JV, and s4 = JV. Then the 
matrix of T with respect to the decomposition & @ x of &’ is of the form 
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(Some of the blocks may be of zero size, i.e., absent.) Equation (+) now 
becomes A,C + CA, = 0. Since %I and Xs have the same dimension, they 
can be identified with each other. After this identification has been made, C 
has a polar decomposition C = UK, where U is unitary and K is positive 
and one-to-one. It follows from Lemma 2 that A, and A, are normal and 
A, = - U”A,U. 
Hence X = 0, Y = 0, (if the restriction of a normal operator to an invariant 
subspace M is normal then M is reducing), and B, and B, are normal. Thus T 
is the direct sum of the normal operator B, @ B, and 
( 4 
UK 
0 ) -U*A,U * 
The latter matrix can, by means of the unitary matrix 10 U, be transformed 
into the unitarily equivalent form 
( A, UKU* 0 ) -AA, * 
The desired result is thus proved for the current case. 
(ii) A similar proof applies to the case where cr( T2) lies in the lower 
half-plane and T2 has no Hermitian part. The latter hypothesis is added to 
insure that T has no Hermitian part, so that it is of the form described in the 
statement of the theorem. 
(iii) The proof of the theorem for the case where T is any invertible 
operator is easily reduced to cases (i) and (ii). For let Tz be normal and let 
x1 and x2 denote the characteristic functions of the closed upper half plane 
and the open lower half plane respectively. Then x1(T2) + x2(T2) = I. 
Fuglede’s Theorem implies that T commutes with xl(Ta) and xz(T2). Thus 
T = T, @ T2 where T, is as in case (i) and T, is as in case (ii). 
(iv) The remarks preceding case (i) show that we now need only consider 
the case T2 = 0. This is easy to handle: it is easily shown that the most 
general nilpotent operator of index 2 is of the form 
where the zero operators on the diagonal of the matrix act on subspaces of the 
same (finite or infinite) dimension, and where C is positive and one-to-one. 
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COROLLARY 2 (Putnam [8]). If the numerical range of A lies on one side 
of a line passing through the origin (possibly including some points on the line) 
and if A2 is normal, then A is normal. 
Proof. We represent A as in Theorem 1. If the non-normal part 
is present, take any vector of the form y = CX.X @ x with 2 /I x II2 = 1 and 
la]=l,Then(B *y, y) = G(Cx, x). Since (CX, x) # 0, this shows that the 
numerical range of B, contains a disk of positive radius about the origin. 
Remark. It follows from Theorem 1 that every normal operator of 
multiplicity 1 has only normal square roots. However, this follows trivially 
from the fact that a normal operator of multiplicity 1 generates a maximal 
abelian von Neumann algebra. 
COROLLARY 3. Every squure root of a Hermitian operator is of the form 
where the Aj are hermitian, the Bj and Cj are positive and BjC’j = CjBi , 
j = 1,2. Furthermore B, , C, , and C, can be chosen one-to-one. 
Proof. Let A, B, and C be as in Theorem 1 and suppose that the square 
of 
is Hermitian. Then A = A, @ iA, and B = B, @ iB, , where the Ai and 
Bj are in the desired form. Since BC = CB, C commutes with every spectral 
projection of B and hence with the projection onto the closure of the range 
of B, . Thus C decomposes into a direct sum C, @ C, . This proves the 
assertion. 
Recall that an operator is called completely non-normal if it has no reducing 
subspace on which it is normal. Every operator can be written in the form 
A @ B, where A is normal and B is completely non-normal; A is called the 
normalpart of the operator. The following result proves the uniqueness of the 
representation in Theorem 1. 
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THEOREM 2. If S and T are two operators with respective representations 
as described in Theorem 1, (including the properties that u(B) lies in the upper 
halfplane and the Hermitian part of B is nonnegative), then 
(i) A is the normal part of S, 
(ii) S and T are unitarily equivalent if and only if A is unitarily equivalent 
to D and the (ordered) pair (B, C) is simultaneously unitarily equivalent to the 
pair (E, F). 
Proof. Let 
To prove (i) it suffices to show that S, is completely non-normal. This will 
follow if we show that SO*& - SOS,* has trivial null space. But, 
s,*s, - soso* = (,” ;, (;; ‘“,*, , 
where both of the factors on the right are one-to-one, positive operators, and 
the result follows. 
Half of (ii) is clear; the condition is obviously sufficient for the unitary 
equivalence of S and T. Now assume that S and T are unitarily equivalent. 
Then so are their normal parts. Thus A is unitarily equivalent to D and S, 
is unitarily equivalent to To . 
Since C commutes with B, the null space of B reduces C. Hence S, can 
be put in the form 
where B, has trivial null space. Similarly, T,, can be put in the form 
The unitary equivalence of S, and To implies that of S,,s and To2. Since the 
second direct summands in the two sums above are the restrictions of S, 
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and To to the null spaces of So2 and To2, we conclude that they are unitarily 
equivalent and that so are the two first summands. In order to complete the 
proof it suffices to show that [B, , C,] is simultaneously unitarily equivalent 
to [E1 , F,], and that C,, is unitarily equivalent to F,, . 
The unitary equivalence of the first summands exhibited above can be 
expressed as 
( 
Bl 
0 -Fig: ;:I=(:: ;:)(: --:I- 
We shall show that U,, = 0, U,, = 0, U,, = U,, . But we have 
- B,lJ,, = U,,E, . 
By the Fuglede-Putnam theorem, the closures Z1 and X2 of the ranges of U,, 
and U,*, are reducing for B, and El respectively. If U,, = KV is the polar 
decomposition of U,, , then the restriction of V to .X2 is an isometry with 
range til , and we have - B,K = K( VErV--‘) on X1 . It follows (e.g., from 
Lemma 2) that - B = VE,V1 on #r . But the hypotheses on the spectra 
of B, and El imply that - B, and E cannot have a common non-trivial 
reducing subspace on which they coincide. Hence X1 = {0}, so that U,, = 0. 
The equation VI2 = 0 is proved similarly by considering adjoints. Then we 
have C,U,, = U,,F, , or C,U,, = U,,F,U,*,U,, . Since Fl and C, are positive 
and one-to-one, it follows from the uniqueness of the polar decomposition 
for C,U,, that U,, = U,, . 
The unitary equivalence of C, and F, can be verified in a similar fashion. 
(The computations are simpler.) 
Remark. The following example shows that in the above theorem the 
unitary equivalence of (B, C) to (E, F) has to be simultaneous. Let K denote 
the operator diag (2, 1) on a two-dimensional space. Let B = C = E = K 
and F = 3 - K. Then S, and T,, are not unitarily equivalent although (B, C) 
and (E, F) are (not simultaneously). 
4. ROOTS OF HERMITIAN OPERATORS 
The above techniques do not seem to give an easily stated result analogous 
to Theorem 1 for nth roots of normal operators. Below we give such a result 
for certain nth roots of Hermitian operators and also a sufficient condition 
that an nth root of a Hermitian operator be Hermitian. 
Let J be a Hermitian operator. Recall that A is called J-selfudjdnt if 
JA = A* J, i.e., A is self-adjoint relative to the “indefinite inner product” 
PG rl = (Jxs ~1. 
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The operator CT=, A *+jAj-r will be denoted by C,(A). 
LEMMA 4. Every nth root A of a Hermitian operator is J-self-aa!joint, 
where J = C,(A). 
Proof. 
JA = 5 A*"-jAj = An + y A*n-jAj 
j=l j=l 
n-1 
=A*n + 1 A*?+jAj = A*J. 
+I 
LEMMA 5. If A” is Hermitian and A is J-self-aa!joint, where ] is positive 
and one-to-one, then o(A) is real. 
PYOO~. Let 01 E a(A). It suffices to prove that if 01 # 0, then 01 is real. Let 
P = x(A”), where x is the characteristic function of the set {z : 1 z 1 2 1 cr/2 la}. 
Then P is a spectral projection for A” and, therefore, commutes with A. The 
restriction A,, of A to PZ is invertible. 
Since the spectral radius of the restriction of A to (1 - P) .@ is at most 
1 or/2 I , we have (Y E a(A,). The equation JA = A*] implies that JA” = An], 
so that JP = P]. Thus we have JoA = A,*JO , where Jo is the restriction 
of J to P&8. 
The component 7 of a(A,) containing 01 is contained in an open half-line 
from the origin. By the Riesz decomposition theorem A,, has a restriction B 
to an invariant subspace such that a(B) = 7. It follows from the equation 
],A,, = A,* J,, that JIB = B* J1 , where Ji is the compression of J to Ho. 
Observe that J1 is positive and one-to-one. Since Bn is Hermitian, B is 
normal by Lemma 3. It now follows (e.g. from Lemma 2) that B and B* 
are unitarily equivalent. Hence 7 lies entirely on the real line, and a is real. 
Remark. The above lemma is trivial with the additional hypothesis that 
J is invertible. In this case, JA = A*] implies that A*] is Hermitian and 
that 
A = J-““(J-l/2@*]) j-l/“) jl/“< 
Thus A is similar to a Hermitian operator and o(A) is real. 
THEOREM 3. If an nth root A of a Hermitian operator has real spectrum, 
then it is of the form 
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where Nn = 0, H is Hermitian, and B and C are commuting positive one-to-one 
operators. (Each summand can, of course, be absent.) The last summand is absent 
if n is odd. 
Proof. Suppose first that A is invertible. If n is odd, then A is Hermitian 
by Lemma 3. If n is even, then A2 has non-negative spectrum and is an 
analytic function of A”, so that it is Hermitian. Hence the desired result fol- 
lows from Corollary 3 together with the fact that a(A) is real and does not 
contain zero. 
In the general case, write A@ = Cz=,, @ T, as in the proof of Lemma 5. 
Then A = Cz=,, @ A, with A,” = T,,, . Set N = A, . Since A, is inver- 
tible for m >, 1, the proof is reduced to the special case given above. 
THEOREM 4. If T” is Hermitian, and if C,(T) is positive and one-to-one, 
then T is Hermitian. 
Proof. Since o(T) is real (by Lemmas 4 and 5), we can apply Theorem 3 
to obtain the representation 
T=N@H@(; -;). 
We shall prove that H is the only summand present. We have 
G(T) = G(N) 0 G(H) 0 G ((f _ ;)). 
If N is non-trivial, then NX = 0 for some non-zero vector x. Then 
(C,(N) x, x) = 2 (NYx, N’%) = 0, 
j=l 
so that C,(N) cannot be one-to-one. Hence N is absent. 
The proof will be completed if we show that the third summand is absent 
for even n. But for such an n 
and since - 2Bn-l < 0, the above matrix cannot be positive. 
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