Abstract: Neural network (NN) tools are suitable for many tasks such as classification, clustering, scheduling and prediction. NN performance depends on the strategy of learning a phenomenon, the number of hidden nodes, activation function and, of course, the behavior of the data. There are many techniques used for training NN, while the social insect's techniques become more focused by researchers because of its natural behavioral processing. The Artificial Bee Colony (ABC) algorithm has produced an easy way for solving combinatorial, statistical problems and for training NN by different organized agents. The objective of training NN is to adjust the weights so that application of a set of inputs produces the desired set of outputs. Normally, NN is trained by a standard backpropagation (BP) algorithm; however, BP is too slow for many applications and trapping in a local minima problem. To recover the above gap, the hybrid technique was used for training NN here. The hybrid of natural behavior agent ant and bee techniques was used for training NN. The simulation result of a Hybrid Ant Bee Colony (HABC) was compared with, ABC, BP Levenberg-Mardquart (LM) and BP Gradient Descent (GD) learning algorithms. According to experimental results, the proposed HABC algorithm did improve the classification accuracy for the Boolean function, and prediction of volcano time-series data, which was used to train the MLP.
Introduction
Artificial neural networks (ANN), sometimes also referred to only as neural networks (NNs), are information processing systems that have certain computational corresponding properties to those that have been assumed for biological NNs. ANN shows the ability to learn from the environment in an interesting way and show significant abilities of learning, recall, generalization and adaptation in the wake of changing operating environments [1] .
Neural networks are a study area of artificial intelligence (AI) where we, by inspiration from the human brain, find data structures and algorithms for learning, classification and prediction of data. Many jobs that humans complete naturally fast, such as the recognition of a familiar face, prove to be very complicated tasks for a computer when the usual programming methods are used [2] . By applying the NNs model, a program can determine by example, and create an internal arrangement of rules to classify different inputs for different targets such as classification, clustering, and prediction.
From the last decade, many results have been successfully obtained by using NNs in various research areas. NNs are nonlinear computer algorithms that learn with feedback, and can model the behavior of complicated nonlinear processes. An artificial neural network consists of a collection of interconnected processing units or nodes called neurons. These are input, output and hidden neurons. Input nodes receive input signals or values from an external source, output nodes convey the result of the neural network processing and hidden nodes make up the internal layer(s) between input and output node layers. The connections between nodes are weighted, that is, they have a value that represents the strength of the connection [3] .
The accuracy of NNs depend on the selection of a few parameters such as optimal weight values, network structure, activation function, learning parameter, and input variables. An improper selection of these parameters can affect NN performance for given problems. The initialization of an optimum set of weights for a given problem improved the NNs accuracy. The selection of different sets of weight values, though outputs of the NNs are parallel to inputs. The well-known ability of NNs is to produce optimal outputs with a different random set of weight values [4] . Multilayer perceptron is a classic NN, which can provide the optimal solution by different training techniques [5] . NNs have been successfully applied to a variety of classifications and learning tasks. The success of error correction training algorithms such as BP has meant that supervised learning, where the correct outcome is known, has been the most used. In addition, although the structure of NNs is a significant contributing factor to its performance, the structure is generally heuristically chosen.
The BP is the most well-known method to train MLP by updating its weight values through feed and back-forward process via the network layers [6] . It has a high success rate in solving many complex problems, but still has some drawbacks, especially when the setting of the parameters and initial weight values are not done appropriately. Furthermore, if the network topology is not carefully selected, the NN training can be trapped in local minima or might lead to slow convergence.
To overcome the difficulty of the BP training technique, a social insect based algorithm used for NN training such as swarm intelligence (SI), partial swarm optimization (PSO), ant colony algorithm (ACO) and the artificial bee colony (ABC) algorithm are used [7] [8] [9] [10] . Recently, MLP trained by ABC algorithm was successfully applied to time series data prediction. IABC-MLP algorithm is used to optimize to the weight areas selection by decreasing the bee's agent before evaluation for NN training at time series data [11] .
The scientists have created some hybrid techniques for training NNs such as the BP-ABC algorithm, marriage of PSO with SI, BP-ant colony algorithm and so on. These hybrid methods are robust and achieved in finding optimal weight values with low error and high accuracy. Here, the ABC and ACO algorithms are combined for finding optimal weight values with high accuracy for training Multilayer Perceptron (MLP) using classification and prediction tasks. The ABC algorithm obtains the probability techniques from ACO algorithm and the hybrid swarm-based algorithms successes in exploration and exploitations process.
This research shows the searching of optimal weights using the HABC algorithm and comparing the approach with a standard BP for the Boolean function classification and volcano time series data prediction. The proposed algorithm significantly improves the discovery of the best weight values area for MLP training.
The rest of the paper is organized as follows. A brief review to ANN is given in Section two. Section three discovers the objectives of the research. Training ANNs are given in section three. Section four covers the EA, SI, ACO, and ABC algorithm. The proposed algorithm is given in section five. Section six covers results and discussions, while the paper concludes in section seven.
Artificial Neural Networks
Inspired by the structure of the brain, NNs consist of a set of highly interconnected entities, called nodes or units. Each unit is designed to mimic its biological counterpart, the neuron. Each accepts a weighted set of inputs and responds with an output. Multilayer perceptron (MLP) is organized in layers of neuron and implements a feed forward processing chain. A multilayer network has two or more layers of units, with the output from one layer serving as input to the next. The layers with no external output connections are referred to as hidden layers. MLP was introduced in 1957 to solve different combinatorial problems [5] . MLP, which is also known as feed forward neural networks was first introduced for the non-linear XOR, and was then successfully applied to different combinatorial problems. MLP is mostly used for information processing and pattern recognition in the prediction of seismic activities. In this section, MLP's characteristics and interaction with the seismic signals are explained. MLP works as a universal approximation in which the input signal propagates in a forward direction. It is highly used and tested with different problems such as in time series prediction and function approximation [8] [9] [10] [11] . The MLP is categorized into three layers: the input layer, the hidden layer and the output layer, where each layer in this order gives the input to the next. The extra layers give the structure needed to recognize non-linearly separable classes. Figure 1 shows the architecture of MLP with hidden layers, an output layer, and input layer. 
where i y is the output of the node, i x is the jth input to the node, ij w is the connection weight between the input node and output node, θ i is the threshold (or bias) of the node, and i f is the node transfer function. Usually, the node transfer function is a nonlinear function such as a signed function, a Gaussian function, and others. The network error function E will be minimized as
where E (w (t)) is the error at the tth iteration; w(t) is the weights in the connections at the tth iteration; dk is the desired output node; ok is the actual value of the kth output node; K is the number of output nodes; and n is the number of patterns. T is the optimization target to minimize the objective function by optimizing the network weights w(t).
Training Artificial Neural Networks
The purpose of NN training is to produce suitable output patterns for corresponding input patterns. It is achieved by an iterative learning process that updates the NN weights. The learning can be categorized as supervised, unsupervised, and reinforcement or a hybrid of supervised and unsupervised. Supervised learning occurs when the correct output pattern is known and used during training [12] [13] . The NNs can be trained by adjusting the weights of the inputs with supervised learning and unsupervised learning techniques. In this learning technique, the patterns to be recognized are known in advance, and a training set of input values is already classified with the desired output. Before commencing, the weights are initialized with random values. Each training set is then presented for the perceptron in turn. For every input set, the output from the perceptron is compared to the desired output. If the output is not correct, then adjusting the weights on the currently active inputs toward the desired result using backward and feed forward processing will be processed by BP until there is less error or final epoch. The different learning rules form the basis of various training techniques and their applicability is dependent on the NN architecture and the learning category being used. MLP has different learning algorithms for searching optimal weight values to minimize the error term between the output of the NNs and the actual desired output value like BP [14] [15] [16] [17] . The error term is calculated by comparing the net output to the desired output and is then fed back through the network causing the synaptic weights to be changed in an effort to minimize error. The process is repeated until the error reaches a minimum value. The most well-known supervised training algorithm for MLP is BP, which is based on the error-correction learning rule. The forward and backward passes use the same weights, but in the opposite direction. The update for a synapse depends on variables at the neurons to which it is attached. In other words, the learning rules are local, once the forward and backward passes are complete. Also, the BP algorithm is a gradient descent on the squared error cost function between the desired and actual outputs. In general, it takes O (N) operations to compute the value of the cost function, where N is the number of synaptic weights. Naively, it should take O (N2) operations to compute the N components of the gradient. In fact, the BP algorithm finds the gradient in O (N) steps, which is much shorter. So, BP is a gradient descent algorithm that updates connection weights by computing the benefit of the update in terms of minimizing output error. It requires the use of a sum squared error calculation generally given by the following equation.
where T is the number of training patterns, n is the number of output nodes, Yi(t) and Z(t) are the actual and expected outputs of node i for pattern t. It has a high success rate in solving many complex problems, but still has some drawbacks especially when the setting of the parameters and initial weight values are not done appropriately. Also, if the network topology is not carefully selected, the NN training can be trapped in local minima or might lead to slow convergence.
Classification and Prediction Mission
Classification of data concerned with the use of computers to create a structure that learns how to automatically choose to which of a predefined set of classes a given object belongs. At present, the benchmark that appears most often in the literature is the exclusive-or problem, often called "XOR." Boolean function classification is the most important issue until today how to decide the 0 and 1 or on or off separate classes by different techniques. Exclusive OR (XOR) difficulty is a straightforward non-linear classification problem. These are non-linear benchmark classification tasks consisting of 2 n patterns with N inputs and 1 output [12, 18] . Each input is either a 0 or a 1 and the correct output is a 1 if the number of inputs set to 1 is odd; otherwise, it is 0. The 2-bit parity problem is also the XOR problem. The 4-bit parity problem has 4 inputs and 16 input patterns. A correct output of 1 is required for an input pattern: 1 0 1 1. The 5-bit parity problem has 5 inputs and 32 input patterns. Consider a two-dimensional surface with points (0, 1) and (1, 0) of one type and (0, 0) and (1, 1) of some other type. It is not possible to separate these two types of points using a single line on the plane. Definition 1 (Function) If A and B are sets, a function from A to B is a rule that tells us how to find a unique b ∈ B for each a ∈ A. We write f (a) = b and say that f maps a to b. We also say the value of f at a is b.
We write f: A → B to indicate that f is a function from A to B. We call set A the domain of f and set B the range or, equivalently, codomain of f. To specify a function completely you must give its domain, range and rule.
A Boolean function is a function f from the Cartesian product ×n {0, 1} to {0, 1}. Alternatively, we write f: ×n{0, 1} → {0, 1}. The set ×n {0, 1}, by definition, the set of all ntuples (x 1 , · · ·, xn) where each xi, either 0 or 1, is called the domain of f. The set {0, 1} is called the codomain (or, sometimes, range) of f. The Cartesian product ×n {0, 1} is also written {0, 1} n. This corresponds to writing the product of n copies of y as Yn. Example 1 (tabular representation of Boolean functions) One way to represent a function, the domain of which is finite, is with a table. Each element x of the domain has a row of the table listing the domain element x and the corresponding function value f(x). For example, the two truth tables are.
Problem 1: XOR6 Table 1: XOR table of four The problem is taking the modulus 2 of summation of three inputs. In other words, if the number of binary inputs is odd, the output is 1, otherwise it is 0. Problem 3:
4-bit encoder/decoder Inputs (0 0 0 1;0 0 1 0;0 1 0 0;1 0 0 0) Targets (0 0 0 1;0 0 1 0;0 1 0 0;1 0 0 0) 4-bit encoder/decoder is quite close to real world pattern classification tasks, where small changes in the input pattern cause small changes in the output pattern [19] .
Without Boolean function, the time series data prediction task is also most important and the best feature of NNs. Here we will use HABC for volcano time series data. Volcanoes are the most impressive natural phenomenon among seismic events, and people are captivated by their nature beauty as well as by their forceful eruptions. They exhibit a wide variety of eruption styles ranging from effusive eruptions typically resulting in lava flows or lava fountains, over medium-sized explosive eruptions, to large eruptions with eruption columns of several tens of kilometers in height. Aside from earthquakes, floods and storms, volcanic eruptions present the largest natural hazards, and compared to earthquakes, floods and storms. They can even influence the earth's climate [20] . Volcanic hazards are as diversified as the eruptions themselves. They can be a direct result of the volcanic activity, e.g. lava flows, ash fall, pyroclastic flows and gases, or they can be triggered by a combination of volcanic and non-volcanic processes, i.e. lahars (rain triggered mud and debris flows), landslides and tsunamis.
In this respect, neural networks provide a quick and flexible approach for data integration and model development. To date, there have been a number of research advancements taken place in the area of neural network applications. Among them are automatic classifications of seismic signals at the Mt. Vesuvius volcano in Italy and at Soufriere Hills volcano in Montserrat [21] [22] . Typically, in the context of volcanic seismology, neural networks have been preferred rather than other classical statistical pattern recognition methods. The popularity of neural network models to solve pattern recognition problems has been primarily because of their seemingly low dependence on domain-specific knowledge and because of the availability of efficient learning algorithms.
NNs are information processing paradigms that are inspired by the ways in which the human brain processes information. NNs are very useful when the underlying problem is not clearly understood [14] . Their applications do not require a priori knowledge about the system being modeled. Furthermore, they save on data storage requirements, since it is not required to keep all past data in the memory.
Evolutionary Algorithms (EA)
Evolutionary algorithms are a set of approaches based on social insects, biological evolution and population-based or biological behavior of members in the environment [17, 23] . Swarm Intelligence (SI) is an issue of EA where the dynamics of the group become the individual reason for its continued existence. A common feature of population-based algorithms is that the population consisting of feasible solutions to the difficulty is customized by applying some agents on the solutions depending on the information on their robustness. Therefore, the population is encouraged toward improved solution areas of the solution space. Populationbased optimization algorithms are categorized into two sections, namely, evolutionary algorithms (EA) and SI-based algorithms [17, 23] . In EA, the major plan underlying this combination is to take the weight matrices of the ANN as individuals, to change the weights by some operations such as crossover and mutation, and to use the error produced by the ANN as the fitness measure that guides selection. The efficiency and agent-based technique made researchers focus on and develop new social insect approaches for solving different problems.
The scientists have a persistent ABC algorithm because it is characterized by a honeybee behavior pattern. The ABC, which is successfully applied for several problems by extention by scientific researchers, becomes the Global Artificial Bee Colony (GABC) algorithm [24] , an Improved Artificial Bee Colony (IABC) algorithm [25] , the Global Hybrid Ant Bee Colony (GHABC) algorithm [26] , a Hybrid Artificial Bee Colony (HABC) algorithm [27] , the Hybrid Ant Bee Colony (HABC) algorithm and other types, which are the recent improvements for different mathematic, statistical and engineering problems.
Swarm Intelligence
In the last two decades, swarm intelligence (SI) has been the focus of much research because of its unique behavior inherent from social insects [28] . Bonabeau has defined the SI as "any attempt to design an algorithm or distributed problem-solving devices inspired by the collective behavior of social insect colonies and other animal societies" [29] . He mainly focused on the behavior of social insects alone such as termites, bees, wasps, and different ant species. However, the swarm can be considered any collection of interacting agents or individuals. Ants are individual agents of ACO [8] . An immune system can be considered a group of cells and molecules just as a crowd is a swarm of people [30] . PSO and ABC are popular population-based stochastic optimization algorithms adapted for the optimization of nonlinear functions in multidimensional space [31] . SI-based algorithms ABC, Harmony Search and GABCS have the advantages of global optimization and easy recognition [32-33].
Particle Swarm Optimization
Particle swarm optimization (PSO) is a population-based stochastic optimization method inspired by social behavior of birds flocking or fish schooling developed in 1995 [32] . The system is initialized with a population of random solutions and searches for optima by updating generations. However, unlike GA, PSO has no evolution operators such as crossover and mutation. In PSO, the potential solutions, called particles, fly through the problem space by following the current optimum particles. Each particle keeps track of its coordinates in the problem spaces, which are associated with the best solution (fitness) it has achieved so far. This value is called pbest. Another "best" value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the neighbors of the particle. This location is called lbest. When a particle takes all of the population as its topological neighbors, the best value is a global best and is called best. The PSO method consists of, at each time step, updating the velocity of each particle toward its pbest and lbest locations. Acceleration is weighted by a random term, with separate random numbers being generated for acceleration toward pbest and lbest locations.
Artificial Bee Colony Algorithm
The Artificial Bee Colony algorithm (ABC) was proposed for optimization, classification, and NNs problem solutions based on the intelligent foraging behavior of a honeybee swarm [18] . Therefore, ABC is more successful and most robust on multimodal functions included in the set with respect to DE, PSO, and GA [6] . The ABC algorithm provides a solution in organizing form by dividing the bee objects into different tasks such as employed bees, onlooker bees, and scout bees. These three bees/tasks determine the objects of problems by sharing information to others bees. The common duties of these artificial bees are as follows:
Employed bees: Employed bees use multidirectional search space to find a food source with initialization of the area. They obtain information and all possibilities to find a food source and solution space. Sharing of information with onlooker bees is performed by employee bees. An employed bee produces a modification on the source position in her memory and discovers a new food source position. If the nectar amount of the new source is higher than that of the previous source, the employed bee memorizes the new source position and forgets the old one.
Onlooker bees: Onlooker bees evaluate the nectar amount obtained by employed bees and choose a food source depending on the probability values calculated using the fitness values. For this purpose, a fitness-based selection technique can be used. Onlooker bees watch the dance of hive bees and select the best food source according to the probability proportional to the quality of that food source.
Scout bees: Scout bees select the food source randomly without experience. If the nectar amount of a food source is higher than that of the previous source in their memory, they memorize the new position and forget the previous position. Whenever employed bees obtain a food source and use the food source very well, they again become scout bees to find new food sources by memorizing the best path. The detailed pseudo code of ABC algorithm is shown as follows: 1: Initialize the population of solutions Xi where i=1…..SN 2: Evaluate the population 3: Cycle=1 4: Repeat from step 2 to step 13 5: Produce new solutions (food source positions) V i,j in the neighborhood of x i,j for the employed bees using the formula 
Ant Colony Optimization
Ant Colony Optimization (ACO) is a meta-heuristic procedure for the solution of a combinatorial optimization problem and discrete problem that has been inspired by the social insect foraging behavior of real ant decisions developed in the 1990s by M. Dorigo [19] . Real ants are capable of finding food sources through a short route through exploiting pheromone information, because ants leave pheromone on the ground, and real ants have a probabilistic preference for trajectory with a larger quantity of pheromone.
The ants appear at a critical point in which they must choose to get food, whether to turn right or left. Initially, they have no information about which is the best way for getting the food source. Therefore, they choose randomly. It can be likely that, on average, half of the ants decide to turn right and the other half turn left randomly. After a short transitory period, the difference in the size of pheromone on the two paths is sufficiently large to influence the decision of new ants coming into the system. Now, in all probability, new ants will decide on the lower route, since at the decision point they recognize a greater sum of pheromone on the lower path. This, in turn, increases with a positive feedback result in the end, the number of ants choosing the lower, and shorter, route. At last, all ants will be using the shorter path for food. Thus, this process is considered a positive feedback loop, where the probability with which an ant chooses a path increases with the number of ants that previously chose the same trajectory. The ants on this path will complete the travel more times and thereby lay more pheromone over it. Furthermore, ACO successfully applied for other tasks such as clustering, training ANN, classification and other statistical problems. When searching for food, ants initially explore the area surrounding their nest in a random manner. Real ants leave a chemical pheromone trail on the ground. As soon as an ant finds a food source, it evaluates the quantity and the quality of the food and carries some of it back to the nest. The parameters considered here are those that affect directly or indirectly the computation of the probability in formula 7. The parameters considered here are those that affect directly or indirectly the computation of the probability in formula (7) as
Where the following formula is used for the global updating rule: Once all ants have built their complete tours, pheromone is updated on all edges as follows:
where 1 if ( , ) tour done by ant .
Where m = the number of ants, Q: a constant related to the quantity of a trail laid by ants as trail evaporation.
Hybrid Ant Bee Colony Algorithm
ABC and ACO were proposed for optimization, classification, and ANN problem solution based on the intelligent foraging behavior of honeybee and ant swarms [6, [18] [19] . The ABC algorithm has a strong ability to find the global optimistic results optimal weight values by bee agents. It is a successfully trained ANN for classification of Boolean data, clustering and prediction of time-series data. HABC combines the ACO properties in the ABC algorithm, which may accelerate the evolving speed of ANNs and improve the classification precision of the well-trained networks. The easily understandable hybrid algorithm, using an ABC algorithm to search the optimal combination of all of the network parameters, and ACO was used for selection of the best food source to find the accurate value of each parameter. The HABC algorithm provides a solution in an organized form by dividing the agents into different tasks such as, employed bees, onlooker ants and scout bees. 
Calculate the value i
Where where xi represents a solution, the fitness solution o, vi indicates a neighbor solution of xi , and pi value of xi . Also,  represents the fitness solution of trial i , which is not improved and j represents the improved solution. In the algorithm, the first half of the colony consists of employed bees, and the second half constitutes the onlooker bees. The Scout bee will decide the best values between onlookers and employed bees. In the HABC algorithm, the position of a food source represents a possible solution to the optimization problem, and the nectar total of a food source corresponds to the fitness solution of the associated solution by the king bee. The king bee initialized the colony size for employed and onlooker bees. The number of food sources equals half of the colony size and after division of employed and onlooker bees, they will start searching for and finding the optimal food source. After initialization, the population of the positions (solutions) is subjected to repeated cycles, C = 1, 2... Maximum cycle number (MCN), of the search processes of the employed bees, the onlooker bees and scout bees. An employed bee produces a modification on the position (solution) in her memory depending on the local information (visual information) and tests the nectar total (accurate solution) of the new source (new solution). The king bee will gather employed bees and onlooker bees for the decision of a fitness solution. If the nectar sum of the new one is higher than that of the previous one, the employed bee memorizes the new position and forgets the old one. Otherwise, she keeps the position of the previous one in her memory. After all employed bees around complete the search process, they combine the nectar information of the food sources and their position information with the onlooker bees on the food's position. An onlooker bee evaluates the nectar information taken from all employed bees and chooses a food source with a probability related to its nectar quantity. As in the case of the employed bee, she produces a modification on the position in her memory and checks the nectar quantity of the candidate source. Providing that its nectar is higher than that of the previous one, the bee memorizes the new position and forgets the old one. The onlooker bee chooses a food source depending on the probability value associated with that food source, pi, calculated by the eq (16) .
King Bee: The king bee initialized the colony size for employed and onlooker bees. The food source will be divided in the same quantity. The king bee will update the food source for equal division to employed and onlooker bees. The number of food sources equals half of the colony size and after division on employed and onlooker bees, they will start searching for and finding the optimal food source.
Employed Bees: Employed bees use multidirectional search space for the food source with initialization of the area. They obtain information and all possibilities to find a food source and solution space. The sharing of information with onlooker bees is performed by employee bees. An employed bee produces a modification on the source position in her memory and discovers a new food source position. If the nectar quantity of the new source is higher than that of the previous source, the employed bee memorizes the new source position and forgets the old one.
Onlooker Bees: Onlooker bees evaluate the nectar quantity obtained by employed bees and choose a food source depending on the probability values calculated using the fitness values. For this purpose, a fitness-based selection technique can be used. Onlooker bees watch the dance of hive bees and select the best food source according to the probability proportional to the quality of that food source.
Scout bees: These agents are the last bees who select the food source randomly without experience. If the nectar amount of a food source is higher than that of the previous source in their memory, they memorize the new position and forget the previous position. Whenever employed ants get a food source and use the food source very well, they again become scout bees to find a new food source by memorizing the best path.
Simulation Results and Discussions
To evaluate the performance of the proposed HABC for training the MLP on XOR classification, 3-bit parity problem and 4-bit encoder/decoder problem are used, which are standard problems used in training neural networks. Simulation experiments were performed on a 1.66 GHz Core 2 Duo Intel Workstation with 1GB RAM using Matlab. The comparison of three learning algorithms: the standard BP (GD), BP (LM), GA and HABC are discussed based on the extensive simulations for Boolean function experiments. The learning rate for BP was set to 0.8. The weight values for MLP-HABC were initialized between [100, -100], while those of BP were initialized randomly between [−1, 1]. The stopping criterion used is when MSE ≤ 0.01 for BP, while HABC was stopped after the maximum cycle number. In this experiment, the roulette wheel selection scheme and single point crossover with the rate of 0.8, uniform mutations with the rate of 0.05 are employed for the genetic algorithm (GA). The generation gap is set to 0.9. The population size in GA was 50 for all problems. It is a complicated classification problem, which maps two, three and four binary inputs to a single binary output. To obtain reliable average results, five trials were performed during the training of the network. Each case and run started with a different number of parameters and with a random population of foods. The sigmoid function was used as the activation function for all network outputs. Finally, the mean squared error (MSE) for training was calculated for all algorithms. The network parameters setting; network topology, dimension, weight range, MCN, Objective Function Evaluation (OFE), and the number of maximum epochs in Table1. Simulation results: For XOR6 problem Here HABC algorithm has 100% success with MCN 400 to 500, while BP (GD) algorithm has 2%, 0% and 3% success with epoch 3000 to 3500 for XOR6, where BP (LM) algorithm has 73%, 86% and 6% success with epoch 3000 to 3500 and the GA algorithm has 86%, 63.333% and 0% success for XOR6, 3-bit parity and 4-bit encoder-decoder problems. The optimal weights values were tested by the same problem for finding the efficiency of proposed learning algorithm. The testing MSE of HABC has minimum error compared to BP and GA algorithms.
The proposed HABC was capable of finding the desired network output in each run. Consequently, HABC outperforms other algorithms on classification problems considered in this work for the same evaluation number and can consistently find the optimal weight values for the networks. To find optimum outcomes for multimodal problems, the hybrid ant and bee strategy must combine the exploratory and exploitative components efficiently. Here HABC obtained the exploration process's process from ants while the exploitation processes were provided by the bee strategy. The simulation results showed the effectiveness and efficiency of the HABC algorithm. The use of HABC of XOR classification showed that the proposed algorithm provides promising tools for training ANNs. It can be seen in figures 2, 3, 4 and 5, that HABC algorithm classification follows the actual trend during the training phases. Generally, the HABC algorithm has shown 100% accuracy for Boolean data, which is significantly higher than the BP and GA algorithm. The time series data prediction is the feature work using the HABC algorithm.
Conclusion
The exploration and exploitation processes successfully combined by HABC. The HABC algorithm used for training the NNs model using the Boolean function classification problem. We hope it will be successfully applied to the time series data prediction method, which is our next research project. It has the powerful ability of searching optimal weight values in defining a colony. The performance of HABC is compared with the traditional BP algorithm; Where HABC shows significantly higher results than BP during experimentation.
