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Guiding electronic waves in a manner similar to photon transmission in optical fibers is key
for developing the electron-optics toolbox. Here we outline a ‘weak guiding’ approach, in which
efficient diffraction around disorder results in low-loss, high-finesse electron guiding. We describe
an implementation of this scheme for guiding along a narrow-width line gate in gapless and gapped
graphene. A simple model for weak guiding, which relies on the Jackiw-Rebbi midgap states, is
introduced and solved. The weak-guiding modes are shown to exist for confining potential of either
sign and no matter how strong or weak. Modes evolve in a cyclic manner upon varying gate potential,
repeatedly sweeping the Dirac gap and becoming dispersionless (flat band) at certain magic values of
gate potential. Large mode widths facilitate diffraction around disorder in the core region, enabling
exceptionally large mean free paths and long-range ballistic propagation.
Charge carriers in graphene, because of their steep
light-like dispersion resembling that of electromagnetic
waves, feature wavelengths that can reach hundreds of
nanometers for practical carrier densities [1]. The qual-
ity of graphene samples has been improving rapidly in
the past few years, currently yielding mean free paths in
the tens of microns, which persist up to room tempera-
ture [2, 3]. This unique combination of properties makes
graphene an appealing platform for developing quantum
electron optics, which aims at controlling electron waves
in a fully coherent fashion [4–7]. In this vein, it is of great
interest to demonstrate guiding of electronic waves in a
manner analogous to photons in optical fibers. A number
of schemes for electronic waveguides have been proposed,
including guiding by a refraction-based confinement, by
antidot arrays and by snake states at gate-defined p-n
junctions [8–15]. Recent experimental attempts, how-
ever, were only partially successful, demonstrating the
guiding principle but stopping short of reaching the an-
ticipated long-range ballistic transport regime [12, 15].
Prior to introducing a new approach, we lay out a
few general criteria the electron waveguides must satisfy
to achieve high carrier transmission. One requirement
is minimizing the number of modes supported by the
waveguide. Indeed, since different modes typically prop-
agate at different velocities, multimode waveguides are
prone to losses due to carrier scattering between modes
as well as signal distortion over long distances. It is there-
fore of interest to focus on the waveguides that support
a limited number of modes, preferrably just one mode.
Another key requirement is optimizing the guided mode
profile in order to reduce scattering by disorder. For de-
signs using a line gate as a waveguide core, most modes
can be suppressed by making the gate narrower and/or by
tuning the gate potential to the regime of weak confine-
ment. This avoids propagation of most modes and defines
a weak guiding regime for the modes that do propagate.
Weakly confined modes spread far outside the waveg-
uide core, decaying slowly as evanescent waves in the
pristine graphene bulk. A salient feature of this regime
is suppression of scattering by disorder in the gated core
region, arising because the large width allows such modes
FIG. 1. Weak guiding mode spectrum for 2D Dirac parti-
cles, gapless (a) and gapped (b). The modes, confined by a
narrow-width core potential (see inset), propagate as plane
waves along the core and decay as evanescent waves into the
pristine bulk. Large decay length allows the modes to diffract
around disorder in the core region, leading to large mean free
paths and long-range ballistic propagation. The weak guid-
ing regime, realized for potential widths smaller than electron
wavelengths, w . λε, features exactly one guided mode irre-
spective of the potential strength or sign. Modes evolve in a
cyclic manner ...→ 1→ 2→ 3→ 1→ ... as a function of the
gate potential strength, see Eq.(2). Repeatedly sweeping the
gap between Dirac electron and hole continuums (marked by
green), modes become dispersionless (flat band) at the ‘magic’
potential values given in Eq.(3).
to diffract around the disorder at the core. As a result,
the disorder scattering rate quickly diminishes at long
wavelengths, scaling as a square of the carrier wavenum-
ber. For gapless graphene we find
γ(k) ≈ ak2, a = α
2~2v
sin θV (1)
where α and θV are the disorder strength and the con-
fining potential strength defined in Eq.(13) and Eq.(2),
respectively. For realistic carrier wavelength of 100 nm
this predicts mean free paths as large as a few hundred
micron (assuming α of an atomic scale).
Notably, the criteria outlined above are quite famil-
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2iar in optical fibers, where confinement by a narrow core
is known to provide higher performance than refraction-
based confinement[16]. Nearly all optical fibers manufac-
tured at this time can be classified as weakly guiding[17].
Extending this approach to the electronic domain can
help achieve control of electron waves at a level compa-
rable to that for light in optical communication systems.
Several approaches to realize weak confinement can
be exploited. One option is to use narrow line gates,
e.g. realized with nanowires [7]. This approach, because
of its dual-gate tunability, will allow to explore the in-
teresting recurrent behavior of the guided modes which
sweep through the Dirac gap in a cyclic manner, as il-
lustrated in Fig.1. Another approach is to guide carri-
ers along graphene edges where the confining edge po-
tential results from near-edge band bending due to edge
doping or electrostatic effects[18, 19]. Being atomically
sharp, graphene edges produce a narrow-width potential,
providing a natural vehicle for the weak guiding trans-
port [20]. The edge-based approach, while lacking tun-
baility, may be appealing because of the ease with which
band bending at the graphene edge can be realized. Both
approaches lead to weak confinement of the guided waves
in the transverse direction, suppressing disorder scatter-
ing at the core.
As we will see, the weakly guided modes form robustly,
with no set threshold in potential strength. These modes
arise for the gate potential (or, edge potential) of either
sign, positive or negative, no matter how weak. In a com-
plete analogy with optical fibers, the mode lies outside
the Dirac continuum (see Fig.1a,b). For the core poten-
tial V (y) of width smaller than the carrier wavelength,
w  λε = ~v/ε, mode dispersion takes a simple form
ε(k) = η cos(θV )ε0(k), θV =
1
~v
∫ ∞
−∞
V (y)dy. (2)
Here ε0(k) =
√
v2k2 + ∆2 is the dispersion of gapped
Dirac particles in the graphene bulk, v ≈ 106 m/s is the
carrier velocity, and the sign η = ±1 is defined in Eq.(10).
The condition −1 ≤ cos θV ≤ 1 ensures that the mode
(2) is situated outside the Dirac continuum and is thus
confined at all k. Furthermore, the mode lies within the
bulk gap for wavenumbers |k| < ∆~v | tan θV |.
Importantly, the narrow-width condition w  λε for
the gate potential is the only validity condition for the re-
sult (2), which holds for any potential strength, no matter
how weak or strong. The weak guiding regime is therefore
robust irrespective of the gate potential strength. Ac-
cordingly, the phase θV , given in Eq.(10), may be order-
one or even greater than one in this regime.
Modes (2) feature an interesting evolution, sweeping
repeatedly the Dirac gap upon varying the gate potential.
The modes split off the upper (lower) band edge for a
weak V of a negative (positive) sign. Upon V increasing,
the modes sweep through the Dirac gap, turning into a
perfectly flat band when potential reaches the value such
that θV = pi/2, and then diving into the Dirac continuum
at θV = pi. The process repeats in a cyclic fashion at
higher V , continuing so long as the condition w  λε
holds. This behavior is illustrated in Fig.1a,b.
One surprising aspect of the above behavior is that the
system features flat bands for certain ‘magic’ potential
strength values. Those occur when θV = pi/2 + pim with
integer m = 0,±1,±2.... This corresponds to potential
strength such that∫ ∞
−∞
V (y)dy = (pi/2 + pim)~v. (3)
The flat band behavior, described by Eq.(3), occurs in a
recurrent fashion because modes sweep cyclically through
the Dirac gap upon variation of V .
Turning to the analysis, we consider electronic states
in the presence of a line potential V (y) in a graphene
monolayer sheet spanning the entire plane. Focusing on
one valley, as appropriate for carrier wavelengths larger
than graphene lattice constant, we seek solutions of the
Dirac equation (ε−H)ψ(x, y) = 0 with
H = vσp+ ∆σ3 + V (y), (4)
where σi are Pauli matrices. Propagating modes are de-
scribed by ψ(x, y) = eikxϕk(y) where k is the wavevector
component along the line and ϕk(y) is a two-component
(pseudo)spin wavefunction depending on the transverse
coordinate. Solutions of this equation in the gapless case
∆ = 0 have been explored numerically and analytically
for different forms of V (y) [8–12, 14], however the weak
guiding modes and associated long-range ballistic propa-
gation regime have not been identified. Here we analyze
the narrow-width (or, long-wavelength) regime wk  1,
where w is the characteristic width of the potential V (y).
We will see that there exist exactly one weak guiding
mode per valley. In addition, other modes may occur
at larger k values such that kw & 1 [10, 14]. These
modes, occurring when potential strength exceeds a cer-
tain threshold value, appear to be less robust than the
weak guiding modes which exist irrespective of potential
being strong or weak.
The above problem can be tackled by a y-dependent
SU(2) gauge transformation ψ′ = U(y)ψ chosen such
that it entirely eliminates the potential V (y),
U(y) = ei
1
2 θ(y)σy , θ(y) =
2
~v
∫ y
0
V (y′)dy′. (5)
Using the identities
U(y)σxU
−1(y) = σx cos θ(y) + σz sin θ(y),
U(y)σzU
−1(y) = σz cos θ(y)− σx sin θ(y),
yields a 1D Dirac equation (ε − H˜k)ϕ˜k(y) = 0, where
H˜k = UHU
−1 features a position-dependent mass term:
H˜k = −i~vσy∂y + κσ(k)x cos θ(y) + κσ(k)z sin θ(y). (6)
Here we defined, as a shorthand notation, a parameter
κ = ε0(k) and a set of k-dependent rotated Pauli matrices
σ(k)x =
vk
κ
σx +
∆
κ
σz, σ
(k)
z =
vk
κ
σz − ∆
κ
σx. (7)
3The matrices in (7), along with σy, obey the standard
Pauli algebra. The Dirac Hamiltonian H˜k features a mass
term, defined by a matrix that rotates as a function of y,
but no external potential.
An explicit analytic solution can be constructed for
narrow-width potentials V (y) as follows. Focusing on the
long-wavelength modes, kw  1, where w is the potential
width, we approximate θ(y) ≈ θV sgn (y) with the θV
value given in Eq.(2). Replacing cos(θ(y)) by a constant
cos θV and sin(θ(y)) by sin θV sgn (y), gives a 1D Dirac
Hamiltonian with a mass kink m(y) = (κ sin θV ) sgn (y):
H˜k = −i~vσy∂y + κV σ(k)x +m(y)σ(k)z (8)
where we defined κV = κ cos θV .
In what follows we will assume the potential width w
to be smaller that the gap-induced length ` = ~v/∆. For
∆ of a few tens of meV (a realistic value for G/hBN
heterostructures), the length ` is in the tens of nm. In
the regime w  `, electronic guided modes can be con-
structed directly and explicitly in terms of the Jackiw-
Rebbi midgap states [21] confined by the m(y) step and
propagating along it as plane waves. This is achieved in
two steps. We first suppress the term κV σ
(k)
x in (8) and
construct an eigenstate with ε = 0 by solving
i~vσy∂yϕ˜(y) = m(y)σ(k)z ϕ˜(y) (9)
giving ϕ˜0(y) = exp(σ
(k)
x
∫ y
0
m(y′)dy′)ϕ˜(0). A normaliz-
able eigenstate is obtained by picking a suitable eigen-
state σ
(k)
x |ϕ˜(0)〉 = η|ϕ˜(0)〉, with η = ±1 given by
η = − sgn (my>0 −my<0) = − sgn (sin θV ). (10)
Eigenstates with ε 6= 0 can be constructed as products
of ϕ˜0(y) and plane-wave factors: ψ˜k(x, y) = e
ikxϕ˜0(y).
This gives the dispersion ε(k) = ηκV , leading to Eq.(2).
Since | cos θV | < 1, the energies of these states lie outside
the bulk continuum |ε| > ε0(k), which ensures decoupling
from the bulk states and confinement to the region near
the y = 0 line. The connection with the theory of zero
modes [21] indicates the robustness of such confinement.
With the sign η chosen as above, the mode is posi-
tioned slightly below the upper Dirac band ε = ε0(k) for
a weak negative potential, and slightly above the lower
Dirac band ε = −ε0(k) for a weak repulsive potential,
as expected from perturbation theory. At a strong po-
tential, however, the sign η and the mode energy feature
an interesting oscillatory behavior as a function of the
potential strength, periodic in θV with a period pi.
Next, we apply the above results to estimate the effect
of disorder scattering and demonstrate that it is sup-
pressed at small ε. We will assume that scattering occurs
predominantly within the core region under the line gate
and model it by a fluctuating confining potential,
V (x, y) = (V0 + δu(x)) δ(y). (11)
Writing the Green’s function G = 1/(iε−H), where H is
given in Eq.(4) with the potential (11), as a formal series
expansion, we have
G = G0 +G0(V +δV )G0 +G0(V +δV )G0(V +δV )G0 +...
(12)
where G0 = 1/(iε − vσp − ∆σ3). In averaging G over
disorder δu(x) we use the Gaussian model, i.e. account
only for the pair correlators
〈δu(x)δu(x′)〉 = αδ(x− x′). (13)
In a non-crossing approximation, this gives Dyson’s equa-
tion 〈G〉 = 1/(iε−H − Σ) with the self-energy operator
Σ(ε, y) = δ(y)S(ε), S(ε) = α
∫
dk
2pi
G(ε, k, y, y′)y=y′=0.
(14)
Crucially, the quantity Σ(ε, y) spatial dependence is the
same as that of the gate potential V (y) ≈ V0δ(y). We can
therefore incorporate this term in the above solution in a
seamless fashion by using a matrix gauge transformation
to eliminate the entire effective potential (V0 + S(ε)) δ(y)
and replace it with a position-dependent mass term.
We will illustrate this approach for the gapless case,
∆ = 0. First, we replace the Greens function in Eq.(14)
by the bare quantity G0 (a good approximation in the
weak perturbation limit, i.e. small V0). Integrating over
k and continuing iε→ ε gives
S(ε) = − αε
2pi~2v2
ln
ε0
δ − iε (15)
where ε0 is a UV regularization parameter introduced
to control the divergence of the integral over k and δ
is a positive infinitesimal number. The quantity S(ε) is
complex-valued, and vanishes at ε→ 0. Therefore, after
replacing V0 in Eq.(2) with V0 + S(ε), we obtain a dis-
persion relation which accounts for disorder scattering,
ε = ηε0(k) cos((V0 + S(ε))/~v). (16)
Since S(ε) vanishes at ε→ 0, we can Taylor-expand the
above expression to obtain the decay rate. The latter,
given by the imaginary part of the mode frequency, ε =
ε′ + iγ/2, vanishes at small k as k2 as given in Eq.(1).
Next, we show that our result for self-energy S(ε)
preserves its form (up to a numerical prefactor) for an
any V0. This is done by evaluating the Greens function
G = 1/(iε−H). We first assume ∆ 6= 0 but eventually fo-
cus on the ∆ = 0 case. The analysis is most transparent
in a mixed position-momentum representation
Gαβ(r, r
′) =
∑
k
eik(x−x
′)〈α|U(y)Gk(y, y′)U−1(y′)|β〉.
(17)
Here r = (x, y) and for each k we define the quantity
Gk(y, y
′) = 〈y′| 1
iε− H˜k
|y〉 (18)
which is a 2 × 2 matrix in (pseudo)spin variables (here
H˜k is given in Eq.(8)). Inverting the Dirac operator with
4a position-dependent mass term can be performed with a
trick which links the Green’s function for H˜k to that for
a suitably defined auxiliary nonrelativistic Schro¨dinger
Hamiltonian. To that end we consider an identity
Gk(y, y
′) = 〈y′| 1
iε− H˜k
|y〉 = 〈y′|−iε− H˜k
ε2 + H˜2k
|y〉. (19)
The operator H˜2k is nothing but the one-dimensional
Schro¨dinger operator with a delta function potential:
H˜2k = −~2v2∂2y+κ2+λκδ(y)σ(k)x , λ = 2~v sin θV , (20)
where we used the relation κ2V + m
2 = κ2. Separating
the delta function term in Eq.(20) and using the T-matrix
approach, we evaluate the inverse of ε2 + H˜2k as
1
ε2 + H˜2k
= Dk −DkTε,k|0〉〈0|Dk, Dk = 1
ε2 + H˜20,k
.
(21)
Here H˜20,k = −~2v2∂2y + κ2 is the operator in Eq.(20)
without the last term, |0〉 is the y = 0 position eigenstate,
and the T-matrix equals
Tε,k =
λκσ
(k)
x
1 + λκσ
(k)
x 〈0|Dk|0〉
=
λκσ
(k)
x
1 + λκσ
(k)
x
2~v
√
κ2+ε2
. (22)
Mode dispersion is obtained from the pole in Eq.(22)
by continuing to real frequencies and incorporating an
infinitesimal imaginary part as required by the causal-
ity condition, iε → ε + i0. This gives √κ2 − ε2 =
−κ sin θV σ(k)x . This relation, after simple algebra, yields
the dispersion identical to that in Eq.(2).
Using the above results we proceed to evaluate the
equal-point Greens function. Setting x = x′, y = y′,
∆ = 0 in Eq.(17), and estimating the integral over k
we arrive at an expression which is identical to Eq.(15),
behaving at low energies as ε ln ε0δ−iε up to a numerical
prefactor. The above analysis of Dyson equation then
yields Eq.(16), vindicating our conclusion about the dis-
order scattering rate vanishing as k2 at long wavelengths.
Another interesting question the result in Eq.(16) helps
to address is the impact of scattering on the flat band
behavior, predicted when cos(V0/~v) = 0, see Eq.(3).
Setting V0 = (pi/2 + pim)~v we see that, within the ap-
proximations made, the non-dispersing bands with en-
ergy ε = 0 are robust in the presence of disorder scatter-
ing.
Summing up, weak guiding of electron waves can be
realized in graphene with narrow-width line gates. The
large width of weakly guided modes allows them to effi-
ciently diffract around disorder in the gated core, yielding
exceptionally long mean free paths. Estimates for real-
istic parameter values predict mean free paths as long
as 100 microns. Demonstrating weak guiding will help
pave the way to scalable networks of electron waveguides
in which electron waves are manipulated with precision
and control matching that of optoelectronic circuits.
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