Another approach is to use minimum classification error This paper presents a new method of feature dimension reduction in hidden Markov modeling (HMM) for speech recognition. The key idea is to apply reduced rank maximum likelihood estimation in the M-step of the usual Baum-Welch algorithm for estimating HMM parameters such that the estimates of the Gaussian distribution parameters are restricted in a sub-space of reduced dimensionality. There are two main advantages of appl-ying this method in HMM: 1) feature dimension reduction is achieved simultaneously with the estimation of HMM parameters, therefore it guarantees that the likelihood function is monotonically increasing; 2) it requires very little extra computation in addition to the standard Baum-Welch algorithm, hence it can be easily incorporated in the existing speech recognition systems using HMMs.
INTRODUCTION
In the past few years, the statistical method of linear discriminant analysis (LDA) and principle component analysis (PCA) have been explored for reducing the dimensionality of feature vectors that are used in speech recognition system. LDA is often preferred in comparison with PCA since it gives projections to lower dimensional space that separate Merent classes the most, while PCA ody searches for the directions that have the largest variations.
Although LDA is appealing for dimension reduction in pattern classification, there is one major difficulty in applying LDA to speech recognition problems. Since LDA requires known class membership of each sample in order to compute the within-class and between-dass covariance matrick, and most speech training data does not provide precise segmentation information of the speech units that are used in HMMs, such as phonemes, sub-phonemes, microsegmental units of phoneme etc. In the literature, some methods have been proposed to combine segmental k-means algorithm with LDA. One approach is to apply Viterbi segmentation algorithm at the end of each iteration to get boundaries or dass labels of all the samples, and then use the standard LDA method to calculate linear projections of the original feature vectors. The problem with this a p proach is that the feature vectors used in different steps of the Baum-Welch or segmental k-means algorithm are not consistent. Therefore, the desirable property of monotonically increasing likelihood function cannot be guaranteed.
as optimization criterion ([5],[8]) to derive optimal feature transformation. However, such optimization problem can be very difficult and computationally intensive.
In the proposed approach, by drawing the analogy between the ordinary LDA and the reduced-rank maximum likelihood estimation, we can achieve feature dimension reduction without losing the property of the standard EM algorithm for estimating HMM parameters. The idea of the reduced-rank maximum likelihood estimation is based on a well known result in multivariate analysis for estimating single Gaussian distribution parameters under rank con-
The paper is organized as follows. In Section 2 we give a brief review of the ordinary LDA and the relationship between LDA and the constrained maximum likelihood estimation problem. Section 3 establishes some basic notations used in the EM algorithm for estimating parameters in HMM with mixture of Gaussian distributions. In section 4, we present the reduced-rank maximum likelihood estimation algorithm for hidden Markov models.
LINEAR D I S C U I N A N T ANALYSIS AND REDUCED-RANK MAXIMUM LIKELIHOOD ESTIMATION
Fisher's linear discriminant analysis (LDA) is a popular method for classification based on multi-dimensional predictor variables. The basic idea is to h d a low dimensional projection of the raw data such that in the resulting space, the ratio of between-class variation and within-class variation is the largest. Let pdimensional vector (Xji)pxl represent the observation vector of i-th sample from j-th class, for j = 1,-.., J and i = 1, ---, n, where J is the number of classes, and let be the overall mean and the mean of j-th class, where n = xi=, n j . The total sample covariance matrix -.. can be decomposed into between-class and within-class sample covariance matrices as follows:
The standard linear discriminant variates are derived through successively maximizing the ratio of between-group to within-group variance of linear combinations of the original variables. The resulting feature transformation matrix is in fact the matrix of leading k eigen vectors of SG'SB.
Another way of deriving the linear discriminant projections is through the constrained (reduced-rank) maximum likelihood estimation for single Gaussian distribution models ([3]). Consider the maximization of the Gaussian loglikelihood To generalize this result to hidden Markov models, we consider the maximization of the joint probability for HMM P(Ol@) subject to the reduced-rank constraint of the mean parameters of the Gaussian distributions. Before we present the reduced-rank estimation, some basic notations and framework for HMM with mixture of Gaussian distributions are briefly described in the next section. where 00 is assumed to be constant and the maximization is with respect to 8.
HIDDEN MARKOV MODELS WITH MIXTURE OF GAUSSIAN DISTRIBUTIONS

When the state-dependent probability ~, , ( O T )
is modeled by a multidimensional mixture Gaussian distributions, the "missing" information in the likelihood has two components: 1) the unobserved index of state; and 2) the unobserved index of mixing component for a given state. The formulation of the EM algorithm for single Gaussian can be generalized to the mixture distribution case in a straightforward way ([4]). We give a brief description here for the discussion of the proposed method in Section 4. If we use M = (ml,+..,m~) to denote a &we-component-index sequence, we can express the joint probability of the observation sequence and the state sequence can be expressed hs a summation of the joint ,probabilities of (0, S, M):
Let
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Therefore, the joint probability of the entire observation sequence is Since the parameters adl-l , C*tml , pJm, EJm are involved in different additive terms, the optimization can be done separately. This paper is only concerned with the estimation of the mean parameters p j m under reduced-rank constraints. The estimation of the other parameters are the same as the standard Baum-Welch algorithm.
REDUCED RANK ESTIMATION
As the dimensionality of the feature vector space inaeases, estimation of model parameters becomes more difficult due to the sparsity of training data in high-dimensional space.
Therefore it k desirable to consider the problem of dimension reduction before estimating model parameters for pattem recognition.
The most common approach of dimension reduction is to use linear discriminant analysis method which derives linear transformations from hgh dimensional space to low dimensional space. However, the diffculty in applying LDA to speech data is that the d w labels of training data is not completely known (in fact, hidden Markov models do not rely too much on the precise segmentation information in the training data). To avoid such difficulty, we propose a rank-constrained maximum likelihood estimation method to achieve dimension reduction simultaneously with the estimation of hidden Markov model parameters.
In the EM-algorithm for standard HMM estimation, the maximjzation of the original likelihood in (1) and (2) c m be achieved by iteratively maximizing the auxiliary functions in (3). Similarly, we can prove that the maximization of the original likelihood subject to the constraint of reduced-rank of the mean parameters can also be achieved by iteratively maximizing the auxiliary functions subject to the same constraints. In fact the constraints only apply to the maximization of the auxiliary function Qb ( The maximum likelihood estimate for the covariance matrix is:
where U is the matrix of the remaining p -k eigenvectors Since V is a p x k matrix, it is apparent that all the PJm% stay in a k dimensional space. If we choose k = p, then V is a p x p orthogonal matrix, and we have: 
CONCLUSION
This paper proposed a new approach of feature space dimensionality reduction within the framework of hidden Markov models. It avoids the difficulty in applying linear discriminant analysis to speech data which relies on precise segmentation information of HMM states. Also, the idea of using constrained maximum likelihood estimation can be extended to guarantee desirable properties of the estimates in HMMs. One important case conld be imposing smoothness constraints on the estimates to avoid unstable estimation when training data is not sufficient.
