Ingesting inorganic arsenic in drinking water is recognized as a cause of bladder cancer \[International Agency for Research on Cancer (IARC) 2004; [@r26]; Subcommittee on Arsenic in Drinking Water 1999; Subcommittee to Update the 1999 Arsenic in Drinking Water Report 2001\]. This conclusion is based largely on studies in populations where arsenic levels were relatively high (e.g., ≥ 150 µg/L). The epidemiologic evidence is less clear at the low-to-moderate concentrations typically observed in the United States ([@r3]; [@r6], [@r5]; [@r7]; [@r13]; [@r21]; [@r24]).

We conducted a population-based case--control study in northern New England \[Maine (ME), New Hampshire (NH), Vermont (VT)\] in the United States ([@r4]). Bladder cancer mortality and incidence rates have long been elevated in this region, and the primary objective of the study was to determine the reasons for this excess. Arsenic, found at moderately elevated levels (generally \< 100 µg/L) in water supplies in parts of New England, is among several hypotheses under investigation.

Estimating long-term exposure to arsenic in drinking water is a key study element that requires reconstructing residential water supply sources and arsenic concentrations over the lifetime of a person ([@r19]). Although we recognize that other sources of arsenic (e.g., dietary intake) might impact cancer risk, this paper describes the methods used to estimate arsenic concentrations in the water supplies at residences and workplaces of the New England Bladder Cancer Study participants over their lifetime.

Materials and Methods
=====================

Details of the New England Bladder Cancer Study may be found elsewhere ([@r4]). In brief, we enrolled 1,193 persons who had been diagnosed with bladder cancer from 2001 through 2004 in ME, NH, or VT; 1,418 controls were randomly selected from state-specific Department of Motor Vehicles records (\< 65 years of age) or from the Centers for Medicare and Medicaid Services (≥ 65 years of age) and frequency matched to cases by state, sex, and age at diagnosis (within 5 years) ([@r4]). Written informed consent was obtained from each participant before the study. The study was approved by the review board of each participating institution and in accordance with an assurance filed with and approved by the U.S. Department of Health and Human Services.

We mailed a residence and work history calendar to study participants. We then conducted a home visit and computer-assisted personal interview ([@r4]), which included recording the exact address of all residences occupied for ≥ 2 years after the age of 10 years. Addresses prior to age 10 were reported by most respondents on the mailed residence history calendar. When exact address information was unavailable, we obtained the most detailed information available (e.g., nearest cross-street or town). We ascertained all jobs held for at least 6 months since the age of 16 years and the town in which each workplace was located. We recorded detailed historical information on residential water supply, including well type and depth for private wells, utility name for public supplies (current home only), and the proportion of water that was drunk at home versus the workplace.

We collected global positioning system (GPS) readings (model 76; Garmin International Inc., Olathe, KS) during each home visit. We used the GPS reading at each current residence (*n* = 2,611), and at past homes (*n* = 448) where wells were sampled to geocode the address in a geographic information system (GIS). We also batch-geocoded the location using ArcGIS (version 9.2; ESRI, Redlands, CA) and Matchmaker SDK Professional software (version 4.3; Tele Atlas, Lebanon, NH). If the GPS and batched geocoded locations were within 500 m of each other and in the same township, we used the GPS location. If not (97 residences), we resolved the location using MapQuest (MapQuest, Inc., Denver, CO) and Google Maps (Google, Inc., Mountain View, CA). For past residences (*n* = 23,277), we used the batch geocoding method followed by manual interactive geocoding techniques to improve the geocoding of addresses that could not be matched exactly. We assigned employment locations (provided only as the town in which the participants had worked) to the centroid of the appropriate census place \[U.S. Census Bureau (USCB) 2000\]. We created a GIS data layer of all geocoded locations, including attribute data on water supply source (public, private well, and other) that were reported by the participants. Maps of the study area that show current and historical residence locations can be found in Supplemental Material, [Figures 1](#f1){ref-type="fig"}--3 (<http://dx.doi.org/> 10.1289/ehp.1002345).

![Number and percentage of EYs by each method for assigning residential water supply. "Not assigned" refers to locations outside the United States; "other" refers to EYs for which there was insufficient information to assign.](ehp.1002345.g001){#f1}

We estimated the water supply arsenic concentration for each residence for each exposure year (EY) using two basic approaches: direct measurement of arsenic levels in water samples collected at current and selected previous residences, and statistical modeling ([Figure 1](#f1){ref-type="fig"}). We estimated arsenic concentrations at current and past workplaces using similar approaches as those used for previous residences, except we had no direct measurements.

*Direct measurement of arsenic in water supplied to study homes.* During the home visits, we used a commercially washed (mineral-free) polyethylene bottle ([@r12]) to collect water samples from 2,599 homes: 1,326 with a public water supply (PWS) and 1,273 with a private supply (99% wells). Samples were not available from 12 current homes. We also sampled water from 448 former homes with private wells, prioritizing bedrock wells in locations with high probability of arsenic \> 5 µg/L ([@r2]). All samples were collected from unfiltered home taps after running the water for 1 min. Samples were iced, shipped cold overnight to a repository in Frederick, Maryland, shipped to a laboratory (Dartmouth Trace Elements Analysis Core Laboratory, Dartmouth College, Hanover, NH), acidified with ultrapure nitric acid, and analyzed for dissolved arsenic (as arsenate or arsenite) using inductively coupled plasma mass spectroscopy (model 7500C, Agilent, Santa Clara, CA), within 30 days of receipt. The limit of detection was variable, but \< 0.3 μg/L for all samples. Each sample was analyzed twice. We assigned the average arsenic concentration from the two measurements to the period that the participant lived at that home except when the supply to the home had changed. Replicate samples for 253 (\~ 10%) of the current home water samples were taken and analyzed concurrent to the primary sample that was used to calculate the coefficient of variation (CV) and to validate direct measurement as an estimation procedure in our study.

*Data sources for statistical modeling of arsenic concentrations in water supplies.* For homes not sampled and for all workplaces, we collected historical arsenic measurement and water source data from public water utilities and historical arsenic measurements for groundwater aquifers.

Arsenic data from public water utilities. For former residences served by a PWS, we assigned the most likely utility. For homes within a USCB place boundary (USCB 2000), we used the boundary as a surrogate for the utility service area ([@r22]). Homes located outside the place boundary were linked to the utility with the best geographic match. We linked 16,642 residences (90%) reported or assumed to be on a PWS to a specific utility. We requested verification of service from utilities in the primary study states (ME, NH, and VT), and in Massachusetts (MA), a state where 14% of total residential EYs on PWS were assigned in our study. We used data provided by the utilities to evaluate the accuracy of the method. We confirmed service to 81--86% of all residences using PWS; these percentages are consistent with other studies ([@r16], [@r17]; [@r22]). Verification for 10% of residences served by PWS was not requested, primarily because of incomplete addresses. Addresses not confirmed by utilities were evaluated using ancillary procedures, such as assigning to the most proximate PWS.

For all utilities in MA, ME, NH, and VT, we obtained historical arsenic measurement data and data for current water supply sources (ground, surface, or mixed) from state files. For utilities within this region with the most EYs, we abstracted historical water supply source, water treatment information, and additional measurement data, where available. Outside this region, we abstracted the type of current water supply source (ground and surface) from U.S. Environmental Protection Agency (EPA) data (EPA 2008). PWS-specific arsenic measurements for 1980--2000 were obtained from state agencies in New York, Pennsylvania, Florida, and Connecticut (CT), and abstracted from a U.S. EPA database covering 26 additional states (U.S. EPA 2000). The number of historical measurements available within each of the 30 states covered by one of these data sources is presented by time period in Supplemental Material, [Table 1](#t1){ref-type="table"} (<http://dx.doi.org/> 10.1289/ehp.1002345). We did not collect PWS measurement data for utilities in 20 other states where estimates of arsenic levels were based on a regional model (4% of total EYs), or for utilities located outside the contiguous United States.

###### 

Assigned residential arsenic concentration (micrograms per liter) by water supply category and EYs.

  Percentage of total EYs                                                                                                                                                                                                                                                                                                                                                                                                         Concentration cutpoint by percentile EY in each water supply category                                                            
  ------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------- ----------------------------------------------------------------------- ------ -- ----- -- ----- -- ----- -- ------ -- ------ -- -----
  PWS                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                              
  Utility model                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           28.0      0.2      0.4      0.8      2.1       3.8       0.9
  State/U.S. EPA region model                                                                                                                                                                                                                                                                                                                                                                                                                                                                             21.5      0.4      0.5      0.7      2.2       2.7       0.9
  Measurement                                                                                                                                                                                                                                                                                                                                                                                                                                                                                             12.0      0.2      0.3      0.6      1.1       2.6       0.8
  Private well                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     
  Bedrock model*a*                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        6.5       1.1      2.4      8.8      22.6      30.5      8.2
  Unconsolidated model*a*                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 7.5       0.5      1.2      3.0      5.1       6.7       2.3
  Mixed model*a*                                                                                                                                                                                                                                                                                                                                                                                                                                                                                          3.1       0.6      1.3      4.0      10.8      24.5      4.4
  Model outside study region*b*                                                                                                                                                                                                                                                                                                                                                                                                                                                                           1.5       0.8      1.4      2.5      4.4       6.0       2.1
  Bedrock measurement                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     11.5      0.1      0.4      2.7      11.8      20.7      5.5
  Unconsolidated measurement                                                                                                                                                                                                                                                                                                                                                                                                                                                                              2.9       0.1      0.2      0.5      2.3       4.9       1.0
  Private supply other measurement                                                                                                                                                                                                                                                                                                                                                                                                                                                                        0.7       0.1      0.1      0.2      0.5       1.0       0.4
  Unable to assign                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        4.0       NA       NA       NA       NA        NA        NA
  NA, not applicable. **a**Model applies to the six states of New England (NH, ME, VT, MA, CT, RI). **b**Private wells located outside the six-state New England region used for the private well model; estimates made by statistical modeling of arsenic measurement in samples from potable water supply wells (Focazio et al. 1999) and located within the same principal aquifer boundary as past residences in our study.                                                                                                                                    

Collecting historical arsenic measurement data for aquifers. For homes using private wells in the contiguous United States, we obtained arsenic measurement data from 1971 to 2002 for the predominant potable aquifer in the area of the home from a variety of sources and period ranging from 1971 to 2002 ([@r2]; [@r9]; Peters S, personal communication; Smith A, personal communication). For homes in New England \[CT, MA, ME, NH, Rhode Island (RI), and VT\], the principal aquifer for most current private wells is fractured bedrock ([@r2]). Unconsolidated materials of glacial or glaciofluvial origin ([@r8]), which overlie the fractured bedrock aquifer, provide another source, particularly for pre-1950 wells. For wells \< 50 feet deep or construction reported as dug or driven, we designated unconsolidated aquifer as the source type. If \> 50 feet in depth and construction was reported as drilled, we assigned fractured bedrock. If we did not know the aquifer type (3% of total EYs), we assigned the average estimated concentration of the two aquifers. For U.S. homes outside of New England, we used the arsenic measurements reported by [@r9] within the principal aquifers \[U.S. Geological Survey (USGS) 2008\] in which residences were located to estimate arsenic levels in their supply wells.

*Statistical modeling of arsenic concentrations.* We developed models for both public and private water supplies and for unconsolidated and bedrock aquifers. Each model took a similar form:

Ln(As) = **bx** + f, \[1\]

where Ln(As) is the natural log of the measured concentration of arsenic (micrograms per liter), **x** = (*x*~0~, *x*~1~, ..., *x~K~*) and **b** (b~0~, b~1~, ..., b*~K~*) are vectors of *K* + 1 regression covariates and their parameters, respectively, and f is the error that we assume is normally distributed with mean zero and variance v^2^; we found this assumption to be appropriate within each type of water source based on our examination of quintile (Q-Q) plots within subgroups that were defined by the type of water source. Because measured data included values below detection limits (BDL), we could not use standard linear least squares regression. Thus, we fitted parametric Tobit regression models that allowed for left-censored data ([@r18]). When a measurement was reported as BDL with no reported detection limit, we assumed the following limits of detection in our model: before 1995, 5 μg/L; from 1995 to 2000, 1 μg/L; and from 2001 forward, 0.5 μg/L, based on reported limits from other utilities during these time periods. A detailed description of each prediction model used to assign arsenic to the water supply of residences and workplaces is available in Supplemental Material, [Table 2](#t2){ref-type="table"} (<http://dx.doi.org/> 10.1289/ehp.1002345).

###### 

Percentage of EYs by arsenic concentration in residential water supply and by attained age of study participant, truncated to reference date.

  Age category (years)                                                                            
  -------------------------------- -- -------- -- -------- -- -------- -- -------- -- -------- -- --------
  \< 1                                65          63          61          66          68          74
  1 to \< 3                           18          18          18          18          17          12
  3 to \< 5                           5           5           5           6           5           4
  5 to \< 7                           2           2           2           2           2           2
  7 to \< 10                          1           1           2           2           2           1
  ≥ 10                                3           2           2           4           5           6
  Not estimated                       6           8           11          3           2           1
  EYs with arsenic estimated          24,543      26,423      23,499      25,148      45,419      19,947
  EYs with arsenic not estimated      1,567       2,298       2,611       778         927         201
  Total number of EYs                 26,110      28,721      26,110      25,926      46,346      20,148

For a covariate vector, **x**, we computed the predicted value for arsenic concentration as exp(*bx* + 0.5*s*^2^), where **b** and *s*^2^ were estimates of **b** and v^2^, respectively. Depending on the model, **x** included continuous variables or indicator variables for categorical variables. Several models of geographical areas such as states and USGS hydroregions ([@r35]) included only categorical variables. For these models, we omitted the intercept, so that exp(*b~k~* + 0.5 × *s*^2^) was the predicted arsenic concentration for level *k* of the geographical unit.

Former homes on public water supplies inside and outside the four-state region. For homes on PWS in the four-state region (MA, ME, NH, and VT), we used measurements to fit four different models for predicting arsenic concentrations in the water supplies. Each model corresponded to a water source category (surface water, unconsolidated groundwater aquifer, bedrock groundwater aquifer, or mixed surface and groundwater). Outside the four-state region, we fitted geography-based categorical models to PWS data; however, there were sufficient data for only two types of water supply: groundwater and surface water sources (U.S. EPA 2008).

For PWS models with only categorical variables, we could not directly estimate b*~k~* in two circumstances. First, when all measured values, *n*, for utility *k* were BDL, we used a summary estimate of *s*^2^ and selected a value for *b~k~* based on a binomial distribution (nondetected or detected) such that there was a 0.9 probability of selecting a sample of size *n* with zero successes. Second, when there were no data for a utility, we predicted arsenic concentration using a state-specific model of measurement data from utilities with the same type of water source, weighted by service population. When state-specific data were not available, we used a model based on U.S. EPA regional data (U.S. EPA 2009). These approaches assumed that utilities with measurement data were representative of utilities using the same type of water supply source within the entire state or region.

Former homes with private water supplies in the six New England states. For private water supplies within the six New England states (CT, MA, ME, NH, RI, and VT), we developed separate models for bedrock and unconsolidated materials aquifers using continuous and categorical covariates (*x*) derived for the locations of participants' wells. Based on the general form of Equation 1, we set *x*~0~ = 1, so that b~0~ was the intercept parameter and exp(*b~k~*) represented the estimated proportional change in As per unit change in *x~k~*.

There were 12 variables in the bedrock aquifer model and 13 in the unconsolidated materials aquifer model. Variables included multiple level variables---geologic provinces, lithochemistry (of bedrock units), and bedrock units (surficial geology)---as well as geochemical and geographic factors associated with the occurrence of arsenic in New England aquifers. These covariates are more fully described elsewhere ([@r2]). A complete listing of the variables used in these models is available in Supplemental Material, [Table 3](#t3){ref-type="table"} (<http://dx.doi.org/> 10.1289/ehp.1002345).

###### 

Percent agreement between dichotomous classifications based on predicted and observed arsenic concentrations in 1,449 bedrock residential wells in Maine, New Hampshire, and Vermont.

  Exposure classification cutpoint concentration                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        
  --------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------- -- ---- ---- ---- ---- -- ---- ---- ---- ---- -- ---- ---- ---- ----
  Overall agreement*b*                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     54   61   63   42      57   63   66   70      65   74   78   80
  Specificity*b*                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           38   50   57   65      52   61   67   73      66   78   83   86
  Sensitivity*b*                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           91   85   77   65      78   71   66   58      62   50   43   36
  **a**Predicted concentration by our model is constrained to within the range in concentration measured in samples from other bedrock wells within each specified buffer distance from wells used for model validation. "None" indicates no constraint was employed. **b**The observed level of arsenic in each well was used as the reference concentration in each comparative analysis. Specificity indicates the percentage of wells with predicted values less than or equal to the cutpoint when the measured value is less than or equal to the cutpoint; sensitivity indicates the percentage of wells with predicted values greater than the cutpoint when the measured value is greater than the cutpoint.                                                                   

Former homes on private water supplies outside the six New England states. We constructed categorical models to estimate arsenic concentrations in residential wells located within each USGS hydroregion subbasin ([@r35]) based on arsenic concentrations in drinking water wells ([@r9]). If no measurement data were available for a specific subbasin, an aquifer-specific model was constructed using data from subbasins wholly contained within a USGS-designated principal aquifer (USGS 2002, 2008).

Assessment of models. For public water supplies within the study area, we compared predicted with observed arsenic levels in utilities where we had current home measurements. Because these measurements were included as input data for parameter estimation (Equation 1), we were unable to perform a formal statistical validation. Instead, we qualitatively evaluated model performance by comparing predicted with observed arsenic levels overall and by model category (surface water, unconsolidated materials groundwater source, mixed surface and groundwater, and unspecified aquifer groundwater). We restricted our assessment to the 98 utilities with three or more current home measurements.

For former homes in New England with private water supplies, we tested the validity of the model estimates using sequestered data sets of measured arsenic concentration in current and selected past home wells of study participants (1,449 from bedrock aquifer wells, 282 from unconsolidated aquifer wells). We used the observed level of arsenic as the reference and computed overall agreement, sensitivity, and specificity for analytical cutpoints of 2, 5, and 10 µg/L. We also assessed the validity of a modified modeling approach where predicted arsenic concentrations were constrained to be within the range of measured arsenic levels from wells within 5, 7, and 10 km of each validation well and evaluated how each constraint affected these statistics. Finally, we calculated the Kendall rank correlation between predicted and observed concentrations in the entire validation data set.

*Evaluating residential and workplace water supply contributions to arsenic exposure.* We estimated arsenic levels in both the residential and workplace water supplies for the 2,479 respondents and 82,484 (47%) EYs for which these data were both available. We evaluated the relative home and workplace contributions using two approaches. We compared the estimate of arsenic concentration in the home with the mean arsenic concentration for the combined home and workplace estimates, weighting by the proportion of drinking water derived from each location (from the interview). We calculated the Kendall rank correlation between these two estimates. We used SAS software (version 9.2; SAS Institute Inc., Cary, NC) for each of the statistical analyses in this assessment.

Results
=======

*Estimates of lifetime arsenic concentrations.* We assigned a specific water supply and arsenic concentration to 165,138 (95%) of the 173,361 residential EYs in the study, and to 85,195 (86%) of the 99,049 reported workplace EYs. Remaining EYs primarily had missing information from residential or work histories.

Geocoding residential and workplace location. We geocoded 95% of the residential addresses to a postal service ZIP code boundary (median area 75 km^2^); 69% were geocoded to an exact street address or nearest intersection; 1% were geocoded to a U.S. county or state. We did not geocode 4% of total EYs because the address was located outside of the United States, missing, or not geocodable. We geocoded workplace location for 91,125 EYs (92% of reported occupation years). The remaining 8% of reported occupation years were in a workplace located in foreign country or aboard a ship or had incomplete information.

Arsenic concentration estimates by water supply type and age of participants. We assigned arsenic concentrations for 46,960 EYs (27%) using measurements of water samples from the homes of the participants. The interquartile ranges (IQRs) for the measured values were 0.2--0.6 µg/L for PWS, 0.1--2.7 µg/L for private bedrock wells, 0.1--0.5 µg/L for private unconsolidated wells, and 0.1--0.2 µg/L for other private supplies ([Table 1](#t1){ref-type="table"}). Assigned concentrations for 85,952 EYs (50%) were from statistical models of utility measurement data, either from the utility linked to the residence location (48,271 EYs, 28%) or from the utilities in the state with the same water supply source (ground or surface) as the residence (37,680 EYs, 22%). The overall IQR of concentrations predicted by PWS utility models was 0.2--0.8 µg/L. Assigned concentrations for 32,225 EYs (17%) were derived from regression models of arsenic concentration in private wells in New England (IQR 0.5--8.8 µg/L). Assigned arsenic levels were higher in bedrock aquifer private wells in New England than in other water source types.

[Table 2](#t2){ref-type="table"} shows the percentage of EYs by residential arsenic concentration and by attained age. We assigned arsenic concentrations for ≥ 90% of EYs when participants were ≤ 30 years of age, and for ≥ 97% of EYs when they were \> 30 years of age. The percentage of EYs with arsenic concentrations of 5 to \< 10 µg/L were similar (3--4%) for all age categories. The proportion of EYs with arsenic estimates of ≥ 7 µg/L increased from ≤ 4% for EYs at \< 30 years of age to 7% at 41--80 years of age. The change in the exposure distribution with age corresponded to an increased use of private wells after 1960 and an increased use of bedrock rather than unconsolidated aquifers for private wells in New England. Private wells contributed about 35% of EYs in 1930--1939, declining to 25% in 1950--1959, and increasing to 28% in the 1960s. Private wells accounted for 48% of EYs during the years of our field study (2001--2004).

For the 85,195 workplace EYs for which we assigned an arsenic level, estimates of median workplace concentration were 0.5 µg/L (IQR, 0.3--1.2; 72,003 EYs) for PWS and 2.4 µg/L (IQR, 0.9--9.6; 9,321 EYs) for private wells. For the 82,484 EYs with an assigned arsenic concentration for both residence and workplace, the supply type (PWS vs. private well) was the same for 53,615 (65%). For 22,987 EYs (28%), the PWS utility was the same for both residence and workplace. For 18,095 EYs (22%), participants had a private well at home and a public supply at the workplace. We compared home and workplace arsenic among the 2,479 respondents with estimates of home and workplace arsenic levels over the same years; the median concentration was 0.8 µg/L for the home supply (IQR, 0.4--1.9) and 0.7 µg/L for the workplace (IQR, 0.4--1.6). When we compared estimated arsenic levels in the water supply of these participants (residential levels only vs. a weighted residential--workplace level), the Kendall rank order correlation coefficient was 0.8 (*p* \< 0.0001).

*Assessment of estimation methods.* Direct measurement of water samples. The CV was 18.0% in the comparison of arsenic concentration in primary versus replicate water samples collected at 253 participant residences (\~ 10%) at the time of the home interview.

Public water supplies within the four-state region (MA, ME, NH, and VT). We included current home measurements in PWS models for 124 utilities, accounting for 16% of total EYs. For the 98 utilities with three or more measurements, 74 (76%) had a predicted concentration within the range of the measured concentrations for the utility. The model for utilities using surface water sources performed best in this regard in 45 of 48 utilities (93%). The 75th percentile of the measured concentrations was \< 2.4 µg/L across these 48 utilities. The model for utilities using unconsolidated materials aquifers as water source performed worst, with 50% of the 24 utilities having a predicted concentration within the range of the measured concentrations. The 75th percentile of the measured concentrations for these utilities was \< 3.3 µg/L. Across all water source types, when a predicted concentration was outside the range of measured concentrations, the predicted concentration was always greater than the highest measured concentration. However, these predictions were all \< 1.2 µg/L. Estimates using statewide models accounted for 14% of total EYs and followed a similar pattern in that the medians of predicted concentrations were usually higher than the respective medians of arsenic measurements reported by utilities within a water source category (data not shown), and in all cases were \< 0.7 µg/L ([Table 2](#t2){ref-type="table"}).

Bedrock wells in the study area. For residential wells using the bedrock aquifer in the study area, overall agreement between exposure classification based on an arsenic concentration cutpoint of 10 µg/L (predicted vs. observed concentrations) was highest (80%) when the predicted concentration by the model was constrained to within the range of concentrations in other bedrock wells within 5 km of the model validation wells ([Table 3](#t3){ref-type="table"}). For classification based on a cutpoint of 2 µg/L, the highest overall agreement (63%) was observed when the predictions were constrained to concentrations in wells within 7 km. For a cutpoint of 5 µg/L, the highest overall agreement (70%) was achieved when the model predictions were constrained to concentrations measured in wells within 5 km of the validation wells. The maximal specificity of our bedrock well model for all classification cutpoints was attained when predicted concentrations were limited to those measured in other bedrock wells within 5 km of the validation wells, and specificity increased as cutpoint concentration increased. Sensitivity, however, was highest when no such constraints were imposed on predicted arsenic concentrations by our model. The Kendall correlation coefficient was 0.28.

Unconsolidated aquifer wells in the study area. For wells using unconsolidated aquifers in New England, the overall agreement between predicted and observed levels was 56, 86, and 96% for our classification cutpoints of ≤ 2, ≤ 5, and ≤ 10 µg/L, respectively. Specificities were 58, 91, and 99% for the same cutpoints. Because no predicted level exceeded 5 µg/L, we could calculate sensitivity only for the ≤ 2 µg/L cutpoint (40%). The percentage of measured concentrations above each cutpoint in our validation data set was 14, 5, and 2% for 2, 5, and 10 µg/L, respectively. The Kendall correlation coefficient was 0.13 when no geographic constraints similar to those for bedrock wells were imposed on the predicted concentration.

Discussion
==========

Our estimates of arsenic concentrations for the study subjects encompassed 95% of cumulative lifetime residential histories, which is higher than many other studies of arsenic and cancer risk ([@r3]; [@r6]; [@r15]; [@r24]). A similar level of estimates was achieved in a study of controls from a bladder cancer study in Michigan ([@r20]). However, in that study, past residences outside the study area were not geocoded and were assigned a low concentration (0.3 µg/L) if PWS or private well data were not available for areas where subjects had lived. In our study, differences in arsenic levels between public and domestic wells were not consistent across the United States. We found substantial variation in arsenic concentrations in both PWS and private well estimates for past homes, indicating the assignment of a single concentration across all water supply source types could result in exposure misclassification. [@r14] reported a similar difference between public and private wells within regions of the United States. These findings should be taken into account in exposure assessment.

We estimated arsenic concentrations in residential water supplies for at least 80% of the individual lifetime histories for 92% of our study population. Three sources of data accounted for 93% of the EYs with arsenic estimates: direct measurement at residences of the subjects (27%), statistical modeling of PWS measurement data (49%), and predictive models of arsenic concentrations in private wells in New England (17%). The high degree of residential mobility in the study population and the temporal increase in private well use of the more arsenic-laden bedrock aquifer later in life resulted in average lifetime concentration ranges narrower than are apparent from the distributions shown in [Table 1](#t1){ref-type="table"}.

A common practice in retrospective studies of drinking water arsenic and bladder cancer is the use of relatively recent measurement data to estimate historic concentrations ([@r3]; [@r6], [@r5]; [@r20]; [@r24]); accuracy of these estimates depends, in part, on the temporal stability of arsenic levels and the accuracy of the measurements. Arsenic levels in New England bedrock wells are relatively stable ([@r1]; [@r11]), and we assumed low temporal variation in concentration in most PWS in the region within water source type. We assigned arsenic estimates to EYs where we measured samples from the current homes of the respondents for as long as the participant was living there with the same water source. If PWS was the supply, then we used only the measured value for years when the PWS was using the same water source type as when we collected the water sample.

We compared model-based estimates of arsenic for 98 of the larger utilities in the three-state study region (ME, NH, and VT) with measured arsenic in homes served by the respective public supplies and found them to be congruent for PWSs with surface water sources. However, there was less congruence for PWSs with groundwater sources, especially if the source was unconsolidated materials aquifers. In these instances, measurement data were used in model development, and we lacked an independent database for a formal validation. The median and mean levels of both modeled and measured arsenic in water from PWS were \< 1.0 µg/L, and the 90th percentiles were \< 2.2 ([Table 1](#t1){ref-type="table"}). Given these assessment results and the low concentration range among PWS in relation to much higher estimates for private wells ([Table 1](#t1){ref-type="table"}), differences in actual and predicted PWS arsenic levels should not have meaningful consequences for exposure assessment.

Our model for past arsenic levels in New England private wells on bedrock aquifers (6% of total EYs) evolved from an approach in which we used logistic regression to predict the probability of arsenic \> 5 µg/L ([@r2]). The overall agreement between measured and predicted levels for the logistic model was approximately 80%, with 37% sensitivity and 93% specificity. When categorizing exposure \> 5 µg/L and ≤ 5 µg/L, overall agreement of our prediction model was 57%, with 78% sensitivity and 52% specificity ([Table 3](#t3){ref-type="table"}). When we compared predicted classifications with those based on measurements in wells within 5, 7, or 10 km, we improved this overall agreement and specificity to as much as 70% and 73%, respectively, but lowered sensitivity ([Table 3](#t3){ref-type="table"}). Our model for unconsolidated strata wells exhibited low specificity (58%) for classification using an analytical cutpoint of 2 µg/L, but relatively high specificity (91%) for classification using a cutpoint of 5 µg/L. Of the 1,027 bedrock wells serving current homes, we measured arsenic concentrations \> 5 µg/L in 178 wells (17%). Of 206 wells in unconsolidated strata, only 11 (5%) were \> 5 µg/L. Such a low prevalence of potential exposure generally suggests use of a model with high specificity to minimize false negatives in epidemiological risk calculations ([@r23]; [@r25]). Considering the specificity of our models, a cutpoint of 5 µg/L could be useful for exposure classification in an epidemiological risk analysis concerning arsenic levels in water supply in our study area.

Our bedrock and unconsolidated models enable the prediction of a unique concentration for each residential and workplace well, allowing flexibility in epidemiologic analyses beyond that provided by a dichotomous metric. Private wells provided the highest potential for exposure to arsenic in drinking water in our study (90th percentile of the measured arsenic concentration for bedrock wells was 11.8 µg/L) in our study. The bedrock aquifer in New England has been used increasingly since 1960 and was the most common source for current study homes using private wells (approximately 80%). Before the advent of mechanized, rotary drilling in the 1950s, homes with private wells drew primarily from unconsolidated strata with lower arsenic concentrations (90th percentile = 2.3 µg/L).

We found a difference in water supply source (public vs. private) between the residence and workplace for about one-third of the EYs for which we could estimate an arsenic concentration. Although the correlation between residential and workplace estimates was high (0.8, *p* \< 0.0001), the absolute differences in workplace arsenic concentration range were considerable. It could be that the large difference in EYs (85% vs. 15% for the 85,195 workplace EYs for which we assigned an arsenic level) between much lower concentration PWS sources (IQR, 0.3--1.2 µg/L) and higher concentration private well sources (IQR, 0.9--9.6 µg/L), respectively, obscured these differences in the statistical analysis. There was also uncertainty in the compared data, because we had direct measurements for some of the residences, but we had none for the workplaces. In addition, the spatial resolutions of the geocoding differed for residences versus workplace, and the overall concentrations are very low across both datasets. These limitations could cause spurious or contradicatory results. Therefore, we suggest further research is warranted to evaluate whether arsenic estimates in residential water supplies are generally adequate for estimating exposure in workplaces, as they appear to be for our study population.

Although great effort was undertaken for this exposure assessment, as with any retrospective assessment, there are inherent limitations that should be acknowledged. For example, we estimated arsenic levels by water source type across a lifetime exposure period for most study participants. Uncertainty of these estimates may be substantial because of imprecision and inadequate spatial resolution of statistical models, limited data from PWS, and other factors, such as the assignment of inaccurate laboratory detection limits for arsenic concentrations used in our models. Our estimation procedures were conducted blindly with regard to disease status, suggesting that exposure misclassification would likely bias estimates of risk toward the null. Another important limitation is the low range in concentrations across the lifetime of most study participants, even though the study was conducted in a region with relatively high levels of arsenic in some groundwater aquifers and where a substantial proportion of the population uses private wells. This can be attributed to the high degree of mobility in the study population, an important consideration in environmental epidemiological study design.

In summary, we have described an extensive approach for estimating arsenic concentrations in the residential and workplace water supplies of 2,611 participants in the New England Bladder Cancer Study. We derived location information for 24,583 reported lifetime residences and 14,587 workplaces. We estimated arsenic concentrations for 95% of the 173,361 EYs of study subjects and for 86% of the 99,128 EYs represented by workplace histories. Capturing this degree of lifetime variation in water supply sources, and thus arsenic concentrations, resulted in lower potential lifetime exposure estimates than perhaps expected considering the high groundwater concentrations and proportion of private well use in the selected study area. The location and water supply source information developed by our study will be valuable in subsequent studies of the association between other drinking water and environmental contaminants, bladder cancer, and possibly other health end points.
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