ABSTRACT During the past two decades, the problem of how to develop efficient segmentation algorithms for dealing with strongly imbalanced data has been drawing much attention of researchers and practitioners in the field of data mining. A typical approach for this difficult problem is represented by a random undersampling approach, where the cardinality of the majority set is reduced to that of the minority set through random sampling, thereby enabling one to utilize standard classifiers such as Logistic Regression, Support Vector Machine (SVM) and Random Forest. When the resulting segmentation algorithm is applied to a set of testing data with the original imbalanced-ness, however, its performance could be rather limited. So as to improve the performance, a bagged under-sampling (BUS) approach has been introduced where a random under-sampling is repeated M times, though the effect of BUS turns out to be still not quite satisfactory. The first purpose of this paper is to enhance the performance of BUS by developing a novel way where BUS is employed in a repetitive manner. While the performance improvement of this approach (R-BUS) over BUS is recognizable, it is still not sufficient enough from a practical point of view, especially when the dimension of underlying binary profile vectors is quite large. The second purpose of this paper is to establish a rank reduction (RR) approach for reducing this large dimension. The combined use of R-BUS with RR provides an excellent performance, as we will see through a real-world application of large magnitude.
I. INTRODUCTION
Rare events may be defined as those events that happen with much less frequency than commonly occurring events. In real-world management problems, such minority events carry much more important and useful knowledge than common events, despite their rareness. Accordingly, from a data mining point of view, it becomes of vital importance to develop learning algorithms for predicting rare events with speed and accuracy. Since widely accepted machine learning algorithms assume balanced data in that the sizes of considered classes are approximately similar, the problem of dealing with rare events has been posing a tremendous difficulty.
One of early challenges to this problem can be traced back to early 1990's, where Anand et al. [1] proposed a novel algorithm for improving convergence rates of neural networks trained via backward-propagation based on deep analysis of imbalanced data. Since then, many methods have been developed. Following Krawczyk [13] , we classify such
The associate editor coordinating the review of this manuscript and approving it for publication was Zhan Bu. methods into three approaches: (A) approach based on data pre-processing, where imbalanced data would be converted into a collection of small sets of balanced data through preprocessing so that standard segmentation algorithms can be applied; (B) approach for modifying or making ensemble of existing segmentation algorithms; and (C) hybrid approach where two approaches in (A) and (B) are combined.
Type (A) approaches can be further classified into two subcategories: (A-1) over-sampling where new objects for minority groups are generated according to underlying distributions, e.g. Chawla et al. [3] ; and (A-2) under-sampling where examples are removed from majority groups, represented by Stefanowski [20] . One of the most prevalent approaches in (B) would be cost-sensitive, as in Zhou and Liu [27] , where different penalties are assigned to different groups of examples in applying existing segmentation algorithms. Another approach in (B) is to apply a oneclass segmentation algorithm that focuses on target groups so as to create a data description, see e.g. Japkowicz et al. [9] . Further modification would be needed to cope with more complex problems, as shown in Krawczyk et al. [12] . Type (C) approaches combine previously mentioned approaches so as to extract their strong points and compensate their weaknesses, as represented by Woźniak et al. [23] . Merging data-level solutions with ensemble of segmentation methods is also popular so as to establish robust and efficient learning mechanism for imbalanced data, see e.g. Krawczyk et al. [11] , Wozniak et al. [24] and Wang et al. [22] .
The scope of applications involving strongly imbalanced data has been also expanded, including the problem of how to deal with software defects by Rodriguz et al. [19] , natural disasters by Maalouf and Trafalis [15] , fraudulent credit card transaction by Panigrahi et al. [18] , telecommunications fraud by Olszewski [17] , attention based neural networks for online advertising by Zhai et al. [26] and cancer gene expression by Yu et al. [25] , to name only a few. As for understanding the scope of the imbalanced learning field, He and Garcia [7] provided a succinct summary of metrics and algorithm-level approaches, while Sun et al. [21] focused on the classification aspect of imbalanced learning. He and Ma [8] edited a book by collecting a variety of papers in the field, covering such important issues as sampling strategies, active learning and streaming data, among others. In García et al. [5] , the topics of data preprocessing were discussed. Further references include Japkowicz and Stephen [10] , Nguwi and Cho [16] , Galar et al. [4] , López et al. [14] , and Branco et al. [2] . The reader is also referred to two excellent survey papers by Haixiang et al. [6] and Krawczyk [13] for further discussions of methodologies and applications associated with strongly imbalanced data.
The purpose of this paper is two-fold. The first purpose is to enhance the performance of a bagged under-sampling approach (BUS) by developing a repetitive BUS denoted by R-BUS. (See, e.g., the references in [4] for BUS.) While the performance improvement of R-BUS over BUS is recognizable, it is still not sufficient enough from a practical point of view, especially when the dimension of underlying binary profile vectors is quite large. The second purpose of this paper is to establish a rank reduction approach (RR) for reducing this large dimension. The combined use of R-BUS with RR provides an excellent performance, as demonstrated through a real-world application.
The structure of this paper is as follows. In Section 2, a succinct summary of the general structure of segmentation algorithms is provided for establishing notation to be employed throughout the paper. Section 3 describes a realworld problem to be studied by applying the new methods proposed in this paper. More specifically, considered are sessions which access the website of a housing equipment company. A problem of interest is to identify a session that would make a conversion based on only information available upon arrival at the website. This problem presents the difficulty associated with strongly imbalanced data. In Section 4, BUS is first introduced and then R-BUS is developed. The two methods are compared by applying them to the real-world problem discussed in Section 3, showing that R-BUS strongly enhances the learning quality of BUS. While R-BUS is an attempt to better deal with strongly imbalanced data, its effectiveness is still not satisfactory from a practical point of view, especially when the dimension of underlying binary profile vectors is quite large, as for the case of the real-world problem of Section 3. In order to overcome this difficulty, Section 5 is devoted to development of a rank reduction approach (RR) for profile vectors expressed as high dimensional binary vectors. In Section 6, the power of the combined use of R-BUS and RR is demonstrated through the real-world problem of Section 3. Finally, some concluding remarks are given in Section 7.
II. GENERAL STRUCTURE OF SEGMENTATION ALGORITHMS
We consider a data set 
, and V and T are defined in a similar manner.
Let ALG: → [0, 1] be an algorithm for estimating the probability that P [x ∈ D 1 ]. Given a threshold z ∈ (0, 1), the associated segmentation algorithm SEG z :D → {0, 1} can then be defined as
The problem of interest is then how to find z * which is optimal in some sense.
where |A| denotes the cardinality of a set A. A foundation for establishing 'optimality' can be provided by the confusion matrix given by (2) where N L:SEG,i and N L:flg,j are the row sum and the column sum respectively, and
and
Here, Acc (D L |SEG z ) provides the overall accuracy of In general, as the segmentation criteria is tightened by
In this paper, we optimize z by maximizing Pre (D V |SEG z ) subject to Rec (D V |SEG z ) ≥ α for a prespecified value α ∈ (0, 1). More specifically, given z∈ (0, 1), a segmentation algorithm SEG z is firstly constructed on D L . This segmentation algorithm is applied to the data set D V so as to determine z * in such a way that
III. DATA DESCRIPTION AND BASIC FEATURES OF PAGE BLOCK ACCESSES BY SESSIONS AT THE WEBSITE
In this section, we describe a set of data to be employed for the study. The data set is provided by a housing equipment company, which has a website consisting of 33 blocks of pages, such as Top Page, Customer Service, Products, Reform and Showroom, among others. There are 90,121 pages spread over the 33 blocks. An access initiates a session, which begins with arrival at a landing page and is considered to end when it remains inactive for 30 minutes. The website has about 25,000 sessions per day. A session is said to make a conversion if it accesses the designated page in Customer Service, indicating that the session caller is likely to take a positive action soon for the businesses of the company. Accordingly, it is important to understand the characteristic of sessions making a conversion.
The data set provided by the company consists of 3,060,512 sessions over the period May through August 2018. An access to the website initiating a session may be made through key reference words provided by a search engine such as Google, Yahoo and the like. There are 3, 304 types of key reference words found in the data set, where one type is designated to indicate that the corresponding access is made without key reference words.
The conversion rate for this data set is extremely low at 0.3%. Equivalently, sessions without conversion and those with conversion are 3,050,817 and 9,695, respectively, constituting a set of strongly imbalanced data. Given a session x, let v (x) be the associated profile vector, where v (x) consists of the following binary vectors available upon access at the website. The domain of n dimensional binary vectors is denoted by B n .
1) the day of a week on which the access is made: B 7 2) the hour of the day when the access is made: B 24 3) the type of device (PC, smart phone or tablet) from which the access is made: B 3 4) the block of the landing page on which the access is made:B 33
5) the title of the landing page: B 90121 6) the type of key reference words employed for the access:B 3304 By constructing D = D L ∪ D V ∪ D T from the above data set and using v (x), the performance of any probability estimation function ALG and the resulting segmentation algorithm SEG z * from (1) and (4) can be tested. For demonstrating the stability of such performances, a scheme based on a rolling horizon approach is adapted as shown in Fig.1 . Here, each month is decomposed into three periods of almost equal length. Five consecutive periods constitute D L , followed by one adjacent period for D V and the period next to it for D T . Such a set of periods would be repeated six times, thereby enabling one to test the stability of the underlying segmentation algorithms.
In what follows, we challenge the difficult problem of estimating the probability that a session would make a conversion upon access at the website based on the scheme in Fig.1 , so as to test the effectiveness of a new approach to be developed for dealing with strongly imbalanced data. It is known, however, that the performance of SEG z * over D T based on the random under-sampling approach above may not be necessarily satisfactory, since the sampling might miss important data in D 1 and/or there is a possibility to over-fitting to sampling data. The bagged random undersampling approach (BUS) has been proposed to solving 
IV. DEVELOPMENT OF REPETITIVE BAGGED RANDOM UNDER-SAMPLING APPROACH FOR STRONGLY
The segmentation algorithm can then be established in a unified manner based on ALG AVE in (5) and (4), yielding SEG AVE:z * .
In Tables 1(a) through 1(d), the results of the segmentation algorithms associated with ALGs being Logit Regression, SVM (Support Vector Machine), Random Forest and Ensemble Model thereof are exhibited, when they are applied to the data set described in Section 3. We employ α = 0.6 in (4) throughout our calculations, because it is appropriate for our data experimentally. Here, the results for Ensemble Model are obtained via the linear regression using the results of Logit Regression, SVM and Random Forest as independent variables. Tables 2(a) methods of Logit Regression, SVM and Random Forest, Random Forest seems to be superior to the other two. In general, Ensemble Model proves to perform best over the three other methods.
Although BUS provided a recognizable improvement, there seems to exist some room for further improvement, especially for Precision. In this paper, we propose a repetitive bagged random under-sampling approach, denoted by R-BUS hereafter. In R-BUS, one would start with BUS, and the resulting segmentation function is employed to reduce 
R-Bus Algorithm
as the final segmentation algorithm, where CUM stands for the cumulative effect 
L:0 ; n ← n + 1, and go to [1] .
Corresponding to Tables 2(a) the constraint in (4), the overall results for Recall are more or less comparable. However, R-BUS achieved around 50% improvement over BUS in the results of Precision and F-value in every comparison of (a) through (d). Among the four different methods involving R-BUS, Ensemble Model uniformly dominates the other three with improvement ranging from 1% to 18%. Despite such improvements by R-BUS, the performances for Precision and F-value are still rather limited, with the values in the range between 0.109 and 0.221 for Precision and that between 0.184 and 0.320 for F-value, as shown in TABLE 3(d). In the next section, we propose an additional device for better managing strongly imbalanced data. This additional device involves a new rank reduction technique for high dimensional binary vectors and improves the overall performance substantially when it is combined with R-BUS, as we will see.
V. RANK REDUCTION APPROACH FOR PROFILE VECTORS EXPRESSED AS HIGH DIMENSIONAL BINARY VECTORS
In many cases, the segmentation algorithm is constructed based on a profile vector v (x) associated with x ∈ D L , which may be defined over K different categories. When the domain of the k-th category is given by a set of W (k) finite values for k = 1, . . . , K , the segment of v (x) corresponding to the k-th category can be represented by a binary vector of length W (k). More specifically, for k = 1, . . . , K , we define
so that the whole profile vector can be written as
The dimension of v (x) is given by K k=1 W (k), which may be quite large for many applications and the computational burden for developing SEG:D → {0, 1} based on v (x), x ∈ D could be substantial. The purpose of this section is to establish a rank reduction approach for reducing the dimension of v (x) for achieving the computational efficiency but still without losing much information so that the accuracy of SEG can be assured. Let B(k) be a set of binary vectors of length W (k) given by
where
Let We assume that b j (k) in (8) are ordered in such a way that
Let β (Y) be the power set of a set Y excluding the empty set, that is, the set of all the subsets of Y excluding the empty set, and define X (K ) = {a = (a 1 , . . . ,a K ) : a j ∈ {1, . . . ,W (k)} , j = 1, . . . ,K }. We note that the cardinality of X (K ) is given by
For notational convenience, we write β ({1, . . . ,K } ) = {A 1 , A 2 , . . . ,A 2 K −1 }. We are now in a position to establish a way of reducing the cardinality of v (x). For any A m ∈ B ({1, .., K }) and a ∈ X (K ), we definẽ
The dimension of v (x) is given by K k=1 W (k), which can now be reduced to that ofṼ a , i.e. 2 K − 1. This reduction could be substantial when individual W (k)'s is quite large while K is relatively small. For the data set VOLUME 7, 2019 FIGURE 2. Comparing results of precision and recall of approaches we discussed.
described in Section 3, for example, one has 6 k=1 W (k) = 7 + 24 + 3 + 33 + 90,121 + 3,304 = 93,492, which is reduced to 2 6 − 1= 63. This reduction process is illustrated in Tables 4 and 5 with K = 3, whereṼ (x) means the correspondingṼ a for a constructed from x.
VI. APPLICATION OF THE NEW ALGORITHM FOR IDENTIFYING CONVERSION SESSIONS BASED ON ONLY INFORMATION AVAILABLE UPON ARRIVAL AT THE WEBSITE FOR A HOUSING EQUIPMENT COMPANY
In Tables 6(a) though 6(d), exhibited are the results of the four segmentation algorithms associated with Logit Regression, SVM, Random Forest and Ensemble Model, combined with RR (Rank Reduction) but without R-BUS, when they are applied to the data set described in Section 3. By comparing them against the corresponding counterparts in Tables 3(a) though 3(d), one observes that R-BUS in general outperforms RR for both Precision and Recall. Since RR is designed to reduce the dimension of binary profile vectors with intention of retaining characteristic information associated with the flags 0 and 1, RR alone cannot overcome the difficulty arising from imbalanced data. R-BUS is developed to deal with imbalanced data, and accordingly it could perform relatively better than RR. However, when the dimension of binary profile vectors is extremely large, the effect of R-BUS for handling imbalanced data could be still limited, as demonstrated in Tables 3(a) though 
When RR is employed together with R-BUS, one may expect that the two methods could exploit their strengths and compensate their weaknesses. This observation turns out to be true, as can be seen in Tables 7(a) though Finally, we compare our whole approaches we discussed in Fig. 2 , where we can see method with R-BUS and RR is improved drastically for precision, although values of recall do not so change.
VII. CONCLUSION
In this paper, a repetitive bagged under-sampling approach, denoted by R-BUS, is first developed for enhancing the learning capability through strongly imbalanced data. While the performance improvement of R-BUS over the existing bagged under-sampling approach is recognizable, it is still not sufficient enough from a practical point of view, especially when the dimension of underlying binary profile vectors is quite large. In order to overcome this difficulty, a rank reduction approach (RR) is also developed for profile vectors expressed as high dimensional binary vectors. The thrust of this paper can be found in the combined use of R-BUS and RR, demonstrating its power by applying them to a real-world problem.
More specifically, a housing equipment company is considered, which has a website consisting of 33 blocks of pages, such as Top Page, Customer Service, Products, Reform and Showroom, among others. There are 90,121 pages spread over the 33 blocks. An access initiates a session, which begins with arrival at the landing page and is considered to end when it remains inactive for 30 minutes. The website has about 25,000 sessions per day. A session is said to make a conversion if it accesses the designated page in Customer Service, indicating that the session caller is likely to take a positive action soon for the businesses of the company. Accordingly, it is important to identify sessions making a conversion upon their arrival at the website. Since a typical conversion rate is 0.3%, this problem involves the difficulty associated with strongly imbalanced data. The novel approach proposed in this paper revealed its power, achieving Recall around 0.6, and Precision and F-value over 0.6 despite the extraordinary rareness at 0.3%.
As for the future challenge, the combined use of R-BUS and RR may be tested involving segmentation algorithms other than Logistic Regression, SVM and Random Forest employed in this paper. When characteristic vectors are defined over different categories, they may be converted into binary profile vectors. Then the combined use of R-BUS and RR may be employed together with LSTM (Long Short Term Memory) for dealing with extreme rareness involving sequential data. Similar approach may be devised for identifying rare events associated with image analysis. Such studies are in progress and will be reported in due course.
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