Abstract-This paper develops a distributed design method for distributed control systems using hierarchical state-space expansion. This expansion generates a redundant state-space realization of systems that enables to regard the system state as the superposition of cascade system states. It is shown from the fact that the stabilization problem of cascade systems can be divided into the stabilization of certain so called upstream and downstream subsystems. This paper clarifies that a downstream subsystem controller can be regarded as a preexistent controller that has implemented to ensure the system stability, whereas a upstream subsystem controller can be regarded as a retrofit controller given as an additional controller with a dynamical compensator. To demonstrate the significance of the proposed distributed design, we give two application examples: one on distributed control of a power system and one on distributed control of a vehicle platoon. The examples demonstrate that appropriate determination of parameter matrices in the hierarchical statespace expansion has some practical relevance for distributed design. Numerical simulations on these examples are shown to support the effectiveness of the theoretical developments.
I. INTRODUCTION

W
ITH recent developments in communication and computation technology, control system architecture becomes larger and more complex. For example, it is required to maintain supply-demand balance involving a growing number of consumers and power plants in power systems control [1] . Typically, such large-scale systems are spatially distributed and can be are modeled as interconnected systems. It is crucial to develop a framework for designing distributed and decentralized control systems compatible with the spatial distribution of interconnected systems [2] , [3] . This type of distributed control systems is advantageous when compared to conventional centralized control systems due to implementation and operation costs.
Generally, the design of distributed control systems is hard. In fact, extant studies have shown that several problems of structured control system design are computationally intractable [4] , [5] . An approach to relax computational complexity has been proposed in [6] , which derives a sufficient condition for stability in a form of linear matrix inequalities. This method can produce a distributed output feedback controller with the same interconnection structure as that of the system to be controlled. Furthermore, identifying a class of tractable problems, [7] has led to the characterization of convex problems in a formulation of decentralized control, called quadratic invariance. Although these papers provide systematic algorithms for structured control system design, their applicability is limited because they cannot necessarily be applied to general interconnected systems.
In addition to the concern regarding the limitation of applicability, the existing structured controller design methods do not fully comply with requirements for practical applications. This is because their design algorithms are generally formed in a centralized fashion. In order to resolve this issue, a concept of distributed design has been introduced in [8] . This discusses performance limitation of controllers designed in a distributed manner. Furthermore, a distributed design method of decentralized controllers in terms of the L 1 -induced norm has been developed for positive linear systems [9] . However, generalization of these results to a broader class of systems is not simple because they focus only on a particular class of systems. As discussed in this paper, it is crucial to devise a distributed design method of structured controllers to realize more practical control systems that comply with a realistic requirement for practical applications.
To overcome such a challenge, this paper introduces a type of state-space expansion referred to as hierarchical state-space expansion. The hierarchical state-space expansion generates a redundant state-space realization with a cascade structure, called a hierarchical realization. It is found that the cascade structure provides an insight into systematically performing the distributed design of distributed controllers. This is based on the fact that stabilizing controllers for cascade systems can be designed by focusing on their upstream and downstream subsystems individually. To demonstrate the significance of the hierarchical state-space expansion, we provide two specific applications, in which different kinds of distributed control problems are considered for linear and nonlinear interconnected systems; see Sections IV and V for their specific formulations. In the first application, it will be found that resultant distributed control systems possess practical retrofittability in the sense that individual retrofit controllers for subsystems can be implemented independently of others while maintaining the system stability. Furthermore, in the second application, we consider designing a low-dimensional retrofit controller that involves a compensator cancelling out the effects of nonlinearity and unmodeled dynamics that are not taken into account in controller design. It should be noted that not only unknown systems connected with the system of interest but also a model discrepancy caused by model reduction [10] can be represented as a form of unmodeled dynamics.
Several references related to state-space expansion are discussed to highlight the theoretical contribution of this paper. A distributed controller design method has been developed in [11] , [12] , on the basis of the inclusion principle, which is a framework to compare systems with different dimensions. Although some applications to distributed vehicle control are shown in [13] , [14] , this method does not necessarily produce a stabilizing controller for general systems. This limitation is attributed to the fact that it is necessary to design a decentralized controller for the expanded system that complies with an algebraic constraint for actual implementation. The constraint is necessary for the exact contraction of an expanded state space to the original. Moreover, the controller design is performed in a centralized fashion. This is in contrast to the hierarchical state-space expansion that enables the distributed design of distributed control systems by focusing on a particular realization with a cascade structure. Furthermore, we can find a similarity to distributed optimization based on the dual decomposition [15] , [16] , which introduces a redundant variable, called the Lagrange multiplier, to relax a coupled optimization problem to disjoint subproblems.
The preliminary versions of this paper can be found as [17] , [18] . This paper unifies the results of hierarchical distributed control in [17] and nonlinear retrofit control in [18] on the basis of novel parameterization of the hierarchical state-space expansion. This in turn allows demonstrating the potential of increased application in the case of distributed control system design. This paper also provides detailed proofs of the theoretical results, as well as extensive numerical demonstrations to show the significance of the theoretical developments. Furthermore, we have developed in [19] a transient response stabilization method via a special case of the hierarchical statespace expansion for discrete-time linear systems. This can be regarded as another direction in which the distributed control system design method developed in this paper can be applied.
The remainder of this paper is structured as follows. In Section II, we first introduce two motivating examples for distributed design of distributed control systems, which deal with power systems control and vehicle platoon control. Next, in Section III, we provide a theoretically abstracted result on distributed control system design based on the hierarchical state-space expansion. Then, each of Sections IV and V gives a solution to the corresponding motivational problem in Section II as a specific application of the abstraction in Section III. Numerical demonstrations are provided in Section VI as revisiting the motivating examples in Section II. Finally, concluding remarks are provided in Section VII.
Notation:
We denote the identity matrix by I, the image of a matrix M by im M , the kernel by ker M , the pseudoinverse of a full-column rank matrix P by P † , which is not necessarily the Moore-Penrose pseudoinverse, the L 2 -norm of a square- Fig. 1 . Retrofit control for power systems. A white node denotes each generator and a gray node denotes each load. A preexistent decentralized controller, denoted by a self-loop at a white node, is supposed to be implemented to each generator. integrable function f (·) by
With N = {1, . . . , N }, we denote the block-diagonal matrix having matrices M i for i ∈ N on its diagonal blocks by
where we omit the subscript of i ∈ N if there is no chance of confusion. A map F (·) is said to be a dynamical map if the triplet (x, u, y) with y = F (u) solves a system of differential equationsẋ
with some functions f (·) and g(·), and an initial value x(0). Given a slight abuse of terminology, a dynamical system in (1) is said to be stable if it is globally input-to-state stable [20] . Furthermore, an autonomous system is said to be stable if it is globally asymptotically stable.
II. MOTIVATING EXAMPLES
In this section, we first introduce two motivating examples for the distributed design problems of distributed control systems, which deal with power systems control and vehicle platoon control. Theoretical solutions to these motivational problems will be given in Sections IV and V. Furthermore, the examples will be revisited in Section VI as numerical demonstrations.
A. Retrofit Control for Power Systems
Let us consider a power network composed of generators and loads, depicted as in Fig. 1 . The entire network is supposed to be decomposed into a set of areas involving several generators and loads. According to [21] , [22] , the dynamics of each generator is described as that of a rotary appliancė
with a second order governor
where θ i and ω i denote the phase angle and the frequency, f i and e i denote the mechanical torque from the governor and the electric torque from other appliances, p i denotes the valve position, and u i denotes the control input signal to the governor. With respect to the other positive constants, m i denotes the inertia constant, d i denotes the damping constant, τ i and τ ′ i denote the turbine and governor time constants, and κ i denotes the droop constant. Furthermore, in a manner similar to the generator dynamics, we describe each load dynamics as a rotary appliance in (2) without the term of the mechanical torque f i . The interconnection between the generators and loads can be represented as
where N i denotes the index set associated with the neighborhood of the ith appliance and y i,j denotes the admittance between the ith and jth appliances. In the following, we suppose that each variable of generators and loads is defined as the deviation from desirable equilibria. For this power network model, we consider constructing a type of distributed control systems with a set of preexistent controllers, each of which is implemented to a generator, and a set of retrofit controllers, each of which is implemented on an area; see Fig. 1 . We first consider a set of preexistent controllers that guarantees at least the stability of the entire power system. For example, based on the existing power systems control, we can consider simple decentralized feedback control for each generator such as
where G denotes the index set of generators and K i (·) denotes the dynamical map of the controller. It should be noted that the preexistent controller given as in (5) cannot generally perform accurate control because the amount of available information is limited. To improve control performance with respect to each area, we consider implementing retrofit controllers with action based on detailed information of individual areas. We suppose that each retrofit controller can obtain the phase angles and frequencies of all generators in the corresponding area as well as the interconnection signals from neighboring areas. In particular, the αth area retrofit controller can use the phase angles {θ j } j∈Gα and the frequencies {ω j } j∈Gα as well as the set of interconnection signals {θ j } j∈Nα , where G α denotes the index set of generators in the αth area and N α denotes the index set of generators connected with at least one generator in the αth area. With this notation, the resultant input signal to the ith governor in the αth area can be represented as
where each input signal is constructed as
Note that u i in (6) is given as the sum of the input signals from the preexistent controller in (5) and a retrofit controller whose dynamical map is denoted byK i (·).
It would be desirable that we can systematically design each of retrofit controllers using only the system model of the corresponding area, and not those of other areas. This distributed design of retrofit controllers is reasonable from the viewpoint of practical retrofittability such that each local retrofit controller can be implemented independently of others while maintaining the stability of the entire power system. A solution to this problem will be given in Section IV. 
B. Collision Avoidance Control for Vehicle Platoons
Let us consider a platoon of N vehicles depicted as in Fig. 2 , where the index is assigned from the headmost vehicle in descending order. Supposing that the velocity of each vehicle is managed by a driver, we give the model of the ith vehicle dynamics [23] aṡ
where p i and v i denote the position and velocity, a(·) and b(·) denote some nonlinear functions, κ denotes a positive constant representing sensitivity to the forward and backward vehicles, and u i denotes an input signal. For a desired intervehicle distance denoted by ∆, p N +1 and p 0 are supposed to be fixed as p N + ∆ and p 1 − ∆, respectively.
To represent a reasonable driver operation property for avoiding collision with the forward and backward vehicles, the nonlinear functions a(·) and b(·) are given such that a(·) is monotonically increasing and bounded, and b(·) is monotonically decreasing, bounded, and b(∞) = 1. The monotonicity of a(·) and b(·) represents the behavior to avoid collision with the forward and backward vehicles. Note that b(·) can be regarded as a scaling factor for the acceleration of vehicles because its range of values is greater than or equal to 1. As shown in [23] , the equilibrium trajectory of (7) without u i is given as
where v := a(∆)b(∆), and it is stable as long as κ is larger than a certain threshold. Hereafter, we assume the stability of this equilibrium trajectory. On the premise of this vehicle platoon model, we suppose that a control mechanism working inside the vehicles is implemented to prevent a collision accident caused due to sudden braking by drivers. In particular, we suppose that a control mechanism is implemented into the head vehicle of a vehicle group of interest, and the head vehicle can measure the positions and velocities of the vehicle group as well as the positions of neighboring vehicles though a vehicle-to-vehicle communication. More specifically, given that V denotes the set of vehicle indices corresponding to the group of interest, and that V ′ denotes that corresponding to the group with the two neighbors. For example, they are given as
where i and i denote some indices. In this notation, the control mechanism provides the input signal u i to the ith vehicle while measuring the states of {p i } i∈V ′ and {v i } i∈V ; see Fig. 2 for a schematic depiction. Note that this collision avoidance control can be regarded as a type of distributed control because the information on neighboring vehicles is only utilized. A simple way to design a control mechanism involves making an output feedback controller by linearizing (7) around the equilibrium trajectory in (8) . However, this controller design procedure is not necessarily reasonable because the favorable nonlinearity of a(·) and b(·), which works to avoid collision accidents owing to a driver operation property, cannot be taken into account. This implies that the control action based on the linearization may sacrifice inherent system robustness for collision avoidance. From this viewpoint, it is desirable for the control action to only focus on the suppression of negative effect due to sudden braking of the controllable vehicle while the favorable nonlinearity of driver consideration is retained. A solution to this type of controller design problems will be given in Section V.
III. RETROFIT CONTROLLER DESIGN VIA HIERARCHICAL
STATE-SPACE EXPANSION In this section, we provide fundamental results on retrofit controller design via hierarchical state-space expansion in a general formulation. In particular, it is shown that an additional controller can possess practical retrofittability provided that it is implemented with a compensator cancelling out the effect of dynamics that is neglected in the design of the additional controller. We will show in Sections IV and V that each motivational problem in Section II can be solved as a specific application of theoretically abstracted results given here.
Consider a dynamical system given bẏ
where x denotes the state, u denotes the external input signal, and H(·) denotes a dynamical map. Note that H(·) can be considered as a set of subsystems or dynamical controllers that are connected with the system of interest; see Section V-B for details. We first introduce the following state-space expansion having good compatibility with distributed design of distributed control systems. Lemma 3.1: Given a dynamical system in (9), consider the cascade interconnection of systems ξ =Âξ +Bŵ
where P denotes a full-column rank matrix andÂ andB denote matrices with dimensions compatible with the rank of P . Assume that PB = B
and x(0) = ξ(0) + Pξ(0). Then, it follows that
for all input signals u, w, andŵ such that
Proof: On the premise of (11), the sum of the differential equations in (10) yieldṡ
which readily proves the claim.
Lemma 3.1 shows that the state of (9) can be seen as the superposition of ξ andξ in (10), whose dimension is larger than that of (9), as long as the input signals satisfy the relation in (13) . In this paper, we refer to this state-space expansion of (9) as hierarchical state-space expansion and the realization in (10) as the hierarchical realization. Note that the hierarchical realization has a cascade structure in which a linear dynamics, described by the pair (Â,B), is placed in the upstream part, whose dimension is less than or equal to that of the downstream nonlinear dynamics. The main objective of this paper is to show that several distributed controller design problems can be systematically solved by virtue of this cascade structure.
The superposition relation in (12) indicates that the dynamical system in (9) is stabilized by the input signal u in (13) as long as each of the upstream and downstream parts of the hierarchical realization in (10) can be stabilized by each ofŵ and w. On the basis of this fact, let us consider implementing some output feedback controllers of
where C andĈ denote matrices, and K(·) andK(·) denote the dynamical maps of controllers. Then, the closed-loop system is given by
Owing to the cascade structure, we see that it is stable if and only if each of the disjoint systems given bẏ
is stable. However, it should be noted that the output feedback controller in the right of (14) is not implemented in a straightforward manner because the hypothetical outputĈξ is not directly measurable from the real system in (9) . To derive an implementable realization, we consider the coordinate transformation of
whose inverse is given by
If we assume, in addition to (11) , that
then we obtain the closed-loop system as
for which the controllers in (14) can be rewritten as
From the derivation above, we can see that the closed-loop system in the real coordinate is stable if and only if both of (15) are stable. This fact is formally summarized as follows.
Lemma 3.2:
With the above notation, assume that (11) and (17) hold. Furthermore, let Γ andΓ be such that
and consider the cascade interconnection of systems Σ :
Define feedback controllers by
Then, the closed-loop system under the feedback control of
is stable for any combination of feedback controllers K and K if and only if each of the disjoint systems in (15) is stable.
In Lemma 3.2, the feedback controller K can be regarded as a preexistent controller that stabilizes the entire system Σ in (19) , whereasK can be regarded as an additional controller that stabilizes a linear dynamics described by (Â,B). This is confirmed by the fact that they stabilize the disjoint systems in (15) . The relation between the hierarchical and implementable realizations in (10) and (19) with the preexistent and additional controllers is shown in Fig. 3 , where the dynamics ofξ and ξ in (10) are denoted byΞ and Ξ, respectively. From this figure, we see thatΣ in (19) can be regarded as a type of observers that provides a compensation signal to the additional controller K. Note that the compensatorΣ plays the role to subtract the effect of unmodeled dynamics that is neglected in the design ofK.
In the rest of this paper, we refer to the combination of the additional controllerK and the compensatorΣ as a retrofit controller. The retrofit controller, which aims at stabilizing the linear dynamics ofξ in (10), can be designed independently of the preexistent controller K, because of the cascade structure of the hierarchical realization shown in the left of Fig. 3 . Furthermore, it would be expected that the implementation of the retrofit controller contributes to improving a degree of stability of the entire system. This is, in principle, supported by the superposition relation in (12) . It should be noted that the implementation of the compensatorΣ requires measuring the signals of γ and H(x). The availability of these signals is crucial to make an additional controller practically retrofittable. With respect to this, it will be shown in Sections IV and V that a practically reasonable design of distributed control systems can be performed by appropriately using the freedom to determine the projector P and the pair (Â,B). Their determination poses a major technical difficulty remaining to address in the following sections.
IV. COMPENSATOR DESIGN FOR DECENTRALIZED CONTROLLER RETROFIT
In this section, with respect to linear interconnected systems, we develop a design method of distributed control systems composed of a preexistent controller and a set of retrofit controllers. It is found that each retrofit controller, implemented into a subsystem, can be designed without the information on the preexistent controller and other retrofit controllers as well as other subsystem models. Furthermore, each retrofit controller can be implemented based only on spatially local measurements. The result here gives a formal solution to the first motivational problem in Section II-A.
A. Problem Formulation
Consider an interconnected system each of whose subsystem is described by
where x i denotes the state, u i denotes the external input signal, y i denotes the measurement output signal, γ i denotes the interconnection output signal, α i,j denotes a scalar weight coefficient, and N i denotes the index set associated with the neighborhood of the ith subsystem. Then, the entire dynamics can be represented by Σ :
where the variables without the subscript i denote their stacked versions and
and A whose (i, j)-block is given by
For this system, let us suppose that a preexistent stabilizing controller with a dynamical map denoted by K(·) has been designed and implemented such thaṫ
is stable. Note that K(·) can be given as any dynamical map of stabilizing controllers, irrespective of their centralized or decentralized structures. In particular, the form of
implies that the preexistent controller uses a part of input and output ports associated with BV and W C, respectively.
In addition to the preexistent controller, we suppose that a set of additional decentralized controllers is designed such that each of them stabilizes the corresponding disjoint subsystem, namely
In particular, we suppose that an additional dynamical map K i (·) is designed such thaṫ
is stable. In the following, we denote the index set of subsystems to which the additional decentralized controllers are implemented by L. Unless otherwise stated, we denote the ith component of a stacked symbol by that with the subscript of i, whereas the stacked version of a symbol is denoted by that without the subscript of i, e.g., x i and x.
On the premise of the definition above, we consider the input signal in the form of
for which w andŵ are to be constructed by cooperative use of
To realize a practical control system, it is desirable that the local subsystem control is individually managed by each ofK i (·), while the entire system stability is to be ensured by K(·). The simplest way to use both K(·) and K i (·) for i ∈ L would be implementing them as
whereŵ i is assumed to be zero for i ∈ L. However, this simple implementation does not necessarily guarantee the stability of the feedback system; thereby possibly inducing the instability of the entire feedback system. To prevent the induction of instability, let us consider giving a compensation signal to each additional decentralized controller. This is performed in a manner such that u in (28) is constructed by
in conjunction with the combination of
whereŵ i is assumed to be zero for i ∈ L, and F i (·) denotes the dynamical map of a compensatorΣ i . Note that each compensator measures the interconnection output signals from the neighborhood subsystems and the input signal from the preexistent controller, i.e., {γ j } j∈Ni and w i . Thus, the combination ofK i andΣ i in (30) can be regarded as a distributed controller using the output signals of neighborhood subsystems. In this formulation, we address the following compensator design problem.
Problem 4.1:
Consider an interconnected system Σ in (23), each of whose subsystem is given by Σ i in (22) . Let a feedback controller K in (29) be given such that (26) is stable, and let K i in (30) be given such that (27) is stable for every i ∈ L. Then, design a set of compensatorsΣ i for i ∈ L in the form of (30) satisfying the following specifications. -The entire closed-loop system is stable under the feedback control of (28). -The design scheme of each compensatorΣ i is reliant only on the corresponding subsystem model of Σ i , and not on the controller models of K andK i .
These specifications are satisfied when the stability of the entire feedback system is guaranteed for any combination of K andK i for i ∈ L such that (26) and (27) are stable. This type of distributed control systems, referred to as a hierarchical distributed control system, is reasonable in the sense that each retrofit controller, which corresponds to the combination ofK i andΣ i in (30), can be designed and implemented independently of the other controllers. The entire signal-flow diagram is depicted as in Fig. 4 .
B. Solution
On the basis of hierarchical state-space expansion, we give a solution to Problem 4.1. The key to solving the problem involves selecting the parameters in Lemma 3.2 aŝ A = diag(A i ), P = I, which lead toΓ in (18) whose (i, j)-block is given bŷ
Then, we have the following result. Theorem 4.1: With the notation in Section IV, consider the set of compensators each of whose dynamics is given bŷ
for i ∈ L. Then, the closed-loop system under the feedback control of (28) is stable for any choice of an index set L and any combination of feedback controllers K andK i such that (26) and (27) are stable.
Proof: See the proof of Theorem 4.2, which includes Theorem 4.1 as a special case.
In Theorem 4.1, the dynamics ofΣ i can be regarded as an observer for the interconnection output signals {γ j } j∈Ni , to which the input signal w i from the preexistent controller K is injected. The compensatorΣ i plays the role cancelling out the effect of interferences with neighborhood subsystems and the preexistent controller on the local output signal y i used in the additional controllerK i . Note that we do not need any controller models of K andK i to construct each ofΣ i .
By virtue of the cascade structure in (10) with (14), not only the stability analysis as in Theorem 4.1 but also a control performance analysis can easily be done. For simplicity of explanation, let us consider the initial value response in the case where K andK i are linear and static, and local controllers are implemented to all subsystems. Suppose that a set of static gains F and F i are given such that
are stable, respectively. Then, from the superposition relation in (12) in conjunction with the cascade structure in (10), whose relationship is depicted as in Fig. 3 , we see that
where δ i denotes the ith element of δ, and
withΓ in (31). Because the value of µ in terms of the H ∞ -norm is independent of F i , if each of local controllers is tuned such that δ i is made smaller, then the entire convergence rate can also be made smaller in the sense of the bound in (33). In a similar manner, the cases of dynamical controllers and other types of control performance can be discussed.
C. Multilayered Hierarchical Distributed Control
In the following, given the fact that the hierarchical statespace expansion can admit the superposition of more than two dynamics, we consider generalizing the result in Theorem 4.1 to a multilayered case. Let C l denote a consecutive index set, called the lth cluster, such that
where N and L denote the index sets associated with subsystems and clusters, respectively. For this set of clusters, let A [l] denote the principle submatrix of A compatible with C l and
Furthermore, we define
where B l denotes the index set associated with the subsystems at the boundary of C l , defined as
Then, the dynamics of clustered subsystems is expressed as
where N [l] denotes the index set of clusters associated with the neighborhood of the lth cluster, and α [l,k] is defined as a matrix each of whose block is given by α i,j I for i ∈ C l and j ∈ C k .
For a set of disjoint clustered subsystems, we consider retrofitting a set of intermediate cluster controllers each of whose dynamical mapǨ [l] (·) is given such thaṫ
is stable. In the following, the index set of cluster subsystems to which the cluster retrofit controllers are implemented is denoted by L ′ , which is a subset of L. Furthermore, we define
which is a subset of N. Unless otherwise stated, we denote the stacked version of a cluster symbol by that without the subscript of [l], whereas we denote the lth cluster component of a symbol by attaching the subscript. On the premise of the above definition, we consider the enhanced version of (28) as
In this notation, w is constructed by the preexistent controller K as in (29), andw is constructed by a cluster retrofit controller given as the combination of
Note that each cluster compensatorΣ [l] in (36) measures the interconnection signal from the neighborhood clusters and the input signal from the preexistent controller, i.e., {γ [k] } k∈N [l] and w [l] . Furthermore,ŵ in (35) is given by replacing w i in (30) with w i +w i , which implies that each subsystem compensatorΣ i in (30) measures the interconnection signal from the neighborhood subsystems and the input signals from the preexistent controller and the corresponding cluster retrofit controller, i.e., {γ j } j∈Ni , w i , andw i . Then, we can develop a multilayered hierarchical distributed control system by designing a set of subsystem compensators and a set of cluster compensators as follows.
Theorem 4.2:
With the notation in Section IV, consider the set of subsystem compensators each of whose dynamics is given by replacing w i in (32) with w i +w i for i ∈ L. Furthermore, consider the set of cluster compensators each of whose dynamics is given by
′ . Then, the closed-loop system under the feedback control of (35) is stable for any combination of index sets L and M as well as any combination of feedback controllers K, K i , andǨ [l] such that (26) , (27) , and (34) are stable.
Proof: For (9) with H(·) = 0, let us consider a multilayered version of (10) given as
whereÂ andǍ denote matrices that are defined below. To prove the claim, let us consider reforming a part of clusters C l such that l ∈ L ′ . In particular, we give a set of reformed clusters such that
Note that this partial modification makes no change in the feedback system because ofǨ [l] (·) = 0 for l ∈ L ′ , which does not have any effect on the feedback system. On the basis of this cluster set, we assign the parameter matrices in (38) aš
From (39), we notice that
′ , where
In a manner similar to the proof of Lemma 3.2, implementing w = K(C(ξ +ξ +ξ)),w =Ǩ(C(ξ +ξ)),ŵ =K(Cξ)
to (38), we havė
where ∆ [l] is defined as in (40). Let us consider giving their initial values as
where L := N \ L and M := N \ M. Then, it follows that
Performing the coordinate transformation of
we have     ẋ
, andǨ L∩M (·) are defined similarly. From (41) and (42), we notice that
with initial values given aš
In the expression of (44), the set of dynamics with state trajectory identical to other trajectories is exactly redundant because, for example,x i andx i for i ∈ L ∩ M have no effect on the feedback system due toǨ [l] (·) = 0 andK i (·) = 0. Therefore, the entire feedback system is stable. Finally, we see that A −Â in (43), which is composed of the off-diagonal blocks of A, can be rewritten asΓ Γ withΓ given as in (31). In a similar manner, we can rewrite A −Ǎ in (43) asΓ Γ withΓ consisting of L [l] and α [l,k] in (37). Thus, (43) corresponds to the closed-loop system in the claim. Theorem 4.2 shows that the set of cluster controllersǨ [l] also possesses practical retrofittability provided that they are implemented with the set of cluster compensatorsΣ [l] in (37). As shown in (42), the original state x is represented as the superposition of three dynamics of ξ,ξ, andξ, which are stabilized and connected in the cascade fashion of (38). Therefore, in a manner similar to (33), we can perform a control performance analysis for the multilayered hierarchical distributed control system. Further generalization to the cases with more than three layers can also be performed by considering the corresponding multilayered superposition based on the hierarchical state-space expansion.
V. LOW-DIMENSIONAL COMPENSATOR DESIGN FOR STATE FEEDBACK CONTROLLER RETROFIT
In this section, for a class of interconnected nonlinear systems, we develop a design method of state feedback retrofit controllers with dimensions lower than that of controlled systems. In particular, the nonlinear system of interest is supposed to be interconnected with other dynamical components whose system models are unavailable for retrofit controller design. The result here gives a formal solution to the second motivational problem in Section II-B. In the following, we use notation separated from that in Section IV unless otherwise stated.
A. Preliminaries
Towards low-dimensional retrofit controller design, we first introduce a model reduction technique based on generalized singular perturbation approximation [24] - [26] . Consider a linear system ẋ = Ax + Bu y = Cx + Du.
From the coordinate transformation of
where P is a full-column rank matrix and P P † + P P † = I, it follows that
For dimension reduction, we impose an algebraic constraint on the trajectory of ψ. In particular, we replaceψ with σψ to obtain the static equation
where σ denotes a scalar, andψ andφ denote the approximants of ψ and φ, respectively. Given that P † (σI − A)P is nonsingular, the static equation can be solved with respect tô ψ aŝ
Substituting this into the equation with respect toφ, for
results in the generalized singular perturbation approximant φ =Âφ +Bû y =Ĉφ +Du whereŷ denotes the approximant of y and the reduced matrices are defined aŝ
It should be noted that this generalized singular perturbation approximation gives a continuous connection between the standard singular perturbation approximation and the projection-based model reduction. In particular, it coincides with the standard singular perturbation approximation, which we call residualization, if σ = 0, whereas it coincides with the projection-based model reduction, which we call truncation, in the limit of |σ| → ∞. This can be seen as
In this sense, this provides a unified framework for various model reduction methods, including the balanced truncation [27] , the balanced residualization [28] , and the Krylov projection methods [10] .
B. Problem Formulation
Next, we formulate a problem of low-dimensional retrofit controller design for interconnected nonlinear systems. Consider a dynamical system in (9). We suppose that H(·) in (9) is composed of a static feedback part, whose system model is available, and a dynamical feedback part, whose system model is unavailable. More specifically, H(·) is supposed to be decomposed as
where f (·) and g(·) are known static functions and E(·) is an unknown dynamical map. This decomposition implies that (9) is seen as an interconnected system given by
Note that the function f (·) represents nonlinearity of the vector field of Σ, whose first order component can be put into the term of A. On the other hand, the dynamics of E, called an environment, can be seen as a set of subsystems, or dynamical controllers, whose model is supposed to be unavailable. It should be noted that the dynamics of the environment is possibly larger in scale than the system of interest. From this view point, Σ can be seen as a part of interconnected systems, i.e., a subsystem, that we focus on. In this formulation, we assume that the nonlinear system Σ in (48) has been stabilized by the environment E when u = 0, namelyẋ
is stable. Furthermore, we assume that the state x and the interconnection signal v from the environment are both measurable with respect to retrofit controller design. On the premise of these assumptions, we consider retrofitting an additional controller denoted by
This is performed to improve the control performance for the system of interest. With respect to this controller retrofitting, it is crucial for the retrofit control to not spoil the stability of the nonlinear dynamics, which has been ensured by the environment E as in (49). A schematic depiction of the retrofit control is given as in Fig. 5 . In practice, the dimension of controllable subspaces is lower than that of state spaces to some extent, because the number of actuators, i.e., the dimension of input signals, is generally limited. This implies that a system of interest may contain an uncontrollable or a weakly controllable subspace, which can be eliminated in controller design. To extract a controllable subspace contained in the linear component of Σ in (48), we can utilize the generalized singular perturbation approximation in Section V-A. In particular, for a low-dimensional approximantΣ :ẋ =Âx +Bû (51) whereÂ andB are defined as in (46), a suitable selection of the projector P can attain the approximation of
where S(·) denotes the input-to-state map given by
Given that the approximation is fine, the lower-dimensional approximant can capture the input-to-state map of the original linear dynamics. This leads to the expectation that the state feedback of
works as stabilizing the system around the origin of its state space ifF is designed such thaṫ
is stable. However, this control strategy may spoil the stability of the original nonlinear dynamics, as ensured in (49). This is because of the fact that the measured state x may suffer due to interference with the nonlinearity and the interconnection signal from the environment, in addition to interference from a weakly controllable subspace that is neglected through model reduction. To cancel out such interferences, which are not taken into account in the controller design, we consider providing a compensation signal to the state feedback controller such that
whereF (·) denotes the dynamical map of a compensator. In this formulation, we address the following retrofit controller design problem.
Problem 5.1:
Given an interconnected system composed of a nonlinear system Σ and an environment E in (48), assume that (49) is stable. Furthermore, for a low-dimensional linear approximantΣ in (51), let a feedback gainF be given such that (53) is stable. Then, design a retrofit controller K in (54) satisfying the following specifications.
-The entire closed-loop system is stable.
-The dimension of K coincides with that ofΣ.
-The design scheme of K is reliant only on the system model of Σ, and not on that of E.
It should be noted that, in the above formulation, we do not assume the stabilizability of the pair (A, B), but we consider extracting a stabilizable linear subspace associated with (Â,B) by virtue of model reduction. This type of retrofit control is potentially reasonable, when the stabilizability of systems may not be ensured due to the limitation in the availability of actuators.
C. Solution
To give a link between the generalized singular perturbation approximation and the hierarchical state-space expansion, we first prove the following fact.
Lemma 5.1:
With the notation in Section V, a factorization in (18) is given bŷ
thenB andĈ in (46) satisfy (11) and (17), respectively.
Proof: By noting that
we have
This implies (55). Furthermore, if the left side of (56) holds, then
Thus,B satisfies (11). In the same manner, from
we see thatĈ satisfies (17) .
As shown in Lemma 5.1, the generalized singular perturbation approximation has good compatibility with the suppositions in Lemma 3.2. Note that Γ in (55), which can be rewritten as
corresponds to the oblique projection matrix onto im P along ker P † (σI − A). According to this, the complementary projection matrix is given by
which is verified from Γ + Γ = I. These observations will be used to comprehend the working principle of a retrofit controller given in Theorem 5.1 below.
We are now ready to apply Lemma 3.2 for solving Problem 5.1. On the basis of the hierarchical state-space expansion in conjunction with the generalized singular perturbation approximation, we obtain the following result.
Theorem 5.1:
With the notation in Section V, assume that B satisfies (56). For γ = Γ x, consider
Then, the closed-loop system is stable for any combination of an environment E and a feedback gainF such that (49) and (53) are stable, respectively.
Proof: In Lemma 3.2, let
Note thatĈ = I holds forĈ in (46). Thus, if (53) is stable, thenK(·) =F · is a stabilizing controller for the closed-loop system in the right of (15) . For this choice of parameters, the feedback system composed of Σ and E in (48) with K in (60) is identical to the feedback system of Σ andΣ with the interconnection of (21) in Lemma 3.2.
The retrofit controller K in (60) is composed of the static state feedback controller and the compensator described by the dynamics ofx, with the dimension that coincides with the rank of P . This retrofit controller works as stabilizing the dynamics ofξ in (10) , which corresponds to a linear dynamics extracted from Σ by means of the generalized singular perturbation approximation.
A generalization to the case of dynamical output feedback controllers can be performed by replacing u in (60) with
whereK(·) represents a dynamical map stabilizing the system in the right of (15) andĈ is defined as in (46). However, this formal generalization does not make practical sense, because implementation of the dynamics ofx in (60) requires an additional output signal γ. Note that, if we suppose to take the output signal y in (61) as a map of γ, i.e., C = M Γ for a matrix M , thenĈ
which follows from the fact that Γ is complementary to Γ in (59). Thus, no stabilizing controllerK(·) in (15) is constructed unless we measure y different from γ.
As seen above, the two output signals should be complementary to each other. Indeed, the combination of y = P † x and γ = Γ x used for the retrofit controller K in (60) corresponds to the full information of x. This can be seen from the fact that γ is a projection of x onto im P , whereas y is a map vanishing the information of ker P † = im P . In this sense, the retrofit controller K is, in principle, implemented as a dynamical controller that uses the full state information. The low-dimensional compensator involved in K plays the role cancelling out the effect of model reduction errors in addition to the effects of nonlinearity and environment on the state feedback control.
Finally, we make brief remarks on two particular cases. The first relates to the case where P = I and f (·) satisfies
for a function f ′ (·) and a matrix M . This implies that the extracted linear dynamics (Â,B) is equal to (A, B) , and the nonlinear vector field f (·) is composed of the map of a measurement output signal y. In this situation, because of P = I leading to Γ = 0, we can obtain an output feedback retrofit controller K in (60) with (61), which relaxes the assumption on the state measurement.
The second relates to the case where P † g(·) = 0, i.e., the function g(·) satisfies
for a function g ′ (·) and a full column-rank matrix G. Note that we can always find a matrix P such that the left of (56) and the inclusion of (62) hold if the column vectors of B and G are linearly independent. In this situation, we can relax the assumption on the availability of the interconnection output signal v from the environment E. Thus, we can implement K in (60) as a dynamical controller that is only reliant on the state feedback of Σ in (48). Power network model composed of generators and loads. Each generator is denoted by the symbol of "G" and each load is denoted by the symbol of "↓". 
VI. MOTIVATING EXAMPLES REVISITED
This section revisits the motivating examples in Section II as numerical demonstrations of the theoretical results in Sections IV and V. Through the numerical demonstrations, we show that a compensator involved in retrofit control plays a significant role ensuring the stability of closed-loop systems as well as improving control performance with respect to a subsystem of interest.
A. Numerical Demonstration of Power Systems Control
Let us consider a power network model composed of 14 generators and 16 loads with the network structure depicted as in Fig. 6 . The models of generators and loads are given in accordance with those in Section II-A and the whole network is divided into five areas denoted by Σ 1 to Σ 5 . For the positive constants, we set τ i = 0.002, τ ′ i = 1, and κ i = 0.1 for all generators, and m i and d i are randomly selected from the ranges of [1, 10] and [0.001, 0.01] for each generator and load. The admittance y i,j between the ith and jth appliances is selected from [1, 30] when the appliances belong to the same area, whereas it is selected from [1, 6] when they belong to different areas. In the following, the dynamics of each preexistent decentralized controller in (5) is given as the first order controller oḟ
On the other hand, the dynamical map of retrofit controllers in (6) is given as the combination of an observer-based state feedback controller and the compensator given as in (32). The observer-based state feedback controller is designed on the basis of a linear quadratic regulator design technique for each disjoint area.
First, we consider the case where a retrofit controller is implemented only on the fifth area. To measure the degree of performance improvement, we define the global and local control performance indices as
where U denotes the set of vectors having the unit norm, ω denotes the frequency deviation vector for all appliances, andω 5 denotes that of the fifth area appliances when the interconnection with the other areas is neglected. By varying the quadratic weights for the observer-based state feedback controller design, we plot the resultant values of J all versus the values of J 5 in Fig. 7 . From this figure, we see that the global performance index improves with improvements in the local performance index.
The resultant frequency deviation trajectories of the fifth area appliances are plotted in the upper subfigures (a)-(c) of Fig. 8 , where the initial frequency deviation of each appliance in the fifth area is randomly selected from [0, 0.2]. Each of the three subfigures is compatible with the indication of (a)-(c) in Fig. 7 . The set of blue solid lines corresponds to the case where a retrofit controller involves the compensator whereas the set of red dotted lines corresponds to the case with no compensator. This result shows that the compensator involved in the retrofit controller plays a significant role ensuring the whole system stability even when the simple implementation of high-gain local controllers possibly induces system instability. It should be noted that the resultant frequency deviation trajectories in the other areas are almost invariant for all the retrofit controllers that we have tried. Furthermore, Next, we show the results of additionally implementing retrofit controllers on the other areas. The resultant values of J all versus the number of retrofit controllers are plotted by the line with triangles in Fig. 9 . The label k in the horizontal axis corresponds to the situation where we implement retrofit controllers on the first to kth areas. These results indicate that the global performance index also improves when the number of retrofit controllers is increased.
Finally, we consider implementing cluster retrofit controllers by grouping areas from the first area to the third area as the first cluster, and the fourth area and the fifth area as the second cluster, denoted by Σ [1] and Σ [2] in Fig. 6 , respectively. By varying the number of subsystem retrofit controllers, we overplot in Fig. 9 the resultant values of J all when implementing the cluster retrofit controllers that use the interconnection signal between Σ [1] and Σ [2] , or equivalently, Σ 1 and Σ 4 . The line with squares in Fig. 9 corresponds to the case where a cluster retrofit controller is implemented on the first cluster, and the line with circles corresponds to the case where another cluster retrofit controller is additionally implemented on the second cluster. In accordance with these plots, the resultant frequency deviation trajectories of all appliances are shown in Fig. 10 (a)-(c) , where each of the subfigures corresponds to the indication of (a)-(c) in Fig. 9 . The set of blue lines corresponds to the first cluster appliances whereas the set of red lines corresponds to the second cluster appliances. These results indicate that further improvement of the control performance can be pursued by implementing cluster retrofit controllers along with subsystem retrofit controllers.
B. Numerical Demonstration of Vehicle Platoon Control
Let us consider the vehicle platoon model in Section II-B. For the driver model in (7), we give the sensitivity constant as κ = 0.06 and the nonlinear functions as
Furthermore, we suppose that the desired inter-vehicle distance is given as ∆ = 2.7. For N = 12, which denotes the total number of vehicles, the group of the vehicles is supposed to be given as V = {6, . . . , 10}; This implies that the input signal is injected to the tenth vehicle. In terms of Section V-B, the vehicle group can be regarded as the subsystem Σ of interest, which is a 10-dimensional system, whereas the system of the remaining vehicles can be regarded as the environment E, which is a 14-dimensional system. Furthermore, a control mechanism in the tenth vehicle corresponds to the retrofit controller K. Note that the linear part A in (48) corresponds to the first order component of the vehicle group of interest, whereas the nonlinear part f (·) corresponds to the remaining higher order components. The effect of the environmental vehicles on the vehicle group can be represented as the term corresponding to g(v) in (48). To ensure the availability of the interaction signal from the environment, we assume that the retrofit controller can measure p 5 and p 11 in (7).
To facilitate a comparison with a simple controller design procedure based on linearization, we first consider the case of full-dimensional retrofit controllers, i.e., P = I in Section V-B. On the basis of the linear quadratic regulator design technique, we consider an optimal feedback gain F with respect to a quadratic cost function such that A + BF is stable. Figs. 11 (a) and (b) show, respectively, the resultant system responses when we implement the simple feedback control as in (52) and the retrofit control as in (60) witĥ F = F . Both figures show the position deviation from the steady trajectory, i.e., p i (t) − vt, in the situation where the velocity of tenth vehicle becomes zero at time ten due to sudden braking. The set of blue solid lines corresponds to the vehicle group of interest, whereas the set of red dotted lines corresponds to the other vehicles. From these figures, we actually see that both controllers work well in terms of collision avoidance. However, as shown in Figs. 11 (c) and (d), where the velocity of the sixth vehicle is supposed to decrease at the rate of 30%, the simple feedback controller in (52) induces collision accidents while the retrofit controller in (60) does not. This result stems from the fact that our retrofit controller can retain the stability of the original system involving the favorable nonlinearity of driver consideration, which works to avoid collision accidents. It should be noted that the positions of vehicles in Fig. 11 (d) properly recover to their steady trajectories over time.
Next, in the case of P = I, we can extract a practically controllable dynamics via model reduction. In the following, a projector P is found via the balanced residualization [28] . Supposing the situation where the velocity of the sixth vehicle decreases at the rate of 60%, which exceeds that in Fig. 11 (d) , we show the resultant system responses in Figs. 11 (e) and (f), which correspond to P being identity and four-dimensional, respectively. From these figures, we see that the four-dimensional retrofit controller can avoid collision accidents but the full-dimensional one cannot. The reason of this outcome is explained as follows. The fulldimensional retrofit controller forces to feedback the states of all the five vehicles, irrespective of the distance of the vehicles from the tenth vehicle that receives the input signal. Because a set of vehicles distant from the input signal are not practically controllable, the feedback control based on the measurement of such weakly controllable states may induce oscillatory behavior of closed-loop systems. Conversely, the low-dimensional one can naturally focus attention on a practically controllable subspace. This is because the model reduction technique can automatically eliminate a subspace that is approximately uncontrollable, i.e., the model reduction technique can be regarded as a systematic tool to extract such a practically controllable subspace. This example sheds light on the fact that a low-dimensional retrofit controller, as opposed to higher-dimensional ones, would be practically reasonable when the number of actuators is limited.
VII. CONCLUDING REMARKS
In this paper, we have developed a distributed design method of distributed control systems on the basis of the hierarchical state-space expansion. The hierarchical state-space expansion generates a redundant cascade realization of interconnected systems, referred to as a hierarchical realization. The results indicate that the cascade structure of the hierarchical realization enables the systematic design of retrofit controllers that are implemented as additional controllers with dynamical compensators. Furthermore, control performance improvement has been discussed on the basis of a superposition relation between the states of the original and hierarchical realizations.
It should be noted that generally the design problem of structured control systems is not easy to solve. Additionally, it is more difficult to perform structured control system design that complies with practical requirements, such as retrofittability in applications. From this viewpoint, the hierarchical statespace expansion is expected to be a key tool that enables the systematic design of retrofit controllers. The hierarchical statespace expansion reveals a compensation principle for controller retrofit; an additional controller for a working control system can be endowed with practical retrofittability provided that the effects of unmodeled dynamics are cancelled out by a compensator that measures interferences due to dynamics neglected in controller design.
