Abstract. Large amounts of information are posted daily on the Web, such as articles published online by traditional news agencies or blog posts referring to and commenting on various events. Although the users sometimes rely on a small set of trusted sources from which to get their information, they often also want to get a wider overview and glimpse of what is being reported and discussed in the news and the blogosphere. In this paper, we present an approach for supporting this discovery and exploration process by exploiting term clouds. In particular, we provide an efficient method for dynamically computing the most frequently appearing terms in the posts of monitored online sources, for time intervals specified at query time, without the need to archive the actual published content. An experimental evaluation on a large-scale real-world set of blogs demonstrates the accuracy and the efficiency of the proposed method in terms of computational time and memory requirements.
Introduction
The popularity of online news sources has experienced a rapid increase recently, as more and more people use them every day as a complement to or replacement of traditional news media. Therefore, all major news agencies make nowadays their content available on the Web. In addition, there exist several services, such as Google News or Yahoo! News, that aggregate news from various providers. At the same time, more and more people maintain Web logs (blogs) in a regular basis as a means to express their thoughts, present their ideas and opinions, and share their knowledge with other people around the globe. Studies about the evolution of the Blogosphere [3, 19] report around 175, 000 new blogs and 1.6 million new blog posts every day. Micro-blogging has also emerged as a special form of such social communication, where users post frequent and brief text messages, with Twitter constituting the most popular example. This results in an extremely large and valuable source of information that can be mined to detect themes and topics of interest, extract related discussions and opinions, and identify trends. Perhaps the most interesting aspect that distinguishes these sources from other information available on the Web is the temporal dimension. Several recent research activities have focused on analyzing and mining news and blogs for detecting events or stories (e.g., [2, 1, 15, 19] ), identifying trends (e.g., [5, 11] ), and extracting opinions and sentiments (e.g., [8, 18, 22] ).
In the Web, users very often need to explore large collections of documents or pages, without having a-priori knowledge about the schema and the content of the contained information. Various techniques, such as clustering, faceted browsing, or summarization, are used in such scenarios to help the user more effectively navigate through the volume of the available information, to obtain an overview, and to drill down to the items of interest. One simple visualization technique that has become very popular, especially in Web 2.0 applications, is presenting to the user a visual overview of the underlying information in the form of a tag cloud. This is typically a set comprising the most popular (i.e., frequent) tags contained in or associated to the underlying data collection, where most frequent tags are visualized in a more prominent way (i.e., using larger font size). In many applications, the cloud is constructed from the tags assigned to the data explicitly by users. For example, Flickr provides tag clouds of the most popular tags entered by the users in the last 24 hours or over the last week 1 . In other cases, where no such tags or keywords are available, the cloud can be constructed from terms (or other semantically richer items, such as entities) automatically extracted from the text, as for example in Blogscope [2] . The advantage of tag clouds lies mainly in the fact that they are very simple, intuitive, and visually appealing to the user, while serving two purposes; first, they provide an easy and quick way to the user to get hints about what is contained in the underlying data, e.g., what is being reported and discussed in the news. Second, they allow the user to navigate and explore the available information, by selecting an interesting term in the cloud and viewing the corresponding documents.
In this work, our goal is to exploit these benefits of tag clouds to facilitate users in exploring and obtaining an overview of Web content made available in a streaming fashion, such as news-related information provided by online media and the blogosphere. Once the candidate terms are available, either explicitly provided or automatically extracted, the construction of the cloud comprises just a single task: computing the frequencies of these terms, and selecting the most frequent ones to visualize in the cloud. This computation is straightforward and can be done on the fly in most cases, when dealing with a relatively small set of documents. However, this is not scalable to very large collections of items, as in our scenario, which should scale, for example, to millions of news and blog posts, and over potentially very long time periods. Moreover, we do not want to restrict the interests of the users to pre-defined time periods, e.g., for the current day, as typically happens in existing applications. Instead, the users should be able to request the generation of a term cloud for arbitrarily small or large, as well as for arbitrarily more or less recent, time intervals, such as for the last hour(s), day(s) or week(s), for the last year, for the summer of 2008, etc.
To deal with these challenges, we cast the above problem as one of finding frequent items in incoming streams of data. Specifically, we assume a stream consisting of the terms extracted from the newly published posts that are made available to the system. Our goal is to maintain space-efficient data structures that allow the computation of the top-k frequent terms in the stream, for arbitrary time intervals and as accurately as possible. This formulation allows us to exploit the advantages of efficient algorithms that have been proposed for mining frequent items in streaming data. In particular, our main contributions are as follows.
-We exploit term clouds to facilitate the navigation and exploration of streaming Web content, such as incoming news-related posts from online media and the blogosphere.
-We present an efficient method for generating term clouds dynamically for arbitrary time periods, based on techniques for mining frequent items in data streams.
-We validate experimentally the efficiency and the effectiveness of our method, using a large-scale real-world collection of blog posts.
The remainder of the paper is organized as follows. The next section discusses related work. Section 3 presents our approach in detail. In Section 4, we present our experimental evaluation. Section 5 concludes the paper.
Related Work
As discussed above, our purpose is to help users to get an overview and to explore and navigate large streams of news-related information, by identifying and visualizing in the form of a cloud the most popular terms appearing in the posts. Such clouds have become a very popular visualization method, especially in Web 2.0 applications, for presenting frequent tags or keywords for exploration and navigation purposes. Blogscope [2] , for instance, presents in its front page a cloud of keywords extracted from the posts of the current day. Similarly, Grapevine [1] , which builds on Blogscope, displays also a cloud of the main entities related to a selected topic or story, using the font size to denote the popularity of the entity, and the font color to denote its relatedness to the topic or story. In a different domain, PubCloud [14] is an application that allows querying the PubMed database of biomedical literature, and employs term clouds as a visualization technique to summarize search results. In particular, PubCloud extracts the words from the abstracts retrieved for the given query, performs stopword filtering and stemming, and visualizes the resulting terms as a cloud. It uses different font sizes to denote term frequency and different font colors to denote the recency of the corresponding publications in which the term appears. Through a user study, the authors show that this summarization via the term cloud is more helpful in providing descriptive information about the query results compared to the standard ranked list view. TopicRank [4] generates a term cloud from documents returned as a result to a query, where the positioning of the terms in the cloud represents their semantic closeness. Page History Explorer [9] is a system that uses term clouds to visually explore and summarize the contents of a Web page over time. Data clouds are proposed in [13] for combining the advantages of keyword search over structured data with those of tag clouds for summarization and navigation. Complex objects are retrieved from a database as responses to a keyword query; terms found in these objects are ranked and visualized as a cloud. Other tools also exist, such as ManyEyes 2 or Wordle 3 , for generating word clouds from user provided text. In all these applications, the term cloud is generated from a corpus that has a relatively limited size, e.g., blog posts of a particular day or story, query results, or a document given by the user. Hence, efficiently computing the most frequent terms for visualization in these scenarios does not arise as a challenging problem per se, and, naturally, it does not constitute the focus of these works. Instead, in our work, frequent terms need to be computed on demand from very long streams of text (e.g., news articles and blog posts spanning several months), and therefore efficiency of the computation becomes a crucial issue.
To meet these requirements, we formulate the problem as finding frequent items in streaming data. Several space-efficient algorithms have been proposed that, given a stream of items, identify the items whose frequency exceeds a given threshold or estimate the frequency of items on demand. A survey and comparison of such algorithms can be found in [6, 16] . In our case, we are interested in finding the top-k frequent items. Hence, these algorithms are not directly applicable, since there is no given frequency threshold nor is it efficient to maintain a set of all possible items and then calculate their frequencies on demand to select the top-k ones. The problem of finding the top-k frequent items in a stream is addressed in [21] . The authors propose two algorithms, one based on the Chernoff bound, and one that builds on the Lossy Counting algorithm from [17] . However, these solutions consider either the entire data stream or a sliding window that captures only the most recent items. Instead, we want to allow the users to construct the term clouds on arbitrary time intervals of the stream. The TiTiCount+ algorithm has been proposed in [20] for finding frequent items in ad hoc windows. This algorithm, though, finds the items with frequency above a given threshold and not the top-k frequent items. Thus, the method we present in this paper builds on the ideas and advantages of the solutions presented in [20, 21] in order to meet the requirements of our case.
Term Clouds for Streaming Text
In this section, we present our approach for constructing term clouds from streaming text. A term cloud is composed of the top-k frequent terms in the data collection, which in our case is a substream of text covering a specified time interval, defined by the query. First, we describe the main components of the system and we formally define the problem. Then, in Section 3.2, we describe the data structures used to support the efficient computation of the term cloud. Using these data structures, we describe in Section 3.3 how the term cloud for a desired time interval is generated dynamically upon request.
System Overview
The overall system architecture is depicted in Figure 1 . The SourceMonitoring component monitors online sources for new posts (e.g., online news agencies and blogs) and updates the system when new information is published. These incoming posts are provided as input to the TermSelection component, which is responsible for extracting a set of terms from each post. These are the candidate terms from which the term clouds are generated. These terms consist the input to the StreamManager component, which maintains a set of data structures for efficiently generating term clouds. Finally, the QueryManager component is responsible for receiving and evaluating user queries for term clouds, using the data structures provided by the StreamManager.
Each component poses a set of challenges. For example, regarding the SourceMonitoring component, the main issues that arise are how to select or dynamically discover sources, and how to monitor and extract the useful text from sources that do not provide feeds. A main challenge for the TermSelection component is how to tokenize the incoming text and to select potentially useful and meaningful terms. Solutions for this may vary from simply filtering out some terms using a stopword list to applying more sophisticated NLP techniques for extracting keywords and identifying named entities. In this paper, we focus on the StreamManager and QueryManager components, which we describe in detail in the following sections. This modular architecture for the processing pipeline allows us to easily plug in and try different solutions for the other components.
Data Structures
We now describe the data structures maintained by StreamManager for supporting the efficient computation of term clouds.
As described above, the TermSelection component extracts a set of candidate terms from each newly published post that is detected by the SourceMonitoring component, and provides the resulting terms as an input to the StreamManager component. Hence, the input of StreamManager is a stream of terms T = < t 0 , t 1 , t 2 , . . . >. For each term t i , we also maintain a pointer to the document from which it was extracted. As will be described later, only a subset of the incoming terms are maintained by the system. Accordingly, only the pointers to the documents containing these terms are finally stored. Maintaining these pointers is required to enable the navigation functionality in the term cloud. Also note that the actual contents of the posts are not stored in main memory; they are fetched (from the Web or from a local cache in secondary storage) only if the user requests them by navigating in the term cloud. The order in which the terms are appended to the stream is according to the publishing time of the corresponding posts. This implies that the SourceMonitoring component fetches the posts in batches, and sorts them by their publishing time, before pushing them further down the processing pipeline. Posts with the same publishing time are ordered arbitrarily, while terms extracted from the same post are ordered according to their appearance in the post. Hence, the first (last) term in the stream is the first (last) term of the least (most) recent post that has been processed by the system.
Efficiently computing the top-k frequent terms in the stream involves two main issues: (a) a method to estimate the frequency of a given term, and (b) a method to distinguish which terms have high probability to be in the top-k list, so that only these terms are maintained by the system to reduce memory requirements. In the following, we describe how these issues are addressed.
Instead of storing the whole stream, we maintain a compact summary of the observed terms and their frequencies (i.e., number of occurrences) using an hCount structure [10] , as briefly described in the following. hCount is composed of a set of counters, which allow us to estimate the frequency of a term with high accuracy. Specifically, this structure is a 2-dimensional array of counters comprising h rows and m columns. Each row is associated with a hashing function, which maps a given term to an integer in the range [0, m − 1]. When the next term t in the stream arrives, its hashing values for all the h hashing functions are computed. Then, for each row i, the counter of the column h i (t) is incremented by 1. The frequency of a term t can then be estimated as follows: the term is hashed as before, to identify the corresponding counters, and the minimum value of these counters is used as an estimation of the term's frequency. The benefit is that this operation now requires only h × m counters instead of |T d | which would be required for storing the exact frequencies of all the distinct terms T d . hCount also provides probabilistic guarantees for the frequency estimation error of a term t in a given stream T . According to [10] , if e × ln −
counters are stored, the frequency estimation error for each term is not more than ×|T | with probability ρ. In our experiments in Section 4, a sufficiently accurate estimation of the term frequencies was achieved using only a very small number of counters, i.e., (h × m) << |T d |, and thereby with negligible memory requirements. The problem that arises next is how to determine for which terms to probe the hCount structure for their frequencies, in order to get the top-k frequent terms. A straightforward solution, albeit prohibitively expensive, is to maintain a list of all the distinct terms, and look them up in the hCount structure to get their estimated frequencies. To significantly reduce the memory requirements and execution time, we need to prune this list, maintaining instead only a subset of terms, such that all the top-k frequent terms are contained in this subset with high probability. To determine this subset, we employ a method based on Chernoff bounds, as proposed in [21] . The method considers the terms in the stream in batches of fixed length l. For each batch B, the exact frequencies of all the contained terms are calculated, and the frequency of the k-th most frequent term in the batch, denoted by f req k (B), is found. The support of this term in terms of B is computed as s k (B) = f req k (B)/l. Then, using Chernoff bounds, we filter out all terms in the batch that do not belong in the top-k terms of the stream with probability higher than a predefined value δ. In particular, only terms that have observed support:
need to be maintained in a term pool P, with P ⊆ T d , and it is sufficient to use only these terms for probing the hCount structure. The final size of P is typically substantially smaller than the total number of distinct terms |T d | observed from the beginning of the stream. In our experiments presented in Section 4, we were able to obtain highly accurate results by maintaining no more than 2 × k terms in P (which was at least 3 orders of magnitude less than the total number of distinct terms occurring in the stream). At query time, to extract the top-k terms from T d , the system estimates the frequency of each term t ∈ T d from the hCount structure, it sorts all the terms on their estimated frequency, and it returns the top-k ones to the user. The method described so far allows us to efficiently compute the top-k frequent terms for the whole stream. However, different users may be interested in different time periods. Therefore, we want to generate term clouds for arbitrary time intervals specified by the query. A query is a tuple Q =< i, j >, defining a substream comprising all the terms between the positions i and j (i < j).
To allow users to view term clouds for arbitrary time intervals, we divide the stream into time windows, as proposed in the TiTiCount+ algorithm [20] . Each window covers a different time interval, i.e., a different substream, as illustrated in Figure 2 . Specifically, the first window, i.e. w 0 , has size b, which means that it contains summary information for the b most recently received terms, where b is a predefined system parameter. Each subsequent window w i , i > 0, has size 2 i−1 b. This particular organization of the windows is motivated by the assumption that users will more often be interested in more recent time periods; hence, the more recent parts of the stream are covered by windows of higher resolution (i.e., contain less terms) than the least recent ones. In the presence of these windows, the method described above is adapted by maintaining a separate hCount structure and a term pool of potentially frequent terms for each window, instead of the whole stream. The same number of counters and pool sizes are used for all the windows; hence, all windows have the same memory requirements. Consequently, the maintained summary in windows that cover less recent parts of the stream, and therefore have larger size, has typically lower accuracy.
Initially, the hCount structures in all the windows are empty. Each new incoming term is received by the first window. When a batch of b terms has been received, this window becomes full. Then, the contents of this window are shifted to the second one, so that new terms can be received. When the second window reaches its maximum size, its contents are shifted to the third window, and this continues recursively. If the window that receives the new content already contains some information, i.e., the counters in its hCount structure are not 0, the old contents need to be merged with the new one. Merging two subsequent windows involves: (a) merging the two hCount structures, as proposed in [20] , and, (b) computing the new set of candidate top-k terms for the result of the merge, which is to replace the contents of the least recent of the two windows. Merging of the hCount structures is straight-forward; each counter of the resulting merged window is set to the sum of the corresponding hCount counters from the initial windows. Computing the new set of candidate top-k terms proceeds as follows. Let P i and P i+1 denote, respectively, the corresponding pools of candidate terms of the original windows w i and w i+1 . The new candidate terms P i+1 are initially set to P i ∪ P i+1 . Then, the size of P i+1 is further reduced by re-applying the Chernoff bound to the merged pool, with probability again δ, but now using the new window size as the length of the batch, i.e., 2 i × b. As before, the estimation for the Chernoff bound requires computing the support of the k most frequent term in the pool P i+1 . For this, the hCount structure of the new window is used to estimate the frequencies of all terms in P i ∪ P i+1 with high accuracy. Since the tightness of the Chernoff bound increases with the length of the batch (see Equation 1), the final number of terms in P i+1 is typically substantially smaller than the number of terms in P i ∪ P i+1 .
Query Execution
The QueryManager component is responsible for receiving the user query and evaluating it using the data structures described above. Mainly, this involves the following operations: (a) identifying the windows corresponding to the time interval specified in the query; (b) collecting the candidate top-k terms from each window; and (c) estimating their frequencies using the corresponding hCount structures, and identifying the top-k terms.
The first operation is rather straightforward. Given a query Q =< i, j >, the windows that are involved in the query execution are those covering a time interval that overlaps with the interval requested in the query. Once these relevant windows W Q have been identified, the QueryManager constructs the set of the candidate top-k terms for Q, denoted by P Q . This set is the union of all the candidate top-k terms in the relevant windows, i.e., P Q = wi∈W Q P i . For each of the terms in P Q , the term frequency is estimated using the respective hCount structures. The terms are sorted descending on their estimated frequencies, and the top-k terms are returned to the user.
Note that, the starting and ending position specified in the query will typically not coincide with window bounds. Hence, some windows will be involved only partially in query execution. For example, consider a window of size that has an overlap of size with the query. Assume also a term t in the pool of this window, with estimated frequency f t provided by the hCount structure of this window. Then, this estimation is adjusted as f t = ( / ) × f t . Even though this relies on a uniform distribution of the occurrences of the term in the duration of this window, our results show that the introduced error from non-uniform term distributions, i.e., bursty terms, is usually small.
Experimental Evaluation

Experimental Setup
To evaluate our approach, we have implemented a prototype as described in Section 3. Recall that in this paper we focus on the StreamManager and QueryManager components (see Figure 1) ; hence, for the TermSelection component we have only implemented standard stemming and stopword filtering, and we have omitted the SourceMonitoring component, using instead the publicly available ICWSM 2009 dataset 4 , which is a crawled collection of blogs. In particular, this is a large, real-world dataset comprising 44 million blog posts from the period between August 1st and October 1st, 2008. The posts are ordered by posting time, enabling us to simulate them as a stream. They are also separated by language. In our experiments, we have used only the English posts, which yields a number of 18.5 million posts. After the stemming and stopword filtering, the total number of distinct terms in the stream was 5 million, while the total number of terms was 1.68 billion. The statistics of this data collection used in our experiments are summarized in Table 1 .
In the conducted experiments, we measure the performance of our system with respect to memory usage and for different query types. The examined parameters and their value ranges are summarized in Table 2 . In our implementation, we set the size of the first window to be 1, 000, 000 terms, which corresponds roughly to half an hour. Moreover, we set the error parameter for the Chernoffbased filtering to = 0.0001, which resulted to maintaining approximately 2 × k terms per window. The results of our evaluation are presented below. Table 2 . Parameters for the experiment. The default values are emphasized.
Accuracy versus memory
First, we investigate how the amount of memory that is available to the system affects the quality of the results. Recall from Section 3 that the amount of memory used is related to: (a) the number of counters used by the hCount structure in each window (i.e., the accuracy when estimating the frequency of a term), and (b) the number of candidate terms maintained in each window (i.e., the probability to falsely prune a very frequent term). To measure the quality of our results, we compare the list L of top-k frequent terms computed by our method to the exact list L 0 of top-k terms computed by the brute-force method, i.e., by counting the exact occurrences of all the terms in the query interval.
In particular, we evaluate accuracy using two standard measures, recall 5 and Spearman's footrule distance [12] , which are briefly explained in the following.
The recall measure expresses the percentage of the actual top-k frequent terms that have been correctly retrieved by our system, i.e., the overlap between the two lists L and L 0 :
However, simply identifying the actual top-k frequent terms is not sufficient. Since the contents of a cloud are typically visualized with different emphasis based on their frequency, identifying also the correct ordering of the terms is important. Hence, the ordering of the terms in L should be as close as possible to that in L 0 . To measure this, we use Spearman's footrule distance [12] , a popular distance measure for comparing rankings. In particular, we use the extended version proposed by Fagin et al. [7] , henceforth referred to as Spearman's distance (F * ), which also handles the case where the overlap of the two compared rankings is not complete. This measure is computed as follows:
5 Since we are retrieving a fixed number of terms k, recall and precision have always the same value. term1  term1  term4  term5  term2  term2  term2  term3  term6  term3  term3  term4  term2  term7  term4  term4  term3  term1  term8  Recall=1  Recall=1  Recall=1  Recall=0  Spearman=0 Spearman=2/20 Spearman=8/20 Spearman=20/20 where D denotes the set of terms in L ∪ L 0 , and function pos(i, L) gives the position of i in the list L if i ∈ L, or (|L| + 1) otherwise. maxF * denotes the maximum possible value that F * can take, which equals to (k + 1) × k. Some examples are illustrated in Figure 3 . Figure 4 displays the Spearman's distance and the recall for the three sample queries depicted in Table 3 , with respect to the system's memory. We see that both quality measures increase by increasing the available system memory. This happens because with more memory available, TiTiCount+ is automatically configured with more counters per window, thereby substantially reducing the probability of collisions in the hCount structure and increasing the accuracy. The memory increase is beneficial especially for the queries that involve many windows (e.g., Q3). A near-maximum accuracy of the system is achieved by using only 3Mb memory, even for the most difficult queries that involve small parts of very old windows (e.g., Q1). Increasing the available memory beyond 3 Mb still contributes to the accuracy, though at a lower rate.
Accuracy versus query characteristics
We now examine how the accuracy of the system varies with different types of queries, and in particular with respect to (a) the query starting point, (b) the query length, and (c) the number k of most frequent terms to be retrieved. Throughout this section, we present the experimental results for three different memory configurations.
For the first set of experiments, we fix the query length to 10 million terms, and we vary the query starting point. Figure 5 presents the values for Spearman's distance and recall for the experiments with k = 50. As expected, the most recent queries are more accurate, since they are evaluated against windows of higher resolution. Nevertheless, even the queries that involve the least recent windows are still accurate, giving a minimum recall of 0.83 and a maximum Spearman's distance of 0.15. As shown by the previous experiments, we can further increase the accuracy for all queries by increasing the available system memory. We also notice that both quality measures have some small peaks, e.g., at the queries starting at ca. 500 million terms. These peaks are due to the existence or absence of bursty terms in the particular query range: As explained in Section 3, when a query does not fully overlap with a window but involves only a part of it, then the computation of the term frequencies for the overlapping part are computed by multiplying the frequency given by hCount with the ratio of the overlap with the window length. This assumes a uniform distribution of the occurrences of the term in the duration of this window; therefore, if bursty terms are included in this overlap period, then a small error is introduced. In future work, we plan to deal with this issue by identifying these bursty terms and handling them differently, thereby providing even more accurate results.
We also conducted experiments varying the length of the query. For this, we fix the ending point of the query to the most recent term read from the stream, and we increase the query length with exponential steps. Figure 6 presents the two quality measures related to these experiments, for three example memory configurations. We see that the query length has a small effect on the system's accuracy. In particular, the accuracy is higher for the queries that involve the most recent windows, since these have higher resolution. Nevertheless, also the queries involving older windows are still answered with high accuracy. Finally, we performed experiments varying the desired number of k most frequent terms to retrieve, keeping the rest of the system parameters fixed. Figure 7 presents the results for the three queries described in Table 3 , for different values of k. These results were obtained using 1.83 Mb memory (40000 counters per window). We see that the value of k has no noticeable effect on the system's accuracy. This is expected, because as explained in Section 3, the system adapts to the value of top-k.
Execution time versus query characteristics
We also investigated how query execution time changes with system memory and with query characteristics. Figure 8(a) plots the execution time per query while varying the query length, for three example memory configurations. The results are averaged over 100 query executions, on a single 2.7 GHz processor. We see that query execution time scales linearly with query length. This is expected, since the query length determines the number of the involved windows, thereby also the number of number of hCount probes that need to be executed. Nevertheless, even for the query involving the whole stream range, the required execution time is negligible, below 200 msec. The execution time is also slightly affected by the system configuration, i.e., the number of counters, but this effect is also negligible. Figure 8 (b) plots the query execution time in correlation to query length, for five values of k. The execution time scales sublinearly to the value of k. This happens because with a higher k, the number of candidate terms that need to be probed in the windows increases slightly, requiring more time. Nevertheless, all queries are executed at less than 200 msec, even for k = 125.
Conclusions
We have presented a system for generating term clouds from streaming text. The proposed method can be used to answer queries involving arbitrary time intervals, and it is very efficient with respect both to execution time and memory requirements. Our approach works by summarizing the term frequencies in compact in-memory structures, which are used to efficiently detect and maintain the top-k frequent terms with high accuracy. We have also conducted a large-scale experimental evaluation of the approach, using a real-world dataset of blog posts. The experimental results show that the proposed system offers high accuracy for identifying and correctly ordering the top-k terms in arbitrary time intervals, measured both with recall and Spearman's distance. Owing to the small memory footprint and the small query execution time, the system can be used for summarizing huge streams, and for efficiently answering top-k queries.
Our current and future work focuses mainly on two directions. First, we are working on increasing the resolution of the windows with respect to terms with uneven distribution, i.e., bursty terms. As shown in our experiments, when such terms occur in the query range, they introduce a small error in the accuracy of the results. This error can be avoided by identifying and handling such uneven term distributions differently. Furthermore, we will also focus on the other two components, the TermSelection and the SourceMonitoring component, to address the additional challenges mentioned in Section 3.1.
