Most statistical reconstruction methods for emission tomography are designed for data modeled as conditionally independent Poisson variates. In reality, due to scanner detectors, electronics and data processing, correlations are introduced into the data resulting in dependent variates. In general, these correlations are ignored because they are difficult to measure and lead to computationally challenging statistical reconstruction algorithms. This work addresses the second concern, seeking to simplify the reconstruction of correlated data and provide a more precise image estimate than the conventional independent methods. In general, correlated variates have a large non-diagonal covariance matrix that is computationally challenging to use as a weighting term in a reconstruction algorithm. This work proposes two methods to simplify the use of a non-diagonal covariance matrix as the weighting term by (a) limiting the number of dimensions in which the correlations are modeled and (b) adopting flexible, yet computationally tractable, models for correlation structure. We apply and test these methods with simple simulated PET data and data processed with the Fourier rebinning algorithm which include the one-dimensional correlations in the axial direction and the two-dimensional correlations in the transaxial directions. The methods are incorporated into a penalized weighted least-squares 2D reconstruction and compared with a conventional maximum a posteriori approach.
Introduction
Conventional statistical image reconstruction of tomographic data is based on the assumption that the measurements conditioned on the image are an independent random process (Hudson and Larkin 1994, Fessler and Hero 1995) . Recent developments in data processing and technologies can lead to dependent data sets. For instance, basis sinogram decomposition from dual energy CT (Alvarez and Macovski 1976, Elbakri and Fessler 2003) results in two data sets with significant correlations. Also, confidence weighting used in the time-of-flight PET reconstruction (Snyder et al 1981 , Lewellen 1998 ) can lead to correlations in the time dimension. In emission applications, detector deadtime and event pileup causes dependences amongst detection bins. In many tomographic applications, the processing or physical effect that introduces correlations into the measurements can be viewed as a linear process causing deviations to both the first-order and second-order statistics.
Improving the model of the first-order statistics, which often appear as the conditional mean term in statistical reconstructions, reduces the bias of the estimator. Multiple researchers have addressed the first-order influences in tomographic systems by improving the system model through the inclusion of effects such as detector response and attenuation (Frese et al 2003 , Qi et al 1998 , Stickel and Cherry 2005 . These previously modeled effects in general do not introduce correlations into the data.
Knowledge of the first-order influence of a correlating process can lead to an improved model of the second-order statistics. The use of more accurate second-order statistics, which often appear in the weighting term in statistical reconstructions, reduces the variance of the estimator. Correlated data have a large non-diagonal covariance matrix which needs to be inverted for use as a weighting term. The inversion is often computationally infeasible due to the size of data sets. This work explores practical methods for including correlations in the statistical model used for iterative image reconstruction. These practical methods reduce the complexity by (a) including correlations in a subset of the dimensions of the data space and (b) adopting a computationally advantageous model for the correlation structure.
In a previous work, we presented a simplification of the correlating structure using a Markov random field (MRF) assumption and suggested a method for using this assumption in iterative reconstruction (Alessio et al 2003) . In an effort to offer a comprehensive strategy for dealing with correlations, this work reiterates this MRF simplification along with a separate simplification using correlations limited to a subset of the dimensions of the data.
We test the proposed methods with a hypothetical simulation study and with fully 3D PET data after Fourier rebinning (FORE) (Defrise et al 1997) . In the simulation study, we introduce a known correlation structure to tomographic data to show the validity of the proposed methods. We also build upon our previously presented models of the FORE process to highlight the bias and variance reductions in the reconstruction of FORE data. FORE reduces fully 3D PET data into a series of the 2D transaxial slices. This process changes the statistics of the data in both the transaxial and axial directions. Our past work explored the transaxial influence of FORE (Alessio et al 2003) . This research builds upon previous results through its exploration of FORE's effects in the axial direction.
We present the background and general optimization in section 2. Then, we detail the two methods for simplifying reconstruction. Finally, we discuss the evaluation methods and present results to support the efficacy of the proposed methods for other applications when there is knowledge of data correlations.
Statistical framework

Background
Tomographic reconstruction is an inverse boundary value problem often represented in the form y = Px + n. The known measurements y in the presence of noise n are used to determine the unknown image x. The system matrix P transforms the image domain into the measurement domain. Many statistical estimators have been proposed for x ranging from methods that assume a complete conditional probability density function of y and seek the maximum likelihood value of x (Shepp and Vardi 1982, Hudson and Larkin 1994) , to methods that rely on only first-order statistics (the conditional mean of y) (Gordon et al 1970, Herman and Meyer 1993) .
In this work, we assume knowledge of the first-and second-order statistics of the measurements conditioned on the image. This information is well incorporated into the weighted least-squares (WLS) similarity measure
where the system matrix P times x provides the conditional mean of the data and W is the weighting matrix, which can incorporate second-order statistics. The weighting matrix increases the influence of reliable individual values, y i , and decreases the influence of less reliable data. When dealing with independent data, W contains diagonal entries w i inversely related to the variance of the measurement y i . For this case, the WLS estimator provides a linear, minimum variance, unbiased estimator. In actuality, it can be difficult to estimate the variance of each measurement and several options have been explored (Fessler 1994 , Anderson et al 1997 , Clinthorne 1992 . All common variations assume conditionally independent measurements, allowing for the use of simple, diagonal weighting matrices. For correlated data, the minimizer of (1) provides the minimum variance, unbiased, linear estimate when W is the inverse of the full covariance matrix of the data (Gauss-Markov theorem (Kay 1993) ). The covariance matrix offers knowledge of the second-order statistics and leads to an estimator with less variance.
Correlation in data error is typically undesirable. When correlations exist, it is beneficial to use this information as illustrated in the extreme case of two variates of identical mean, with correlation coefficient of −1. The average of the two observations as an estimate of the mean has the MSE equal to zero. For a more realistic example, assume we have a vector of measurements y e of size 10 × 1. These measurements are generated from a 10 × 1 system matrix, P e , and contain Gaussian noise. The covariance matrix of the data,K e , is shown in figure 1 . For comparison, the matrix using just the diagonal (variance) terms,K e , also appears in figure 1. The inverse of these two matrices are used in two different WLS estimators of the scalar value x e (the true value of x e is 2). Figure 2 plots the objective functions, WLS (x), using both full covariance and the diagonal matrix. The presence of nonzero correlation information leads to a log-likelihood function with greater curvature and greater Fisher information, meaning lower variance in the estimator. The Fisher information for the full covariance matrix in this example is 500, as opposed to 200 for the independent data. This results in a Cramer-Rao lower bound, or minimum achievable variance, of 60% less with nonzero correlations.
The improvements illustrated in this one-dimensional example hold also in multidimensional problems. However, the magnitude of improvement realized in moving from an estimator based on the uncorrelated data to the one designed for the true covariance is a distinct issue from the improved error bound. We previously presented an argument for including correlations in iterative reconstructions (Alessio et al 2003) and showed that the mean-square error of the estimate of the entire image can be reduced appreciably as more off-diagonal correlation terms are included in the covariance matrix of the applied estimator.
Including correlations in reconstructions
Conditionally independent data,ŷ, represent a process assuming that each recorded count depends only on the originating object and is independent of all other counts. This assumption is usually parameterized such that the mean of the data conditioned on the image is the forward projection of the image,
Suppose some linear process, A, is responsible for changing the independent data into the dependent data,ỹ, changing the conditional mean as
Second-order statistics are influenced in a similar manner, withK representing the diagonal covariance matrix of the independent data. The correlated data will have a covariance matrix of the formK
Should A represent shift-invariant convolution, Fourier methods, for example, may be used to pre-whiten the data and/or facilitate computation of gradients of the objective function. In the more general case, though, this non-diagonal matrix is avoided because it poses a major challenge for inversion, leading us to the methods discussed below. In each case, we develop a computationally tractable approximation to the inverse covariance matrix, which is central to the distribution of the sinogram data.
Implementation scheme
Both of our proposed methods incorporate the modified mean (3) and covariance matrix (4) into the penalized weighted least-squares (PWLS) objective function, which is a regularized extension of (1):
where β is the smoothing parameter controlling the strength of the regularization term. While many optimization algorithms are viable for this objective function, we find and include the gradient terms in a Newton-Raphson algorithm customized for non-quadratic prior terms and perform 'greedy' updates of each pixel value (Bouman and Sauer 1996) . In all cases, we use the generalized Gaussian MRF (GGMRF) model, G(x), as the regularization term, corresponding to a MRF in its more conventional application in the image domain (Bouman and Sauer 1993). The GGMRF model allows for a non-quadratic penalty term with desirable edge-preserving properties and the log of its density function can be written in the form
where N j is the neighborhood of pixel x j , b j,k is the coefficient linking pixels j and k and 1 q 2 is the parameter that controls the smoothness of the reconstruction. For all of the reconstructions here, we use an 8 pixel neighborhood and set q = 1.8 (non-quadratic penalty), offering a compromise in edge preservation and image smoothness. As discussed in Bouman and Sauer (1996) , this optimization approach deviates from the conventional Newton-Raphson because we only apply the Taylor series approximation to the WLS portion of the PWLS objective and retain the exact expression of the penalty term. When θ 1 and θ 2 are the first and second derivatives of the WLS objective function (first half of equation (5)) evaluated for the current pixel value x n j , the new pixel value x n+1 j is given by
This equation is solved by analytically calculating its derivative and then numerically computing the derivative's root. We use a half-interval search to find the root of
The WLS objective implicitly assumes a Gaussian distribution of the data, or, when the weighting terms are estimated from data itself, this objective uses a quadratic approximation of log-likelihood of the data. In conventional reconstruction applications, without a correlating process, the collected data is Poisson distributed, which is well approximated by this quadratic function with high count data sets. In our application, we assume only a correlating process and some understanding of the covariance structure.
The effect of a linear operation A on the first-order statistics appears in the modified system matrix,P. This is incorporated into the reconstruction algorithm as a convolution operation during the pre-computation of the system matrix or during each forward projection of the current image estimates.
Method 1: reducing dimensionality of correlations, Φ RD
The challenge of dealing with correlated data can be simplified if the correlations, introduced by A, are confined to a subset of the dimensions of the projection data. For instance, wholebody 2D PET data contain three-dimensional information, but correlations may be primarily in the axial direction (as discussed in section 5.2) or among only radial bins.
The correlating influence here will be assumed to be a linear transformation A of the conditionally independent dataỹ = Aŷ. The modified covariance matrix can be derived from the idealized weighting matrix,K. The matrixK is diagonal with ith entry σ 2 i , an estimate of the variance of the ith data entry,ŷ i . Provided appropriate indexing is used, with sets of correlated data grouped, A is a block diagonal matrix of the form
In this case, the inverse may be written as
with the inverse ofK trivial and inverse of A
If all the {A i } are equal,K −1 reduces to the inverse of a diagonal matrix and a block diagonal matrix, resulting in the need to compute only the inverse of A 1 .
Complexity reduction is evident with an example three-dimensional data set with (N 1 , N 2 , N 3 ) bins in each of its dimensions. If correlations exist in dimensions 1 and 2 only, the data can be reorganized such that the inversion of the full weighting matrix only requires the inversion of a single (N 1 * N 2 ) × (N 1 * N 2 ) matrix. If the correlations only exist in the first dimension, then the inversion of the weighting matrix only requires the inversion of a single N 1 × N 1 matrix.
The inversion of the weighting matrix often causes an intractable computational problem, particularly for multi-dimensional correlations. For example, in a relatively small 2D PET data set with 150 × 140 radial × azimuthal bins in the transaxial direction and 35 axial planes, if correlations exist amongst all entries, one would need to store and invert a 735 000×735 000 matrix. On the other hand, if stationary correlations existed among only radial bins, only a single 150 × 150 matrix would need to be inverted.
Implementation of reduced dimensionality of correlations simplification
When the dimensionality of the correlations can be reduced, the reconstruction requires the inversion of smaller matrices. These inversions are performed only once and then incorporated into the first and second derivative terms in (7). For WLS with the weighting matrix W equal to the inverse of the covariance matrix found from the simplification discussed in section 3, the derivatives are
and
The sum over H i represents the sum over all nonzero entries in the inverse of the covariance matrix at row/datum i. The goal of this simplification is to make the inverse of the covariance matrix numerically feasible and to reduce the size of H i to reduce the computation in the optimization. With the simplification of a block diagonal covariance matrix, the inverse covariance matrix will have nonzero entries only in the block diagonal terms. When this simplification is used, we denote the objective function and method as RD .
Method 2: using Markov random fields, Φ MRF
The solution of an inverse problem involving correlated data can be simplified by employing a model which is general enough to capture the essence of the data's statistics, but which is amenable to numerical optimization. In Bayesian image estimation, the Markov random field has been proven to possess both these attributes as an a priori model of image data (Besag 1974, Geman and Geman 1984) . These processes are characterized by the independence of a given datum from all of the more distant sites, when conditioned on nearest neighbors. This property offers clear computational advantages in sequential optimization, allowing low-dimensional local vectors in calculations, regardless of the spatial extent of correlation.
In the present case, we carry this type of model and its advantages into the sinogram domain. Sinograms have previously been modeled somewhat similar to this manner (Prince and Willsky 1988) , but with the goal of the Bayesian estimation of the sinogram, implicitly including the effects of an a priori distribution for the underlying image. Here, we apply the MRF model to the distribution of the correlated data, conditioned on the unknown image, x, in order to capture the effects of A. A second, distinct model may be used for x. We assume that the data, conditioned on the image, is a Markov random field with probability density f (y|x).
A fundamental property of the Markov random field model is its equivalence to a Gibbs distribution, which in our case is assumed to be expressible in the form
with α i and Z as normalization constants, and N i as the spatial neighborhood of datum i of a size depending on the order of the Markov model. For a given datum measurement y i and its neighbors N i = {n i,1 , . . . , n i,B }, we need to find the distribution
We assume the data in a datum's neighborhood, conditioned on x, has a density which may be represented by
where K N i is an estimated B × B covariance matrix of the neighbors and K v is an estimated covariance matrix of the neighbors and y i . The data may be approximated as Gaussian, in which case the K matrices are constant with respect to the data, or as Poisson, in which case K may be viewed as a function of the data in a quadratic approximation of the Poisson log-likelihood; in either case the following formulae are identical.
Substituting (15) and (16) into (14) and simplifying leads to
where K y i N is the B × 1 vector of the covariance of y i and its neighbors and Q i = σ
Under the conditional Markov assumption, ignoring constants which do not affect the estimate of x, the approximation of the likelihood function simplifies to the formf
where
is a 1 × B vector,P i * x = kP ik x k is the forward projection to projection i of M total projections andP N i * x is a B ×1 vector containing the forward projection to the neighbors of projection i. In the previous and following equations, the system matrix is referred to with the boldface letter P when it is a matrix subset of P, with P when it is a vector subset, and with p when it is a single entry from P.
This formulation reduces the inverse of a large covariance matrix to the practical problem of inverting MB × B matrices. The size of the correlated neighborhood, B, can be varied to trade off between variance in the estimate and overall computational burden. When the data conditioned on the image is a Markov random field, our expression for the data's distribution is proportional to the true distribution when the neighborhood is at least as large as the order of the process. We have no guarantee that this approximate form of the data's full inverse covariance matrix, as expressed implicitly in (18), converges to the precise values even as B becomes arbitrarily large. However, our hope is to make significant gain in estimator quality with this tractable approximation.
Implementation of the Markov random field simplification
When the Markov random field assumption is applied to a covariance neighborhood, the log of (18) leads to the objective function
Many of the terms in (19) need to be computed only once. The derivatives required to optimize (19) are
As with the WLS derivatives, these are incorporated into (7) to find image estimates in a penalized reconstruction algorithm. It should be noted that for independent data with no cross correlation, Z * = 0, h = i and 1/Q i = W ii , the WLS and MRF simplifications lead to identical derivative terms.
Evaluation methods
We applied the method with reduced dimensionality ( RD ) and the method with the MRF simplification ( MRF ) to two applications.
Simulations with known covariance
We tested the proposed methods with a simulation study in which the exact correlation structure is known. In an effort to compare and contrast the use of a full covariance matrix, portions of the covariance matrix, and no cross-correlations, we generated relatively small data sets and reconstruct to small images. We simulated a constant activity cylindrical phantom (27.5 cm diameter in a 55 cm field of view scanner) and generated a single set of 2D projections, y s (30 radial bins × 20 angle bins) through this phantom. Poisson noise was added to the projections to generateŷ s asŷ s = Poisson{y s } with 2 × 10 4 total counts. At this stage, the projections were an independent Poisson process.
Then, a data processing step or physical phenomena introduced correlations into the projections. We modeled the correlating step as a linear filter operation (A s ) which blurs in the radial bin and azimuthal angle dimension. This filter operation was a series of unique non-symmetric 2D Gaussian functions for each projection bin with full width at half maximum (FWHM) in each dimension drawn from the independent uniform distribution of values from 0 to 4 bins. The dependent projectionsỹ s = A sŷs . The covariance matrix of the dependent projections was formed as Kỹ s = A s K y s A s , where K y s was a diagonal matrix with diagonal values equal to the noise-free projections y s . Figure 3 presents a portion of the covariance matrix, Kỹ s . Even with a small data set size, the covariance matrix contained 600 × 600 entries.
We present results from reconstructions that used (i) the entire covariance matrix, (ii) only correlations in the radial bins with the RD (x) objective, (iii) correlations using the closest neighbors in both radial and angle bins and the MRF (x) objective and (iv) no correlation information. In all cases, in order to assess the value of covariance information in the reconstruction, we used the modified system matrix (P = A s P) to account for the first-order effects of the correlating process. We generated 20 independent noise realizations and analyzed the variance across multiple reconstructions of 20 × 20 pixel images.
Application to FORE
In an effort to further test the efficacy of the proposed approaches, we turn to one practical application, FORE PET data. In the conventional 2D PET acquisition, septa are positioned between adjacent rings of detectors, effectively restricting photon lines of response to single planes. In fully 3D PET data acquisition, the septa are removed and photons are collected from all oblique planes resulting in an increased sensitivity. Originally, fully 3D PET reconstruction was computationally prohibitive. Rebinning algorithms, such as FORE, were proposed to reduce high sensitivity, fully 3D data, to conventional 2D data sets prior to reconstruction. As computation power has improved, manufacturers are performing the more accurate fully 3D reconstruction to avoid the approximations taken with rebinning algorithms (Jones et al 2003 , Iatrou et al 2004 .
Fully 3D PET data are well modeled as conditionally independent Poisson variables. After FORE, the data is no longer Poisson because several multiplicative corrections (attenuation, efficiencies, etc) are applied in the fully 3D domain and the rebinning process consists of a scaled linear combination of oblique planes. We tested the proposed methods using the correlations in only one or two dimensions in order to simplify the correlation models.
We simulated data from the phantom shown in figure 4 containing four hot and four cold features in a torso with an activity contrast ratio of 0.5 (4:2:1, hot:background:cold). Line integrals through this phantom were organized into oblique sinogram data for a scanner with a geometry similar to the GE Advance (DeGrado et al 1994) . We simulated 20 fully 3D noise realizations of 100 million counts, along with 20 noise realizations of the phantom without features, to compare contrast and noise. These data sets were Fourier rebinned into 35 2D planes prior to reconstruction.
We compared the proposed methods with a conventional 2D maximum a posteriori (MAP) algorithm. The MAP algorithm was based on an independent Poisson distribution (not weighted least-squares). The MAP method and the proposed methods used the same optimization code and the prior term. We began each reconstruction with a low-frequency initial image from a multi-resolution scheme (Frese et al 2003) and all of the methods have a similar convergence rate reaching a solution in nine iterations. In this work, a method is 'converged' when an estimate reduces the objective value by 0.01% of the maximum difference between objective values from prior, sequential estimates.
The contrast of feature i was defined as
where µ * i is the mean of the voxels in the feature reconstruction or in the background reconstruction (data simulated without features). The voxels within a given feature were fully inscribed in the boundaries of the feature. In this study, the noise metric was the standard deviation in the means of the background, µ background * (Liu et al 2001) . These methods were also applied to measured data from the IndyPETII small-animal scanner (Frese et al 2003) . We imaged a Derenzo-like, hot phantom consisting of a block of Plexiglas with different size holes (4.0-1.6 mm diameter) filled with F18. The fully 3D data set contained 222 oblique planes of 279 × 360 sinograms.
RD for the axial dimension.
We first reduced the dimensionality of the correlations to just the axial direction. The FORE algorithm interpolates frequency information into rebinned planes based on their location in the frequency space. Therefore, the interpolation effect on the data, and consequently the influence on the first-and second-order statistics, would be best understood in the frequency space. Incorporating a frequency connection amongst planes into an objective function would complicate the optimization. We propose a simple method for approximating the influence of FORE in the axial dimension that states that the rebinned data are equivalent to a frequency-independent blurring of the conventional 2D data. That is, for the conventional 2D planes indexed by z a , and a rebinned plane at z b , the axial approximation is expressed asỹ
where s is the radial position and φ is the angle in the rebinned sinogramỹ 2D . This matrix, H, could also be viewed as a description of the linear blurring extent of FORE in the axial direction.ŷ 2D is the ideal unblurred rebinned 2D data. In other words,ŷ 2D represents data that has gone through an ideal rebinning transformation that places each 3D data point correctly in its 2D location or locations with independent errors. In order to find this axial approximation, we use FORE kernels to express the FORE algorithm in the space domain. The axial effect is approximated by adding contributing FORE kernels to find the percentage of a given direct plane from neighboring planes. Figure 5 displays H for an 18 ring scanner. We used this approximation in the previous work to try to deconvolve the axial blurring from FORE prior to reconstruction (Alessio et al 2006) .
We used this relationship linking rebinned plane z a with rebinned plane z b in the reduced dimensionality simplification method discussed in section 3. Specifically, H can be substituted for A in (3) to find the modified projection matrix for finding the conditional mean at each iteration. The use of this modified projection matrix in the reconstruction is termed 'AxialMean'. Likewise, H can be used in (4) to find the covariance matrix; the inversion of the entire covariance matrix will only require the inversion of a single smaller matrix the size of H. The use of the improved covariance matrix in RD in the reconstruction is termed 'Axial-Cov'.
5.2.2.
MRF for the transaxial dimensions. FORE influences the mean and covariance of measurements in each transaxial rebinned slice. In Alessio et al (2003), we presented this approach for estimating and using the transaxial correlations in FORE rebinned data. We used FORE kernels as the blurring kernel in equation (3) to modify the projection matrix. The kernel blurs among radial and angular bins in our approach is termed 'Trans-Mean'. We also use the FORE kernels to compute the complete covariance matrix of rebinned data, but store only neighboring entries as needed for the likelihood function (18). In essence, we assume that the FORE rebinned measurements conditioned on the image, are a Markov random field as discussed in section 4. Figure 6 shows a portion of the complete covariance matrix for a rebinned sinogram when the data is organized first by radial bins and then angular bins effectively showing three angles worth of information. This figure reveals that the FORE data are no longer independent, containing energy at entries off the diagonal. Adjacent radial bins are negatively correlated while adjacent angular bins are positively correlated. To limit complexity, we use only the eight closest neighbors (B = 8) in the calculation of the MRF -likelihood function at each step in the method termed 'Trans-Cov'. Table 1 average across realizations of the mean-square error of each reconstruction and incorporates both first-and second-order errors into a single figure of merit. For context, the true value in arbitrary units of the activity region is 10. The bias is influenced by first-order statistics. As expected, the use of more correlation information does not influence the first-order statistics of the estimates and therefore does not influence the bias of these estimators. The use of additional correlation information does change the second-order statistics and reduce the variance of the estimators as reflected in the MSE values.
Results
Simulations with known covariance
FORE reconstructions of simulated data
The values of the objective functions for each iteration of the proposed algorithms appear in figure 7 . All methods converge within nine iterations. The comparison of the contrast versus noise for each method appears in figures 8 and 9. The curves are plotted for varying smoothing parameter values, β = [100, 20, 10, 5, 2, 0.5], and each datum point is generated from the mean contrast from 40 independent reconstructions. The curves for the reduced dimensionality method applied to the axial dimension appear in figure 8. The combination of the first-order influence in the Axial-Mean method and the second-order influence in the Axial-Cov method yields better contrast than all of the other methods at some matched noise levels. The MRF method applied to the transaxial dimensions appear in figure 9 , revealing that on average all of the methods perform similarly. Figure 10 displays the reconstructions of measured Derenzo data from one transaxial slice. All methods were run for nine iterations and reached convergence. It is difficult visually to discern differences between the methods. Profiles along a single line in these reconstructions appear in figure 11 . Reconstruction using the MRF method which includes transaxial correlations offers slightly less contrast than MAP. On the other hand, the RM method with axial correlations provides increased contrast as expected from the simulation trials.
FORE reconstructions of measured data
Discussion
We proposed and tested two methods for incorporating correlations in statistical reconstruction. Our hypothetical simulation study showed a factor of 7 reduction in the mean-square error in the activity region when the entire covariance matrix is included in the reconstruction. This complete approach is not currently feasible with typical data set sizes; the proposed methods offered reduced computational demands and led to a factor of 2 reduction in variance when only eight correlated neighbors were included. These results showed that using accurate correlation information leads to a more efficient estimator and supports the efficacy of the proposed approaches.
We further tested the methods with dependent FORE PET measurements. Approximations of the one-dimensional correlations in the axial direction provide improvements in terms of contrast for both the empirical and simulated measurements, with gains as much as 23% at matched noise levels. Approximations of the two-dimensional correlations in the transaxial direction applied in the MRF method did not offer any improvements over the conventional 2D iterative reconstruction. This is most likely due to the limited influence of FORE in the transaxial planes. Further inspection of the transaxial approximation showed that FORE introduces little correlation in the transaxial direction because its response is basically flat over the appropriate 'bowtie' region in the frequency space of the Radon transform. That is, the transaxial effect of FORE is minimal and using this approximation has little influence on reconstructions. Another explanation for the zero benefit in the transaxial case and the only minor gains in the axial case, is that we had to make several, potentially flawed, assumptions to approximate the correlation structure of FORE data. Given that Fourier rebinning is being overtaken by more accurate fully 3D reconstruction, an exploration of a more accurate correlation model is probably not useful for this application.
Future work will explore methods for finding data covariance matrices in promising PET applications, such as time-of-flight or kinetic parameter imaging (Kamasak et al 2005) . In general, it is often challenging to find the covariance structure of data in inverse problems. One possible approach for the above applications is to employ accurate Monte Carlo simulations of the imaging process over multiple realizations to approximate the second-order statistics. Also, linear approximations of the imaging process can be used to find approximate covariance matrices.
Conclusion
Methods for incorporating correlations into statistical reconstructions were proposed and successfully implemented. When the correlating process is a linear operation, the first-order influence should be incorporated in the conditional mean term of the projections to reduce the bias of reconstructions. We presented two methods for including the second-order influence to reduce the variance of reconstructions. The first method offers an approach for including correlations in a reduced number of dimensions, effectively reducing the necessary inversion of a large, non-diagonal covariance matrix into the inversion of smaller matrices the size of the number of correlated variables. The second variation assumes a conditionally Markov model for the measurements and reduces the large inversion problem to multiple inversions of smaller matrices. When the correlations are accurately known, these methods offer feasible approaches to improve the efficiency of reconstruction estimators with computational burdens directly related to the number of correlating variables included.
