Motivated by the notion of regression depth (Rousseeuw and Hubert 1996) we introduce the catline, a new method for simple linear regression. At any bivariate data set Z n = f(x i ; y i ); i = 1; : : : ; ng its regression depth is at least n=3. This lower bound is attained for data lying on a convex or concave curve, whereas for perfectly linear data the catline attains a depth of n. We construct an O(n log n) algorithm for the catline, so it can be computed fast in practice. The catline is Fisher-consistent at any linear model y = x + + e in which the error distribution satisfies med(ejx) = 0, which encompasses skewed and/or heteroscedastic errors. The breakdown value of the catline is 1=3, and its influence function is bounded. At the bivariate gaussian distribution its asymptotic relative efficiency compared to the L 1 line is 79.3% for the slope, and 88.9% for the intercept. The finite-sample relative efficiencies are in close agreement with these values. This combination of properties makes the catline an attractive fitting method.
Introduction
Consider any bivariate data set Z n = f(x i ; y i ); i = 1; : : : ; ng and any straight line of the form y = bx + a. Recently, Rousseeuw and Hubert (1996) introduced the regression depth of such a line relative to Z n . The regression depth is an integer between 0 and n, and can be seen as a kind of`rank' of the line. This allows one to compare different lines, from the viewpoint that a deeper line provides a better fit to the data.
In this paper we construct the catline, a new regression method which is motivated by regression depth. At any data set Z n , the regression depth of the catline is at least n=3. This lower bound is attained when the data points lie on a strictly convex (or strictly concave) curve. If, on the other hand, the data points lie exactly on a straight line, then the catline's depth attains the upper bound of n.
Section 2 outlines the notion of regression depth, whereas Section 3 defines the catline and gives its depth and equivariance properties. In Section 4 we construct an O(n log n) algorithm for the catline, so that it can easily be computed in practice. Section 5 shows that the catline is Fisher-consistent at any linear model y = x+ +e for which med(ejx) = 0 at all x, which allows for asymmetric and/or heteroscedastic errors. In Section 6 the robustness of the catline is investigated. Its breakdown value is 1=3, meaning that up to one third of the data points (x i ; y i ) may be replaced by outliers (in both the x-direction and the y-direction) without destroying the fit. Moreover, the influence functions of the slope and the intercept are bounded. Finally, Section 7 derives the efficiency properties. At a bivariate gaussian distribution the asymptotic relative efficiency of the slope compared to the L 1 line is 79.3%, and the intercept attains 88.9%. A simulation study confirms these efficiencies also for finite samples. This combination of properties makes the catline an attractive fitting method.
Regression depth
We start from a data set Z n = f(x i ; y i ); i = 1; : : : ; ng IR 2 . Each line of the form y = bx+a will be considered as a`candidate fit' to Z n and denoted as = (b; a) so the first component is the slope and the second is the intercept. The residuals of Z n relative to will be denoted as r i = r i ( ) = y i ? bx i ? a. In order to introduce the depth of a fit, we will first define a non t. 1 Definition 1. A candidate t = (b; a) to Z n is called a non t i there exists a real number v = v which does not coincide with any x i , and such that r i ( ) < 0 for all x i < v and r i ( ) > 0 for all x i > v or (2.1) r i ( ) > 0 for all x i < v and r i ( ) < 0 for all x i > v: Figure 1a shows a data set with 7 observations and two nonfits and . Also the corresponding values v and v are indicated. From this plot it is clear that the existence of v corresponds to the presence of a tilting point (marked by a cross) around which we can rotate the line until it is vertical, while not passing any observation.
Note that Definition 1 also allows for data sets Z n with ties among the x i . (This is because v may not coincide with any x i ).
Definition 2. The regression depth rdepth( ; Z n ) of a t = (b; a) to a data set Z n IR 2 is the smallest number of observations that need to be removed to make a non t.
Definitions 1 and 2 are due to Rousseeuw and Hubert (1996) , who also provide equivalent definitions in dual space. Moreover, they show several analogies with the notion of location depth (Tukey 1975 , Donoho and Gasko 1992 , He and Wang 1997 . However, these aspects will not be pursued in the present paper.
To illustrate Definition 2, consider the lines and in Figure 1b . We can make a nonfit by removing observations 2 and 6 (since one can then rotate about v without touching any remaining observations). Since cannot be made a nonfit by removing fewer observations, rdepth( ; Z n ) = 2. The line has rdepth 3, since we need to remove three observations (1; 4 and 6) before it becomes a nonfit. Note that a nonfit never passes through an observation (since all residuals in (2.1) are strictly positive or strictly negative). Therefore, a line through k observations has a regression depth of at least k.
It can easily be verified that regression depth is scale invariant, regression invariant and affine invariant, according to the definitions in Rousseeuw and Leroy (1987, page 116) .
In order to compute rdepth( ; Z n ) we first sort the observations by their x i coordinates in O(n log n) time. Next, we denote all the distinct x-values byx 1 < : : : <x j < : : : <xñ withñ n. for all 2 j ñ. The regression depth of relative to Z n is then computed in O(n) time from the expression rdepth( ; Z n ) = min
where S + (t) = #fi; x i < t and r i 0g; G ? (t) = #fi; x i > t and r i 0g; and S ? (t) and G + (t) are defined accordingly. It therefore suffices to update S + (v j ), S ? (v j ), G ? (v j ) and G + (v j ) at each j = 1; : : : ;ñ.
We can also consider the regression depth of a fit = (b; a) in the population case. We then assume that the random variables (X; Y ) have a joint distribution H on IR 2 . The regression depth rdepth( ; H) is de ned as the smallest probability mass that has to be removed to make a non t.
The catline
In this section we will construct the catline and give its depth properties.
First we sort the data set Z n = f(x i ; y i ); i = 1; : : : ; ng according to its x-values, so we may assume that x 1 x 2 : : : x n . (If ties in x i occur, we sort the observations with identical x-values according to their y-value.) Then we divide the data set in three groups denoted by L; M and R. If n is a multiple of 3, the left group L is formed by the first m = n=3 data points f(x 1 ; y 1 ); : : : ; (x m ; y m )g, the group M by the middle third, and R by the rightmost third. For n = 3m + 1 we take #M = m + 1, whereas for n = 3m + 2 we take #L = #R = m + 1. (We say that a line bisects a set of N points if neither of the two open halfplanes defined by that line contains more than N=2] points. If N is odd, the line thus must pass through at least one point). The existence of a simultaneous bisector of two finite sets in IR 2 follows from the Borsuk-Ulam theorem (see Edelsbrunner 1987, page 69) . In the population case the catline partitions the probability mass according to (3.1) , where the horizontal line indicates the catline and the vertical lines indicate the sets L; M and R:
For each distribution H on IR 2 , there is a unique value of 0 q 1 3 satisfying (3.1). Roughly speaking, the catline has the property that the number of positive residuals in L equals the number of negative residuals in M and the number of positive residuals in R. We call it the catline since it Cuts All Thirds (that is, L; M; and R). Figure 2 shows a data set with 12 observations and its catline. We have also indicated the three groups L; M and R. Here From Definition 2 and Theorem 2 it follows that 1 3 max rdepth( ; H) 1:
2)
The following theorem shows that these bounds are sharp. To illustrate (a), Figure 3 shows a data set of 11 observations that lie on the convex curve y = e x . Here the catline attains the maximal rdepth of 5. Plot of a data set with 11 observations that lie on the convex curve y = e x . The catline has depth 5, which is the maximal rdepth for this data set.
Finally we give some equivariance and invariance properties of the catline. For convenience we denote Z n = (x; y) where x = (x 1 ; : : : ; x n ) t and y = (y 1 ; : : : ; y n ) t are column vectors. (4) The catline is invariant to changing the absolute magnitudes of its residuals as long as their signs remain the same.
The fourth property reflects the fact that the catline is only defined through the signs of the corresponding residuals. We may thus enlarge (or shrink) their magnitude without affecting the estimate. This suggests that the catline will be resistant to vertical outliers in the data set, i.e. towards outlying y-values. Other estimators with this property include the line of Brown and Mood (1951) , the least absolute deviations (L 1 ) method (see Bassett and Koenker 1978) , and the resistant line (Tukey 1977, Johnstone and Velleman 1985) . For a more detailed investigation of the robustness of the catline, we refer to Section 6.
Example: the pronghorn data. This data set of size n = 29 compares a habitat suitability index with pronghorn prevalence in 29 winter ranges in the western United States. In a previous analysis Cade and Richards (1996) used a shifted power transformation on the response variable to obtain a linear relationship (see also Box and Cox 1964, Carroll and Ruppert 1988) . The transformed data set (x i ; g(y i )) with g(y) = log 10 (y + 1) yields the catline CAT = (1:75; ?0:24). Note that in this example the catline lies close to the L 1 line L 1 = (1:79; ?0:27) obtained by Cade and Richards (1996) . In Figure 4 we have plotted the original data (x i ; y i ) with the backtransformed curve y = g ?1 (1:75x ? 0:24) which we will call the cat t. Due to the monotonicity of g, the number of positive and negative residuals in the three groups L; M and R stays the same after this transformation.
Example: the stars data. In general the catline need not be close to the L 1 estimator, which is sensitive to outliers in the x i (i.e., leverage points). This is illustrated in Figure 5 , which contains the Hertzsprung-Russell diagram of a star cluster in the direction of Cygnus (see Rousseeuw and Leroy 1987, page 27) . The logarithm of the star's light intensity is plotted versus the logarithm of its surface temperature. In this plot we see the catline which fits the main sequence stars, and the L 1 line which is strongly attracted by the four giant stars in the upper right corner.
Remark. The notion of regression depth is related to the halfspace location depth, see (Rousseeuw and Hubert 1996, Section 5). In that paper also a simplicial regression depth rdepth (S) is constructed as a counterpart to the simplicial location depth of Liu (1990 Liu ( , 1995 .
In simple regression the general definition reduces to rdepth (S) ( ; Z n ) = n 3 4 Algorithm
In this section we construct a fast algorithm for computing the catline. It is essentially based on Theorem 6 below, which provides necessary and sufficient conditions for (b; a) to be the catline. Let us denote by r LM (b; a) and r MR (b; a) the set of residuals in L M and M R relative to a fit (b; a). Formally, r LM (b; and verify condition (4.1) if n is a multiple of 3. Afterwards, the intercept can be determined by (4.2) or (4.4). To solve f(b) = 0 we iteratively adjust the slope estimate by means of the`zeroin' algorithm of (Wilkinson 1967; Dekker 1969 ). This algorithm alternates interpolation and bisection in such a way that the convergence is always ensured, and that the convergence rate is independent of the sample size n (Brent 1973) . Our simulations have confirmed this: on average only about four iteration steps were needed to obtain a precision of 6 digits, both for small and large data sets.
Before starting the iteration process, we first need to find two estimates b 0 and b 1 in which f takes on a different sign. For the initial value b 0 we set l = #L, and take in the groups L and R the observation with d l 2 e-th smallest y-coordinate. Then b 0 is defined as the slope of the line through these two data points. We compute a 0 = med r LM (b 0 We performed many simulations to investigate the efficiency of this algorithm. We generated data sets of size n = 3m; n = 3m + 1 and n = 3m + 2 for m = 16; 160 and 1600. The regression slopes were taken to be 0; 5; and ? 20. The errors were normally distributed, but some data sets also contained 10% of outliers. On average, less than one correction step was required to get initial estimatesb 0 andb j with different signs of f(b 0 ) and f(b j ). The average number of iteration steps in the`zeroin' procedure varied between approximately 3 and 8. A slight increase of this number was observed for large slopes and for large data sets. On the other hand, outliers did not affect the computation time. In conclusion, a small and fixed number of iteration steps was always sufficient. To stay on the safe side, we fixed the maximal number of iterations at 50 in our current implementation. Since we start by ordering the x-coordinates and only perform linear-time operations afterwards, the overall time complexity of this algorithm becomes O(n log n). This corresponds with the theoretical results of Cole (1984) and Edelsbrunner and Waupotitsch (1986) . They derive general algorithms for computing a common bisector of two sets in two dimensions in O((n b + n w ) log(n b + n w )), resp. O((n b + n w ) log(min(n b ; n w ) + 1)) time, where n b and n w are the number of points in the sets to be bisected.
The S-PLUS code of our algorithm for the catline can be obtained from the website http://win-www.uia.ac.be/u/statis.
Fisher-consistency at asymmetric and heteroscedastic errors
The population version (functional version) of the catline is straightforward from (4.3) and (4.4). Suppose that (X; Y ) has a continuous joint distribution function H. (Throughout, we will use the same notation for a probability distribution and its cdf.) Denote by G the marginal distribution of X. Let Note that the model (5.3) does not require the errors to be symmetric or identically distributed, and hence allows for skewness and heteroscedasticity. This general form of Fisher-consistency is an important advantage of the catline over regression estimators that are only Fisher-consistent for symmetric and/or homoscedastic errors, like least squares (LS), the L 1 estimator and M-estimators (see also Carroll and Welsh 1988) .
Example: skewness and heteroscedasticity. We have generated 60 observations according to the linear model y = 2x + 1 + e, where e follows a shifted lognormal distribution given by e = u ? 1 where ln(u) N(0; 2 x ), hence med(ejx) = 0 for all x. The heteroscedasticity was given by x = (x + 2)=1:7. Figure 6 displays the data, together with the catline and the LS fit. The least squares slope is clearly biased, whereas b CAT 2 and a CAT 1: A well-known measure of an estimator's resistance against outliers is the breakdown value (Hampel et al. 1986 ). The finite-sample breakdown value of any estimator T n is de ned by " n (T n ; Z n ) = min f k n ; sup
Here Z 0 n ranges over all data sets obtained by replacing any k observations of Z n by arbitrary values. The breakdown value is thus the smallest proportion of contaminated observations that can carry the estimator beyond all bounds. Note that this contamination is not restricted to outliers in y i , but that Z 0 n may also contain outliers in x i .
Theorem 8. At any data set Z n IR 2 with distinct x i we have " n (b CAT ; Z n ) = " n (a CAT ; Z n ) = n ? 2 h n The asymptotic breakdown value of the catline is therefore " = lim n!1 " n = 1=3: This is an important improvement compared to the resistant line whose breakdown value is 1=6. This is because the resistant line bisects L and R but ignores M. In fact, the resistant line partitions the data according to Therefore its breakdown value is 1/4, which is also below that of the catline.
Example: the Height and Weight data. Figure 7 shows the height (in cm) and weight (in kg) of 30 eleven-year-old girls attending Heaton Middle School in Bradford (Hand et al. 1994) . Superimposed are the catline, the least squares line (with zero breakdown value), and the resistant line. We see that the catline is the least attracted by the outliers with large y i .
Inf luence function
The influence function (see Hampel et al. 1986 ) of an estimator T at a distribution H measures the effect on T of adding an observation at z = (x; y). If we denote the point mass at z by 4 
Corollary 2. Since the influence functions of the slope and the intercept each take on at most 3 different absolute values, they are bounded. Figure 8a shows the influence function of the catline slope at the bivariate gaussian distribution H = N 2 (0; I), where it coincides with that of the resistant line slope. The influence function of the catline intercept at N 2 (0; I) is plotted in Figure 8b .
Whereas the influence function is an asymptotic concept, we also want to have a finitesample version. For this we use the averaged permutation-stylized sensitivity function defined by (Rousseeuw et al. 1995) . For any estimator T the sensitivity function measures the (standardized) effect of adding an observation z at the sample Z n = fz i ; i = 1; : : : ; ng, i.e. SF n (z; T; Z n ) = n(T n+1 (z 1 ; : : : ; z n ; z) ? T n (z 1 ; : : : ; z n )):
The resulting sensitivity function strongly depends on the sample Z n , but we can alleviate this effect by using a permutation-stylized data set Z( ) = f(x s i ; x s (i) ); i = 1; : : : ; ng where x s i = ?1 ( i n+1 ) and where is a random permutation on f1; : : : ; ng. Finally, the effect of the particular permutation is tempered by averaging the sensitivity function over a collection of random permutations, leading to APSF n (z) = average SF n (z; T; Z( )): We thus observe a small loss of efficiency at the bivariate gaussian distribution, but the catline achieves a much better resistance to leverage points.
Finally we have investigated whether the corresponding finite-sample relative efficiency is well approximated by the asymptotic relative efficiency. To this end we have generated m = 10; 000 samples of various sample sizes n (see Table 1 ) from N 2 (0; I), each time computing their catline (b (k) CAT ; a (k) CAT ) and their L 1 line (b (k) L 1 ; a (k) L 1 ) for k = 1; : : : ; m. The catlines were computed with the O(n log n) algorithm constructed in Section 4. The L 1 regression was performed using the l1fit procedure in S-PLUS. For each n, Table 1 It also presents the analogous results for the catline intercept. We see that the finite-sample relative efficiency is close to the asymptotic relative efficiency, which makes the asymptotics valid for both small and large data sets. Proof of Theorem 3: (a) The line with maximal depth has to pass through two observations (otherwise it could be made deeper by slightly tilting it until it does fit 2 points), thereby dividing the observations in three groups with alternating residual signs. The rdepth of this line is then 2 + the size of the smallest group, which is bounded by 2 + (n ? Proof of Theorem 8: First we will prove that we can make the slope of the catline arbitrarily steep by replacing n" n observations of the original data set Z n . Assume the data points are ordered by their x-coordinates. By Theorem 4(c) we may assume that all x i > 0 w.l.o.g. We consider all lines through the observation with x-coordinate x 2m+nmod3 that separates the groups M and R. This means that all points in M resp. R have a positive, resp. negative residual. 
