This letter presents a novel edge-based blur metric that averages the ratios between the slopes and heights of edges. The metric computes the edge slopes more carefully, i.e., by averaging the edge gradients. The effectiveness of the proposed metric is confirmed by experiments with motion or Gaussian blurred real images and comparison with existing edge-based blur metrics. key words: blur metric, edge slope, edge height, no-reference
Introduction
Blur measurement has been used with different purposes in applications such as image aboriginality check [1] , camera lens focusing check [5] , image restoration/enhancement [5] , image segmentation (including shadow identification, intrinsic image extraction, and background subtraction) [2] , [10] , and camera or object motion estimation [3] , [7] . In the applications such as aboriginality check, image restoration/enhancement, and image segmentation, the most important factor has been the accuracy of measured blur. In contrast, in the applications such as camera lens focusing check and camera or object motion estimation, the time required for measuring blur has been a critical factor. In this letter, we are interested in the latter applications and in developing a cost-effective blur metric. Note that, due to the recent widespread use of mobile devices, demands for low cost metrics will further increase.
There have been a number of blur metrics in the literature. Most existing metrics require a reference together with the processed image. However, in most applications, the reference is unknown or the additional time for obtaining the reference is required. Therefore, we are interested in no-reference blur metric.
Consequently, we focused on edge-based blur metrics due to their flexibility (i.e., they require no reference information) and cost-effectiveness (i.e., they perform simple computations in a small number of strong edges). Here, we briefly review the related works. Marziliano et al. [6] proposed the simplest metric that averages all the edge widths (the distance between two nearest local extrema, x S and x E in the left image of Fig. 1 from the output of a vertical edge filter. Chung et al. [2] proposed an improved metric that measures the edge direction at an edge point and the standard deviation from the differential edge profile in the edge normal direction (the right image of Fig. 1 ) and combines the standard deviation with the edge gradient magnitude at the edge point using a weight value related to image contrast. Ferzli and Karam [4] proposed a metric that combines a human vision system based sharpness perception metric (called mean just-noticeable blur and obtained by subjective tests) with a block-wise version of the metric proposed by Marziliano et al. Ko and Kim [5] proposed a blur detection metric based on a Bayes discriminant function that is built from the mean and standard deviation of edge magnitude of a number of sharp and blurred training images. Cao et al. [1] proposed a metric that divides the edge height (|e k (x E ) − e k (x S )|) with the max of the gradients between x S and x E in Fig. 1 . In this letter, we propose a novel edge-based blur metric. On the one hand, the proposed blur metric is a modified version of the metric proposed by Cao et al. [1] that is useful only for Gaussian blur. On the other hand, the proposed blur metric is an extended version of the metric proposed by Marziliano et al. [6] . The proposed blur metric is further explained in Sect. 2 and its performance is compared with that of the existing edge-based blur or sharpness metrics (some of them are simplified or modified) in experiments with motion or Gaussian blurred real images in Sect. 3.
Proposed Blur Metric
The proposed blur metric is based on the observation that the motion or Gaussian blur strength (σ) is in inverse proportion to the slope of blurred edges. Therefore, σ can be estimated from the edge slope and height as follows.
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where N is the number of edges, e k (x) and ∇e k (x) are the profile of the k-th edge and its gradient, H k and S k are its height (the difference between the pixel values) and slope (the mean of the edge gradients † ), and x S and x E are the start and end positions (the local extrema closest to the edge in both sides) of the edge along the edge normal direction (see Fig. 1 ). To avoid estimating the direction of each edge, σ is more simply computed by averaging σ V and σ H that are measured by separately applying Eq. (1) to the horizontal edges and vertical edges obtained from the Sobel operators.
In Eq. (1), if the edge slope S k is computed from the max of the edge gradients instead of the mean, the proposed metric is the similar to that proposed by Cao et al. [1] . Also, if S k is simply approximated as
the proposed metric is the same as that proposed by Marziliano et al. [6] .
The careful computation of S k in Eq. (1) makes the proposed metric less sensitive to the positions of x S and x E (prone to noise) than the metric proposed by Marziliano et al., i.e., x E x=x S |∇e k (x)| is less sensitive to the positions than
It also makes the proposed metric less sensitive to the noisy edge gradients than the metric proposed by Cao et al. because the noise is suppressed by averaging the edge gradients. Equation (1) can be more robust than the metric proposed by Chung et al. that is based on the standard deviation and where the noisy derivatives, especially close to the start and end positions, are magnified by the term |x| 2 . On the contrary, the careful computation of S k in Eq. (1) causes a slight drop in speed. However, the drop was not noticeable and the proposed metric was one of fast edge-based metrics, which will be shown in the next section.
Evaluation
In this section, the proposed metric is evaluated and compared with existing edge-based blur or sharpness metrics. For fair evaluation, a part of existing metrics were slightly simplified † † or modified. In the metric proposed by Marziliano et al. [6] , both horizontal and vertical edge filter outputs were used and averaged. In the metric proposed by Chung et al. [2] , the sub-pixel correction of the gradient directions was not used and the weight value was fixed to 0.5 regardless of image contrast because the computational cost of the weight value was too expensive (In our experiments, it took more than 400 ms despite that its effect was not noticeable.). In the metric proposed by Ferzli and Karam [4] , the resulting sharpness was inversed. In the metric proposed by Ko and Kim [5] , only a linear discriminant function for sharp images in a training phase was built and the output of the function was weighted and inversed for measuring the blur magnitude. The images used in the testing phase were those that blurred the images used in the training phase. The metric proposed by Cao et al. [1] was modified to one that is the same as the proposed metric except that S k is the max of the gradients between x S and x E .
There were no controllable parameters except for the metric proposed by Ferzli and Karam, where the block size was set to 8, the threshold for identifying candidate edge blocks was set to 20, and the image contrast was computed from the difference between the mean values of the larger and lower intensities than the mean intensity in each block.
In the following figures, the blur results measured by metrics were normalized to between 0 and 1. Therefore, one can know that the purpose of evaluation is to see not how accurately the metrics measure the true blur amounts but how well they track the change of the true blur amounts. The accuracy (= fineness) of results was quantified in terms of linearity, monotonicity, and consistency (= independence on image contents). The linearity, monotonicity, and consistency are the reciprocals of the residual error when fitting the results to lines, the standard deviation of partial slopes, the mean squared error (MSE), respectively. Note that their scales and absolute differences do not matter because they were computed from the normalized results. The processing time of metrics was measured at a laptop computer with a dual-core 2.8 GHz CPU.
First, all the metrics were first applied to a testing set (see Fig. 2 ) consisting of six uncompressed natural images that include strong edges because edge-based metrics theoretically work best for high-quality images including strong edges. The images were converted to gray scale and resized to 400 × 400 and horizontally blurred using 1 × z (z = 5, 9, . . . , and 29) averaging filters for simulating motion blur and pre-processed by the Sobel operators (with a threshold of 50) for computing the gradients of edges. Then, the blur amounts were measured by each metric. Figure 3 and Table 1 show the blur results and the related processing time and quantitative analysis. From the blur results, we could know that the metric proposed by Chung et al. with a fixed weight value did not function correctly. Therefore, we excluded it from the following discussion. In terms of linearity, the metric proposed by Ko and Kim was best although the other metrics were not bad (see Table 1 ). In terms of monotonicity, the metric proposed by Ko and Kim, the metric proposed by Cao et al., and the proposed metric were good. The metric proposed by Marziliano et al. failed to predict correctly the increase † The median (instead of the mean) could also be used for computing S k . However, it was more time-consuming and its accuracy was lower than using the mean in our preliminary experiments.
† † The simplification is done only for the metric proposed by Chung et al. Except for the metric proposed by Chung et al., the other metrics were fully implemented or over-implemented. in blur in a part of images (note that the measured blur when the true blur is 25 is smaller than that when the true blur is 21 in the results of Skyline Arch and F15 of Fig. 3 ). This problem seems to happen because the positions of x S and x E are significantly affected by neighboring edges or noise (in particular, when the degree of blur is large) as aforementioned and also pointed out in [2] , [4] . The metric proposed by Ferzli and Karam also failed to predict correctly the increase in blur in the results of F15. It may be because the mean just-noticeable blur metric obtained by subjective tests is not perfect. In terms of consistency, the metric proposed by Ko and Kim and the proposed metric were better than the others. In terms of cost-effectiveness, the metric proposed by Marziliano et al., the proposed metric, and the metric proposed by Cao et al. were better than the others. Next, we applied the metrics to real motion blurred images (see Fig. 4 ) that a checkerboard † was taken by panning a motor-driven high definition (1920 × 1080) camera at six different speeds † † with an exposure time of 1/60 s. The normalized results and their quantitative analysis of each metric were given in Fig. 5 and Table 2 . Compared to those for synthetic motion blurred images (Fig. 3) , the accuracy of the metric proposed by Ferzli and Karam, the metric proposed by Ko in edge slope computation, respectively. When we analyzed in detail the results of the metric proposed by Ferzli and Karam, it seemed that the mean just-noticeable blur metric did not work correctly for the checkerboard images. The processing time of each metric linearly increased with the increase of image resolution (more exactly, with the increase of the number of strong edges) although there was a little deviation due to unoptimized implementation. Therefore, the difference in the processing time of each metric caused by the difference of image resolution was not noticeable.
Finally, we applied the metrics to the Gaussian-blurred images (768 × 512) in the LIVE database [9] that includes more general testing sets and the different blur type from the previous test sets. A part of experimental results and its quantitative analysis are given in Fig. 6 and Table 3 . Compared to the results from motion blurred images (Figs. 3 and  5) , the accuracy of the metric proposed by Ko and Kim sig- † It was selected because it has separated strong edges and this was the condition that edge-based metrics work well.
† † The speed was determined by the time taken when the camera finishes panning from the left end of the checkerboard to the right end once. We could control the time and set it 3 s to 8 s. nificantly dropped. It indicates that the metric largely depends on the number, quality, and contents of images used in the training phase. The performance of the other metrics was not largely different from that for motion blurred images.
On the whole, the metric proposed by Cao et al. and the proposed metric had similar performance. However, the metric proposed by Cao et al. was more sensitive to the noise included in the gradients and its accuracy for the real motion blurred images and the Gaussian blurred images was lower than that for the synthetic motion blurred images. The performance of the metric proposed by Marziliano et al. was also comparable to that of the proposed metric and its accuracy was good in particular for the Gaussian blurred images. However, the overall accuracy of the metric was lower than that of the proposed metric. The accuracy of the metric proposed by Ko and Kim was acceptable and highest in some images. However, the accuracy was highly dependent on the number and quality of images used in the training phase. Also, its processing time was much longer than that of the proposed metric. Consequently, when thinking all the factors collectively, the proposed metric outperformed other existing edge-based metrics in terms of both cost-effectiveness and accuracy.
Conclusion
In this letter, we proposed a cost-effective and robust edgebased blur metric based on careful computation of edge slope. The proposed metric outperformed the existing edge-based metrics in experiments with motion or Gaussian blurred real images.
Further evaluation of the proposed metric with other images or blur types remains a future work.
