Strongly consistent and asymptotic normal estimators of the Hurst index of a stochastic differential equation driven by a fractional Brownian motion are proposed. The estimators are based on discrete observations of the underlying process.
Introduction
Recently, much attention has been paid to the study of almost sure convergence and asymptotic normality of the first and second order quadratic variations of a wide class of processes with Gaussian increments (see [?] [?] ). The conditions for this type of convergence are expressed in terms of covariances of a Gaussian process and depend on some parameter γ ∈ (0, 2). These results help us to obtain the estimate of the parameter γ and to study its asymptotic properties. If the process under consideration is the fractional Brownian motion (fBm) then this parameter is the Hurst index.
The aim of this paper is to obtain a strongly consistent and asymptotically normal Hurst index estimator when the solution of a stochastic differential equation (SDE) driven by a fBm with the Hurst parameter 1/2 < H < 1 is observed at discrete points. For the first time, to our knowledge, the estimator of the Hurst parameter of a pathwise solution of a SDE driven by a fBm and its asymptotic in some special cases were considered in [?] . A more general situation was considered in [?] . Estimates for the Hurst parameter were constructed according to first-and second-order quadratic variations of the observed values of the solution. Only a strong consistency of these estimates was proved. The rate of convergence of these estimates to the true value of a parameter was obtained in [?] , when the maximum of lengths of the interval partition tends to zero.
In this paper we offer estimators which are different from the estimators used in previous papers. In general, these new estimators allow us to obtain not only strongly consistent but also asymptotically normal estimators.
The paper is organized in the following way. In section 2, we present the main results of the paper. Section 3 is devoted to several known results needed for the proofs. Section 5 contains the proofs. Finally, in section 6 some simulations are given in order to illustrate the obtained result.
Main result
Consider a stochastic differential equation where f and g are measurable functions, B H = {B H t : 0 t T } is a fractional Brownian motion (fBm) with Hurst index 1/2 < H < 1, ξ is a random variable. It is well-known that almost all sample paths of B H have bounded p-variations for p > 1/H. For 0 < α 1, C 1+α (R) denotes the set of all
Let (Ω, F, P, F), F = (Ft) t∈[0,T ] be a given filtered probability space, and let ξ be F0-measurable r.v. Assume that f be a Lipschitz function and g ∈ C 1+α (R), • X0 = ξ a.s.,
We first construct a strongly consistent and asymptotically normal estimate of H if we have additional information about function g in (2.1) and observed values of the solution on discrete points. Theorem 2.1. Assume that function g is known and there exist a random variable ς such that P(ς < ∞) = 1 and
with a known variance σ 2 defined in Subsection 3.1, where
Hn =ϕ
n,T is the inverse function of ϕn,T , x ∈ (0, 1), n > T.
It is natural to try to find conditions when it is possible to refuse restrictions of the previous theorem. For this purpose we need some additional definitions. We assume that the process X is observed at time points k mn T , k = 1, . . . , mn, where mn is an increasing sequence of natural numbers defined as follows. Take measurable non-decreasing function ϕ : (0; ∞) → (0; ∞) which satisfies condition
For example, one can take take ϕ(x) = 1 or ϕ(x) = ln α n, α > 0. Let's assume, it is known that H ∈ (β; 1) for some β ∈ ( 1 2 ; 1). Then we take kn = [n 2β ϕ(n)]. If we only know that H ∈ (1/2, 1) then we set kn = [nϕ(n)]. Put mn = nkn. Next denote
n,k = kn j=−kn+2 T . Finally, set
3)
The following theorem holds.
Theorem 2.2. Assume that P(κ > 0) = 1 and a sequence of random variables (τn) has the following properties:
with a known variance σ 2 H defined in Subsection 3.1. Let us give several remarks on the obtained result.
Remark 2.1. Note that we impose very mild assumption on the model since condition κ > 0 a.s. simply states that for almost all sample paths function t → g(Xt) is not trivial one.
Remark 2.2. Considering theorem 2.2 it is natural to pose question how to construct a sequence satisfying (ii). Proposition 2.1 gives several possible solutions however one might consider the other alternatives. It is straightforward to observe that requirement (ii) is nothing more than a statement that for almost all sample paths of the sequence (h(τn)) has to be bounded away from zero. Probably the most simple case is the case when h(t) is a.s. bounded away from zero by a non-random constant. Then one can fix any t0 ∈ (0; T ) and define (τn) by relation |τn − t0| = min
Then τn → t0 as n → ∞ and conditions (i)-(ii) are satisfied.
n,j , m = 1, 2, and define
If P(κ > 0) = 1 then the sequences of random variables (τ
n ), j = 1, . . . , 4, satisfy conditions (i) and (ii).
Remark 2.3. Note that in usual case the sets arg max and arg min in definition of i
n consist of one integer point k ∈ {1, 2, . . . , n}. If this is not the case we assume that i (j) n is equal to the smallest value of the corresponding arg set.
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Several results on fBm
is a centered Gaussian vector of second order increments. We denote by λi,n, i = 2, . . . , n, the eigenvalues of the corresponding covariance matrix whereas λ * n stands for a maximal eigenvalue. Applying standard multivariate theory one obtains
In what follows we make use of quantity
By self-similarity of fBm one deduces that
The latter relationship enables us to estimate deviation of Vn,T from 1. To do this we apply inequality 1 given below. It follows from (3.1) and main result of [?]
for large n. In view of the above we have the bound
valid for ε ∈ 0; 
with a positive definite matrix
The explicit expression for ΣH can be obtained from [?] . It was also given in [?] . To avoid the reader from doing tedious calculations and make paper more self-contained we restate the expression given in [?]:
Remark 3.1. Note that application of the delta method to (3.4) implies
Variation
In this subsection we remind several facts about p-variation. For details we refer the reader to [?] . Recall that
where p ∈ (0; ∞) is a fixed number and supremum is taken over all possible partitions
By BVp([a; b]) denote the set of all measurable functions f : [a; b] → R having finite p-variation on [a; b]. In the sequel we use one well known relationship, namely,
with Cp,q = ζ(p
We also make use of the fact that for each ε ∈ (0; 1/2) almost all sample paths of fBm
, and there exists almost surely finite r.v. Gε,T with the following property:
Note that the last inequality implies the same relationship for the initial process X, i.e. there exists almost surely finite r.v. Lε,T for which VH ε (X; [s; t]) Lε,T |t − s| H−ε , ∀s, t ∈ [0; T ] a.s.
Proof of Theorem 2.1
Before presenting the proof of this theorem, we want to make few comments on the notion of symbols O and o. Let (Yn) be a sequence of r.v. and an increasing sequence of real numbers (h(n)). Assume that there exists a.s. finite r.v. ς with the property |Yn| ς h(n) .
In this case we write Yn = O(h −1 (n)). If one has an array (Y n,k ), k = 1, . . . , n, n 1, then Y n,k = O(h −1 (n)) means that there exists a.s. finite r.v. ς satisfying max
.
T . The following (expansion, decomposition, asymptotic) relation
, where Lε,T , Gε,T are a.s. finite r.v. defined in Subsection 3.2 and CH ε,Hε is also finite provided ε is sufficiently small. The same inequality holds for the term
is continuous and strictly decreasing for n > T . Thus it has the inverse function ϕ −1 n,T for n > T . By Lemma 4.1 we obtain
Thus for every δ > 0 there exist n0 such that
for n n0, i.e. ϕn,T ( Hn) ∈ ϕn,T (H + δ), ϕn,T (H − δ) ∀n n0.
The function ϕn,T is strictly decreasing for all n > T . Thus Hn ∈ (H − δ, H + δ) for all n n0 and it is strongly consistence. Now we prove asymptotic normality of Hn. Note that ln ϕn,T ( Hn) ϕn,T (H) = ln n T
2( Hn−H)
By Lagrange theorem for the function h(x) = ln(4 − 2 2x ), x ∈ (0, 1), we obtain
The equality (5.1) we rewrite in a following way
It follows from (3.4) and Remark 3.1 that
for sufficiently small ε.
Proof of Theorem 2.2
In what follows we use notions already introduced in Section 2 without restatement. In order to prove our main results we need two auxiliary lemmas. Let
with 1 k n − 1.
Lemma 5.1. The following relations hold
where σ 2 H is the same as in (3.6). Proof. We will give the proofs of the first two assertions. The proof of the rest is obtained by obvious alterations.
By self-similarity and stationarity of first order increments
with V 2kn,1 , V kn,1 defined by (3.2). Hence
Let ζn,T = max
Let (εn) be a sequence of positive numbers such that εn ↓ 0, n → ∞, and let 2k −1 n < εn. Since |x/y − 1| 2εn for all x, y ∈ (1 − 2εn; 1 + 2εn) application of (3.3) gives
< εn for large n and the series P(ζn,T > εn) converges. Consequently, ζn,T → 0 a.s.
We have already proved that the distribution functions of
are equal. By Remark 3.1 we obtain the required assertion.
Lemma 5.2. If ε ∈ (0; 0.3) is sufficiently small then the following relations hold:
Proof.
Step 1. In the same way as in Lemma 4.1 one obtains relation
Step 2. Note that
where
It follows from relation (5.5), inequality (5.6), and Lemma 5.1 that
Reasoning as in the previous case, we can prove that
Next we consider the quantity W (1) n . Note that
Since almost all sample paths of X are continuous, it follows that
then by Lemma 5.1 and (5.7) we get that the right side of (5.8) converges to 0. Thus
and relation (5.3) holds. (5.4) follows similarly. The proof of the lemma is thus complete.
Proof of Theorem 2.2. Fix ω ∈ A = {κ > 0} ∩ {lim inf h(τn) > 0}. Next find δ > 0 and n0 < ∞ for which h(τn) δ whenever n n0. It follows from Lemma 5.1 that
This, together with (5.1) and (5.2), yields
By applying Maclaurin expansion, we obtain that ln 1 + O(
(5.9)
Using Lemma 5.1, we have V
Since P(A) = 1, the consistency of Hn(in) is proved. Now rewrite equality (5.9) in the following way
For sufficiently small ε the last term goes to 0 a.s. This, together with Lemma 5.1 and the delta method (see Remark 3.1), yields the required statement.
Lemma 5.3. Set A = {κ > 0} ∩ {X is continuous} and let
Then τ0 and τ0 are F-measurable r. v's.
Proof First we prove that τ0 is F-measurable r. v. The proof follows from the equality
Now we verify it. Denote the left side of (5.11) by B and the right side by C. First we prove that B ⊂ C. If ω ∈ B ∩ A c then it is obvious that ω ∈ C. If ω ∈ B ∩ A then h(τ0(ω), ω) = sup s T h(s, ω) and there exists a sequence of rational numbers (qn) ∈ Q ∩ [0, x] such that qn → τ0(ω) and
Thus ω ∈ C and B ⊂ C.
Now we prove C ⊂ B. Assume that ω ∈ C ∩ A. Then for every n 1 we can choose qn
The sequence (qn) is bounded. Thus we can choose a subsequence (qn k ) which converges to some limit x0. It is clear that x0 ∈ [0, x]. By definition of τ0(ω) we get that τ0(ω) x0. Thus ω ∈ B and C ⊂ B. F-measurability of r. v. τ0 follows from equality n and (5.1)
Multiplying both sides by
and rearranging terms gives h τ
With the remaining sequences (τ (j) n ) we proceed in a similar way. Let τ0 be a random variable as defined in (5.10).
Next we denote h = T 0 h(t) t . . Condition κ > 0 implies h > 0. A sequence of random variables (τn) is defined by using relation (5.13) and replacing τ0 by τ0. By using Lemma 5.2, positivity of h , and finiteness of sup t T h(t), we obtain
Therefore by definition of i (j) n and τn
n − W Since h is a continuous process then convergence τn → τ0 implies T h(τn) → T h( τ0) = h . Consequently, right-hand side of each inequality vanishes. So does the left-hand side and it remains to observe that in such case limn→∞ h(τ 
