Complex syntax production emerges shortly after the emergence of two-word combinations in oral language and continues to develop through the school-age years. This article defines a framework for the analysis of complex syntax in the spontaneous language of preschool-and early school-age children. The purpose of this article is to provide practitioners with an overview of complex syntax that advances their ability to assess and intervene in the preschool-and early school-age years. Supplemental Digital Content provides (a) tables that provide additional detail and explanation on the complex syntax types (available at:
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morphemes and other basic clausal structures (simple sentences) and of complex syntax. But for children with language impairment, complex syntax goals typically are not included as preschool goals. If speech-language pathologists (SLPs) and other language specialists wait until children are school age to focus attention on complex syntax production, then children may be done a great disservice. The focus on complex syntax for many children with language impairment should begin during the preschool years. Otherwise, children may be unable to meet the language production and comprehension demands of the highly verbal instructional context of kindergarten and first grade. The purpose of this article is to help SLPs and other language specialists build a foundation of knowledge and skills in complex syntax, a foundation that will allow them to begin to address complex syntax in assessment and intervention with preschool-and early school-age children.
Although much is known about the development of grammatical morphology and simple clausal structure in preschool-and school-age children with specific language impairment (SLI; for a review, see Leonard, 1998) , much less is known about the development of complex syntax. There is a small but growing body of research on complex syntax development in children with SLI (e.g., Barako Arndt & Schuele, 2012; Eisenberg, 2003 Eisenberg, , 2004 Håkansson & Hansson, 2000; Hesketh, 2006; Marinellie, 2004; Owen & Leonard, 2006; Owen Van Horne & Lin, 2011; Schuele & Dykes, 2005; Schuele & Nicholls, 2000; Schuele & Tolbert, 2001 ). It complements a somewhat stronger body of research in children with typical language skills (see Diessel, 2004 , for the most extensive examination).
To summarize what is known to date, children with SLI are less proficient than their peers matched for age or mean length of utterance (MLU) when it comes to complex syntax production. Children with SLI produce fewer instances of complex syntax (e.g., Craig & Washington, 1994; Marinellie, 2004) and are more likely to omit obligatory grammatical elements of the complex syntax (e.g., subject relative markers, nonfinite to markers; Barako Arndt & Schuele, 2012; Leonard, 1995; Owen & Leonard, 2006; Schuele & Dykes, 2005; Schuele & Nicholls, 2000; Schuele & Tolbert, 2001) . Table 1 summarizes some key findings related to complex syntax in children with SLI in comparison with typical language learners.
Complex syntax proficiency is hypothesized to have a large impact on academic success (Scott & Windsor, 2000) . It is required for oral and written expression, as well as conversational success in everyday interactions. It would be a challenge, and most likely frustrating, to have a conversation of substance without using complex syntax. From kindergarten forward, children are expected to engage in classroom discourse, to answer higher-level questions, to verbally summarize and explain complicated material, and to write using a variety of genres that require the use of sophisticated language structure and vocabulary. They also need to engage in conversations with friends and families to convey information and develop social relationships. Proficient and successful communication in these contexts requires the ability to coordinate the production of main clauses and dependent clauses. Despite these theoretically plausible relationships, the impact of complex syntax (oral and written) deficiencies on the academic and social achievement of children with primary language impairment (Gillam & Johnston, 1992; Scott & Windsor, 2000) has not been investigated directly and is not widely recognized by clinicians.
Complex syntax emerges in the oral language of typical children between 2 and 3 years of age (Bloom, Tackeff, & Lahey, 1984; Limber, 1973) and, for some early talkers, prior to the second birthday (see examples in Diessel, 2004) . Children typically are quite proficient with a variety of complex syntax types at entry to kindergarten (Bloom et al., 1984; Paul, 1981; Tyack & Gottsleben, 1986) . Growth in complex syntax production continues throughout the school years. Although CS emerges between the ages of 3 and 4 years.
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Proficient with CS by entry to kindergarten.
2-4
Less proficient with CS than both age-and language-matched peers.
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Use a wide variety of verbs with a wide variety of CS types.
5
More limited in combination of verbs and CS types.
8,9
Omissions of grammatical elements typical error very early in development but resolve by entry to kindergarten.
More likely than TD peers to omit obligatory grammatical elements of CS (e.g., to in infinitives, who/that in relatives) through at least the age of 8 years.
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Note. CS = complex syntax; SLI = specific language impairment; TD = typically developing. The references given are sources for summarized findings. Diessel (2004) provides a summary of normal development. 1 Limber, 1973; 2 Bloom, Tackeff, & Lahey, 1984; 3 Paul, 1981; 4 Tyack & Gottsleben, 1986; 5 Diessel, 2004; 6 Hakansson, 2000; 7 Eisenberg, 2003 7 Eisenberg, , 2004 8 Craig & Washington, 1994; 9 Marinellie, 2004; 10 Leonard, 1995 children encounter some new complex syntax structures, a good bit of growth in the school years is captured in learning to use complex syntax more efficiently to meet the demands of a growing range of communicative expectations. We return to this point in the discussion of vertical and horizontal growth later in this article.
METHODS TO EXPLORE COMPLEX SYNTAX
Although complex syntax research has been more limited than other aspects of grammatical development, the methods for investigation are emerging. Primary sources of data for understanding complex syntax development in young children include (a) analysis of spontaneous language samples and (b) analysis of responses to elicited language tasks.
Researchers have argued that language samples that include only conversation may underestimate a child's complex syntax proficiency (Eisenberg, 1996) . The samples may not yield sufficient tokens of complex syntax, and, if they do, the number of exemplars of individual complex syntax types may be too limited to draw conclusions about an individual child's language proficiency or the language proficiency of a group of children with respect to specific types of complex syntax. Thus, with school-age children and adolescents, researchers have tended to use language sampling protocols that involve more challenging speaking tasks such as describing how to play a game (e.g., Nippold, 2009; Nippold, Mansfield, Billow, & Tomblin, 2008) . However, we have found that, with a structured conversation protocol (e.g., Hadley, 1998) , typical preschool-age children produce a variety of complex syntax; the same is true for preschool-and early school-age children with language impairments, although the yield of complex syntax is less, given their less proficient oral language skills.
To elicit complex syntax within a conversational sample with preschool-age children, we have used a play-based protocol (e.g., using a play house or farm) and have interspersed questions and comments about topics removed from the immediate context (adapted from Hadley, 1998) . The play objects seem to keep a preschool-age child engaged, and it is possible to divert the conversation to more involved topics for short periods of time without losing the child's interest in talking to the examiner. Early elementary school-age children, whether they are typical language learners or children with language impairment, are generally successful with Hadley's protocol without adaptation. The nature of the topics (e.g., school activities, familiar movie) can lead a child to use a variety of complex syntax structures if he or she has those structures in his or her linguistic repertoire. For some children with language impairment, lack of initial compliance has led us to introduce a few toys or pictures to facilitate talk. We then can transition the child to talking without playing (i.e., moving from playing into following Hadley's protocol). Protocols for obtaining a sample from older children and adolescents within a variety of discourse tasks (e.g., conversation, narrative, expository) that capture a student's complex syntax production proficiency include explaining how to play a game (e.g., Nippold, 2010; Nippold, Hesketh, Duthie, & Mansfield, 2005) or summarizing a video that has a narrative or expository discourse structure (e.g., Scott & Windsor, 2000) .
Elicited language tasks are more structured than language sampling tasks. They encompass tasks (a) that require a child to simply repeat or imitate sentences (see, for example, Diessel & Tomasello, 2005 : This is the girl who played in the garden yesterday) or (b) that set up a felicitous context for the production of a particular utterance or sentence type (e.g., relative clause; Crain & Thornton, 1998) . The latter elicited method appears most ecologically valid to capture complex syntax ability and thus we elaborate on this type of task (Table 2) . Several researchers have developed elicited tasks that set up a felicitous context through verbal and nonverbal prompts to elicit multiple exemplars of a particular complex syntax structure within a specific taskfor example, infinitival complements, relative clauses, or clausal complements. These tasks may provide a more extensive picture of a child's complex syntax proficiency than a language sample, particularly because even in a language sample with a lot of complex syntax tokens, there may be limited exemplars of each complex type. Eisenberg (2005) described an infinitival complement task used in her research (Eisenberg, 2004 ) that explored infinitive production in a variety of control structures, incorporating complement taking verbs that may not appear in the typical preschool-or early school-age language sample. In our efforts to capture early complex syntax production more broadly, we adapted Eisenberg's task to explore preschoolers' proficiency in using Adult points to her friend and then points to the pig that is moving.
Tell my friend to point to this one. Finish the story, point to ∼ point∼
Point to the pig that is walking.
Friend takes off blindfold and points to the pig the child described.
Friend: You told me to point to this one (moving pig).
early complement taking verbs to form infinitives. We also have utilized a relative clause elicitation task devised by Crain and colleagues (Crain & Thornton, 1998; Hamburger & Crain, 1982) to explore children's productivity on subject (e.g., child target: Point to the girl who fell down, gap in the subject position; Schuele & Tolbert, 2001 ) and object relatives (e.g., child target: Point to the truck that Bert drove). Finally, working from Eisenberg's idea of using brief stories to set up a context for complex syntax production, we (Schuele, 2006) developed a task to elicit complement clauses with early emerging complement taking verbs (e.g., child targets: Minnie thinks Goofy is coming to the party; Elephant knows where the peanut is). Consistent with Eisenberg (1996) , we use a prompt that provides the complement taking verb for the child (e.g., Minnie thinks [refers to rising intonation at the end of what is said to prompt the child to respond]); but our final prompt to the child does not include the complement taking verb (e.g., Minnie thinks∼, Minnie ∼). Thus, the child is required to produce the complement taking verb and the clausal complement (e.g., thinks Goofy is coming to the party).
Our method differs somewhat from that of Owen and Leonard (2006) , who used similar tasks. But the demands of Owen and Leonard's task created ambiguity as to the child's complement clause abilities. After using a setup story, the examiner prompted the child with a verbal presentation of the subject and verb from the main clause (e.g., The boy thinks ∼); the child completed the sentence but was not required to say the complement taking verb. If the child produced that the girl likes cookies, it is clearly an embedded clause, headed by a complementizer (i.e., that complementizers only head dependent clauses). However, if a child said the girl likes cookies, it is not possible to determine whether the child produced a dependent clause without a complementizer or a simple sentence (i.e., an independent clause). But Owen and Leonard (2006) accepted both as evidence of the production of a complement clause. We addressed this interpretation challenge in our work by requiring the child to produce the complement taking verb and the dependent clause (i.e., Examiner prompts The boy thinks∼ the boy∼) and a scorable child response must include a main clause verb "thinks that the girl likes cookies."
COMPLEX SYNTAX KNOWLEDGE: A NECESSITY FOR CLINICAL PRACTICE
A substantial barrier to addressing complex syntax in assessment and intervention is a lack of knowledge about complex syntax on the part of (most) SLPs and other language specialists. Our interaction with graduate students and practicing clinicians suggests that few have had substantial exposure to complex syntax. Clinicians' knowledge needs to include an understanding of the grammatical structure of the English language as well as a familiarity with extant evidence on complex syntax acquisition. We have been encouraged by clinicians' interest, however (Barako Arndt & Schuele, 2010; Schuele, 2012) . Perhaps this knowledge gap is not surprising. When we examined language development textbooks several years ago, we found little space devoted to complex syntax acquisition. What little information was included focused primarily on studies of complex syntax comprehension, whereas the extant knowledge base on complex syntax production received scant attention. If students infer importance on the basis of the number of pages devoted to a topic, clearly complex syntax, and particularly complex syntax production, would not be regarded as an important piece of language development.
It is encouraging to note that newer editions of some textbooks devote substantial space to complex syntax development. At the high end, Clark (2009) devotes an entire chapter but, at the low end, Hulit, Howard, and Fahey (2011) practitioners are to broaden their view of grammatical development, particularly in the earliest period of development, to include complex syntax, they need a basic understanding of the nature of complex syntax and the types of complex syntax that young children learn to produce.
The remainder of this article provides readers with a footing in complex syntax so that they can strengthen their abilities to assess complex syntax and plan intervention that facilitates the development of complex syntax beginning in preschool. We have made an argument for why complex syntax development should be an area of focus for SLPs and other language specialists working with preschool-age children. Now, we clarify our definition of complex syntax. We describe a complex syntax coding system (Schuele, 2009 ) that categorizes complex syntax tokens on the basis of unique syntactic types. We briefly discuss the growth of complex syntax across the preschool years. We provide some practice exercises in the classification of complex syntax tokens. We conclude with a discussion of future directions for research and clinical practice.
COMPLEX SENTENCE OR COMPLEX SYNTAX? DOES ONE WORD MATTER?
One approach for defining a linguistic construct is to turn to authoritative linguistics texts. In our work, we primarily have relied upon Quirk and colleagues (Quirk & Greenbaum, 1973; Quirk, Greenbaum, Leech, & Svartik, 1985) . Quirk et al. (1985) defined complex sentence as follows: "A complex sentence is like a simple sentence in that it consists of only one main clause, but unlike a simple sentence, it has one or more subordinate clauses functioning as an element in a sentence" (p. 987). A review of research methods indicates that in investigating spoken language that includes dependent clauses, most researchers have analyzed complex sentences; that is, all utterances for analysis had to include an independent clause along with any dependent or subordinate clauses.
On the surface, this method of scoring only sentences that include the independent and dependent clauses seems quite reasonable. But years ago when we began to examine the language samples of preschool-age children using the method of analysis of complex sentences, this approach appeared problematic from a developmental perspective. Quite simply, the preschool-age children we were observing produced many dependent clauses without an accompanying main clause in the child utterance. If we chose to analyze complex sentences, then we would have to ignore the production of a substantial proportion of dependent clauses, such as "because I need new shoes," whose independent clause was available in the linguistic context. Tyack and Gottsleben (1986) and others refer to such non-sentence utterances as fragments, justifying their potential exclusion from the analysis corpus. We worried that doing so discarded important evidence of developmental advances. Thus, we came to realize that we were not interested in capturing preschool-age children's production of complex sentences, but, rather, we were interested in capturing the developmental progression of children's production of dependent clauses (i.e., complex syntax) whether or not these dependent clauses were produced in a full-sentence context. It is for this reason that we emphasize that we are analyzing "complex syntax" and not complex sentences. The production of complex syntax involves the production of one or more dependent clauses whether or not the speaker produces the main clause within the utterance that includes the dependent clause.
Non-sentence utterances are a feature of normal communication across the life span. No one speaks exclusively in sentences. In fact, it would sound very awkward if people spoke only in full sentences. For example, consider the following: John's mother asks him, "Why aren't you hungry for dinner tonight?" John replies, "I'm not hungry for dinner tonight because I ate a big snack after school." There is nothing incorrect with his response, but a more typical response would be just the dependent clause, "Because I ate a big snack after school." Given that we were interested in capturing the acquisition of complex syntax from its emergence (i.e., from the first production of a dependent clause), an analysis set of complex sentences might provide the wrong picture of development. We argue that "sentence" is the unit of analysis in written language but "utterance" is the unit of analysis in spoken language, particularly with preschool-age children and particularly in dialogue. Utterances can be sentences, but often are not.
Speakers who produce isolated dependent clauses typically do so because these dependent clauses build upon or are contingent upon previous utterances in the discourse. A dependent clause utterance can be contingent upon a conversational partner's utterance. In Example A, the child's utterance is contingent on the adult's utterance. Alternatively, a dependent clause utterance can be contingent on the speaker's previous utterance in the discourse. In Example B, the child's utterance is contingent on his own previous utterance. We believe that the exclusion of these nonsentence utterances from the analysis set potentially underestimates the ability of young children to produce dependent clauses. If dependent clause types emerge initially in utterances that are not full sentences (i.e., without the main clause), researchers will conclude that dependent clause production emerges later than it does. If isolated dependent clauses account for a substantial portion of early uses of dependent clauses, researchers will conclude that children are less productive than they are. If the analysis set is complex sentences only, then the conclusions may reflect children's abilities to coordinate independent and dependent clauses but not necessarily the production of dependent clauses. The conclusions, thus, may underestimate the skills of children and fail to capture the developmental progression of complex syntax (e.g., dependent clauses produced in conversational contexts precede coordination of dependent clauses with main clauses).
COMPLEX SYNTAX TYPES: CATEGORIES THAT REFLECT GRAMMATICAL STRUCTURE
With preschool-and early school-age children, the primary goal of clinical complex syntax analysis is to ascertain whether a child is learning the various grammatical structures of dependent clauses and how these clauses combine with main clauses. These structures emerge (i.e., the grammatical structure is produced) and are refined or expanded (e.g., all pieces of the structures are used, such as infinitival to, and the structure is used in a variety of lexical contexts, such as infinitives with multiple complement taking verbs) in oral language first. Later, they are used in written expression. In research, the primary goal is to describe and explain the developmental course for complex syntax in typical language learners and children with language-learning difficulties.
Thus, an appropriate classification scheme must include a range of types from the earliest developing to later developing forms of complex syntax produced within this age range. In addition, because language-learning difficulties often center on problems with grammatical structure, the classification scheme must define types on the basis of unique grammatical structure. Only in doing so will researchers be able to isolate sources of grammatical difficulties and clinicians be able to promote 132 TOPICS IN LANGUAGE DISORDERS/APRIL-JUNE 2013 grammatical development that includes complex syntax. Importantly, we see the initial complex syntax developmental hurdle as the acquisition of grammatical structures. It is quite evident that the use of these complex syntax types to meet a variety of communication tasks (spoken as well as written) develops throughout the school years, particularly in reading and writing. And, in more advanced text, children and adolescents will encounter new complex syntax types, types that we have not included in our scheme.
When we began this work about 20 years ago, Paul (1981) and Tyack and Gottsleben (1986) offered classification schemes for complex sentences in spoken language and Scott (1988) for spoken and written language that appeared appropriate for exhaustively coding complex syntax tokens in spoken language samples.
* These schemes used categories that were defined by unique grammatical structure to some extent but not completely. For example, Paul (1981) Quirk et al. (1985) , each of these utterances is a unique grammatical structure, respectively: (a) WH-finite complement clause; (b) nominal or headless relative clause; and (c) propositional complement clause (if is a complementizer). Scott (1988) used a functional classification (i.e., based on how clauses function in a sentence) rather than one based * Our impression is that these schemes were designed to code complex sentences. Researchers have offered other coding schemes or adaptations of the cited schemes (Schuele, 2009) . (See these sources for examples of adaptations of the sources cited in the text or alternative coding schemes; Craig & Washington, 1994; Fujiki, Brinton, Watson, & Robinson, 1996; Gummersall & Strong, 1999; Jackson & Roberts, 2001; Kemper, Rice, & Chen, 1995; Marinellie, 2004; Nippold, Mansfield, & Billow, 2007; Rosenberg & Abbeduto, 1987; Thordardottir, Chapman, & Wagner, 2002; Vasilyeva, Waterfall, & Huttenlocher, 2008.) on linguistic structure, which led to a threepart distinction for types of subordinate or dependent clauses-adverbials, relatives, and nominals-which has been adopted by others (e.g., Nippold, Mansfield, Billow, & Tomblin, 2009) . To address the shortcomings in the then-current literature for coding complex syntax in spoken language samples, as we began our research on early developing complex syntax, a careful consideration of grammatical structures was necessary (Haegeman, 1994; Quirk & Greenbaum, 1973; Quirk et al., 1985; Radford, 1988) .
In developing our coding scheme for complex syntax, we sought to do several things. Because a primary characteristic of children with SLI is difficulty with the acquisition of the grammatical structure of language, we sought to create categories that differentiated complex syntax tokens into unique grammatical types. We sought to classify the overwhelming majority of tokens of complex syntax (i.e., dependent clauses) to examine the course of complex syntax development over time, from emergence to productivity. We deliberately chose to seek evidence of productivity rather than "mastery" because we were unsure how to operationalize mastery of complex syntax. The inclusion of each complex syntax type in the coding scheme was driven by its appearance across language samples from multiple preschool and early school-age children.
The coding scheme (Table 3) has undergone several iterations and remains a work in progress. Nevertheless, the scheme offers much to clinicians who wish to look more broadly at grammatical development to include complex syntax. The complex syntax in the spoken language samples of preschool-and early school-age children, be they typical language or language impaired, includes 12 categories of dependent clauses. Categories and examples are provided in Table 3 (see Supplemental Digital Content, available at: http://links.lww.com/TLD/A15, http://links.lww.com/TLD/A16, for a much more detailed description of complex syntax types for coding). These 12 complex syntax types account for nearly all child tokens of complex syntax (Schuele & Dykes, 2005; Schuele & Wisman Weil, 2004) , as well as preschool teacher classroom talk (Dunn Davison et al., 2012) . Any utterance with a dependent clause that does not fit in one of these categories is designated as "other." Periodically, we examine those "other" category utterances to determine whether our coding scheme needs to be adjusted to include other commonly occurring types or whether any of our category definitions need to be adjusted. Some adjustments we have made include the inclusion of like as a subordinate conjunction and the determination that make sure is idiomatic and not syntactically complex, for example, Please make sure you catch the 2:00 train (see Quirk et al., 1985) . These 12 types are differentiated on the basis of grammatical structures; within many types, it is possible to further subdivide at a more detailed level. Some of these details are illustrated in the Supplemental Digital Content (available at: http://links.lww.com/TLD/A16 and http://links.lww.com/TLD/A17; further discussion of this level of detail is beyond the scope of this article (see Diessel & Tomasello, 2001a; Eisenberg & Cairns, 1994) .
TRANSCRIPTION CONSIDERATIONS: WHAT TO CONSIDER BEFORE CODING
A clear specification of the division of talk into utterances is a precursor to coding for complex syntax. Researchers have provided discussions of methods and rationale for dividing written text and spoken text, respectively, into utterances (e.g., Diessel & Tomasello, 2001b; Eisenberg & Cairns, 1994; Hunt, 1965) . Hunt (1965) divided written text of school-age children into T-units. He defined a T-unit (minimal terminable unit) as "one main clause plus any subordinate clause or nonclausal structure that is attached to or embedded in it" (p. 4). T-units applied in spoken language transcripts restrict the analysis set to include only utterances that are full sentences. Non-sentence utterances are eliminated from the analysis set (i.e., utterance set that is analyzed). Loban (1976) modified Hunt's notion of T-units to spoken language transcripts and defined C-unit; the difference between the two seems to be that non-sentence utterances were included by Loban but not by Hunt in the analysis set. It is not clear whether Loban included all non-sentence utterances. Regardless, on the basis of the rationale established previously in this article, when determining the utterances to be included in the analysis set, clinicians should carefully consider the purpose of the analysis, the age and language level of the speaker (e.g., preschool, schoolage), and the context of the language sample to be analyzed (e.g., conversation, personal narrative).
Our division of oral language into utterances follows the logic of Hunt (1965) and Loban (1976) for avoiding long sequences of coordinated main clauses (e.g., and + clause, and + clause, and + clause), but our analysis set includes child utterances that are not sentences. Examples of utterance boundaries are illustrated in Figure 1 . Sentences are included, as well as non-sentences. When a child produces multiple clauses as a unit (i.e., a turn in the discourse), we break the clausal sequence into utterances such that a single utterance includes no more than one main clause and any attached dependent clauses. All independent clauses joined by a coordinate conjunction (and, but, or or) are divided into separate utterances (what Loban would call C-units). Conjoined clauses that share a subject are retained as one utterance. Note that conjuncts and disjuncts (e.g., then, however, so, but not so [that]) are not clausal conjunctions. Hence, clauses headed with conjuncts and disjuncts are independent, not dependent, clauses. We include abandoned and incomplete utterances in the analysis set and code them for complex syntax because we want to explore whether children with SLI abandon utterances with complex syntax more so than utterances without complex syntax.
EMERGENCE AND GROWTH OF COMPLEX SYNTAX

Simultaneous development of simple and complex syntax
Complex syntax emerges early in typically developing children and it develops quite quickly. The notion that children figure out the details of simple sentences before moving on to complex sentences is false. Rather, once simple sentences emerge (e.g., threeword utterances), children simultaneously figure out the details of simple sentences and the details of complex syntax. For example, a child who generates an infinitival complement or relative clause might demonstrate errors in subject-auxiliary verb inversion or tense marking. Table 4 illustrates this point with a set of complex syntax utterances with developmental errors in grammatical morphology produced by a typically developing male child.
Exemplars for all of the complex syntax structures in our coding scheme are evident in language analysis sets for typical language learners at 4-5 years of age. Interestingly, in contrast to children with SLI, typical language learners produce very few errors specific to the details of complex syntax, although they may still be mastering other grammatical forms. For example, Barako Arndt and Schuele (2012) reported that in 199 infinitival complements produced by 19 typical language 3-to 5-yearolds, there was only one omission of infinitival to but 33 omissions across 274 infinitival complements produced by nineteen 5-to 7-year-olds with SLI. Schuele and Tolbert (2001) reported similar findings for the inclusion of obligatory relative markers in subject relative clauses. All of the subject relative clauses produced by typical 3-to 5-year-olds included the obligatory relative marker (e.g., Point to the pig that is walking), but the 5-to 7-year-old children with SLI omitted 63% of obligatory subject relative markers (e.g., Point to the pig is walking).
Vertical and horizontal growth
General growth of complex syntax during the preschool years happens both vertically and horizontally. Vertical growth is realized with the addition of each complex syntax type to a child's linguistic repertoire. For example, a child who can produce only infinitival complement clauses now produces full propositional complement clauses. Horizontal growth is realized as a child expands his or her proficiency within each complex type. For example, producing relative clauses with varied vocabulary, new complement taking verbs used in infinitival complement or full propositional complements, and expansion of subordinate clauses in a child's lexicon. Early developing subordinate conjunctions might include because, when, and if, whereas later subordinate conjunctions might include until and although. Similarly, early infinitival complements might include need, want, have, try, and like, and later developing complements might include remember, choose, and decide.
During the school years, growth in complex syntax might also be described as horizontal growth as the child expands his or her ability to meet the growing speaking (and writing) demands of the academic curricula. Speaking tasks range from conversations to personal narratives, oral book reports, or explanations of scientific events. Writing tasks range from journal writing to creative writing such as storytelling to written book reports and science reports, or persuasive or editorial writing. In teaching practitioners and research assistants to code complex syntax, we have broken the task into several sequential steps. First, identify the verb phrases in the utterance. Complex syntax utterances must include a verb phrase. Second, if there is only one verb phrase, determine whether the clause is a dependent clause or an independent (main) clause (i.e., simple sentence). If it is a dependent clause, then code it as complex syntax [cs] . Third, if there are multiple verb phrases, identify clausal boundaries and, for each clause, classify it as a dependent clause or an independent (main) clause and mark the utterance with a [cs] code. Fourth, classify all dependent clauses as to type (see Table 3 for listing of types and Supplemental Digital Content for codes and additional coding details). The ultimate goal of complex syntax coding is to differentiate complex syntax types that play a role in real-world and academic skills, which should inform intervention decisions to target various complex syntax types as needed per an individual child with language impairment. Supplemental Digital Content (available at: http://links.lww.com/TLD/A17) for this article provides guided practice on complex syntax coding. First, readers are guided through coding single child utterances. Next, they have an opportunity to code complex syntax in a transcript segment that includes adult and child utterances.
LEARNING TO CODE COMPLEX SYNTAX
FUTURE DIRECTIONS
All coding systems are developed with specific outcomes in mind. The coding system described in this article, which builds on the efforts of other researchers (e.g., Eisenberg, 2005; Tyack & Gottsleben, 1986; Paul, 1981; Owen, 2010; Owen & Leonard, 2006; Owen Van Horne & Lin, 2011) , continues to be a living, changing system. It likely will change further as we continue to learn about complex syntax production of preschool-age children with and without language impairment. For clinicians planning to code complex syntax, there may be child-specific challenges or areas in which one might want to focus more or less coding attention.
Researchers also may decide to modify coding schemes to address specific questions. For example, some coding schemes differentiate single-noun and two-noun infinitival complements into different categories (e.g., Bill wants to eat dinner vs. Bill wants Johnny to eat dinner; Vasilyeva, Waterfall, & Huttenlocher, 2008) , whereas Schuele (2009) does not. As production of these two types may be an area of interest in analysis, this separation might make sense. It would still be easy to collapse the two categories for an overall frequency of simple infinitive production in some analyses.
Another feature of interest to many clinicians and educators is verb use, which is intricately woven into complex syntax development and production. Vasilyeva et al. (2008) coded for verb transitivity. This modification would be an interesting addition to complement the coding of embedded clauses using mental state verbs, which are intransitive but perhaps more abstract in the concepts they represent.
Some existing coding schemes mention context and include complex syntax types that are more relevant to spoken language (Marinellie, 2004; Nippold, Mansfield, & Billow, 2007) . A useful addition to Schuele (2009) would be a complementary coding scheme for written language. Prior to the creation of additional complex syntax coding types, a thorough investigation of written language samples is required to ensure that the types typically produced by children (in particular school-age children) are included. As written language is a large focus of academic efforts during the school-age years, this is an area in which research is warranted.
CONCLUSIONS
Complex syntax emerges alongside grammatical morphemes in early development. It is critical for academic and social development. It can be examined either at length within a language sample or quickly with an elicited task targeting specific types of complex syntax. Addressing complex syntax in treatment will help children with not only oral expression, but also written expression, and might even boost listening and reading comprehension. SLPs and other language specialists play an important role in making this happen.
