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Chapter 1
Introduction to Gromov-Witten theory
Simon C. F. Rose
Abstract The goal of these notes is to provide an informal introduction
to Gromov-Witten theory with an emphasis on its role in counting curves
in surfaces. These notes are based on a talk given at the Fields Institute
during a week-long conference aimed at introducing graduate students to
the subject which took place during the thematic program on Calabi-Yau
Varieties: Arithmetic, Geometry, and Physics.
1.1 Introduction
We begin with a natural, and quite old, question.
Question 1. How do you count rational curves in a smooth variety?
Example 1. The simplest examples of this are the following.
1. How many straight lines pass between two points in the plane?
This question is one of my favourites to ask people when they ask me to
explain what I do as a mathematician. The answer is very easy, but most
people who hear the question expect it to be a trick question, not realizing
that the answer is the relatively obvious answer of 1.
2. How many conics pass through five points in the plane?
The fact that this is 1 is a classically known fact. How can you show this?
One of my favourite was of doing so is to construct the solution explicitly,
which we can do as follows.
Choose 5 points (xi, yi) in general position, and consider the following
determinant.
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This gives you a polynomial f(X,Y ) of degree (at most) 2. With a little
bit of thought, you should be able to see that this polynomial is exactly
the conic that passes through these five points.
3. How many (nodal) cubics pass through eight points in the plane?
The answer to this, 12, is also classically known, but is more subtle. It
seems naïvely that one should be able to use the exact same trick as before
to determine a cubic which passes through our 8 points. However, as we
shall see, it would take 9 points to do this, and in the end we would find
a smooth genus 1 curve, not a rational curve. Consequently, the method
that we use for conics does not work here.
It is not too hard to see the pattern here. We are interested in counting
degree d curves in the plane (which for technical reasons we consider to be
P2 instead of C2), and we see that we are imposing the condition that it pass
through 3d−1 points (in general position). For example, d = 1 is a line, d = 2
is a conic, etc.
This of course raises a natural question. Why is it 3d− 1 points?
Lemma 1. The space of nodal, rational degree d curves is (3d−1)-dimensional.
Proof. Despite the earlier comment, we will work in the affine setting for
simplicity. In such a case, a degree d curve is given by the zeros of a polynomial
f(x, y) =
∑
0≤i+j≤d
ai,jx
iyj
with at least one of the terms ai,j with i+ j = d is not zero.
The space of all such polynomials is given by varying the coefficients. It is
easy to see that there are ∑
0≤i+j≤d
1 =
(
d+ 2
2
)
of these, and so the space of degree d plane curves has dimension
(
d+2
2
)
− 1,
since we only care about the zeros of the polynomial (i.e. we only care about
the polynomial up to an overall scaling factor).
Now, a generic curve in such a family will be smooth and have genus
g(C) =
(d− 1)(d− 2)
2
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(see exercise 1) and so if we impose the condition that the curve have g(C)
nodes (which are each codimension one conditions), then we see that the
resulting curve will be rational, and the space will have dimension
(d+ 2)(d+ 1)
2
− 1−
(d− 1)(d− 2)
2
= 3d− 1
as claimed.
We now see why we need 3d − 1 points, but this then pushes us forward
to the next question. How do we actually count the number of these curves?
1.2 Moduli of stable maps
There are a number of different ways of counting curves in a smooth varietyX
(see in particular the paper [9]). In dimension three, following through with
the idea above leads to Donaldson-Thomas theory. That is, we can study
curves by understanding the local equations which define them—by looking
at the sheaves
0→ OX(−C)→ OX → OC → 0
or more specifically, the object [OX → OC ] in the derived categoryDb(Coh(X)).
We will take a different approach. One downside of embedded curves C ⊂
X is that the singularities of such curves can be arbitrarily bad. However, if
we try to understand these curves by parametrizing them—that is, by looking
at maps f : Σ → X such that f(Σ) = C—then we can restrict ourselves to
curves Σ with at worst nodal singularities.
To further describe this, we will need a few definitions.
Definition 1. A genus g, n-marked pre-stable curve consists of the data
(C, x1, . . . , xn) where
1. C is a (possibly nodal) curve of arithmetic genus g (i.e. χ(OC) = 1− g).
2. xi are smooth points of C
Furthermore, the curve (C, x1, . . . , xn) is stable if it has only finitely many
automorphisms.
There is a well-defined moduli “space” of such curves (actually, a stack, or
an orbifold), which we denote byMg,n, which has dimension 3g−3+n. This
is a classical object of interest, which has been studied in many different ways.
For our purposes, we mostly only consider it to be of tangential interest.
Our next definition is the more important one for our purposes.
Definition 2. Let X be a smooth projective variety (this can be relaxed
somewhat). Then a genus g, n-marked stable map into X consists of the
following data.
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1. A genus g, pre-stable curve (C, x1, . . . , xn).
2. A map f : C → X with only finitely many automorphisms
where an automorphism of a map f is a map h for which the following diagram
commutes.
(C, x1, . . . , xn)
f
//
h

X
(C, x1, . . . , xn)
f
66
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
What we want to do is to consider the moduli “space” of such objects.
That is, we consider
Mg,n(X) = {f : (C, x1, . . . , xn)→ X | f is stable},
whatever this object may be1. We further refine this by the discrete data of
the homology class of the image of f . That is, fix a homology class β ∈ H2(X).
We denote by
Mg,n(X, β) = {f : (C, x1, . . . , xn)→ X | f∗[C] = β, f is stable}
We should remark that this is an empty moduli space of the homology class
β does not support holomorphic curves.
Let us look at a few examples.
Example 2. The simplest example is that of lines in P2. Consider
M0,0(P
2, 1)
(where we use the convention that, if H2(X) ∼= Z, then we use an integer to
represent the homology class which is that multiple of a generator).
This parameterizes maps P1 → P2 up to reparameterization of the map.
That is, this is nothing but the collection of lines in P2, or (P2)∗. This is
obviously smooth, compact, and irreducible. It is the best of all worlds.
Example 3. Things rapidly degenerate from here, however. Let us consider
the next simplest case, that of conics. Consider
M0,0(P
2, 2).
This should be the space of conics in P2, but it is not. This moduli space is
built up as follows.
1 The best way to define this is as a category whose objects are flat families of stable
maps, and whose morphisms are commutative cartesian diagrams. That this is a category
is reasonably clear; that it is any sort of “space” is far less so. However, many of the
other structures described below become fairly clear in this context. For good references
(admittedly, in the orbifold setting), see [1, 2, 5].
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1. There is an locus of maps whose sources are smooth (this is denoted
M0,0(P2, 2)—note the lack of a bar over the M.). Generically, the im-
age of such a map will be a smooth conic, which will be an open locus in
the space of all conics, which itself is isomorphic to P5.
2. Within this locus of maps, there is a sublocus consisting of those maps
which map as 2 : 1 covers of a line in P2. This is a 4-dimensional locus, since
we need two parameters to describe the target line, and two to describe
the ramification points of the map. Each map in this locus also has Z/2 as
an automorphism group, coming from the exchange of the covering sheets.
3. At the ‘boundary’ (i.e. inM0,0(P2, 2)\M0,0(P2, 2)), there are those curves
whose domains consist of a nodal curve with two components, each of
which maps with degree 1 into P2. Within this, there is the locus of those
maps with image two distinct lines (which necessarily join at one point).
This is a four dimensional space, two for each line in P2.
4. Deeper into the boundary, there is the locus of those curves with nodal
sources, but whose image are both the same line. This is three dimen-
sional; two for the line, and one for the point on that line where the two
components meet. Furthermore, every map in this locus also has Z/2 as
automorphism group, since there is an automorphism of the source curve
which exchanges the two components.
Despite the fact that there are multiple components of differing dimen-
sions, this is not all that bad. There is a dense open set consisting of the
smooth conics, and as we move to higher and higher codimension strata, our
curves/maps degenerate in predictable ways.
This is, however, not always the case.
Example 4. Let us consider the moduli space M1,0(P2, 1). This is supposed
to be the moduli space of genus 1 maps into P2 of degree 1. It is tempting to
say that this is empty (after all, a genus 1 curve in P2 must have degree at
least 3). However, this is not the case.
What is true is that the “open locus” of smooth curves is empty. That is,
if as above we define Mg,n(X, β) to be the collection of stable maps into X
whose source curve is smooth, then we certainly have
M1,0(P
2, 1) = ∅.
However, there are non-smooth maps. Consider a curve which is a genus 0
curve connected to a genus 1 curve at one point; this is a pre-stable curve.
Moreover, we can map it into P2 by mapping the genus 0 curve onto a line,
and by collapsing the genus 1 curve to a point. Consequently, this space is
4-dimensional: two for the line, one for the point on the line, and one for the
modulus of the elliptic curve.
We can say the following. From the Hirzebruch-Riemann-Roch formula
(see [6] and [4, Section 7.1.4] for its application in this context), we can say
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that the expected dimension of the moduli space Mg,n(X, β) is given by the
formula
vdimMg,n(X, β) = (dimX − 3)(1− g) +
∫
β
c1TX + n
In each of the three examples above, this is respectively 2, 5, and 3. In the
first two cases, this is the top dimension of the moduli space, and so all is
well. In the case of M1,0(P2, 1), we saw that the dimension was 4, while the
virtual (expected) dimension is only 3.
Moreover, we can also see that, for rational curves in P2, that this formula
is consistent with our 3d− 1 points discussion earlier. Since KP2 ∼= O(−3), it
follows that ∫
dH
c1TP2 = 3d
and hence the virtual dimension of M0,0(P2, d) = 3d− 1.
Lastly, we should note that this also suggests part of our general interest
in Calabi-Yau threefolds. In such a case, we see that most of the terms in the
dimension formula vanish: dimX = 3 covers the first term, while c1TX = 0
covers the second. Thus, if X is a Calabi-Yau threefold, then
vdimMg,0(X, β) = 0
and so we should generically expect finitely many curves of any genus in one
of these varieties.
Of course, the reality is much more complex.
1.3 Gromov-Witten Invariants
We want to use the previously discussed Mg,n(X, β) to count holomorphic
curves in X . In an ideal world, such a “space” would be both smooth, com-
pact, have components all of the same dimension (the expected dimension,
of course), all of which would allow us to use intersection theory to count
curves. For the sake of exposition, let us make these simplifying assumptions
to see where we can go from this.
We first note that this space comes together with some evaluation maps
to X . That is, there are maps
evi :Mg,n(X, β) → X
defined by (
f : (C, x1, . . . , xn)→ X
)
7→ f(xi)
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Consider now subvarieties V1, . . . , Vn of X . Their homology classes have
Poincaré duals γi ∈ Hni(X), and so we can consider the cohomology class
ev∗i γi. The Poincaré dual of this class represents the collection of maps f :
C → X such that f(xi) ∈ Vi. Moreover, since the cup product is Poincaré
dual to intersection for smooth manifolds, we have that
ev∗1γ1 ⌣ · · ·⌣ ev
∗
nγn
represents exactly (in a suitably generic setting) those maps f : C → X such
that f(xi) ∈ Vi for all 1 ≤ i ≤ n. Since the location of the points on C is
arbitrary (i.e. varies over the moduli space), we can read this as
The cohomology class ev∗1γ1 ⌣ · · · ⌣ ev
∗
nγn repre-
sents the collection of morphisms f : C → X such
that the image f(C) intersects Vi for all 1 ≤ i ≤ n.
If this is a finite number (which should generically occur if this class is a top
class in H∗
(
Mg,n(X, β)
)
), then by pairing it with the fundamental class we
should get the number of such curves. That is, if we consider the integral∫
Mg,n(X,β)
ev∗1γ1 ⌣ · · ·⌣ ev
∗
nγn
then this number is exactly the number of genus g curves in X such that they
have non-zero intersection with the subvarieties V1, . . . , Vn as desired.
Now, we have assumed for the purposes of this discussion that the moduli
space is smooth, compact, and finite-dimensional. Unfortunately, this is not
necessarily true. It is proper (compact), but it is often not smooth, and it
often has many different components of varying dimensions as we saw before.
The resolution of this is the following. By a general construction due to
Behrend-Fantechi ([3]), we can always construct a so-called virtual funda-
mental class for Mg,n(X, β). This is a homology class which we denote as
[Mg,n(X, β)]
vir
which satisfies a number of properties which make it work much like the
ordinary fundamental class. The simplest of these is that it is a homology
class of pure dimension, which is the expected dimension of Mg,n(X, β),
which puts us a case that resembles the ideal one described above.
Remark 1. We will (as with most introductions to Gromov-Witten theory)
largely ignore any technical issues surrounding the virtual fundamental class.
For the most part we will treat it as if it is the ordinary fundamental class.
For any cases where this is not true, we will do our best to highlight those
cases clearly.
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With that in mind, we define the following.
Definition 3. Let γ1, . . . , γn ∈ H
∗(X). We define the correspondingGromov-
Witten invariant to be
〈γ1, . . . , γn〉
X
g,β =
∫
[Mg,n(X,β)]vir
ev∗1γ1 ⌣ · · ·⌣ ev
∗
nγn
where the maps evi are the evaluation maps discussed before.
Remark 2. A small public service announcement: For
those of you who are reading this who work with
LATEX, the symbols 〈, 〉 used above are not less than/greater
than signs (<,>). These should not be used as delim-
iters, as the default spacing for them in LATEX is that
of a relation symbol. Furthermore, they just look a
little squashed and silly.
Instead, you should use the terms \langle and \rangle
(〈 and 〉, respectively). Not only do they look better,
but the whitespace around them also looks better, and
they can even be resized depending on contents with
the use of \left\langle and \right\rangle:〈
1
2
〉
This has been your public service announcement. We
now return to the regular programming.
Remark 3. It is clear from the fact that [Mg,n(X, β)]
vir is of pure dimen-
sion equal to the expected dimension that the Gromov-Witten invariant
〈γ1, . . . , γn〉Xg,β is zero unless
n∑
i=1
deg γi = 2vdimMg,n(X, β).
As stated above, in the ideal case the Gromov-Witten invariant 〈γ1, . . . , γn〉
X
g,β
provides a count of the number of holomorphic curves in X that intersect va-
rieties Vi whose Poincaré duals are given by γi.
Example 5. Let L denote the class of a line in P2, and so L2 = pt is the class
of a point. Then the Gromov-Witten invariant
〈pt, . . . , pt︸ ︷︷ ︸
3d−1
〉P
2
0,d
is (in this case) exactly the number of degree d rational curves in P2 passing
through 3d− 1 points.
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So what does this give us? On the surface, it doesn’t simplify matters very
much at all. All we have done is replaced difficult enumerative computations
with a somewhat abstract and complicated computational formalism. It is
not clear that this is of any use in telling us how many degree d rational
curves there are in P2 passing through 3d− 1 points.
It turns out, however, that the introduction of all of this structure helps
quite a lot. In particular, these moduli spaces have a number of different maps
between them which will allow us a lot of leeway to compute Gromov-Witten
invariants.
Let us list a few of these maps, and then we will discuss some of their
properties.
First of all, we have forgetful morphisms. Assuming the latter moduli space
exists, these are morally given by morphisms (we will explain the subtlety
shortly)
πn+1 :Mg,n+1(X, β)→Mg,n(X, β)
where we map(
f : (C, x1, . . . , xn+1)→ X
)
7→
(
f : (C, x1, . . . , xn) → X
)
.
That is, we forget the (n+ 1)-st marked point of the source curve.
We also have a map
π :Mg,n(X, β) →Mg,n
which forgets the map (and the target space), provided again that the latter
moduli space exists (i.e. provided that 2g− 2+ n > 0. For the most part, we
will not use this map, although it can be used to provide a parallel definition
of Gromov-Witten invariants. That is, given the diagram
Mg,n(X, β)
π

ev // X × · · · ×X
Mg,n
we can equally define the Gromov-Witten invariant
〈γ1, . . . , γn〉
x
g,β = π∗ev
∗(γ1 × · · · × γn) ⌢ [Mg,n]
which makes sense as Mg,n is a smooth orbifold, and so has a well-defined
fundamental class (in the ordinary sense).
Remark 4. We must be slightly careful with both of these forgetful mor-
phisms. Let us focus on the forgetful map Mg,n(X, β) →Mg,n. Recall that
this takes a stable map (f : C → X) and maps it to the underlying curve.
The issue is that the underlying curve itself is only pre-stable, and so may
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not actually lie in the moduli space Mg,n. For example, if we had the dual
graph of C given by
• •
(1.1)
(with the vertices representing genus 0 irreducible components, and the tails
representing marked points), then this is a stable map if it is non-constant on
the component with one marked point (the other component has four ‘special’
points). However, the curve itself is not stable, since this other component
only has two ‘special’ points.
The solution is to stabilize the underlying curve. The idea is simply to col-
lapse any components of the curve with too few ‘special’ points. For example,
the curve shown in (1.1) would be stabilized to
•
which is a genus zero curve with four marked points, as we would expect. The
key technicality is that we can do this in families, a technique called stable
reduction (see [7]). This works similarly with the maps which forget marked
points
Using these maps (and some properties of the virtual fundamental class),
we can show that the Gromov-Witten invariants satisfy the following axioms.
1. Fundamental Class Axiom: We have the equality
〈γ1, . . . , γn−1, [X ]
∨〉Xg,β = 〈γ1, . . . , γn−1〉
X
g,β
We can think of this as saying that imposing the constraint that a point
on our curve be incident to X is no condition at all. This has the further
consequence that
〈γ1, . . . , γn−1, [X ]
∨〉Xg,β = 0
provided that n+2g ≥ 0 or that β 6= 0 and n ≥ 1. This is since the moduli
spaces in question on the left- or right-hand side have different dimension;
it thus follows that if the forgetful map exists, then we must have that the
Gromov-Witten invariants are zero.
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2. Divisor Axiom: If the same conditions are satisfied, and if γn ∈ H2(X,Q),
then
〈γ1, . . . , γn−1, γn〉
X
g,β =
(∫
β
γn
)
〈γ1, . . . , γn−1〉
X
g,β
In this case, this is morally due to the fact that the possible number of
points that a curve may intersect a divisor is exactly
∫
β
γn.
3. Point Mapping Axiom: The invariants with β = 0, 〈γ1, . . . , γn〉Xg,0, satisfy
〈γ1, . . . , γn〉
X
g,0 =
{∫
X γ1 ⌣ γ2 ⌣ γ3 n = 3
0 otherwise
From this we note that the Gromov-Witten invariants of X include as
special cases the triple products in cohomology.
These three axioms together tell us a lot about the Gromov-Witten theory
of varieties of dimension 1 and 2. In particular, the divisor axiom in both cases
reduces us to computing (for surfaces)
〈pt, . . . , pt︸ ︷︷ ︸
n
〉Sg,β
where
n = (g − 1) +
∫
β
c1TS
from which we can compute all other invariants.
For curves, this reduces even further: point insertions are divisors, and so
the only invariant we need to compute is the empty bracket. But this will
only make sense if the virtual dimension of Mg,0(C, d[C]) is zero. That is, if
2g − 2 + d
(
2− 2g(C)
)
= 0
or equivalently, that g = dg(C) − d + 1. In such a case, we are considering
unramified covers of the target C, which can be counted by enumerating index
d subgroups of the fundamental group of C; in particular, if g = g(C) = 1,
then we are enumerating index d sublattices of Z2, the number of which is
classically known (see exercise 6) to be given by σ1(d) =
∑
k|d k.
It follows then that Gromov-Witten theory lets us count the number of
unramified covers of a target curve. What about ramified covers? It turns out
that, with some care, we can study this by looking at so-called descendent
invariants. We will, however, omit this discussion from these notes. For a
thorough discussion about this matter, see [8].
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1.4 Gromov-Witten Potential
The key to working with Gromov-Witten invariants to their full potential is
to do what one should always do when confronted with an infinite collection of
numbers depending on discrete data: arrange them into a generating function.
In order to do so, we need to fix some notation. As before, let X be a
smooth projective variety, and let γ0, . . . , γm be a basis of H
∗(X) such that
1. γ0 = 1 = [X ]
∨ ∈ H0(X)
2. γ1, . . . , γr is a basis of H
2(X).
Definition 4. We define the genus g Gromov-Witten potential function of X
to be the formal series
ΦXg (y0, . . . , ym, q) =
∑
k0,...,km
∑
β∈H2(X)
〈γk00 , . . . , γ
km
m 〉
X
g,β
yk00
k0!
· · ·
ykmm
km!
qβ
Remark 5. The qβ term might look a little odd, as β is a homology class. To
make this precise, we can look at it in the following way.
Let β1, . . . , βr be a basis of H2(X). For convenience, it is sometimes nice
to choose it to be dual to the basis γ1, . . . , γr of H
2(X) in the sense that∫
βi
γj = δ
j
i
although this is not necessary. In such a case, we can write any β =
∑r
i=1 diβi.
We then consider formal variables {qi}1≤i≤r and define qβ to be
qβ = qd11 · · · q
dr
r .
As qβ can be manipulated similarly (i.e. qβ1+β2 = qβ1qβ2), it doesn’t really
matter. Writing qβ is more invariant (i.e. does not rely on a choice of basis),
which is one reason that it may be preferred.
Remark 6. We have made a little bit of a sleight-of-hand switch in notation
which if not pointed out, is bound to be a source of confusion.
We choose our basis of cohomology {γi} to be a basis of the cohomology
ring as a vector space, not as an algebra. As the Gromov-Witten invariants
are multi-linear maps from the cohomology of X to C, this makes sense.
Consequently, when we write
〈γk00 , . . . , γ
km
m 〉
X
g,β
we are not using the exponents as multiplicative exponents, but instead as a
way of denoting repeated entries. That is, we have
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〈. . . , γkii , . . .〉
X
g,β = 〈. . . , γi, . . . , γi︸ ︷︷ ︸
ki
, . . .〉Xg,β
Remark 7. From a physics standpoint (and from a mirror symmetry stand-
point) we should not really consider q as a formal variable at all. We should
instead consider it as a coordinate on the “Kähler moduli space of X”, which
we denote by MK . That is, we can consider the function
q :MK ×H2(X)→ C (ω, β) 7→ q
β = e2πi
∫
β
ω
In this sense, we should regard the Gromov-Witten potential as a function
ΦXg :MK → C.
However, we must then contend with issues of convergence. To avoid these,
one can consider it to be a purely formal series; that is, we consider it as an
element of the ring
H∗(X)Jy0, . . . , ym, qK = H
∗(X)⊗C CJy0, . . . , ym, qK
So what can we do with this gadget? The first thing that we can do is
to simplify it by using the divisor axiom. Let us focus, for fixed β and for
1 ≤ i ≤ r, on the sum
∑
ki
〈γk00 , . . . , γ
ki
i , . . . , γ
km
m 〉
X
g,β
ykii
ki!
Repeated use of the divisor axiom yields that this is
∑
ki
〈γk00 , . . . , γ̂
ki
i , . . . , γ
km
m 〉
X
g,β
( ∫
β
γi
)ki ykii
ki!
= 〈γk00 , . . . , γ̂
ki
i , . . . , γ
km
m 〉
X
g,βe
yi
∫
β
γi
which means that the terms coming from divisors enter only within exponen-
tials. In particular, we can write
ΦXg =
∑
k0,kr+1,...,km
∑
β∈H2(X)
〈γk00 , γ
kr+1
r+1 , . . . , γ
km
m 〉
X
g,β
yk00
k0!
y
kr+1
r+1
kr+1!
· · ·
ykmm
km!
qβ
r∏
i=1
eyi
∫
β
γi
There is even further simplification due to the point mapping axiom. Let us
demonstrate by computing ΦP
2
0 .
Example 6. We will choose as a basis of cohomology the classes 1, L, pt, and
then our homology basis will be dual to the class of a line. That is, we will
choose as a generator of H2(P
2) the class β such that
∫
β
L = 1.
14 Simon C. F. Rose
Let us now compute our invariants. Recall that from above, we only need
to worry about non-divisor invariants. We have previously seen that if d 6= 0,
then 〈γ1, . . . , γp〉
P
2
0,dβ = 0 unless
1. p = 3d− 1
2. γi = pt for all i.
It follows that our generating function will be of the form
ΦP
2
0 =
∑
k0,k1,k2
〈1k0 , Lk1 , ptk2〉P
2
0,0
yk00
k0!
yk11
k1!
yk22
k2!
+
∞∑
d=1
〈pt3d−1〉P
2
0,dβe
dy1
y3d−12
(3d− 1)!
qd
We can now use the point mapping axiom to simplify the first term: since
the homology class is zero, the terms of the first sum will all be zero unless
k0 + k1 + k2 = 3, in which case the invariant will be nothing but the integral∫
P2
L ⌣ · · ·⌣ L︸ ︷︷ ︸
k1
⌣ pt ⌣ · · ·⌣ pt︸ ︷︷ ︸
k2
However, this is zero except in the cases
k0 k1 k2 〈1k0 , Lk1 , ptk2〉P
2
0,0
2 0 1 1
1 2 0 1
and so the potential is
ΦP
2
0 =
1
2
(y20y2 + y0y
2
1) +
∞∑
d=1
〈pt3d−1〉P
2
0,dβe
dy1
y3d−12
(3d− 1)!
qd
We now remark that due to the point mapping axiom, that the Gromov-
Witten potential contains (as its classical part) all of the triple products in the
cohomology of X . In a certain sense (due to Poincaré duality), the classical
part of the potential exactly encodes the product structure on cohomology.
Definition 5. Let X be a smooth projective variety, and let ΦXg be its
Gromov-Witten potential. We define the classical part of the genus 0 Gromov-
Witten potential to be the terms with β = 0:
ΦX0,classical(y0, . . . , ym) =
∑
k0,...,km≥0
k0+···+km=3
〈γk00 , . . . , γ
km
m 〉
X
0,0
yk00
k0!
· · ·
ykmm
km!
Note that we only look at
∑
ki = 3 due to the point mapping axiom from
earlier, which tells us which invariants contribute when β = 0. Morally, this
can be more simply written as
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ΦX0,classical =
∑
i,j,k
〈γi, γj , γk〉
X
0,0yiyjyk
although we should be careful as this does not include necessary symmetriza-
tion factors.
We further define the quantum part to be the other terms:
ΦX0,quantum(y0, . . . , ym, q) =
∑
k0,...,km
∑
06=β∈H2(X)
〈γk00 , . . . , γ
km
m 〉
X
0,β
yk00
k0!
· · ·
ykmm
km!
qβ
In particular,
ΦX0 = Φ
X
0,classical + Φ
X
0,quantum
Example 7. For P2, we have that
ΦP
2
0,classical =
1
2
(y20y2 + y0y
2
1)
Given a basis of H∗(X), define now the matrix (gij) by
gij =
∫
X
γi ⌣ γj
AsX is smooth, Poincaré duality tells us that this matrix is invertible. Denote
its inverse by gij .
Now, the idea is the following. We have a trilinear product defined on
H∗(X) given by
F : γ1 ⊗ γ2 ⊗ γ3 7→
∫
X
γ1 ⌣ γ2 ⌣ γ3
This is equivalent, by a usual argument, to a map
Hk1(X)⊗Hk2(X)→ Hn−k1−k2(X)∨
However, using Poincaré duality, this last space is isomorphic to Hk1+k2(X),
whence the product. More precisely, if we define the elements γi =
∑m
k=1 g
ikγk
γ1 ∗ γ2 =
m∑
k=0
F (γ1, γ2, γk)γ
k
then it follows that this new product is in fact nothing but the original cup
product.
We now use this to define a new product, the so-called (big) quantum
product; this is a deformation of the usual cup product, in a sense which we
will make clear.
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Definition 6. LetX be a smooth projective variety, let {γi}i be a basis for its
cohomology (as above), and let ΦX0 be its genus 0 Gromov-Witten potential.
Define as above gij to be the inverse of the matrix gij =
∫
X γi ⌣ γj and
γi =
∑m
k=1 g
ikγk.
Define the big quantum product on H∗(X)Jy0, . . . , ym, qK to be
γi ∗ γj =
m∑
k=0
∂3ΦX0
∂yi∂yj∂yk
γk
Remark 8. If we were to use only the classical part of the quantum product,
this would be nothing but the usual cup product.
Remark 9. We distinguish the small quantum product from the big quantum
product by restricting ourselves to invariants of the form 〈γ1, γ2, γ3〉X0,β , the
so-called three-point invariants.
Example 8. Let us compute some of the quantum product for P2. In such
a case, we choose (as usual) a basis of cohomology given by γ0 = 1, γ1 =
L, γ2 = pt. It follows that
γ0 = γ2 = [pt] γ
1 = γ1 = L γ
2 = γ0 = 1 = [P
2]
For simplicty, denote by
Φijk =
∂3ΦP
2
0
∂yi∂yj∂yk
As the potential for P2 is given by
ΦP
2
0 =
1
2
(y20y2 + y0y
2
1) +
∞∑
d=1
Nde
dy1 y
3d−1
2
(3d− 1)!
qd
we see that
γ1 ∗ γ1 =
(∫
P2
γ1 ⌣ γ1
)
[pt] + Φ111L+ Φ112[P
2]
and in particular that the product is not of pure degree. Moreover, it contains
(as we expect) a term corresponding to the original product, as well as other
non-classical terms.
Now, a natural question that should arise whenever we define a new prod-
uct on some algebra is what properties it has. Is it commutative? Associative?
We begin with the following fact.
Theorem 1. The genus 0 Gromov-Witten potential Φ of a smooth projective
variety X satisfies the WDVV equation∑
a,b
Φijag
abΦbkℓ = (−1)
deg γi(deg γj+deg γk)
∑
a,b
Φjkag
abΦbiℓ
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for all 0 ≤ i, j, k, ℓ ≤ m, where
Φijk =
∂3Φ
∂yi∂yj∂yk
We will not go over a proof of this, but this essentially relies on the facts
that
1. there is a forgetful map M0,n(X, β) →M0,4, and
2. all divisors on M0,4 are linearly equivalent.
We can now conclude the following.
Theorem 2. The big quantum product ∗ defined on H∗(X)Jy0, . . . , ym, qK is
associative and graded commutative.
We are now in a position to show our main result; that is, we will use all
of the above formalism to compute the recursion for the number of degree d
plane curves passing through 3d− 1 points.
Theorem 3. Let Nd denote the number of degree d plane curves passing
through 3d− 1 points. Then Nd satisfies the recurrence relation
Nd =
∑
d1+d2=d
(
d21d
2
2Nd1Nd2
(
3d− 4
3d1 − 2
)
− d31d2Nd1Nd2
(
3d− 4
3d1 − 1
))
with initial conditions N1 = 1.
Proof. The WDVV equation for P2 is given by
Φ222 = Φ
2
112 − Φ111Φ122.
Note that the term of interest, Nd, shows up on the left-hand side in the term
Nde
dy1
y3d−42
(3d− 4)!
and so this suggests looking for terms on the right-hand side whose exponent
of y2 is also 3d− 4.
The first term, Φ2112 is given by( ∞∑
d=1
d2Nde
dy1
y3d−22
(3d− 2)!
qd
)2
and so out desired terms come from picking all d1 + d2 = d giving us∑
d1+d2=d
d21d
2
2Nd1Nd2e
dy1
y3d−42
(3d1 − 2)!(3d2 − 2)!
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Similarly, in the second term we have( ∞∑
d=1
d3Nde
dy1
y3d−12
(3d− 1)!
qd
)( ∞∑
d=1
dNde
dy1
y3d−32
(3d− 3)!
qd
)
which yields a term of the form
∑
d1+d2=d
d31d2Nd1Nd2e
dy1
y3d−42
(3d1 − 3)!(3d2 − 1)!
The formula now follows from equating the left- and right-hand sides.
1.5 Conclusion
Counting curves in varieties is hard. Computing Gromov-Witten invariants is
also quite hard. Nevertheless, the formalism so-obtained is quite powerful in
that it not only introduces a rigorous definition of counts of curves (modulo
some details), but it also provides a lot of structure that one can use to
understand these counts.
It seems in general that the key to understanding how to solve difficult
problems is often to make them seemingly harder—we find an infinite family
of similar problems, but use then the relations between each of the problems
to help solve them all in one fell swoop.
Computing the number of degree 5, or 7, or 83,124 rational plane curves
would have been an insurmountable problem before. Gromov-Witten theory,
however, lets us see the underlying pattern behind these numbers, and to
solve them all in one fell swoop.
1.6 Exercises
1. Show that a smooth degree d plane curve has genus (d−1)(d−2)2 . Hint: Con-
sider the adjunction formula, that says that for any smooth divisor Y ⊂ X ,
that
KY ∼= KX |Y ⊗NY/X
What is the relationship between the degree of the canonical bundle of a
curve and its genus?
2. Show that a marked nodal curve (C, x1, . . . , xn) has only finitely many
automorphisms whenever
2g − 2 + n > 0.
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3. Go through a number of papers and try to see which ones use \langle,
\rangle and which ones use <,>. Which look better?
4. Show that the forgetful map
πn+1 :Mg,n+1(X, β)→Mg,n(X, β)
exists provided that one of
a. n+ 2g ≥ 4
b. β 6= 0 and n ≥ 1
is satisfied.
5. With a bit of fudging, we will make an effort to compute the number of
lines through a pair of points by computing (by hand) the Gromov-Witten
invariant 〈pt, pt〉P
2
0,1 = 1.
As this will be an integral over the moduli space M0,2(P2, H), we need to
understand this moduli space. We first note that as before, we have that
M0,0(P
2, H) = (P2)∗
i.e. it is the collection of lines in P2.
a. Show (loosely) that the moduli space M0,n+1(X, β) is the universal
family over M0,n(X, β). That is, it fits into a digram
M0,n+1(X, β)
π

f
// X
M0,n(X, β)
where the fibre over a point in the base (i.e. a stable map f : (C, x1, . . . , xn) →
X) is the curve together with the map f . Hint: This may be easier if
you think of the similar case of the moduli space of curves, where it is
simpler to see that M0,n+1 →M0,n is the universal family.
b. Using the previous part, describe the moduli space M0,2(P2, H) as
M0,2(P
2, H) = {(ℓ, x, y) ∈ (P2)∗ × P2 × P2 | x, y ∈ ℓ}
with the evaluation maps evi being the projections onto the two copies
of P2.
c. Using the fact (and this is the loosest part of the exercise) that
ev∗1([pt]) = [{(ℓ, x, y) | x = pt}]
(and similarly for ev2), compute the Gromov-Witten invariant 〈pt, pt〉
P
2
0,H .
6. Show that the number of index d sublattices of Z2 is given by
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σ1(d) =
∑
k|d
k
and hence that the Gromov-Witten invariant 〈pt〉E1 = σ1(d).
7. How would the computation from the previous exercise change if we were
to look at the invariant 〈 〉E1 ?
8. Define F (γ1, γ2, γ3) =
∫
X
γ1 ⌣ γ2 ⌣ γ3. Verify that the prouct ∗ given by
γ1 ∗ γ2 =
m∑
k=1
F (γ1, γ2, γk)γ
k
is the usual cup product for the spaces
a. P2
b. S1 × S1
c. A curve of genus g > 1.
Note that a good choice of cohomology basis may make this much easier.
9. Define the small quantum product via
γi ∗s γj =
m∑
k=0
∑
β∈H2(X)
〈γi, γj , γk〉
X
0,βq
βγk
and compute the small quantum product for PN . That is, compute the
product structure that is obtained on the ring H∗(PN )⊗CC[q]. Hint: using
associativity of the product, show that it is enough to compute Hn ∗H ,
where H is the hyperplane class. This can then be computed quite simply
based on what we have seen elsewhere.
10. Verify that the WDVV equations for P2 are given by
Φ222 + Φ111Φ122 = Φ
2
112
11. Compute the first few terms Nd (for d = 2, 3, 4, 5) and verify that they
agree with the predictions
N2 = 1 N3 = 12 N4 = 620 N5 = 87, 304
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