Introduction {#s1}
============

Microbial communities are found everywhere on earth, from oceans and soils to gastrointestinal tracts of animals, and play a key role in shaping ecological systems. Because of their importance for our health, human-associated microbial communities have recently received a lot of attention. According to the latest estimates, for each human cell in our body, we count one microbe ([@bib27]). Dysbiosis in the gut microbiome is associated with many diseases from obesity, chronic inflammatory diseases, some types of cancer to autism spectrum disorder ([@bib12]). It is therefore crucial to recognize what a healthy composition is, and if unbalanced, be able to shift the composition to a healthy state. This asks for an understanding of the ecological processes shaping the community and dynamical modeling.

The dynamics of complex ecosystems can be studied by considering the number of individuals of each species, referred to as abundances, at subsequent time points. There are several ways to characterize experimental time series properties. Models typically focus on one specific aspect such as the stability of the community ([@bib22]; [@bib3]; [@bib17]; [@bib14]; [@bib9]; [@bib10]), the neutrality ([@bib8]; [@bib33]), or mechanisms leading to long-tailed rank abundance distributions ([@bib30]; [@bib1]; [@bib24]; [@bib21]). Different types of dynamical models have been proposed. A first distinction can be made between neutral and non-neutral models. Neutral models assume that species are ecologically equivalent and that all variation between species is caused by randomness. In such models, no competitive or other interactions are included. A second distinction is made between population-level and individual-based models. Generalized Lotka-Volterra (gLV) models describe the system at the population level and assume that the interactions between species dictate the community's time evolution. Both deterministic and stochastic implementations exist for gLV models. Stochastic models include a noise term. There are multiple origins of the noise: intrinsic noise captures the fluctuations due to small numbers, extrinsic noise models external factors such as changing immigration rates of species or changing growth rates mediated by a varying flux of nutrients. Individual-based or agent-based models include self-organized instability models ([@bib30]) and the controversial neutral model of [@bib16]; [@bib26]. A classification scheme that assesses the relative importance of different ecological processes from time series has been proposed in [@bib7]. The scheme is based on a test for temporal structure in the time series via an analysis of the noise color and neutrality. Applied to the time series of human stool microbiota, it tells us that stochastic gLV or self-organized instability models are more realistic. Here, we will however only focus on stochastic gLV models. The reason for this is twofold. First, one can encompass the whole spectrum of ecosystems from neutral to niche with gLV models ([@bib8]). Second, we aim at describing dense ecosystems and even though an individual-based model might be more accurate, in the large number limit it will be captured by a Langevin approximation, that is, by the stochastic gLV model.

Our goal is to compare time series generated by stochastic gLV models with experimental time series of microbial communities. We aim at capturing all observed properties mentioned above---the rank abundance profile, the noise color, and the niche character---as well as the statistical properties of the differences between abundances at successive time points with one model. As is shown in Properties of experimental time series, the abundance distribution is heavy-tailed, which means that few species are highly abundant and many species have low abundances. Despite the large differences in abundances, the ratios of abundances at successive time points and the noise color are independent of these abundances and although the fluctuations are large, the results of the neutrality tests indicate that the experimental time series are in the niche regime. To sum up, we seek growth rates, interaction matrices, immigration rates, and an implementation of the noise in stochastic gLV models to obtain the experimental characteristics.

We simulated time series using gLV equations. The interaction matrices are random as was introduced by [@bib22]. The growth rates are determined by the choice of the steady-state, which is set to either equal abundances for all species or abundances according to the rank abundance profiles found for experimental data. For the noise, we consider different implementations corresponding to different sources of intrinsic and extrinsic noise.

Our analysis constrains the type of stochastic gLV models able to grasp the properties of experimental time series. First, we show that there is a correlation between the noise color and the product of the mean abundance and the self-interaction of a species. The noise color profile for such models will, therefore, depend on the steady-state. This implies that imposing equal self-interaction strengths for all species, what can be done to ensure stability ([@bib8]; [@bib11]), is incompatible with the properties of experimental time series. Second, from the differences between abundances at successive time points, we conclude that a model with mostly extrinsic (linear) noise agrees best with the experimental time series. Third, neutrality tests often result in the niche regime for time series generated by noninteracting species with noise. We, therefore, conclude that all stochastic properties of experimental time series are captured by a logistic model with large linear noise. However, interactions are not incompatible with those properties. This suggests using stochastic logistic models as null models to test for interactions. Our results go along the lines of the ones obtained by [@bib15] which state that the stochastic logistic model can be interpreted as an effective model capturing the statistics of individual species fluctuations.

All codes are available online (see Additional files: Code).

Results {#s2}
=======

Properties of experimental time series {#s2-1}
--------------------------------------

We study time series from different microbial systems: the human gut microbiome ([@bib4]), marine plankton ([@bib20]), and diverse body sites (hand palm, tongue, fecal) ([@bib2]; [Figure 1A](#fig1){ref-type="fig"}). A study of the different characteristics for a selection of these data is represented in [Figure 1](#fig1){ref-type="fig"}. The complete study of all time series can be found in [Supplementary file 1](#supp1){ref-type="supplementary-material"}: Analysis of experimental data. We propose a detailed description of the properties of the experimental time series. They fall essentially into two categories. The stability and rank abundance are tightly connected to the deterministic part of the equations while the differences between abundances at successive time points and noise color explain the stochastic behavior. The neutrality is more subtle and depends on the complete system.

![Characteristics of experimental data.\
(**A**) Time series. (**B**) Rank abundance profile. The abundance distribution is heavy-tailed and the rank abundance remains stable over time. (**C**) Noise color: No clear correlation between the slope of the power spectral density and the mean abundance of the species can be seen. The noise colors corresponding to the slope of the power spectral density are shown in the colorbar (white, pink, brown, black). (**D**) Absolute difference between abundances at successive time points: There is a linear correspondence (in log-log scale) between the mean absolute difference between abundances at successive time points and the mean abundance of the species. Because the slope is almost one, this hints at the linear nature of the noise. (**E**) Width of the distribution of the ratios of abundances at successive time points: The width of the distribution of successive time points is large (order 1) and does not depend on the mean abundance of the species. Most of the species fit well a lognormal distribution: the p-values of the Kolmogorov-Smirnov test are high. (**F**) Neutrality: The values of the Kullback-Leibler divergence ($D_{\text{KL}}$) and the neutral covariance test ($p_{NCT}$) are explicitly given. Additionally, we use color codes for both tests with the neutral regime represented by dark blue. White and red indicate the niche regime for the KL test and NCT respectively. We conclude that most experimental time series are in the niche regime.](elife-55650-fig1){#fig1}

###### 

Definitions of the studied characteristics We study multiple characteristics of the dynamics of microbial communities.

We here define these characteristics. The labels (A-F) denote the different figures of [Figure 1](#fig1){ref-type="fig"} and [Figure 4](#fig4){ref-type="fig"}.

A.  A **time series** represents the time evolution of the abundances of different species of the community.

B.  The **rank abundance distribution** describes the commonness and rarity of all species. It can be represented by a rank abundance plot, in which the abundances of the species are given as a function of the rank of the species, where the rank is determined by sorting the species from high to low abundance. These curves can generally be fitted with power law, lognormal, or logarithmic series functions ([@bib18]; [@bib24]; [@bib1]).

C.  The **noise color** describes the distribution of the frequencies of the fluctuations of a time series of a species. It is defined by the slope of a linear fit through the power spectral density. White, pink, brown and black noise correspond to slopes around 0,--1, −2 and −3 respectively. The more negative the slope is---this corresponds to darker noise---the more structure there is in the time series ([@bib7]).

D.  We study the mean absolute **difference** between abundances at successive **time points** $\langle{\mid {{x{({t + {\delta t}})}} - {x{(t)}}} \mid}\rangle$ as a function of the mean abundance $\langle{x{(t)}}\rangle$. These values represent the jumps of the abundances from one time point to the next.

E.  We measure the **ratios of the abundances** at two successive time points ${{x{({t + {\delta t}})}}/x}{(t)}$. The advantage of this method is that it captures the direction of a jump between two time points: for ratios higher than one the jump is positive, for ratios lower than one the jump is negative. The distribution of these ratios fits a lognormal curve with a mean at one as the fluctuations occur around steady-state and the width of the distribution tells how large the fluctuations of a time series are. The goodness of the fit is defined by the p-value of the Kolmogorov-Smirnov test. Higher p-values denote a better fit. We use the width as a characteristic and compare the widths of different species. Examples of the fitted lognormal curve can be found in [Supplementary file 1](#supp1){ref-type="supplementary-material"}: Supporting results.

F.  The **Kullback-Leibler divergence** measures how different the multivariate distribution of species abundances is from a distribution constructed under the assumption of ecological neutrality. The idea of the **neutral covariance test** is to compare the time series with a Wright-Fisher process. A Wright-Fisher process is a continuous approximation of Hubbell's neutral model for a large and finite community. In particular, it tests the invariance with respect to grouping. More about the validity of these neutrality measures can be found in the [Supplementary file 1](#supp1){ref-type="supplementary-material"}: Supporting results.

### The time series show fluctuations over time {#s2-1-1}

The experimental time series show large fluctuations over time. We can ask the question whether the origin of this variation is biological or technical, and assume that most of the variation can be contributed to biological processes. This hypothesis is supported by the results of [@bib29] for microbial communities of an artificial gut. Here, the biological variation becomes five to six times more important than the technical variation for the sampling interval of a day. Also, [@bib15] shows the time correlation of experimental time series which is non-zero. In the case where the variation is mostly due technical errors, we expect to see no correlation. Because no experimental errorbars are available for most of the data and because we assume most variation has a biological origin, we did not consider the errors on the species abundances.

### The abundance distribution is heavy-tailed {#s2-1-2}

The first aspect of community modeling that has been widely studied during the last years is the stability of the steady-states. Large random networks tend to be unstable ([@bib22]). This problem is often solved by considering only weak interactions, sparse interaction matrices ([@bib23]) or by introducing higher-order interactions ([@bib14]; [@bib9]; [@bib28]). Although the stability of gLV models decreases with an increasing number of participating species, the stability only depends on the interaction matrix and not on the abundances ([@bib10]). The abundance distribution of the experimental data is heavy-tailed. This means that there are few common and many rare species. The distribution of the steady-state values can also be represented by a rank abundance curve (see [Box 1B](#box1){ref-type="box"}). Although the abundances show large fluctuations over time, the rank abundance remains stable ([Figure 1B](#fig1){ref-type="fig"}).

### The differences between abundances at successive time points are large and linear with respect to the species abundance {#s2-1-3}

Time series can be described by the differences between abundances at successive time points. We propose to focus on two specific representations of the information contained in those differences. First, we consider the mean absolute difference between abundances at successive time points $\langle{\mid {{x{({t + {\delta t}})}} - {x{(t)}}} \mid}\rangle$ as a function of the mean abundance $\langle{x{(t)}}\rangle$ (see [Box 1D](#box1){ref-type="box"}). For the experimental data, the relation between these variables is a monomial---this means that it is linear on the log-log scale ([Figure 1D](#fig1){ref-type="fig"}). The fact that the slope of this line is almost one hints at a linear nature of the noise.

Second, we examine the distribution of the ratios of the abundances at two successive time points ${{x{({t + {\delta t}})}}/x}{(t)}$ (see [Box 1E](#box1){ref-type="box"}). The width of this distribution tells how large the fluctuations are. To measure this width, we fit the distribution with a lognormal curve for which the mean is fixed to be one as the fluctuations occur around steady-state. For most of the species of experimental data (except for the stool data), the fit of the distribution to a lognormal curve is good ([Figure 1E](#fig1){ref-type="fig"}). Furthermore, we notice that the distribution is wide---in the order of 1---and that the width does not depend on the mean abundance of the species ([Figure 1E](#fig1){ref-type="fig"}).

### The noise color is independent of the mean abundance of the species {#s2-1-4}

The noise of a time series can be studied by considering the distribution of the frequencies of the fluctuations. This distribution can be defined by its slope, which is interpreted as the noise color (see [Box 1C](#box1){ref-type="box"}). We notice that there is no correlation between the noise color and the mean abundance of the species for experimental time series ([Figure 1C](#fig1){ref-type="fig"}).

### Experimental time series are in the niche regime {#s2-1-5}

In neutral theory, it is assumed that all species or individuals are functionally equivalent. It is challenging to test whether a given time series was generated by neutral or niche dynamics. We use two definitions of neutrality measures: the Kullback-Leibler divergence as used in [@bib8] and the neutral covariance test as proposed by [@bib33] (see [Box 1F](#box1){ref-type="box"}). Both neutrality measures indicate that most experimental time series are in the niche regime ([Figure 1F](#fig1){ref-type="fig"}).

Reproducing properties of experimental time series from stochastic generalized Lotka-Volterra models {#s2-2}
----------------------------------------------------------------------------------------------------

We find that the aforementioned characteristics of experimental time series can be reproduced by stochastic logistic equations. We first explain how to choose the growth rate to obtain the heavy-tailed experimental abundance distribution. Next, we discuss how the noise color determines the self-interaction of a species given its abundance and how the implementation of the noise determines the slope of the mean absolute increment $\langle{\mid {{x{({t + {\delta t}})}} - {x{(t)}}} \mid}\rangle$ and the mean abundance $\langle{x{(t)}}\rangle$ (such as in [Figure 1D](#fig1){ref-type="fig"}). In the end, by using the appropriate choice for the self-interactions, growth rates, and noise implementation, we conclude that a stochastic logistic model can reproduce all the stochastic properties, including the niche regime for the neutrality tests although the model does not include any interactions.

### The rank abundance distribution can be imposed by fixing the growth rate {#s2-2-1}

Random matrix models do typically not give rise to heavy-tailed abundance distributions. Neither is it known which properties of the interaction matrix and growth rates are required to obtain a realistic rank abundance distribution. We can however enforce the desired rank abundance artificially by solving the steady-state of the gLV equations. Given the steady-state abundance vector ${\overset{\rightarrow}{x}}^{*}$ and interaction matrix ω, we impose the growth rate $\hat{g} = {- {\omega{\overset{\rightarrow}{x}}^{*}}}$. One model that results in heavy-tailed distributions is the self-organized instability model proposed by [@bib30].

For logistic models, the growth rate is equal to the product of the self-interaction and mean abundance. The noise color and the width of the distribution of ratios ${{x{({t + {\delta t}})}}/x}{(t)}$ depend on this product. To obtain given characteristics---a predefined noise color and width of the distribution of ratios ${{x{({t + {\delta t}})}}/x}{(t)}$---the choice of the growth rate will dictate the choice of the remaining free parameters, the sampling time step δ*t* and the noise strength σ.

### The noise color is determined by the mean abundance and the self-interaction of the species {#s2-2-2}

To study the noise color, we first consider a model where the species are not interacting. The noise color is independent of the implementation of the noise but depends on the product of the mean abundance and the self-interaction of the species ([Figure 2A](#fig2){ref-type="fig"}). For noninteracting species, the growth rate equals the product of the self-interaction and the steady-state abundance. Because we consider fluctuations around steady-state, the mean and the steady-state abundance are nearly equal and the *x*-axis of [Figure 2A](#fig2){ref-type="fig"}; [Figure 2B](#fig2){ref-type="fig"}; [Figure 2C](#fig2){ref-type="fig"}; can be interpreted as the growth rate. Also, the strength of the noise does not change its color ([Figure 2C](#fig2){ref-type="fig"}). A parameter that is important for the noise color is the sampling rate: the higher the sampling frequency the darker the noise becomes ([Figure 2B](#fig2){ref-type="fig"}). This is in agreement with the results of [@bib7]. Darker noise corresponds to more structure in the time series. The more frequent the abundances are sampled the more details are visible and the underlying interactions become more visible. We conclude that the noise color is only dependent on the mean abundance, the self-interactions, and the sampling rate. Figures of the dependence on the mean abundance and self-interaction separately can be found in [Supplementary file 1](#supp1){ref-type="supplementary-material"}: Supporting results.

![Noise color as a function of the mean abundance and self-interaction for stochastic logistic and gLV equations.\
The noise colors corresponding to the slope of the power spectral density are shown in the colorbar (white, pink, brown, black). The mean abundance determines the noise color when there is no interaction, the implementation method (**A**) and the strength of the noise (**C**) have no influence. A smaller sampling time interval δ*t*, which is equivalent to a higher sampling rate, makes the noise darker (**B**). For gLV models with interactions, larger interaction strengths make the noise colors darker for systems with equal abundances (**D**) as well as systems with heavy-tailed abundance distributions (**E**).](elife-55650-fig2){#fig2}

For interacting species, increasing the strength of the interactions makes the color of the noise darker in the high mean abundance range ([Figure 2D](#fig2){ref-type="fig"}; [Figure 2E](#fig2){ref-type="fig"}). Importantly, for interacting species with a lognormal rank abundance, the correlation between the noise color and mean abundance is preserved ([Figure 2E](#fig2){ref-type="fig"}). The data can be fit to obtain a bijective function between the product of the mean abundance and the self-interaction, and the noise color. Assuming this model is correct, we can obtain an estimate for the self-interaction coefficients given the mean abundance and noise color by fixing the sampling rate and the interaction strength. The uncertainty on the estimates is larger where the fitted curve is more flat (slopes of the power spectral density around −1.7 and 0), but many experimental values of the stool microbiome data lie in the pink region where the self-interaction can be estimated for this model.

### The implementation of the noise determines the correlation between the mean absolute increment $\langle{\mid {{x{({t + {\delta t}})}} - {x{(t)}}} \mid}\rangle$ and the mean abundance $\langle{x{(t)}}\rangle$ {#s2-2-3}

Next, we study the differences between abundances at successive time points (see [Figure 1D](#fig1){ref-type="fig"}). From the results of the noise color, we can estimate the self-interaction for the dynamics of the experimental data. We use the rank abundance and the self-interaction inferred from noise color of the microbiome data of the human stool to perform simulations and calculate the characteristics of the distribution of differences between abundances at successive time points. We here assume that there are no interactions. More results for dynamics with interactions are in [Supplementary file 1](#supp1){ref-type="supplementary-material"}: Supporting results. We first study the correlation between the mean absolute difference between abundances at successive time points $\langle{\mid {{x{({t + {\delta t}})}} - {x{(t)}}} \mid}\rangle$ and the mean abundance $\langle{x{(t)}}\rangle$. For linear multiplicative noise, the slope of the curve of the logarithm of the mean absolute difference between abundances at successive time points $\log_{10}\left( {\langle{\mid {{x{({t + {\delta t}})}} - {x{(t)}}} \mid}\rangle} \right)$ as a function of the logarithm of the mean abundance $\log_{10}\left( {\langle{x{(t)}}\rangle} \right)$ is one. For multiplicative noise that scales with the square root of the abundance, the slope is around 0.66 and for additive noise, the slope is zero. By combining both linear noise and noise that scales with the square root of the abundance, slopes with values between 0.6 and 1 can be obtained ([Figure 3A](#fig3){ref-type="fig"}). The slopes of experimental data range between 0.84 and 0.99, we therefore conclude that linear noise is a relatively good approximation to perform stochastic modeling of microbial communities.

![Differences between time points as a function of the noise.\
(**A**) Correlation between the mean absolute differences between abundances at successive time points and the mean abundance for different strengths of the linear noise (σ~lin~) and multiplicative noise that scales with the square root of the abundances (σ~sqrt~). More specifically, the parameter represents the slope of the logarithm of the mean absolute difference between abundances at successive time points as a function of the logarithm of the mean abundance. Examples of such slopes are given by [Figure 1D](#fig1){ref-type="fig"}. Here, the slope ranges from 0.66 for noise that scales with the square root to one for linear noise. (**B**) The width of the distribution of the ratios of abundances at successive time points increases for increasing strength of the noise. For sufficiently strong noise the distribution is well fitted by a lognormal function (high p-values for the Kolmogorov-Smirnov test).](elife-55650-fig3){#fig3}

### The strength of the noise determines the width of the distribution of ratios ${{x{({t + {\delta t}})}}/x}{(t)}$ {#s2-2-4}

Next, we examine the distribution of the ratios of abundances at successive time points (see [Box 1E](#box1){ref-type="box"}). As expected, for significant noise, this distribution can be approximated by a lognormal curve and the width of the distribution becomes larger for increasing noise strength ([Figure 3B](#fig3){ref-type="fig"}). In order to have widths that are of the same order of magnitude as the ones of the experimental data, the noise must be sufficiently strong. Another way of increasing the width is through interactions, this effect is only moderate. These results are presented in [Supplementary file 1](#supp1){ref-type="supplementary-material"}: Supporting results.

### Stochastic logistic models capture the properties of experimental time series {#s2-2-5}

By using all previous results and imposing the steady-state of experimental data, we find that it is possible to generate time series with identical characteristics to the ones seen in the experimental time series ([Figure 4](#fig4){ref-type="fig"}). Furthermore, these time series can be generated without introducing any interaction between the different species, but their neutrality measures can still be in the niche regime ([Figure 4F](#fig4){ref-type="fig"}). Out of 100 simulations, 62 had a p-value smaller than 0.05 for the neutral covariance test which means they are in the niche regime. The colors of the noise fix the self-interaction values ([Figure 4C](#fig4){ref-type="fig"}), next the rank abundance distribution is imposed by calculating the growth vector $\hat{g}$ ([Figure 4B](#fig4){ref-type="fig"}). The slope of the curve of the mean absolute difference between abundances at successive time points as a function of the mean abundance is one by using linear multiplicative noise ([Figure 4D](#fig4){ref-type="fig"}) and the width of the fluctuations is tuned by choosing a large noise size σ ([Figure 4E](#fig4){ref-type="fig"}). In most experimental time series, only the fractional abundances of species can be measured per time point and not the absolute ones. Because the total abundance of all species remains nearly constant in time series generated by a stochastic logistic equation, our results still hold for time series with fractional abundances (see Supporting results). Similar results can be obtained for models with interactions (see Supporting results), but we want to stress that interactions are not needed to reproduce the properties of experimental time series.

![A stochastic logistic model is able to reproduce the different characteristics of the noise.\
(**A**) Time series. (**B**) A rank abundance that remains stable over time. (**C**) Results of the neutrality test in the niche regime. (**D**) Noise color in the white-pink region with no dependence on the mean abundance. (**E**) The slope of the mean absolute difference between abundances at successive time points is around 1. (**F**) The width of the distribution of the ratios of abundances at successive time points is in the order of 1 and independent of the mean abundance.](elife-55650-fig4){#fig4}

Discussion {#s3}
==========

Recent research has focused on different aspects of experimental time series of microbial dynamics, in particular the rank abundance distribution, the noise color, the stability, and neutrality. Within the framework of stochastic generalized Lotka-Volterra models, we studied the influence of growth rates, interactions between species, and the different sources of stochasticity on the observed characteristics of the noise and on neutrality. Our observations are:

-   Even when we consider the case without interactions between species, the result of the neutrality test on the time series is often niche. We should, therefore, be careful in the interpretation of the results of neutrality tests.

-   For a given sampling step δ*t*, the noise color depends on the product of the self-interaction and the mean abundance, which for noninteracting species reduces to a dependence on the growth rate. Assuming the model can be used for microbial communities, the self-interaction coefficients can be estimated given the mean abundance, noise color, and sampling rate. Low sampling rates result in larger errors ([Figure 2B](#fig2){ref-type="fig"}). For sparsely sampled experimental data, the standard deviation of the self-interaction inferred using the noise color will be larger. For the experimental time series (plankton, gut, and human microbiome) the self-interaction strengths range over several orders of magnitude. The convention of equalling all self-interactions to −1 used in several studies ([@bib8]; [@bib11]), cannot be adopted for stochastic models of communities with a heavy-tailed abundance distribution.

-   The exponent of the mean absolute differences between abundances at successive time points with respect to the mean abundances is slightly smaller than one for experimental time series. Linear multiplicative noise results in a value of one, square root noise results in lower values (0.6). A mix of linear and square root noise can result in slopes with intermediate values.

-   A large multiplicative linear noise is in agreement with both the distribution of the ratios of abundances at successive time points and the relation between the differences between abundances at successive time points and mean values.

To conclude, characteristics of experimental time series, from plankton to gut microbiota, can be reproduced by stochastic logistic models with a dominant linear noise. We expect, however, that for higher sampling rates, modeling the interactions between microbes would be necessary to explain the properties of the time series. For gut microbial time series, the system is sampled only once a day and therefore dominated by the noise in the growth terms corresponding to a linear noise.

Predictive models for the dynamics of microbial communities will certainly require a more in-depth description of the system. Nutrients and spatial distribution of microbes should play a role to dictate the evolution of the community, as well as the interaction with the environment. Synthetic microbial communities are currently being developed and will hopefully provide a more comprehensive view on the complexity of microbial communities ([@bib31]).

Materials and methods {#s4}
=====================

Modeling generalized Lotka-Volterra equations {#s4-1}
---------------------------------------------

In a microbial community different species interact because they compete for the same resources. Moreover, they produce byproducts that can affect the growth of other species. Depending on the nature of the byproducts, harmful, beneficial, or even essential, the interaction strength will be either negative or positive. To describe the dynamics of interacting species, one can use the generalized Lotka-Volterra equations:$${{\overset{˙}{x}}_{i} = {\lambda_{i} + {g_{i}x_{i}} + {\sum\limits_{j}{\omega_{ij}x_{i}x_{j}}}}},$$where *x*~*i*~, λ~*i*~ and *g*~*i*~ are the abundance, the immigration rate, and the growth rate of species *i* respectively, and $\omega_{ij}$ is the interaction coefficient that represents the effect of species $j$ on species *i*. The diagonal elements of the interaction matrix $\omega_{ii}$, the so-called self-interactions, are negative to ensure stable steady-states. The off-diagonal elements of the interaction matrix $\omega_{ij}$ are drawn from a normal distribution with standard deviation α ($\omega_{ij} \sim {\mathcal{N}{(0,\alpha^{2})}}$). The gLV equations only consider pairwise effects and no saturation terms, or other higher-order terms. Due to this drawback, these models sometimes fail to predict microbial dynamics ([@bib25]; [@bib17]). However, they are among the most simple models for interacting species and therefore widely studied and used. Noninteracting species can be described by the logistic model, which is a special case of the gLV model obtained by setting all off-diagonal elements of the interaction matrix to zero.

Implementations of the noise {#s4-2}
----------------------------

There exist two principal types of noise: intrinsic and extrinsic noise. *Extrinsic noise* arises due to external sources that can alter the values of the different variables: the immigration rate and growth rate fluctuate in time through colonization of species or a changing flux of nutrients. These processes give rise to additive and linear multiplicative noise respectively. The remaining parameters, inter- and intra-specific interactions can also, change depending on the environment. The formulation of this noise is more subtle (used in [@bib34]). *Intrinsic noise* is due to the discrete nature of individual microbial cells. Thermal fluctuations at the molecular level determine the fitness of the individual cells. Therefore, cell growth, cell division, and cell death can be considered as stochastic Poisson processes. For large numbers of microbes, these fluctuations will be averaged out.

We first consider the extrinsic noise. If the time series is calculated by ${x_{i}{({t + {dt}})}} = {{x_{i}{(t)}} + {dx_{i}{(t)}}}$, the implementation of the linear multiplicative noise is as follows,$$dx_{i}(t) = \lambda_{i}dt + g_{i}x_{i}(t)dt + \sum\limits_{j}\omega_{ij}x_{i}(t)x_{j}(t)dt + x_{i}(t)\sigma_{i}dW(t),$$where *dW* is an infinitesimal element of a Brownian motion defined by a variance of *dt* (${dW} \sim {\sqrt{dt}\mathcal{N}{(0,1)}}$). Changes in immigration rates of microbial species can be modeled with additive noise,$$dx_{i} = \lambda_{i}dt + g_{i}x_{i}dt + \sum\limits_{j}\omega_{ij}x_{i}x_{j}dt + \sigma_{i,\text{const}}dW_{\text{const}},$$with ${dW_{\text{const}}} \sim {\sqrt{dt}\mathcal{N}{(0,1)}}$. Our main motivation is to model the gut microbiome in the colon. Here, we ignore the immigration of species for two reasons. First, the number of microbes in the colon is orders of magnitude larger than the number of microbes in the other parts of the gut ([@bib19]; [@bib13])---therefore, the flux of incoming microbes in the colon is small. Second, we only consider systems around steady-state, for which we assume immigration does not play an important role. For perturbed systems, which are far from equilibrium, immigration rates cannot be ignored. Ignoring immigration may be too restrictive for some microbial systems such as the skin microbiome or plankton.

To derive the form of intrinsic noise in generalized Lotka-Volterra equations, we can consider every species abundance making a random walk in one dimension. The average displacement is zero and the variance of displacement is the sum of the rate of growth (jumping to the right) and the rate of death (jumping to the left). For the generalized Lotka-Volterra equations, this results in a noise term$$\langle n_{i}(t)n_{i}(t^{\prime})\rangle = ({growth\ rate}_{i} + {death\ rate}_{i})x_{i} = (f(g_{i}) + h(\omega,\overset{\rightarrow}{x}))x_{i}\delta(t - t^{\prime}),$$with ω the interaction matrix and where functions *f* and *h* each decouple the growth and death terms. In the generalized Lotka-Volterra model no difference is made between negative interactions as a result of slowing down the growth rate or increasing the death rate, only the resulting net rates are used. This distinction must however be made to implement the intrinsic noise for gLV. In our analysis, we use the simpler logistic models where the resulting variance of the noise is proportional to the square root of the abundance $\sqrt{x}$. One must be careful not to use this noise for values that are smaller than one because this derivation relies on Poisson statistics which is defined for integer numbers.

We implement the intrinsic noise by a term that scales with the square root of the species abundance ([@bib32]; [@bib8]),$${{dx_{i}{(t)}} = {{\lambda_{i}dt} + {g_{i}x_{i}{(t)}dt} + {\sum\limits_{j}{\omega_{ij}x_{i}{(t)}x_{j}{(t)}dt}} + {\sqrt{x_{i}{(t)}}\sigma_{i,\text{sqrt}}dW_{\text{sqrt}}}}},$$with $dW_{\text{sqrt}}$ again an infinitesimal element of a Brownian motion defined by a variance of *dt* (${dW_{\text{sqrt}}} \sim {\sqrt{dt}\mathcal{N}{(0,1)}}$). The size of this noise $\sigma_{i,\text{sqrt}}$ is determined by the cell division (*g*^+^) and death rates (*g*^-^) separately, which are in our model combined to one growth vector ($g = {g^{+} - g^{-}}$, $\sigma_{i,\text{sqrt}} = \sqrt{g^{+} + g^{-}}$), for large division and death rates the intrinsic noise will be larger.

To sum up, we focus on linear multiplicative noise because: (a) extrinsic noise is dominant as microbial communities contain a very large number of individuals and (b) we ignore the immigration of individuals in our analysis.

We verified that our analysis is robust with respect to the multiple possibilities for the discretization of these models. We also compare our population-level approach with individual-based modeling approaches. Details can be found in the [Supplementary file 1](#supp1){ref-type="supplementary-material"}: Supporting results.

Neutrality measures {#s4-3}
-------------------

There is no consensus on the definition of neutrality. In general, ecosystems are considered neutral if the dominating cause of fluctuations is random birth and death processes and not fitness advantages of species.

Different neutrality measures focus on different aspects of neutrality. The Kullback-Leibler divergence verifies whether all species are equal (equal abundances and equal covariances). The neutrality covariance test studies the grouping invariance of species in time series.

Given two distributions *P* and *Q*, the *Kullback-Leibler divergence* is defined as$${D_{KL}{({P|Q})}} = {E_{P}\left\lbrack {\ln\frac{P}{Q}} \right\rbrack}$$where $E_{P}$ is the expectation value using the probabilities of distribution *P*. The density function of a multivariate Gaussian distribution is$$P(x) = \frac{1}{(2\pi)^{N/2}\sqrt{\det K}}\exp\left( {- \frac{1}{2}(x - \mu)^{T}K^{- 1}(x - \mu)} \right)$$where *μ* and *K* are the mean and covariance matrix of the distribution respectively. The Kullback-Leibler divergence for two multivariate Gaussian distributions in ${\mathbb{R}}^{n}$ is ([@bib6])$$D_{KL}(P|Q) = \frac{1}{2}\left( {\ln\frac{\det K_{Q}}{\det K_{P}} - n + \text{Tr}\left( {K_{Q}^{- 1}K_{P}} \right) + (\mu_{Q} - \mu_{P})^{T}K_{Q}^{- 1}(\mu_{Q} - \mu_{P})} \right).$$

For every time series, we can calculate the mean *μ* and covariance matrix *K*, and define values $\mu_{N}$ and $K_{N}$ for a corresponding neutral time series in which all species are equal ([@bib8]). The distance to neutrality $D_{KL}{({P|P_{N}})}$ can thus be calculated by computing the probability distribution of the original time series *P* and the associated neutral distribution $P_{N}$ with mean values $\mu_{N} = {S^{- 1}{\sum_{i = 1}^{S}\mu_{i}}}$ and $K_{P,{ii}} = {S^{- 1}{\sum_{i = 1}^{S}K_{ii}}}$ and $K_{P,{ij}} = {S^{- 1}{({S - 1})}^{- 1}{\sum_{i = 1}^{S}{\sum_{{j = 1},{i \neq j}}^{S}K_{ij}}}}$ with *S* the number of species.

The *neutral covariance test* was designed by [@bib33]. We used a python translation of the code developed by this author.

Noise color {#s4-4}
-----------

The color of the noise in a time series is determined by the slope of the power spectral density in a log-log scale. This slope can be determined by a linear fit through the spectrum. A different technique to estimate this slope has been put forward by [@bib7]. There, it is argued that the power spectral density does not have a constant slope and that, therefore, a nonlinear curve must be fitted. They choose a spline fit and consider the minimal value of its derivative to be the value of the noise color. Because the minimal value of the slope of the fit is taken, the noise color tends to be darker when using this technique. For our time series, however, we see that the spline fit only deviates from the linear fit for low frequencies ([Figure 5](#fig5){ref-type="fig"}). We ignore the low frequencies for fitting because of the windowing effect. Therefore, we opt for a linear fit after omitting the values for low frequencies (one order of magnitude of the lowest frequencies).

![The noise color of time series (**A**) is determined by the slope of the power spectral density (**B**).\
This slope can be measured through a linear fit of all values (dashed), a linear fit through the higher frequency range (solid line) or by performing a spline fit (dotted). A linear fit through all frequencies can be influenced by the windowing effect for low frequencies and the spline fit can make the slope steeper at the low frequencies and result in a darker noise as can be seen for the purple curves. The values of the noise color determined by the different techniques are given in the legend. Therefore, in our work, we opt for the linear fit with a cutoff for low frequencies.](elife-55650-fig5){#fig5}

The correspondence between the colors and slopes is here:

SlopeColor0white-1pink-2brown-3black
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**Acceptance summary:**

This study shows that a very simple non-interacting model, with an appropriate choice of noise, can explain various summary statistics of microbial community time series. This serves as an important null hypothesis, that can be used to rebut over-interpretations of such time series data when they are used to infer underlying interactions.

**Decision letter after peer review:**

Thank you for submitting your article \"Stochastic logistic models reproduce experimental time series of microbial communities\" for consideration by *eLife*. Your article has been reviewed by Aleksandra Walczak as the Senior Editor, a Reviewing Editor, and two reviewers. The reviewers have opted to remain anonymous.

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission.

We would like to draw your attention to changes in our revision policy that we have made in response to COVID-19 (https://elifesciences.org/articles/57162). Specifically, when editors judge that a submitted work as a whole belongs in *eLife* but that some conclusions require a modest amount of additional new data, as they do with your paper, we are asking that the manuscript be revised to either limit claims to those supported by data in hand, or to explicitly state that the relevant conclusions require additional supporting data.

Our expectation is that the authors will eventually carry out the additional experiments and report on how they affect the relevant conclusions either in a preprint on bioRxiv or medRxiv, or if appropriate, as a Research Advance in *eLife*, either of which would be linked to the original paper.

Summary:

Both reviewers found points of interest in your manuscript, and appreciated the usefulness of a simple model that is consistent with the data. However, both have also raised some important issues which need to be addressed, which range from clarity of the presentation, to questions about the methods, and robustness of the results. Please address each of the issues raised below by the reviewers in your revised manuscript.

In addition, it is clear from the reviews and our reading that you have not ruled out other more complex models (e.g. models with interactions). Therefore, we would like you to remove or rewrite statements that make overly strong claims about the real systems, and be more clear which claims are about your model and which about the real system. For instance, the last sentence of the Abstract -- \"This suggests that fluctuations in the sparsely sampled experimental time series are caused by extrinsic sources.\" -- is too strong a claim to make about the real system. Another example from the Abstract is \"We show that the noise term should be large and that it is a linear function of the species abundance, while the strength of the self-interactions should vary....\", which should be modified to make it clearer that these are requirements for the model to fit the data.

Reviewer \#1:

Deschmeemaeker et al., use a stochastic generalized Lotka-Volterra model to demonstrate that the properties of human microbes can be explained using a logistic modeling approach. Moreover, their results suggest that the niche state of community dynamics can be explained by the intraspecies fluctuations!, this outcome I find particularly interesting. The manuscript highlights a novel approach to studying complex microbial communities and the findings are generally interesting. However, I would suggest some changes. Mostly, these concerns can be considered minor, but answering them is crucial for more transparency and clarity on the work presented in this manuscript.

1\) Palm and tongue, as well as gut microbiomes, change over time. I would have imagined that these changed cause changes in the rank abundance profile of a community over time. The data, therefore, is interesting (because it is derived from human-associated microbial communities), though not surprising.

2\) Readers will benefit if the authors can include information from the methods sections. Such as definitions of noise, noise color, abundance and time series can be included in the main text. This change will help the message from this manuscript to be more accessible to a broader audience.

3\) Since the frequency of sampling has an effect on noise color. Can authors elaborate a bit more ( subsection "The self-organized instability model can be reproduced by the stochastic generalized Lotka-Volterra model") on how the limitation of having experimental time series from only a handful of time points might influence their inference?

4\) Statistics: Figure 1(A-E), Figure 4(A,B,D,E,F) error not mentioned.

5\) Figure 1A, legends for this figure is not clear to me. These details are part of the main text however it is important that legends of the figure are described in greater detail. For example, what is the meaning of different colors in the time series? Are these randomly selected species? or species with specific ranks are selected for this analysis?

Reviewer \#2:

This study aims to find the simplest model which can explain various summary statistics of microbial community time series. The key result is that various statistics of interest can be obtained using a non-interacting logistic model with appropriate choice of noise. This serves as a form of null hypothesis, and could be used to rebut over-interpretations of such time series.

Overall, I am sympathetic to the goals of the study. I have the following suggestions:

Specific comments:

1\) For non-specialists it would be good to start with a summary of the neutral vs niche regime, as this point is rather central to the discussion. (If the time series seem to be operating in the niche regime, then it is not surprising per se that a non-interacting model can capture some summary statistics of the time series.)

2\) This comes across mainly a study of a model, rather than a study of datasets which produces specific insights into microbial communities of different types. This is partly the point of the paper, that the real time series are somehow not sufficient to reveal the true interactions. Of course, the interactions in any real system are neither zero, nor equal, nor randomly sampled, but can be discerned with sufficiently sensitive experiments. So one expects that, after full study of this type, the non-interacting model proposed by the authors will not be supported. The authors do note that interactions cannot be ruled out in their approach. But could some text be included to say what the reader should take away from the study: is it meant to be a null model, or predictive?

3\) The results are obtained for a particular choice of growth rates to match given abundances. This particular choice is indeed shown to replicate the observed time series summary statistics. However, it does mean that the other observations made by the authors (specific relations of noise / abundances etc.) could depend on this growth rate choice. How robust are the various observations to changing the particular mechanism of setting abundances?

4\) I had difficulty distinguishing between terms \"dt\", \"*δ*t\", \"*δ*\", \"delay\", and \"sampling time\" which the authors seem to use interchangeably through the text and supplement. For example, in Figure 2B should it be \"Sampling dt\" or \"Sampling *δ*t\"? In Figure S4 they use the term \"*δ* = 0\" which I think should be \"*δ*t = 0\"? The term \"time delay\" is not defined elsewhere. More broadly, in a correct implementation of a stochastic simulation, the result should be asymptotically independent of integration timestep. The authors provide detailed comparison of different discretizations, this is appreciated (Figure S5). However, in the supplement I could not see how the \"dt\" in the SDE is related to the integration time for numerical solution of the Langevin equation \"*δ*t\", unless they were the same term. I could not at all follow Figure 2B. Is the \"sampling time\" different from the numerical integration timestep? Sampling is correctly done by first integrating with a small timestep and showing results independent of timestep, and then sampling at the desired sampling intervals. If the sampling is related to the bandwidth limitation, that should be analyzed separately from the numerical integration.
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Author response

> Summary:
>
> Both reviewers found points of interest in your manuscript, and appreciated the usefulness of a simple model that is consistent with the data. However, both have also raised some important issues which need to be addressed, which range from clarity of the presentation, to questions about the methods, and robustness of the results. Please address each of the issues raised below by the reviewers in your revised manuscript.
>
> In addition, it is clear from the reviews and our reading that you have not ruled out other more complex models (e.g. models with interactions). Therefore, we would like you to remove or rewrite statements that make overly strong claims about the real systems, and be more clear which claims are about your model and which about the real system. For instance, the last sentence of the Abstract -- \"This suggests that fluctuations in the sparsely sampled experimental time series are caused by extrinsic sources.\" -- is too strong a claim to make about the real system. Another example from the Abstract is \"We show that the noise term should be large and that it is a linear function of the species abundance, while the strength of the self-interactions should vary....\", which should be modified to make it clearer that these are requirements for the model to fit the data.

We changed the overly strong claims of the Abstract.

> Reviewer \#1:
>
> Deschmeemaeker et al., use a stochastic generalized Lotka-Volterra model to demonstrate that the properties of human microbes can be explained using a logistic modeling approach. Moreover, their results suggest that the niche state of community dynamics can be explained by the intraspecies fluctuations!, this outcome I find particularly interesting. The manuscript highlights a novel approach to studying complex microbial communities and the findings are generally interesting. However, I would suggest some changes. Mostly, these concerns can be considered minor, but answering them is crucial for more transparency and clarity on the work presented in this manuscript.
>
> 1\) Palm and tongue, as well as gut microbiomes, change over time. I would have imagined that these changed cause changes in the rank abundance profile of a community over time. The data, therefore, is interesting (because it is derived from human-associated microbial communities), though not surprising.

Indeed, although the species abundances fluctuate over time, the rank abundance profile remains stable over time, as can be seen in Figure 1B. A comment to acknowledge this fact was added to the text (Results section).

> 2\) Readers will benefit if the authors can include information from the methods sections. Such as definitions of noise, noise color, abundance and time series can be included in the main text. This change will help the message from this manuscript to be more accessible to a broader audience.

We added sentences introducing the concepts 'abundance' and noise in the Introduction. The technical aspects of noise can be found in subsection "Implementations of the noise". We also created a feature box with the definitions of all the concepts, such that the reader can find this information easily. The features are labeled with the letters of Figure 1 and Figure 4, of which we changed the order to remain consistent.

> 3\) Since the frequency of sampling has an effect on noise color. Can authors elaborate a bit more (subsection "The self-organized instability model can be reproduced by the stochastic generalized Lotka-Volterra model") on how the limitation of having experimental time series from only a handful of time points might influence their inference?

Low sampling rates result in larger errors (Figure 2B). For sparsely sampled experimental data, the standard deviation of the self-interaction inferred using the noise color will be larger (Discussion section).

> 4\) Statistics: Figure 1(A-E), Figure 4(A,B,D,E,F) error not mentioned.

We did not represent experimental error bars on Figure 1(A-B) as this data is not available. We expect the errors due to measurements or sampling to be smaller than the fluctuations due to biological processes. This hypothesis is supported by the results of \[Silverman et al., 2018\] for microbial communities of an artificial gut. Here, the biological variation becomes five to six times more important than the technical variation for the sampling interval of a day (Figure 3B of \[Silverman et al., 2018\]). Also, \[Grilli, 2019\] shows the time correlation of experimental time series which is non-zero while if technical variation is the main source of variation, no correlation should be noticeable. We added a paragraph in the manuscript about these errorbars (Results section). For Figure 1C, we added the error of the slope of the power spectral density (noise color). For Figure 1D, we added the error on the exponents. For Figure 1E, the p-value corresponds to the Kolmogorov-Smirnov test. Concerning Figure 4, similar errors have been added. We did not include errors for Figure 4(A-B) as those figures correspond to one simulation.

> 5\) Figure 1A, legends for this figure is not clear to me. These details are part of the main text however it is important that legends of the figure are described in greater detail. For example, what is the meaning of different colors in the time series? Are these randomly selected species? or species with specific ranks are selected for this analysis?

In the first submission, we selected species with evenly spread ranks. In the figure of this submission, we used another selection of species with ranks 1, 5, 10, 50 and 100. We added a legend denoting the rank number of all species.

> Reviewer \#2:
>
> This study aims to find the simplest model which can explain various summary statistics of microbial community time series. The key result is that various statistics of interest can be obtained using a non-interacting logistic model with appropriate choice of noise. This serves as a form of null hypothesis, and could be used to rebut over-interpretations of such time series.
>
> Overall, I am sympathetic to the goals of the study. I have the following suggestions:
>
> Specific comments:
>
> 1\) For non-specialists it would be good to start with a summary of the neutral vs niche regime, as this point is rather central to the discussion. (If the time series seem to be operating in the niche regime, then it is not surprising per se that a non-interacting model can capture some summary statistics of the time series.)

We added extra sentences about the concept of niche and neutrality (Introduction). A negative neutrality test is sometimes used to state that there must be interactions between species which are subsequently inferred, as for instance in \[Faust et al., 2018\]. We say that a noninteracting model can be classified in the niche regime by a neutrality test.

> 2\) This comes across mainly a study of a model, rather than a study of datasets which produces specific insights into microbial communities of different types. This is partly the point of the paper, that the real time series are somehow not sufficient to reveal the true interactions. Of course, the interactions in any real system are neither zero, nor equal, nor randomly sampled, but can be discerned with sufficiently sensitive experiments. So one expects that, after full study of this type, the non-interacting model proposed by the authors will not be supported. The authors do note that interactions cannot be ruled out in their approach. But could some text be included to say what the reader should take away from the study: is it meant to be a null model, or predictive?

The logistic model with linear noise can be considered as a null model (Introduction). We do not claim that there are no interactions between species. We show that logistic models are able to reproduce most of the characteristics of experimental time series, what implies that no interactions are needed in the model to obtain the statistical properties.

> 3\) The results are obtained for a particular choice of growth rates to match given abundances. This particular choice is indeed shown to replicate the observed time series summary statistics. However, it does mean that the other observations made by the authors (specific relations of noise / abundances etc.) could depend on this growth rate choice. How robust are the various observations to changing the particular mechanism of setting abundances?

For logistic models, the growth rate is equal to the product of the self-interaction and mean abundance. The noise color and the width of the distribution of ratios *x*(*t* + *δt*)*/x*(*t*) depend on this product. In order to obtain given characteristics---a predefined noise color and width of the distribution of ratios *x*(*t*+*δt*)*/x*(*t*)---the choice of the growth rate will therefore dictate the choice of the remaining free parameters, the sampling time step *δt* and the noise strength *σ*. This clarification was added to the main paper (Results section).

> 4\) I had difficulty distinguishing between terms \"dt\", \"δt\", \"δ\", \"delay\", and \"sampling time\" which the authors seem to use interchangeably through the text and supplement. For example, in Figure 2B should it be \"Sampling dt\" or \"Sampling δt\"? In Figure S4 they use the term \"δ = 0\" which I think should be \"δt = 0\"? The term \"time delay\" is not defined elsewhere. More broadly, in a correct implementation of a stochastic simulation, the result should be asymptotically independent of integration timestep. The authors provide detailed comparison of different discretizations, this is appreciated (Figure S5). However, in the supplement I could not see how the \"dt\" in the SDE is related to the integration time for numerical solution of the Langevin equation \"δt\", unless they were the same term. I could not at all follow Figure 2B. Is the \"sampling time\" different from the numerical integration timestep? Sampling is correctly done by first integrating with a small timestep and showing results independent of timestep, and then sampling at the desired sampling intervals. If the sampling is related to the bandwidth limitation, that should be analyzed separately from the numerical integration.

We are sorry for the confusion. We use "dt" for the integration time step and "*δ*t" for the sampling step, i.e. the time step in the time series which is a multiple of the integration time step. Figure 2B was therefore wrongly labeled and we changed this in the new version of the manuscript. We integrated with small time steps *dt*, which we previously called the fundamental time steps but are now labeled as integration time steps for clarity. We compared our results for different values of this integration time step *dt* (Figure 5E of the supplement) and concluded that our chosen time step *dt* was small enough such that there was no dependence on this step size. The terminology of "delay" and "*δ*" was introduced in the context of the autocorrelation function which is defined as a function of time delay.
