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A new phenomenological model is proposed to describe the evolution of the Fermi surface (FS)
in a wide range of dopings. It reproduces the key features of the cuprates in the underdoped phase
above the superconducting temperature Tc. It is shown that the explicit accounting of strong electron
correlation in the framework of the t−J model taken in complementary to the translational symmetry
breaking induced by the charge density wave (CDW) gives rise to the Fermi surface reconstruction
(FSR) into small electron pockets. While the strong Coulomb repulsion leads to an emergence of
the arc-like Fermi surface in the pseudogap (PG) phase, the Bragg reflection on the boundaries
of the reduced Brillouin zone (BZ) opens up a possibility to close the quasiparticle orbits. Direct
calculation of the FS properties allows us to unveil the scenario of the experimentally observed
transition to the CDW phase that sets in at the doping level δ ≈ 0.08 and is accompanied by a
divergence of the carriers effective mass and the sign reversals of the Hall and Seebeck coefficients.
Introduction. The discovery of quantum oscillations
in the underdoped YBa2Cu3O6+δ (YBCO) in a high
magnetic field[1–3] revealed among other features a re-
construction of the Fermi surface into small pockets.
Further measurements[4] also established that the area
of the FS is proportional to the doping value δ in-
stead of the 1 + δ as predicted by the conventional
Fermi liquid (FL) theory. The sign changes of both
Hall[5] and Seebeck[6] coefficients in the doping range
of 0.08 < δ < 0.16 indicates that, at a low temper-
ature, electron-like pockets emerge due to the transla-
tion symmetry breaking that takes place in the ground
state of the non-superconducting phase. The subsequent
detection of quantum oscillations in YBa2Cu4O8[7, 8],
HgBa2CuO4+δ[9] and other compounds[10–14] confirms
that such a FSR is a generic property of the underdoped
cuprates.
All those compounds reveal the presence of the CDW
modulation right at the very doping level where the
FSR has been detected. It was shown that, for YBCO,
the incommensurate CDW modulation vectors lie in the
CuO plane and they take the form Qx = 2pi(Q, 0) and
Qy = 2pi(0, Q) with Q ≈ 0.31[15–18]. This CDW order-
ing with a period varying from 3 to 5 lattice spacings
has also been detected by scanning tunneling microscopy
(STM) and x-ray diffraction (XRD) studies in under-
doped cuprates [19–28]. Those experimental evidences
strongly suggest that this charge ordering indeed is the
leading cause for the observed FSR. Also, a number of
experiments revealed a predominant d-wave form factor
of the CDW ordering [29–31].
The phenomenological calculations confirm that the
electron-like pockets in the nodal regions can be obtained
within the one band phenomenological tight-binding
model by breaking translation symmetry by multiple-
Q ordering[32]. Extending that model to incorporate a
long-range charge order with the d-form factor [33] pro-
duces small hole-like pockets in addition to the exist-
ing electron pockets in agreement with the experimental
measurements[34]. However, the FSR is observed within
a still mysterious PG phase which is believed to be driven
by strong electron correlations. While most models ne-
glect electron-electron interaction or, at most, account
them in the framework of mean field theory[35, 36] the
proximity of PG and CDW phase demands the more ac-
curate accounting of the strong electron interaction to
reproduce the whole evolution of the FS.
Model and Method. We start with a tight-binding
model on a square lattice (Fig.1(a)) where the transla-
tions are described by two unit vectors Ex = (1, 0) and
Ey = (0, 1) (from now on we put the lattice spacing a
equal to 1). We then break this symmetry modulo the
translations generated by Tx = (L, 0) and Ty = (0, L)
where L is a positive integer, the wavevectors correspond-
ing to these new translations being thenQx = (
2pi
L , 0) and
Qy = (0,
2pi
L ). In this way, the translation symmetry is
persevered only along the superlattice of the basic clus-
ters with size L × L. Since the XRD experiments yield
the value of L ≈ 3.2 (in YBCO)[17, 18], we take the clos-
est integer value of L = 3. In this way, we consider the
3×3 clusters as the new ”unit cells”, with an appropriate
multiband internal structure.
Explicitly, we employ the Hamiltonian in the superlat-
tice representation:
H =
∑
fg
H intfg +
∑
f
H0f , H
int
fg =
∑
abσ
tfgab c
†
faσcgbσ (1)
where f and g stand for the cluster indices and a, b denote
the sites inside the cluster, tfgab is the hopping amplitude
and c†faσ is the electron creation operator at the a-th
site of cluster f with the spin projection σ. While the
H intfg defines the general form of intercluster interaction
the H0f term corresponds to the intracluster contribution
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2FIG. 1. (a): The picture of the original tight-binding model
on a square lattice with the nearest t, next nearest t′ and next-
next-nearest t′′ neighbours hopping. The inset schematically
represents the s-wave hopping mode corresponding to the
well known dispersion relation ε(k) = 2t(cos(kx) + cos(ky)) +
4t′cos(kx)cos(ky)+2t′′(cos(2kx)+cos(2ky)). (b): A schematic
representation of the Hamiltonian in the superlattice repre-
sentation. (c): The superlattice consisting of the 3 × 3 clus-
ters. The spatial distribution of the charge density projected
on the original lattice corresponds to the colorbar. The inset
schematically represents the modes of the intercluster inter-
action.
determining the inner structure of the clusters and, con-
sequently, the specific form of intercluster hopping and
its relation to the clusters eigenstates. In case of a the
purely tight-binding model, H0f = H
int
ff , the resulting FS
is a large FL-like cylinder. In our approach, we modify
the intracluster part by adding a strong on-site Coulomb
repulsion U
∑
a nfa↑nfa↓ to take the H
0
f in the U -large
limit in the form of the t− J model:
H0f =
∑
abσ
(tffab − µδab)c˜†faσ c˜fbσ + J
∑
ab
Sfa · Sfb. (2)
Here the spin exchange coupling J = 4t2/U , the con-
strained electron operators c˜aσ = caσ(1−na−σ), and Sfa
is the electron spin operator. The next step is a numeri-
cal exact diagonalization of the H0f for each cluster which
allows us to rewrite the Hamiltonian (Eq.1) in the basis of
the clusters eigenstates and calculate the electron spec-
tral function A(k, ε) for the entire lattice by using the
so-called cluster perturbation theory (CPT) [37–39].
Two points are to be noted at this stage. First,
due to the finite cluster size a charge distribution in-
side the cluster becomes inhomogeneously modulated by
the CDW with the wavevectors Qx and Qy as depicted in
Fig.1(c). This fact allows us to reproduce the experimen-
tally observed (commensurate) bidirectional charge den-
sity wave[18]. Second, since the phenomenology based on
the tight-binding models contains only the s-form hop-
ping, the d-form factor ordering can, in these models, be
obtained only by explicit adding a corresponding long-
range ordering term [33]. In our approach, the inter-
cluster interaction is determined through the eigenstates
of the clusters and Coulomb repulsion leads to specific
short-range correlations responsible for the appearance
FIG. 2. The Fermi surfaces calculated for the different doping
levels δ with (a-d) and without (e-f) taking into considera-
tion the distribution of the spectral weight. The solid lines
kx = pi/3 and ky = pi/3 represent the Bragg ”planes” in the
reconstructed BZ. The parameters of t− J model used in the
calculation are t′ = −0.27, t′′ = 0.2, J = 0.5, temperature
T = 10−4 (here and below the energy scale is in units of t).
of d-wave mode in the intercluster hopping term. We
thus avoid any predetermined ordering in the model so
that the FSR appears as a natural result of short-distance
effects which are explicitly taken into consideration, with
a single phenomenological parameter being Q = 1/3.
Results. Our approach allows us to present a detailed
scheme for the FSR in the whole PG phase ranging from
a low to optimal doping. Let us start with the low dop-
ing regime already outside the antiferromagnetic (AF)
region, in which the experimental data reveal the absence
of quantum oscillations[40] which implies the absence of
a FL regime and the FS appears to consist of nodal arcs
as confirmed by the ARPES measurements[29, 42]. The
physics behind this arcs is still unclear, however. Theo-
retical models[41] as well as numerical calculations[43, 44]
suggest that the arcs occur due to the rearrangement of
the spectral weight along the sides of a hole-like pocket.
Our calculation in the ”pure” PG (δ < 0.08) phase con-
firm that the Fermi surface is made of hole-like pockets
located in the nodal regions of the reduced Brillouin zone
(BZ) that do not touch the boundaries of the reduced
BZ as depicted in (Fig.2(e)). The CPT calculation re-
veal that the spectral weight is non-zero only on one side
of the pocket in such way that the FS simply reduces to
the Fermi arc (Fig.2(a)). In this way, our consideration
strongly suggests that the vector connecting the tips of
the arcs is distinctly different from the CDW modulation
vector.
Despite the fact that the translational symmetry
breaking is implemented ”by hand” regardless of the dop-
ing, the obtained FS correctly emerges as the arcs in
agreement with the ARPES measurement predicting the
observed zero spectral weight in the antinodal region[45].
It is due to the fact, that the PG phase is driven by
strong on-site Coulomb repulsion which leads to the arc-
like structure in the underdoped phase per se[46]. There-
fore it turns out that the translational symmetry break-
3FIG. 3. (a): The FS calculated by the CPT method at the doping level δ = 0.14 and with the Lorentzian broadening
value η = 0.01. The slices of the spectral function in the direction 1, 2 and 3 (depicted in green) are presented in panel
(b): The horizontal solid line denotes the Fermi level. ∆ denotes the value of the gap resulting from the band splitting. (c)
Schematic representation of the electron pocket formation. The reconstructed FS is depicted in the repeated BZ representation.
Enumerated dots correspond to the Bragg reflection points. The sides of the electron pockets giving rise to the FS spectral
weight are indicated in red and the area contributing to the full area of pocket is depicted by shading. The inset schematically
represent the resulted closed pocket. (d) Schematic representation of the formation of the hole pockets due to the Bragg
reflection. On the panels (a,c,d) the first reconstructed Brillouin zone is depicted as the cyan square, the Bragg planes
correspond to the solid lines kx, ky = ±pi/3, Qx and Qy correspond to the CDW modulation vectors. (e) The distribution
of the FS spectral weights in the direction specified by the angle ϕ (panel (a)) with various doping levels calculated by the
CPT method. To each horizontal slice corresponds a doping δ denoted on the vertical axis. The slices indicated by the Roman
numerals correspond to the ”phases” depicted in Fig.4. The line III also corresponds to the FS depicted in panel (b). (f) The
dependence of the value of the gap maximum on the Coulomb repulsion U .
ing does not seem to affect the structure of the FS in
this ”pure” PG regime. This statement is supported
by a number of numerical calculations carried out in
the framework of cluster approaches (CPT[47–49], C-
DMFT[44, 50, 51]) for the different cluster sizes, whith
the resulting FSs qualitatively corresponding to the FS
arcs obtained in the present work.
However, in contrast with that, at larger dopings
the translational symmetry breaking does affect the FS
reconstruction[52, 53] in full agreement with experiment.
Namely, as doping increases, the FS undergoes a topology
change (Fig.2(f)) at the doping level δ ≈ 0.09 that can
be directly associated with the divergence of the carriers
effective mass[54, 55]. At this doping, the FS starts to
intersect the boundaries of the reduced BZ. Moreover, at
those points the vectors connecting the arc tips and the
CDW modulation vectors coincide with each other. This
signals the emergence of the CDW phase. The electrons
can now be scattered by the Bragg planes to form closed
pockets in the momentum space as shown in Fig.3(c).
However, only one side of those pockets has a non-zeros
spectral weight just like in the ”pure” PG phase. Explic-
itly, the ”touching” points (1, 8), (2, 3), (4, 5) and (6, 7)
can be identified as Bragg’s reflection points that con-
nect the quasiparticle states with same energy but with
the momenta differ by the modulation vector Q. This
results in the emergence of the effectively closed quasi-
particle orbits composed of the arcs located in the nodal
region. These closed orbits give rise to the quantum oscil-
lations seen in thermodynamic quantities in a high mag-
netic field. Basically the same mechanism underlies the
formation of the hole-like pockets as shown in Fig.3(d).
The emergence of hole pockets produced by the presence
of d-wave form factor ordering is also unveiled in other
experiments performed in cuprates[29–31].
Note also that the electron pockets simply originate
from the reconstruction of the BZ that does not violate,
in this case, the Luttinger theorem. Therefore the physics
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FIG. 4. (a) Panel displays the doping dependence of the
density of states (DOS) at the Fermi level. Red and blue
solid lines correspond to the DOS associated with the elec-
tron/hole carriers, respectively. (b) The black line shows the
doping dependence of the calculated σ coefficient (left verti-
cal axis). The green line shows the doping dependence of ∆
(right vertical axis). The dashed black line in panels (a) and
(b) correspond to the ”pure” PG phase without FSR.
dominated by electron pockets, in contrast with the
”pure” arc phase, does not seem to display a non-Fermi
liquid behavior. In fact, the low-energy transport in the
underdoped cuprates dominated by electron-like pockets
indeed displays a conventional FL behaviour[40, 56–58].
The electron-electron interaction opens up the gap in
the Bragg reflection points (Fig.3(b)) whose value varies
linearly with U(Fig.3(f)). This is present in the doping
range 0.09 < δ < 0.16 (Fig.3(e)) which implies a split-
ting of the single band into the conduction and valence
bands. A direct calculation of the sign of the inverse ef-
fective mass by computing the second derivative of the
energy dispersion (m−1eff = ∂
2E(k)/∂k2) allows us to re-
produce the key features of the model in the wide dop-
ing range. The results presented in the Fig.4(a) agree
with the observation that at δ < 0.09 the conductivity
is fully hole-like. Qualitatively the same behavior is ob-
tained for dopings δ > 0.15 where the carriers are also
predominantly hole-like. This characterized the ”pure”
PG phase. However, the FSR which starts at δ ≈ 0.09
and ends at δ ≈ 0.15 leads to a drastic drop of the
hole concentration at the Fermi level and to the emer-
gence of the electron-like carriers. Exactly in this re-
gion the FS is characterized by the presence of the Bragg
gap and the emergence of an ”average sign” of carri-
ers (σ =
∫
BZ
A(k, εf )sign(meff)dk). This is sharp con-
trast with the features expected in the ”pure” PG phase
(Fig.4(b)). Moreover the total spectral weight at the
Fermi level undergoes a rapid drop (Fig.4(a)) in agree-
ment with heat capacity measurements[59, 60].
Our approach successfully reveals some subtle details
of the FSR resulting from a specific structure of the FS
in the CDW phase. While there are arguments for both
the presence, in the CDW phase, of the electron pock-
ets either alone or in the company with the two hole-
like pockets, we show that those two competing situa-
tions become indeed manifest in different doping regimes.
More specifically, the obtained FSR reveals that, with
an increasing δ, the electron-like pocket in the nodal re-
gion emerges first at δ ≈ 0.09 and only after that at
a slightly larger δ ≈ 0.12, two small hole-like pockets
make their appearance in the FS in addition to the al-
ready existent electron-like pockets. This explains why
the Seebeck coefficient measurements [34] indicate that
the fully electron-like carriers exist only within a thin
region around δ ≈ 0.10. Such a behavior implies that
the electron-like pocket may exist either alone or in the
company of the additional hole-like pockets which also
contribute significantly to the magnetoresistance[61].
Conclusion. A new phenomenological model pro-
posed in this Letter provides a fresh look at the unusual
behavior exhibited by the FS in underdoped cuprates.
Although the translation symmetry breaking is intro-
duced phenomenologically, electron-electron interaction
is considered within the t−J model of strongly correlated
electrons thereby providing a full microscopic treatment
of the short-range electron correlations. In the CDW
phase the closed electron-like pockets are indeed pro-
duced by the translational symmetry breaking, but the
distribution of the spectral weight corresponds to the arc-
like FS. Due to the Bragg reflections on the boundaries of
the BZ the effectively closed orbits of the quasiparticles
emerge giving rise to quantum oscillations in a magnetic
field. Away from the CDW phase, the Bragg reflection is
no longer possible. As a result the ”pure” PG phase that
displays the disconnected FS arcs immediately sets in.
The resulting FS features and the ensuing charge carrier
properties are uncovered in detail across the whole PG
doping range in a very good agreement with experiment.
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