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Indústrias de polimerização, em geral, utilizam diferentes sistemas reacionais para obter polímeros com 
diferentes características. Os processos de polimerização de estireno em batelada podem a apresentar 
um perfil de temperatura transiente, por causa de efeitos de viscosidade no meio reacional, são 
chamados de efeitos difusionais. Com a finalidade de controlar a temperatura destes tipos de sistema, 
engenheiros têm se voltado à busca de modelos que descrevam com fidelidade os processos não-
lineares. Controle preditivo baseado em um modelo (MPC) de Redes Neurais Artificiais (RNAs) é uma 
opção para estes casos. Neste trabalho foram implementadas as equações algébricas e os parâmetros 
ajustados no treinamento de um modelo neural em uma planilha do Microsoft Excel. A atualização das 
variáveis do modelo se deu através da comunicação entre o Indusoft Web Studio (IWS) e a planilha via 
driver DDE (Dynamics Data Exchange). O treinamento do modelo neural aconteceu com algoritmo de 
Levenberg-Marquardt com regularização bayesiana utilizando o toolbox do MATLAB (comando 
trainbr). A validação do modelo foi realizada online, para garantir o uso do mesmo. Num primeiro 
momento, foram estudadas as condições para aplicação de controle fixando a proporção da mistura 
reacional em 50-50% em volume para monômero e solvente (estireno e tolueno, respectivamente) e a 
modelagem com RNA mostrou bons resultados. Em outro momento, realizou-se um controle em 
cascata da temperatura do reator manipulando a potência da resistência (variável manipulada) através 
da passagem de um fluido pela camisa do reator. Foi utilizado o simulink do MATLAB para fazer a 
malha de controle em cascata, através de um diagrama de blocos e sua atualização aconteceu via 
protocolo OPC (OLE for Process Control) de dados do Indusoft. Em paralelo, um modelo 
fenomenológico validado para processos poliméricos, envolvendo equações e parâmetros relacionados 
à polimerização de estireno, foi utilizado para estimar valores de conversão, massa molar média 
numérica (Mn) e massa molar média ponderal (Mw). Observou-se o sucesso da aplicação da estratégia 
de controle cascata adotada para a planta real, permitindo assim estabelecer uma comparação com as 
predições do modelo. Para o funcionamento do MPC, foram enviadas, a cada 5 segundos, as 
informações das variáveis de entrada (temperatura do reator, temperatura do fluido e a variação de 
potência) para o modelo neural na planilha, calculando automaticamente a temperatura do reator em 
um instante de amostragem à frente usando-a na função-objetivo do Solver no Excel (minimizar erro 
quadrático). O valor do Solver foi, então, mandado para o processo através de uma programação em 
VBA (Visual Basic Applications). Foram analisados os desempenhos dos controladores através do 
oveshoot, tempo de acomodação, IAE e ITAE. E realizou-se a utilização do controlador Híbrido 
(controle em cascata e MPC) o que melhorou a performance do sistema. 
 










Chemical processes are included in several types of industries and demand precise control to reach the 
final product with quality. Because of the viscosity effects of reactor bulk (diffusional effects), the 
batch styrene polymerization processes present transient temperature behavior. Aiming at controlling 
the temperature of these systems, rigorous first principles models that describe nonlinearities precisely 
have been developed by engineers. The model predictive control (MPC) based on neural network 
modeling is one of the most approppriate techniques for these processes. In this work, the algebraic 
equations of a neural network and its adjusted parameters from the training step were implemented in 
an electronic worksheet (Excel software).  The communication from the supervisory software (Indusoft 
Web Studio - IWS) and the worksheet were done through driver DDE (Dynamics Data Exchange), 
allowing the update of measured variables. The Bayesian Regularization Levenberg-Marquardt 
algorithm (trainbr function in the software MATLAB) was employed in network training. The model 
validation was on line performed in order to prove its suitability to the actual process. Initially, a 50/50 
% volume ratio of solvent (Toluene) and monomer (styrene) was used for the control application 
studies, obtaining precise results using the neural network. Afterwards, a temperature cascade control 
loop was implemented by manipulating the resistance power inverter of the heating thermal fluid tank. 
This fluid circulates at the reactor jacket. The cascade control diagram was developed in the 
Simulink/MATLAB software. Updating measurements occurred by means of the OLE for Process 
Control protocol (OPC). A validated first principles model, using parameters related to the 
polymerization of styrene, was used to estimate conversion rates, number average molecular weight 
(Mn) and weight average molecular weight (Mw). The successful application of the control strategy 
allowed the comparison to the rigorous model predictions. The neural model input variables (reactor 
temperature, thermal fluid temperature and power inverter position) were captured from sensors every 
5 seconds. At this time, the model in the worksheet calculated automatically the one-step-ahead 
temperature value, using this prediction in the objective function (squared error minimization) 
implemented in the solver of the Excel software. Using VBA (Visual Basic Applications) 
programming, the manipulated variable action was calculated and then sent to the process. The 
overshoot, settling time, IAE and ITAE were used as controller performance indexes. A hybrid 
controller (cascade feedback and MPC) was also tested, improving the performance of the system.  
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Esta dissertação foi estruturada com artigos abordando o desafiador problema de controle de um reator 
em batelada de estireno e o resumo da estrutura é mostrado a seguir: 
Capítulo 1- O primeiro capítulo ressalta a importância da produção de poliestireno justificando a 
necessidade de um controlador de temperatura a esse processo por meio da revisão bibliográfica. 
Propõe-se a utilização de um controlador preditivo baseado em modelo (MPC) de redes neurais, por se 
tratar de um processo não-linear e transiente. Neste capítulo também se discute a possibilidade de 
desenvolvimento do MPC em uma planilha eletrônica do Software Excel. 
Capítulo 2- No segundo capítulo é apresentado um artigo publicado nos anais do Congresso Brasileiro 
de Engenharia Química (COBEQ) do ano de 2010. A abordagem do trabalho foi o desenvolvimento de 
um modelo neural para predizer o comportamento da temperatura na reação de polimerização do 
estireno em solução, avaliando a utilização em um esquema de MPC. 
Capítulo 3- O terceiro capítulo é um artigo submetido ao Congresso Brasileiro de Polímeros (CBPol) 
edição 11. O trabalho aporta a utilização de um modelo fenomenológico validado para processos 
poliméricos para estimar valores de conversão, peso molecular médio numérico (Mn) e peso molecular 
ponderal (Mw) de um reator batelada de estireno em solução. Em comparação, usou-se uma estratégia 
de controle em cascata numa planta real. 
Capítulo 4- O quarto capítulo é constituído de um artigo para ser submetido a uma revista da área. 
Trata-se de um estudo de implementação de um MPC baseado em redes neurais para o sistema de 
polimerização de estireno. Este capítulo também mostra a construção de um controlador cascata para 
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FUNDAMENTAÇÃO TEÓRICA E REVISÃO BIBLIOGRÁFICA: 
POLIMERIZAÇÃO DE ESTIRENO EM SOLUÇÃO: TÉCNICAS DE 






O poliestireno é um dos polímeros mais produzidos atualmente. Em outros tempos, as práticas 
industriais de polimerização determinavam as condições de operações na tentativa e erro. Nem sempre 
esse método dava certo, gerando uma perda de tempo e dinheiro. Com a evolução da ciência, entendeu-
se que há tipos diferentes de polimerização para obtenção do produto: o poliestireno pode sofrer 
polimerização em massa, solução, suspensão e emulsão. Uma vez empregado o tipo de polimerização, 
o processo pode ser modelado fenomenologicamente, considerando as equações do mecanismo de 
polimerização e as equações de balanço no reator. Se empregado a controle de processos, ramo da 
engenharia que tenta manter as variáveis controladas e constantes, é necessário um entendimento 
profundo do problema para propor o modelo, pois a aplicação tem que garantir a melhor predição 
possível para atuação correta do controlador. Um modelo de polimerização em batelada de estireno 
envolve um grande número de variáveis e a reação não segue um padrão linear, o que requer a 
utilização de um modelo não-linear. O uso de Redes Neurais Artificiais (RNAs) para aplicação em 
controle pode ser bem sucedida, já que a modelagem não se baseia nos parâmetros físicos do processo e 
sim construir um modelo que descreva seu comportamento. A otimização aliada à modelagem por 
RNAs mostra-se como uma técnica de controle preditivo baseado em um modelo (MPC), tendo mais 
chances de se desempenhar bem em sistemas como o de polimerização. É imprescindível o 
levantamento bibliográfico para nortear estudos nesta área. 
 







Poliestireno (PS) é um dos polímeros mais produzidos. O estireno é o monômero que dá origem 
ao PS e foi descoberto por volta de 1786 na Alemanha, depois da destilação de um líquido oleoso de 
cor âmbar extraído da árvore Estoraque por Newman (ALMEIDA, 2004). A principal obtenção do 
estireno é a partir da reação catalítica entre o benzeno e o etileno formando o etil-benzeno que por sua 
vez é desidrogenado por um processo de aquecimento (REDFARN, 1962). 
Segundo Basf (2005), o PS é o pioneiro entre os termoplásticos e foi descoberto em 1831, mas 
só foi utilizado em escala industrial a partir de 1930 em Ludwigshafin, na Alemanha. A 
comercialização demorou muito, porque não se detinha a mínima tecnologia para a condução adequada 
da reação, uma vez que a mesma é altamente exotérmica. Os Estados Unidos só tomaram impulsão na 
produção de plástico industrial de estireno a partir de 1946, por causa do incentivo da borracha sintética 
na segunda guerra mundial. Desde então a produção de poliestireno tem crescido pelo mundo. Em 1997 
o Brasil conseguiu se tornar um dos maiores produtores, devido à grande produção da matéria prima e 
ao incentivo de grandes empresas. 
Uma grande quantidade de produtos pode ser gerada a partir do PS, dependendo do processo 
pelo qual ele é submetido. O PS padrão caracteriza-se por ser uma resina cristal transparente, de fácil 
coloração sendo os maiores usos são para embalagens, copos descartáveis e caixas de CD’s. O PS 
expandido (EPS), conhecido no Brasil como isopor, é uma espuma rígida obtida pela expansão da 
resina de PS no processo de polimerização por meio de agentes químicos e é utilizado, basicamente, 
como isolante térmico. O PS de alto impacto (HIPS) é modificado com elastômeros de polibutadieno 
que podem competir com alguns plásticos de engenharia, como o ABS (Acrilonitrila Butadieno 








2. TIPOS DE POLIMERIZAÇÃO 
 
Os tipos de polimerização mais comuns para o estireno podem acontecer de quatro formas 
diferentes: em massa, em suspensão, em emulsão e em solução.  
 
2.1 Polimerização em massa 
 
A reação se caracteriza pela presença apenas do monômero e do iniciador, embora algumas 
indústrias usem baixíssimos percentuais de solvente (5 a 10%) para redução de efeitos difusionais. A 
viscosidade da mistura reacional cresce rapidamente com a conversão do monômero.  Isso resulta na 
não uniformidade da temperatura, tornando cada vez mais difícil a transferência de calor e pode tornar 
impossível a remoção do produto do reator (SCHORK et al, 1999). Em contra partida, obtém-se um 
alto valor de conversão e é o tipo de polimerização em que o polímero formado tem o maior grau de 
pureza. 
 
2.2 Polimerização em solução 
 
Na tentativa de reparar os problemas da polimerização em massa, a polimerização em solução 
emprega, além do monômero e iniciador, um solvente orgânico que homogeneiza o sistema. O 
polímero formado pode ser ou não solúvel no solvente utilizado. Entretanto, deve-se fazer a melhor 
escolha do solvente devido o mesmo poder influenciar na reação. Esta técnica possui a vantagem da 
facilidade da transferência de calor. Ao final da reação, para a obtenção do produto emprega-se, em 
alguns casos, um agente precipitante. 
 
2.3 Polimerização em suspensão 
 
A polimerização em suspensão utiliza água como meio dispersante. Geralmente o monômero e 




pela formação de partículas de 1 a 10 mm em suspensão e por isso o produto é obtido em pérolas, o 
tamanho das partículas depende da agitação do sistema reacional e dos agentes tensoativos adicionados 
ao processo. Estabilizadores são usados para evitar a coalescência das gotículas viscosas, contendo 
monômero e polímero, em suspensão. O comportamento dentro das bolhas é semelhante ao de uma 
polimerização em massa e como tudo se passa em gotículas, a reação é mais rápida, porém não há 
ebulição do monômero. A polimerização é iniciada por um iniciador solúvel no monômero e a fase 
aquosa se torna responsável pela transferência de calor.   
 
2.4 Polimerização em emulsão 
 
O processo de polimerização em emulsão também utiliza água como meio dispersante. Além de 
monômero e um iniciador solúvel em água, a reação conta com a presença de um aditivo surfactante. O 
objetivo de se usar surfactante na polimerização é a formação de micelas do tamanho de 1 nm, onde o 
monômero fica retido. A reação vai se processando dentro das micelas, formando partículas de 
polímeros e só acaba quando converte todo monômero presente nas micelas (ROSEN, 1993). 
 
3. ETAPAS DA REAÇÃO DE POLIMERIZAÇÃO DE ESTIRENO 
 
Existem numerosos modelos que descrevem a polimerização do estireno, eles se diferenciam 
principalmente na descrição da iniciação térmica (HUNGENBERG et al, 2005). Segundo os autores, 
um dos modelos cinéticos mais memoráveis para a polimerização do estireno via radical livre foi o 
proposto por Hui e Hamielec (1972). O estudo consistia em experimentos de polimerização do estireno 
no qual um modelo de terceira ordem para iniciação térmica mostrou resultados mais concordantes para 
conversão. Assim, puderam determinar as constantes cinéticas para cada etapa da reação, levando em 
conta que as mesmas independem do tamanho da cadeia formada. 
A cinética da reação de polimerização de estireno via radical livre, descrita também por Simões 
(2001), é compreendida pelas etapas de: Iniciação; Propagação; Transferência de cadeia para o 






Na iniciação química um iniciador se decompõe formando dois radicais. Cada radical, por sua 
vez, se liga nas moléculas de monômeros, deixando-as reativas. 
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 Na iniciação térmica, o monômero se excita devido à alta temperatura, produzindo radicais.  
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 É um passo em que a cadeia ativa (Pn*) cresce à medida que encontra moléculas de monômero.  
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Transferência de cadeia para o monômero 
 
Pode haver transferência de cadeia para o monômero, onde a cadeia de polímero é desativada 
pela molécula do monômero, resultando em um polímero inativo e um monômero reativo.  
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Transferência de cadeia para o solvente 
 
Pode haver também transferência de cadeia para o solvente, tornando-o reativo, ao passo que há 
formação de um polímero inativo. Este processo é semelhante ao que ocorre na transferência para o 
monômero, só que neste caso o solvente vem no lugar do monômero. Por isso, o solvente deve ser 
cuidadosamente selecionado. Os mais utilizados são os hidrocarbonetos aromáticos que possuem um 
baixo valor entre a relação das constantes ktrs e kp. 
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Terminação   
 
 Os radicais livres formados durante a reação de polimerização podem reagir entre si lentamente, 
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Para que haja a terminação, os radicais precisam se difundir um para perto do outro, por isso a 
etapa de terminação é controlada pela difusividade. 
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O estado estacionário para os radicais livres se dá quando a taxa de geração de radicais 
(iniciação) é aproximadamente igual à taxa de seu consumo (terminação). Igualando as taxas de 
iniciação e terminação, chega-se a uma expressão para P*:  
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Quando o valor de P*, equação de concentração total de radicais, é substituído na taxa de 




é convertido a polímero.  
 




4. EFEITOS DIFUSIONAIS 
 
Efeito Trommsdorff ou efeito gel 
 
No início da reação de polimerização a concentração de monômero é alta em relação às cadeias 
poliméricas, garantindo livre movimentação das primeiras cadeias formadas. À medida que cresce a 
concentração do polímero, os radicais têm dificuldade em mover-se em função da redução do volume 
livre, aumentando, assim, a resistência à difusão e à propagação de calor gerado. Nesta mistura 
reacional viscosa, as pequenas moléculas de monômero ainda conseguem se difundir sem dificuldade 
até as cadeias em crescimento, mantendo kp constante. A taxa de terminação diminui severamente, 
aumentando a taxa de reação (elas são inversamente proporcionais), não só pela natureza da reação 
química, mas também pela taxa com que os reagentes se difundem ao mesmo tempo, assim a 
terminação passa a ser controlada por difusão. A este ponto, a conversão depende do massa molecular 
dos radicais e do massa molecular média acumulada do polímero. A variação da constante de 
terminação, devido a esse efeito pode ser dada por: 
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Uma das correlações usadas com muita freqüência para se estimar o efeito gel é a descrita por 
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m-parâmetro de ajuste do efeito gel 
7 -massa molar média do polímero 
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, -massa molar crítica do polímero 
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, - volume livre crítico para terminação 
@A- volume livre 
 
A existência do efeito gel altera sensivelmente a distribuição da massa molar, de modo que, no 
início da reação há formação de polímeros com massa molar uniforme e termina com a formação de 




O efeito vítreo é um efeito de viscosidade semelhante ao efeito gel, porém retarda a propagação 
da reação, por se tratar de pequenas moléculas de monômero e grandes cadeias poliméricas em 
crescimento. Este efeito está associado à teoria de volume livre. No final da polimerização quando a 
conversão é ainda mais alta (alta viscosidade), o volume livre se torna muito pequeno e se a 
temperatura de operação é menor que a temperatura de transição vítrea, as moléculas de monômero 
podem ser controladas pela difusão o que diminui a taxa de propagação.. A variação da taxa de 
propagação pode ser dada por: 
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Marten e Hameilec (1982) propuseram, também, uma equação bastante utilizada para o cálculo 
da taxa de propagação. 
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 B – parâmetro do efeito vítreo 




O efeito gaiola ou cage acontece quando, em altas conversões, o iniciador se decompõe 
formando um radical que fica “engaiolado” por moléculas do solvente ou do polímero. Se o iniciador 
não conseguir se livrar dessa “armadilha”, ele pode encontrar outro radical e se tornar inativo, 
diminuindo a formação de novas cadeias poliméricas e consequentemente aumentando a massa molar 
do polímero. Em altas conversões a grande quantidade de polímero no meio dificulta muito a difusão 
do iniciador, fazendo com que a mesma diminua.  De maneira geral, o efeito gaiola acontece junto com 
o efeito vítreo, porque o tamanho da molécula do iniciador é semelhante ao tamanho da molécula do 
monômero. 
A correlação que afeta a eficiência do iniciador proposta por Marten e Hamielec (1982) é 
análoga às correlações para o efeito gel e vítreo e pode ser escrita a seguir:  
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f – eficiência do iniciador   
f0 – eficiência inicial do iniciador 
C – parâmetro do efeito gaiola 




5. MODELAGEM FENOMENOLÓGICA 
 
A modelagem fenomenológica ou matemática deve conter uma representação de um fenômeno 
real, tornando mais evidente as principais características do objeto de estudo. A representação de um 
processo de polimerização com todas equações inerentes ao sistema pode ser árdua, pois há vários 
parâmetros a serem considerados e um grande número de variáveis a serem solucionadas. Vários 
trabalhos foram encontrados na literatura envolvendo modelagem matemática de polimerização, como 
Chang et al. 1999; Simões, 2001; Machado, 2004; Almeida, 2004; Arcos-Casarrubias, 2005; 
Hungenberg et al. 2005; Lona et al. 2005; Ximenes et al. 2007; e etc. 
 
6. CONTROLE DO REATOR DE POLIMERIZAÇÃO 
  
A reação de polimerização pode ser feita em diferentes tipos de reatores. No presente trabalho, 
o reator utilizado é em batelada agitado (para evitar a formação de pontos quentes e homogeneização 
da mistura), encamisado (para promover melhor troca térmica), onde os reagentes são adicionados 
antes do começo da reação e nada é removido até que se chegue ao final. Neste tipo de reator, a taxa de 
polimerização muda constantemente com o tempo, havendo o decaimento da concentração do 
monômero e do iniciador. A viscosidade tende a aumentar favorecendo o aparecimento do efeito gel.  
Para as reações de polimerização via radicais livres, o tempo para formação de uma cadeia é só 
uma fração mínima do tempo total da batelada. Como as condições do reator (taxas de polimerização) 
mudam muito ao logo da reação, o resultado da polimerização é um produto com características não 
homogêneas, porque acontece a formação de cadeias em qualquer momento da reação. 
No projeto de um reator em batelada devem ser consideradas estimativas feitas por simulações 
e/ou experimentos em escala menor (uma planta piloto). Desta forma, tem-se noção do perfil da 
mistura e da transferência de calor, que deve ser a máxima possível. 
Uma vez controlada a temperatura no processo, as taxas de polimerização se tornam mais 
estáveis e a viscosidade cresce uniformemente. 
De uma forma geral, controle de processo dentro de uma indústria química é imprescindível, 




uma segurança de operação e pode ser economicamente rentável. 
Muitas vezes a estratégia usada para controle de processos químicos é o sistema de controle 
Feedback. Esse sistema compara valores da variável controlada com um valor pré-estabelecido (set-
poit) e analisa o erro. Com o objetivo de diminuí-lo, a ação de controle é realizada na variável 
manipulada depois que o erro acontece (SEBORG, EDGAR e MELLICHAMP, 2004).  
Existem três tipos básicos de controladores feedback: Proporcional (P); Proporcional-Integral 
(PI); e Proporcional-Integral-Derivativo (PID).  
No controlador P a atuação do controlador é proporcional ao erro do processo, como mostra a 
equação: 
 
SSc CteKtc += )()(  
Onde, 
c(t)- é a ação de controle;  
cK - é o ganho do controlador; 
Css - é o valor inicial da variável manipulada; 
e(t) – é o erro na variável controlada 
 













Iτ - é a constante de tempo integral. 
 
O controlador PID, devido à propriedade do termo derivativo, atua controlando 


















Dτ - é a constante de tempo derivativo. 
 
A simulação de um controlador feedback foi descrita por Soroush e Zambare (2000) para um 
reator de polimerização de estireno. Foi desenvolvido um modelo fenomenológico baseado em 
informações disponíveis na literatura considerando ser um reator de vidro, agitado, polimerização via 
radicais livres e toda parametrização pertinente a esse tipo de polimerização. O controlador agiu 
conforme o modelo ia predizendo as informações de temperatura. Os resultados conseguiram mostrar a 
instabilidade do processo e a dificuldade do controlador em manter a variável perto do valor de 
referência. 
Este tipo de controlador age de forma linear com faixa pré-sintonizada e em meio a tanta 
peculiaridade não-linear do comportamento da reação de polimerização, o mesmo pode não apresentar 
bom desempenho, sendo necessárias outras técnicas de controle, como mostra o trabalho de Altinten et 
al. (2008), que utilizou um controlador PID ajustado por Algoritmo Genético. 
 
6.1 Controle cascata 
 
Neste estudo, a temperatura do reator (T1) de polimerização dependia da temperatura do fluido 
térmico (T2) que circulava pela camisa, sendo necessário controle das mesmas. As estratégias que 
envolvem configuração de controle feedback inferem apenas em uma das respostas. Desta forma, 
somente uma das temperaturas (no caso T2) responderia satisfatoriamente. Existem, entretanto, outras 
configurações de controle simples que apresentam bom desempenho quando há mais de uma variável, 
sendo uma delas o controle em cascata. 
O controle cascata (Figura 1) é um sistema que possui duas malhas (interna e externa) de 
controles diferentes. Segundo Stephanopoulos (1984) este tipo de controle é aplicado quando há duas 




a dominante, chamada de malha principal, que possui um controlador primário e usa o set point 
fornecido pelo operador para inferir um set point calculado para a malha interna (malha secundária). 
 
        
Figura 1: Diagrama de blocos do controlador cascata. 
 
Brand et al. (2009) realizaram uma simulação de um reator fase gás de uma planta de 
polimerização baseado em um projeto de um controlador cascata com representação semi-
fenomenológica, constituída pelos balanços materiais e um termo empírico representando a reatividade 
do sistema. O objetivo era identificar a variabilidade da composição em fase gasosa se a malha 
principal do processo que atua com PID fosse substituída por um controlador preditivo baseado em um 
modelo (MPC), mantendo a malha secundária com controlador convencional feedback. Os resultados 
apontaram melhoria do desempenho do controlador mantendo a operação mais próxima das restrições 
operacionais, devido à ação preditiva do MPC. E a análise econômica permitiu indicar um aumento de 
6% na produção da planta. 
 
6.2 Controle preditivo baseado em modelo 
 
O controle preditivo baseado em modelo (MPC) é uma técnica de controle avançado para 




prever valores de variáveis que se deseja estabelecer uma ação de controle. 
Segundo o livro de Seborg, Edgar e Mellichamp (2004) de processos dinâmicos e controle, o 
modelo de controle preditivo oferece vantagens importantes: (1) O modelo do processo captura a 
dinâmica e interações estáticas entre as variáveis de entradas, saídas e perturbações; (2) restrições na 
entrada e saída são consideradas de forma sistemática; (3) o cálculo de controle pode ser coordenado 
com o cálculo do set point ideal, e (4) predições precisas do modelo podem fornecer alerta de um 
potencial problema. De um modo geral, o sucesso do MPC depende das previsões precisas do modelo 
do processo.  
O primeiro sistema MPC foi desenvolvido em 1972 por grupos pioneiros de pesquisa da 
companhia Shell de combustíveis. As refinarias de óleo e as petroquímicas foram as primeiras a utilizá-
lo. Depois disto, MPC tem sido amplamente estudado impactando em práticas de muitas indústrias, 
porque é um método que supera as deficiências dos controladores clássicos quando utilizado em 
sistemas com perfil complexo caracterizados por alta não linearidade. Alguns exemplos de sistemas 
altamente não lineares são controle de pH, controle de temperatura de reatores batelada, dentre outros 
(DINIZ et al. 2007). 
Alamir et al. (2007) projetaram um esquema de MPC para controle de um processo de 
polimerização, realizando comparação com um controlador feedback. Os resultados mostraram a 
eficiência, bem como a robustez do controlador projetado, fazendo a sua validação com dados 
experimentais de um reator controlado para polimerização de estireno em emulsão. 
O MPC (Figura 2) caracteriza-se pela utilização de um modelo para realizar predições do estado 
de uma variável em um horizonte de tempo a frente através de medições feitas na saída do processo, 



















Figura 2: Diagrama de funcionamento do MPC. 
 
Sui et al. (2008) utilizaram um modelo de mínimos quadrados combinado com um método de 
estimação de estados com horizonte móvel para controlar a temperatura de um reator batelada de um 
processo de polimerização de estireno em solução. Através da simulação foi possível evidenciar boa 
concordância com o valor de referência, indicando a potencialidade do MPC para aplicações 
experimentais reais. 
Para o presente trabalho serão utilizadas como modelos de predição as redes neurais artificiais, 
por ser um método com alta precisão numérica que leva em conta a não-linearidade do processo, assim 
como as peculiaridades inerentes ao protótipo experimental utilizado (exemplo da linha de reciclo com 
bombeamento para leitura de densidade e vazão mássica). 
 
6.2.1 Modelo Neural 
 
Redes neurais artificiais (RNA) se constituem num modelo matemático inspirado no 
funcionamento dos neurônios biológicos. Este ramo da Inteligência Artificial (IA) pode ser muito 
importante para a indústria química, porque seu algoritmo implícito é capaz de: operar com variáveis 
mal definidas; adaptar-se bem a mudanças dinâmicas da planta e mudanças inferidas pelo ambiente; e 
aprender informações significantes do processo real. 










informações através das conexões, atribuindo um peso a cada conexão. Os neurônios recebem sinais 
que são ativados através de funções de ativação e assim determinam uma saída. 















)tanh()( 1,1, ++ = kpjkpjf DD  
 
No presente trabalho, um modelo neural foi desenvolvido a partir de dados experimentais, 
usando-se o software MATLAB (Toolbox Neural Networks). A partir de pesos e bias determinados 
com o treinamento das redes neurais, elaborou-se uma planilha eletrônica no software Excel capaz 
realizar cálculos preditivos da variável controlada do processo. 
  
6.2.2 Treinamento das Redes Neurais  
 
Neste estudo foram utilizadas redes multicamadas feedfoward, uma vez que esta arquitetura 
apresenta camadas de neurônios escondidas entre a camada de entrada e a de saída que conseguem 




O processo é simples, os sinais vindos da camada de entrada ativam a camada intermediária 
(escondida) calculados pelas funções pertinentes à camada e ajustados pelos pesos e bias, em seguida 
os resultados calculados serão emitidos como sinais para a camada posterior. Ao chegar na camada de 
saída, o conjunto de sinais é calculado, denominado como resposta da rede. 
O treinamento da rede pode acontecer offline ou online. No treinamento offline, um conjunto de 
dados é fornecido às redes correspondentes ao vetor de entrada e de saída. Assim, o sistema aprende 
ajustando pesos e bias aos exemplos fornecidos. 
A quantidade de neurônios na camada de entrada depende de quantas variáveis são relevantes 
ao processo. Já na camada intermediária (ou intermediárias), o número de neurônios é definido através 
de tentativa da busca do menor erro quadrático e de respostas do desempenho da rede. Na última 
camada, o número de neurônios é definido pela quantidade de variáveis a serem preditas no processo. 
No treinamento das RNAs, o algoritmo de retropropagação começa o ajuste dos pesos e bias na 
última camada e segue em direção à primeira camada, por isso o nome retropropagação. Normalmente 
tende-se a minimizar a diferença entre a saída da rede com a saída real, fazendo o somatório dos erros 
quadráticos dividido pelo número de vetores de entrada na rede.  
Neste trabalho, o método de Levenberg-Marquardt com regularização bayesiana (função trainbr 
no MATLAB) foi utilizado para o treinamento, pois as variações dos pesos e bias calculados por ele 
são pequenos evitando sobre-ajuste do modelo. 
Curteanu et al. (2010) desenvolveram três RNAs para determinação da melhor topologia 
aplicada em processos de polimerização em batelada de estireno. A formação do banco de dados para o 
treinamento, testes e validação dos modelos se deu a partir de dados de simulação das condições de 
reação via radical livre em suspensão acompanhada pelos efeitos gel e vítreo, sendo num total de 3494 
vetores de entrada (2097 para treinamento; 873 para teste; e 524 para validação). Os modelos neurais 
tinham em comum: a quantidade de neurônios na camada de entrada (concentração do iniciador, 
temperatura e tempo de reação), na camada de saída (conversão, massa molar média numérica e 
ponderal) e a função de ativação (tangente hiperbólico). A diferença consistiu no método de 
determinação das quantidades dos neurônios das camadas intermediárias. O primeiro método 
sistematiza um conjunto de critérios heurísticos para otimização simples, o segundo era baseado em 




que o primeiro método desempenhou melhor, apresentando uma modelagem mais consistente que os 
outros métodos, com um erro percentual calculado na validação inferior a 7%. 
 
6.2.3 Formulação da Otimização 
 
O MPC trabalha em conjunto, as RNAs fazem a predição da variável controlada e o otimizador 
estabelece qual o melhor valor da variável manipulada ser implementada, a fim de minimizar o erro 
quadrática entre a variável controlada e seu set point (função-objetivo). 
Tomando como base a referência do livro de Otimização de processos químicos de Edgar, 
Himmelblau e Lasdon (2001), pode-se dizer que os engenheiros trabalham para melhorar o projeto 
inicial de equipamentos e o funcionamento dos mesmos para garantir a redução de: contaminantes do 
meio ambiente, consumo de energia e paradas na produção. Com esse intuito eles fazem uso de 
técnicas de otimização para maximizar ou minimizar uma função objetivo de modo a encontrar uma 
solução adequada ao problema. 
A maioria dos problemas de otimização tem uma estrutura semelhante, diferenciando-se nas 
aplicações. Basicamente são três categorias: a função objetivo, restrições de igualdade (equações) e 
restrições de desigualdade (inequações). 
A otimização se aplica, matematicamente, através da investigação dos máximos e mínimos 
locais de funções, ou seja, dos valores estacionários da função que ocorrem quando a derivada se anula. 
Alguns passos devem ser seguidos para realizar a otimização, tais como: 
1 - Análise do processo com levantamento de variáveis do processo; 
2 - A determinação do critério de otimização, levando a construção da função objtivo J; 
3 - Desenvolver o modelo do processo; 
4 - Determinação de todas as relações de igualdade e/ou desigualdade; 
5 - Analisar a complexidade do problema e, se for necessário, dividir em partes ou simplificar o 
modelo; 
6 - Aplicação da técnica de otimização; 





O método utilizado na otimização depende do perfil dos processos. Quando a função-objetivo e 
as restrições são lineares, pode-se resolver o problema de otimização através de uma programação 
linear simples. Quando não, o problema pode ser solucionado com uma programação não-linear com 
restrições, a exemplo, o método do gradiente descendente generalizado (Generalized Reduced 
Gradient, GRG). O funcionamento do mesmo é descrito abaixo. 
1. Calcule o gradiente de f(x) no ponto atual de xc, gerando . 
2. Se o ponto xc está próximo do ponto ótimo, ou seja, se esse valor é o menor encontrado pelo 
gradiente quando o mesmo for igual a zero dentro de um intervalo, pare. 
3. Calcule a direção do gradiente dc, usando o gradiente  e outra informação como a 
direção do gradiente anterior. 
4. Determine qual a distância a ser percorrida (αc) a partir de xc, ao longo da direção dc. αc é o 
valor de a que minimiza a função f(xc + αcdc) e que é utilizado para  definir o próximo ponto 
xn = (xc + αcdc). 
5. Substitua xc pelo valor encontrado xn e retorne ao ponto 1. 
 
O caso em estudo trata-se de um reator de polimerização em batelada altamente não-linear o 
que torna pertinente a utilização do GRG. 
A programação de otimização pode ser feita no Microsoft Excel utilizando a ferramenta Solver 
(Figura 3), o qual disponibiliza o método do GRG. Nesta Figura, a função objetivo aparece como sendo 
a “célula de destino” e a(s) variável(is) x, a serem determinadas, são as “células variáveis”. Desta 
forma, a variável controlada, predita em cálculos na planilha do Excel que simula a rede neural, é 
utilizada na célula destino comparando com seu set point. O objetivo do solver torna-se encontrar a 






Figura 3: Interface do Solver do Excel. 
 
A utilização de planilhas eletrônicas vem sendo inserida na indústria química, por ser uma 
ferramenta numérica bastante usada em computadores pessoais. São capazes de oferecer um cenário 
gerenciador que permite a construção de grupos de cálculos em uma única planilha e permite, também, 
a resolução de equações lineares e não lineares, cálculos de otimização e ajustes de funções a partir de 
dados. Possui uma linguagem aplicativa de Visual Basic para escrever sub-rotinas e funções permitindo 
processar e transferir dados de uma ferramenta para outra. Assim, engenheiros encontram com esses 
recursos uma vasta simplificação da resolução de problemas quando comparados com os programas de 
linguagem Fortran, C ou outros (HIMMELBLAU, 1998). Por essas características, muitos trabalhos 
acadêmicos vêm sendo desenvolvidos como Nascimento (2006) que realizou otimização da logística de 
transporte e recepção de cana de açúcar em uma indústria sucro-alcooleira e Andrade (2006) que 
realizou cálculos do balanço de massa, simulação e otimização (visando minimizar) de correntes de 
água branca e água de lavagem de branqueamento de uma indústria de celulose e papel. A aplicação 
dessa ferramenta também pode foi empregada em cálculo para modificação das condições de processos 
em projetos de trocadores de calor, relatado por Salviano (2010). 
Há a possibilidade de aplicação online em controle processos, como em Fujiki (2009), que 




precipitação de bromelina. As variáveis foram aquisitadas em tempo real, predizendo a temperatura 
num instante futuro pelo modelo neural. Este valor foi inserido no otimizador (Solver), o qual era 
comparado com o valor de referência elevado ao quadrado (função-objetivo). Deste modo, foi possível 
determinar e implementar a ação de controle no processo. 
 
7. Conclusões do capítulo 
 
A confiabilidade da aplicação do Solver e a fidelidade de modelagem por RNA em sistemas 
transientes e não lineares justificam a aplicação dos mesmos para controle de um sistema de 
polimerização em batelada de estireno. 
Frente ao exposto no presente capítulo, conclui-se que existem poucos trabalhos científicos que 
exploram a utilização de controles inteligentes a processos reais de polimerização de estireno. 
Constatou-se também que a utilização do software Microsoft Excel como otimizador online é 
incipiente na área de engenharia química, uma vez que possui uma interface amigável, fácil acesso e 
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O processo de polimerização é importante à economia de um país, pois representa a base de fabricação 
de vários materiais tais como tintas, plásticos, acessórios automotivos, remédios, etc. Porém a indústria 
química tem, muitas vezes, dificuldades em conseguir um produto final com características 
homogêneas, porque nestes processos acontecem muitas etapas paralelas de formação do polímero, 
sendo necessário controlar no processo: a dispersão das moléculas; a temperatura, devido às reações 
serem exotérmicas; a viscosidade, dentre outras. Uma alternativa frente a estas complexidades são as 
Redes Neurais Artificiais (RNAs) por se adequarem a processos transientes e não-lineares. RNA é um 
ramo dentro da inteligência artificial que "aprende" com o conjunto de dados através de "testes" e 
"treinos", norteando os melhores resultados de acordo com os menores erros. O objetivo do presente 
trabalho foi desenvolver um modelo para predizer o comportamento da reação de polimerização do 
estireno, em solução, por RNAs, visando sua utilização em esquema de controle preditivo, para 
melhoria do produto final. A montagem experimental foi equipada com reator, termopares, medidor de 
vazão, densímetro, tanque termostático com o fluido térmico, bombas e controlador lógico 
programável. A variável controlada foi a temperatura interna do reator e a variável manipulada foi a 
vazão da camisa do mesmo. As redes foram treinadas no toolbox do MATLAB R2007b, a supervisão e 
aquisição de dados foram realizadas pelo Indusoft Web Studio versão 6.1. Os resultados obtidos 
mostraram que o modelo conseguiu descrever o perfil da temperatura do reator de forma eficaz, 
permitindo seu uso em estratégia de controle preditivo não-linear. 
 





As condições operacionais para a condução de uma reação de polimerização de estireno são de 
fundamental importância para a garantia de qualidade no produto final. Para isso a utilização de 
softwares de modelagem é uma boa alternativa, pois podem simular e prever o comportamento do 
processo. 
As reações de polimerização se comportam, na maioria das vezes, de maneira não-linear. Isso 
acontece devido às várias etapas do mecanismo que seguem a lei de Arrhenius, além de ser passível da 
ocorrência dos efeitos gel, gaiola e vítreo, que podem ser aumentados em função do descontrole da 
temperatura, uma vez que a reação é altamente exotérmica. Esses efeitos dificultam a difusão do meio 
reacional, limitam a terminação da reação e diminuem as taxas cinéticas, interferindo diretamente nas 
características do produto final (Machado, 2004). Uma boa estratégia para controle e modelagem é a 
utilização de Redes Neurais Artificiais (RNAs). As mesmas processam informações baseado-se no 
conjunto de neurônios biológicos e fazem parte de um ramo da Inteligência Artificial (IA) que 
“aprende” o comportamento do sistema, seja ele linear ou não. Simões (2001) utilizou Redes Neurais 
Artificiais para o desenvolvimento de um modelo híbrido, simulação e predição de efeitos difusivos na 
polimerização de metacrilato de metila, visando eliminar a necessidade da utilização de correlações 
empíricas que ajustam a constante da taxa de terminação. 
A utilização de inteligência artificial na indústria pode ser um ótimo investimento. Como mostra 
a história, em 1988 uma das quatro maiores indústrias químicas dos Estados Unidos, a Du Pont que 
atua com diversos produtos, dentre eles polímeros, fez a implementação de sistemas inteligentes o que 
lhes rendeu uma economia de aproximadamente U$ 10 milhões por ano (Russell, 2004). 
Há alguns trabalhos que usam Inteligência Artificial como alternativa para controle da 
polimerização de estireno, tais como, Altinten et al. (2006), Asteassuain et al. (2004), Ekpo e Majtaba 
(2007), Ozkan et al. (2009) e outros.  
  Este trabalho tem por objetivo o desenvolvimento de um modelo neural para predição da 
temperatura da reação de polimerização de estireno para o controle do processo, visando conferir boa 




1.1. Mecanismo cinético da reação de polimerização 
A cinética do processo de polimerização via radical livre do estireno em solução adotado 
considera seis etapas reacionais, o mesmo foi proposto no trabalho de Nogueira et al. 2001: 
Iniciação química 
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1.2. Modelo matemático do reator em batelada  
 
Considerando os mecanismos de uma polimerização via radical livre num reator em batelada de 
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Assumindo a hipótese para radicais livres, a equação para descrição da concentração de radicais 
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Observando-se as equações de mecanismo cinético deste processo, verifica-se uma elevada não-
linearidade matemática por se tratar de um processo com perfil transiente, acarretando dificuldades 
para o controlador convencional PID que age de forma linear, com faixa pré-sintonizada. Uma das 
opções para o controle adequado de tais processos é o Controle Preditivo com Modelo. Entretanto, o 
modelo interno deste controlador deverá ser rápido o suficiente para encontrar o resultado dentro de um 
intervalo de amostragem. Desta forma, descarta-se a integração das equações diferenciais de balanço e 





2. MATERIAIS E MÉTODOS 
 
2.1. Montagem experimental 
O esquema experimental da polimerização via radical livre do estireno conta com um reator de 
1200 ml com jaqueta para troca térmica, um tanque para o armazenamento do fluido térmico, três 
sensores de temperatura, dois agitadores, cilindro de nitrogênio para formar uma camada inerte livre de 
oxigênio (já que o mesmo impede a reação), duas bombas de deslocamento positivo, um densímetro e 
um medidor de vazão. Um controlador lógico programável foi utilizado para a aquisição de dados e 
supervisão do sistema. 
O monômero (estireno) usado foi da marca Sigma Aldrich com 99% de pureza. O solvente 
utilizado foi o tolueno P.A. da marca ECIBRA, esse solvente é normalmente usado nas reações de 
polimerização em solução de estireno. O iniciador da reação foi o Peróxido de Benzoíla (BPO) da 
Aldrich com 70% de pureza.  
Com o intuito de conhecer o perfil da reação, os ensaios foram realizados em três proporções de 
mistura diferentes com 70%, 50% e 30% do volume do monômero, sendo o total da mistura 800 mL. 
Uma vez combinada no reator, a mistura recebeu nitrogênio, sob borbulhamento, depois foi 
aquecida até uma temperatura de 90ºC e recebeu o BPO para o início da reação.  Este procedimento foi 
baseado no trabalho de Ghasem et al. (2007). 
O monitoramento e aquisição dos dados referentes a reação de polimerização foi realizado 
através do Indusoft Web Studio v6.1, ilustrado pelas Figuras 1 e 2. Foram coletadas informações num 





Figura 1: Tela de supervisão do sistema de polimerização. 
 
Figura 2: Tela de monitoramento da temperatura do reator. 
 
2.2. Arquitetura da rede neural 
Neste trabalho a topologia da rede proposta foi de uma rede com três camadas: uma de entrada, 
uma intermediária e uma de saída (Figura 3), totalmente conectadas com alimentação direta, 




quantidade de variáveis pertinentes ao processo. Na camada intermediária, a quantidade de neurônios 








Onde, o somatório de te ao quadrado é o erro de treinamento (SSE) e N é a quantidade de dados 
utilizados. 
Na camada de saída, a quantidade de neurônio definida foi com relação ao número de variáveis 
preditas. 
 
Figura 3: Esquema da topologia da rede neural. 
 
O funcionamento da rede acontece quando os neurônios processam (através de funções de 
ativação) as informações recebidas, as quais são ponderadas por pesos correspondentes à sua 




sigmoidal (logsig) e a tangente hiperbólica (tansig) e para a camada de saída a mais utilizada é a linear 
(purelin). 
O treinamento das redes foi feito no toolbox do MATLAB R2007b e consistiu em um 
aprendizado por experiência, ou seja, parte dos exemplos gerados foi fornecida como dados de entrada 
e a outra parte como dados de saída nas redes, para ajuste dos pesos, e assim conhecer o 
comportamento do processo. O modelo gerado do processo só pode ser utilizado após 4 segundos 
(K+4), com base nos neurônios na camada de entrada. 
A determinação da quantidade de neurônios da camada intermediária é de grande importância 
para a capacidade de generalização, ou seja, a capacidade de adaptação dessa mesma rede frente a 
novos dados. Durante a fase de aprendizado das redes, pode ocorrer  sobre-ajuste; ou seja, a rede 
especializa-se nos padrões de treinamento e perde sua capacidade de generalização. 
 
3. RESULTADOS E DISCUSSÃO 
 
Conforme descrito no Item 2.1, o experimento foi realizado utilizando-se três proporções 
monômero/solvente (30/70%; 50/50%; e 70/30% em volume), com a mesma concentração de iniciador, 
e sob agitação constante de 200 RPM. A Tabela 1 mostra as condições iniciais de operação, a 
concentração molar do monômero (M0) e do iniciador (I0), máxima variação (∆T) e a temperatura 








Tabela 1 – Condições operacionais e comportamento da temperatura das reações de polimerização do 
estireno 
Exp. M0 (mol/L) I0 (mol/L) ∆T (°C) Tf (ºC) 
  P1 6,109 0,0185 22,9 94 
P2 4,363 0,0185 9,67 91 
P3 2,618 0,0185 6,97 91 
 
De acordo com a Figura 4 em uma taxa de amostragem de 1 segundo, observa-se que quanto 
maior a concentração de monômero, maior é o calor liberado pela reação de polimerização. A elevação 
de temperatura ocorre nos primeiros 2000 s de reação e que, nos três casos, a temperatura tende a 
estabilizar por volta dos 4000 s, ou seja, em metade do tempo total definido para que a reação ocorra. 
Os dados experimentais de temperatura, obtidos dos três ensaios, foram normalizados no 
intervalo [-1,1], separados em conjunto de treinamento e teste, e utilizados para o treinamento das redes 
neurais. Inicialmente, a arquitetura da rede contava com dois neurônios de entrada, correspondentes a 
proporção monômero/solvente e temperatura no instante atual (TK) dos experimentos, uma camada 
intermediária (variando o número de neurônios) e um neurônio na camada de saída, temperatura no 
instante posterior (TK+1). A rede não apresentou robustez no treinamento, pois à medida que 
aumentava-se o número de neurônios na camada intermediária o erro quadrático médio mantinha-se no 
mesmo valor ou aumentava, era necessário, então, acrescentar informações ao treinamento. Deste 
modo, a arquitetura foi modificada e passou a ter: seis neurônios na camada de entrada (as proporções 
de mistura, TK e temperaturas de quatro instantes anteriores (TK-1, TK-2, TK-3, TK-4)); uma camada 
intermediária com vinte e dois neurônios; e a camada de saída foi mantida: um neurônio 
correspondente à TK+1. A quantidade de neurônios na camada intermediária foi determinada quando o 




atingiu o valor aceitável de 4,36.10-05. Extraindo-se a raiz quadrada deste valor e desnormalizando, 
obtém-se um desvio de 0,1 oC,  aproximadamente o erro do sensor de temperatura utilizado.  
 
Figura 4: Perfil do comportamento em três proporções (70%, 50% e 30% do monômero). 
 
As informações processadas nos neurônios intermediários foram ativadas pela função tangente 
hiperbólica (tansig) e no neurônio de saída foi a função linear (purelin). 
Os dados de teste para predição da temperatura futura pelo modelo neural foram os 
correspondentes a proporção de 50% do monômero, os quais se ajustaram sob a reta predita com um 
fator de correlação (R) de 0,9999, coeficiente angular de 1 e coeficiente linear de 0,0002 (Figura 6). 
Assim, pode-se concluir que o modelo neural proposto conseguiu uma boa medida de desempenho de 





Figura 5: Cálculo do erro de treinamento (SSE) para obtenção do valor do erro médio quadrático e Gráfico do 










Figura 6: Valores preditos versus valores reais de temperatura para o conjunto de teste. 
 
O conjunto de dados utilizados para o treinamento e validação da RNA contou com 16686 e 
4314 vetores, respectivamente. 
Para ser analisada a ocorrência de sobre-ajuste, os parâmetros da rede foram calculados (187) e 
comparados com o número de dados usados na RNA, que deve ser superior para que não haja o sobre-





4. CONCLUSÕES  
Foi possível analisar o perfil do comportamento de temperatura nas três proporções propostas e 
com isso arquitetar uma rede neural para aprender o comportamento da temperatura da reação de 
polimerização. 
Para a predição de temperatura, as redes neurais precisaram de um conjunto de dados 
consistentes, diminuindo o erro de treinamento e se ajustando de forma eficaz aos dados de teste. 
Com estes procedimentos realizados, será possível desenvolver e implementar um controlador 
baseado em modelo que tenha os melhores parâmetros relacionados ao processo. Com este objetivo, 
poderá ser acrescentada à entrada do modelo neural a concentração de iniciador e o valor do variador 









































Lista de Símbolos 
A – área de transferência de calor;  
Cp – calor específico do fluido polimérico; 
Cpc – calor específico do fluido térmico; 
∆H – entalpia da reação de polimerização; 
f – eficiência do iniciador; 
I- concentração de iniciador; 
kd – constante cinética de  iniciação; 
ki – constante cinética de iniciação química; 
kit - constante cinética de iniciação térmica; 
kp – constante cinética de propagação; 
kt – constante cinética de terminação;  
ktc – constante cinética de terminação por combinação; 
ktm – constante cinética de transferência de cadeia para monômero; 
ktrs – constante cinética de transferência de cadeia para solvente;  
M – concentração de monômero; 
M0 – concentração inicial de monômero; 
Mc – vazão do fluido térmico; 
Pn* – polímero em crescimento com “n” unidades; 
Pn+m – polímero desativado; 
P – concentração total de radicais poliméricos; 



























Lista de Símbolos 
 
Rm – taxa de consumo do monômero; 
S – solvente; 
S* – radical gerado pela transferência de cadeia do solvente; 
Tj – temperatura média da camisa do reator; 
U – coeficiente de transferência de calor; 
V – volume do reator; 
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CONTROLE CASCATA DE REATOR EM BATELADA DE 
POLIESTIRENO: PROJETO E ANÁLISE DO PRODUTO 
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Resumo: Uma malha de controle de processos foi desenvolvida no software Simulink-MATLAB para manter a 
temperatura de um reator batelada de polimerização de estireno em solução em 90ºC. Em paralelo, um modelo 
fenomenológico validado para processos poliméricos, envolvendo equações e parâmetros relacionados à polimerização 
de estireno, foi utilizado para estimar valores de conversão, massa molar média numérica (Mn) e massa molar média 
ponderal (Mw). Observou-se o sucesso da aplicação da estratégia de controle cascata adotada para a planta real, 
permitindo assim estabelecer uma comparação com as predições do modelo. Os resultados de conversão (análise 
gravimétrica) coincidiram com o modelo. Porém, as massas molares do polímero formado, obtidas por cromatografia de 
permeação em gel (GPC), divergiram do modelo, indicando necessidade de adaptação no sistema. 
Palavras-chave: Polimerização de estireno, Controle de Processos, Modelo Fenomenológico. 
 
Cascade control of a polystyrene batch reactor: design and product analysis 
Abstract: A process control loop was developed in the software Simulink -MATLAB to maintain the temperature of a 
batch reactor of styrene polymerization in solution at 90°C. Simultaneously, a validated first principles polymerization 
model based on equations and parameters related to the polymerization of styrene was used to estimate values of 
conversion, number average molecular weight (Mn) and weight average molecular weight (Mw). The adopted cascade 
strategy of control was considered successful for the actual plant, allowing the comparisons to the model predictions. 
From gravimetric analysis, the conversion values were coincident to the model predictions. However, from GPC 
analysis, the final product molecular weights were distinct to the predicted values, pointing out the need for changing 
the system.  






Sistemas de polimerização de estireno são muito usados, por causa da variedade de produtos obtidos a 
partir do poliestireno formado. As maiores fontes de problemas encontrados nestes processos são a 
liberação de calor das reações exotérmicas e o grande aumento da viscosidade do meio reacional ao 
longo da polimerização. Isto propicia um descontrole térmico, dificuldades no controle do processo, e 
influencia no comportamento das características físicas finais do polímero [7]. A utilização de sistemas 
de controle para plantas de polimerização pode solucionar estes problemas, como mostra o trabalho de 
Altinten[1]. Chang e Liao[4] utilizaram uma estratégia de controle feedback para um reator de 
polimerização batelada de metacrilato de metila, obtendo comportamento adequado da temperatura 
durante a reação.  
Existe um número considerável de trabalhos na literatura que utilizam diferentes estratégias de controle 
em reatores de polimerização de estireno. Porém, a maioria destas aplicações fica restrita à simulação 
computacional. O presente trabalho utiliza uma planta experimental e tem por objetivo desenvolver 
uma malha de controle da temperatura do reator batelada de polimerização em solução de estireno, 
investigando o perfil de conversão ao longo da reação, assim como o peso molecular do produto 
formado, comparando-os com resultados de um modelo matemático previamente validado.  
 
Experimental 
Esquema experimental  
Para a reação de polimerização, foi montado um aparato experimental (Figura 1) com reator de aço-
inox encamisado, com capacidade de 2L, instrumentado com um agitador, um densímetro Marca 
Metroval (DS-1), três sensores de temperatura alocados no interior do reator (TT-2), na entrada (TT-1) 
e na saída da camisa (TT-3). Um sistema de borbulhamento de nitrogênio elimina o oxigênio presente. 
A planta possui ainda um tanque agitado de 7L para estocagem de fluido térmico e duas bombas de 
deslocamento positivo, sendo uma responsável pela circulação deste fluido pela camisa do reator e a 
outra fazendo a mistura reacional circular pelo densímetro. A mistura reacional de 1100 mL foi 
formada por 50% de estireno (Sigma Aldrich) e 50% de tolueno (marca Ecibra), em volume, recebendo 




início à reação de polimerização. Durante a reação, o set point da temperatura do meio reacional foi de 
90°C (baseado em Ghasen[8]). 
 
Figura1: Esquema experimental. 
 
Sistema digital de controle 
A malha de controle digital para este processo foi desenvolvida no software MATLAB R2007b (The 
Math Works Inc.), utilizando um diagrama de blocos elaborado no Simulink-MATLAB e fazendo 
comunicação com Sistema Supervisório Indusoft Web Studio v6.1 (IWS), via protocolo OPC, para 
aquisição de dados. 
Para manter a temperatura interna do reator, ao longo da batelada, mais próximo da referência (90ºC), 
foi desenvolvido um controlador feedback em esquema em cascata uma vez que a temperatura do meio 
reacional depende também da temperatura do fluido térmico que passa pela camisa do reator. Neste 
esquema, a malha principal foi constituída por estratégia Proporcional-Integral (PI), enviando sinal de 
set point para a malha secundária (Proporcional). Nesta última, a temperatura do fluido térmico foi 
controlada por meio da atuação na potência da resistência de aquecimento do fluido térmico no tanque 
(TK-1), previamente sujeita a um ajuste de sintonia pelo método de Ziegler-Nichols. O começo da 
reação com o controlador cascata acontece após a mistura reacional alcançar a temperatura inicial 




controle, passando a atuar no sistema com alterações de aquecimento dentro do tanque. Deve-se 
salientar que o circuito de amostragem do fluido reacional pelo densímetro provoca perturbações 




Foi utilizado um modelo desenvolvido e validado por Lona e Penlidis[6], para simulação do processo e 
determinação das características do polímero de acordo com as condições de operação. O mesmo 
baseou-se no modelo matemático de Gao e Penlidis[5] com equações e parâmetros inerentes à cinética 
da reação, bem como expressões da teoria de volume livre para descrever limitações difusionais 
(conforme Marten e Hamielec[3]) do efeito gel, vítreo e gaiola. 
 
Análise de Gravimetria 
Foi o método utilizado para analisar proporcionalmente a conversão de monômero em polímero. 
Assim, recolheu-se ao longo da batelada alíquotas de 5 mL da mistura reacional e adicionou-se 
hidroquinona para inibir a reação. As amostras foram levadas a uma estufa à vácuo até que, ao longo do 
tempo, não houvesse variação no peso, garantindo que as mesmas estivessem secas.  
O cálculo da conversão se deu por:    
Y    .100 
 
Onde: X - conversão em porcentagem; P - massa do polímero formado; e M - massa do monômero 
determinada com base na densidade do mesmo (0,909 g/ml) em um volume de 50% de mistura 
reacional. 
 
Análise de Cromatografia de Permeação em Gel (GPC) 
Foram feitas análises de cromatografia de permeação em gel (GPC), em um cromatógrafo Viscotek 




Prepararam-se soluções de 2 ppm do polímero formado em Tetrahidrofurano (THF) p.a., grau HPLC, 
marca Tedia. As amostras, em duplicata, passaram por filtros 0,45µm e foram injetadas no 
cromatógrafo. 
 
Resultados e Discussão 
A temperatura do reator (Tk) foi controlada fazendo-se a manipulação da potência da resistência (MV) 
no tanque, variando a temperatura do fluido que circula pela camisa do reator. A faixa de potência de 
MV foi de 0 a 1,5 kW, porém trabalha-se com esse valor em porcentagem (0 a 100%). 
Conforme descrito anteriormente, empregou-se a estratégia de controle em cascata com duas malhas 
interligadas. As informações de temperatura do reator eram enviadas para um controlador PI, que fazia 
comparação com a temperatura de referência (90ºC), gerando um valor de referência para um 
controlador P, que por sua vez fazia comparação de informações do tanque, gerando um valor a ser 
implementado no variador de potência. 
Os parâmetros do controlador em cascata foram ajustados pelo método tradicional de Ziegler-Nichols. 
Um ganho proporcional, Kc, de 5,4 ºC/% e uma constante de tempo integral, τi, de 699 s foram 
ajustados para o controlador PI. Para o controlador P, o Kc foi de 7,5. A Figura 2 mostra o 
comportamento do desvio da variável controlada Tk e a variável manipulada MV. 
 





O início da reação foi marcado por um overshoot de temperatura de 2,5ºC, devido à exotermia da 
reação no momento de inserção do iniciador BPO. O controlador conseguiu um bom desempenho 
mantendo Tk próximo à temperatura de referência, mesmo MV tendo um esforço maior no final da 
reação. Este comportamento experimental observado possibilitou uma comparação entre as 
características do polímero formado e as simuladas.  
Para ser realizada a simulação da polimerização em batelada de estireno em solução, foi necessário 
implementar no modelo informações sobre características do processo experimental, tais como: massas 
do monômero, solvente e iniciador; temperatura fixa durante a batelada em 363K (90°C); e tempo de 
reação. A Figura 3 mostra a curva da conversão experimental e a simulada. O modelo mostrou bastante 
concordância com o experimento, sendo capaz de predições bem próximas ao valor real.  
A Figura 4 contempla os resultados das análises cromatográficas das amostras em termos de massa 



















Figura 4: Massa molar média numérica (Mn) e ponderal (Mw) vs. conversão (%). 
 
Neste ponto, os valores da simulação ficaram próximos dos valores experimentais e que os 
mesmos mantiveram o seu perfil durante toda batelada, ou seja, a distribuição das massas molares foi 
uniforme. Frente à esses dados sugeri-se que o polímero formado é um poliestireno cristal, devido ao 
baixo valor de massa molar e resistente, propiciando a utilização para fabricação de embalagens, 
utensílios domésticos e outros materiais descartáveis.    
 
Conclusões 
A finalidade do trabalho foi desenvolver uma malha de controle para temperatura de um reator 
batelada de polimerização de estireno em solução, comparando as características finais do produto 
formado com a simulação. Assim, conseguiu-se manter a temperatura reacional próxima a temperatura 
de referência, 90ºC, apresentando uma pequena variação peculiar ao início da reação. A conversão do 
monômero em polímero e a massa molar média numérica (Mn) e a ponderal (Mw)  apresentaram 
convergência com os valores calculados pelo modelo. Futuros trabalhos nesta planta experimental 




de leituras de massa específica, vazão mássica e de pressão diferencial no circuito de amostragem do 
densímetro, visando manter o mais próximo possível a temperatura da mistura reacional com a 
temperatura de referência.  
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EMPREGO DE UM CONTROLADOR PREDITIVO BASEADO EM 
UM MODELO NEURAL PARA UMA PLANTA DE 




O processo de polimerização vem sendo amplamente estudado, devido à gama de produtos 
gerados, dentre eles, pentes, botões, acessórios para carro, utensílios domésticos e etc. A 
aplicação do controle de processos possibilita o sistema trabalhar dentro da faixa 
determinada. Neste trabalho estudou-se a implementação de controladores clássico e 
preditivo baseado em modelo (MPC) neural para o controle de temperatura do reator de 
polimerização de estireno. Realizou-se experimentos em malha aberta, controle manual e 
malha fechada, formando assim um banco de dados para conhecer o comportamento do 
processo e para treinar as Redes Neurais Artificiais (RNAs). Optou-se por projetar um 
controle em cascata para a temperatura do reator, devido à forte influência da temperatura 
do fluido de aquecimento. A variável manipulada (MV) foi a potência da resistência para 
aquecimento do fluido. A malha para o controle em cascata foi desenvolvida no Simulink 
do MATLAB atualizada pelo Indusoft via protocolo OPC (OLE Process for Control). O 
treinamento e o teste das redes foram feitos com o uso do toolbox do MATLAB, analisando 
o SSE (soma do erro quadrático) e o R (fator de correlação) do gráfico de dispersão. Para o 
desenvolvimento do MPC, foram transferidos os parâmetros ajustados no treinamento, 
pesos e bias, para uma planilha eletrônica e montado todo o cálculo neural. E para o 
funcionamento do mesmo, desenvolveu-se uma programação em VBA (Visual Basic for 
Applications) ativando o Solver toda vez que a planilha fosse atualizada. As informações 
inferidas e geradas na planilha eram trocadas com Indusoft via driver DDE (Dynamic Data 
Exchange). O MPC mostrou um bom desempenho em relação ao controle cascata, 
demonstrando melhores valores para overshoot, tempo de acomodação e índices de 
desempenho. Percebeu-se, ainda, que unindo o controlador sem cascata com o MPC, 
atuação em conjunto, o desempenho melhora em 31,62% em relação à atuação única do 
MPC. 




Os processos de polimerização são importantes devido à variabilidade de produtos 
que podem ser gerados. O poliestireno é um dos polímeros mais produzidos atualmente e 
há desafios a serem vencidos no processo de sua obtenção, devido aos efeitos difusionais e 
por se ter reação fortemente exotérmica, marcando um perfil de temperatura não linear. E 
por este motivo, há um interesse por parte de engenheiros para desenvolver estratégias para 
controlar este processo. Muitas vezes, utilizam os controladores clássicos (feedback) por 
terem uma forte atuação na indústria. Porém os controladores clássicos têm uma atuação 
linear, pois são pré-sintonizados para uma determinada faixa e em um sistema de 
polimerização podem não se desempenhar satisfatoriamente. Uma alternativa é a 
construção de controlador preditivo baseado em um modelo (MPC). Contudo, é pertinente 
o uso de um modelo que leve em conta as não-linearidades do processo. Torna-se atraente o 
uso de Redes Neurais Artificiais (RNAs), já que estas se caracterizam por uma modelagem 
não-linear, em que não há grande necessidade de se entender o processo propriamente dito, 
basta somente amostragens dos valores de entrada e saída do sistema em intervalos de 
tempo regulares (BRAGA, 2007). Para o funcionamento do MPC é necessário interligar um 
otimizador ao modelo neural e a otimização é aplicada ao processo para investigação dos 
máximos e mínimos locais de funções, ou seja, dos valores estacionários da função que 
ocorrem quando a derivada se anula. 
Fujki (2009) utilizou MPC baseado num modelo neural para um reator de 
precipitação de bromelina. O controlador foi implementado numa planilha eletrônica que 
permitiu os cálculos do modelo neural e do otimizador em tempo real. 
Existem muitos trabalhos que empregam o MPC em reatores de polimerização de 
estireno, inspirados na matemática clássica. A maioria destes estudos só é feita em 
simulação, como o trabalho Mahmood e Mhaskar (2008), que desenvolveram um controle 
preditivo baseado no modelo de Lyapunov para um reator de polimerização em batelada de 
estireno em solução, a fim de compensar efeitos dos erros e perturbações demonstradas em 
uma malha de controle convencional. Ökzan et al. (1998) empregaram um MPC para 
temperatura num reator batelada e o trabalho foi desenvolvido com base num modelo 
fenomenológico. Sui et al. (2008) utilizaram um modelo de mínimos quadrados combinado 
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com um método de estimação de estados com horizonte móvel para controlar a temperatura 
de mesmo tipo de reator em solução. Os resultados da simulação obtidos tiveram boa 
concordância com o valor de referência, evidenciando o potencial do uso de MPC em 
aplicações experimentais. 
Na literatura não existem trabalhos que tratam de MPC baseados em um modelo 
neural para controle de polimerização de estireno. Normalmente o uso delas é aplicado ao 
desenvolvimento de modelos para previsão de conversão e massa molar média, é o caso de 
Zhang (2004). Este fato intensifica a necessidade de estudos aplicados à área de controle. 
De acordo com a revisão da literatura, propôs-se no presente trabalho desenvolver 
um MPC para controle de temperatura do processo de polimerização em batelada de 
estireno baseado em um modelo neural, investigando sua viabilidade. O desenvolvimento 
do MPC aconteceu numa planilha eletrônica do Software Excel, por se tratar de uma opção 
de fácil implementação do modelo neural e pela disponibilidade. 
 
2. Materiais e métodos 
2.1 Aparato experimental  
Os experimentos foram realizados no laboratório de Sistemas Químicos, na 
Faculdade de Engenharia Química (FEQ) da UNICAMP. A planta utilizada (Figura 1) para 
estudar o comportamento do processo de polimerização em batelada de estireno em 
solução, é composta por: a) um reator de aço-inox encamisado (R-1) com capacidade de 
2L; b) um tanque de estocagem (TQ-1) de fluido térmico, de 7L, com um agitador e sistema 
de aquecimento; c) bombas de deslocamento positivo (P-1 e P-2), para circulação do óleo 
térmico pela camisa do reator e outra para mistura reacional passar por um circuito de 
amostragem de massa específica (DS-1); d) três sensores de temperatura (termoresistências 
Pt100), localizados no interior do reator (TT-2), na entrada (TT-1) e na saída da camisa 




Figura 1: Esquema da planta experimental de polimerização. 
 
A mistura reacional de 1100 mL, constituída por 50% estireno e 50% de tolueno em 
volume, foi aquecida por troca térmica até atingir 90°C (baseado em GHASEN, 2008), 
condição propícia para dar início à reação. Borbulhou-se nitrogênio na mistura todo o 
tempo (desde a condição inicial e até o final da reação). Adicionou-se 6,57 g de Peróxido 
de Benzoíla (BPO), o iniciador da reação (baseado em ALTINTEN, 2008), sendo assim 
possível iniciar a reação via radical livre. 
2.2 Sistema de supervisão e controle 
Realizou-se a construção de um sistema computacional de supervisão para posterior 
aplicação de técnicas de controle. A variável controlada (PV) foi a temperatura da mistura 
reacional do reator através da manipulação da potência da resistência no tanque (MV). 
Adotou-se supervisionar o sistema a cada 5 segundos, tempo adequado serem calculadas as 
ações de controle. A malha de controle convencional foi desenvolvida no software 
MATLAB R2007b (The Math Works Inc.), usando o Simulink através de diagramas de 
blocos construídos no editor fazendo comunicação com Indusoft Web Studio v6.1 (IWS) 
via protocolo OPC (OLE for Process Control). O experimento em malha fechada com o 
controlador preditivo foi desenvolvido no Microsoft Office Excel 2007 fazendo 





Figura 2: Esquema de comunicação dos Softwares. 
 
2.3 Construção de banco de dados 
Antes de projetar o controlador preditivo baseado no modelo neural (MPC), foi 
construido um banco de dados para entender o comportamento de PV e utilizá-los para o 
treinamento das RNAs. Assim, realizaram-se ensaios em malha aberta, controle manual e 
em malha fechada, com controlador convencional sintonizado pelo método de Ziegler-
Nichols. 
O ensaio em malha aberta foi realizado deixando o sistema reacional na condição 
inicial, adicionando-se o iniciador e sem nenhuma intervenção. 
Para o controle em manual, após o sistema ter atingido a condição inicial e adição 
do iniciador, o operador implementava os valores de potência da resistência de acordo com 
as informações lidas pelo sensor de temperatura do reator e com sua interpretação. 
O controle convencional foi constituído, neste caso, por um controlador feedback 
cascata, pois a temperatura do reator depende diretamente da temperatura do fluido que 
circula na camisa do reator. O controlador cascata (Figura 3) desenvolvido possuiu duas 
malhas interligadas: uma interna com um controlador secundário e uma externa, 
controlador principal. Assim sendo, empregou-se um controlador PI que recebia as 
informações de temperatura interna do reator e as comparava com o set point (90°C), 
gerando uma resposta. Esta, então, passava a ser o set point de temperatura para um 
controlador P, comparando-a com as informações de temperatura do tanque de estocagem, 
inferindo um valor de atuação de MV. Os dados fornecidos por essa malha não serviram 
apenas para formação do banco de dados, mas também para comparação com o MPC, já 
que o mesmo é utilizado em muitos processos industriais. Para esta comparação foi 
realizada uma sintonia fina nos parâmetros ajustáveis dos controladores PI e P utilizados. 
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Figura 3: Diagrama de blocos do controlador cascata. 
 
Para realização do controle em cascata, no momento em que a mistura reacional 
atingia a condição propícia de início da reação, adicionova-se o BPO e simultaneamente 
ligava-se a malha de controle no automático. 
No diagrama da Figura 3, os distúrbios da planta, d1 e d2, constituem-se da 
exotermia da reação, assim como da perda de calor sofrida no circuito de recirculação do 
meio reacional para amostragem e leitura de massa específica. 
 
2.4 Controlador preditivo baseado em um modelo 
O controle preditivo (Figura 4) caracterizou-se pela utilização de um modelo neural 
para realizar predições do estado de uma variável em um horizonte de tempo a frente 
através de medições feitas na saída do processo, fazendo a minimização da função objetivo 





Figura 4: Diagrama de controle preditivo baseado em redes neurais. 
 
Primeiramente, o processo foi modelado usando Redes Neurais Artificiais (RNAs) 
do Toolbox do MATLAB R2007b com as informações geradas anteriormente pelo processo 
durante a realização dos experimentos descritos no item 2.3. Isto possibilitou treinar e testar 
a RNA, a fim de ajustar o modelo para o controle preditivo. A topologia da RNA consistiu 
em uma rede feedforward com a quantidade de neurônios na camada de entrada referente 
ao número de variáveis importantes ao processo (Tk, Ttq e MV); na camada de 
intermediária o número de neurônios foi igual ao da camada de entrada, 3 (com a função de 
ativação tangente hiperbólica); e na camada de saída teve um neurônio, referente à 
temperatura predita (Tk+1), com função linear (purelin) no MATLAB. 
Empregou-se para o treinamento das redes o algoritmo de Levenberg-Marquardt 
com regularização bayesiana (função trainbr do MATLAB) onde, as correções dos pesos 
são feitas de acordo com uma variante do método Gauss-Newton, que evita o sobre-ajuste 
do modelo (Os scripts utilizados no MATLAB encontram-se no Apêndice A). 
Um conjunto de dados não visto no treinamento foi utilizado para fazer a validação 
offline do modelo. Estes dados referem-se ao experimento em malha com controle cascata 
com parâmetros reajustados. A validação online do modelo foi feita comparando os valores 
de temperatura lidos pelo sistema com os valores calculados pelo modelo neural na planilha 
eletrônica em tempo real.  
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O controle preditivo baseado em um modelo (MPC) foi montado em uma planilha 
eletrônica, onde as operações algébricas envolvidas no cálculo da rede neural foram 
inseridas. E em um processo não linear, como o de polimerização, pode ser utilizada uma 
programação não-linear com restrições, a exemplo, o método do gradiente descendente 
generalizado (Generalized Reduced Gradient, GRG), facilmente disponível no Solver do 
Microsoft Excel (EDGAR, HIMMELBLAU E LASDON, 2001). 
Foi necessário desenvolver uma programação em VBA (Visual Basic for 
Appications) para que o cálculo de otimização (minimização da função-objetivo) fosse 
executado a cada instante de amostragem do vetor de entrada do modelo. A programação 
em VBA encontra-se no Apêndice B. 








A diferença entre o valor de temperatura do reator predito mostrado pelo modelo 
neural (TK+1) e o seu set-point (Tksp), elevado ao quadrado, foi a função objetivo utilizada. 
A solução foi encontrada minimizando esta função através do método do gradiente 
descendente generalizado (disponível no Solver do Excel), fazendo alterações nos valores 
na potência da resistência (MV) e implementando-os no processo, sujeito às restrições da 
própria capacidade física da resistência (MVmin= 0 a MVmax= 100% de potência), conforme 
equacionamento abaixo:  
2
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2.5 Modelagem fenomenológica 
 
Foi utilizado um modelo desenvolvido e validado por Lona e Penlidis[6], para 
simulação do processo e determinação das características do polímero de acordo com as 
condições de operação. O mesmo baseou-se no modelo matemático de Gao e Penlidis[5] 
com equações e parâmetros inerentes à cinética da reação, bem como expressões da teoria 
de volume livre para descrever limitações difusionais (conforme Marten e Hamielec[3]) do 
efeito gel, vítreo e gaiola. 
 
2.6 Análise de Gravimetria 
 
Foi o método utilizado para analisar proporcionalmente a conversão de monômero 
em polímero. Assim, recolheu-se ao longo da batelada alíquotas de 5 mL da mistura 
reacional e adicionou-se hidroquinona para inibir a reação. As amostras foram levadas a 
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uma estufa à vácuo até que, ao longo do tempo, não houvesse variação no peso, garantindo 
que as mesmas estivessem secas.  
O cálculo da conversão se deu por:    
Y    .100 
 
Onde: X - conversão em porcentagem; P - massa do polímero formado; e M - massa do 
monômero determinada com base na densidade do mesmo (0,909 g/ml) em um volume de 
50% de mistura reacional. 
 
2.7 Análise de Cromatografia de Permeação em Gel (GPC) 
 
Foram feitas análises de cromatografia de permeação em gel (GPC), em um 
cromatógrafo Viscotek modelo VE2001, para determinação da massa molar média e 
ponderada ao longo da batelada. Prepararam-se soluções de 2 ppm do polímero formado em 
Tetrahidrofurano (THF) p.a., grau HPLC, marca Tedia. As amostras, em duplicata, 
passaram por filtros 0,45µm e foram injetadas no cromatógrafo. 
 
3. Resultados 
Os ensaios em malha aberta, controle manual e malha fechada foram realizados para 
melhor entendimento do comportamento da reação de polimerização de estireno no sistema 
visando a utilização destes dados no desenvolvimento do MPC. 
3.1 Experimento em malha aberta 
Para experimento em malha aberta, iniciou-se a reação de polimerização em solução 
e observou-se o comportamento de Tk, enquanto fixou-se a variável manipulada (MV), a 




Figura 6: Comportamento da variável controlada em malha aberta. 
Este comportamento era esperado. A temperatura atual (Tk) do meio reacional, no 
início, se manteve estável até ser adicionado BPO. A partir deste ponto (t=0s) a temperatura 
se elevou, evidenciando o início da reação. Como o processo acontece em batelada e a 
reação é exotérmica, percebe-se uma variação na troca térmica ao longo do experimento 
constatado também por outros autores como Hungenberg et al. 2005; Yoo et al. 1999. A 
reação em malha aberta apresentou um oversoot de 4°C em sua fase mais transiente e o 
término da reação se deu com 3°C abaixo do set point (Figura 6). 
 
3.2 Experimento em controle manual 
 
Tendo em vista o comportamento da temperatura em malha aberta, fez-se um 
experimento em controle manual manipulando a potência da resistência. Assim que a 
mistura reacional atingiu a condição para início da reação, adicionou-se o BPO 
(procedimento padrão para início da reação) e automaticamente passou-se a controlar a 




Figura 7: Perfil do Controle Manual a) Temperatura do reator; b) Variável 
manipulada. 
 
Na condição controlada Tk ficou mais próximo do seu set point com overshoot de 
1ºC e o instante de acomodação de 263, correspondente ao tempo de 1315s. Percebeu-se 
que na fase de maior transiência do experimento, precisou-se de um esforço maior de MV 
em relação ao seu comportamento ao longo do experimento. Isto aconteceu devido à 
necessidade de compensar a temperatura do fluido que faz a troca térmica. 
 
3.3 Controle em Cascata 
 
Para arquitetura do controlador em cascata foi necessário achar as relações de 
sintonia e o método empregado foi o de Ziegler-Nichols. Após uma perturbação degrau no 
variador de potência, fez-se análise da curva de reação, obtendo-se valores para Kc 12ºC/% 
e o e de 1600 s para o PI e para o P, o Kc foi de 17°C/%. A Figura 8 (a) mostra o valor de 





Figura 8: Comportamento das variáveis em controle cascata com parâmetros 
designados pelo método de Ziegler-Nichols: a) Temperatura do reator; b) Variável 
manipulada; e c) Temperatura do tanque de estocagem. 
 
Este experimento mostrou um overshoot de 2,5°C e instante de acomodação 457, 
correspondente ao tempo de 2025s. O comportamento de Tk não foi satisfatório, 
apresentando muita oscilação ao longo de toda batelada. É importante ressaltar que 
comportamento de temperatura do tanque (Ttq), que influencia diretamente no valor de Tk, 
também oscilou muito devido a manipulações muito bruscas da potência da resistência, 
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indicando que o ganho deveria ser menor. Mesmo não sendo um resultado bom, os dados 
foram mantidos para constituição do banco de dados para o treinamento da rede, porque 
está levando-se em consideração a dinâmica do processo envolvida.  
Assim sendo, ajustou-se os parâmetros do controlador por tentativa e erro até a 
obtenção da configuração que melhor controlasse Tk. Fixou-se Kc em 5,4 ºC/% e o e em 
699 s para o PI e para o P o Kc foi 7,5 ºC/%. A Figura 9 (a) mostrou o comportamento de 
Tk, (b) de MV e (c) Ttqsp gerado para o tanque. 
 
Figura 9: Comportamento das variáveis no controle em cascata após ajuste fino dos 





O experimento em controle cascata apresentou overshoot de 2,5°C e instante de 
acomodação de 702, correspondente ao tempo de 3510s. Embora, não tenha se 
desenvolvido muito bem na região de maior transiência, o controlador conseguiu uma 
performance satisfatória, mantendo ao longo da batelada o valor em torno do set point. A 
MV apresentou menor esforço do variador de potência do que o exigido em controle 
manual, para área de maior transiência. O índice de desempenho integral do erro absoluto 
(IAE) foi de 1407,7 ºC e a integral do tempo multiplicado pelo valor absoluto do erro 
(ITAE) foi de 3809542 ºC.s, e quando dividido pelo tempo de batelada o mesmo é 42,59°C.   
Com isto, foi possível criar um conjunto de dados para o treinamento da RNA. Os 
dados referentes aos ensaios em malha aberta, em controle manual e em controle cascata 
ajustado com os parâmetros de Ziegler-Nichols (Fuguras 6, 7 e 8) foram separados para o 
conjunto de treinamento (8233 vetores) e o ensaio em controle cascata da Figura 9, após 
ajuste de parâmetros, (3110 vetores) foi separado em um conjunto de teste. 
 
3.4 Redes Neurais  
 
A simulação do comportamento do processo de polimerização em batelada 
utilizando RNAs pôde ser realizada. A Figura 10 mostra o desempenho da RNA (a) durante 




Figura 10: Gráfico do treinamento: da soma dos erros quadráticos (SSE). 
 
A rede empregada se mostrou com boa performance no treinamento, pois 
apresentou um baixo valor (1,75x10-6ºC) de erro quadrático médio, calculados por: SSE/nº 
de vetores utilizados. 
A Figura11 mostra o resultado da modelagem da RNA para o conjunto de teste com 
conjunto dados do ensaio de controle em cascata após ajustes; (a) gráfico de dispersão e (b) 





Figura 11: Gráfico do teste: dispersão (a), e ajuste dos pontos predito versus real (b). 
 
Estes resultados mostram que o modelo neural é consistente, pois foi capaz de 
predizer a saída satisfatoriamente. Apresentou fator de correlação (R) bem próximo de 1 
(0,99998), coeficientes lineares e angulares de aproximadamente 0 e 1, respectivamente. 
Concluiu-se que o modelo neural proposto possui uma boa precisão, conseguindo uma 
previsão de 99,99%. 
A arquitetura da rede contempla no máximo 16 parâmetros efetivos, desta forma, 
descarta-se a possibilidade de ter acontecido sobre-ajuste (fenômeno em que na fase de 
aprendizado a rede especializa-se nos padrões de treinamento e perde sua capacidade de 
generalização). 
Para validação online, foi realizado um experimento de controle em cascata como o 
do item 3.3 para comparar com os valores preditos pelas RNAs. Os pesos e bias ajustados 
foram transferidos para uma planilha eletrônica de tal forma que todo cálculo neural 
pudesse ser realizado em tempo real, prevendo Tk. Conforme Figura 2, inferiu-se na 
planilha (em células distintas) as informações de entrada da rede. A Figura 12 mostra a 




Figura 12: Validação online do modelo. 
 
Assim como na validação offline, a rede conseguiu predizer com precisão Tk+1. 
Estes testes habilitam o modelo neural para uso em controlador preditivo. 
 
3.5 Controle Preditivo baseado em modelo neural 
 
O modelo neural foi, então, montado na planilha interligado ao otimizador através 
da programação em VBA. Adicionou-se no otimizador restrições devido a limitação física 
da MV (de 0 a 100% de sua capacidade). E para evitar oscilações muito bruscas dentro 
desta faixa pré-estabelecida, adicionou-se uma restrição do tamanho do degrau da atuação. 




Figura 13: Comportamento de Tk (a) e MV (b) com controle preditivo. 
 
O controle preditivo apresentou overshoot de 1,7°C e instante de acomodação de 
252, correspondente ao tempo de 1260s. No que diz respeito ao desempenho, o MPC 
conseguiu controlar a fase de maior transiência melhor que o controle em cascata. Na fase 
mais estável apresentou muita oscilação, mas dentro dos limites (em torno de 1°C). O 
comportamento de MV foi totalmente diferente do comportamento apresentado nos 
controladores anteriores (controle manual e controle em cascata), agindo mais bruscamente 
ao longo do experimento. O MPC, ainda, apresentou um IAE de 864,6ºC e um ITAE de 
38,84ºC, melhorando o valor de desempenho em relação ao controle cascata da Figura 9, 
com redução de cerca de 38,56% e 16,85%, respectivamente.  
 
3.6 Controle Híbrido 
 
Percebeu-se que poderia utilizar a atuação MPC e controlador cascata em conjunto 
(controle Híbrido), ou seja, colocar os controladores nas regiões de seus melhores 
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desempenhos. Esta foi uma solução usada por Texeira em 2001 para controlar um 
manipulador robótico com até seis articulações. O controlador tipo PID não conseguia 
responder satisfatoriamente fora da faixa para qual foi previamente sintonizado. O autor 
resolveu colocar um controlador baseado em RNA em conjunto com o PID para que 
durante a operação corrigisse a sua ação. 
Aplicou-se o controlador Híbrido, deixando atuar primeiramente o MPC na faixa de 
maior transiência e logo após esse período sob atuação do controlador cascata. A Figura 14 
mostra o perfil de Tk (a) e MV (b). As setas nos gráficos mostram o momento de transição 
do controlador preditivo para o controle em cascata. 
 
Figura 14: Comportamento de Tk (a) e MV (b) em conjunto dos controladores. 
 
O controlador Híbrido apresentou um overshoot de 1,7 (mesmo valor do controle 
preditivo) e instante de acomodação de 190, correspondente ao tempo de 950s. A ação do 
mesmo foi melhor que a ação do controle cascata e MPC individualmente, ou seja, 




A Tabela 1 reúne todas as características dos controladores, podendo estabelecer 
uma comparação. 
Tabela 1: Desempenho dos controladores. 
 Overshoot (°C) Instante de acomodação IAE (ºC) ITAE (ºC)* 
Malha Aberta 4 .... 3727,7 91,67 
Controle 
Manual 
1 263 778,5 35,93 
Controlador 
Cascata 
2,5 702 1407,4 42,59 
MPC 1,7 252 864,6 38,84 
Controlador 
Híbrido 
1,7 190 676,2 32,11 
ITAE (°C)* - integral do tempo multiplicado pelo valor absoluto dividido pelo tempo total da batelada. 
 
Percebe-se que a ação do controle preditivo, tanto no experimento de atuação única 
quanto em conjunto, diminuiu o overshoot ficando mais próximo do visto no controle 
manual. O mesmo teve uma resposta mais rápida, diminuindo o tempo de estabilização, o 
que melhorou ainda mais em conjunto. Com o cálculo do IAE e ITAE, verificou-se que o 
controlador Híbrido consegue melhorar em relação os valores do MPC, cerca de 21,80 e 
31,63% respectivamente. 
Realizaram-se análises de conversão do monômero em polímero, ilustradas na 
Figura 15, e análises no GPC (Cromatografia de permeação em gel), verificando os valores 































Figura 16: Massa molar média (Mn) e ponderal (Mw). 
 
 Os dados simulados mostraram boa concordância com os dados experimentais.  O 
comportamento da conversão, para todas as situações com os controladores, foi parecido, 
pois o perfil de temperatura da mistura reacional não aumentou expressivamente ao longo 
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da batelada (máximo de 2,5°C) e por sua vez não houve o aumento da taxa de 
polimerização em função de não haver aumento de radicais livres.  
A distribuição das massas molares médias (Mn) e ponderais (Mw) sofrem um 
decaimento, previsto pelo modelo fenomenológico. Segundo Simões (2001), para as 
reações em solução, um fator determinante para a diminuição de Mn e de Mw do polímero 
é a presença de solvente  que atua diretamente na diminuição da viscosidade do meio e 
promove as reações de transferência de cadeia que também são responsáveis pela queda das 
massas, uma vez que as concentrações do monômero disponível para promover o 
crescimento da cadeia polimérica diminui.  
 Percebeu-se que se trata de um Poliestireno Cristal por possuir baixo valor de massa 
molar ao final da batelada e por ser um polímero resistente, o que indica ser utilizado para 





Neste trabalho propôs-se desenvolver um controlador preditivo baseado em um 
modelo (MPC) de redes neurais artificiais (RNA) para um processo em batelada de 
polimerização em solução via radical livre de estireno. Na primeira etapa foi desenvolvido 
um sistema de comunicação entre os softwares, OPC (Indusoft-MATLAB) e DDE 
(Indusoft-Excel), levando-os a pleno funcionamento permitindo criar interfaces de controle. 
Foi possível a construção de um banco de dados a partir de ensaios de malha aberta, 
controle manual e controle cascata. A estratégia de controle preditivo utilizando a 
modelagem de RNA e o otimizador Solver do Excel (MPC) foi bem sucedida quando 
comparado ao controlador cascata, diminuindo os valores do overshoot, instante de 
acomodação, IAE e ITAE. Observou-se a possibilidade de aplicação dos controladores em 
conjunto (cascata e MPC), formando um controlador Híbrido. O mesmo conseguiu 
melhorar, ainda mais, o desempenho do MPC diminuindo o instante de acomodação 
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Na primeira parte do estudo, conseguiu-se avaliar o perfil de temperatura em três 
proporções da mistura monômero/solvente em volumes diferentes (70-30%, 50-50%, 30-
70%). Elas mostram que dependendo da proporção usada, a faixa alcançada, por causa da 
reatividade, é muito diferente. 
Com este estudo foi possível aplicar uma importante ferramenta de modelagem de 
processos, Redes Neurais Artificiais (RNAs). O modelo treinado mostrou 99,990% de 
precisão na previsão da temperatura reacional em diferentes condições de 
monômero/solvente. O sucesso também se deve às particularidades das redes, como 
informar as principais variáveis do processo. 
O modelo fenomenológico apresentou boa concordância entre os valores 
experimentais e valores simulados da conversão, da massa molar média (Mn) e ponderal 
(Mw), uma vez que perfil de temperatura da mistura reacional não aumentou expressivamente ao 
longo da batelada  
Na segunda parte do estudo, pôde-se analisar mais a fundo as estratégias de 
controle, realizando ensaios de controle em manual, cascata, preditivo baseado em um 
modelo e, ainda, em ação conjunta (cascata e preditivo). 
A modelagem com RNA, mais uma vez, foi satisfatória. Percebeu-se que o modelo 
desenvolvido com as informações da temperatura do meio reacional, temperatura do tanque 
e do variador de potência foi mais robusto que o modelo desenvolvido com as informações 
da proporção monômero-solvente, temperatura do meio reacional no instante atual e em 
quatro instantes passados. O modelo conseguiu uma precisão de 99,998% de previsão do 
processo.  
O uso do Solver do Excel como otimizador do modelo mostrou-se consistente pela 
dinâmica de recepção e envio de informações em tempo hábil para atuação no processo. Foi 
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importante a utilização do método do Gradiente Descendente Generalizado, por se tratar de 
um processo não linear. 
Em comparação, o controlador preditivo baseado no modelo neural foi satisfatório 
em relação ao controlador em cascata, perceptível pelos valores de overshoot, instante de 
acomodação e índices de desempenho. E quando comparada à atuação do controle preditivo 
e do controle em conjunto, percebeu-se que a ação em conjunto melhora o desempenho em 
31,62%, com base no ITAE. 
 
 
Sugestões para trabalhos futuros 
 
A contribuição deste trabalho representou parte do estudo que pode ser realizado na 
planta de polimerização de estireno. Outros trabalhos ainda podem ser feitos, seguem 
algumas sugestões para trabalhos futuros: 
- Aumentar o horizonte de predição das redes neurais para melhorar desempenho. 
- Usar as informações de massa específica para entrada do modelo neural. 
- Construção sensor virtual para conversão, de forma a controlar a conversão em 






























APÊNDICE A: Script de Programação para desenvolvimento do modelo neural no 
MATLAB. 
Treino 
clear all; clc; %limpa as variáveis do histórico e limpa o prompt% 
M = load('treina22.dat'); %carrega o arquivo de dados% 
M = M'; %calcula a matriz transposta% 
entrada = M(1:3,:); %define os dados de entrada da rede% 
saida = M(4,:); %define os dados de saída da rede% 
[entradan,minentrada,maxentrada,saidan,minsaida,maxsaida]=premnmx(entrada,saida); 
%define os parâmetros máximos e mínimos das matrizes de entrada e saída e faz 
normalização% 
net.numinputs = size(entrada(:,:),3); %nº variáveis de entrada% 
net.numlayers = 2; %nº de camadas sem a camada de entrada% 
net = newff(minmax(entradan(:,:)),[3,1],{'tansig','purelin'},'trainbr'); 
%cria a rede, definindo número de neurônios e função de ativação das camadas 
intermediária e de saída% 
net = init(net); 
[net,tr] = train(net,entradan(:,:),saidan(:,:)); %realiza o treinamento da rede% 
%pesos e bias da rede determinados e guardados em 'net'% 
Y = sim(net,entradan(:,:)); %simula com os dados de entrada do 
X = postmnmx(Y,minsaida,maxsaida); %desnormaliza dados de saida% 
figure(1); 
[m,b,r]=postreg(X(1,:),saida(1,:)); %gráfico da saída real versus calculada% 
figure(2); 
plot(saida(1,:),'-k') %grafica a saida real do arquivo de 
%treinamento% 
hold on 
plot(X(1,:),'or'); %grafica a saida calculada pela rede% 
xlabel('tempo (s)','FontSize',15); %rótulo eixo x, fonte tamanho 
%20% 
ylabel('Tk (ºC)','FontSize',15); %rótulo eixo y, fonte tamanho 20% 
legend('saída real','saída calculada',1); %legenda no canto superior direito% 
hold off 













load rna15; %carrega a rede gravada 
M = load('treina22.dat'); %carrega arquivo de dados para 
%treinamento, para pegar a mesma normalização no treinamento e no teste% 
M = M'; %transposta% 
intre = M(1:3,:); %dados de entrada da rede% 
outtre = M(4,:); %dados de saida da rede% 
[intren,minintre,maxintre,outtren,minouttre,maxouttre]=premnmx(intre,outtre); 
%normaliza dados% 
N = load('teste22.dat'); %carrega arquivo de dados para teste% 
N = N'; 
in = N(1:3,:); %dados de entrada da rede% 
out = N(4,:); %dados de saida da rede% 
[inn] = tramnmx(in,minintre,maxintre); %normaliza dados% 
Y = sim(net,inn(:,:)); %simula com os dados de entrada do arquivo 
%de teste% 
w = postmnmx(Y,minouttre,maxouttre); %desnormaliza dados de saida% 
figure(3); 
plot(out(1,:),'-k') %grafica a saida real do arquivo de teste% 
hold on 
plot(w(1,:),'om'); %grafica a saida calculada pela rede% 
xlabel('tempo(s) ','FontSize',15); %rótulo eixo x, fonte tamanho 
%20% 
ylabel('Tk (°C)','FontSize',15); %rótulo eixo y, fonte tamanho 20% 




[m,b,r]=postreg(w(1,:),out(1,:)); %grafico da saida real versus calculada% 
xlabel('Tempo','FontSize',20); %rótulo eixo x, fonte tamanho 20% 
ylabel('A','FontSize',20); %rótulo eixo y, fonte tamanho 20% 













APÊNDICE B: Configuração do DRIVER DDE para Comunicação. 
 
 Para a comunicação entre o Excel e o Indusoft Web Studio foi configurado o 
DRIVER DDE. O primeiro passo a ser realizado é estabelecer comunicação automática do 
driver. Para isto, devem-se seguir os passos a diante: 
1. Clicar em “Iniciar” → “Painel de Controle” (Assinalado de Verde) 
   





 2.Clicar em “Sistemas e Manutenção” 
 
Figura B.2: Segundo passo para comunicação do Driver. 
 




Figura B.3: Terceiro passo para comunicação do Driver. 





Figura B.4: Quarto passo para comunicação do Driver. 
Após deixar o tipo de inicialização em Automático devem ser fechadas as janelas. 













5.Clicar em “Project”→ “Project Status” →”DDE Client Runtime e DDE Server”→ 
“Automatic” 
 
Figura B5: Configuração no Software Indusoft. 
Passa para planilha eletrônica do Excel. 
6.Clicar na “Célula de destino”→ “=UNIDDE|DB!Tag 
Abriu-se a planilha do Excel configurada para realizar os cálculos neurais e que deve ser 
configurada para estabelecer a comunicação com o Indusoft Web Studio. Posicione o cursor na 
célula que irá receber valor e digite o comando =UNIDDE|DB!Tag, onde UNIDDE significa o 




Figura B6: Planilha Excel configurada para comunicação com Indusoft Web Studio 
 
Para fazer a leitura do valor calculado no Indusoft deve-se criar uma macro, programação 
em Visual Basic. 
 




Para utilização do otimizador a cada atualização da planilha também foi 
desenvolvida uma programação em VBA 
 
Figura B8: Programação em Visual Basic para otimizador. 
