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Summary. — We show in this paper how a system of equations of motion, diffu-
sion and continuity that present the effects of vorticity through a vorticity transfer
length scale may be used to model 2D-3D vorticity behaviour. The local turbulent
vorticity is separated from the large-scale flow following the Reynolds decomposition
(Reynolds 1894, Taylor 1931)—∇ × v + ∇ × v′—similar to the technique used for
velocity. The system of equations extended through the terms ∇ × v and ∇ × v′
is solved numerically using a purely statistical local method that details the role of
vorticity transport in the turbulence behaviour of the flow. Moreover, this numerical
model that shows the temporal evolution of both fields, 3D velocity and 3D vorticity
is used to investigate the propagation of turbulent perturbations that arise from the
development of a vortex placed in the centre of the numerical domain. Even with
a small mesh (60 × 60× 120), the results show the propagation of vorticity-related
waves both in the plane and in the vertical. The numerical results are compared
with experiments performed in a stratified flow, where velocity and vorticity are
measured with PIV as turbulence behind a grid decay, these experiments have been
performed both in a rotating frame of reference and with no rotation and show
features also detected in the numerical simulations when the assumption of a quasi–
two-dimensional flow is used.
PACS 47.27.-i – Turbulent flows.
1. – Introduction
Taking into account Taylor’s proposal [1] that developed the concept of a turbulent
exchange through the use of the rotational vector of velocity leading to a vorticity transfer
length scale, in this work we have developed and expanded the concept used frequently
(∗) E-mail: dcano@inm.es
(∗∗) E-mail: anna.magdalena.matulka@upc.edu
c© Societa` Italiana di Fisica 791
792 D. CANO, J. L. CANO and A. M. MATULKA
in 2D turbulence to a full 3D system, and once we get the completed system of equations,
it is possible to investigate the turbulence development, and in particular the role of the
vorticity of a non-steady flow comparing a set of numerical solutions with laboratory
experiments of similar conditions [2-4].
We have chosen a simple numerical solution of the system’s finite integration, eval-
uating statistically the perturbations of the vorticity. In order to achieve this objective
all the necessary equations of the vorticity have been simplified using an innovative way
based on the vorticity transfer length-scales, and these have been solved for the large
scales using a finite difference technique; including, the full three equations of motion
(one for each component), an equation of applied diffusion for the development of en-
ergy and the equation of continuity based in the conservation of mass. The experiments
study by means of detailed flow visualization and PIV the decay of a strongly strati-
fied density interface (sometimes including rotation) after a grid traverses the interface.
So both experiments and simulations model the first stages of decay of a quasi–two-
dimensional flow. These types of turbulent flows under the effect of strong buoyancy
(and in general body) forces are typical of geophysical flows, both in the ocean and the
atmosphere.
The paper is organized in 6 sections as follows. After the introduction, sect. 2 shows
the system of equations of motion based on 3D vorticity. In sect. 3, we present the
laboratory experiments. In sect. 4, the numerical simulations are described and the
results presented. In sect. 5, we describe and discuss the main characteristics of the
experimental and numerical behaviour of vorticity. In sect. 6 finally we present our
conclusions comparing the numerical model and experiments and the most important
results of this work are summarized.
2. – Equations of vorticity
We propose directly the system of equations of motion starting from the classical
concept of vorticity, i.e. the velocity curl that we can write in vector form as
(1) ξ = ∇× v,
ξ and v being vorticity and velocity vectors, respectively. We will use, for simplicity of
expression, the following boldface notations for vectors ξ = ξ and v = v, ξ = (ζ, η, ξ)
and v = (u, v, w) being the vectors and their corresponding components for vorticity and
velocity, respectively [1, 5].
Analytically, the relation that exists between both vectors in a Cartesian frame of
reference is
(2) ξ =
(
∂w
∂y
− ∂v
∂z
)
i+
(
∂u
∂z
− ∂w
∂x
)
j+
(
∂v
∂x
− ∂u
∂y
)
k.
Retaking the hypothesis of Reynolds [6], decomposing the flow in mean and fluctua-
tions and applying it to vorticity vector we can write for turbulent flows:
(3) ξ = ξ + ξ′
ξ being the vorticity vector, ξ the average vorticity vector and ξ′ the turbulent perturba-
tion of the vorticity vector. Starting from now ξ is going to be interpreted as the average
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rotation with which a turbulent eddy would be developed. ξ is the rotation that the
turbulent flow imposes for each of the elements of flowing volume that they constitute
it. Therefore ξ′ is the difference between the actual (and instantaneous) rotation and
the average rotation of the fore mentioned eddy. ξ′ is going to be identified as turbulent
vorticity from now on following Taylor and more recently Holza¨pfel et al. [1, 7].
If we use this kind of decomposition to the different components of vorticity vector,
we obtain
(4) ξ =
(
ζ + ζ ′, η + η′, ξ + ξ′
)
,
where (ζ, η, ξ) are the three components mentioned on the (x, y, z) axes, respectively.
Using the corresponding algebra to average values and derivatives it is possible to
prove easily the relations that exist among the average and perturbed components of the
vorticity vector and the corresponding velocity vector components:
ζ =
(
∂w
∂y
− ∂v
∂z
)
,
η =
(
∂u
∂z
− ∂w
∂x
)
,
ξ =
(
∂v
∂x
− ∂u
∂y
)
,
for the average components and
ζ ′ =
(
∂w′
∂y
− ∂v
′
∂z
)
,
η′ =
(
∂u′
∂z
− ∂w
′
∂x
)
,
ξ′ =
(
∂v′
∂x
− ∂u
′
∂y
)
,
for the fluctuating ones.
As an example, we can see the way to obtain the first component:
ζ ′ = ζ − ζ =
(
∂w
∂y
− ∂v
∂z
)
−
(
∂w
∂y
− ∂v
∂z
)
=
(
∂ (w − w)
∂y
− ∂ (v − v)
∂z
)
(5)
=
(
∂w′
∂y
− ∂v
′
∂z
)
,
and the same for the other two components. When we consider a turbulent flow developed
in isotropic conditions, then we may impose to the three perturbed components of velocity
vector, the condition
u′ = v′ = −w′.
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Of course this condition could take place in a geophysical, ocean or atmospheric flow,
only when we are located far from the generators of thermal or mechanical turbulence,
i.e. far from ground, and if body forces are negligible. Using this isotropy expression and
operating we deduce
ζ ′ =
(
∂w′
∂y
− ∂v
′
∂z
)
=
(
∂(−u′)
∂y
− ∂u
′
∂z
)
,
η′ =
(
∂u′
∂z
− ∂w
′
∂x
)
=
(
∂u′
∂z
− ∂(−u
′)
∂x
)
,(6)
ξ′ =
(
∂v′
∂x
− ∂u
′
∂y
)
=
(
∂u′
∂x
− ∂u
′
∂y
)
and operating further we are able to show a new characteristic of the perturbed compo-
nents of vorticity vector in isotropy and no body force situations:
(7) ζ ′ + η′ − ξ′ = 0 → ζ ′ + η′ = ξ′.
So that the vorticity fluctuations are related in a similar way as found by Taylor [1]. All of
the basic expressions presented until now would admit the inclusion of other assumptions
from other generalized turbulent hypothesis equivalent to the theories, e.g., or the theory
of mixing length or those of variable coefficients of interchange.
In order to develop a more realistic system of equations of motion in which we are
able to consider included the effect of the turbulent vorticity we can use as a starting
point the equation of an ideal fluid and then add the corresponding terms associated to
the forces or tensions of the physical effects to be modelled.
In this way if we apply the rotational operator to the Navier-Stokes equation we will
obtain the vorticity equation with no body forces:
(8)
dξ
dt
= ∇P ×∇
(
1
ρ
)
+ ξ · ∇v − ξ divv.
If we did not include the viscosity effect (τ = μ∇u), we would obtain the equation
of the simplest motion of a fluid. An optimal simplification of this equation to an ideal
fluid would be the geostrophic equation
dv
dt
= −1
ρ
∇P.
These equations allow us to write a new form of the equations of motion through the use
of the explicit use of the kinetic energy and vorticity:
∂u
∂t
+
1
2
∂
∂x
(
u2 + v2 + w2
)
+ wη − vξ = −1
ρ
∂P
∂x
,
∂v
∂t
+
1
2
∂
∂y
(
u2 + v2 + w2
)
+ uξ − wζ = −1
ρ
∂P
∂y
,
∂w
∂t
+
1
2
∂
∂z
(
u2 + v2 + w2
)
+ vζ − uη = −1
ρ
∂P
∂z
.
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If we again consider the O. Reynolds enlargement to vorticity we can now write
∂u
∂t
+
∂
∂x
(
Ec
)
+
∂
∂x
(
E′c
)
+ wη + w′η′ − vξ − v′ξ′ = −1
ρ
∂P
∂x
,
∂v
∂t
+
∂
∂y
(
Ec
)
+
∂
∂y
(
E′c
)
+ uξ + u′ξ′ − wζ − w′ζ ′ = −1
ρ
∂P
∂y
,
∂w
∂t
+
∂
∂z
(
Ec
)
+
∂
∂z
(
E′c
)
+ vζ + v′ζ ′ − uη − u′η′ = −1
ρ
∂P
∂z
,
where u, v, w are the three components of velocity vector; ζ, η, ξ are the three components
of the average vorticity vector; Ec the average kinetic energy of motion; u′, v′, w′ the
three perturbed components of velocity vector; ζ ′, η′, ξ′ the three perturbed components
of vorticity vector; E′c the average of the perturbed kinetic energy, that is to say
1
2 (u
′2 +
v′2 +w′2) and P the pressure. Obviously u′ = 0 although u′2 = 0. We have to remember
we are working with some fundamental simplifications, for example not considering effects
such as buoyancy or Coriolis force effects, except possibly in their geometrical effects (2D
topology).
If we now consider steady mean flow and such coordinates system that v = (u, 0, 0),
the previous system is simplified to
∂
∂x
(
Ec
)
+
∂
∂x
(
E′c
)
+ w′η′ − v′ξ′ = −1
ρ
∂P
∂x
,
∂
∂y
(
Ec
)
+
∂
∂y
(
E′c
)
+ uξ + u′ξ′ − w′ζ ′ = −1
ρ
∂P
∂y
,
∂
∂z
(
Ec
)
+
∂
∂z
(
E′c
)
+ v′ζ ′ − uη − u′η′ = −1
ρ
∂P
∂z
;
in the same way, if we use again the coordinate system and u = u(y, z) (usual in meteo-
rological condition),
∂
∂x
(
E′c
)
+ w′η′ − v′ξ′ = −1
ρ
∂P
∂x
,
∂
∂y
(
E′c
)
+ u
∂u
∂y
+ uξ + u′ξ′ − w′ζ ′ = −1
ρ
∂P
∂y
,
∂
∂z
(
E′c
)
+ u
∂u
∂z
+ v′ζ ′ − uη − u′η′ = −1
ρ
∂P
∂z
.
Finally, in vector form we can write
(9) ∇ (E′c)+∇v · v + ξ × v + ξ′ × v′ = −∇Pρ ,
or
(10) ∇ (E′c)+ v∇v + ξ′ × v′ = −∇Pρ .
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From eq. (9) another development is possible with the non-linear terms and similar
conditions of the flow and coordinate system selected, that is v = (u, 0, 0), just as we
show:
(11)
∂v
∂t
+ v · ∇v = −1
ρ
∇P − v′ · ∇v′;
using the corresponding components of vectors we can write the next system:
∂
∂x
(
u′u′
)
+
∂
∂y
(
u′v′
)
+
∂
∂z
(
u′w′
)
= −1
ρ
∂P
∂x
,(12)
u
∂v
∂x
+
∂
∂x
(
v′u′
)
+
∂
∂y
(
v′v′
)
+
∂
∂z
(
v′w′
)
= −1
ρ
∂P
∂y
,
u
∂w
∂x
+
∂
∂x
(
w′u′
)
+
∂
∂y
(
w′v′
)
+
∂
∂z
(
w′w′
)
= −1
ρ
∂P
∂z
.
This system admits again the local isotropic hypothesis. According to that
(13) u′u′ = u′v′ = w′w′ = v′v′ = −v′w′ = −u′w′.
Therefore, the system of eqs. (11) may be transformed to
−2w′ ∂u
′
∂x
− 2w′ ∂u
′
∂y
+ 2w′
∂u′
∂z
= −1
ρ
∂P
∂x
(14)
u
∂v
∂x
− 2w′ ∂u
′
∂x
− 2w′ ∂u
′
∂y
+ 2w′
∂u′
∂z
= −1
ρ
∂P
∂y
u
∂w
∂x
+ 2w′
∂u′
∂x
+ 2w′
∂u′
∂y
− 2w′ ∂u
′
∂z
= −1
ρ
∂P
∂z
One direct consequence of the last system would be
(15) −1
ρ
∂P
∂x
= −1
ρ
∂P
∂y
− u∂v
∂x
=
1
ρ
∂P
∂z
+ u
∂w
∂x
.
Finally through the components of turbulence vorticity we are able to propose the fol-
lowing system of equations in a turbulent flow relating velocity and vorticity components
and pressure:
2w′(ξ′ + η′) = −1
ρ
∂P
∂x
(16)
u
∂v
∂x
+ 2w′(ξ′ + η′) = −1
ρ
∂P
∂y
u
∂w
∂x
− 2w′(ξ′ + η′) = −1
ρ
∂P
∂z
This system does not consider explicitly body forces, nor the anisotropy induced by
them, but if we assume that small scales are not affected as much as the large scales
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Fig. 1. – Evolution of a saddle structure in a rotating stirred flow, one of the characteristics of
the flow is the development of strong vertical structures.
and force a vertical squashing in case of stable buoyancy, or a vertical elongation in case
of fast rotation, other external forces may be considered locally using the limit of scales
smaller than the Ozmidov or Hopfinger scales. It is important to investigate the topology
of the flow, specially when non-homogeneous turbulence is produced by one or several
body forces like buoyancy, rotation or magnetic fields [8-10]. The role of internal or
inertial waves seems to affect the locality of the cascade processes. Arquimedes, Coriolis
or Lorenz forces seem to produce changes in the scaling [11]. The fractal dimensions of
the flows are related to the local Richardson, Ri, numbers [12, 13] and probably to the
Rossby number Ro. A complex parametric space based on Re, Ri and 1/Ro is used to
identify the dominant mixing instabilities and the vorticity structure.
These problems need further theoretical, numerical and observational work and one
approach is to try to maximize the relevant geometrical information in order to under-
stand and therefore predict these complex environmental flows.
3. – Laboratory experiments and results
A series of experiments have been performed on a strongly stratified two-layer fluid
consisting of brine in the bottom and freshwater above in a 1 square meter tank. The
evolution of the vortices after the passage of a grid is video recorded and particle track-
ing is applied on small pliolite particles floating at the interface. The combination of
internal waves and vertical vorticity produces two separate time scales that may produce
resonances. Here, results regarding the behaviour of the vorticity will be presented in
simple conditions, results of the PIV laboratory experiments allow to calculate velocity
spectra, the velocity and vorticity PDFs and the evolution of the structure of stratified
(and rotating) decaying (and steady flows) as shown in fig. 1. One of the most important
roles of stratification and rotation and in general of all body forces, including magnetic
fields, is to modify the slope of the spectral energy cascade. While the anisotropy of
the Reynolds stresses is obviously linked with the non-homogeneity and the body forces,
acting mainly along the vertical axis (in stratified flows) and the rotation axis (in ro-
tating flows). Scalar behaviour in such flows has non-linear mixing properties which are
strongly influenced by the initial conditions [14,8].
The set of experiments were performed on a square tank of dimensions 1m × 1m.
Inside of this tank was a weight of 100 kg H2O, distributed as 5 cm of salty water in the
bottom and 5 cm of fresh water placed carefully with a sponge to avoid mixing. Between
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Fig. 2. – Examples of the evolution of the density profiles after each passage of the grid in two
laboratory experiments, when the density profiles are vertical, after several passages of the grid,
then the two layers are completely mixed.
these two layers, the flow was seeded with a thin layer of tracer plastic particles of pliolite,
marking the flow at the layer which separated the brine and fresh water. In order to mix
these two layers a horizontally traversing grid was used, which was built from thick pipe
sections (The bars were located every 10 cm, their length was 30 cm and their diameter
3.5 cm.) This configuration ensured strong vorticity produced by the Karman vortices
of the round pipe array. This experiment had five subsets of different density interface
experiments. In each one the measurements of the density profiles were obtained from
point measurements at heights chosen as 1, 3, 5, 7, 8, 9, 10 cm of height inside the
tank. Every experiment was made at different salinity in the brine fresh-water interface.
Figure 2 shows the sequence of density profiles for experiments 1 and 2. The range of the
initial gradient Richardson numbers of the 8 grid passages within experiment 1 was 8.8 to
0.039, while for the 9 passages in experiment 2 was 7.7 to 0.34. All small-scale measures
had seven to nine profiles between the different passages of the grid. The mixing efficiency
was measured between passages and it was related with the increase of potential energy
and the decay process considering how long and how many grid passages were necessary
for these two layers to be totally mixed. Individual turbulent decay processes combined
to the overall mixing efficiency. In order to study the mixing process the grid was driven
through the interface with the bars perpendicular to its plane and then we waited until
all motions stopped. After this the densities were measured in the seven points, repeating
the whole procedure again until in all the tank the density was the same, thus the two
layers were totally mixed. See [13] for more information.
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Fig. 3. – Pliolite particles and its traces 10 s after the passage of the grid perpendicularly to the
centre of a sharp density interface.
In the entire set of experiments, the total mixing was dependent on the initial Richard-
son number. This difference shows a wide range of mixing efficiencies. The initial density
difference at the fluid interface before mixing was in the limits between 1087 kg/m3 ∼=
8.7 [g NaCl/100 gH2O] and 1007 kg/m3 ∼= 0.7 [g NaCl/100 gH2O].
The values of the mixing efficiency are comparable with other experiments, but further
Fig. 4. – Evolution during 100 seconds of a column at the centre of the square tank as the
stratified turbulence decays, the varying length scales are a measure of the dominant size of the
vortices and the oscillations detected at different wavelengths are due to decaying internal waves
at the interface.
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Fig. 5. – Example of particle tracking, following the pliolite tracers.
work is needed to investigate the effect of intermittency on the mixing process. This is
still in progress [13, 15-17]. Examples of the flow visualization and PIV techniques used
are shown in figs. 3 and 4.
Here we want to understand and describe key aspects of the structure of the non-
homogeneous turbulence affected by stratification and rotation, in particular to study the
evolution of the background vorticity and their interaction with the dominant coherent
structures such as the dominant vortices. Other effects connected with non-homogeneity
(for example, boundary layer-vortex interactions) are also studied. Figures 5 show parti-
cle traces detected at the density interface from above. There are several techniques that
are used to track the pliolite particles and produce the velocity and vorticity plots used
to calculate spatial correlations and spectra [13]. Figure 6 shows the evolution (during
1 second) of the vorticity (plane 2D) scalar field as the turbulence decays after the pas-
sage of the grid in the strongly stratified interface. The dominant vortices can be studied
as they interact, merge or break up.
4. – Numerical simulation of the vorticity field
The numerical model used is detailed in [15-17]. The vorticity field is explicitly calcu-
lated using three integration regions so that at every time step the vorticity fluctuations
are calculated statistically over a matrix of spatial and temporal grid points. The evo-
lution of the vorticity is presented in time steps after the generation of a single vortex
Fig. 6. – Example of 2D vorticity maps in false colour, the behaviour of the dominant vortices,
seems much more complex than previously thought, showing non-local interactions.
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Fig. 7. – Temporal evolution of a single vortex placed in the centre of the domain. We show the
first and third component of velocity for the moments of integration 150Δt and 350Δt. Vorticity
levels are shown in the figures.
in the centre of the domain. In fig. 7 comparison between graphs 150 and 350Δt for the
first and third component of velocity evidences that the behaviour of the extreme values
of both components is similar. In the meantime the growth of u comparing the initial
velocity of the mesh, this is 5 units, reaches values of 6.5 units (30%) for 150Δt (same
scale as for 250Δt) and 7.5 units (50%) for 350Δt. In the case of the vertical compo-
nent w (starting from 0.5 units) quite low values of 0.9 (80%) for 150Δt come up to 3.5
units (700%) for 350Δt. The model has to be considered even up to times of the order
400Δt, mainly qualitative because the quantitative aspects do not agree well with the
coherent evolutions and developments of the vortices within the 3 phases of the model.
Nevertheless the evolution and overall growth of the vorticity patches is consistent with
the experiments.
Fig. 8. – Linear fits for the growth of the horizontal coordinate y (elongation) of the size of the
affected zone by the installed vortex at the centre of the mesh for the third phase of integration
of the model. Fit variables: u, v, w and θ. The interior legend specifies the fit of every variable
and their numerical parameters. We propose as greater semi-axis the elongation of the larger
dimension (horizontal) of the zone. The size is measured with the number of affected cells and
the time in Δt.
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Fig. 9. – Temporal evolution of a vortex placed in the centre of the mesh. We show the u and
w components of velocity in horizontal planes z = 60 for the moment of integration 350Δt.
Figure 8 shows the temporal evolutions of the growth (elongation) of the zone of
development of the vortex for the fields of the velocity components and the potential
temperature (u, v, w and θ). It has been calculated from the linear fit at time steps of
the calculations: 50, 75, 100, 150, 200, 250, 300 and 350Δt and we have chosen the size
of the largest semi-axis (axis y) of the affected areas by the vortex in the vertical planes
as indicative of the overall maximum size of the vortex. This result may be compared
with [12]. We can visualize easily the elliptical aspect that 3D vorticity presents. We
can observe the following aspects of a mainly isotropic vortex growth: the lines that
show the growth of the vortex—fits of any of the four variables used in this study. The
regression coefficients evidence that the selected fits present a high statistical reliability.
It is remarkable the parallelism of the different lines of fit, indicating that the increase
is practically the same for the four variables, presenting a nearly numerical value to 0.11
(slope of the straight lines), which corresponds to a 11% of relative expansion of the
vortex. The independent terms of the different lines of fit differ lightly indicating with it
that the beginning values for the elongation of the vortex are different according to the
used variable. Let us remember that Kh > Km most of all for unstable stratification (Kh
and Km are the coefficients of turbulent viscosity for interchanges of heat and moment,
respectively).
Figure 9 shows the comparison between the u and w components for the last few
instants of integration and, therefore, for the last moments of development of the model in
horizontal planes z = 60. The observable first thing is that the development in both axes
is totally comparable and occupies the totality of the grid in its horizontal dimensions
practically. The scales of the graphics do not allow showing the same zones for both
variables. However, the quantitative direct observation of the numerical results of the
model establishes at this advanced stage of the vortex evolution, the existence of wave-
like disturbances. The figure shows the spatial development that initiates a subdivision
of the space occupied by the variables u and w (also the rest of the variables) in several
differentiated zones begins to be observable. In short we can observe four zones at these
graphs and one intermediate transitional centred in 30×30 whose later evolution has not
allowed to carry out an investigation because the model reaches greater dispersions for
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Fig. 10. – Temporal evolution of a vortex placed in the centre of the mesh. We show the turbulent
perturbation of the first and third components of velocity and the potential temperature in
vertical planes x = 30 for the moment of integration 350Δt. The corresponding arrows indicate
three differentiate zones.
later steps of integration. The observation of these four zones is justified because they
are delimited by zones where the variables present a minimal alteration (and therefore
close values to the points of the mesh not affected by the vortex).
Figure 10 shows the stage of integration reached for the 350Δt for the turbulent per-
turbations of the first and third components of velocity (u′ and w′) and of the potential
temperature (θ′). Even though the w variation is large, presenting its turbulent pertur-
bation of about 240% (w′), the turbulent perturbation to the potential temperature (θ′)
reaches only 2.5%, however the behaviours of w′ and θ′ should show more or less a good
correlation. This implies clearly that the properties associated to mixing are observ-
able, in these steps of integration at least qualitatively. The model, obviously, presents
difficulty in the quantification of some phenomena because of the inevitable dispersion
generated by the statistical contribution of many steps of integration.
The three plots of fig. 10 show, also, the division that has been commented so we can
clearly differentiate three zones through the evolution and development of the variables
u′, w′ and θ′ of the vortex. Obviously these three zones, in the line z = 60, would
correspond to the image of the line x = 30 in fig. 10.
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Fig. 11. – We show the three components of velocity curl (Rotx, Roty and Rotz) in the vertical
planes x = 30 for the moment of integration 350Δt.
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Fig. 12. – We show the three components of velocity curl (Rotx, Roty and Rotz) in horizontal
planes z = 60 for the moment of integration 350Δt.
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Fig. 13. – We show the turbulent perturbations of the three components of velocity curl (Rot′x,
Rot′y and Rot′z) in vertical planes x = 30 for the moment of integration 350Δt.
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Fig. 14. – We show the turbulent perturbations of the three components of velocity curl (Rot′x,
Rot′y and Rot′z) in horizontal planes z = 60 for the moment of integration 350Δt.
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Fig. 15. – We show potential temperature in vertical planes x = 30 and horizontal planes z = 60
for the moments of integration 150Δt and 350Δt.
Figures 11 to 14 show distributions of the three components of velocity curl and
their turbulent perturbations for the instant 350Δt. The corresponding graphics at the
horizontal plane x = 30 inform of the elongation reached by the effect of the vortex
expansion similar to that showed by the components of velocity and their turbulent
perturbations. Although the three zones that have been used in other graphs are not
superimposed they are easily observable.
The corresponding graphs to the horizontal planes z = 60 (figs. 12 and 14) show also
similar developments and the partition of the influence zones at four sub-zones of possible
different evolution with the exception of the third component of turbulent vorticity. This
fact was anticipated because the x and y components of velocity curl join the space
variations of the third component of velocity (the one that suffers greater alterations due
to the numerical dispersion), meanwhile the third component of the turbulent vorticity
is only influenced by the spatial variations of the first and second components of velocity,
therefore their growth relation is not necessarily the same.
Figure 15 shows different instants for the evolution of the potential temperature in
vertical and horizontal planes between times 150Δt and 350Δt. The heat transport is
associated to the general dynamic behaviour of the turbulent flow.
In fig. 16 we show as an example another type of results of the model of which we
have selected only these four graphs. In the figure we see how the model analyzes
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Fig. 16. – We show two instants of evolution (250Δt and 350Δt) of projection of the rotational
vector on horizontal (Rot x-y) and vertical (Rot y-z) planes. Scale factor to the vectors is 1:2.
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Fig. 17. – Vertical plane near a density interface showing the velocity vectors from a PIV showing
the effect of the density interface on the reduction of the horizontal vorticity (Rot x-y).
the evolution and three-dimensional distribution of the component of the rotational
vector of velocity. The observed alterations in the vectors of any of the four graphs
are caused, logically, by the perturbations of velocity and rotational of velocity fields
simultaneously.
It is possible to observe in the horizontal planes the irregularities or alterations pro-
duced by the behaviour of “rot x-y” from an altered situation in very centred bands close
to y = 30 to other ones that they occupy most of the represented mesh in the graph of
350Δt. Similarly the associated vectors to the x and y components of the vorticity imply
opposite strong observable rotations in the case of very close vectors.
A parallel alignment of these rotations to second bisecting line of the drawn square
350Δt (rot x-y) is also observable. For vertical planes x = 30 (rot y-z) present the
distribution of the projections in a vertical plane x = 30 of the second and third com-
ponents of the rotational vector of velocity. For the instant 250Δt we find distributions
for these rotations related to the rotations in perpendiculars planes to each one of them
whose distribution centres in the line of z = 60 itself fundamentally and with modular
values sufficiently developed but still small. In the instant 350Δt the band affected by
these components show horizontal lines of development of the perturbation, we can ob-
serve also that in 250Δt perturbation values are closer to the centre of the mesh than
at 350Δt. Anyway we have to notice that horizontally it has not been intended to reach
the maximum length of grid because as we have already indicated in the figures that
show the 350Δt temporal interval the affected zone by the vortex occupies the totality
of extension grid practically.
Figures 17, 18 and 19 show the velocity and vorticity plots obtained from the PIV
analysis of the laboratory experiments, the flows are much more complicated than in
the numerical simulations because instead of a single vortex evolution, the experiments
represent the flow as the turbulence behind a grid decay, in order to simulate better the
experimental flow, an array of vortices, such as those generated by a Karman vortex
street behind an array of cylinders, would need to be introduced as initial conditions.
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Fig. 18. – Vertical plane near a density interface showing the horizontal vorticity (Rot x-y).
5. – Discussion
On the one hand, for a stable stratification case it is clear that the behaviour of the
vorticity vectors in a fully turbulent flow tends to align themselves with the vertical, even
if the flow is not completely two dimensional, even if these 2D flows are an ideal limit, we
may use the new conservation laws due to the reduction of one topological dimension to
Fig. 19. – Large resolution PIV of a horizontal plane near a density interface showing the
horizontal velocity field, the distribution of vortices as well as wave interactions are clearly
detected.
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explain and model the flat structure dynamics by random initial instabilities as precursors
of quasi-2D or under the horizontal and vertical shear conservation arguments. There
are still many arguments for or against an isotropic or an anisotropic and non-linear
statistic theory of “wave-vortex” interactions, supported by direct numerical simulations
and results of Lagrangian dispersion by passive tracers showing that diffusion looks dom-
inated by the linear modes of movement, essentially anisotropic dispersive waves and the
quasi-geostrophic modes, these interactions may even take place as a fractal-wave inter-
actions [17, 18]. While the organized eddies from non-linear interactions play a minor
role in the small-scale cascades the large eddies seem to dominate flows in the environ-
ment, specially when a 3D helicity component is present as in tornadoes, hurricanes,
etc. Paradoxically the measurement of eddy structures is easy to visualize than the more
elusive wave manifestations. The simulations presented in sect. 4, however, show very
clear the role of waves in the growth of vorticity patches. The reason is probably due to
the full 3D simulation of the vorticity that does not constrain the growth of the nonrota-
tional part of the velocity derivative tensor. In order to compare with the standard exact
(but probably not real) pure 2D flow, we will discuss next the basic equations of the
continuity and momentum, for an incompressible fluid, so that the continuity equation
reduces to
(17) Δ · u = 0
and the equation of motion of an incompressible, homogeneous geophysical fluid with
constant viscosity can be written as
(18)
∂u
∂t
+ ui
∂u
∂xi
= −1
ρ
∇p +∇φ− 2Ω ∗ u + v∇2u,
where p is the pressure, φ the gravitational potential, Ω the angular velocity of Earth and
ν kinematic viscosity. If the motion is primarily horizontal, then the flow is approximately
two dimensional, i.e.
(19) v = (u, υ, 0),
where u, υ are independent of depth. In a strictly 2D flow of this form there is only one
non-zero component of vorticity (the vertical) and
(20) ξ = (0, 0, ξ).
In the absence of dissipation, vorticity is conserved
(21)
Dξ
Dt
= 0
and this allows to define a stream function ψ so that
(22) u =
(
∂ψ
∂y
,−∂ψ
∂x
, 0
)
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and
(23) ξ = −∇2ψ,
so the equation of vorticity conservation becomes
(24)
∂ξ
∂t
+ J(ξ, ψ) = 0.
In strictly 2D flows with no dissipation we have conservation of energy
(25) u2 =
∫ ∞
0
E(k, t)dk
and of enstrophy
(26) ξ2 =
∫ ∞
0
k2 E(k, t)dk.
Conservation of enstrophy results from conservation of vorticity ξ (no stretching or twist-
ing) but only if the viscous losses of vorticity are low enough. In flow (2D) but with weak
dissipation the above results hold approximately. What is more interesting is to inves-
tigate the role of the most energetic vorticity peaks (or coherent structures) on the 2D
or 3D velocity and vorticity cascades. From the experimental results it is clear that for
real flows, eq. (26) is not exact, one of the possible reasons may be the role of viscosity
in dissipating vorticity at the small scales, but another possibility is the non-local as-
pects of the most energetic vortices, as seen in fig. 6, that seem to interact in a different
way.
The numerical model, even with a very small resolution may be used to investigate
the role of wave-vortex interaction in turbulence. The basis of this study is the turbulent
vorticity effects remarked and reinterpreted under Taylor’s theory [1] for the different
equations relating energy and vorticity in 3D. Once having obtained the system of equa-
tions shown in sect. 2, the numerical integration performed shows new details of the
evolution of one or several vortexes placed in the centre of the proposed numerical mesh.
A simplified equation system for the study of the almost 2D turbulence through an
explicit calculation of the 3D small-scale vorticity, allows to evaluate the kinetic energy
of the flow (throughout the Reynolds decomposition technique) leading to
∇ (E′c)+∇v · v+ ξ × v+ ξ′ × v′ = −∇Pρ or ∇
(
E′c
)
+ v∇v+ ξ′ × v′ = −∇P
ρ
,
ξ being the vorticity vector. This tells us that there are significant contributions to the
kinetic energy of the flow from the velocity-velocity gradient interactions, through the
vorticity-velocity interactions both at mean and at fluctuation levels and finally from the
pressure gradients that eventually lead to baroclinic vorticity.
The equation of continuity may also be used in the following form:
∂ρ
∂t
= −div (ρvtr)−
(
ξ × rc
) · ∇ρ
2
− ρ
2
div
(
ξ × rc
)
,
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vtr being a translation velocity, meanwhile the sub index c shows the invariance of r with
respect of the derivation. The experimental results may be used to relate energy and
vorticity for the different non-dimensional parameters. So far the simulations only model
the very low Richardson number experiments, which are the least 2D types of flows, but
the size growth is similar.
6. – Conclusions
We have developed a three-dimensional model for the study of the turbulence based
conceptually on the relation between turbulent vorticity and turbulent velocity. In the
same way we have obtained the systems of equations of motion and of energy highlight-
ing the presence of turbulent vorticity components and their transport. The system of
equations based on the simplest case (perfect fluid) to a more realistic turbulent model
using Reynolds’s hypothesis of decomposition has been used and integrated using finite
differences. This integration is proposed through three phases. In the first one we evolve,
from the initial values of a simple vortex, the second phase is solved by means of the use
of the equations of Navier-Stokes and of the vorticity turbulent equations. The disper-
sion originated in the results of the model by these equations grows very fast, probably
due to numerical errors. The third phase begins in step 23 and continues till step 400.
The equations used in this third phase correspond exclusively with the proposals for
turbulent flow with the inclusion of Reynolds’s decomposition. One of the new imple-
mentations of this model consists in using as point values the ones that are obtained when
the basic equations for turbulent flow are solved, while their average values are always
obtained as temporal average using the nine previous temporal values plus the present
temporal value, also averaged in space, thus for every point in the mesh that has been
discretized using a 3D Cartesian grid of 60 × 60 × 120. Then each of the points covers
a spatial and temporal turbulent array of about 5000 points. The temporal integration
has been showed throughout three different temporal phases as the turbulence imposes
over the laminar regimen growth (Navier-Stokes equations). The related average terms
have to be calculated through spatial average. At the second phase, some of those spatial
calculations are substituted by the vorticity system of equations. Finally, at the third
integration interval (last phase), we have proposed the use of temporal averages together
with this system of equation in order to evaluate the instantaneous terms [17].
The laboratory experiments, performed with a grid traversing a quasi–two-dimension-
al stratified flow, allow to measure also the evolution of the complex vorticity field and
show some common features with the numerical experiments based on the proposed vor-
ticity equations. One of the experimental features observed are the non-local behaviour
of the large vortices, this could be interpreted as due to the vortical-wave type of inter-
action [19].
In the simulations different vortices, in order to study the resolution of the problem,
have been placed in the central zone of the numerical domain. The results of the flow
evolutions are showed through a series of figures of velocity and vorticity fluctuations
that allow to explain some topological aspects of the eddies; for instance, their increase
in volume, their elongation along their motion, or the appearance of wave patterns, which
are not yet clear.
The main variables that have been used to show the behaviour and evolution of the
effect of the vortex have been the three components of velocity, three components of
average vorticity, the potential temperature and the turbulent perturbations of all of
them. In the simulations horizontal planes a symmetry appears on the right-hand and
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left-hand side of the first bisecting line of the numerical domain, however the samples in
vertical planes present different zones of alteration without any symmetry [20].
The variables with turbulent perturbation or indicating high turbulent vorticity, defi-
nitely are able to discriminate the zones of turbulence from the rest of alterations that the
vortex produces. The temporal evolution of the elongation of the affected zones by the
development of the vortex for the three components of velocity show that the horizontal
length suffers an increase 11% of its initial size each time step. The vertical elongation is
much smaller because the vertical transport and fluctuations, modelling a stratified flow,
are only about 10% of the horizontal ones.
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