We look for solutions of (−∆) s u + f(u) = in a bounded smooth domain Ω, s ∈ ( , ), with a strong singularity at the boundary. In particular, we are interested in solutions which are L (Ω) and higher order with respect to dist(x, ∂Ω) s− . We provide sufficient conditions for the existence of such a solution. Roughly speaking, these functions are the real fractional counterpart of large solutions in the classical setting.
Introduction
In the theory of semilinear elliptic equations, functions solving
where Ω is open and bounded, coupled with the boundary condition lim x→∂Ω u(x) = +∞ are known as boundary blow-up solutions or large solutions. There is a huge amount of bibliography dealing with this problem which dates back to the seminal work of Bieberbach [3] , for N = and f(u) = e u . Keller [18] and Osserman [22] independently established a sufficient and necessary condition on the nonlinear term f for the existence of a boundary blow-up solution which takes the form +∞ 
dt F(t)
< +∞, where
and it is known as the Keller-Osserman condition. One can find these solutions with singular behaviour at the boundary in a number of applications. For example, Loewner and Nirenberg [21] studied the case f(u) = u (N+ )/(N− ) , N ≥ , which is strictly related to the singular Yamabe problem in conformal Geometry, while Labutin [19] completely characterized the class of sets Ω that admit a large solution for f(u) = u q , q > , with capacitary methods inspired by the theory of spatial branching processes, that are particular stochastic processes. See also the purely probabilistic works by Le Gall [20] , and Dhersin and Le Gall [9] dealing with the particular case q = .
In this paper we tackle equation (1.1) when the Laplacian operator is replaced by one of its fractional powers. The fractional Laplacian (−∆) s , s ∈ ( , ), is an integral nonlocal operator of fractional order which *Corresponding author: Nicola Abatangelo: Université Libre de Bruxelles, CP 214, Boulevard du Triomphe, 1050 Ixelles, Belgium, e-mail: nicola.abatangelo@ulb.ac.be admits different equivalent definitions, see, e.g., [10] . We will use the following: because the data have to take into account the nonlocal character of the operator. Nevertheless, in [1] the author showed how this problem is ill-posed in a weak L sense, of Stampacchia's sort, unless a singular trace is prescribed at the boundary. A well-posed Dirichlet problem needs to deal with two conditions at the same time. Namely, if d denotes the distance to the boundary ∂Ω, it looks like (−∆)
where the data satisfy the following assumptions:
Further references in this direction are the recent works by Grubb [16, 17] , where also the regularity up to the boundary is investigated. This means in particular that in the context of fractional Dirichlet problems there are solutions with an explosive behaviour at the boundary as a result of a linear phenomenon. , respectively, at ∂B , see [1] . The existence of harmonic functions of this sort can therefore be used to prove, via a sub-and supersolution argument, the existence of boundary blow-up solutions to nonlinear problems of the form
with f(x, u) ≥ . Anyhow, this singular behaviour is driven by a linear phenomenon rather than a compensation between the nonlinearity and the explosion (as in the classical case). Indeed no growth condition on f arises except when h ̸ ≡ , where one needs
in order to make sense of the weak L definition. For this reason we address here the question of the existence of solutions to problems of the form
providing sufficient conditions for the solvability. In doing so, we extend the results by Felmer and Quaas [13] , and Chen, Felmer and Quaas [6] for f(u) = u p , which is the only reference available on the topic, and we also clarify the notion of large solution in this setting. The results listed in Theorems 1.3 and 1.5 below can be applied to a particular case of the fractional singular Yamabe problem, see, e.g., [15] .
Hypotheses and main results
We work with the following set of assumptions:
• Ω is a bounded open domain of class C .
• f is an increasing C function with f( ) = .
• F is the antiderivative of f vanishing in 0, that is,
(1.4)
• There exist < m < M such that 5) and thus f satisfies (1.2), because by integrating the lower inequality, one gets
We can therefore define the function
In what follows we will use the expression g ≍ h, where g, h : ( , +∞) → ( , +∞), to shorten the following condition:
"there exists C > such that h(t) C ≤ g(t) ≤ Ch(t) for any t > ." Remark 1.1. The function ϕ : ( , +∞) → ( , +∞) is monotone decreasing and
Moreover,
is of the same order as −(u f(u)) − / since for t > and some τ ∈ ( , t), by the Cauchy theorem, we have
This entails that the order of ϕ(u) is the same as (u/f(u)) / . Indeed, for u > and some t ∈ (u, +∞),
which belongs to (m, M) by hypothesis (1.5) . Note that hypothesis (1.7) is therefore equivalent to
(1.8) Remark 1.2. In [18] and [22] condition (1.2) is proven to be necessary and sufficient for the existence of a solution of
Note that if we set s = in (1.7), then
and we get the condition to force the classical solution u to be L (Ω). Indeed, in [11, Theorem 1.6] it was proved that a solution u satisfies
This yields that u ∈ L (Ω) if and only if ϕ − , the inverse function of ϕ (recall it is monotone decreasing), is integrable in a neighbourhood of , i.e., with a change of integration variable
Our results can be summarised as follows. Theorem 1.3. Suppose that the nonlinear term f satisfies hypotheses (1.5) and (1.7) above and
Then, the following problem: 
Then, the following problem: The strategy to prove the existence result in Theorem 1.3 is to build the sequence {u k } k∈ℕ of solutions to the following problem²: 15) and then let k ↑ +∞. In case u k admits a limit, then we will need to prove that this is the solution we were looking for. This might also be called the minimal large solution, by borrowing the expression used in the classical theory. We can also provide a partial nonexistence result. Theorem 1.9. Suppose there exist a, b > for which f(t) ≤ a + bt for any t ∈ ( , +∞).
(1.16)
In the case of power-like nonlinearities we can prove the following. Theorem 1.10. Let f(t) = t p , p > . Then, the following hold:
, then the approximating sequence converges to a solution u of (1.11) and 
Notations
In the following we will always denote by CE = ℝ N \ E for any E ⊂ ℝ N .
Hypothesis (1.5) implies that f(t)t − −M is monotone decreasing and f(t)t
We write this monotonicity conditions as
The function F satisfies, similar to (1.5), the following inequalities:
Indeed, by integrating (1.5), we deduce
Let ψ = ϕ − be the inverse of ϕ, so that
The function ψ is decreasing and ψ(v) ↑ +∞ as v ↓ . Moreover, by Remark 1.1 and (1.18), for u > and some y ∈ (u, +∞), we have
as we have done for (1.17) above. Also, by (1.18) and (1.20), we have
Construction of a supersolution
In this paragraph we prove the key point for the proof of Theorems 1.3 and 1.5, that is, we build a supersolution to both problems by handling the function U defined in (1.23) below.
Since by assumption ∂Ω ∈ C , the function dist(x, ∂Ω) is C in an open strip around the boundary, except on ∂Ω itself. Consider a positive function δ(x) which is obtained by extending dist(x, ∂Ω) smoothly to
Proof. Since both ψ and δ s are continuous in Ω, we have that U ∈ L loc (Ω). Fix δ > small and consider Ω = {x ∈ Ω : δ(x) < δ }. We have (using once the coarea formula)
Apply now the transformation ψ(t s ) = η to get
where, by Remark 1.1,
which is finite by (1.8).
The following Proposition shows that U is a good starting point to build a supersolution. The proof is technical but this is the key step for the following. Proposition 1.12. For some C, δ > , the function U defined in (1.23) satisfies
Before giving the proof, we prove a preliminary lemma. Lemma 1.
Let Ω ⊂ ℝ N be a bounded open domain with compact boundary ∂Ω. Cover ∂Ω by a finite number of open portions
Proof. For any j = , . . . , n, the function η → dist(η, ∂Ω \ Γ j ) is continuous on ∂Ω and so is the function η → max j dist(η, ∂Ω \ Γ j ). There exists a point η * ∈ ∂Ω, where η → max j dist(η, ∂Ω \ Γ j ) attains its minimum. Such a minimum cannot be because η * belongs at least to one of the Γ j . This implies that for any η ∈ ∂Ω, there exists i(η) ∈ { , . . . , n} such that
Proof of Proposition 1.12. We start by writing, for x ∈ Ω,
Let us begin with an estimate for
where we have set
In Ω we have in particular δ(y) > δ(x) so that, since ψ is a decreasing function, the first integral contributes by a positive quantity. Now, let us turn to the integrals on Ω and Ω . Set x = θ + δ(x)∇δ(x), θ ∈ ∂Ω. Up to a rotation and a translation, we can suppose that θ = and ∇δ(x) = e N . Let {Γ j } n j= be a finite open covering of ∂Ω and let Γ := Γ i( ) (in the notations of the last lemma) be a neighbourhood of on ∂Ω chosen from {Γ j } n j= and for which (1.25) is fulfilled. Let also
The set Γ ⊂ ∂Ω can be described as the graph of the following C function:
The integration on (Ω ∪ Ω ) \ ω is of lower order with respect to the one on (Ω ∪ Ω ) ∩ ω, since in the latter we have the singularity in x to deal with, while in the former |x − y| is a quantity bounded below independently on x. Indeed, when y ∈ (Ω ∪ Ω ) \ ω, we have
where δ(x) is small and the first addend is bounded uniformly in x by (1.25).
We are left with
Let us split the remainder of the estimate in steps.
First step: The distance between x and y. We claim that there exists c > such that
Since in our set of coordinates x = δ(x)e N , we can write
We concentrate our attention on |δ(y) − y N |. The idea is to show that this is a small quantity. Indeed, in the particular case when Γ lies on the hyperplane y N = , this quantity is actually zero. As in the definition of ω,
where ∇δ(y) is the inward unit normal to ∂Ω at the point η, so that
where, in this case, C = ‖γ‖ C (B r ) depends only on the geometry of ∂Ω and not on x. By (1.28), we have
where, again, C = ‖γ‖ C (B r ) and (1.27) is proved provided x is close enough to ∂Ω.
Second step: Integration on Ω ∩ ω. Using the regularity of ψ and δ we write
where
By the definition of Ω and by (1.21), we can control the sup-norm by the value at x, i.e.,
and using equation (1.22), we finally get
If we now retrieve the whole integral and exploit (1.27), we have
We focus our attention on the integral on the right-hand side. By the coarea formula,
We can retrieve now the chain of inequalities we stopped above:
Third step: Integration on Ω ∩ ω. Using (1.27) once again, we have
The term we have obtained is of the same order of
Recall now that ψ(δ(x) s )δ(x) − s is in turn of the same size of ψ ὔὔ (δ(x) s ) by (1.22).
Fourth step: The outside integral in (1.26). We focus now our attention on
First, by using the monotonicity of ψ, we write
The second integral gives
because the distance between x and y is bounded there. Again we point out that
which is of the order of ψ ὔὔ (δ(x) s ), by (1.29) and (1.22).
In conclusion, we have proved that for δ(x) sufficiently small,
holds in a neighbourhood of ∂Ω.
Starting from U, it is possible to build a full supersolution in view of the following lemma. Lemma 1.14. Let v : ℝ N → ℝ a function which satisfies (−∆) s v ∈ C(Ω). If there exist C, δ > such that
Proof. Define ξ : ℝ N → ℝ as the solution to
and consider u = μv + λξ , where
where we have heavily used the positivity of ξ and (1.17). Now, since (−∆) we get the ratio u /( −s) / F(u), and applying once again L'Hôpital's rule, this time to u /( −s) /F(u), we get u ( +s)/( −s) /f(u), which diverges by hypothesis (1.10). Indeed, since f is increasing,
Collecting the information so far, we have that Lemmas 1.11, 1.14 and 2.1 fully prove the following theorems.
Theorem 2.2. If the nonlinear term f satisfies the growth condition (2.1), then there exists a function u which is a supersolution to (1.11). Moreover, u = μψ(δ s ) + λξ in Ω,
where ξ is the solution of (1.30), λ > and μ = max{ , C /M }, where C > is the constant in (1.24) and M > the one in (1.5). (1.14) . Moreover,
Theorem 2.3. There exists a function u which is a supersolution to
where ξ is the solution of (1.30), λ > and μ = max{ , C /M }, where C > is the constant in (1.24) and M > the one in (1.5).
Proof of Theorem 1.3
Build the sequence of solutions to problems of the following form: The first tool we need is a Comparison Principle.
Lemma 2.4 (Comparison principle). Let v, w
If v ≤ w in U α := {x ∈ Ω : δ(x) < α} for some α > , then v ≤ w in the whole Ω.
Proof. Consider Ω + = {v > w} ⊂ (Ω \ U α ). The difference v − w achieves its (global) maximum at some point
in view of the monotonicity of f . Thus, Ω + must be empty.
Step 1: {u k } k∈ℕ has a pointwise limit. is well defined and finite for any x ∈ Ω. Also, ≤ u ≤ u in Ω and since u ∈ L (Ω), by Lemma 1.11 we have that u ∈ L (Ω).
Step 2: u ∈ C(Ω). Fix any compact D ⊂ Ω and choose c > such that δ(x) > c for any
For any k, j ∈ ℕ, we have
and therefore 
When x ∈ D ⊂ D one has |x − y| > c for any y ∈ C D, and therefore
where the last integral converges by monotone convergence to independently on x. This means the convergence u k → u is uniform on compact subsets and since {u k } k∈ℕ ⊂ C(Ω) (cf. [1, Theorem 1.2.12]), we have also that u ∈ C(Ω).
Step 3: u ∈ C (Ω). This is a standard bootstrap argument using the elliptic regularity in [25, Propositions 2.8 and 2.9].
Step 4: u solves (1.11) in a pointwise sense. The function (−∆) s u(x) is well defined for any x ∈ Ω because
Using the regularity results in [25, Propositions 2.8 and 2.9], we have
for some constant λ > depending on Ω and not on k. This entails
and completes the proof of Theorem 1.3. Remark 2.5. The proof of Theorem 1.5 is similar. Indeed, in the same way, the sequence of solutions to the following problem:
approaches a solution of problem (1.14), which lies below the supersolution provided by Theorem 2.3.
Proof of Theorem 1.9
Following [1], we write the Green representation for u k :
Denoting simply
we get
Recall that ξ ≍ δ s and h ≍ δ s− . Applying [1, Proposition 3], we see that
holds when x is taken close enough to ∂Ω. This concludes the proof.
The power case: Proof of Theorem 1.10
Proof of (1). We show how the following problem:
does not admit any weak or pointwise solution.
In both cases the solution would satisfy u ≥ cδ s− in Ω for some c > . If u was a weak solution then for any ϕ ∈ T(Ω),
because (1.10) does not hold, a contradiction. If u was a pointwise solution, then by Lemma 4.4 it would be a weak solution on any subdomain
If u denotes the s-harmonic function induced by E u = , then u ≤ u in Ω and
because (1.10) does not hold, a contradiction. Proof of (2). We apply Theorem 1.3 when f(t) = t p . In this case,
so that hypothesis (1.5) is fulfilled. The function ϕ reads as (cf. equation (1.6))
Hypothesis (1.7) can then be written as
Pointwise solutions vs weak L solutions
For the sake of clarity we recall here the definitions involved. In the following, Ω will always be a bounded open subset of ℝ N with C boundary. Definition 4.1. Given three measurable functions f : Ω → ℝ, g : CΩ → ℝ and h : ∂Ω → ℝ, a function u : ℝ N → ℝ is said to be a pointwise solution of (−∆)
provided that the following hold:
converges for any x ∈ Ω and
(iv) For any θ ∈ ∂Ω the limit lim x→θ δ(x) −s u(x) exists and the renormalized limit E u satisfies E u(θ) = h(θ). Definition 4.2. Given three measurable functions
the following holds:
For further details and notation, we refer to [1] . 
Then, u is also a pointwise solution.
Proof. We can write u as the sum
where u is the s-harmonic function induced in Ω by the data g and h. For any x ∈ Ω, in a pointwise sense we have that (−∆) s u(x) = f(x), in view of the regularity of f and the construction of the Green kernel. Then, to completely prove the lemma, it suffices to prove
This is proved in Lemma 4.5 below. Then,
Proof. Equation 
We are going to show that it converges to as η ↓ . By splitting f into its positive and negative part, we can assume, without loss of generality, that f ≥ . Fix σ ∈ ( , s) and exchange the order of integration in (4.4).
Our claim is that
This would prove
where the second addend converges to as η ↓ by (4.2). For the first addend, we have that η σ f(y)δ(y) s−σ converges pointwisely to zero for any y ∈ Ω and η σ f(y)δ(y) s−σ ≤ f(y)δ(y) s if y ∈ Ω ∩ {δ(y) > η}. Therefore, we have the convergence to by dominated convergence.
We turn now to the proof of (4.5). For any y ∈ Ω one has
where we have used the regularity at the boundary in [1, Proposition 1.2.9]. In particular, (4.6) holds when δ(y) > η.
To prove the other part of (4.5), we write (dropping from now on multiplicative constants depending on N, Ω and s)
and we are allowed to perform the computations only in the case where ∂Ω is locally flat where the above reads as We deal first with the integral in the ρ variable. We have⁴
The two quantities are both integrable in t = and converge to a positive constant as t ↑ +∞, therefore
which completes the proof of (4.5).
Variational weak solutions vs weak L solutions
In this subsection we are going to prove the equivalence -for some class of Dirichlet problems -between the definition of weak L solution and the more standard one of variational weak solution. Definition 4.6. Given f ∈ L ∞ (Ω), a variational weak solution of 
Proof. Consider ϕ ∈ T(Ω). Then,
where we have used Lemma 4.7 on ϕ. Then, u is also a variational weak solution of (4.7).
Proof. Call w the variational weak solution of (4.7). By the previous Lemma, w is also a weak L solution. We thus conclude u = w, by the uniqueness of a weak L solution. 
Examples
In the next two examples we look at the two critical cases in the power-like nonlinearity, adding a logarithmic weight. 
