In this work, a method is described to extend the iterative Hirshfeld-I method, generally used for molecules, to periodic systems. The implementation makes use of precalculated pseudo-potential based charge density distributions, and it is shown that high quality results are obtained for both molecules and solids, such as ceria, diamond, and graphite. The use of such grids makes the implementation independent of the solid state or quantum chemical code used for studying the system. The extension described here allows for easy calculation of atomic charges and charge transfer in periodic and bulk systems.
I. INTRODUCTION
One of the most successful concepts in chemistry is that of "atoms in molecules" (AIM). It states that the properties of a molecule can be seen as simple sums of the properties of its constituent atoms. An impressive amount of insights has been obtained from such a viewpoint, although a precise definition of an AIM remains elusive. [1] [2] [3] All AIM methods have the common purpose of trying to improve our understanding of chemical concepts such as molecular similarity and transferability between molecules. 4 Since the concept of AIM is basically about how one should divide the electrons, more specifically the charge density distribution (CDD) ρ(r) in the molecule between the different "atoms", this leads to two obvious categories of approaches in which most of the methods used for defining AIM can be divided. The first category of approaches is based on the wave-function/states of the system, and most of the work is performed in the Hilbert space of the basis functions used. One of the most famous examples here is (probably) the Mulliken approach. 5, 6 The second category of approaches is based on the division of the CDD as it exists in real-space space. In these real-space approaches the molecule is split into atomic basins, that can overlap such as in the Hirshfeld 7 and derived methods, [8] [9] [10] [11] [12] or that are non-overlapping such as in Bader's approach. 13 The concept of AIM is strongly linked to the concept of transferability. Because both are central in chemistry, and chemists mainly focus on molecules, they are mostly used for molecules. 14, 15 There is, however, no reason why these concepts should not be applicable for periodic systems such as bulk materials. Even more, if these concepts are truly valid, they should hold equally well for solids as for molecules, and should provide additional insight in the chemical properties of defects, such as dopants, interfaces and adsorption of molecules on surfaces.
In this work, we have implemented an extension of the iterative Hirshfeld-I approach 8 to periodic systems, as a module in our HIVE-code. 16 The implementation makes use of grid stored CDDs, which can easily be generated by standard solid state and quantum chemical codes.
In Sec. II a short review of the parameters used in the solid state and quantum chemical codes is given. Afterwards the basic theory behind the Hirshfeld-I method is presented and extended to periodic systems. In addition, the spatial integration grid, pseudo-potentials and stored CDDs are discussed in view of the Hirshfeld-I method for periodic systems. In Sec. III the influence of the different grids on the accuracy is discussed. We also identify a delocalization problem in the radial CDDs which originates from the plane wave approach and periodic boundary conditions (PBC) used in the solid state code, and a simple and effective solution for this issue is presented. As a last point, the atomic charges in some simple periodic systems are calculated, showing that the algorithm works correctly. Finally, in Sec. IV some conclusions are given.
II. METHODS

A. Atomic and molecular calculations
Hirshfeld-I calculations require CDDs as input. These can be obtained from electronic structure calculations using standard solid state or quantum chemical codes. In this work we have chosen to perform these calculations within the DFT framework using the projector augmented wave (PAW) approach for the core-valence interaction and the local density approximation (LDA) for the exchange-correlation functional as implemented in the VASP code. 17, 18 The kinetic energy cut-off is set at 500 eV and the k-point set is reduced to the Γ-point for molecular and atomic calculations. For the bulk materials sufficiently converged k-point sets were used. To optimize the geometry of the molecules and periodic materi-als a conjugate gradient algorithm is applied. For molecular calculations only the atom positions are optimized, for bulk materials the cell parameters are optimized simultaneously. All molecules are placed in periodic cells of 20.0 × 21.0 × 20.5Å
3 , which provide a sufficiently large vacuum region between periodic copies of the molecules, to prevent interaction.
Hirshfeld-I data computed using the approach detailed in the present study, are compared to those obtained using more common molecular calculations of AIM properties. For the set of 168 neutral molecules previously studied by Bultinck et al., 8, 19 geometry optimization and Hirshfeld-I charge calculations are performed at the Local Spin Density Approximation 20,21 level with the Slater exchange functional 22 and the VWN5 correlation functional 23 as implemented in Gaussian-03. 24 Numerical integrations are carried out using Becke's integration grid with 170 angular points in the Lebedev-Laikov grid.
25,26
The Hirshfeld-I charges are considered converged if the largest change in charge of any atom is below 0.0005e.
B. Hirshfeld methods
The basic idea behind the Hirshfeld method, 7 also known as the stockholder method, is that the AIM share the charge density in each point of space. This means that the AIM CDD becomes a weighted partition of the molecular CDD. Formally this can be written as:
with ρ mol (r) and ρ AIM A (r) the CDDs for the molecule and the AIM. All sums are taken over the entire set of AIM, and w H A (r) is the Hirshfeld weight function for atom A. From these equations the Hirshfeld weight can be written as:
Since the ρ AIM (r) are the CDDs sought, they cannot be used as input. The Hirshfeld method circumvents this problem by using spherically averaged reference state atomic CDDs ρ • X (r). In the original paper by Hirshfeld the neutral atomic ground state is used as reference state.
7 When summing these isolated atomic CDDs over all AIM, one gets the so-called 'promolecular ' CDD instead of the actual molecular CDD:
It is then assumed that the difference between this promolecular CDD and the actual molecular CDD has only little influence on the Hirshfeld weight w H A (r). As a result one can write the CDD of an AIM A as: (4) where the population of the atom A is given by n • A . In the original Hirshfeld approach, neutral atoms were used as reference. This, however, has been identified by several authors to be a major weakness of the method as changing the choice of the promolecular atom charges can have a highly significant effect on the resulting AIM 2, 3, 8, 27, 28 From eq.(4) it is easy to understand that the resulting ρ AIM A (r) will tend to be as similar to ρ • A (n • A , r) as possible 1, 8, 29 , explaining why the Hirshfeld populations strongly depend on the choice of reference atomic CDDs. Fortunately, this problem can be resolved by using the iterative Hirshfeld-I scheme. 8, 10 For each iteration i, the obtained ρ (r) is a weighted part of the molecular CDD. The resulting CDD will generally be not spherically symmetric but show protrusions along the directions bonds are formed.
The extension of the Hirshfeld and Hirshfeld-I methods from molecules to bulk and other periodic materials is quite trivial from the formal perspective. The main problem lies in the fact that a bulk system is considered to consist of an infinite number of "atoms in the system"(AIS). Calculating the atomic charge densities for all AIS can, for a periodic system, be reduced to only the atoms in a single unit cell since all periodic copies should yield the same results.
In addition to this, also the summation limits in Eqs. (2), (3) and (4) change. Where for molecules the sum over B is a finite sum over all AIM, it becomes an infinite sum over all AIS. Because atomic CDDs drop exponentially, the density contribution to the "prosystem" CDD ρ prosys (r) =
, r) of atoms at larger distances becomes negligible. This allows us to truncate the infinite sum to include only the atoms within a certain 'sphere of influence' (SoI), i.e. all atoms of which the contribution to the prosystem CDD is not negligible.
Within the iterative Hirshfeld-I scheme we then get:
where
with i indicating the iteration step, and ρ i A (n i A , r) the atomic CDD for an atom A with a population n i A given by
where ρ system (r) is the CDD of the periodic system.
C. Spatial integration of the population
In chemistry, due to the exponential decay of the charge density of atoms and molecules, and due to the sharp cusps present in CDDs at the atomic nuclei, atom centered grids are widely and successfully used. This makes them ideally suited for integrations such as given in Eq. (7). The multicenter integration scheme proposed by Becke splits up the full space integration into a set of overlapping atom centered spherical integrations. 25 To solve the problem of double counting in the overlapping regions a weight h A (r) is given to each point in space for every atom A in the system, such that
This weight function indicates how much a point 'belongs' to a certain atom A. The weight function can be binary, when the space is split up in Voronoi or Wigner Seitz cells, 32, 33 or smoothly varying, as is the case in the Becke scheme. 25 As a result, an integrand F (r) can be decomposed as F (r) = AIS A h A (r)F A (r) and the full integration becomes
where the sum over all AIS is again an infinite sum. However, in numerical implementations for periodic systems, the exponential decay of the atomic CDD allows us to truncate both the infinite sum and integration region of Eq. (9), without significant loss of numerical accuracy. The sum can be reduced to contain only the atoms included in the SoI of atom A (orange circles in Fig. 1 ), because only these atoms contribute significantly to the density in the integration region around atom A. In addition, the integration region for all atoms in the SoI can be reduced even further, without loss of accuracy, to only the region that overlaps with the spherical integration region of atom A (blue shaded disc in Fig. 1 ). D. Grid stored charge densities and frozen core pseudo-potentials.
In periodic systems, the use of PBC allows one to reduce the system size dramatically. For bulk materials this even allows simple systems, such as face-centered cubic Cu or Ni, to be represented using single atom unit cells. A useful side effect of such reduced cells is that it is easily possible and relatively cheap to store the CDD ρ system (r) on a three dimensional grid covering the unit cell, and thus fully describing the entire infinite system. The use of such precalculated charge density grids speeds up the Hirshfeld method significantly, since there is no more need to calculate the charge density at any given grid point starting from the wave function of the system. This also makes the implementation independent of the code used to generate the system. The drawback, however, is a slightly reduced accuracy. Since the charge density grid has a finite resolution, interpolation between the stored grid points is needed. This effect is discussed in the following section.
In chemistry, it is usually sufficient to consider only the valence electrons to describe the interactions between atoms. The core electrons are often considered inert as a result, and are kept frozen during calculations, greatly reducing the computational cost for heavy atoms. This has two small but interesting side effects on the calculated radial charge distributions. Firstly, the integrated charge equals the number of valence electrons only, since the core electrons are not explicitly treated. Secondly, the resulting radial profile is not necessarily monotonically decreasing, showing a minimum or even negative values at the core of the atom (e.g. Fig. 4 ). The origin of this behavior lies in the practical implementation of the PAW pseudo-potentials. 17, 18 By using the same pseudo-potentials for generating the atomic charge distributions and the charge distribution of the system under study, however, no errors are introduced since both systems contain the same frozen core contribution.
III. RESULTS AND DISCUSSION
To this date we are aware of few implementations for periodic systems of the Hirshfeld and Hirshfeld-I approach, but their number is steadily rising. Pendás et al. 34 investigated Hirshfeld surfaces as approximations for interatomic surfaces for LiF and CS 2 crystals. The Cut3D plugin of the ABINIT code can be used to calculate Hirshfeld charges, [35] [36] [37] [38] and recently Leenaerts et al. implemented a "subsystem" based Hirshfeld-I method to study graphane, graphene fluoride and paramagnetic adsorbates on graphene. [39] [40] [41] In a recent publication Watanabe et al. 42 presented Hirshfeld results for metal-organic frameworks using the DDEC-code of Manz and Sholl. 9 The same code was probably also used in the investigation of charge injection in graphene layers by Rogers and Liu. 43 These authors present Hirshfeld-I charges, though they do not mention explicitly how these were obtained.
It is clear that there is a growing interest in codes that can provide atomic populations, however, only few true bulk systems have been investigated using a purely atom based Hirshfeld-I method. For this reason most numerical tests in this work are performed on molecules, though we will investigate the behavior of periodic systems at the end of this section. As a first test system we have chosen the CO molecule. Its small size makes it easily suitable for quick test calculations, and its heteronuclear structure should result in a non-zero charge transfer, at least at equilibrium distance.
Before proceeding, the different grids used in our current setup of the Hirshfeld-I scheme for periodic systems are introduced. In this setup there are two 'types' of CDDs: that of the system and that of the free atoms/ions, which are indicated in the following as the subscripts 'sys' and 'atom', respectively. In this, 'system' refers to the object of which we want to obtain the atomic charges, and can thus refer to bulk materials, wires, molecules or even single ions. The free atoms/ions on the other hand refer to the single atoms which are used for the generation of the reference radial CDD ρ i X of eqn.(5). For both types there are two kinds of 3D grids involved:
1. Linear grids: Instead of using the analytical expression for the underlying wave function, we use the CDDs stored by VASP on a finite numerical grid. These grids span a single unit cell and use uniformly spaced grid points in direct coordinates.
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(cf. Sec.III A) In the remainder, the following notation is used:
• V atom : The linear grid for the reference atom density distributions as obtained from the atomic calculations.
• V sys : The linear grid for the (poly)atomic system under study 2. Spherical grids: These are atom centered grids which are not limited to a single unit cell. The spherical grids decompose into a radial and a shell grid. In our current setup, a logarithmic grid is used as radial grid, such that closer to the core the grid is sufficiently dense to describe this region accurately. The number of radial points was chosen to equal the numbers suggested by Becke. 25 At each point in this radial grid grid, a shell is located on which grid points are distributed according to a Lebedev-Laikov grid. 26 (cf. Sec. III B) The total number of grid points S equals the sum over all atoms of the number of radial points (R A ) used for that atom times the number of points on each shell (σ): S = A R A · σ. In the remainder only σ is varied to study the stability of the integrations. Two three-dimensional spherical grids are distinguished:
• S atom : Total spherical grid used to generate the reference spherically averaged radial density distribution for the atoms.
• S sys : The multi-center spherical grid for the system under study.
Note that the results of the Hirshfeld-I AIM analysis depend directly on S sys but also indirectly on S atom as this determines the quality of the isolated atomic CCDs.
A. Charge density grids Vsys and Vatom
As was mentioned in the previous section, the use of stored grid-based CDDs introduces small inaccuracies due to the need for interpolation between the existing grid points. The charge of the C atom in a CO molecule are generated. It clearly shows the influence of both grids to be independent, since all curves have the same shape. Looking in detail at the exact numbers reveals that for both grids the same accuracy is obtained (cf. Table I ). This means that the change in population of the C atom in CO is the same when the same changes are made in either the V atom or the V sys grid; i.e. the change in the population (in absolute value) of the C atom is comparable when going from the black to the red curve and when going from a point at 10 grid points perÅ to a point at 20 grid points per A on the same curve in Fig. 2 . Figure 2 and Table I also show that quite a dense mesh is needed to obtain very accurate results. Though this is not a big problem for periodic systems with small unit cells, it could become problematic for molecules which require big unit cells to accommodate the vacuum required to prevent interaction between the periodic copies. The same is true for high accuracy V atom grids, which are required for high accuracy atomic radial densities. Fortunately, these must only be generated once, and the high resolution radial densities can then be stored in a library.
B. Spherical integration grids Ssys and Satom
Because the populations and charges in the Hirshfeld(-I) approach are obtained by an integration of the CDD of the system, attention needs to be paid to the integra- 
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The large number of grid points for the diamond system, is due to its large SoI (see text).
tion grid used. The current implementation uses a multicentered grid, as was noted in Sec. II C. In this setup we used Lebedev-Laikov grids on the spherical shells of the integration grids.
26 Figure 3a shows the influence of the number of grid points per spherical shell on the accuracy; note the log-log scale used. In general, a denser grid results in a more accurate value for the population. However, different atoms in the same system, and the same calculation can show different convergence, as is shown by the curves of the C and O atoms of a CO molecule. To have the population of the system atoms converged to within 0.001 electron a few hundred grid points per shell are required. For a molecular calculation the multi-center grid, S sys , only requires a few tens of thousands of grid points, as is seen in Fig. 3b . However, a Hirshfeld-I calculation for a bulk material such as diamond, which also has only two atoms in its unit cell, requires a multi-center grid S sys with several tens of mil-lions of grid points. This difference by a factor thousand originates from the fact that the SoI for the diamond unit cell contains a few thousand atoms, which all contribute to the total number of grid points that need to be evaluated. This makes it very important to reduce the SoI to an as small as possible size without significant loss of accuracy.
C. Atomic radial CDDs
The atomic CDDs are calculated in a periodic cell under PBC, and stored on 3D charge density grids V atom (cf. Sec. III A). The atomic radial CDDs are obtained from these through spherical averaging of the density distributions. Spherical averaging is done using the S atom grid, with spherical shells containing Lebedev-Laikov grids of 5810 grid points. 26 The resulting distributions for different C ions are shown in Fig. 4a . The populations obtained by spherical integration over these distributions shows that the correct populations are obtained for the neutral and the positively charged ions. The negatively charged ions show a population which is too small. Moreover, the curves in Fig. 4a increase again for longer ranges. This increase is not (only) due to overlapping tails of periodic copies in neighboring cells; extrapolating the decreasing part of the curve, and multiplying with the number of periodic nearest neighbors would give a much smaller value at a distance of 10Å than is now the case. The origin of the increase lies in the fact that the plane wave approach used for the atom calculations can only bind a limited amount of extra electrons to a given atom. This amount varies from atom to atom. As a result, it tries to place the excess electrons as far from the atom as possible. Due to strong delocalization inherent to plane waves these electrons are spread out over the vacuum between the atoms, with the highest electron density at the center of the unit cell; i.e. as far from the atoms as possible.
It is interesting to note that this artifact is purely due to the use of plane waves, which try to smear out the unbound electrons over the entire (empty) space. If one uses Gaussians instead, the additional electrons are bound by definition through the basis set used, even if these electrons should not be bound to the atom anymore. From the modeling point of view one might prefer this latter type of artifact over the former, since we are interested in the CDD of the electrons for 'free ions', irrespective of their bound or unbound nature. Later in this section we show how this delocalization problem can be solved in a simple way. Figure 4b shows that this artifact is independent of the resolution used for the V atom grid, as the different curves nicely overlap. Figure 4c shows the influence of the periodic cell size on this artefact. In case of the presented hydrogen ions, it shows that using a cubic periodic cell with a side of 20Å, the curves for H − and H 2− coincide in the short range region. Moreover, they don't show the expected exponential decay, and increase sharply at longer range. Using a larger unit cell appears to solve these problems: firstly, the radial distributions for the two ions become distinguishable, and show the expected exponential decay. Secondly, the point where the excess electrons start to interfere noticeably is pushed back to a larger distance.
This type of behavior is seen for all atom types investigated, positive up to neutral ions give the expected radial distributions, while the negative ions seem hampered by the fact that only a fraction of the additional electrons can be attached to the atom. Fluorine and chlorine are in this respect exceptional since for these atoms also the F − and Cl − ions give good distributions and populations. This could be considered a result of the high electron affinity of these elements.
We find that for most negatively charged ions the populations are too small. As a result, the calculated Hirshfeld weight w H A (r) for a negatively charged AIM A is underestimated. The easiest way to compensate for this discrepancy is by scaling these specific distributions such that the correct population is found after integration. This way the shape of the curve is maintained, but the resulting weights w H A (r) increase. To investigate the effects of such a scaling and the erroneous tails shown in Fig. 4 , we compare the results of three types of atomic radial density distributions. To that end, the reference set of molecules previously used in Hirshfeld-I studies by Bultinck et al. 8, 19 is used. This set consists of 168 neutral molecules containing only H, C, N, O, F, and Cl.
The first set of atomic radial CDDs, called R1, contains the density distributions as shown in Fig. 4a , where the radial distribution is obtained from a periodic cell of 20 × 20 × 20Å 3 . For the second set, which is referred to as R2, we have combined these results with the results from a periodic cell of 40 × 40 × 40Å 3 but with a lower grid resolution. In this case, the core part of the radial distribution is taken from the 20 × 20 × 20Å 3 unit cell with the high resolution grid and connected to the tail part obtained from the 40 × 40 × 40Å 3 unit cell. As a result, the high accuracy for the core part of the distribution is maintained, and the tail is corrected through the removal of the delocalized electron contribution. Note that for these distributions, the curves are limited to a distance of 10Å from the core, i.e. the same maximum radius as is available from the 20 × 20 × 20Å 3 periodic cells. Because the excess tail electrons are not included anymore, the spherically integrated populations of the negative ions are slightly smaller than they are for the R1 set.
For the third set, R3, the same procedure as for R2 is used, but this time the curves are normalized for the negative ions such that the correct population is given on spherical integration of these radial CDDs.
To test the accuracy of the results obtained in our periodic implementation using these three different atomic radial density distribution sets, we compare the results for a large benchmark set of molecules with those obtained by a Hirshfeld-I implementation based on a molecular program (cf. Sec. II A). First, two sets of calculations are performed to check the influence of the geometry on the results. The first set used the optimized geometries obtained from Gaussian calculations, and the second set used optimized geometries obtained through VASP calculations. For both sets the R1 atomic radial distributions are used. Table II shows that the resulting correlations are nearly identical, despite the small differences in geometries for the two sets. Although the correlation coefficients R 2 can be considered reasonable, the spread on the C and N data points is quite large. Furthermore, the slope of the linear fit of the C and N data is much too big. In both cases the intercepts are acceptably small.
Looking at the effect of fixing the tail of the atomic distributions, through the use of the R2 set of atomic radial density distributions, we see a slight increase in the slope for the C and N data, but in general the obtained values for the correlation, intercept and slope remain comparable to the previous sets of calculations. For the results obtained with the R2 radial distributions, Table II also shows the standard deviation of the difference between our calculated results and those of the reference data. The values are similar for the first two sets, which are therefore not shown. Table II shows the deviation for the C and N data sets to be one order of magnitude larger than for the other elements. It is unclear to the authors why specifically these two elements show such a bad behavior. Looking at the underestimation of the atomic population for the monovalent anions we find an error of roughly 0.5e for H and N, and 0.3e for C and O. On the other hand for F and Cl an underestimation of 0.1 and 0.0e, respectively, is found. The only aspect in which C and N differ from the other elements is that both can show large positive and negative charges.
The correlation results of the R3 atomic radial density distributions show a clear improvement over the previous results. For each data set the slope is closer to unity, though the intercepts remain as before. Especially the C and N results show a large improvement. Their standard deviation gets halved which is clearly visible in the correlation plots in Fig. 5a and b . This immediately shows that the simple scaling used for fixing the underestimated population due to the delocalization problem does not introduce large artifacts. In contrast, it actually shows that the shape of the radial CDD of the negatively charged ions is correct.
D. Periodic systems
In this final section some actual periodic systems are considered. Their structures are presented in Fig. 6 : the systems of choice are diamond, graphene, graphite, CeO 2 , and Ce 2 O 3 . The diamond and graphene systems, have the property that all C atoms are equivalent, which . In both cases the VASP optimized geometry was used for the VASP based Hirshfeld-I calculations, while Gaussian optimized geometries were used for the reference calculations.
should result in zero charges on all atoms. Graphite is The ball-and-stick representations are generated using the VESTA visualization tool.
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quite similar to graphene, however, two inequivalent C positions are present (cf. Fig. 6c ). For all these systems we use the radial atomic CDDs of the R3 set, with a spherical integration grids S atom containing 5810 grid points per shell. Table III shows the k-point sets used for the periodic systems, the number of atoms per unit cell and the number of atoms included in the SoI. The grid point separation for the V sys grid for each of these systems was set to ≤ 0.01Å. The Hirshfeld(-I) populations are calculated using spherical integration grids S sys with 1202 Lebedev-Laikov grid points per shell.
The resulting Hirshfeld (H 0 ) and Hirshfeld-I (H i ) charges for the inequivalent atoms are shown in Table IV . It clearly shows the H 0 values are closer to zero (i.e. the charge at which the atoms are initialized) than the H i ones. This is the expected behavior and its origin was discussed earlier by Ayers 1 and Bultinck et al. 8 The diamond and graphene charges are (nearly) zero as one would expect based on symmetry arguments. This shows there are no significant artifacts which introduce spurious charges due to the PBC. The results for graphite are somewhat remarkable. Table IV shows there is a small charge transfer going from the A to the B sites. This could be understood as a consequence of the very weak bonding between the A sites in different sheets. For each C atom, three electrons are placed in hybridized sp 2 orbitals, where the fourth electron delocalizes in distributed π bonds. For the A site C atoms, the contribution to the AIS charge of these π bond electrons is shared between the A sites of neighboring sheets. Since the C atom at the B site has no direct neighbor on the neighboring sheet the contribution goes entirely to this atom, resulting in the slightly negatively charged C atom. Charge neutrality results in a slightly positively charged C atom at the A site. Similar behavior was observed by Baranov and Kohout 46 using the Bader approach. These authors, however, find a larger and opposite charge transfer, resulting in a charge of +0.08e and −0.08e on the C A and C B atoms respectively. This difference could originate from the different methods used.
The ceria compounds show the behavior expected with regard to equivalent/inequivalent atoms. The Hirshfeld-I values presented in Table IV 48 and a difference in atomic charge for the Ce ions of comparable size. The different charges for the tri-and tetra-valent Ce ions might tempt one to consider these charges as indicators of the oxidation state if not the actual oxidation state of the atoms involved. As a result one could then assume that the same charge in a different configuration would be the result of the same oxidation state (cf. concept of transferability). Looking at the charges of the O atoms in both CeO 2 and Ce 2 O 3 shows this is clearly not the case, since all O atoms formally have the same oxidation state, while the calculated Hirshfeld-I charges vary 0.2 electron. The Hirshfeld charges on the other hand show a much smaller variation of only 0.03 electron. At this point, it is important to stress that atomic charges do not, as opposed to what is often assumed, directly reveal the oxidation state, nor the valence of an atom. A Hirshfeld(-I) analysis, just like a Bader analysis, can only reveal atomic domains. The actual valence of an atom can be derived from the localization indices, which correspond in the simplest form to integrating twice the exchange-correlation density over the same atomic domain. 50, 51 (De)localization indices are obtained from double integration of the exchange correlation density, which requires density matrices, in the simplest case only first order density matrices. 52 Such matrices have been less thoroughly explored in solid state calculations. 46 Another interesting point to note is that different spinconfigurations have little to no influence on the obtained charges. This is seen when comparing the FM and AF configurations of Ce 2 O 3 . This means that for generating the required system CDDs generally non-spin-polarized calculations suffice for the studied systems. Note, however, that the single atom calculations are spin-polarized.
IV. CONCLUSION
We have presented an implementation of the Hirshfeld-I method specifically aimed at periodic systems, such as wires, surfaces, and bulk materials. Instead of calculating the charge densities at each point in space on the fly using the precalculated wave function of the system, we interpolate the charge density from a precalculated CDD on a dense spatial grid, speeding up the calculation of the density significantly. The use of such grids is possible because PBC allow for the use of a relatively small grid to describe the entire system accurately.
Unlike total energy calculations, the number of atoms involved can not be fully reduced to only those in the unit cell. Although, the populations only need to be calculated for the atoms in the unit cell, the Hirshfeld-I calculations require a large 'sphere of influence' containing a few thousand of atoms. Using multi-center integration grids, the computational cost can be seriously reduced by cleverly selecting only the grid points involved in the calculations.
We have shown that the uniform grids used to store both the atom and the system CDDs have an equal influence on the accuracy of the final Hirshfeld-I calculated populations, leading to the suggestion of building the library of atomic radial CDDs using as dense as possible grids. In addition, we have shown that both different atomic types and different chemical environments give rise to a different convergence behavior as function of the spherical integration grid. The problems observed for the atomic radial CDDs of negatively charged ions are solved in a simple way, and we show that the introduced scaling of the distributions significantly improves the obtained results for the Hirshfeld-I charges. The resulting values for a benchmark set of 168 neutral molecules show very good agreement with the values obtained by a previous implementation of the Hirshfeld-I method aimed solely at molecular systems.
In the final section we have investigated some periodic systems to show the validity of our implementation. For each of these systems the expected behavior of the charges is observed. Because of their simplicity these systems are ideal test cases for Hirshfeld-I implementations for periodic systems.
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