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Let G be a subgraph of K(n), the complete graph on n vertices, such that (i) its 
edges cannot be represented by fewer than k vertices and (ii) every hamiltonian 
cycle of K(n) contains at least one edge of G and no proper subgraph of G has this 
property. P. Erdos posed the question of determining mine(G). In particular, is 
there an absolute constant c such that e(G) 2 c’ k. n? The minimum is calculated 
for all n> 3 and k<n/2, and the second part of the question is answered in 
affirmative with c = 4 being the best possible constant. % 1988 Academic Press. Inc. 
1. INTRODUCTION 
Let G be a finite undirected graph, and let e(G) be the number of its 
edges. Denote by Ye, the family of all (not necessarily spanning) subgraphs 
G of the complete graph K(n) on n vertices such that GE A$‘, if and only if 
every hamiltonian cycle of K(n) has a common edge with G. 
The problem of characterizing hamiltonian graphs is one of the most 
challenging and exciting open problems in graph theory. As a consequence 
an extensive literature exists on the subject. The following three problems 
due to Erdos (personal communication) are concerned with this problem 
from a slightly different point of view: 
(Pl) Let g(n) be the maximum number Y such that there are Y graphs 
Gj E ,yi”,, 1< i < Y, which can be packed into K(n). Determine g(n). 
(P2) Determine f(n, Y) = CL= r e(Gi), where the minimum is taken 
over all r-tuples of graphs Gi E s$$, 1 < i 6 r, such that G1, G2,..., G, are 
packed into K(n). 
A complete solution of these two problems was given by Siran and the 
author [7] (cf. also [S]). 
Recall, that the edges of a graph G are said to be represented by a set A 
of vertices of G if any edge of G is incident with a vertex of A; in this 
case the set A is called the edge representing set of G (the set A is also 
referred to as a minimum covering). We say that the edges of G cannot be 
7.5 
OO95-8956/88 $3.00 
Copyright 0 1988 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
76 P.HORiiK 
represented by fewer than k vertices if 1 A 1 > k for every edge representing 
set A of G. 
(P3) Let k, n be positive integers, k <n for which there exists a graph 
G satisfying 
(i) the edges of G cannot be represented by fewer than k vertices, 
(ii) G is a minimal graph in X’, i.e., no proper subgraph of G 
belongs to S?. 
Set g(k, n) = min{e(G); G is a subgraph of K(n) with properties (i) and 
(ii)}. Determine g(k, n). 
A weaker version of this problem reads as follows: Does there exist an 
absolute constant c such that g(k, n) 3 c. k. n? 
Remark 1. The sense of property (ii) is to exclude the graphs belonging 
to yi”, and containing a subgraph which belongs to Zn as well and can be 
represented by fewer than k vertices. 
Erdos pointed out that the number of edges of any graph fulfilling con- 
dition (ii) is at least n - 2 and equality holds only for the star K(1, n - 2) 
and the triangle K(3) in the singular exceptional case n = 5. Thus g( 1, n) = 
n - 2 for n 3 3 and g(2, 5) = 3 (all of these facts can also be deduced from a 
dual result of Ore [ 111 and Bondy [ 1 ] ). 
Exact values of g(k, n) for II 2 3 and all k 6 n/2 are given and the 
corresponding extremal graphs are described. 
Further, we answer in the affirmative the weaker version of problem by 
proving that there are absolute constants ci, cz such that cr. k. n d 
g(k, n) < c2. k. n for all pairs (k, n) belonging to the domain of g. Moreover, 
one can set c1 = + and c2 = 1 and these constants are the best possible. 
2. PRELIMINARIES 
Let us first introduce some further notions and symbols. Unless stated 
otherwise, we make use of the standard terminology of graph theory. 
Throughout, G denotes a simple graph with vertex set V(G) and edge set 
E(G) and G denotes the complement of G. Let G be a subgraph of K(n). 
Then the complement of G in K(n) means a graph with vertex set 
V= V(K(n)) and edge set E= E(K(n))- E(G). As usual, K(n,,..., n,) 
denotes the complete r-partite graph. If G, and G, are disjoint graphs we 
write G, u G, and G, + G2 to denote their union and join, respectively. The 
set of vertices (edges) of G is said to be independent if no pair of them is 
adjacent. An edge representing set A of G is called smallest if IAl Q lBI for 
any edge representing set B of G. Finally, we denote by M(k, n) the set of 
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all subgraphs G of K(n) which satisfy the condition (ii) and such that their 
smallest edge representing set has exactly k elements. 
Remark 2. In order to be able to use some known results we give 
another definition of M(k, n). Clearly, a set A of vertices of a graph of G is 
an edge representing set if and only if the subgraph of G induced by 
V(G) -A is empty. Thus, a subgraph G of K(n) belongs to the set M(k, n) 
if and only if the complement of G in K(n) is a maximal nonhamiltonian 
graph (i.e., a nonhamiltonian graph which becomes hamiltonian with 
addition of any new edge) and its clique number is equal to n -k. So all 
the results given in the paper can be reformulated in this manner, 
In the rest of this section we state and prove a series of preliminary 
results on the sets M(k, n). 
LEMMA 1. Let GEM(~, n). Then deg u+ deg van- 1 for any edge 
uu E E(G). 
Proof If H is a maximal nonhamiltonian graph of order n, then 
deg,u + deg,v <n - 1, for every pair of nonadjacent vertices U, v (see [2]). 
As noted above, if GE M(k, n) then the complement of G in K(n) is a 
maximal nonhamiltonian graph. Lemma 1 follows immediately. 
LEMMA 2. Let GE M(k, n). If a vertex u of G belongs to some smallest 
edge representing set A of G, then there is a vertex v in V(G) -A adjacent to 
u anddeguan-k-l. 
Proof. Let A be a smallest edge representing set of GE M(k, n). If u is a 
vertex of A, then u has to be adjacent to a vertex u, u E V(G) - A. For sup- 
pose, there were no such vertex in V(G) - A, then the set A - u would still 
be an edge representing set of G, which is contrary to the minimality of A. 
Further, deg u < k, and using Lemma 1 we get deg u 3 n -k - 1. 
LEMMA 3. Let GE M(k, n) and let A be a smallest edge representing set 
of G. If B is an independent set, BcA, then e(G)>$(IBI (n-l)+ 
(k- IBI).d), where d=min,..-.degu. 
ProoJ: Let GE M(k, n) and let A be a smallest edge representing set of 
G. Suppose that B = {ui; i = 1, 2 ,..., s}, B c A, is an independent set. Put 
T,= {V;VE V(G)-A, u~vEE(G)}. N ow, we shall show that there exists a 
system of distinct representatives of the family Y = {T,, T,,..., T,}. To 
prove that, it is sufficient to prove that Y satisfies the well-known Hall’s 
condition [S]: IUiE W Til 3 I WI, for any WC { 1, 2 ,..., s}. Assume that there 
exists a set W, c { 1, 2,..., s} with the property ItJiG WO Til < I W,l. But then 
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the set D=(A-{ui;i~WO})uCUitwo ri} is also edge representing and 
IDI < IAl, which contradicts the minimality of A. Therefore Y has a system 
of distinct representatives, i.e., there are vertices vi, i== 1, 2,..., s such that 
U(E Ti, vi, # vj,, for 1 <jr <j, 6 s and uivi E E(G). Lemma 1 implies that 
deg ui + deg vi > n - 1. For the number of edges of G we then get 
e(G)=$ 1 degu 
i (degu,+degvi)+ c degu 
i=l UGA-B > 
1B1(n-l)+(k-IBI). min 
utA-B 
LEMMA 4. Let n, > n,> 0, i= 1, 2 ,..., r, be integers. Then the complete 
r-partite graph K(n,, n2,..., n,) belongs to the set M(k, n), where 
k= i ni, n=r-1+ jj nj. 
i-2 i= I 
Proof. Clearly, the smallest edge representing set of K(n,, Q,..., II,) has 
cardinality (C;= i ni) -n,, where n, = max{n, ,..., n,>. The complement of 
K(n,, n2 ,..., n,) in K(n), for n = r- 1 +C;=, ni is the graph K(r- 1) + 
lJ;= 1 K(nj), which is maximal nonhamiltonian graph (see [ 121). The proof 
is complete. 
3. MAIN RESULTS 
In order to calculate or at least to estimate the values of the function g 
we shall investigate an auxiliary function f defined as follows: 
Let k, n be integers. If M(k, n) # a, then we put f(k, n) = min{e(G); 
G E M(k, n)}, otherwise f(k, n) = co. 
Clearly, for every pair (k, n) from the domain of g we have g(k, n) = 
min,..f(r, n). To shorten the notation let F(k, n) denote the graph K(k) + 
K(n - 2k). 
Note that the complement of F(k, n) in K(n), the graph K(k) + 
(K(n-2k)u K(k)), plays an important role in the theory of hamiltonian 
graphs. It is a nonhamiltonian graph of a given minimum degree k, having 
the maximum possible number of edges (see Erdijs [4]). At the same time, 
the graph is an example which shows that the sufficient condition in terms 
of degrees of vertices for a graph to be hamiltonian, due to Chvatal [3] 
cannot be, in a sense, improved. 
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THEOREM 1. For n 3 3 and k<n/2 we have f(k, n) = (5) + k(n- 2k). 
Moreover, F(k, n) is the unique graph, up to isolated vertices, on which this 
minimum is attained. 
Proof: Let GE M(k, n) were k < n/2 and let A be a smallest edge 
representing set of G. According to Lemma 2, deg u 2 n -k - 1 for any ver- 
tex u E A. Thus any vertex of A has to be adjacent to at least. n - 2k vertices 
of V(G) - A. For the number of edges of G we then have 
e(G)=i 1 degu+ 
i UCA 
1 degu)>j(k(n-k-l)+k(n-2k)) 
UE V(G)-,4 
k = 
0 
2 + k(n - 2k) = e(F(k, n)). 
Since the graph F(k, n) is just the complete (k+ l)l-partite graph 
K(n -2k, 1, l,..., l), following Lemma 4 we obtain F(k, n) EM(~, n), and 
thus f(k-, rz) = (z) + k(n - 2k). 
Suppose, moreover, that e(G) =f(k, n). If there were a vertex 
u E V(G) - A, 1 6 deg u <k then, according to Lemma 1, all the vertices of 
A adjacent to r would be of degree >n - k - 1 which gives strict inequality 
in (1). Therefore any vertex u in V(G) - A is either of degree k or 0. 
For the same reason the subgraph of G induced by A is complete. Conse- 
quently, G = F(k, n) up to isolated vertices. 
The graphs F(k, n) are constructible only when k <n/2. Thus, it is of 
some interest to know what are extremal graphs like for other values of k. 
THEOREM 2. Let n >/ 4. Then f(n, 2n) = (“;2) - 3 and the unique 
extremal graph, up to isolated vertices, is K(n + 2) - (x, y, z>, where 
(x, y, z} is a set of three independent edges. 
Proof Let n > 4. If x, y, z are three independent edges of K(n + 2) then 
G,=K(n+2)- (x, y,z} is isomorphic to the (n - I)-partite graph 
K(2,2,2, 1, l,..., 1) which, according to Lemma 4, belongs to the set 
M(n, 2n). Thus f(n, 2n) 6 (“s2) - 3 = i(n” + 3n - 4). 
Now we prove the reverse inequality. Let GE M(n, 2n), and e(G) < 
(‘z ‘) - 3. Denote by A a smallest edge representing set of G. Put B = {u; 
u E A, deg v < n}. It follows from Lemma 1 that B is an independent set, 
and using Lemma 3 we obtain e(G) > 4( IBI (2n - 1) -b (n - Ill ) n) = 
i( IBI (n - 1) + n”) > f(n” + 3n - 3) for I BI 3 3. Thus, A can contain at most 
two vertices of degree <n. 
Let F be a set of ail those edges uu EE(G) such that UE A, UE V(G)- A,. 
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Assume that C, Cc F, is an independent set of edges. Then there exists an 
independent set C’, C’ c F, such that IC’I = ICI and all the vertices in A of 
degree <n are incident with the edges of C’. This follows from the reason- 
ing as applied in Lemma 3. Using the calculation from the proof of this 
Lemma we get 
-3 for Ic’l33. 
Consequently, F cannot contain three independent edges. According to a 
theorem due to Konig [lo] the edges of F can be represented by at most 
two vertices. 
Suppose, that all the edges of F are represented by one vertex, say a. As 
any vertex of A is adjacent to a vertex of V(G) - A we have a E V(G) -A, 
and so G is a subgraph of K(n + 1). However, the edges of any proper sub- 
graph of K(n + 1) can be represented by fewer than n vertices and at the 
same time K(n + 1) $ M(n, 2n). Therefore there are two independent edges 
in F and F can be represented by two vertices, say a, b. Of course, both a, b 
cannot belong to A. Consider the case where a E A, b E V(G) - A. Then a is 
adjacent to a vertex CE V(G) - A, c # b, and clearly deg c= 1. Using 
Lemma 1 we have deg a > 2n - 2, which is contrary to our assumption that 
GE M(n, 2n) (the unique subgraph of K(2n) having a vertex of degree 
2n - 2 and belonging to some set M(k, 2~2) is a star which belongs to the 
set M( 1,2n)). Therefore a, b E V(G) - A and G is a subgraph, up to isolated 
vertices, of the graph K(2) + K(n)=K(n +2) - {xl, where x is an edge. 
Since e(G) 6 (“z’) - 3, we will consider all the graphs which arise from the 
graph K(n + 2) by omitting three edges x, y, z. There are five types of them, 
namely, the edges x, y, z are either independent (then we get the graph G,), 
or the edges x, y, z form a triangle, or a star K( 1, 3), or a path, or a union 
of two paths. None of these graphs, except Go, belongs to the set M(n, 2n). 
Hence G is either isomorphic to G,, or G is a proper subgraph of the other 
mentioned graphs but not Go. 
Let G be a proper subgraph of the graph K(n + 2) - (x, y, z}, where 
x, y, z form a triangle. In this case the edges of G can be represented by 
fewer than n vertices, and this is a contradiction. Let the edges x, y, z form 
a star. Denote by a the center of the star and by w = u1u2 an edge of 
K(n + 2) which does not belong to G (G is a proper subgraph of 
K(n + 2) - {x, y, z} ). Then deg a <n - 2 and deg ui < n, i = 1,2. Applying 
Lemma 1 we see that the set {a, ul, u2} is independent. Just as in the 
preceding case we get G # M(n, 2n). By using the similar methods and the 
fact that G ct G,, one can show in the other two cases that there is in G an 
independent set of three vertices. Thus G = Go, up to isolated vertices, and 
the proof is complete. 
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Remark 3. All the values of f(k, n) for IZ 6 10, including those which 
are not covered by Theorems 1 and 2, can be immediately derived from 
[9]. In fact, f(n, 2n) = co for n < 4, f(5,9) = 18, f(6,9) = 21, f(6,lO) = 24, 
f(8, 10) = 30, and f(k, n) = cc for all other pairs (k, n), k:+n/2, n < 10. 
As regards the lower bound of the function f we have 
THEOREM 3. For k > n/2 and n > 10, 
Proof: Because the case M(k, n) = a is trivial we suppose that there is 
a graph GE M(k, n). Let A be a smallest edge representing set of G. Sup- 
pose that the graph induced by the set A is complete. Since any vertex of A 
is adjacent to a vertex of V(G) - A we obtain 
e(G) = 1 ( c degu)=i( 1 degu+ C 
UE V(C) UCA UE L’(G)-A 
degu) 
>,f(k’+k)>[q]+Sji] for k>;. 
In the other case set B = {u; v E A, deg v < Ln/2_1}. According to Lemma 1, 
B is independent. Select B’ such that A 2 B’ 3 B, B’ is independent and 
j B’ 1 3 2. Clearly, min, t A ~ B, deg u > Ln/2 J, and Lemma 3 implies 
IB’I (n-l)+(k-lB’/). i 11) 
>[K+]+~[~] for 1B’l 22. 
Thus e(G) > L(n - 1)/2] + (k/2)Ln/2_j for GE M(k, n), k > n/2, and from 
the definition off we have the required statement. 
Now, the calculation of the values of the function g for k < n/2 is a mat- 
ter of routine. 
Let E(k, n) be the set of all extremal graphs for g(k, n), i.e., E(k, n) = 
(G; GE M(r, n), r 3 k and e(G) = g(k, n)}. 
THEOREM 4. Let n > 3, and b, = (n + 4)/6 for n even and b, = (n + 1)/6 
for n odd. Then 
g(k n) = e(W, n)) for l<k<b, 
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g(k,n)=e(F(k,n)) for k=b,,andn=2(mod3) 
and 
E(,;.,=iF(k,n),F(l~1,n)}, 
g(k,n)=e(F(Lq],n)) for b,,<k<: 
and 
E(k,n)=F([q],n), 
-3 for n>4 
and 
E(n, 2n) = (K(n + 2) - (x, y, z>, where x, y, -7 are independent edges}. 
In all cases the graphs listed above are determined (and hence to be 
understood) up to isolated vertices. 
Proof: Theorems 1,2, and 3 imply f((n/2)- l,n)<f(n/2,n)<f(s,n) 
for n even, and f((n - 1)/2, n) < f(s, n) for n odd, and s > n/2. Thus 
g(n, 2n) = f(n, 2n) and g(k, n) = minkG,,.,, f(r, n) for k < n/2. But, for 
given n, the function h(k)=(t)+ k(n-2k) is increasing for 1 d k< 
(n - 1)/6 and decreasing for (2n - 1)/6 6 k < n/2. Further, h( (n/2) - 1) = 
h((n+4)/6), h((n- 1)/2)= h((n+ 1)/6) and the rest of the proof if 
straightforward. 
Using Remark 3 one can easily complete the list of values of g for n d 10. 
The next theorem settles the weaker version of the problem (P3) of 
Erdds. 
THEOREM 5. For any pair (k, n) from the domain of g there are absolute 
constants c,, c2 such that 
c,.k.n<g(k,n)<c,.k.n. 
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Moreover, one can take c, = +, c2 = 1 and these constants cannot be 
improved. 
Proof: From Theorem 4 we have the following inequalities for k <n/2. 
For k = 1 and arbitrary n, 
g(l,n)=n-22cc,.1,n 
hence 
n-2 
C,>- II 
and consequently c2 > 1. On the other hand, for n odd and k = (n - 1)/2, 
hence 
1 n+l -.-------a3 
4n ’ 
Further, for k > n/2, Theorem 3 implies 
n2- 1 n-l 
=8>~lTrz 
The upper bound follows from e(K(n)) = (‘;) < k. n for k> n/2, and the 
required statement is proved. 
As it can be seen from the proof, the upper bound of g(k, n) for k > n/2 is 
trivial. A better one for some of these values k is given in the next section. 
4. THE DOMAIN OF THE FUNCTION g 
The bounds on g given in Theorem 5 are valid for all pairs (k, n) from 
D,, the domain of g. Now we study the function g from the point of view 
of its domain. According to the definition of g the pair (k, n) belongs to D, 
if there exists an r 3 k such that M(r, n) # 0. But it is also of some interest 
to know all the values of k, k > n/2 and n > 10, for which M(k, n) # 0. For 
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k < n/2, the complete answer is given by Theorems 1 and 2, and Remark 3 
gives the complete answer for all k and n d 10. 
Let k, n be integers. If there exists a positive integer r such that 
r<k<r(n-k-r) (2) 
then k can be partioned into r addends n, ,..., n, for which 0 =C n, d n - k - r, 
1 < i< r. By Lemma 4 the complete (Y + 1)-partite graph K(n - k - r, 
n, ,..., n,) E M(k, n). The interval ((n - k - ,,/w)/2, (n - k + 
&=Fm2 >, which is the solution of (2) for n/2 < k 6 
n - 2(&X - 1 ), contains an integer. 
Thus M(k, n) # @ also for these values of k. 
Let ni, i = l,..., r, be integers such that 0 < n, < (n -k - r), 
n,+n,+ .*. + n, = k, where r = (n-k + d-)/2. By a routine 
calculation we get 
g(k, n) < min(e(G); GE M(k, n)} < e(K(n -k- r, n1 ,..., n,)) 
k 
<e(K(n-k-r)+K(k))= 2 +k(n-k-r) 0 
<t.k.n for :<k<n-2(m-1). 
Thus the following is proved. 
THEOREM 6. If n>lO, n/2<kdn-2(--l), then M(k,n)#IZ( 
and 
In the case k>n-2(m- 1) we present some partial results. They are 
based on the following statement. 
THEOREM 7 [8]. Let n = 10 or n = 15 or n be of the form 20 + 5s + Sr, 
where s, r 2 0. Then there exists a graph G on n vertices which is 
hypohamiltonian, maximal nonhamiltonian in which for any nonaGacent ver- 
tices x, y there exist two hamiltonian x - y paths x.. uy, x.. vy, u # v, 
triangle free and contains a vertex of degree 3. 
Recall that a hypohamiltonian graph is a nonhamiltonian graph each of 
whose vertex-deleted graphs is hamiltonian. 
Thus, according to Remark 2 and to the fact that any n 2 48 can be 
written in the form n=20+.5s+ 8r, s, r>O, we get M(n-2, n)# @ and 
consequently: 
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THEOREM 8. Let n 3 48. Then, the pair (k, n) E D, for each 16 k <n - 2. 
Let u be a vertex of degree 3 in a hypohamiltonian, maximal non- 
hamiltonian graph G in which any nonadjacent vertices x, y are connected 
by two hamiltonian paths 3~. . . uy, x ‘. . uy, u # V, and suppose that the 
neighbours of v are vl, v2 and v3. Let T= K,, t 3 3, with vertices 
Ul, Us,..., u,. Then the graph G’ obtained from G be replacing v with T, i.e., 
G’=((G-v)uT)+u,u,+u2u2+u3v3 
is a maximal nonhamiltonian graph, also. 
Moreover, if G is triangle-free, the cardinality of the smallest representing 
set of G’ exceeds that of G exactly by one. Thus the following is true. 
THEOREM 9. If k is an integer such that k = 19 + 5s+ 8r, s, r> 0, then 
M(k,n)#@ for all n>,k+3. 
Together with the fact that 46 < n - 2(,/M+1- 1) for all n 3 60 we have 
COROLLARY 1. If n, k are integers such that n > 60, 1 6 k d n - 2, then 
Wk n) # 0. 
Therefore the question whether M(k, n) is empty remains open only in 
the finite number of pairs (k, n) (obviously, the same is true for the domain 
of g). 
In terms of the maximal nonhamiltonian graphs Corollary 1 translates 
into the following. 
COROLLARY 2. For any n 3 60, 2 <q<n - 1, there exists a maximal 
nonhamiltonian graph on n vertices with clique number q. 
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