We use Stein's method to determine a non-uniform bound on the point metric of the Poisson binomial distribution with parameter p = (p 1 , ..., p n ) and the binomial distribution with parameters n ′ and p ′ , where n ′ is the integral part of (
part of (
and p ′ = 1 n ′ n i=1 p i . The bound in this study is more appropriate for measuring the accuracy of the approximation.
Introduction and Theorem
Let Y 1 , ..., Y n be n independently distributed Bernoulli random variables, each with probability of success p i = P (Y i = 1) = 1 − P (Y i = 0), and let X = n i=1 Y i . Then the distribution of X is usually called the Poisson binomial distribution with parameter p = (p 1 , ..., p n ). The probability function of X is of the form
where [3] improved the above bound to be more appropriate in the form of
where
, n ′ is the integral part of
It is observed that the bound in (1.4) is a uniform bound for x 0 ∈ {0, 1, ..., n ′ }, which is inappropriate for measuring the accuracy of the approximation. Therefore, a non-uniform bound, depends on x 0 , is more appropriate for this case. In this study, we focus on determining a non-uniform bound for the point metric |pb p (x 0 ) − b n ′ ,p ′ (x 0 )| by using the Stein's method.
Method
We will prove our main result by Stein's method, which was first developed and applied in the setting of the binomial distribution by Stein [4] . The Stein's equation for the binomial distribution with parameters m ≥ 1 and ℘ ∈ (0, 1) is, for given h, defined by
where B m,℘ (h) = n k=0 h(k) n k p k q n−k and g and h are bounded real-valued functions defined on {0, 1, ..., m}.
For A ⊆ {0, 1, ..., m}, let h A : {0, 1, ..., m} → R be defined by
.., m}, the solution g x 0 = g {x 0 } of (2.1) can be written as
where C x = {0, ..., x}. Before proving our main result, we give the following lemma.
Lemma 2.1. For x 0 ∈ {1, ..., m}, let ∆g x 0 (x) = g x 0 (x + 1) − g x 0 (x). Then the following inequalities hold:
Result
The following theorem presents the point metric of Poisson binomial and binomial distributions, which can be derived by Stein's method.
Theorem 3.1. Let m = n ′ and ℘ = p ′ and for x 0 ∈ {1, ..., n ′ }, then we have the following:
where pb
Proof. Substituting x by X and putting h = h x 0 and then taking expectation in (2.1), we have
where g = g x 0 is defined in (2.3) .
Thus, the right hand side of (3.2) can be expressed as
Therefore, from (3.2) and (3.3), we obtain
which gives the result in (3.1).
Remark. It is clear that the bound in (3.1) is sharper than the bound in (1.4), because min
Conclusion
A non-uniform bound in Theorem 3.1 is an estimate of the point metric of the Poisson binomial distribution with parameter p = (p 1 , ..., p n ) and the binomial distribution with parameters n ′ and p ′ . By comparing the bounds in (1.4) and (3.1), it is clear that the bound in (3.1) is sharper than the bound in (1.4) . Therefore, the bound in this study is an appropriate criteria for measuring the accuracy of this approximation.
