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BOGOMOLOV-GIESEKER TYPE INEQUALITY AND
COUNTING INVARIANTS
YUKINOBU TODA
Abstract. We study a conjectural relationship among Donaldson-
Thomas type invariants on Calabi-Yau 3-folds counting torsion
sheaves supported on ample divisors, ideal sheaves of curves and
Pandharipande-Thomas’s stable pairs. The conjecture is a mathe-
matical formulation of Denef-Moore’s formula derived in the study
of Ooguri-Strominger-Vafa’s conjecture relating black hole entropy
and topological string. The main result of this paper is to prove
our conjecture assuming a conjectural Bogomolov-Gieseker type
inequality proposed by Bayer, Macri and the author.
1. Introduction
For a smooth projective Calabi-Yau 3-foldX , the Donaldson-Thomas
(DT) invariant is introduced in [32] as a holomorphic analogue of Cas-
son invariants on real 3-manifolds. It counts (semi)stable coherent
sheaves on X , and its rank one theory is conjectured to be equivalent
to the Gromov-Witten theory on X by Maulik-Nekrasov-Okounkov-
Pandharipande (MNOP) [27]. Rather recently, wall-crossing phenom-
ena of DT type invariants has drawn much attention, and its general
theory is established by Joyce-Song [21], Kontsevich-Soibelman [23].
Applying the wall-crossing formula to rank one DT type invariants,
some geometric applications related to MNOP conjecture have been
obtained. (cf. [7], [30], [35], [36].)
In this paper, we focus on DT invariants counting torsion sheaves
supported on ample divisors in X , and discuss their relationship to
rank one DT type invariants via wall-crossing phenomena. In string
theory, counting sheaves on sufficiently ample divisors is interesting
since it is related to Strominger-Vafa’s black hole entropy in terms of
D-brane microstates [31]. There are several physics articles in which
such sheaves or counting invariants are discussed, (cf. [8], [1], [12],
[13], [9],) while there has been no pure mathematical treatment of this
subject.
The work of this paper is motivated by Denef-Moore’s approach [8]
toward Ooguri-Strominger-Vafa (OSV) conjecture [28] relating black
hole entropy and topological string on Calabi-Yau 3-folds. The idea
of Denef-Moore [8] is to investigate the decay of D4 branes wrapping
ample divisors in X into D6-anti-D6 bound states onX . Through some
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physical arguments, they derive a formula relating indices of BPS D4
branes on X to those of D6-anti-D6 bound states on X . Roughly
speaking, their formula is written as
ZD4 ∼ ZD6−D6(1)
where the LHS and RHS are the D4-brane partition function, D6-anti-
D6 bound state partition function respectively. The ‘ ∼′ in (1) means
that both sides are ‘approximated’ in some sense. The purpose of this
paper is summarized as follows:
• We formulate the relationship (1) as a mathematically precise
conjecture in terms of DT type invariants.
• We prove the above conjectural formula assuming a conjectural
Bogomolov-Gieseker type inequality for tilt semistable objects
in the derived category of coherent sheaves, proposed by Bayer,
Macri and the author [3].
More precisely, the mathematical counterpart of the LHS of (1) is the
generating series of DT invariants counting torsion sheaves supported
on ample divisors in X , the RHS of (1) is a certain generating series
of the products of rank one DT invariants and Pandharipande-Thomas
(PT) stable pair invariants [29]. The wall-crossing phenomena of the
tilt stability in [3] is relevant to show the relationship (1). In the proof,
we will see how the conjectural Bogomolov-Gieseker type inequality
in [3] is effectively applied.
1.1. Donaldson-Thomas invariants. Let X be a smooth projective
Calabi-Yau 3-fold over C, i.e.
3∧
T∨X ∼= OX , H1(X,OX) = 0.
Given an element,
(r,D, β, n) ∈ H0(X)⊕H2(X)⊕H4(X)⊕H6(X)
and an ample divisor H in X , we have the associated DT invariant [32],
[21], [23],
DTH(r,D, β, n) ∈ Q.(2)
The invariant (2) counts H-semistable coherent sheaves E on X satis-
fying
ch(E) = (r,D, β, n).
We are interested in DT invariants in the following two cases:
(i) r = 0 and D = mH for m ∈ Z>0. In this case, the invariant
DTH(0, mH,−β,−n) ∈ Q(3)
counts H-semistable torsion sheaves supported on some ample divi-
sor P ⊂ X . In string theory, such sheaves correspond to D4-branes
wrapping a divisor P .
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(ii) r = 1 and D = 0. In this case, the invariant
In,β := DTH(1, 0,−β,−n) ∈ Z(4)
counts ideal sheaves of subschemes C ⊂ X , satisfying
[C] = β, χ(OC) = n.
Here β and n are interpreted as elements of H2(X,Z), H0(X,Z) ∼= Z
respectively by Poincare´ duality. In string theory, such sheaves corre-
spond to D6-branes. The invariants (4) count curves in X , and their
generating series is expected to be coincide with the generating se-
ries of Gromov-Witten invariants of X after some variable change by
MNOP [27].
The Pandharipande-Thomas [29] stable pair invariants also count
curves in X , which are closely related to the invariants (4). For β ∈
H2(X,Z) and n ∈ Z, the PT invariant is denoted by
Pn,β ∈ Z.(5)
The objects which contribute to the invariants (5) are not necessary
sheaves but two term complexes of the form
· · · → 0→ OX s→ F → 0→ · · ·(6)
where F is a pure one dimensional sheaf satisfying
[F ] = β, χ(F ) = n
and s is surjective in dimension one. In [29], the generating series of the
invariants (5) is conjectured to be related to that of (4) via wall-crossing
phenomena in the derived category. This conjecture, called DT/PT
correspondence, is proved in [30], [35] at the Euler characteristic level
and in [7] for the honest DT invariants.
1.2. Conjecture. We formulate a conjecture relating invariants (3),
(4) and (5) in terms of generating series, following the idea of [8]. In
what follows, we fix an ample divisor H in X .
The generating series of the invariants (3), i.e. D4-brane counting,
is defined by
ZmD4(x, y) :=
∑
β,n
DTH(0, mH,−β,−n)xnyβ.(7)
As for the generating series of the invariants (4), (5), we first define the
following cut off generating series:
Im,ǫ(x, y) :=
∑
(β,n)∈C(m,ǫ)
In,βx
nyβ
Pm,ǫ(x, y) :=
∑
(β,n)∈C(m,ǫ)
Pn,βx
nyβ.
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Here m ∈ Z>0, ǫ ∈ R>0, and C(m, ǫ) is defined to be
C(m, ǫ) := {(β, n) ∈ H2(X)⊕H0(X) : β ·H < ǫm2, |n| < ǫm3}.
Following [8, Equation (6.94)], the generating series related to the RHS
of (1) is defined by
Zm,ǫ
D6−D6(x, y, z) :=
∑
D2−D1=mH
x
1
6
(D31−D32)y
1
2
(D21−D22)z
H3
6
m3+
H·c2(X)
12
m
Im,ǫ(xz−1, xD2yz−mH)Pm,ǫ(xz−1, x−D1y−1z−mH).(8)
Here in the sum (8), D1, D2 are divisors in X . The relationship (1)
can be formulated as (9) in the following conjecture:
Conjecture 1.1. (i) The invariant DTH(0, mH,−β,−n) vanishes un-
less
−H
3
24
m3 ≤ n+ (β ·H)
2
2mH3
.
(ii) For any ξ ≥ 1, there are µ > 0, δ > 0 and a constant m(ξ, µ) > 0
which depends only on ξ, µ such that for any m > m(ξ, µ), we have
the equality of the generating series,
ZmD4(x, y) =
∂
∂z
Zm,ǫ=
δ
mξ
D6−D6 (x, y, z)
∣∣∣∣
z=−1
(9)
modulo terms of xnyβ with
−H
3
24
m3
(
1− µ
mξ
)
≤ n + (β ·H)
2
2mH3
.
Remark 1.2. If Pic(X) is generated by OX(H), then µ, δ may be
taken as follows: if ξ > 1, then µ is any positive real number and if
ξ = 1, then µ is any real number satisfying 0 < µ < 3/2. In both cases,
δ is taken to be δ = µH3/2. See Theorem 3.19 for the detail.
The formula (9) is a mathematical formulation of [8, Equation (6.101)],
which plays an important role in the study of the OSV conjecture [28]
in [8]. The OSV conjecture states that,
ZBH ∼ |Ztop|2(10)
where the LHS is the black hole partition function and the RHS is
the topological string partition function. Although a mathematically
precise formulation of the OSV conjecture is not yet available, the
formula (9) may give an intuition of the relationship (10): the LHS of
(9) counts massive D-branes for m≫ 0, hence it has to do with black
holes. On the other hand, the RHS of (9) involves products of DT type
curve counting, hence the square of the topological string, via MNOP
conjecture [27].
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1.3. Main result. Our main result is to prove Conjecture 1.1, as-
suming two mathematical conjectures which are not yet proven. One
of them is the conjectural Bogomolov-Gieseker type inequality for tilt
(semi)stable objects proposed in [3]. The other one is the conjectural
property on the local moduli space of objects in the derived category.
The former conjecture is stated as follows: let us takeB, ω ∈ H2(X,Q)
so that ω is an ample Q-divisor. Then we can construct the tilt of
Coh(X),
BB,ω ⊂ DbCoh(X)
which is a certain abelian subcategory in the derived category of co-
herent sheaves. (cf. Subsection 2.3.) In [3], we constructed the slope
function νB,ω on BB,ω to be
νB,ω(E) :=
{
ImZB,ω(E)
ω2 chB1 (E)
, ω2 chB1 (E) 6= 0
∞, ω2 chB1 (E) = 0.
Here chB(E) is the twisted Chern character chB(E) := e−B ch(E), and
ZB,ω(E) is the central charge near the large volume limit in terms of
string theory,
ZB,ω(E) := −
∫
X
e−iω chB(E).
The above slope function determines νB,ω-stability on BB,ω, which was
called tilt stability in [3]. The following is the main conjecture in [3].
Conjecture 1.3. [3, Conjecture 1.3.1] For any tilt semistable object
E ∈ BB,ω with νB,ω(E) = 0, the following inequality holds:
chB3 (E) ≤
1
18
ω2 chB1 (E).(11)
The Bogomolov-Gieseker type inequality for tilt semistable objects
was first considered in order to construct Bridgeland’s stability condi-
tions [6] on projective 3-folds. For that purpose, it is enough to know
the weaker inequality, (cf. [3, Conjecture 3.2.7],)
chB3 (E) <
1
2
ω2 chB1 (E)(12)
so the inequality (11) is stronger than the one required for the construc-
tion of Bridgeland stability. The stronger version (11) was conjectured
from purely mathematical ideas and observations as we explained in [2,
Section 2]. One of the mathematical results which makes the inequality
(11) reasonable is that, if we assume (11), then Fujita’s conjecture on
adjoint line bundles [11] for 3-folds follows [2]. On the other hand, this
fact also shows that proving the inequality (11) is very difficult, since
a complete proof of Fujita’s conjecture on 3-folds is still beyond the
current knowledge of birational geometry.
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Another conjecture we assume is much more technical. Let M be
the moduli stack of objects E ∈ BB,ω, which can be shown to be an
algebraic stack over C. We expect thatM is analytic locally written as
a critical locus of some holomorphic function on a complex manifold,
up to gauge action, as in the following conjecture:
Conjecture 1.4. (Conjecture 3.17) For any [E] ∈M, let G be a max-
imal reductive subgroup in Aut(E). Then there exists a G-invariant
analytic open neighborhood V of 0 in Ext1(E,E), a G-invariant holo-
morphic function f : V → C with f(0) = df |0 = 0, and a smooth
morphism of complex analytic stacks
Φ: [{df = 0}/G]→M
of relative dimension dimAut(E)− dimG.
The above conjecture is a derived category version of [21, Theo-
rem 5.3] and proved if E ∈ Coh(X) in [21, Theorem 5.3] using an ana-
lytic method. Also a similar result is already announced by Behrend-
Getzler [5]. The result of Conjecture 1.4 will be needed in order to
apply the wall-crossing formula of DT type invariants [21], [23] in the
derived category setting. We strongly believe that Conjecture 1.4 is
true, and leave its full detail to a future publication.
Our main result is the following:
Theorem 1.5. (Corollary 3.3, Theorem 3.19) Let X be a smooth pro-
jective Calabi-Yau 3-fold such that Pic(X) is generated by OX(H) for
an ample divisor H in X. Assume that X satisfies Conjecture 1.3 and
Conjecture 1.4. Then (X,H) satisfies Conjecture 1.1.
If we do not assume Conjecture 1.4 and just assume Conjecture 1.3,
we still have the Euler characteristic version of Theorem 1.5 as in the
works [30], [35], [36]. (cf. Theorem 4.2.) We also remark that assum-
ing the weaker inequality (12) does not imply any reasonable result.
The value ‘18′ in the denominator of the RHS of (11) is crucial in the
argument.
The result of Theorem 1.5 is a sort of results as in [2], i.e. assum-
ing the inequality (11) yields a reasonable result predicted by some
other works, which convinces us the validity of Conjecture 1.3. Indeed,
the argument of the proof of Theorem 1.5 is closely related to that
of [2, Theorem 1.1]: the tilt semistable objects we discuss in this paper
contain an object E ∈ BB,ω which fits into a distinguished triangle,
OX(−mH)[1]→ E → IZ
where Z ⊂ X is a zero dimensional closed subscheme. (cf. Subsec-
tion 4.1.) Such an object played an important role in [2] in proving
Fujita’s conjecture [11] assuming Conjecture 1.3. Furthermore, as we
will explain in Subsection 4.1, a curve which appears in the RHS of
(9) may be defined by a multiplier ideal sheaf of some log canonical
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Q-divisor in X . This is an important notion in the study of Fujita’s
conjecture and modern birational geometry [10], [22], [16]. These ob-
servations seem to give a surprising connection between two different
research fields: Fujita’s conjecture in birational geometry and black
hole entropy in string theory.
In order to obtain an intuition how the invariants (3), (4) and (5) are
related as in (9), the following geometric observation may be helpful: if
E is a torsion sheaf contributing to the invariant (3), and it is supported
on a smooth member P ∈ |mH|, then it is written as
E ∼= i∗(L ⊗ IZ)
where i : P →֒ X is the inclusion, L ∈ Pic(P ) and Z ⊂ P is a
zero dimensional closed subscheme. The line bundle L is written as
OP (C2 − C1), where C1, C2 are curves in P which do not have com-
mon irreducible components. If Z is disjoint from C1, C2, there is a
distinguished triangle,
IC1∪Z → E → OX(−mH)⊗ D(OX → OC2(C1 ∩ C2))[1].(13)
Here D(∗) is the derived dual of the complex ∗. In the sequence (13),
the left object contributes to (4) and the right object contributes to (5).
In this way, we can see that the objects contributing to the invariants
(3), (4), (5) are related. In terms of string theory, the sequence (13)
realizes the decay of the D4 brane E into D6 brane IC1∪Z and anti D6
brane OX(−mH) ⊗ D(OX → OC2(C1 ∩ C2))[1], i.e. D4 → D6+D6,
which plays an important role in Denef-Moore’s work [8].
In general the sheaf E may be supported on a singular divisor P ⊂
X , which may be even non-reduced. So the above naive geometric
argument is not applied in a general case. However we can use the
wall-crossing argument as we explain in the next subsection.
1.4. Outline of the proof of Theorem 1.5. We give an outline of
the proof of Theorem 1.5 (ii). For a given element,
v = (0, mH,−β,−n) ∈ H∗(X,Q)
where H is an ample generator of Pic(X) and m ∈ Z>0, we take B ∈
H2(X,Q) so that we have
e−Bv =
(
0, mH, 0,
H3
24
m3(1− η)
)
.
Here η is given by
η :=
(
n +
(β ·H)2
2mH3
+
H3
24
m3
)
/
H3
24
m3.(14)
For each t ∈ R>0, we consider tilt stability on BB,H with respect to
νt := νB,tH . For each t ∈ R>0, we consider the moduli stack,
Msst (v)(15)
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which parameterizes νt-semistable objects E ∈ BB,H satisfying ch(E) =
v. There is a wall and chamber structure on R>0, the parameter space
of t, such that the moduli stack (15) is constant on a chamber but
jumps at walls. The behavior of the moduli stack (15) under the wall-
crossing is described in terms of the stack theoretic Hall algebra of
BB,H , as in [20], [21], [23]. We can show that, for t≫ 0, we have
Msst (v) =MssH(v)(16)
where the RHS is the moduli stack which defines the invariant (3). On
the other hand, if we assume Conjecture 1.3, we can show that
Msst (v) = ∅
when η < 1 and 0 < t ≪ 1. By the above observations, the moduli
stack MssH(v) can be described in terms of the wall-crossing factors in
the Hall algebra. The key point is that, if we assume that Conjec-
ture 1.3 is true and the rational number η in (14) is suitably small,
then the objects which contribute to the wall-crossing factors are one
of the following forms:
OX(m1H)⊗ IC , OX(m2H)⊗ D(OX → F )[1].(17)
Here mi ∈ Z, C ⊂ X is a subscheme with dimC ≤ 1 and D(OX → F )
is the derived dual of the two term complex (OX → F ) determined
by a PT stable pair (6). Hence it turns out that the stack MssH(v)
is related to the moduli stacks of the objects of the form (17) in the
Hall algebra. By the wall-crossing formula of DT type invariants [21],
[23], the above relationship of the moduli stacks can be integrated to a
relationship among DT type invariants (3), (4) and (5), if we assume
Conjecture 1.4. The formula (9) is the resulting relationship among
these invariants in terms of generating series.
The conjectural inequality (11) is used to investigate the behavior
of numerical classes under the wall-crossing. For instance, if η satisfies
0 ≤ η ≪ 1, then the resulting wall-crossing factors (17) satisfy
([C], χ(OC)) ∈ C(m, ǫ), ([F ], χ(F )) ∈ C(m, ǫ)(18)
for 0 < ǫ ≪ 1. The above property corresponds to the extreme polar
state conjecture, which was a conjecture in [8] even in the physics sense.
The inequality (11) is also used to show that, if η further satisfies
0 ≤ η < µ
mξ
, µ ∈ R>0, m≫ 0
for some ξ ≥ 1 and µ > 0, then the wall-crossing factors are contributed
by the objects of the form (17). This property corresponds to the core
dump exponent conjecture, that is the real number ξcd in [8] satisfies
ξcd = 1. The above two physical conjectures (extreme polar state con-
jecture, core dump exponent conjecture) were relevant to approximate
both sides of (10). The main contribution of this paper is to deduce
these physical conjectures from the single conjectural inequality (11).
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1.5. Plan of the paper. The plan of the paper is as follows. In
Section 2, we give some background of stability conditions and DT
type invariants. In Section 3, we give a proof of Theorem 1.5. In
Section 4, we discuss the relevant wall-crossing phenomena, and give
an evidence to Conjecture 1.1 (i).
1.6. Acknowledgments. The author is grateful to Arend Bayer and
Kentaro Hori for valuable discussions and comments. He also thanks
the referee for several helpful comments. This work is supported by
World Premier International Research Center Initiative (WPI initia-
tive), MEXT, Japan. This work is also supported by Grant-in Aid for
Scientific Research grant (22684002), and partly (S-19104002), from
the Ministry of Education, Culture, Sports, Science and Technology,
Japan.
2. Background
In this section, we collect some notions, results, which we will use in
the proof of Theorem 1.5. In what follows, X is a smooth projective
Calabi-Yau 3-fold over C, i.e.
3∧
T∨X ∼= OX , H1(X,OX) = 0.
2.1. Twisted Gieseker stability. We recall the classical notion of
twisted stability on Coh(X) in the sense of Gieseker, which will be
used in constructing DT invariants. For the detail of the non-twisted
case, see [17]. We take an element,
B + iω ∈ H2(X,C)(19)
where B, ω are defined over Q, and ω is ample. For E ∈ Coh(X), the
twisted Hilbert polynomial is defined by
χ(E, n) :=
∫
X
chB(E)enω tdX
= adn
d + ad−1n
d−1 + · · · ,
where ai ∈ Q, ad 6= 0 and d = dim Supp(E). Here chB(E) is the
twisted Chern character,
chB(E) := e−B ch(E) ∈ H∗(X,Q).(20)
The reduced twisted Hilbert polynomial is defined by
χ(E, n) := χ(E, n)/ad.
Definition 2.1. An object E ∈ Coh(X) is B-twisted ω-(semi)stable if
the following conditions hold:
• E is a pure sheaf, i.e. there is no subsheaf 0 6= F ( E with
dim Supp(F ) < dimSupp(E).
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• For any subsheaf 0 6= F ( E, we have for n≫ 0,
χ(F, n) < (≤)χ(E, n).
If B = 0, then the B-twisted ω-(semi)stable sheaves are called ω-
(semi)stable sheaves.
2.2. Twisted slope stability. Here we recall the notion of twisted
slope stability determined by an element (19), which is coarser than
the twisted Gieseker stability. For d ∈ Z≥0, let Coh≤d(X) ⊂ Coh(X)
be the subcategory defined by
Coh≤d(X) := {E ∈ Coh(X) : dim Supp(E) ≤ d}.
The B-twisted ω-slope function
µB,ω,d : Coh≤d(X)→ Q ∪ {∞}
is defined as follows: if E ∈ Coh≤d−1(X), we set µB,ω,d(E) = ∞.
Otherwise we set
µB,ω,d(E) :=
ωd−1 · chB4−d(E)
ωd · chB3−d(E)
.
The notion of µB,ω,d-stability is defined as follows:
Definition 2.2. An object E ∈ Coh≤d(X) is µB,ω,d-(semi)stable if for
any exact sequence 0→ F → E → G→ 0 in Coh≤d(X), we have
µB,ω,d(F ) < (≤)µB,ω,d(G).
The above stability condition is called a B-twisted ω-slope stability
condition. Note that if B is proportional to ω, then µB,ω,d-stability
coincides with µω,d := µ0,ω,d-stability. Also if d = 3, we just set µB,ω :=
µB,ω,3.
Remark 2.3. It is easy to check that the twisted slope stability is
coarser than the twisted stability. Namely if E is a d-dimensional sheaf,
then E ∈ Coh≤d(X) is, omitting notation B-twisted and ω-,
slope stable⇒ stable⇒ semistable⇒ slope semistable.
2.3. Tilt stability. The notion of tilt stability in [3] is defined in the
abelian category obtained as a tilt of Coh(X). For an element (19), we
set the following subcategories of Coh(X):
TB,ω :=
〈
E :
E is a torsion sheaf or torsion free
µB,ω-semistable sheaf with µB,ω(E) > 0.
〉
FB,ω :=
〈
E :
E is a torsion free µB,ω-semistable
sheaf with µB,ω(E) ≤ 0
〉
.
Here 〈S〉 is the smallest extension closed subcategory which contains
S. The pair of subcategoris (TB,ω,FB,ω) is a torsion pair of Coh(X).
(cf. [15].) Its tilting is defined by
BB,ω := 〈FB,ω[1], TB,ω〉 ⊂ DbCoh(X).
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By a general theory of tilting [15], BB,ω is the heart of a bounded
t-structure on DbCoh(X), hence an abelian category.
Remark 2.4. For any object E ∈ BB,ω, we have chB1 (E)ω2 ≥ 0. In par-
ticular if F is a subobject of E in BB,ω, we have chB1 (E)ω2 ≥ chB1 (F )ω2.
Let ZB,ω : K(X)→ C be the group homomorphism defined by
ZB,ω(E) := −
∫
X
chB(E)e−iω
=
(
− chB3 (E) +
1
2
ω2 chB1 (E)
)
+ i
(
ω chB2 (E)−
1
6
ω3 chB0 (E)
)
.
The slope function
νB,ω : BB,ω → Q ∪ {∞}
is defined as follows: if ω2 chB1 (E) = 0, then we set νB,ω(E) = ∞.
Otherwise we set
νB,ω(E) :=
ImZB,ω(E)
ω2 chB1 (E)
.
Similarly to µB,ω,d-stability on Coh≤d(X), the above slope function
defines νB,ω-stability on BB,ω:
Definition 2.5. An object E ∈ BB,ω is νB,ω-(semi)stable if for any
exact sequence 0→ F → E → G→ 0 in BB,ω, we have
νB,ω(F ) < (≤)νB,ω(G).
The above stability condition on BB,ω is called tilt stability in [3].
2.4. Bogomolov-Gieseker type inequalities. We will use two kinds
of inequalities of Chern characters of tilt semistable objects in BB,ω.
One of them is a generalization of classical Bogomolov-Gieseker in-
equality to tilt semistable objects, proved in [3, Corollary 7.3.2]. The
other one is a conjectural inequality proposed in [3, Conjecture 1.3.1].
The first inequality is as follows:
Theorem 2.6. [3, Corollary 7.3.2] For any νB,ω-semistable object E ∈
BB,ω, we have the inequality,
(ω2 chB1 (E))
2 − 2(ω3 chB0 (E))(ω chB2 (E)) ≥ 0.(21)
Note that if Pic(X) is generated by OX(H) for an ample divisor H ,
the inequality (21) is equivalent to
H(chB1 (E))
2 − 2H chB0 (E) chB2 (E) ≥ 0.(22)
The second inequality is given in the following conjecture:
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Conjecture 2.7. [3, Conjecture 1.3.1] For any νB,ω-semistable object
E ∈ BB,ω with νB,ω(E) = 0, we have the inequality,
chB3 (E) ≤
1
18
ω2 chB1 (E).(23)
Remark 2.8. The above conjecture is not restricted to Calabi-Yau 3-
fold case. For instance, the inequality (23) is proved when X = P3 and
ω3 < 3
√
3. (cf. [3, Theorem 8.2.1].)
Remark 2.9. There is the heart of a bounded t-structure AB,ω ⊂
DbCoh(X) obtained as a tilting of BB,ω. (cf. [3, Definition 3.2.5].)
If we assume Conjecture 2.7, then the pair
(ZB,ω,AB,ω)(24)
gives a Bridgeland’s stability condition [6] on DbCoh(X). (cf. [3,
Conjecture 3.2.6].) We note that any tilt semistable object E with
νB,ω(E) = 0 is always semistable w.r.t. Bridgeland stability (24) with
phase one.
2.5. Donaldson-Thomas invariants. Let H be an ample divisor in
a Calabi-Yau 3-fold X . The DT invariant is an invariant counting
H-semistable sheaves on X . For an element
(r,D, β, n) ∈ H0(X)⊕H2(X)⊕H4(X)⊕H6(X)
it is denoted by
DTH(r,D, β, n) ∈ Q.(25)
The easier case to define (25) is when any H-semistable sheaf con-
tributing to (25) is H-stable. Let
MsH(r,D, β, n) ( resp. MssH (r,D, β, n))(26)
be the moduli stack of H-stable (resp. H-semistable) sheaves E in the
sense of Definition 2.2, satisfying ch(E) = (r,D, β, n). The stacks (26)
are known to be Artin stacks of finite type over C. We have the BC∗-
bundle structure
MsH(r,D, β, n)→MsH(r,D, β, n)
where MsH(r,D, β, n) is a quasi-projective scheme over C. When any
sheaf [E] ∈MssH(r,D, β, n) is H-stable, the scheme MsH(r,D, β, n) is a
projective C-scheme. In this case, the DT invariant (25) is defined by
DTH(r,D, β, n) :=
∫
Ms
H
(r,D,β,n)
ν dχ
=
∑
m∈Z
mχ(ν−1(m)).(27)
Here ν is the Behrend’s constructible function [4],
ν : MsH(r,D, β, n)→ Z.
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Note that if MsH(r,D, β, n) is non-singular, then DTH(r,D, β, n) is the
topological Euler characteristic of MsH(r,D, β, n) up to sign.
When there is a strictly H-semistable sheaf [E] ∈ MssH(r,D, β, n),
the definition of (25) is much more complicated. In this case, (25) is
defined by integrating the Behrend function over the ‘logarithm’ of the
moduli stack MssH(r,D, β, n) in the stack theoretic Hall algebra [21],
[23]. Since only DT invariants defined as in (27) appear in this paper,
we omit the detail of the latter construction.
2.6. DT invariants counting torsion sheaves. We are interested
in DT invariants counting sheaves supported on ample divisors in X ,
i.e. the invariants, 1
DTH(0, mH,−β,−n) ∈ Q(28)
for m ∈ Z>0. The generating series of the invariants (28) is denoted by
ZmD4(x, y) :=
∑
β,n
DTH(0, mH,−β,−n)xnyβ.(29)
Although it is not an obvious problem to compute the series (29), its
local version is very easy to compute as follows:
Example 2.10. Let P ∈ |mH| be a smooth member. In the notation
of the previous subsection, we have the subscheme,
MsH(0, P,−β,−n) ⊂MsH(0, mH,−β,−n)
corresponding to stable sheaves supported on P . Then we have the local
DT invariant,
DTH(0, P,−β,−n) :=
∫
Ms
H
(0,P,−β,−n)
ν dχ(30)
where ν is the Behrend function on MsH(0, mH,−β,−n) restricted to
MsH(0, P,−β,−n). Note that ν is not the Behrend function on the
subscheme MsH(0, P,−β,−n). Let us compute the invariant (30).
We note that, although MsH(0, mH,−β,−n) may not be projective,
the scheme MsH(0, P,−β,−n) is always projective. Indeed sheaves cor-
responding to points in MsH(0, P,−β,−n) have the following form,
E ∼= i∗(L ⊗ IZ)(31)
where L ∈ Pic(P ), Z ⊂ P is a zero dimensional closed subscheme, and
IZ is the defining ideal of Z. The condition ch(E) = (0, mH,−β,−n)
1The sign of β and n is chosen in order to match the notation of rank one DT
invariants (35) below.
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is equivalent to
H2
2
m2 − i∗c1(L) = β
|Z| − H
3
6
m3 +
Hc1(L)
2
m− 1
2
c1(L)2 = n.
Here we have written H|P just as H for simplicity, and i : P →֒ X is the
inclusion. Since H1(OP ) = 0, we have the isomorphism c1 : Pic(P )
∼=→
NS(P ), hence we have
MsH(0, P,−β,−n) =
∐
l∈NS(P ),
i∗l=
1
2
m2H2−β
Hilb
H3
6
m3−Hl
2
m+ 1
2
l2+n(P ).(32)
Therefore MsH(0, P,−β,−n) is projective, and the definition (30) is an
analogy of (27) in the local case.
It is easy to see that the moduli space MsH(0, mH,−β,−n) is smooth
along MsH(0, P,−β,−n) with dimension
dimP(H0(X,OX(mH))) + dimHilbi(P )
for some i ∈ Z≥0. Therefore we have
ν|Ms
H
(0,P,−β,−n) = (−1)H
3
6
m3+
Hc2(X)
12
m−1.(33)
By (32) and (33), the generating series of local DT invariants (30) is
calculated as∑
β,n
DT(0, P,−β,−n)xnyβ
= (−1)H
3
6
m3+
Hc2(X)
12
m−1 ∑
l∈NS(P )
N≥0
χ(HilbN (P ))xN−
H3
6
m3+Hl
2
m− 1
2
l2y
H2
2
m2−i∗l
= (−1)H
3
6
m3+
Hc2(X)
12
m−1 ∏
N≥1
(1− xN)−H3m3−Hc2(X)m
·
∑
l∈NS(P )
x−
H3
6
m3+Hl
2
m− 1
2
l2y
H2
2
m2−i∗l.
Here we have used the Go¨ttsche’s formula [14],∑
N≥0
χ(HilbN(P ))xN =
∏
N≥1
(1− xN )−χ(P ).(34)
Remark 2.11. Although it is easy to compute the local DT invariants
when P ∈ |mH| is non-singular as in Example 2.10, it is not obvious
to compute the local invariants when P has singularities. For instance,
the Go¨ttsche type formula (34) is not known for singular surfaces.
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2.7. DT and PT invariants counting curves. As we discussed in
the introduction, our purpose is to relate the series (29) with the gen-
erating series of two kinds of DT type curve counting invariants in X .
One of them is rank one DT invariant, and the other one is PT stable
pair invariant [29]. Both of these invariants depend on β ∈ H2(X,Z)
and n ∈ Z. Note that β and n are also interpreted as elements of
H4(X) and H6(X) respectively by the Poincare´ duality.
The former invariant is defined by,
In,β := DTH(1, 0,−β,−n).(35)
Note that any sheaf contributing to In,β is of the form IC where C ⊂ X
is a closed subscheme with dimC ≤ 1, [C] = β and χ(OC) = n.
(cf. [27].) In particular the invariant (35) does not depend on a choice
of H .
The latter invariant roughly counts pairs of a curve and a divisor on
it. This notion is formulated as stable pairs: by definition, a stable
pair is a pair
(OX s→ F ),(36)
where F is a pure one dimensional coherent sheaf on X , and s is surjec-
tive in dimension one. A typical example is given by (OX s→ OC(D)),
where C ⊂ X is a smooth curve, D ⊂ C is an effective divisor and s is
a natural morphism. The moduli space of stable pairs (36) satisfying
[F ] = β and χ(F ) = n is denoted by
Pn(X, β).
The above moduli space is shown to be a projective scheme over C.
The PT invariant is defined by
Pn,β :=
∫
Pn(X,β)
νdχ,(37)
where ν is the Behrend function on Pn(X, β). Note that both of the
invariants (35), (37) are integer valued.
We will use the following cut off generating series:
Im,ǫ(x, y) :=
∑
(β,n)∈C(m,ǫ)
In,βx
nyβ,(38)
Pm,ǫ(x, y) :=
∑
(β,n)∈C(m,ǫ)
Pn,βx
nyβ.(39)
Here m ∈ Z>0, ǫ ∈ R>0, and C(m, ǫ) is defined to be
C(m, ǫ) := {(β, n) ∈ H2(X)⊕H0(X) : β ·H < ǫm2, |n| < ǫm3}.
(40)
The relationship between In,β and Pn,β is conjectured in [29], proved
in [30], [35] at the Euler characteristic level and in [7] for the honest
DT invariants. This is formulated in terms of non-cut off generating
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series. If we define I(x, y), P (x, y) by formally putting ǫ = 1, m = ∞
to the series (38), (39) respectively, then we have, by [35], [30], [7],
I(x, y)/M(−x)χ(X) = P (x, y).(41)
Here M(x) is the MacMahon function
M(x) =
∏
n≥0
(1− xn)−n.
3. Proof of Theorem 1.5
In this section, we give a proof of Theorem 1.5. In what follows, X
is a smooth projective Calabi-Yau 3-fold such that Pic(X) is generated
by OX(H) for an ample divisor H in X .
3.1. One parameter family of tilt stability. We construct a one
parameter family of tilt stability conditions depending on a choice of a
numerical class,
v = (0, mH,−β,−n) ∈ H∗(X,Q).(42)
for m ∈ Z>0. In this section, we always fix v as in (42). We also fix
B ∈ H2(X,Q) to be
B = −β ·H
mH3
H.(43)
By a simple calculation, we have
e−Bv =
(
0, mH, 0,
H3
24
m3(1− η)
)
(44)
where η is given by
η =
(
n +
(H · β)2
2mH3
+
H3
24
m3
)
/
H3
24
m3.(45)
In what follows, the twisted Chern character chB(∗) = e−B ch(∗) is
taken with respect to the B chosen in (43). For t ∈ R>0, we set
νt := νB,tH : BB,H \ {0} → R ∪ {∞}.
Note that BB,tH = BB,H for any t ∈ R>0, so the above slope function is
well-defined. Also any object E ∈ BB,H with ch(E) = v, or equivalently
chB(E) is equal to the RHS of (44), satisfies νt(E) = 0.
3.2. Wall and chamber structure. As proved in [3, Corollary 3.3.3],
there is a wall and chamber structure on the set of tilt stability. In the
setting of the previous subsection, there is a discrete subset of walls,
S ⊂ R>0,
such that the set of νt-semistable objects E with ch(E) = v is constant
when t lies in a connected component of R>0 \ S, but jumps at walls.
We first show that there is no wall when t is bigger than
√
3m/2.
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Lemma 3.1. We have S ⊂ {t ∈ R>0 : t ≤
√
3m/2}.
Proof. Let us take t0 ∈ S. Then there is a νt0-semistable object E ∈
BB,H with ch(E) = v and an exact sequence in BB,H
0→ E1 → E → E2 → 0
such that νt0(E1) = νt0(E2) = 0 and
νt0+ǫ(E1) < νt0+ǫ(E2), νt0−ǫ(E1) > νt0−ǫ(E2)(46)
for 0 < ǫ ≪ 1. We write chB(Ei) = (ri, Di, βi, ni) for i = 1, 2. Then
the condition νt0(Ei) = 0 is equivalent to
−H
3
6
t20ri + βiH = 0.
Combined with (46), we obtain r1 > 0 and r2 < 0, hence r
2
i ≥ 1.
On the other hand, since E1 and E2 are νt0-semistable, we have the
inequality D2iH ≥ 2riβiH by Theorem 2.6. Also since D1+D2 = mH ,
either i = 1 or 2 satisfies D2iH ≤ m2H3/4. For such i, we obtain
H3
4
m2 ≥ D2iH ≥ 2riβiH =
H3
3
r2i t
2
0 ≥
H3
3
t20
for i = 1 or 2. The above inequalities imply t0 ≤
√
3m/2 as claimed.

By the above lemma, the region {t ∈ R>0 : t >
√
3m/2} is contained
in a chamber of R>0 \ S. Next we see that the tilt semistable objects
in this chamber coincide with slope semistable sheaves in Coh≤2(X).
Proposition 3.2. For t >
√
3m/2, an object E ∈ BB,H with ch(E) = v
is νt-semistable if and only if E is an µH,2-semistable sheaf in Coh≤2(X).
Proof. First suppose that E ∈ BB,H with ch(E) = v is νt-semistable
for some t >
√
3m/2. By Lemma 3.1, this is equivalent to the fact that
E is νt-semistable for any t >
√
3m/2. We have the exact sequence in
BB,H ,
0→H−1(E)[1]→ E → H0(E)→ 0.
Suppose that H−1(E) 6= 0. Then we have
νt(H−1(E)[1]) > 0
for t ≫ 0, which contradicts to the fact that E is νt-semistable for
any t >
√
3m/2. Hence H−1(E) = 0 and E is a torsion sheaf, i.e.
E ∈ Coh≤2(X). Noting that νt = µB,tH,2 on Coh≤2(X) and B, tH are
proportional to H , we conclude that E is a µH,2-semistable sheaf in
Coh≤2(X).
Conversely, take a µH,2-semistable sheaf E ∈ Coh≤2(X) with ch(E) =
v. Note that E ∈ BB,H . Suppose that E is not νt-semistable for some
t >
√
3m/2. By Lemma 3.1, this is equivalent to the fact that E is not
18 YUKINOBU TODA
νt-semistable for any t >
√
3m/2, hence we may assume that t >
√
3m.
There is an exact sequence in BB,H ,
0→ E1 → E → E2 → 0,(47)
such that E1 is νt-semistable and νt(E1) > νt(E2). Let us write
chB(E1) = (r1, D1, β1, n1). Since E ∈ Coh≤2(X), we have E1 ∈
Coh(X), hence r1 ≥ 0. By νt(E1) ≥ 0 and Theorem 2.6, we obtain
the inequalities,
D21H ≥ 2r1β1H ≥
H3
3
t2r21.
Suppose that r1 > 0. Since ch
B
1 (E)
2H ≥ D21H , we obtain the inequal-
ity m2H3 ≥ H3t2/3, which contradicts to t > √3m. Therefore we
have r1 = 0, and the sequence (47) is an exact sequence in Coh≤2(X).
However the µH,2-stability of E implies νt(E1) ≤ νt(E2), a contradic-
tion. 
As a corollary, we can show that Conjecture 1.1 (i) is true under the
assumption that Conjecture 2.7 is true:
Corollary 3.3. Suppose that Conjecture 2.7 is true. Then if there is an
µH,2-semistable sheaf E ∈ Coh≤2(X) with ch(E) = (0, mH,−β,−n),
then we have
−H
3
24
m3 ≤ n+ (H · β)
2
2mH3
.(48)
In particular if DTH(0, mH,−β,−n) 6= 0, then the inequality (48) is
satisfied.
Proof. Let E be an µH,2-semistable object with ch(E) = (0, mH,−β,−n).
By Proposition 3.2, E is ν√3m/2-semistable with ν√3m/2(E) = 0. If we
assume Conjecture 2.7, then we have
H3
24
m3(1− η) ≤ 1
18
·mH ·
(√
3
2
m
)2
=
H3
24
m3.
Here η is given by (45). The above inequality implies η ≥ 0, which is
equivalent to the inequality (48).
If DTH(0, mH,−β,−n) 6= 0, then there is an H-semistable sheaf
E ∈ Coh(X) with ch(E) = (0, mH,−β,−n). By Remark 2.3, E is
also an µH,2-semistable sheaf in Coh≤2(X), hence the inequality (48)
holds. 
Remark 3.4. The inequality (48) is easy to prove if there is an µH,2-
semistable sheaf E with ch(E) = (0, mH,−β,−n) supported on a smooth
member P ∈ |mH|. Indeed, such a sheaf is written as (31), and the
inequality (48) can be easily checked using the Hodge index theorem.
However when the support of E is singular, we are not able to prove
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(48) without assuming Conjecture 2.7. As for the issue of the thicken-
ing of the support of E, see Theorem 4.3.
Later we will also use the following corollary. We use the notation
in the previous subsection.
Corollary 3.5. Take (ξ, µ) ∈ R2 so that ξ > 1, µ > 0 or ξ = 1,
0 < µ < 3/2. Suppose that Conjecture 2.7 is true. Then there is
m(ξ, µ) > 0, which depends only on ξ, µ such that if m > m(ξ, µ) and
0 ≤ η < µ/mξ, then any µH,2-semistable sheaf E ∈ Coh≤2(X) with
ch(E) = v is µH,2-stable.
Proof. For an µH,2-semistable sheaf E with ch(E) = v, suppose that E
is not µH,2-stable. Then there is an exact sequence in Coh≤2(X)
0→ E1 → E → E2 → 0
such that µH,2(E1) = µH,2(E2). This is equivalent to µB,H,2(E1) =
µB,H,2(E2) = 0, where B is given by (43). Hence we can write
chB(Ei) =
(
0, miH, 0,
H3
24
m3i (1− ηi)
)
for some mi ∈ Z≥1, ηi ∈ Q satisfying m1 +m2 = m and
H3
24
m3(1− η) = H
3
24
m31(1− η1) +
H3
24
m32(1− η2).(49)
Also note that ηi ≥ 0 by Corollary 3.3. On the other hand, we have
m3(1− η)−m31(1− η1)−m32(1− η2)
≥ m3 −m3η −m(m2 − 3m1m2)(50)
≥ 3m2 − 3m−m3η(51)
> 3m2 − µm3−ξ − 3m.(52)
Here we have used ηi ≥ 0 in (50) and
m31 +m
3
2 = m(m
2 − 3m1m2)
by m1 + m2 = m. The inequality (51) follows from m1m2 ≥ m − 1
since m1, m2 ≥ 1, and (52) follows from η < µ/mξ. By our choice
of (ξ, µ), the leading coefficient of the RHS of (52) is positive. Hence
there is m(ξ, µ) > 0, which depends only on µ and ξ such that m >
m(ξ, µ) implies (52) is positive. This contradicts (49), hence E is µH,2-
stable. 
Finally in this subsection, we see that there are no tilt semistable
objects when η < 1 and t is small.
Lemma 3.6. Suppose that Conjecture 2.7 is true, and η satisfies η < 1.
Then there is no νt-semistable object E ∈ BB,H with ch(E) = v, if
t <
√
3
2
m
√
1− η.(53)
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Proof. Let E ∈ BB,H be an νt-semistable object with ch(E) = v. If
Conjecture 2.7 is true, then
H3
24
m3(1− η) ≤ H
3
18
mt2.
The above inequality is violated under the condition (53). 
3.3. Moduli stacks of tilt semistable objects. Similarly to the
moduli theory of semistable sheaves, we can consider moduli stacks of
tilt semistable objects in BB,H . Let M be the stack of all the objects
in BB,H . An argument similar to [33, Lemma 4.7] shows that M is
an Artin stack locally of finite type over C. Moreover the stack M is
an open substack of the moduli stack of certain objects in DbCoh(X)
constructed by Inaba [18] or Lieblich [26]. For each w ∈ H∗(X,Q),
there is an abstract substack
Msst (w) ⊂M(54)
which is the moduli stack of νt-semistable objects E ∈ BB,H with
ch(E) = w. We need to prove that Msst (w) is a ‘good’ moduli space.
We have the following proposition:
Proposition 3.7. The stack Msst (w) is an open substack of M, and
it is an Artin stack of finite type over C.
Proof. A similar result for K3 surfaces is already obtained in [33], and
we apply a similar argument. A proof similar to [33, Theorem 3.20]
shows that the problem can be reduced to showing the boundedness
of νt-semistable objects E ∈ BB,H with ch(E) = w. Furthermore if
νt(w) = ∞, then E is contained in the following category, (cf. [3,
Remark 3.2.2],)
〈U [1],Coh≤1(X) : U is µB,H-stable with µB,H(E) = 0〉.
In this case, the boundedness follows from an argument similar to [34,
Proposition 3.13]. Below, we assume νt(w) <∞.
For an νt-semistable object E ∈ BB,H with ch(E) = w, we consider
the filtration
F ⊂ T ⊂ H0(E)
where T is the torsion part ofH0(E) and F is the maximal subsheaf of T
which is contained in Coh≤1(X). It is enough to show the boundedness
of H−1(E), F , T/F and H0(E)/T .
First we check the boundedness of H−1(E). Since νt(E) < ∞, we
have Hom(Coh≤1(X),H−1(E)[1]) = 0. This immediately implies that
H−1(E) is a reflexive sheaf. Also an argument similar to [33, Propo-
sition 4.11] shows that chi(H−1(E)) for i = 0, 1, 2 have only a finite
number of possibilities. Then applying [24, Theorem 4.4], the bound-
edness of H−1(E) follows.
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Next we check the boundedness of F , T/F and H0(E)/T . Again, an
argument similar to [33, Proposition 4.11] shows that, for i = 0, 1, 2,
chi(F ), chi(T/F ) and chi(H0(E)/T ) have only a finite number of pos-
sibilities. In order to apply [24, Theorem 4.4], we need to check that
ch3(F ), ch3(T/F ) and ch3(H0(E)/T ) have also a finite number of pos-
sibilities. Since the sum of them are equal to ch3(H−1(E)) +
∫
X
w, it
is enough to show that they are bounded above.
As for the upper bound on ch3(H0(E)/T ), we consider the exact
sequence
0→ H0(E)/T → (H0(E)/T )∨∨ → F ′ → 0
where F ′ ∈ Coh≤1(X). Since the middle sheaf is reflexive, we can ap-
ply [25, Theorem 3.4] and [24, Theorem 4.4] to show that the middle
sheaf is contained in a bounded family. Then by the boundedness of
the Quot scheme, ch3(F
′) can be shown to be bounded below, using
an argument of [34, Lemma 3.10]. Therefore ch3(H0(E)/T ) is bounded
above. The upper bound on ch3(T/F ) is similarly obtained by tak-
ing Ext1X(−,OX) twice instead of the double dual, and applying [24,
Theorem 4.4] again.
As for the upper bound on ch3(F ), note that E ∈ BB,H has a sub-
object E ′ ∈ BB,H which fits into an exact sequence in BB,H
0→ H−1(E)[1]→ E ′ → F → 0.
Since Hom(Coh≤1(X), E) = 0, we have Hom(Coh≤1(X), E ′) = 0. Then
the upper bound on ch3(F ) is obtained by Lemma 3.9 below. 
Remark 3.8. Although we assume that X is a smooth projective Calabi-
Yau 3-fold in this section, the result of Proposition 3.7 holds for any
smooth projective 3-fold.
We have used the following lemma:
Lemma 3.9. For a fixed reflexive sheaf U on X, consider the set of
sheaves F ∈ Coh≤1(X) with fixed ch2(F ) which fit into a distinguished
triangle
U [1]→ V → F(55)
such that Hom(Coh≤1(X), V ) = 0. Then ch3(F ) is bounded above.
Proof. Since U is a reflexive sheaf, we have Ext0X(U,OX) = U∨, Q :=
Ext1X(U,OX) is a zero dimensional sheaf and ExtiX(U,OX) = 0 for
i 6= 0, 1. Also F∨ := Ext2X(F,OX) is a pure one dimensional sheaf,
Q′ := Ext3X(F,OX) is a zero dimensional sheaf and ExtiX(F,OX) = 0
for i 6= 2, 3. Applying D(−) := RHomX(−,OX) to the triangle (55),
we obtain Hi(D(V )) = 0 for i 6= 1, 2, 3 and the long exact sequence of
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sheaves,
0→H1(D(V ))→ U∨ → F∨ → H2(D(V ))
→ Q→ Q′ → H3(D(V ))→ 0.
Also the condition Hom(Coh≤1(X), V ) = 0 implies that
Hom(D(V ), A[−2]) = 0, Hom(D(V ),Ox[−3]) = 0(56)
for any pure one dimensional sheaf A and a closed point x ∈ X . There-
fore H3(D(V )) = 0, Q → Q′ is surjective and U∨ → F∨ is surjective
in dimension one. This implies that ch3(Q
′) is bounded, and an argu-
ment similar to [34, Lemma 3.10] shows that ch3(F
∨) is bounded below.
Hence ch3(D(F )) is bounded below, and ch3(F ) is bounded above. 
By Remark 2.3, Proposition 3.2, Corollary 3.5 and Lemma 3.6, the
following lemma obviously follows:
Lemma 3.10. Suppose that Conjecture 2.7 is true, and take ξ, µ and
m(ξ, µ) as in Corollary 3.5. If m > m(ξ, µ) and η < µ/mξ, we have
the following:
(i) For t >
√
3m/2, we have
Msst (0, mH,−β,−n) =MsH(0, mH,−β,−n).
(ii) For t <
√
3m/2 · √1− η, we have
Msst (0, mH,−β,−n) = ∅.
3.4. Wall-crossing in the Hall algebra. As we discussed in Subsec-
tion 3.2, there is the set of walls S ⊂ R>0 such that the moduli stack
(54) may jump if we cross the wall. We investigate the behavior of the
moduli stack (54) under the change of t in terms of Hall algebra.
Recall that the Hall algebra H(BB,H) of BB,H is spanned over Q by
the isomorphism classes of symbols,
[ρ : X →M],
where X is an Artin stack of finite type over C with affine geometric
stabilizers and ρ is a 1-morphism. The relations are generated by
[ρ : X →M] ∼ [ρ|Y : Y →M] + [ρ|U : U →M]
where Y ⊂ X is a closed substack and U := X \ Y .
There is an associative ∗-product on the Q-vector space H(BB,H)
based on Ringel-Hall algebras. Let Ex be the stack of short exact
sequences in BB,H ,
0→ E1 → E2 → E3 → 0.
There are 1-morphisms,
pi : Ex→M, i = 1, 2, 3
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sending E• to Ei. The ∗-product is defined by
∗ := p2∗(p1, p3)∗ : H(BB,H)⊗2 → H(BB,H).
For the detail, see [19].
For each t ∈ R>0 and w ∈ H∗(X,Q), the stack (54) determines an
element by Proposition 3.7,
δt(w) := [Msst (w) ⊂M] ∈ H(BB,H).
We take v ∈ H∗(X,Q) as in (42). Then for each t0 ∈ R>0, the existence
of Harder-Narasimhan filtrations with respect to the tilt stability yields,
δt0(v) =
∑
l≥1
∑
v1+···+vl=v,
νt0(v1)=···=νt0(vl)=0,
νt+(v1)>···>νt+ (vl)
δt+(v1) ∗ · · · ∗ δt+(vl).(57)
Here t+ = t0 + ε for 0 < ε≪ 1. The above formula is a starting point
to deduce the wall-crossing formula in [20], [21] and [23].
Below we investigate the RHS of (57) assuming that Conjecture 2.7
is true, and η is sufficiently small, where η is given by (45). We use the
following condition:
0 ≤ η < min
{
3
2m
,
1
2
}
.(58)
Note that, by Corollary 3.3, the left inequality automatically follows if
we assume Conjecture 2.7. We have the following proposition:
Proposition 3.11. Suppose that Conjecture 2.7 is true. Assume that
η satisfies (58). We have the following:
(i) A non-zero term of the RHS of (57) satisfies l = 1 or l = 2.
(ii) For a non-zero term in the RHS of (57) with l = 2, the numerical
classes v1, v2 satisfy e
−Bvi = (ri, Di, γi, si) ∈ H∗(X,Q) with r1 = −1
and r2 = 1.
(iii) In the notation of (ii), we write Di = diH for di ∈ Q. Then we
have ∣∣∣di − m
2
∣∣∣ < 1
3
mη(59)
H3
8
m2
(
1− 2
3
η
)2
< (−1)iγiH < H
3
8
m2
(
1 +
2
3
η
)2
.(60)
Proof. It is enough to consider the terms with l ≥ 2. Let E ∈ BB,H be
an νt0-semistable object with ch(E) = v which is not νt+-semistable.
Then there is a filtration in BB,H
E1 ⊂ E2 ⊂ · · · ⊂ El = E
such that each subquotient Fi := Ei/Ei−1 is νt+-semistable with νt0(Fi) =
0 and
νt+(F1) > νt+(F2) > · · · > νt+(Fl).(61)
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Let us write chB(Fi) = (ri, Di, γi, si) ∈ H∗(X,Q). Then the condition
νt0(Fi) = 0 together with the inequalities (61) imply
r1
D1H2
<
r2
D2H2
< · · · < rl
DlH2
.
Since r1+ · · ·+ rl = 0, there is 1 ≤ i ≤ l− 1 such that rj < 0 for j ≤ i,
ri+1 ≥ 0 and rj > 0 for j ≥ i+2. We set S := Ei, T := E/Ei, and write
chB(S) = (rS, DS, γS, sS), ch
B(T ) = (rT , DT , γT , sT ). Since S, T are
νt0-semistable, for ∗ ∈ {S, T}, we have the inequality by Theorem 2.6,
D2∗H ≥ 2r∗γ∗H.
Also from νt0(∗) = 0, we have
−H
3
6
r∗t
2
0 + γ∗H = 0.
Since we assume Conjecture 2.7, Lemma 3.6 implies
t20 ≥
3
4
m2(1− η).(62)
Since DS + DT = mH , either ∗ = S or T satisfies m2H3/4 ≥ D2∗H .
Hence for such ∗, we have
H3
4
m2 ≥ D2∗H ≥ 2r∗ ·
H3
6
r∗t
2
0 ≥
H3
4
r2∗m
2(1− η).(63)
Therefore if |r∗| ≥ 2, the above inequalities imply η ≥ 3/4, which
contradicts to the assumption (58). Since rS + rT = 0, we conclude
that rS = −1 and rT = 1. It follows that there are two possibilities:
l = 2, r1 = −1, r2 = 1 and l = 3, r1 = −1, r2 = 0, r3 = 1.
Let us exclude the latter case. Suppose that l = 3, and we write
Di = diH for 1 ≤ i ≤ 3 with di ∈ Q. Note that d1 + d2 + d3 = m,
di > 0 and d2 ∈ Z≥1 since r2 = 0. Hence there is i ∈ {1, 3} such that
di ≤ m/2. For such i, since |ri| = 1, we have the inequalities similar to
(63),
H3
4
m2 ≥ d2iH3 ≥
H3
4
m2(1− η),
which imply
m
2
(
1− 2
3
η
)
<
m
2
√
1− η ≤ di ≤ m
2
.
Here the left inequality follows from (58). Therefore we have∣∣∣di − m
2
∣∣∣ < 1
3
mη, i = 1, 3,(64)
and |d2| < 2mη/3. Combined with the assumption (58), we have
|d2| < 1, which contradicts to d2 ∈ Z≥1. Therefore the case l = 3
is excluded, and (i), (ii) are proved. When l = 2, the argument show-
ing the inequality (64) also shows (59).
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Finally we prove (60). For simplicity, we only show the case i = 2.
By νt0(v2) = 0, (58) and (62), we have
γ2H =
H3
6
t20 ≥
H3
8
m2(1− η) > H
3
8
m2
(
1− 2
3
η
)2
.
On the other hand, by (59) and using Theorem 2.6, we have
γ2H ≤ 1
2
d22H
3 <
H3
8
m2
(
1 +
2
3
η
)2
.
Hence the inequalities (60) hold. 
3.5. Rank ±1 tilt semistable objects. As we observed in Propo-
sition 3.11, only rank ±1 tilt semistable objects are involved in non-
trivial wall-crossing factors of (57). In this subsection, we see that these
objects are isomorphic to ideal sheaves of curves and derived dual of
stable pairs, up to tensoring line bundles and shift.
We first characterize the derived dual of stable pairs. Below for a
stable pair (OX → F ), we regard it as a two term complex with OX
located in degree zero. Also the derived dualizing functor D is defined
by
D(−) := RHomX(−,OX).
Lemma 3.12. For an object E ∈ DbCoh(X), there are a stable pair
(OX → F ), L ∈ Pic(X) and an isomorphism
E ∼= L ⊗ D(OX → F )[1](65)
if and only if H−1(E) ∈ Pic(X), H0(E) ∈ Coh≤1(X), Hi(E) = 0 for
i 6= −1, 0 and Hom(Coh≤1(X), E) = 0.
Proof. First we check the ‘only if’ part. Suppose that E is written as
(65). Applying ⊗L ◦ [1] ◦ D to the distinguished triangle
F [−1]→ (OX → F )→ OX
we obtain the distinguished triangle,
L[1]→ E → Ext2X(F,OX)⊗ L.
The conditions H−1(E) ∈ Pic(X), H0(E) ∈ Coh≤1(X) and Hi(E) =
0 for i 6= −1, 0 follow from the above triangle. The rest condition
Hom(Coh≤1(X), E) = 0 also follows using (56), replacing V by E.
Next we check the ‘if’ part. We set L = H−1(E) ∈ Pic(X), and
E ′ = D(E ⊗ L−1[−1]). We apply the functor D ◦ [−1] ◦ ⊗L−1 to the
distinguished triangle,
H−1(E)[1]→ E →H0(E)
and apply the same argument in the proof of Lemma 3.9. Then we
see that H1(E ′) is zero dimensional and H0(E ′) ∼= IC for some sub-
scheme C ⊂ X with dimC ≤ 1. By [35, Lemma 3.11], the object E ′ is
isomorphic to a two term complex determined by a stable pair. 
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Next we investigate the set of νt-semistable objects for t ≫ 0 with
rank ±1.
Lemma 3.13. (i) For w = (1, m′H, γ′, s′) ∈ H∗(X,Q), there is tDT >
0 which depends on w such that an object E ∈ BB,H with ch(E) = w is
νt-semistable for t > tDT if and only if
E ∼= OX(m′H)⊗ IC(66)
for some C ⊂ X with dimC ≤ 1.
(ii) For w = (−1, m′H, γ′, s′) ∈ H∗(X,Q), there is tPT > 0 which
depends on w such that an object E ∈ BB,H with ch(E) = w is νt-
semistable for t > tPT if and only if
E ∼= OX(m′H)⊗ D(OX → F )[1](67)
for some stable pair (OX → F ) on X.
Proof. The proofs of (i) and (ii) are similar, so we only prove (ii). By [3,
Lemma 7.2.1], there is tPT > 0 such that if t > tPT, any νt-semistable
object E ∈ BB,H is such that H−1(E) is a torsion free µH-semistable
sheaf, H0(E) ∈ Coh≤1(X) and Hom(Coh≤1(X), E) = 0. The last
condition also implies that H−1(E) is reflexive. Therefore H−1(E) is
a rank one reflexive sheaf, which is a line bundle on X . Then E is
written as (67) by Lemma 3.12.
Conversely, suppose that E is written as (67) and E is not νt-
semistable. Since chB0 (E) = −1, we may assume that νt(E) > 0.
There is an exact sequence in BB,H
0→ E1 → E → E2 → 0(68)
such that νt(E1) > νt(E2) and E1 is νt-semistable. We write ch
B(Ei) =
(ri, Di, γi, ni) for i = 1, 2. By Lemma 3.12, the long exact sequence of
cohomologies yields that H0(E2) ∈ Coh≤1(X), hence r2 ≤ 0. Suppose
that r1 > 0. Then by Theorem 2.6 and νt(E1) > 0, we obtain
chB1 (E)
2H ≥ D21H ≥ 2r1γ1H >
H3
3
r21t
2 ≥ H
3
3
t2.
The above inequalities are violated if t >
√
3m. Therefore we may
assume that r1 ≤ 0. Since r1 + r2 = −1, there are two possibilities:
(r1, r2) = (−1, 0) and (0,−1). In the first case, we have E2 ∈ Coh≤1(X)
which implies νt(E2) =∞. This contradicts to νt(E1) > νt(E2). In the
latter case, since we have
νt(E1) =
t(γ1H)
D1H2
≥ νt(E)
and νt(E) is a cubic polynomial in t with positive leading term, it is
enough to give an upper bound on γ1H . This is equivalent to giving
a lower bound of γ2H . The long exact sequence of cohomologies asso-
ciated with (68) implies that H−1(E2) ∼= OX(m′′H) for m′′ > m′, and
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since E2 ∈ BB,H , the integer m′′ is also bounded above. This implies
that chB2 (H−1(E2)[1])H is bounded. Also since chB2 (H0(E2))H ≥ 0, we
obtain a lower bound on γ2H . 
Using the result of the previous lemma, we show that the objects
contributing to non-trivial terms of the RHS of (57) are of the form (66)
or (67). The following proposition corresponds to core dump exponent
conjecture in [8]:
Proposition 3.14. Assume that Conjecture 2.7 is true and η satisfies
(58). Let δt+(v1)∗δt+(v2) be a non-zero term of the RHS of (57). Then
we have
(i) E ∈ BB,H is νt+-semistable with ch(E) = v2 if and only if E is
written as (66).
(ii) E ∈ BB,H is νt+-semistable with ch(E) = v1 if and only if E is
written as (67).
Proof. The proofs of (i) and (ii) are similar, so we only prove (i). By
Proposition 3.11, we can write e−Bv2 = (1, d2H, γ2, s2). Hence by
Lemma 3.13, it is enough to show that there is no wall on {t ∈ R>0 :
t ≥ t0} with respect to the numerical class v2. Suppose the contrary.
Then there is an νt0-semistable object E ∈ BB,H with ch(E) = v2 and
t1 ≥ t0 such that E is νt-semistable for t ∈ [t0, t1] but not semistable
for t = t1 + ε with 0 < ε≪ 1. Note that, since νt0(E) = 0 and t1 ≥ t0,
we have νt1(E) ≤ 0. There is an exact sequence in BB,H
0→ S → E → T → 0
such that
νt1(S) = νt1(T ) ≤ 0, νt1+ε(S) > νt1+ε(T ),(69)
for 0 < ε ≪ 1. Let us write chB(∗) = (r∗, d∗H, γ∗, s∗) for ∗ ∈ {S, T}.
By (69), we have rS/dS < rT/dT , hence rS ≤ 0 and rT ≥ 1 since
rS + rT = 1. Also by (69), we have
H3
6
(
rT
dT
− rS
dS
)
t21 =
γTH
dT
− γSH
dS
.
Suppose that rS ≤ −1, hence rT ≥ 2. Since S and T are νt1-semistable,
Theorem 2.6 together with the above equality imply
H3
6
(
rT
dT
− rS
dS
)
t21 ≤
dTH
3
2rT
− dSH
3
2rS
,
which is equivalent to
t21 ≤
3dSdT
−rSrT .(70)
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Since dS, dT > 0 and dS + dT = d2, we have dSdT ≤ d22/4. Therefore by
Lemma 3.6, (59), (70) and the assumption rS ≤ −1, rT ≥ 2, we have
3
4
m2(1− η) ≤ t20 ≤ t21 ≤
3
32
m2
(
1 +
2
3
η
)2
,
The above inequalities contradict to (58). Hence we have rS = 0 and
rT = 1.
Since rS = 0, we have dS ∈ Z≥1, and (69) implies γSH ≤ 0. Since
γ2 = γS + γT and d2 = dS + dT , we have
H3
8
m2
(
1− 2
3
η
)2
< γ2H ≤ γTH ≤ H
3
2
d2T ≤
H3
2
d22 <
H3
8
m2
(
1 +
2
3
η
)2
.
Here the first inequality follows from (60), the third inequality follows
from Theorem 2.6 and the last inequality follows from (59). By the
above inequalities, we have
m
2
(
1− 2
3
η
)
< dT <
m
2
(
1 +
2
3
η
)
.
Combined with (59), we obtain that |dS| < 2mη/3. By the assumption
(58), we have |dS| < 1, which contradicts to dS ∈ Z≥1. 
3.6. Numerical classes. Let δt+(v1)∗δt+(v2) be a non-zero term of the
RHS of (57). By the results in the previous subsection, the numerical
classes v1, v2 are written as
v1 = −em1H(1, 0,−β1,−n1), v2 = em2H(1, 0,−β2,−n2)(71)
for mi ∈ Z, βi are Poincare´ duals of homology classes of effective al-
gebraic one cycles on X , and ni ∈ Z. In this subsection, we bound βi
and ni.
For ǫ > 0, let C(m, ǫ) ⊂ H2(X) ⊕ H0(X) be the subset defined
by (40). The following result corresponds to the extreme polar state
conjecture in [8]:
Proposition 3.15. In the same assumptions as Proposition 3.14, we
write v1 and v2 as (71). Then we have
(βi, ni) ∈ C(m, ηH3/2).
Proof. We first describe the relationship between the notations of vi in
Proposition 3.11 and (71). Let us set b = − βH
mH3
so that B = bH as in
(43). If we denote e−Bvi = (ri, diH, γi, si) with r1 = −1, r2 = 1 as in
Proposition 3.11, we have d1 = b−m1, d2 = m2 − b and
(γ1, s1) =
(
β1 − 1
2
d21H
2, n1 − d1β1H + H
3
6
d31
)
(γ2, s2) =
(
−β2 + 1
2
d22H
2,−n2 − d2β2H + H
3
6
d32
)
.
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By (59) and (60), we can bound β2H as follows:
β2H <
H3
2
d22 −
H3
8
m2
(
1− 2
3
η
)2
<
H3
8
m2
(
1 +
2
3
η
)2
− H
3
8
m2
(
1− 2
3
η
)2
=
H3
3
ηm2 <
H3
2
ηm2.
A similar computation shows that
β1H <
H3
3
ηm2 <
H3
2
ηm2.(72)
Next we bound |ni|. Since νt0(v1) = 0, we have
H3
6
t20 +
(
β1 − H
2
2
d21
)
H = 0.
Since we assume Conjecture 2.7, we have
n1 − d1β1H + H
3
6
d31 ≤
H3
18
d1t
2
0 =
d1H
3
(
−β1 + H
3
2
d21
)
.
Therefore by (72) and noting 0 < d1 < m, we have
n1 ≤ 2
3
d1β1H <
2H3
9
ηm3 <
H3
2
ηm3.(73)
A similar computation also shows that
n2 > −2H
3
9
ηm3 > −H
3
2
ηm3.(74)
In order to give a lower bound on n1 and an upper bound of n2, we
bound n1 − n2. Since v1 + v2 = v where v is given by (42), we have
n1 − n2 − d1β1H − d2β2H + H
3
6
(d31 + d
3
2) =
H3
24
m3(1− η).
Since di > 0, βiH ≥ 0 and d1 + d2 = m, the above equality implies
n1 − n2 ≥ H
3
24
m3(1− η)− H
3
6
m(d21 + d
2
2 − d1d2).(75)
By (59), we can bound d21 + d
2
2 − d1d2 as
d21 + d
2
2 − d1d2 ≤
m2
2
(
1 +
2
3
η
)2
− m
2
4
(
1− 2
3
η
)2
=
m2
4
(
4
9
η2 + 4η + 1
)
.
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Combined with the inequality (75), we obtain
n1 − n2 ≥ H
3
24
m3(1− η)− H
3
24
m3
(
4
9
η2 + 4η + 1
)
= −5H
3
24
m3η − H
3
54
m3η2.
Combined with (74), we obtain
n1 > −5H
3
24
m3η − H
3
54
m3η2 − 2H
3
9
m3η
= −31
72
H3m3η − H
3
54
m3η2 > −H
3
2
ηm3.(76)
By (73) and (76), we have |n1| < H3ηm3/2. A similar computation
also shows that |n2| < H3ηm3/2. 
We also use the following lemma:
Lemma 3.16. Suppose that the numerical classes (71) satisfy
(βi, ni) ∈ C(m, ηH3/2), v1 + v2 = v.(77)
(i) We have m1 < b < m2, where B = bH in (43).
(ii) There is only a finite number of possibilities for v1 and v2.
Proof. (i) The condition v1 + v2 = v implies that m2 −m1 = m and
β2 − β1 = H
2
2
m(m1 +m2 − 2b).(78)
By (βi, ni) ∈ C(m, ηH3/2), βiH ≥ 0 and the condition 0 ≤ η < 1 in
(58), we have
|β1H − β2H| < ηH
3m2
2
<
H3m2
2
.(79)
By (78) and (79), we obtain the inequality
|m1 +m2 − 2b| < m.
The inequality m1 < b < m2 follows from the above inequality and
m2 −m1 = m.
(ii) The condition (βi, ni) ∈ C(m, ηH3/2) and that βi are classes of
effective algebraic one cycles on X immediately imply that there is only
a finite number of possibilities for βi and ni. It is enough to bound m1
and m2. By (i) and m2 −m1 = m, we have the inequalities
b−m < m1 < b, b < m2 < b+m.
Therefore mi are also bounded.

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3.7. Wall-crossing of DT type invariants. In this subsection, using
the results of the previous subsections and the wall-crossing formula of
DT type invariants in [21], [23], we give a formula relating invariants
(28), (35) and (37).
Suppose that Conjecture 2.7 is true and η satisfies (58). Let δt+(v1)∗
δt+(v2) be a non-zero term of the RHS of (57), and write vi as (71). By
Proposition 3.14, δt+(vi) are written as
δt+(v1) = δPT(v1) := [[P−n1(X, β1)/C
∗]→M](80)
δt+(v2) = δDT(v2) := [[In2(X, β2)/C
∗]→M](81)
where C∗ acts on P−n1(X, β1), In2(X, β2) trivially. The morphisms in
(80), (81) are given by sending a stable pair (OX → F ), an ideal sheaf
IC to the objects
OX(m1H)⊗ D(OX → F )[1], OX(m2H)⊗ IC(82)
respectively. Furthermore (βi, ni) are elements in C(m, ηH
3/2) by
Proposition 3.15. Conversely if we are given numerical classes (71)
satisfying (77), then Lemma 3.16 (i) implies that the objects (82) are
objects in BB,H , hence the elements δPT(v1), δDT(v2) are well-defined
as above.
Therefore under the above situation, the formula (57) is written as
δt0(v) = δt+(v) +
∑
v1=−em1H (1,0,−β1,−n1)
v2=em2H(1,0,−β2,−n2)
mi∈Z, (βi,ni)∈C(m,ηH3/2)
νt0(v1)=νt0 (v2)=0, v1+v2=v
δPT(v1) ∗ δDT(v2).
The sum in the RHS is a finite sum by Lemma 3.16 (ii). A similar
argument for the νt−-stability with t− = t0 − ε for 0 < ε ≪ 1 implies
that
δt0(v) = δt−(v) +
∑
v1=−em1H(1,0,−β1,−n1)
v2=em2H (1,0,−β2,−n2)
mi∈Z, (βi,ni)∈C(m,ηH3/2)
νt0 (v1)=νt0(v2)=0, v1+v2=v
δDT(v2) ∗ δPT(v1).
By taking the difference, we obtain
δt+(v)− δt−(v) =
∑
v1=−em1H(1,0,−β1,−n1)
v2=em2H (1,0,−β2,−n2)
mi∈Z, (βi,ni)∈C(m,ηH3/2)
νt0 (v1)=νt0(v2)=0, v1+v2=v
[δDT(v2), δPT(v1)].(83)
Note that any torsion sheaf is an object in BB,H . Hence the moduli
stacks MssH (v), MsH(v) are open substacks of M. Therefore we can
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define the following elements:
δH(v) := [MssH(v) ⊂M] ∈ H(BB,H)
δsH(v) := [MsH(v) ⊂M] ∈ H(BB,H).
Now we take ξ, µ and m(ξ, µ) as in Corollary 3.5, and assume that
m > m(ξ, µ). By replacing m(ξ, µ), we may assume that m > m(ξ, µ)
implies
µ
mξ
≤ min
{
3
2m
,
1
2
}
.
Then if 0 ≤ η < µ/mξ, applying the formula (83) from t0 ≫ 0 to
0 < t0 ≪ 1 and using the results of Corollary 3.5, Lemma 3.10, we
obtain the following formula:
δsH(v) = δH(v) =
∑
v1=−em1H(1,0,−β1,−n1)
v2=em2H (1,0,−β2,−n2)
mi∈Z, (βi,ni)∈C(m,ηH3/2)
v1+v2=v, νt(vi)=0 for some t>0
[δDT(v2), δPT(v1)].(84)
Let us set δ := µH3/2. Since 0 ≤ η < µ/mξ, the condition (βi, ni) ∈
C(m, ηH3/2) can be replaced by (βi, ni) ∈ C(m, δ/mξ), and by replac-
ing m(ξ, µ) if necessary, the condition ‘νt(vi) = 0 for some t > 0’ in
(84) automatically follows from the condition (βi, ni) ∈ C(m, δ/mξ).
Therefore the formula (84) can be modified by
δsH(v) = δH(v) =
∑
v1=−em1H(1,0,−β1,−n1)
v2=em2H (1,0,−β2,−n2)
mi∈Z, (βi,ni)∈C(m,δ/mξ )
v1+v2=v
[δDT(v2), δPT(v1)].(85)
The formula (85) is interpreted as a relationship in a certain Lie sub-
algebra HLie(BB,H) ⊂ H(BB,H), the Lie algebra of virtual indecompos-
able objects in [21]. The result of [21, Theorem 5.12] is that there is a
Lie algebra homomorphism from HLie(Coh(X)), (not HLie(BB,H),) to
a certain Lie algebra defined by the anti-symmetric bilinear form χ on
H∗(X,Q), defined by
χ ((r1, D1, γ1, s1), (r2, D2, γ2, s2))
= r1s2 − γ2D1 + γ1D2 − r2s1 + 1
12
c2(X)(r1D2 − r2D1).
Note that by the Riemann-Roch theorem and the Serre duality, for
E1, E2 ∈ BB,H we have
χ(ch(E1), ch(E2)) = dimHom(E1, E2)− dimExt1(E1, E2)
+ dimExt1(E2, E1)− dimHom(E2, E1).
In order to apply the argument of [21, Theorem 5.12] to our derived
category setting, we need to know the following local property of the
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moduli stack of objects in BB,H . Recall that M is the moduli stack of
objects in BB,H .
Conjecture 3.17. For any [E] ∈ M, let G be a maximal reductive
subgroup in Aut(E). Then there exists a G-invariant analytic open
neighborhood V of 0 in Ext1(E,E), a G-invariant holomorphic function
f : V → C with f(0) = df |0 = 0, and a smooth morphism of complex
analytic stacks
Φ: [{df = 0}/G]→M,
of relative dimension dimAut(E)− dimG.
The above conjecture is a derived category version of [21, Theo-
rem 5.3] and proved if E ∈ Coh(X) in [21, Theorem 5.3]. Also a
similar result is already announced by Behrend-Getzler [5].
If we also assume Conjecture 3.17, then we have a derived category
version of [21, Theorem 5.12]. Namely let Γ ⊂ H∗(X,Q) be the finitely
generated free abelian group defined by
Γ := Im (ch : K(X)→ H∗(X,Q)) .
The Lie algebra C(Γ) is defined by
C(Γ) :=
⊕
w∈Γ
Qcw,
with Lie bracket given by
[cw1 , cw2] := (−1)χ(w1,w2)χ(w1, w2)cw1+w2.
Then there is a Lie algebra homomorphism
Υ: HLie(BB,H)→ C(Γ),
sending δsH(v) = δH(v), δPT(v1) and δDT(v2) to
−DTH(v)cv, −P−n1,β1cv1 , −In2,β2cv2 ,
respectively. Applying Υ to the formula (85), we obtain the following
result:
Theorem 3.18. Suppose that Conjecture 2.7 and Conjecture 3.17 are
true. Take v = (0, mH,−β,−n) ∈ H∗(X,Q) with m ∈ Z≥1 and define
η as in (45). Also take (ξ, µ) so that ξ > 1, µ > 0 or ξ = 1, 0 < µ <
3/2. Then there is m(ξ, µ) > 0, which depends only on ξ and µ such
that if m > m(ξ, µ) and 0 ≤ η < µ/mξ, by setting δ = µH3/2, we have
DTH(v) =
∑
v1=−em1H (1,0,−β1,−n1)
v2=em2H (1,0,−β2,−n2)
mi∈Z, (βi,ni)∈C(m,δ/mξ ),
v1+v2=v
(−1)χ(v2,v1)−1χ(v2, v1)In2,β2P−n1,β1.
(86)
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3.8. The formula for the generating series. The formula (86) gives
a relationship among invariants (28), (35) and (37). We finally rear-
range the formula (86) in terms of generating series, and prove Theo-
rem 1.5.
For ǫ > 0, we define the series Zm,ǫ
D6−D6(x, y, z) to be
Zm,ǫ
D6−D6(x, y, z) :=
∑
m2−m1=m
m1,m2∈Z
x
H3
6
(m31−m32)y
H2
2
(m21−m22)z
H3
6
m3+
c2(X)H
12
m
Im,ǫ(xz−1, xm2Hyz−mH)Pm,ǫ(xz−1, x−m1Hy−1z−mH).(87)
Although the above sum is an infinite sum, the coefficient of each term
is a finite sum and the series Zm,ǫ
D6−D6(x, y, z) is well-defined.
We see a relationship between ZmD4(x, y) defined by (29) and the
series Zm,ǫ
D6−D6(x, y, z). By expanding, Z
m,ǫ
D6−D6(x, y, z) is written as∑
mi∈Z, (βi,ni)∈C(m,ǫ)
i=1,2, m2−m1=m
In2,β2P−n1,β1x
n2−n1+m2β2H−m1β1H+H
3
6
(m31−m32)
yβ2−β1+
H2
2
(m21−m22)zn1−n2−m(β1+β2)H+
H3
6
m3+
c2(X)H
12
m.
On the other hand, in the formula (86), the condition v1 + v2 = v is
equivalent to the following conditions:
m2 −m1 = m,
β2 − β1 + H
2
2
(m21 −m22) = β,
n2 − n1 +m2β2H −m1β1H + H
3
6
(m31 −m32) = n.
Also the Euler pairing χ(v2, v1) is computed by
χ(v2, v1) = n1 − n2 −m(β1 + β2)H + H
3
6
m3 +
c2(X)H
12
m.
Therefore if we take ξ, µ and m > m(µ, ξ) as in Theorem 3.18, the
formula (86) implies the equality,
ZmD4(x, y) =
∂
∂z
Zm,ǫ=
δ
mξ
D6−D6 (x, y, z)
∣∣∣∣
z=−1
,
for the terms xnyβ such that (m, β, n) satisfies η < µ/mξ, where η is
defined by (45). The last condition is equivalent to
−H
3
24
m3
(
1− µ
mξ
)
> n+
(β ·H)2
2mH3
.
As a summary, we obtain the following result which proves Theo-
rem 1.5:
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Theorem 3.19. Let X be a smooth projective Calabi-Yau 3-fold such
that Pic(X) is generated by OX(H) for an ample divisor H in X. Sup-
pose that Conjecture 2.7 and Conjecture 3.17 are true. Then for any
(ξ, µ) ∈ R2 satisfying ξ > 1, µ > 0 or ξ = 1, 0 < µ < 3/2, there is
m(ξ, µ) > 0 which depends only on ξ, µ such that if m > m(ξ, µ), by
setting δ = µH3/2, there is an equality of the generating series,
ZmD4(x, y) =
∂
∂z
Zm,ǫ=
δ
mξ
D6−D6 (x, y, z)
∣∣∣∣
z=−1
,(88)
modulo terms of xnyβ with
−H
3
24
m3
(
1− µ
mξ
)
≤ n + (β ·H)
2
2mH3
.
Remark 3.20. Even when Pic(X) is not generated by an ample line
bundle OX(H), many of the arguments in this section work. How-
ever in this case, there is a difficulty in evaluating numerical classes of
curves, which corresponds to Proposition 3.15. Unfortunately at this
moment, we are not able to generalize the arguments without the con-
dition Pic(X) = Z[OX(H)].
4. Appendix
4.1. Examples of wall-crossing. We investigate some examples of
wall-crossing phenomena in the previous subsection. Let us take a
smooth member P ∈ |mH| and a zero dimensional subscheme Z ⊂ X
such that OZ has length N . We consider the object,
E = i∗IP,Z ∈ Coh≤2(X),(89)
where i : P →֒ X is the inclusion and IP,Z ⊂ OP is the defining ideal
of Z in P . Note that we have
ch(E) =
(
0, mH,−H
2
2
m2,
H3
6
m3 −N
)
.
Hence we take B = −mH/2 and chB(E) is written as (44) with η given
by
η =
24N
m3H3
.
We assume that η < µ/mξ and m > m(ξ, µ) as in Theorem 3.19.
The object E is µH,2-stable, hence νt-semistable for t ≥
√
3m/2 by
Proposition 3.2.
Let us look at the νt-stability of E for t <
√
3m/2. If we denote by
IX,Z ⊂ OX the defining ideal sheaf of Z in X , we have the distinguished
triangle,
IX,Z → E → OX(−mH)[1].(90)
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The above triangle is an exact sequence in BB,H . Moreover we have
νt−(IX,Z) > νt−(OX(−mH)[1]),
where t− =
(√
3m/2
) − ε for 0 < ε ≪ 1. Here we have observed the
wall-crossing phenomena: the object E is no longer νt-semistable for
t = t−. Instead one might try to flip the sequence (90) and consider a
sequence,
OX(−mH)[1]→ E ′ → IX,Z .
If the above sequence does not split, then the object E ′ is νt−-semistable
and coincides with an object considered in [2] up to tensoring a line
bundle.
If we assume Conjecture 2.7, then E ′ is not νt-semistable for 0 <
t≪ 1 by Lemma 3.6. Hence there should exist t′ < √3m/2 such that
E ′ is νt-semistable for t ∈ [t′,
√
3m/2] but not νt′
−
-semistable where
t′− = t
′ − ε for 0 < ε ≪ 1. An argument of [3, Proposition 3.3] shows
that a destabilizing sequence of E ′ with respect to νt′
−
-stability should
be of the following form,
IC → E ′ → E ′′,(91)
where C ⊂ X is a curve in X which contains Z. The object E ′′ is of
the form
E ′′ ∼= OX(−mH)⊗ D(OX → F )[1],
where F is a pure sheaf supported on C and OX → F is a PT stable
pair. In this way, we observe that curves in X appear starting from
the object (89).
By Lemma 3.6, we must have t′ ≥ √3m/2·√1− η. Since νt′(IC) = 0,
this condition is equivalent to
mH · C ≤ 3N.(92)
Indeed if N = 1, we can find such a curve C without assuming Con-
jecture 2.7. In turn, the existence of the curve C can be used to show
Conjecture 2.7 for the object E ′. (cf. [2, Proposition 4.4].) As we
explained in [2, Proposition 4.4], the curve C is found in the proof of
Fujita’s freeness conjecture on 3-folds [10], [22], [16], and is defined by a
multiplier ideal sheaf of some log canonical Q-divisor in X . There is an
embedding IC →֒ E ′ since the composition IC → IX,Z → OX(−mH)[2]
vanishes by Nadel’s vanishing theorem.
Remark 4.1. When N > 1, we can at least find a curve C ⊂ X satis-
fying (92) and Z ∩ C 6= ∅, without assuming Conjecture 2.7, following
the proof of [16, Theorem 6.1]. Unfortunately the argument of [16, The-
orem 6.1] is not enough to find such a curve C with Z ⊂ C, which is
necessary to solve Conjecture 2.7 for the object E ′.
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4.2. Euler characteristic version. If we do not assume the inequal-
ity in Conjecture 3.17 and just assume Conjecture 2.7, we still have
a result for Euler characteristic invariants, which are not weighted by
the Behrend function. By formally putting ν ≡ 1 in the definitions of
(28), (35) and (37), where ν is the Behrend function, we can define the
Euler characteristic invariants,
D̂TH(0, mH,−β,−n), În,β, P̂n,β.(93)
By replacing (28), (35), (37) in the generating series (29), (87) by the
invariants (93) respectively, we can define the generating series,
ẐmD4(x, y), Ẑm,ǫD6−D6(x, y, z).
The following result can be proved along with the same proof of Corol-
lary 3.3 and Theorem 3.19. The only modification is that we use the
result of [19, Theorem 6.12] instead of [21, Theorem 5.12].
Theorem 4.2. Let X be a smooth projective Calabi-Yau 3-fold such
that Pic(X) is generated by OX(H) for an ample divisor H in X. Sup-
pose that Conjecture 2.7 is true. Then we have the following:
(i) The invariant D̂TH(0, mH,−β,−n) vanishes unless
−H
3
24
m3 ≤ n+ (β ·H)
2
2mH3
.
(ii) For any (ξ, µ) ∈ R2 satisfying ξ > 1, µ > 0 or ξ = 1, 0 <
µ < 3/2, there is m(ξ, µ) > 0 which depends only on ξ, µ such that
if m > m(ξ, µ), by setting δ = µH3/2, there is an equality of the
generating series,
ẐmD4(x, y) =
∂
∂z
Ẑm,ǫ=
δ
mξ
D6−D6 (x, y, z)
∣∣∣∣
z=1
,
modulo terms of xnyβ with
−H
3
24
m3
(
1− µ
mξ
)
≤ n + (β ·H)
2
2mH3
.
4.3. Evidence of Conjecture 1.1 (i). In the situation of Corol-
lary 3.3, the inequality (48) can be also written as
ch3(E) ≤ 1
24
ch1(E)
3 +
(ch1(E) · ch2(E))2
2(ch1(E))3
.(94)
Now let i : S →֒ X be a smooth ample divisor and E is supported on
S, i.e.
E ∈ CohS(X) := {F ∈ Coh(X) : Supp(F ) ⊂ S}.
Note that E may not be an OS-module, but an OS′-module for some
thickening S ⊂ S ′.
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The inclusion Coh(S) ⊂ CohS(X) induces the isomorphism of K-
groups
K(Coh(S))
∼=→ K(CohS(X)),
hence the class [E] ∈ K(CohS(X)) is regarded as an element [E] ∈
K(Coh(S)). Taking its Chern character, we can define
chS([E]) = (r, l, s) ∈ H0(S)⊕H2(S)⊕H4(S).
It is related to the usual ch(E) ∈ H∗(X,Q) by
ch(E) =
(
0, rS,−r
2
S2 + i∗l,
r
6
S3 − 1
2
S · i∗l + s
)
,(95)
by the Grothendieck Riemann-Roch theorem. Substituting (95) to
(94), and writing L := OX(S)|S ∈ Pic(S), we obtain
s ≤ L
2
24
(r3 − r) + L · l
2rL2 .(96)
The above inequality is derived by assuming Conjecture 2.7. When the
formal neighborhood S ⊂ X is isomorphic to S ⊂ |L|, where the latter
embedding is the zero section, then we can show the inequality (96),
(or rather a stronger one,) directly without assuming Conjecture 2.7.
The following theorem gives an evidence of Conjecture 1.1 (i), hence
Conjecture 2.7: (note that the inequality (97) below implies (96) by
the Hodge index theorem.)
Theorem 4.3. Let S be a smooth projective surface over C and L an
ample line bundle on S. Let Y be the total space of the line bundle L,
π : Y → S the projection, and S is considered as a subvariety of Y via
zero section. Then for any π∗L-semistable pure two dimensional sheaf
E ∈ CohS(Y ), we have the inequality,
s ≤ L
2
24
(r3 − r) + l
2
2r
,(97)
where (r, l, s) = ch(π∗E) = ch
S([E]) ∈ H∗(S,Q).
Proof. Let us consider the object π∗E ∈ Coh(S) and its Harder-Narasimhan
filtration with respect to µL-stability,
0 = E0 ⊂ E1 ⊂ · · · ⊂ EN = π∗E.
Here Fi = Ei/Ei−1 is µL-semistable with µL(Fi) > µL(Fi+1) for all i.
Note that the OY -module structure on E induces the morphism,
θ : π∗E → π∗E ⊗L.
The π∗L-semistability of E implies that the subsheaf Ei ⊂ π∗E is not
preserved by θ. Therefore the composition
Ei → π∗E θ→ π∗E ⊗ L → (π∗E/Ei)⊗ L,
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is non-zero, which implies
µL(Fi) ≤ µL(Fi+1 ⊗L) = µL(Fi+1) + L2.(98)
If we write ch(Fi) = (ri, li, si), then the inequality (98) implies
(j − i)L2 ≥ rjli − rilj
rirj
· L > 0,(99)
for any j > i. On the other hand, we have l2i ≥ 2risi by Bogomolov-
Gieseker inequality. Therefore we have
s− l
2
2r
≤
N∑
i=1
l2i
2ri
−
(∑N
i=1 li
)2
∑N
i=1 2ri
=
∑
1≤i<j≤N
(rjli − rilj)2
2rirjr
.(100)
By the Hodge index theorem and (99), we have
(rjli − rilj)2 ≤ {(rjli − rilj) · L}2/L2 ≤ r2i r2j (j − i)2L2.
Hence we have∑
1≤i<j≤N
(rjli − rilj)2
2rirjr
≤ L
2
2r
∑
1≤i<j≤N
rirj(j − i)2.(101)
The desired inequality (97) follows from (100), (101) and noting that∑
1≤i<j≤N
rirj(j − i)2 ≤
∑
1≤i<j≤r
(j − i)2 = 1
12
r2(r2 − 1).

Remark 4.4. The inequality (97) is best possible. In fact the equality
is achieved when E is a structure sheaf of a thickened surface OSm :=
OY /OY (−mS) for m ∈ Z≥1.
References
[1] E. Andriyash and G. Moore. Ample D4-D2-D0 decay. arXiv:hep-th/0806.4960.
[2] A. Bayer, A. Bertram E. Macri, and Y. Toda. Bridgeland stability conditions
on 3-folds II: An application to Fujita’s conjecture. preprint. arXiv:1106.3430.
[3] A. Bayer, E. Macri, and Y. Toda. Bridgeland stability conditions on 3-
folds I: Bogomolov-Gieseker type inequalities. J. Algebraic Geom. (to appear).
arXiv:1103.5010.
[4] K. Behrend. Donaldson-Thomas invariants via microlocal geometry. Ann. of
Math, Vol. 170, pp. 1307–1338, 2009.
[5] K. Behrend and E. Getzler. Chern-Simons functional. in preparation.
[6] T. Bridgeland. Stability conditions on triangulated categories. Ann. of Math,
Vol. 166, pp. 317–345, 2007.
[7] T. Bridgeland. Hall algebras and curve-counting invariants.
J. Amer. Math. Soc. , Vol. 24, pp. 969–998, 2011.
[8] F. Denef and G. Moore. Split states, Entropy Enigmas, Holes and Halos.
arXiv:hep-th/0702146.
[9] E. Diaconescu and G. Moore. Crossing the Wall: Branes vs. Bundles.
arXiv:hep-th/0706.3193.
40 YUKINOBU TODA
[10] L. Ein and R. Lazarsfeld. Global generation of pluri canonical and adjoint
linear series on smooth projective threefolds. J. Amer. Math. Soc. , Vol. 6, pp.
875–903, 1993.
[11] T. Fujita. On polarized manifolds whose adjoint bundles are not semiposi-
tive. Adv. Stud. Pure Math. , Vol. 10, pp. 167–178, 1987. Algebraic Geometry,
Sendai, 1985.
[12] D. Gaiotto, M Guica, L. Huang, A. Simons, A. Strominger, and X. Yin. D4-D0
branes on the quintic. arXiv:hep-th/0509168.
[13] D. Gaiotto, A. Strominger, and X. Yin. The M5-brane elliptic genus: Modu-
larity and BPS states. arXiv:hep-th/0607010.
[14] L. Go¨ttsche. The Betti numbers of the Hilbert scheme of points on a smooth
projective surface. Math. Ann. , Vol. 286, pp. 193–207, 1990.
[15] D. Happel, I. Reiten, and S. O. Smalø. Tilting in abelian categories and qua-
sitilted algebras, Vol. 120 of Mem. Amer. Math. Soc. 1996.
[16] S. Helmke. On Fujita’s conjecture. Duke Math. J. , Vol. 88, pp. 201–216, 1997.
[17] D. Huybrechts and M. Lehn. Geometry of moduli spaces of sheaves, Vol. E31
of Aspects in Mathematics. Vieweg, 1997.
[18] M. Inaba. Toward a definition of moduli of complexes of coherent sheaves on
a projective scheme. J. Math. Kyoto Univ. , Vol. 42-2, pp. 317–329, 2002.
[19] D. Joyce. Configurations in abelian categories II. Ringel-Hall algebras. Ad-
vances in Math, Vol. 210, pp. 635–706, 2007.
[20] D. Joyce. Configurations in abelian categories IV. Invariants and changing
stability conditions. Advances in Math, Vol. 217, pp. 125–204, 2008.
[21] D. Joyce and Y. Song. A theory of generalized Donaldson-Thomas invariants.
Memoirs of the A. M. S. (to appear). arXiv:0810.5645.
[22] Y. Kawamata. On Fujita’s freeness conjecture for 3-folds and 4-folds.
Math. Ann. , Vol. 308, pp. 491–505, 1997.
[23] M. Kontsevich and Y. Soibelman. Stability structures, motivic Donaldson-
Thomas invariants and cluster transformations. preprint. arXiv:0811.2435.
[24] A. Langer. Semistable sheaves in positive characteristic. Ann. of Math. , Vol.
159, pp. 251–276, 2004.
[25] A. Langer. Moduli spaces of sheaves and principal G-bundles. Proc. Sym-
pos. Pure Math. , Vol. 80, pp. 273–308, 2009.
[26] M. Lieblich. Moduli of complexes on a proper morphism. J. Algebraic Geom. ,
Vol. 15, pp. 175–206, 2006.
[27] D. Maulik, N. Nekrasov, A. Okounkov, and R. Pandharipande. Gromov-Witten
theory and Donaldson-Thomas theory. I. Compositio. Math, Vol. 142, pp. 1263–
1285, 2006.
[28] H. Ooguri, A. Strominger, and C. Vafa. Black hole attractors and the topolog-
ical string. Phys. Rev. D, Vol. 70, , 2004. arXiv:hep-th/0405146.
[29] R. Pandharipande and R. P. Thomas. Curve counting via stable pairs in the
derived category. Invent. Math. , Vol. 178, pp. 407–447, 2009.
[30] J. Stoppa and R. P. Thomas. Hilbert schemes and stable pairs: GIT and
derived category wall crossings. Bull. Soc. Math. France, Vol. 139, pp. 297–
339, 2011.
[31] A. Strominger and C. Vafa. Microscopic origin of the Bekenstein-Hawking en-
tropy. Phys. Lett. B, Vol. 379, , 1996. arXiv:hep-th/9601029.
[32] R. P. Thomas. A holomorphic Casson invariant for Calabi-Yau 3-folds and
bundles on K3-fibrations. J. Differential. Geom, Vol. 54, pp. 367–438, 2000.
[33] Y. Toda. Moduli stacks and invariants of semistable objects on K3 surfaces.
Advances in Math, Vol. 217, pp. 2736–2781, 2008.
BOGOMOLOV-GIESEKER TYPE INEQUALITY 41
[34] Y. Toda. Limit stable objects on Calabi-Yau 3-folds. Duke Math. J. , Vol. 149,
pp. 157–208, 2009.
[35] Y. Toda. Curve counting theories via stable objects I: DT/PT correspondence.
J. Amer. Math. Soc. , Vol. 23, pp. 1119–1157, 2010.
[36] Y. Toda. Generating functions of stable pair invariants via wall-crossings in
derived categories. Adv. Stud. Pure Math. , Vol. 59, pp. 389–434, 2010. New
developments in algebraic geometry, integrable systems and mirror symmetry
(RIMS, Kyoto, 2008).
Todai Institute for Advanced Studies (TODIAS),
Kavli Institute for the Physics and Matheamtics of the Universe,
University of Tokyo, 5-1-5 Kashiwanoha, Kashiwa, 277-8583, Japan.
E-mail address : yukinobu.toda@ipmu.jp
