A wide range of computations performed by the nervous system involves a type of probabilistic inference known as marginalization. This computation comes up in seemingly unrelated tasks, including causal reasoning, odor recognition, motor control, visual tracking, coordinate transformations, visual search, decision making, and object recognition, to name just a few. The question we address here is: how could neural circuits implement such marginalizations? We show that when spike trains exhibit a particular type of statisticsassociated with constant Fano factors and gain-invariant tuning curves, as is often reported in vivo-some of the more common marginalizations can be achieved with networks that implement a quadratic nonlinearity and divisive normalization, the latter being a type of nonlinear lateral inhibition that has been widely reported in neural circuits. Previous studies have implicated divisive normalization in contrast gain control and attentional modulation. Our results raise the possibility that it is involved in yet another, highly critical, computation: near optimal marginalization in a remarkably wide range of tasks.
Introduction
When driving to the airport to catch a flight, it is important to know how long it will take to get there. Driving, however, involves many essentially random events, so it is impossible to know exactly how long any particular trip will take. One can know, however, the probability distribution over driving times. To see how to calculate it, consider a very simple scenario in which you are going to the airport at 5:00 P.M., and you know that traffic either flows normally, and it takes 20 Ϯ 5 min to get to there, or there is an accident, and it takes 60 Ϯ 20 min. If the probability of an accident is 5%, then the probability distribution over driving times is, at least qualitatively, 0.95 ϫ (20 Ϯ 5) ϩ 0.05 ϫ (60 Ϯ 20) min. More formally, if p(t,C) is the joint distribution over the time it takes to get to the airport and traffic conditions, then p(t), the probability distribution over driving times, is found by summing the joint distribution over all (in this case all two) traffic conditions, 
This computation is known as marginalization, since traffic conditions have been "marginalized" out, leaving only a marginal distribution over driving times. Here traffic conditions are a "nuisance" parameter, because they are something we do not really care about, but may influence our inference about driving time. Marginalization arises in a wide range of seemingly unrelated computations faced by the brain, such as olfaction, internal models for motor control (Wolpert et al., 1995) , tracking of visual objects, model selection in multisensory integration (Körding et al., 2007) , function approximation, navigation, visual search, object recognition, causal reasoning in rats (Blaisdell et al., 2006) , causal inference in human reasoning (Gopnik and Sobel, 2000; Griffiths and Tenenbaum, 2009 ), addition of numbers (Cordes et al., 2007) , social cognition (Baker et al., 2009) , and attentional priming (Zemel and Dayan, 1997) . Therefore, understanding the neural basis of marginalization has extremely important implications for a wide array of problems in neuroscience and cognitive science.
Although marginalization looked quite simple in the above example, it is almost always difficult, primarily because the number of variables to be marginalized out is almost always large. For instance, consider the problem of identifying a person in low light. There are many things that do not matter at all, such as light level, location, and speed, and many more that can help to identify the person but are not definitive, such as clothes, hair color, and gait. All of them have to be marginalized out to produce a probability distribution over identity. In the case of neural circuits, variables are typically encoded in population activity, which further complicates the problem.
Here we show that biologically plausible networks can implement marginalization near-optimally for coordinate transformations, object tracking, simplified olfaction, and causal reasoning. In all cases, the networks we use are relatively standard multilayer recurrent networks with an intermediate layer that implements a quadratic nonlinearity and divisive normalization, the latter a nonlinearity that is widespread in the nervous system of both vertebrates and invertebrates.
Results

Linear probabilistic population codes
The first step in understanding how networks of neurons perform the kinds of sums (or, in the more general case, integrals) that are required of marginalization is to determine how neurons encode likelihood functions and probability distributions. We focus on a particular type of code-a linear probabilistic population code (PPC) (Ma et al., 2006 )-although our approach can be generalized to other distributions over neural variability.
The central idea behind a PPC (linear or nonlinear) is that a neural pattern of activity, r, encodes a function over s, as opposed to a single value of s. The encoded function is the so-called likelihood function, p(r͉s). If the prior over s is flat, we can also think of r as encoding the posterior, p(s͉r); see Figure 1 . When considered as a function of r, p(r͉s) specifies the form of the neural variability. This variability is often assumed to be independent and Poisson. Such an assumption, however, fails to capture the behavior of real neurons, which are, typically, not independent, and have Fano factors and coefficients of variation that are inconsistent with the Poisson assumption (Gershon et al., 1998; Maimon and Assad, 2009) . For that reason, here we use a broader family, namely the exponential family with linear sufficient statistics, for which the probability distribution of response, r, given the stimulus, s, takes the form
where h(s) is a kernel, "⅐" denotes the standard dot product, and (r) is essentially arbitrary. We focus on the class of neural variability described in Equation 2 because it is both consistent with in vivo recordings (Ma et al., 2006) and general enough to capture a range of distributions. In particular, independent Poisson neurons fall into this class; for these neurons,
where the tuning curves, the f i (s), satisfy the relationship ⌺ i f i (s) ϭ constant. In this case, the ith element of the kernel, h i (s), is the log of the tuning curve of neuron i. In the general case, however, h i (s) depends on both the tuning curve and the covariance matrix of the neural response (Ma et al., 2006) .
Although the distribution specified in Equation 2 does a better job capturing real neuronal responses than an independent Poisson distribution, it still needs to be extended to handle neuronal responses that depend on contrast (or, in fact, any nuisance parameter). That is because the response pattern associated with the encoding model given in Equation 2 corresponds to a hill of activity whose peak is determined by s, but there is no way, within the context of that model, to adjust the amplitude of the hill. In many realistic cases, however, contrast does just that [orientation-tuned cells in visual cortex being the classic example (Anderson et al., 2000) ]. Consequently, we need to augment Equation 2 by allowing to depend on a set of nuisance parameters, like contrast, which we denote g because of their tendency to modulate the gain of the population pattern of activity (and, typically, control the variance of the posterior distribution; see Fig. 1 ). The encoding model we use, therefore, is a slight generalization of Equation 2, p͑r͉s,g͒ ϭ ͑r,g͒exp͑h͑s͒ ⅐ r͒.
The nuisance parameters are typically used to adjust the overall gain of the response, although other effects are possible in principle. Whenever the encoding model has the form given in Equation 4, the resulting code is known as a linear PPC: it is a PPC because the neural activity, r, encodes a function of the stimulus, s (as opposed to a single estimate of s), and it is linear because the stimulus-dependent portion of log(p(r͉s)) (the log likelihood) is linear in r.
The fact that the nuisance parameters do not appear in the exponential (i.e., that h(s) depends on s but not g) is consistent with observations that the value of the stimulus, s, controls the overall shape of the population response (the noisy hill of activity), while the nuisance parameters, like contrast, modulate the amplitude (Sclar and Freeman, 1982; Tolhurst et al., 1983; Albright, 1992; Gur et al., 1997; Buracas et al., 1998; Gershon et al., 1998; Anderson et al., 2000; Mazer et al., 2002) . In addition, this fact has computational implications, since it means the posterior, p(s͉r) (obtained via Bayes' theorem), is independent of the nuisance parameters. This allows downstream neurons to process the neural activity optimally without having to know the value of the nuisance parameters, and is partly responsible for the near-perfect performance of the networks we describe below.
The problem we address here is as follows: how does the brain take variables represented as linear PPCs (Eq. 4), carry out a particular computation-marginalization-and encode the result as a linear PPC? The last step, encoding the result as a linear PPC, is motivated in large part by the fact that both neural variability and microcircuitry are similar across cortical areas. If the encoding model is also the same across areas, that provides a very parsimonious framework, as it allows essentially the same network operations to be used throughout the brain.
Linear coordinate transformations: theory
The first marginalization we consider is coordinate transformations, a central computation in sensorimotor transformations. We start with a simple transformation: computing the head-centered location of an object, x A , from its eye-centered location, x R , and eye position, x E , a transformation that is given by
(Although linearity is important to derive exact results, it is not, as we show below, essential.) This transformation involves a marginalization because when we compute the probability distribution over x A , we throw away-marginalize out-all information about x R and x E . (To see this in a discrete setting, imagine throwing two dice and computing the probability that they sum to 4. This probability is found by enumerating all throws that sum to 4 and adding their probabilities: ,3) . Coordinate transformations are conceptually the same; the only difference is that the sum on the right side turns into an integral.) Figure 2a shows a network for this sensorimotor transformation. The input to the network consists of two layers: one for eye-centered position and the other for the position of the eyes, both encoded in linear PPCs with bell-shaped tuning curves. Our goal is to wire the network so that the output layer codes for the headcentered location of the stimulus, x A , also in a linear PPC with bell-shaped tuning curves.
The requirement that x A is encoded as a linear PPC implies that
where r A is the activity in the output layer. We also want to make the network optimal, in the sense that the output layer carries all the information about x A that is contained in x R and x E . In probabilistic terms, optimality implies that
where r R and r E are the input layer activities that code for eye-centered location and eye position, respectively, and r A is the output of the network (Fig. 2a) .
Note that Equation 6 involves posterior distributions-probability distributions of x A given activity-whereas so far all our analysis has been in terms of likelihoods. The two can be connected via Bayes' theorem; all we need are prior distributions over x A , x R , and x E . Here we assume flat priors over all three variables, so the posteriors are proportional to the likelihoods. This implies that, in the case of a flat prior, a linear PPC encodes both the likelihood function and the posterior distribution.
Although determining the optimal network exactly is nontrivial, we can gain a great deal of insight into the form of the network from just one property of linear PPCs: reliability is proportional to the level of activity, or, more quantitatively (and as illustrated in Fig. 1 ), the variance of the encoded variable is inversely proportional to the height of the hill of activity (Ma et al., 2006) . This is certainly a feature of Poisson neurons, for which higher firing rate means a higher signal-to-noise ratio. It is also relatively easy to see from Equation 4, which tells us that as the amplitude of the neural activity, r, increases the right hand side becomes more and more sharply peaked in s.
The relationship between activity and reliability must hold in all layers of our network, so, using g to denote the overall height of the hill of activity (the gain), we have 
Thus, whatever the form of the network, the gains must transform via a quadratic nonlinearity with divisive normalization. It is worthwhile emphasizing that, despite its name, we do not use divisive normalization to normalize the probability distribution encoded by the linear PPCs (i.e., we do not use it to ensure that the probabilities sum up to 1). Nor do we use it to obtain a neural response that is independent of the nuisance parameters, like contrast (indeed, contrast has a multiplicative impact on the gain of the output activity). Instead, we use it to obtain a linear PPC in the output layer, that is, a pattern of activity that can be mapped linearly onto a log probability using a decoder that is independent of the nuisance parameter.
We cannot, of course, translate directly from the behavior of the gains to the exact form of the network-after all, the gain is just one number, whereas the population activity is characterized by the activity of many neurons. However, because activity is proportional to gain, we expect that the net- ; the relationship between r A and r ij is given immediately below that equation. When we perform simulations, we vary the gain of the eye-centered layer from trial to trial to mimic changes in image contrast. b, Bar graph showing the information loss in the output layer compared to the information available in the input layers. QDN, Network with a quadratic divisive nonlinearity in the basis function layer. Information is estimated by a single decoder for all values of contrast. Q-SD, Network with a quadratic nonlinearity but no divisive normalization, using specialized decoders for each value of contrast. Q, Same as Q-SD but with a single decoder to estimate information for all values of contrast. L, Network with a linear rectified activation function and the same decoder for every gain. The QDN network is near optimal even when using a single decoder, which shows that it encodes a near-optimal posterior distribution and does so with a probabilistic population code. c, Same as in b but for the nonlinear coordinate transform from the joint angles, (s 1 , s 2 ), of a 2-D arm with lengths, (d 1 , d 2 ), to the visual azimuth s 3 of the arm end-point:
work will be the high-dimensional analog of Equation 7; one such analog is
where the w's and c's are parameters. Here r i R and r j E correspond to activity in the input layer and r k A to activity in the output layer (see Fig. 2a ). As we show below (Eqs. 10 -14), the network is optimal (Eq. 6) and x A is encoded in a linear PPC (Eq. 5) if three conditions are met: first, the transformation is linear (which it is in our case: 
This is the layer shown in Figure 2a . Given this relationship, we see from Equation 8 that the activity of the output neurons, r k A , is given by r k A ϭ ⌺ ij w ij k r ij . Readers not interested in the mathematical details needed to demonstrate that Equation 8 does indeed implement an optimal network may want to skip Equations 10 -14. For those who are interested, we start by noting that for Gaussian likelihood functions and a linear PPC, the encoding model has the form
where M, which stands for modality, can be either A, R, or E, and
and
Here a M and b M are an essentially arbitrary pair of linearly independent vectors. Expanding the term in the exponent, we see that the linear kernel has an especially simple form:
.] Combining the expressions for mean and variance given in Equations 11 and 12 with the fact that, for the independent variables we are considering here, the means and variances add ( A ϭ R ϩ E and A 2 ϭ R 2 ϩ E 2 ), we see that
We now simply need to write r A as a function of r R and r E such that Equation 13 is satisfied. Defining two new vectors a A † and b A † that obey the orthogonality conditions a
it is easy to show that the weights in Equation 8 are given by
and the coefficients in the divisive term, c R and c E , are equal to a R and a E . For the more general case in which there are priors on x R and x E , the weights turn out to be identical to those in Equation 14. The one small difference is that there are two extra terms: a piece that is linear in the firing rates is added to the numerator in Equation 8, and a constant is added to the denominator (as in Eq. 15 below). Thus, for linear transformations and Gaussian noise, the optimal network consists of a quadratic nonlinearity and divisive normalization.
Note that linear coordinate transformations are very different from multisensory integration, which we have considered previously (Ma et al., 2006) . For a linear coordinate transformation, means and variances combine linearly; for multisensory integration, means and variances combine nonlinearly. Specifically, if we have two variables, say x A and x V , that provide information about the location of a single object, then the mean and variance of the location are given by ( A / A 2 ϩ V / V 2 )/(1/ A 2 ϩ 1/ V 2 ) and 1/(1/ A 2 ϩ1/ V 2 ), respectively (Ma et al., 2006) , rather than A ϩ V and A 2 ϩ V 2 , as in the case we just considered. Not surprisingly, then, the network that performs multisensory integration is very different from the network that performs linear coordinate transformations. For linear PPCs, gains are inversely proportional to variance (Fig. 1) , so a simple sum of gains effectively implements the sum of inverse variances, 1/ A 2 ϩ 1/ V 2 . Therefore, for multisensory integration, there is no need for a quadratic nonlinearity or divisive normalization; a sum of neural activity suffices as long as the inputs are linear PPCs.
Linear coordinate transformation: simulations
Equations 8 and 14 tell us the optimal network for neurons that are deterministic and analog. Real neurons are neither. To determine whether our optimal network for marginalization also works with real neurons, we performed network simulations using a type of spiking neuron known as LNP, or linear-nonlinearPoisson (Gerstner and Kistler, 2002) . Because the Poisson step in LNP neurons is probabilistic, there will necessarily be some information loss. However, Poisson spike generation is independent across neurons, so the information loss, as measured by the change in Fisher information, is inversely proportional to the number of neurons. Indeed, using only 20 neurons in the input and output layers, and 400 in the intermediate layer, the spiking network loses only 0.72% of the input information (Fig. 1b , bar marked "QDN"). Here, information loss is assessed by the Kullback-Leibler distance between the true posterior given by the input pattern of activity and the approximate posterior given by the output pattern of activity in the network. Importantly, in these simulations the contrast of the visual object changed from trial to trial, where contrast plays the role of a nuisance parameter that affects the quality of the representation of x R . Thus, as discussed above, the network was able to perform near-optimally without explicit knowledge of the nuisance parameters.
How important are the two nonlinear features of Equation 8 -the quadratic term in the numerator and the divisive normalization in the denominator? To determine the role of divisive normalization, we eliminated it and built a network in which the basis function layer had only quadratic terms. Such a network did not do as well; it lost 16% of the input information (Fig. 2b , bar labeled "Q"). This information loss could be due to two factors: either the network encodes the optimal posterior but this posterior is not encoded as a linear PPC (Eq. 5), or it does not encode the optimal posterior distribution (Eq. 6). We found that it is the former: the correct distribution over the head-centered location of the stimulus can be recovered from activity in the basis function layer even in the absence of divisive normalization, but it cannot be recovered by a single linear decoder. Instead, a set of linear decoders, each specialized for a different contrast, is required. With multiple linear decoders, the information loss is only 1.4% (Fig. 2b , bar labeled "Q-SD"). Thus, virtually all the information in the basis function layer is available to a decoder that knows the contrast. Importantly, however, without divisive normalization, the population activity cannot be decoded optimally by a fixed linear decoder. This makes it difficult for downstream networks to make optimal use of the activity unless the contrast is also transmitted or estimated. The network with divisive normalization is immune to this problem.
To determine the role of the quadratic nonlinearity in the basis function layer, we replaced it with a rectified linear activation function, and at the same time eliminated the divisive nonlinearity. Such a network was also suboptimal; it lost 32% of the input information (Fig. 2b , bar labeled "L"). In this case, information was truly lost: even with linear decoders specialized for contrast and applied to the basis function layer, the information loss remained high (24%; Fig. 2b , bar labeled "L-SD"). These simulations indicate that the divisive nonlinearity is needed to ensure that the output of the network is easily decoded (even by a network that does not know the contrast), and the quadratic nonlinearity is needed to ensure optimality.
Nonlinear coordinate transformation
To determine whether these results generalize to nonlinear coordinate transformations and non-Gaussian probability distributions, we simulated a network that computes the azimuth of the end-point of a two-joint arm given the joint angles. This is a fundamentally nonlinear transformation (see Fig. 2c, inset) and, because the variables are periodic, we cannot assume Gaussian distributions for the joint angles, but instead use a Von Mises distribution (which, for the large variance we used, is very different from a Gaussian distribution).
The nonlinearity and non-Gaussian noise means that a network using linear PPCs can no longer perform optimally. However, as we show below, a network with a quadratic nonlinearity and divisive normalization provides a close approximation to the optimal solution as long as the network parameters are properly optimized. In fact, the network we use is almost identical to the one in Equation 8; the only difference is that we add a constant to the denominator. Thus, the output population activity, again denoted r A , is related to the input populations, r R and r E , via
The network parameters are the weights, the w ij k , the coefficients in the divisive term, c R and c E , and the additional divisive term, ␣. These parameters were optimized so that the output layer captures as much information as possible.
As can be seen in Figure 2c , the network with a quadratic nonlinearity and divisive normalization (Eq. 15) performs well: the information loss is only 4%. By comparison, the quadratic network without divisive normalization loses 15% of the information (bar in Fig. 2c marked "Q") . As with the linear transformation, though, a network without divisive normalization can perform well if it uses a different, specialized, decoder for each contrast (bar marked "Q-SD"). Finally, a linear rectified network loses a large amount of information-about 40%.
Why should a network optimized for linear transformations and Gaussian noise perform so well for a nonlinear transformation and non-Gaussian noise? The answer has to do with the posteriors in the input layer: both are single peaked with widths that are reasonably small compared to the curvature associated with the nonlinearity. Under these conditions, the transformation is locally linear and Gaussian, and so our network is nearoptimal. Note, though, that "small" can be fairly large: at low contrast, the width of the posterior was on the order of the curvature in the nonlinearity, and the noise was noticeably nonGaussian. This suggests that networks implementing a quadratic nonlinearity with divisive normalization are robust with respect to departures from linearity and Gaussianity.
Time-varying quantities
In the above example, we focused on a static case-a transformation from eye-centered to head-centered coordinates of a stationary object relative to a stationary head with stationary eyes. In almost all real-world problems, however, variables change over time. A broad class of such problems involves noisy, timedependent observations combined with an internal model. Such problems arise in the sensory domain (e.g., visually tracking an object), the motor domain (e.g., moving a limb), navigation (e.g., keeping track of one's location in space given movements and sensory cues), and cognitive tasks (e.g., decision making, in which evidence is accumulated over time). In all cases the brain receives a continuous stream of noisy information about a timedependent quantity via the visual system in the case of tracking and via proprioception in the case of limb movement. That information must be combined with an internal model (of the motion of the object or the limb) to yield a posterior distribution over the variable of interest. The marginalization in this case is over all possible trajectories. For example, if you move your hand in the dark, the probability that it will arrive at a particular position is found by enumerating each possible trajectories that ends in that position, and adding up their probabilities.
To understand how the brain might solve this class of problems, we first consider navigation, and ask how a rat could use place cells to keep track of its position on a one-dimensional track. We assume that the rat has an internal model of its position, s(t), and that visual cues provide instantaneous (but noisy) information about that position. The visual cues are encoded in a linear PPC by a population of neurons, denoted r in (t), using a time-dependent version of Equation 10,
(see Fig. 3a ). For this model, as in Equations 11 and 12 above, the mean and variance associated with this likelihood function are given by b in ⅐ r in (t)/a in ⅐ r in (t) and 1/a in ⅐ r in (t), respectively. Here r i in (t)is the number of spikes on neuron i that occurred between times t and t ϩ dt (eventually we will take the limit dt30). Note that in most time intervals, there are no spikes, and so all components of r in (t) are zero. For these intervals, the variance is infinite, and the visual cues do not supply any information. Since the input spikes convey information only rarely, and have no memory, all memory must be encoded in the network.
To understand how to combine the information from r in with the animal's current estimate of its position, we need to specify an internal model. For simplicity, we assume that the animal is attracted toward a point on a one-dimensional track (taken to be the origin), but its movement is corrupted by noise. (Below we consider a two-dimensional version of this task.) The dynamics associated with this model has the form ds dt ϭ Ϫ␥s ϩ ͑t͒,
where s is position, ␥ determines how fast the animal is pulled toward the origin, and (t) represents Gaussian white noise. Between spikes, the animal's estimate of its mean position drifts toward zero (because of the Ϫ␥s term) and its variance grows (because there is no incoming information). When a spike occurs, the animal gets new information about position in the form of a mean, denoted in , and variance, denoted in 2 (which, as discussed above, are equal to b in ⅐ r in /a in ⅐ r in and 1/a in ⅐ r in , respectively). Since new evidence regarding current position is conditionally independent of previous evidence about current position, combining that information with the current estimate is just a cue-integration problem. Thus, if the current mean and variance are and 2 , they should be combined according to Ma et al. (2006) , as follows:
Equation 18 tells us how the mean and variance should be updated when there is evidence. How should the neural activity be updated? We assume, as usual, that position, s, is encoded via a linear PPC, using the same encoding model as in Equation 16 but with r in replaced by a deterministic firing rate, denoted , and a in and b in replaced by new vectors, a and b. Then, as has been shown previously (Ma et al., 2006) , the optimal cue combination network combines spikes linearly.
Reasonably straightforward algebra (see Notes) indicates that should evolve according to
where the t j k,in are the times at which spikes occur on input neuron j, ␦(⅐) is the Dirac delta function, 2 is the variance of the white noise, and the weights, W and M, depend only on a and b. The last term in this expression represents the addition of spikes, as is standard for cue integration (Ma et al., 2006) . The origin of the first two terms is slightly more obscure. Briefly, the term proportional to 2 (a ⅐ ) acts to reduce the activity of the output population, and thus increase the variance of the posterior (as with the input population, the variance of the population coding for s is equal to 1/a ⅐ ). The term proportional to ␥W, on the other hand, tends to increase activity, and thus decrease variance. This is because the more strongly the animal is attracted toward the origin (the larger ␥ is), the more the animal knows where it is, and the smaller the variance.
Unlike Equations 8 and 15, Equation 19 does not explicitly contain any divisive normalization. However, because the first term in Equation 19 is quadratic in , in the limit that the input firing rate is large (the t j k,in are closely spaced), the output firing rate is proportional to in 1/2 where in is the average input firing rate. Without the quadratic term, the output firing rate is proportional to in in the limit of large input firing rate. Thus, the effect of the quadratic linearity is to divide the output firing rate by in 1/2 (see Notes). It is, therefore, effectively divisive-even though there are no explicitly divisive terms in Equation 19 .
By construction, if we integrate Equation 19 and compute the posterior distribution over s from Equation 16 (but with r in replaced by and a in and b in replaced by a and b), we will recover the true posterior. However, neurons communicate by spikes, so we need to turn Equation 19 into a spiking network. We do this, as above, using LNP neurons. In addition, when we compute the posterior, we need to approximate the firing rate by counting spikes in small intervals (we use 10 ms). Because of this transformation to a spiking network, some information will be lost. However, even using only 20 input and 200 output neurons, the loss is small, just 1% (see in Fig. 3b, DN) . By contrast, a network without the quadratic nonlinearity (i.e., a network in which the quadratic term in Equation 19, (a ⅐ ) i , is replaced with a linear term, I F i , with I F independent of the information in the input population) loses 22% of the information ("L" in Fig. 3b) . When, on the other hand, I F depends on the input information ("L-SD" in Fig. 3b) , the information loss is 3%. This indicates that most of the information is preserved without divisive normalization, but it is no longer in a linear PPC format.
Although we have considered a one-dimensional track, this analysis easily extends to a two-dimensional field. To illustrate how our framework applies to two dimensions, however, we consider a different problem: tracking hand position in a linear track based only on proprioceptive feedback and knowledge of the motor command that drives the movement. This problem is two dimensional because subjects must infer both position and velocity.
One advantage of this task is that we can make a direct comparison to the behavioral experiment of Wolpert et al. (1995) . In this experiment, subjects were shown a virtual representation of the location of their hand and asked to make a linear movement. in , (corresponding to the spike times, t j k,in , in Eq. 19) provides evidence for the current position of the object in the form of a probabilistic population code. The output layer (corresponding to the spikes, r, generated from the firing rate, , which evolves according to Eq. 19) encodes the position of a moving object on a spatial map. The lateral connections in the output layer, some of which are shown as black arrows, implement the internal model (for the optimal model, the dynamics is given in Eq. 19). The resulting pattern of activity consists of a moving hill that encodes, via a linear PPC, for the position of the object. In the top panel, the blue and red curves correspond to the output activity, r, at time t and t ϩ⌬t, respectively. b, Information loss in the output layer relative to the information available in the input layer. The network with effective divisive normalization, via the quadratic term in Equation 19 , is near optimal (DN), while a network with linear inhibition (a ⅐ replaced by a constant) decoded with a single decoder (L) performs poorly. However, performance is close to optimal for the linear network when using specialized decoders in which a ⅐ is replaced by a constant that depends on the level of noise (L-SD). See Notes.
Upon initiation of the movement the visual representation of the hand disappeared, leaving proprioception as the only source of sensory information about arm position. After a variable delay (0 -2 s), subjects ended their movement, and were asked to estimate the position of their (now stationary) hand.
As shown by Wolpert et al. (1995) , the mean and variance of the subjects' estimate of endpoint position was consistent with the prediction of a 2-D Kalman filter estimating the velocity and position of the hand. We implemented this Kalman filter with LNP neurons, using a 2-D extension of Equation 19 above, and found that our network does indeed do a good job reproducing the observed pattern of mean and variance (Fig. 4) . Thus, our network provides a neural solution for a 2-D Kalman filter that is consistent with these behavioral results.
Recently, Boerlin and Denève (2011) proposed a similar network for computing the posterior distribution in a related task that turns comparable rate equations into spikes via an integrateand-fire-like mechanism rather via a Poisson process. Although not provably optimal in the limit of large networks, it had the advantage that it represented the posterior distribution with a relatively small number of spikes.
Discrete variables
So far we have considered continuous variables, but marginalization over discrete variables is also a common, and important, inference problem-consider, for example, the problem of detecting the smell of bacon. Here the problem is to infer the probability of a hidden cause (e.g., bacon) given a set of noisy observations of the various volatile chemicals (odorants) that make up both bacon and the other odor sources (henceforth referred to simply as odors) in a given olfactory scene.
At first glance, marginalization over discrete and continuous variables seems very different-if nothing else, the former involves sums and the latter integrals. However, if we use the same encoding model (linear PPCs) for discrete variables, then much of the machinery we used for continuous variables turns out to apply directly. This can be seen with olfaction, for which the problem is to build a network that can encode the marginal probabilities over each possible odor source (e.g., ham, turkey, bacon, etc.) given a set of observed odorants (encoded in the input layer). Here the stimulus of interest, s, is a binary vector indicating the presence or absence of an odor (s k ϭ 1 when odor k is present and 0 otherwise), while c k is intensity or concentration of odor k. Each odor is described by a specific pattern of odorants; for odor k, we use w ik to denote that pattern. The complete olfactory scene is given by the mixture of the patterns of odorants associated with each odor, weighted by its concentration,
The concentrations of each of the odorants are encoded via a linear probabilistic population code (Eq. 4 with s replaced by o i and no nuisance parameters),
Here r i is the activity of the neurons coding for the concentration of odorant i.
As with the continuous case, we seek a transformation from the r i to a new population activity, r k out ϭ f k (r 1 , r 2 , . . . ), which codes, via a linear probabilistic population code, for the probability that odor k is present. In general, computing this probability is hard because we have to marginalize out all the other odors-something that involves integrating over the high dimensional space of concentrations and summing over the exponentially many possible combinations of odors. Not surprisingly, deriving the exact transformation with a linear PPCs is difficult, if not impossible. Motivated by our work with continuous variables, we asked whether an approximate solution could be implemented by networks with quadratic nonlinearities and divisive normalization. In fact, we use the same network as in Equation 15, except that there are additional indices to label the different odors,
(see Fig. 5a ). Note that this network is not meant to provide a detailed model of the olfactory system; instead, it illustrates a hard inference problem that captures the essence, if not the details, of the problem faced by the olfactory system. We tested this network on four odorants (i ϭ 1, 2, 3, 4) and four odors (k ϭ 1, 2, 3, 4) ; the results are shown in Figure 5b . We found that for the network with a quadratic nonlinearity and divisive normalization, the information loss was only 6% (bar marked "QDN" in Fig. 5b ). This should be compared to a 37% loss when we used only a quadratic nonlinearity but no divisive normalization ("Q" in Fig. 5b ). Using specialized decoders improved that by only a few percent ("Q-SD" in Fig. 5b ). Linearthreshold networks did even worse; the information loss was over 80% ("L" in Fig. 5b) . Therefore, networks using quadratic divisive normalization can implement near optimal marginalization even for discrete classes. This extends the result reported in Figure 2c , and shows that divisive normalization can lead to near optimal inference even when the computations are nonlinear and the distributions are not Gaussian. Figure 5b also shows that, in contrast to our previous results, the performance of the network with quadratic units using specialized decoders (Q-SD, Fig. 5b ) did not match the performance with quadratic divisive normalization; it lost about 35% of the information.
The basic structure of this task-hidden causes mixing linearly to produce observations-applies to a wide range of prob- Wolpert et al. (1995) . In that task, the hand starts at a known location, accelerates along a linear track until the subject hears a tone, and then decelerates until it stops, at which point subjects are asked to estimate their hand position. a, Experimental bias of the estimate of hand position as a function of duration of movement. Following Wolpert et al. (1995) , bias was induced by using the wrong internal model; see Notes. b, Experimental variance of hand position estimate as a function of duration of movement. a and b are adapted from Wolpert et al. (1995) . c, d, Same as in a and b but for the model with divisive normalization.
lems. Next we consider one that seems very different from olfaction: causal inference by children, as studied in the so called "blicket" experiment (Gopnik and Sobel, 2000; Griffiths and Tenenbaum, 2009 ). In this experiment, 4-year-old children are presented with a "blicket" detector, a machine that goes off whenever it is in the proximity of a blicket. Two objects, A and B, are placed on the detector at the same time and the detector goes off, and children are asked to evaluate whether objects A and B are blickets. As one might expect, most children say that both A and B are blickets. Then, object B alone is placed on the detector, which again goes off. After this second presentation, all children say that B is a blicket, and most say that A is not a blicket. This behavior makes perfect sense from a probabilistic point of view. The observation that the detector went off for B alone indicates that B is a blicket, in which case there is no need to posit that A is a blicket to explain why the detector went off when both A and B were presented together (A has been "explained away"). It requires marginalization because the children need to compute the individual (marginal) probabilities that A and B are blickets given knowledge that the detector went off when A and B were presented simultaneously, and that it went off again when B was presented alone. In the operant conditioning literature in rats, this is known as backward blocking (Shanks, 1985; Dayan and Kakade, 2000) .
As with olfaction, we use the network shown in Figure 5a (but with two inputs and two outputs rather than four of each). Each node in the input layer encodes an observation (in this case the state of the blicket detector and which objects were placed on it); each node in the output layer encodes a hypothesis (in this case the probability that a particular object is a blicket). The observation units connect to an intermediate layer of units implementing, as with olfaction, a quadratic divisive normalization, which in turn projects to the hypothesis units. Simulations of the blicket experiment show that the network loses 8% of the information (Fig. 5c) . As with all problems considered so far, networks with linear rectified units or quadratic units but no divisive normalization performed much worse (Fig. 5c ).
Experimental predictions
Our framework makes a variety of experimental predictions. In the case of linear coordinate transformations, the most salient-and somewhat counterintuitiveprediction is that the firing rate at which one population of neurons saturates should depend on the reliability of the information in another population. This could be tested by, for example, recording from neurons in visual cortex that both fire in response to reaching targets and are modulated by arm position. Such neurons have been reported for instance in area V6a (Battaglia-Mayer et al., 2001) ; these neurons are believed to be involved in a coordinate transformation from visual to motor coordinates for the purpose of reaching. This transformation is similar to the one from eye-centered to headcentered coordinates that we considered earlier, and could be implemented with the architecture illustrated in Figure 2a . Our theory predicts that the firing rates of some of those neurons should be modulated by the reliability of the information provided to the sensory system regarding both the target and the arm position. Here reliability is defined as the inverse variance of the posterior distribution (see Fig. 1 ), which can be modified by manipulating the degree of blur. Specifically, the firing rates of these neurons, , should follow the relationship ϰ g V g AP /( g V ϩ g AP ), where g V and g AP are proportional to the reliability of the evidence regarding visual target and arm position, respectively. This prediction is specific to the combination of visual target and arm position signal for the purposes of inferring the headcentered location of the target. For instance, if the same neurons also respond to the auditory location of the reaching target (which is presumably already in head-centered coordinates), we predict that the visual and auditory signals should not be multiplied, but added. This is because the probabilistic inference required to combine the visual and auditory input optimally is multisensory integration, not marginalization. As we have shown previously, optimal multisensory integration with linear PPCs requires that we sum the visual and auditory activity (as opposed to taking the product as we did for the visual and arm position signals) (Ma et al., 2006) .
The network implementing the Kalman filter, which we applied to place cells in the hippocampus and to tracking hand position based on proprioceptive feedback, not only predicts neural activity in the presence of sensory feedback, it also predicts activity in its absence. For place cells, sensory feedback can be eliminated by turning off the lights and eliminating all olfactory cues; in this case, our theory predicts that the firing rates of the place cells should decrease as a power law, 1/(c ϩ t), where t is the time since the sensory cues vanished, assuming the correlations between place cells do not change significantly over time and the restoring force, ␥ in Equation 17, is zero. The inverse time dependence reflects two facts: first, in the absence of feedback, one's position should execute a random walk, for which the variance increases linearly with time; second, in the linear PPC framework, firing rate is inversely proportional to variance. This is a very (o 1 , o 2 , . . . ),theprobability (of an odor source being present in the case of odor detection, or of a hypothesis in the case of blickets) is encoded in the output layer with a linear probabilistic population code. The intermediate units compute all possible products of the input units (e.g., the unit in red computes the product of units encoding o 2 and o 4 ; this is the quadratic step) and receive divisive normalization from a set of inhibitory neurons (green units) that compute the sum of the activity of the input units. The activities of the intermediate units are then combined linearly in the next layer to encode the marginal distributions over hypotheses. b, Simulations of an olfaction task, in which the network contains four groups of input and output units. The network with quadratic divisive normalization (QDN) is very close to optimal, with only 6% information loss compared to the optimal solution for this task. Linear rectified (L) and quadratic (Q) networks perform much more poorly on the task. A quadratic network with specialized decoders (Q-SD) performs better than the quadratic network with a single decoder, but, in contrast to the previous cases, using specialized decoders does not lead to a performance comparable to the one obtained with a quadratic nonlinearity. Therefore, the quadratic network fails in two ways: it does not compute the optimal posterior distribution, and it does not encode its estimate of the posterior distribution in the form of a probabilistic population code. See Notes. c, Same as in b, but for the blicket experiment, in which the network contains two groups of input units and two groups of output units rather than the four shown in a.
specific, and easily falsified, prediction, one that is made by no other theory we know of.
Finally, our work makes a very specific prediction about what happens when divisive normalization is removed from networks in which variables are encoded as linear PPCs, at least for the inference problems we considered: before removal, the activity should be optimally decodable with a single linear filter; after removal, the optimal linear filter should depend on reliability. This could be tested in insect olfaction, where preliminary results indicate an encoding model consistent with linear PPCs (Olsen and Wilson, 2008) , and where it might be possible to selectivity block divisive normalization.
Discussion
Lateral inhibition is ubiquitous in the sensory systems of all animals, and is often thought to enhance stimulus selectivity [which, interestingly, is not always the case, see (Spiridon and Gerstner, 2001; Seriès et al., 2004) ]. When lateral inhibition takes a specific form, divisive normalization, it has been suggested that it implements a form of gain control that keeps neurons within their preferred firing range (Heeger, 1992; Nelson et al., 1992; Gao and Vasconcelos, 2009 ). This form of gain control is also thought to promote contrast-invariant sensory representations in area V1 (Albrecht and Hamilton, 1982; Heeger, 1992; Busse et al., 2009; Ringach, 2010) , spatial pattern-invariant velocity representation in area MT (Heeger et al., 1996; Simoncelli and Heeger, 1998) , and concentration-invariant odorant representations in the olfactory system (Simoncelli and Heeger, 1998; Luo et al., 2010; Olsen et al., 2010) . In addition, it has recently been implicated in attentional modulation (Simoncelli and Heeger, 1998; Winkowski and Knudsen, 2008; Reynolds and Heeger, 2009) , and also in probabilistic computations, such as removing high-order correlations in neural responses to natural images (Schwartz and Simoncelli, 2001 ) and extracting the maximum likelihood estimate from a linear PPC (Deneve et al., 1999) . Some of these studies have also explored how invariance promotes linear separability (Luo et al., 2010; Olsen et al., 2010) .
Our results share some similarities with the previous studies in the sense that we also suggest that divisive normalization plays a role in probabilistic computations and yields representations that can be linearly decoded in a way that is invariant to nuisance parameters (like contrast or concentration). However, we have expanded these previous studies in two important directions. First, we have shown that quadratic nonlinearities with divisive normalization could play an important role in marginalization, a key operation for probabilistic inference. Second, the resulting representation does not encode just the value of the encoded variable, but encodes full probability distributions, whose log can be linearly decoded with a decoder invariant to nuisance parameters-a form of invariance that goes beyond the tuning curve invariance of previous studies. These results could explain why quadratic divisive normalization has been reported not only in early sensory areas but throughout the nervous system of mammals and insects, since marginalization is a form of probabilistic computation central to a remarkably wide range of seemingly unrelated tasks, including motor control, cognitive reasoning, decision making, navigation, and low-level perceptual learning.
What makes our results appealing from a biological point of view is that both divisive normalization and quadratic nonlinearities are commonly observed in neural circuits. Divisive normalization (the denominator in Eqs. 8, 15, and 22) has been reported in the primary visual cortex (Heeger, 1992; Carandini et al., 1997; Tolhurst and Heeger, 1997) , the extrastriate visual cortex (Miller et al., 1993; Rolls and Tovee, 1995; Missal et al., 1997; Recanzone et al., 1997; Treue et al., 2000; Heuer and Britten, 2002; Zoccolan et al., 2005) , the superior colliculus (Basso and Wurtz, 1997) , and the antenna lobe of the Drosophila (Olsen et al., 2010) . The circuit implementation of this normalization is still being debated, but several possibilities have been explored (Heeger, 1992; Nelson, 1994; Chance et al., 2002) . With regard to the quadratic nonlinearity, the numerator in Equations 8, 15, and 22, and the quadratic term in Equation 19 , require a specific form of quadratic interaction in which firing rates are combined either multiplicatively or via the action of a quadratic nonlinearity. Such multiplicative interactions between sensory evoked signals and posture signals have been reported in multiple locations, including V1 (Trotter et al., 1996; Trotter and Celebrini, 1999) , V3 (Galletti and Battaglini, 1989) , MT (Bremmer et al., 1997) , MST (Bremmer et al., 1997; Ben Hamed et al., 2003) , LIP (Andersen et al., 1985; Stricanne et al., 1996) , VIP (Avillac et al., 2005) , V6a (Battaglia-Mayer et al., 2001) , premotor cortex (Boussaoud et al., 1993) , area 5 (Buneo et al., 2002) , the primary auditory cortex (Werner-Reiss et al., 2003) , and the inferior colliculus (Groh et al., 2001 ).
As we have seen, marginalization through the use of divisive normalization is near optimal for a linear PPC, a population coding scheme that is associated with constant Fano factors and contrast-invariant tuning curves. Both are consistent with experimental data (Sclar and Freeman, 1982; Tolhurst et al., 1983; Gur et al., 1997; Buracas et al., 1998; Gershon et al., 1998; Anderson et al., 2000; Maimon and Assad, 2009) , so spike trains in cortex appear to be consistent with the requirements of our theory. Nevertheless, it is important to develop further tests to confirm whether the variability in cortex, and in other neural circuits, is indeed close to a linear PPC.
Finally, although here we have assumed that variables are encoded in linear PPCs, our approach can be extended to other forms of neural variability, such as tuning curves that are not contrast invariant, or variability that differs strongly from Equation 4. It will be particularly interesting to identify neural systems with variability that deviates strongly from linear PPCs, to see whether circuit nonlinearities take the appropriate form to implement near-optimal probabilistic inference, or perhaps transform these nonlinear PPCs into linear ones.
