In this paper we have motivated the use of privacy-protection measures in trust models, both in conscious exchanges of opinions and in an unconscious way when security attacks take place. Most of the privacy dimensions are concerned into trust communications. In particular we define the privacy rights that these trusting communications must legally be guaranteed. From them, we describe additional message exchanges that, acting as control mechanisms, would be required to exercise such rights. Furthermore, we also enumerated the corresponding privacy violations that would have taken place if these control mechanisms were ignored. From the possible existence of privacy violations, regulatory structures may establish what agents are allowed and forbidden to do according to the legal privacy rights. We have applied the control mechanisms as additional message exchanges to a particular application domain (the Agent Trust and Reputation testbed) implemented as JADE interaction protocols, and finally we plan to define an Electronic Institution that would rule the corresponding norms and violations to such control using the Islander specification tool.
Introduction
The right to privacy or private life is enshrined in the Universal Declaration of Human Rights (Article 12), the European Convention of Human Rights (Article 8) and the European Charter of Fundamental Rights (Article 7). The Charter also contains an explicit right to the protection of personal data (Article8). This right has several dimensions and these have been defined for European and American judges. In [1] five dimensions of privacy were identified: Privacy of the person (bodily privacy), Privacy of personal behavior (media privacy), Privacy of personal communications (interception privacy), Privacy of personal data (data or information privacy) and Privacy of personal experience. Four out of these five dimensions apply, in some extent, to any (computer-based) Information System, but even more to decentralized trust models. While in closed systems, a central trusting entity ensures privacy through an exhaustive control of identities and information exchanges, in open systems this trusting responsibility lies with participants. This is the case of distributed and open systems, often implemented as a collection of bio-inspired knowledge systems such as [2], also called agents. Interactions may then have the final intention of propagating reputation of agents in order to decide which agent to trust in.
Specifically, two central features of trusting agents pose the main challenge to privacy: the ability of them to collect large and detailed amounts of data about individuals' everyday activities over long periods of time; and the enhanced ability for classifying and integrating these large amounts of data [3] . These features demand reviewing trust models under light of the data protection law, particularly under principles of Directive of Data Protection 95/16 [4] . In this article we intend to exam these risks and we propose some solutions about the corresponding privacy protection measures that can be adopted. In order to enjoy the benefits of the assumed autonomy of agents, we must consider a approach to privacy and data protection,based on computer-based mechanisms of control rather than on law restriction and prohibition [5] .
Although the associated risks to privacy of most recent technology advances have been addressed, such as in: cloud computing [6], profiling and data mining [7] and ambient intelligence [8] , there is no publication specifically related to the issue of privacy protection in trust models with Agents and this paper intends to overcome this lack.
Trust Models and Privacy Decision
Trust is a very relevant issue in any social relationship, even when such relationship is distant and with electronic means. Therefore computer scientists have shown an increasing interest in the study in how trust is acquired and maintained. Specifically, when human users are represented by autonomous agents and they acted electronically on behalf of them, the interests of these users have to be considered in the decisions and relationships held by the corresponding agents that represent them. A trust model is then applied by autonomous agents in two ways: searching trustworthy partners and as an incentive/punishment mechanism to prevent dishonest behaviours. Every act of an autonomous agent may be then judged in order to compute the reputational image of such agent. This reputational image could be computed in a centralized way as a global property by a sole entity (as many actual commercial applications do [9]), but it implies a loss in personalization and privacy. Therefore we assume (as many researchers in Distributed AI) that each member of a society of agents is in charge of computing the reputation of all other agents that belong to this society. Many trust models been proposed and they are very different among them [10] . But most of them consider direct experiences and witness information as the main information sources. Between them we are interested in witness information because of its relevance to privacy issues. Additionally it is the most abundant source of reputation (but not the most reliable), and the way it is managed is the source of the most complexity involved in trust models. Witness information is often
