Abstract: We introduce a discretization/approximation scheme for reflected stochastic partial differential equations driven by space-time white noise through systems of reflecting stochastic differential equations. To establish the convergence of the scheme, we study the existence and uniqueness of solutions of Skorohod-type deterministic systems on time-dependent domains. We also need to establish the convergence of an approximation scheme for deterministic parabolic obstacle problems. Both are of independent interest on their own.
Introduction
Consider the following stochastic partial differential equation (SPDE) with reflection:
= f (t, x, u(t, x)) + σ(t, x, u(t, x))Ẇ (t, x) + η; u(0, ·) = u 0 , u(t, x) ≥ 0; u(t, 0) = u(t, 1) = 0, (1.1) whereẆ denotes the space-time white noise defined on a complete probability space (Ω, F, {F t } t≥0 , P ), where F t = σ(W (s, x) : x ∈ [0, 1], 0 ≤ s ≤ t); u 0 is a non-negative continuous function on [0, 1] , which vanishes at 0 and 1; η(t, x) is a random measure which is a part of the solution pair (u, η) and plays the role of a local time that prevents the solution u from being negative. The coefficients f and σ are measurable mappings from R + × [0, 1] × R into R. Let C 2 0 ([0, 1]) denote the space of twice differentiable functions φ on [0, 1] satisfying φ(0) = φ(1) = 0. The following definition is taken from [DP1] , [NP] . Definition 1.1. A pair (u, η) is said to be a solution of equation (1.1) if (i) u is a continuous random field on R + × [0, 1]; u(t, x) is F t measurable and u(t, x) ≥ 0 a.s.
(ii) η is a random measure on R + × (0, 1) such that (a) η({t} × (0, 1)) = 0, ∀t ≥ 0.
t 0 1 0 x(1 − x)η(ds, dx) < ∞, t ≥ 0. (c) η is adapted in the sense that for any measurable mapping ψ : The SPDEs with reflection driven by space-time white noise was first studied by Nualart and Pardoux in [NP] (PTRF 1992) when σ(·) = 1, and by Donati-Martin and Pardoux in [DP1] (in PTRF 1993) for general diffusion coefficient σ. The uniqueness of the solution and large deviations were obtained by Xu and Zhang in [XZ] . SPDEs with reflection can be used to model the evolution of random interfaces near a hard wall. It was proved by T. Funaki and S. Olla in [FO] that the fluctuations of a ∇φ interface model near a hard wall converge in law to the stationary solution of a SPDE with reflection. Various properties of the solution of equation (1.1) were studied since then. The hitting properties were investigated by Dalang, Mueller and Zambotti in [DMZ] . Integration by parts formulae associated with SPDEs with reflection, occupation densities were established by Zambotti in [ZL-1], and . The strong Feller properties and the large deviations for invariant measures were studied by Zhang in [Z-1], [Z-2] .
The purpose of this paper is to develop a numerical scheme(particle system approximations) for the reflected stochastic partial differential equations. This is a challenging problem which has been open for some time. Part of the difficulties is caused by the singularities of the space-time white noise. For example, Ito formula is not available for this type of equations. Part of the difficulties lie in the discretization of the random measure η appeared in the equation (1.1). We introduce a discretization scheme through systems of reflecting stochastic differential equations. As the dimensions of the reflecting systems tend to infinity, the problem is to compare and control the systems with different dimensions. To this end we study Skorohod-tye deterministic problems on time-dependent domains and prove a useful a priori estimate for the solutions in terms of time-dependent boundaries. To prove the convergence of the scheme, we also need to establish the convergence of a discretization scheme of deterministic parabolic obstacle problems. These preliminary results are of independent interest.
The discretization scheme for stochastic heat equations driven by space-time white noise was first introduced by Gyöngy in [G] , [G-1] . Approximation scheme for SPDEs of elliptic type was discussed by Martinez and Sanz-Solè in [MS] . Discretisations for stochastic wave equations were investigated by Quer-Sardanyons and Sanz-Solè in [QS] . Numerical schemes for stochastic evolution equations were obtained by Gyöngy and Millet in [GM] .
Let us now describe the content of the paper in more detail. In Section 2, we introduce the discretization scheme and the main result. Section 3 is to study Skorohod -type problems on timedependent domains in Euclidean spaces. We establish the existence and uniqueness of the solution of the Skorohod type problem on domains with boundaries being continuous functions of time. We provide a bound of the solution in terms of the boundaries of the domains, which plays an important role in the rest of the paper. In Section 4, we introduce a discretization scheme for deterministic parabolic obstacle problems. We establish the convergence of the scheme first for smooth obstacles. In this case, we are able to show that the measure η(dt, dx) appeared in the obstacle problem is absolutely continuous with respect to the Lebesgue measure dt × dx and the tightness of the approximating solutions. We prove the convergence of the scheme by identifying any limit of the approximating solutions as the unique solution of the parabolic obstacle problem. We then extend the scheme for continuous obstacles using the a priori estimate obtained in Section 3 for Skorohod-type problems. The Section 5 is devoted to the proof of the convergence of the discretization scheme for SPDEs with reflection. We first relate the SPDEs with reflection to a random parabolic obstacle problem. We obtain the convergence of the scheme by carefully comparing it with the discretization scheme introduced for obstacle problems in Section 4. Here the results in Section 3 and Garsia Lemma for random fields will play an important role.
Remark 1.1. In this paper we discretize only the space variable using systems of reflecting stochastic differential equations (SDEs). Now there is known procedure to further discretize the reflected SDEs (see [S] ). Combining these two one could get the discretization for SPDEs with reflection both in time and space directions.
The discretization scheme and the main result
We first introduce the conditions on the coefficients. Let f, σ are two measurable mappings
(2.1) (H.2). For any T > 0, there exists a constant c(T ) such that for any
For every integer n ≥ 1 and x = k n , k = 1, 2, ..., n−1, define the processes u n (t, k n ), k = 1, ..., n−1 as the solution of the system of reflecting stochastic differential equations
Definition 2.1. We say that {u n (t, k n ), η n k (t), k = 1, ..., n − 1} is a solution to the reflecting system (2.3) if (i) for every k ≥ 1, u n (t, k n ), t ≥ 0 is an adapted, non-negative, continuous process, (ii) for k ≥ 1, η n k (t), t ≥ 0 is an adapted, continuous, increasing process with η n k (0) = 0, (iii) for every t ≥ 0 and k = 1, 2, ..., n − 1,
As the domain D n is convex, the existence and uniqueness of the solution of the system (2.6) is well known (see e.g. [LS] ).
For every integer n ≥ 1, define the random field
.., n − 1 with u n (t, 0) := 0. The main result of the paper reads as Theorem 2.1. Suppose (H.1) and (H.2) hold. Then for any p ≥ 1, we have
We end this section with a description of the group generated by the matrix A n . For j ≥ 1, define the vector:
One can easily check that {e j , j = 1, ..., n − 1} forms an orthonormal basis of R n−1 . Moreover, e j , j = 1, ..., n − 1 are eigenvectors of n 2 A n with eigenvalues
.., n − 1. Thus the group G n (t) := exp(n 2 A n t) generated by n 2 A n on R n−1 admits the following representation
Deterministic Skorohod-type systems
In this section we study Skorohod-type problems on time dependent domains and obtain some a priori estimates.
Set a + = a ∨ 0 and a − = (−a) ∨ 0 for a ∈ R. For a vector b = (b 1 , ..., b n−1 ) ∈ R n−1 , we will use the following notation
Note that A n introduced in Section 2 is a negative definite matrix. Furthermore, we also have the following Lemma 3.1. It holds that
The first term on the right < b + , A n b + > is non-positive. Since A n ij ≥ 0 for i = j, we have
For a = (a 1 , ..., a n−1 ),
. Consider the following Skorohod-type problem with reflection in R n−1 :
. for all t ≥ 0,
. for t ≥ 0,
To prove the existence of the solution to equation (3.3), we need the following estimate which also plays an important role in the subsequent sections.
. From the definition of the matrix A n , it is easy to see that A n M = (−m, 0, ...0, −m). Thus we have
By the chain rule,
By Lemma 3.1,
In view of the expression of A n M , we have
Observe that
Therefore,
Clearly, I 4 ≤ 0 because of the negative sign. It follows from (3.5)-(3.8) that
proving the Lemma.
Theorem 3.1. There exists a unique solution (Z, η) to the system (3.3).
Proof. We first prove the existence. Assume for the moment V ∈ C 1 ([0, ∞) → R n−1 ). Consider the following system with reflecting boundary on the convex domain
It is well known that the above system admits a unique solution (u, η), see [LS] . Let Z(t) := u(t) − V (t). It is easy to verify that (Z, η) is the unique solution to the system (3.3). Now consider the general case
converges to V uniformly on any finite interval. Let (Z m , η m ) denote the unique solution to the system:
(3.10) By Lemma 3.2 it follows that for T > 0,
Thus there exists Z ∈ C([0, ∞) → R n−1 ) such that Z m → Z uniformly on finite intervals. From the equation (3.10) we see that η m also converges uniformly on finite intervals to some η ∈ C([0, ∞) → R n−1 ). Furthermore, letting m → ∞ in (3.10), we see that (Z, η) is a solution to the system (3.3).
We show now the uniqueness. Let (Z, η), (Ẑ,η) be two solutions to the system (3.3). By the chain rule,
where we have used the fact that V (s) +Ẑ(s) ≥ 0, V (s) + Z(s) ≥ 0 (as vectors). Hence, Z =Ẑ which further implies η =η from the equation (3.3).
A discretization scheme for deterministic obstacle problems
In this section, we will introduce a discretization scheme for parabolic obstacle problems and establish the convergence of the scheme. Consider the following parabolic obstacle problem: 
(2). η is a measure on (0, 1) × R + such that for all ε > 0, T > 0
.
is called a solution to problem (4.1).
The following result was proved in [NP] (Theorem 1.4) . 
We now introduce the discretization scheme for the deterministic obstacle problem (4.1). For very positive integer n ≥ 1, define
where V (t, x) is the function appeared in equation (4.1).
Consider the following Skorohod-type reflecting system in R n−1 :
The existence and uniqueness of the solution of the above system was proved in Section 3. For n ≥ 1, define the continuous functions Z n by
.., n − 1, where Z n 0 (t), Z n n (t) are set to be zero. We have 
Proof. We divide the proof into two steps.
Step
In this case we first show that the function η n (t) in (4.2) is absolutely continuous and
for some constant C independent of n, whereV n (t) stands for the derivative of V n . Indeed, let U n (t) := Z n (t) + V n (t). Then (U n , η n ) is the solution of the reflecting system: 
According to [LS] , it holds that
Using the chain rule we have
As in the proof of lemma 3.2 , we can show that < b − , A n b >≥ 0 for all b ∈ R n−1 . Thus
As φ ≥ 0, it follows from (4.10) and (4.11) that
which yields that
By selecting a subsequence if necessary, we conclude that
Combing with (4.9) we deduce that η n (t) is absolutely continuous and
From the definition of A n , it is seen that
Substitute (4.16) back to (4.14) to complete the proof of (4.5). Next we show that the family {Z n (t, x), n ≥ 1} defined in (4.3) is relatively compact in the space C([0, T ] × [0, 1]). Recall G n (t) = e n 2 A n t as in Section 2. By the variation of constant formula, we have (4.18) withη n 0 (t) := 0,η n n (t) := 0. Set ϕ j (x) := √ 2sin(jxπ). As in [G] introduce the kernel G n (t, x, y) by
where k n (y) =
[ny]
n and for
The following statements were proved in [G] (see the proof of Lemma 3.6 there). (4.23) for x, y ∈ [0, 1] and 0 ≤ t ≤ T . The constants C 1 , C 2 , C 3 in the above estimates are independent of n.
By (4.17) and a simple calculation we find that
The estimate (4.5) yields that 25) where we have used the smoothness assumptions on V and the definition of V n . Using the above estimate and Hölder's inequality it follows easily from (4.24), (4.23), (4.22) and (4.21) that there exists a constant C, independent of n, such that
By Arzela-Ascoli theorem, {Z n (t, x), n ≥ 1} is relatively compact. On the other hand, (4.25) implies that {η n (·, k n (·)), n ≥ 1} is relatively compact in L 2 ([0, T ]×[0, 1]) with respect to the weak topology. Selecting a subsequence if necessary, we can assume that Z n (·, ·) converges uniformly to some function
We complete the proof of step 1 by showing that (Z, η(dt, dy) :=η(t, y)dtdy) is the solution to the system (4.1). For φ ∈ C 2 0 ((0, 1)), set φ n := (φ(
. By the symmetry of the matrix A n it follows from (4.5) that
Multiply the above equation by where we have used the fact that φ(
On the other hand, it follows from the definition that
Invoking (4.26) and the dominated convergence theorem we have
Letting n → ∞ in 4.30), the weak convergence ofη n and (4.31) yield
We have shown that conditions (3), (4) in the Definition 4.1 are satisfied by (Z, η). It is straightforward to also check that (Z, η) satisfies (1),(2) in the definition 4.1. Thus, (Z, η) is the solution to equation (4.1).
Step 2. The general case
Let (Z m,n , η m,n ) be the solution to the following Skorohod-type problem in R n−1 : 
.., n − 1. According to the result proved in step 1, for every m ≥ 1 we have
where Z (m) (t, x) is the solution of the following parabolic obstacle problem: 
Given a positive constant ε > 0. First choose m sufficiently large such that 2 sup 0≤t≤T,0≤x≤1
For such a fixed m, applying (4.34) there exists an integer N such that for n ≥ N ,
Putting (4.37), (4.38) and (4.39) together we obtain that sup 0≤t≤T,0≤x≤1
for n ≥ N . As ε is arbitrary, the proof is complete.
The convergence of the scheme
After all the preparations in the previous sections, this part is devoted to the proof of the main result. For y ∈ R n−1 , set
The system (2.6) can be written as
where W n = (W n 1 (t), ..., W n n−1 (t)). By the variation of constant formula, it follows that
where as before G n (t) = exp(n 2 A n t). Denote
Then v n is the solution of the SDE: 4) and (Z n (t) := u n (t) − v n (t), η n (t)) is the solution of the system:
(5.5)
Recall the random field u n (t, x) defined in (2.7) in Section 2 and introduce the random fields
where η n 0 (t) := 0, η n n (t) := 0, v n 0 (t) := 0, v n n (t) := 0. Let the kernel G n (t, x, y) be defined as in (4.19) in Section 4. It is easy to verify that u n and v n satisfies the equations
n as in Section 4. Let G(t, x, y) denote the heat kernel of the Laplacian
∂x 2 on the interval [0, 1] with the Dirichlet boundary condition, i.e.,
The following lemma was proved in [G] Lemma 5.1. The following statements hold: (i) There exists a constant c such that We have the following estimate for u n .
Lemma 5.2. For any T > 0, we have
Proof. Keeping in mind that u n (t, x), v n (t, x) are piecewise linear in x, by Lemma 3.2, we have
proving the lemma. .
Propostion 5.1. Assume the linear growth condition (H.2) in Section 2. Then for p ≥ 1 and T > 0, there exists a constant C p such that
Proof. We will use the notation |u| t ∞ := sup 0≤s≤t,0≤x≤1 |u(s, x)|. We can assume p > 20. By Lemma 5.2, we have
(5.14)
Set
By the linear growth of f and the Hölder inequality, In view of (4.21), (4.22), (4.23), following a similar calculation as in the proof of Corollary 3.4 in [WA] and Lemma 3.6 in [G] , we obtain that Then (z(t, x) := u(t, x) −v(t, x), η(dt, dx)) solves the following random parabolic obstacle problem:
For very positive integer n ≥ 1, definē v n (t) = v(t, 1 n ), ...,v(t, n − 1 n ) .
Let (z n ,η n ) be the solution of the following random Skorohod-type problem in R n−1 :
   dz n (t) = n 2 A nzn (t)dt + dη n (t); z n (t) ≥ −v n (t);
T 0 <z n (t) +v n (t), dη n (t) >= 0. |z n (t, x) −z(t, x)| = 0 (5.27) almost surely. Letv n denote the random field:
n ), k = 1, ..., n − 1. Sincev(t, x) is a continuous random field with bounded moments of any order, it is clear that for any p ≥ 1, Setū n (t, x) :=v n (t, x) +z n (t, x). Since u(t, x) :=v(t, x) +z(t, x), it follows from (5.27) and ( 
|v n (t, x) − v n (t, x)|. G n (t − s, x, y)[σ(s, k n (y),ū n (s, k n (y))) − σ(s, k n (y), u n (s, k n (y)))]W (ds, dy).
(5.34)
Using the above representation, the Lipschitz continuity of the coefficients and the similar arguments leading to the proof of (5.21) we can show that 
