Theorem 1. If {Sn} is (C, 1) summable to S, and £" Sl/k2 converges, then almost all subsequences are (C, 1) summable to S.
If {Sn} is divergent, and A = (am") a regular matrix, a theorem of Keogh and Petersen [3] states the set of A -summable subsequences is of the first category. There are also results of a different nature due to Hill [2] .
We now turn to the method of almost convergence which has been investigated by Lorentz. A bounded sequence {sn} is almost convergent if and only if J n+p lim -£ sh = í j>-»«o p n+i uniformly in n. We prove Theorem 2. There exist divergent sequences {s¿} and {sl\ suchthat {s\} and almost all of its subsequences are almost convergent and {si} is almost convergent but almost all of its subsequences are not almost convergent.
Proof. For {si} consider the sequence 1, 0, 1, 0, 1, 0, • • • . Let x be a normal number of base 2 ; for definition and theorems on normal numbers see Niven [6] , Given x, for every p there exists a subse- Thus, the number x has arbitrarily large blocks of l's in its binary expansion and {sjj(x)} has, correspondingly, large blocks of terms identical with large blocks of terms of 52. In general the first term of such a block will correspond to different subscripts in the sequences {^(x)} and {si}. More explicitly, for each p -1, 2, 3, We define x by xk = l, 4 = «i, «2, • • • , x4 = 0 otherwise, then {si(x)} has at least «3 zeros between its «th and its (« + l)th one. Such a sequence is almost convergent to zero, see Lorentz [4, p. 171] . Hence, almost all subsequences of {s^} are almost convergent to zero as is {s1} itself-see [8] .
2. In this section we suppose that A = (amn) is a strongly regular matrix, a matrix that sums every almost convergent sequence. A necessary and sufficient condition that a regular matrix be strongly regular is that lim £ I amn -amn+i \ = 0, see Lorentz [4, p. 176] . The intersection of the summability fields for all strongly regular matrices is the set of almost convergent sequences [7] . On the other hand the intersection of any finite or countably infinite set of summability fields of strongly regular matrices contains a sequence that is not almost convergent, This means that B' and B'-A are ¿»-equivalent and since B'-A is ¿»-stronger than A, B' is ¿»-stronger than A. This completes our proof. 3 . A regular matrix A = (amn) is one which transforms convergent sequences into sequences convergent to the same sum. We shall call the matrix Z-regular if it is regular and transforms almost convergent sequences into sequences that are almost convergent to the same sum. The strongly regular matrices are L-regular, for example, as they transform the sequences that are almost convergent to a sum s into sequences that converge to 5. It is also clear that if A and B are Z-regular, then A -B is L-regular. If A is not L-regular, then it must transform an almost convergent sequence into one that is almost convergent to a different sum or one that is not almost convergent. Clearly not all A -B will sum {sn} to the proper sum. Hence not all A-B will be strongly regular. This completes our proof.
The quantity 4 -Var(^4m) will be defined by An array is called regular if it sums every convergent sequence to the sum it converges to, and strongly regular if it sums every almost convergent sequence to the sum it is almost convergent to. It can be shown, [7] , that an array is regular if and only if every member of S is regular and it is strongly regular if and only if every member of S is strongly regular. Hereafter, we shall mean by 5 the set of trans-forms arranged in the array described above. If the array is strongly regular or regular, we shall speak of 5 as being strongly regular or regular.
Lemma 2 for some e. A matrix made up from the rows {v^} is not therefore strongly regular. If the condition of the lemma is satisfied, it is plain that all the matrices of S are strongly regular. This proves our assertion. This matrix is L-regular, but it sums the sequence {sn}, where 5«-1, vi^n^vi+v, sn = 0 elsewhere, and this sequence is not almost convergent.
Finally we remark that the matrices of Theorem 5, cannot, after Theorem 2, have the Buck-Pollard property.
