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Abstract
This work introduces a strategy for the optimal design of distillation systems based on continuous optimization. The approach is similar to
the one proposed earlier by [Lang, Y. -D., & Biegler, L. T. (2002). A distributed stream method for tray optimization. AIChE Journal, 48, 582],
avoiding the need of solving extremely large and non-linear discrete optimization problems. When used with complex distillation units, it can
identify interesting design configurations not considered by other continuous formulations, and also relieve some of the numerical difficulties
associated with the use of distribution functions for the optimal location of feed and side-streams. The method considers a relaxation of the
original problem, where the streams are initially split to several trays in the column, not necessarily adjacent. The optimal location of each
stream is converged by constraining the optimization problem, using adjustable parameters that control the minimum amount of aggregation
allowed. The methodology is illustrated with the application to several industrial case studies, including sets of distillation columns. Models
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dp to 17,000 variables/equations were solved, revealing large economic benefits in the design of new units and optimization of sets of existing
nes.
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. Introduction
The topic of optimization of distillation columns has re-
eived significant attention in the past decades due, at the
ame time, to its economical importance and the numeri-
al difficulties associated with the solution of this type of
roblems. Among the difficulties usually encountered, it is
ossible to emphasize:
(a) The complexity of the models required to adequately de-
scribe the equilibrium phenomenon that takes place. The
use of detailed non-ideal equilibrium models, such as
the UNIFAC group contribution method, is often neces-
sary (Reid, Prausnitz, & Poling, 1987). When the non-
ideality of the vapor and liquid phases is simultaneously
considered, the corresponding models can require up to
50 scalar variables per component per equilibrium stage,
leading easily to overall unit models with tens of thou-
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sands of non-linear algebraic equations, and highly non-
linear behavior.
(b) The need to incorporate discrete decisions in the so-
lution process, related to the optimal location of the
feed and product streams, and the total number of
equilibrium stages. These problems are usually ad-
dressed as mixed-integer non-linear programs—MINLP
(Barttfeld & Aguirre, 2002; Barttfeld, Aguirre, & Gross-
mann, 2003; Bauer & Stilchmair, 1998; Viswanathan
& Grossmann, 1990, 1993) or general disjunctive
programs—GDP (Barttfeld et al., 2003; Yeomans &
Grossmann, 2000).
A common difficulty associated with the use of MINLP
formulations is the need to satisfy each model constraint,
even in cases where a particular equilibrium stage is elimi-
nated from the correspondent superstructure. This can lead
to models of large size, where singularities can be encoun-
tered during the integer solution phase, especially associated
with linearizations at zero flows. These characteristics affect
adversely the robustness of MINLP approaches and consti-D.C.M. Silva), nuno@eq.uc.pt (N.M.C. Oliveira). tuted the main motivation for the development of alternative
098-1354/$ – see front matter © 2005 Published by Elsevier Ltd.
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Nomenclature
A area (m2)
b variable associated to the fractioning of a
stream
C annualized cost (D /year)
D column diameter (m)
F feed flow rate (mol/h)
h column height (m)
H enthalpy (J/mol)
K liquid–vapor equilibrium “constant”
L liquid flow rate (mol/h)
n total number
Q heat exchanged (J/h)
R reflux ratio
S operational specification in a side-stream
T temperature (K)
U liquid side-stream flow rate (mol/h)
V vapor flow rate (mol/h)
x liquid phase composition (mole fraction)
y vapor phase composition (mole fraction)
W vapor side-stream flow rate (mol/h)
Greek letters
α adjustable parameter used to force streams to
enter in one plate
ε slack variables concerning the MESH equa-
tions
µ stream location central value in the DDF strat-
egy
δ tolerance concerning the error admissible in the
MESH equations
Subscripts
BE relative to the energy balance equations
BMP relative to the partial mass balance equations
BMT relative to the total mass balance equations
c relative to components
C relative to the condenser
CU relative to cold utility
EQ relative to the equilibrium equations
F relative to the feed
HE relative to heat exchanging equipment
HU relative to hot utility
i relative to component i
j relative do plate j
L relative to a liquid phase
LS relative to liquid side-stream
max relative to a maximum allowed value
min relative to a minimum allowed value
opt relative to an optimal obtained value
p relative to plates
R relative to the reboiler
Reb relative to the reboiler
Ref relative to the reflux
SI relative to the shell and internals of a columns
T relative to a total quantity
V relative to a vapor phase
VS relative to vapor side-stream
0 relative to a constant/imposed flow-rate
GDP formulations. Contrarily to MINLP, GDP models use
logic constraints to select a given subset of model equa-
tions to be satisfied, thus requiring the solution of smaller
NLP subproblems, which can be converged more reliably.
An important property of MINLP formulations for distilla-
tion is that they often possess continuous relaxations that
constitute good approximations of the true integer solution
(Grossmann, Aguirre, & Barttfeld, 2004). This property, ob-
served on some of the examples considered here, is not ex-
ploited by the GDP approach, since in this case only NLP
subproblems with a fixed number of equilibrium stages are
solved. Perhaps the most important limitation on the use of
these discrete formulations, from a practical point of view,
is the still limited choice of numerical solvers available for
these types of problems, associated with moderate numerical
robustness and computational requirements that can be ex-
tremely dependent on proper initialization and bounding of
the problem.
Recently, Lang and Biegler (2002) introduced a strategy
for column optimization that avoids the use of discrete for-
mulations. This strategy has the advantage of requiring only
the solution of continuous optimization problems (NLP), al-
lowing therefore the use of more robust numerical solvers
available for this kind of problems. The main idea of this
approach is to employ a differentiable distribution function
(DDF), characterized by a central value and a dispersion fac-
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ior to locate the most appropriate region for a given stream
n the column. The method uses the solution of a sequence of
losely related optimization problems with increasingly nar-
ower dispersion factors to find the optimal locations for feed
nd product streams, as well as the optimal total number of
quilibrium stages. Similarly, to the relation between MINLP
nd GDP methods, the DDF approach can be refined by the
ormulation of the corresponding continuous design problem
s a mathematical program with equilibrium constraints or
PEC (Raghunathan & Biegler, 2003). This modification
llows the bypass of the model equations for the trays that
ecome inactive, by introduction of appropriate complemen-
arity conditions. However, this approach requires the use of
pecific software for the solution of MPECs, which is cur-
ently an area of very active development (Raghunathan &
iegler, 2004).
An alternative continuous strategy for the optimal design
f a column or a fixed configuration of a set of distillation
olumns is presented in Section 2 of the paper. Instead of rely-
ng on distribution functions, it introduces simple constraints
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used to control the amount of stream splitting, and to converge
the relaxation of the initial design problem to its optimal solu-
tion. Section 3 discusses critical aspects for the successful ap-
plication of continuous optimization to large-scale and com-
plex distillation problems, namely the pre-processing phase
and further modeling aspects. Section 4 presents the complete
mathematical formulation considered. In Section 5, illustra-
tive examples are used to discuss the main details associated
with this new strategy. Several large-scale examples of indus-
trial applications are chosen to test the numerical robustness
of the overall procedure. We show that the present approach
can suggest interesting column configurations not considered
by its predecessor. The paper ends with conclusions and iden-
tification of areas for future development.
2. Continuous formulations for optimization of
distillation columns
A strategy for the optimization of distillation columns
based on the concept of differentiable distribution functions
was recently proposed (Lang & Biegler, 2002). This is illus-
trated in Fig. 1(a). In this method, each stream i to be opti-
mally located is associated with a DDFi, characterized by a
central value (µi) and a dispersion factor (σi). The parameter
σ can be regarded as expressing the uncertainty associated
w
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to converge the stream locations to single equilibrium stages.
It should be noted that, in this procedure, it is also possi-
ble to fix each σi at a value that will guarantee that only
one tray will be selected, and therefore formulate only one
optimization problem for the optimal column design. How-
ever, the available computational experience shows that, in
general, this leads to an extremely non-linear problem, very
susceptible to the presence of local optima, requiring the use
of global NLP algorithms. For this reason, sufficiently large
values of the parameters σ are instead considered during the
early solution phases, producing a wide distribution that cov-
ers significantly well all of the candidate trays of interest. As
the solution proceeds, smaller values of σ are progressively
introduced, leading to narrower distributions, and therefore
to the iterative optimal location of the stream, eventually con-
verging to a single equilibrium stage. This can be done much
more easily using gradient-based NLP solvers, as the exam-
ples presented here and by Lang and Biegler (2002) show.
An interesting property of this approach is the relation of
its intermediate solutions with the continuous relaxations of
the corresponding MINLP formulations, described earlier. As
mentioned before, the NLP relaxations of the MINLP prob-
lems constitute often good approximations of the true integer
solutions. For simple columns, where the continuous relax-
ations tend to distribute the streams by a few adjacent trays,
the initial solutions produced by the DDF approach tend also
t
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distillaith the location of a particular stream, at a given iteration
tep. Thus, for a set of fixed parameters σ (one per stream),
continuous optimization problem is solved, producing
he optimal estimates of the central values relative to each
tream.
The method requires the solution of a sequence of opti-
ization problems, with increasingly narrower distributions,
Fig. 1. Continuous formulations for the optimization ofo be close to the optimum, and therefore require only few it-
rations, provided that the “shape” of the distribution function
nd the dispersion factor σ are carefully tuned. However, for
ore complex columns or column arrangements, that might
enefit from stream splitting and their introduction in dif-
erent points of the columns, the solutions produced by the
DF approach can be quite different from the correspondent
tion units (a) DDF-based and (b) split fractions-based.
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MINLP relaxations, as illustrated by some of the examples
considered in this paper. In this case, the efficient use of the
DDF approach requires a priori knowledge of whether and
where this type of more complex arrangements might be ad-
vantageous, to produce comparable solutions to the MINLP
approach.
A further aspect of the DDF approach is that, due to their
nature, the equations introduced by this method can present
high sensitivities to changes in the continuous variable rep-
resenting the location of the feed or product streams (DDFi),
for the range of distribution parameters σ necessary to dis-
criminate individual optimal locations. This might potentially
lead to ill-conditioning, or high numerical sensitivity in the
resulting optimization models, and therefore to numerical dif-
ficulties in more demanding cases.
An alternative formulation, also based on the use of only
continuous variables is presented in Fig. 1(b). Here, we try to
combine the most important advantages of both previous dis-
crete and continuous approaches. This is done by solving only
NLP subproblems and retaining a greater similarity between
the intermediate solutions and the continuous relaxations of
the corresponding discrete formulations. In this approach,
similar to the DDF case, the feed and product streams are
initially distributed to each tray of the column, using contin-
uous variables (bF,j and bRef,j in the case of Fig. 1(b)). These
variables represent the split fraction of a given stream i (feed
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the conservation relation (1), this property implies that
the remaining bj coefficients must vanish; therefore, the
corresponding stream has been located and converged to a
single equilibrium stage. To see this, note that in this case
we have simultaneously from (1) and (2):
1 =
∑
j
b2j ≤
∑
j
bj = 1 and 0 ≤ bj ≤ 1,
which can only be satisfied when one of the coefficients
is unitary and the remaining ones are null.
3. When 0≤αi≤ 1, the fractional nature of the partition co-
efficients bji define a threshold value αi,rlx. This limit can
be computed by applying Eq. (2) to the relaxed solution
αi,rlx =
np∑
j=1
b2ji,rlx =
∑
j ∈Ei,rlx
b2ji,rlx
In this expression Ei,rlx represents the set of equilibrium
stages for which the correspondent coefficients bji are
strictly positive, that is, the set of stages where a given
stream i should be directed, accordingly to the relaxed
solution. For values of αi <αi,rlx, the respective Eq. (2)
becomes redundant (i.e., inactive) in the formulation.
4. A minimum amount of stream aggregation can be intro-
duced by Eq. (2), for values ofαi that satisfyαi,rls ≤αi≤ 1.
We denote by E the set of stages where a stream i
5
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tr product) among the different equilibrium stages of the col-
mn, and therefore are subject to conservation constraints of
he form
np∑
j=1
bji = 1 and 0 ≤ bji ≤ 1, j = 1, . . . , np,
∀i = 1, . . . , ns (1)
here np represents the total number of equilibrium stages
n a column and ns represents the number of streams to be
istributed. Initially, the optimal design problem is solved
onsidering that each stream is distributed to each plate in
candidate region (not necessarily composed only by ad-
acent equilibrium stages), subject to respective constraints
f type (1). This corresponds to the solution of the continu-
us relaxation of the equivalent MINLP design problem. To
onverge the location of each stream to a single equilibrium
tage, constraints of the form
np
j=1
b2ji ≥ αi, ∀i = 1, . . . , ns (2)
re added to the previous solution, using an adjustable param-
ter αi ∈ [0, 1] relative to each stream. These simple concave
onstraints have the following properties:
. When α= 0, constraint (2) is trivially satisfied for any set
of values of bj that also satisfy (1).
. In the limit case, when α= 1, constraint (2) can only be
satisfied when one of the bj coefficients is unitary. Giveni,α
is present, after solution of the optimal design problem
subject to constraints (1) and (2), using a fixed value of
α. The correspondent state of aggregation of this solu-
tion, relative to stream i, can be measured by the maxi-
mum split fraction (supremum) observed in the set Ei,α,
bi∗(α) = supk ∈Ei,α (bk).
. The state of aggregation of a solution relative to a stream
i varies monotonically from a minimum at αi =αi,min, to
a maximum for αi = 1, where bi*(1) = 1, and the stream
is directed entirely to one equilibrium stage. When con-
straint (2) is active, a simple lower bound for bi*() can
be derived by writing
α = b2∗ +
∑
j ∈Eα\∗
b2j ≤ b2∗ +
∑
j ∈Eα\∗
bj.
From (1), b∗ = 1−
∑
j ∈Eα\∗ bj , and the previous equa-
tion becomes α ≤ b2∗ + 1− b∗, or equivalently,
b∗(α) ≥ 1+
√
4α− 3
2
,
forα≥ 0.75. This bound is monotone withα, and becomes
progressively tighter to the value of b*(α), as α→ 1.
The present method starts with the solution of the relaxed
LP design problem, where all streams to be optimally lo-
ated are distributed to each tray in their respective candidate
egion, subject to individual constraints of type (1). This first
olution produces values of αi,rlx for each stream, which are
hen progressively increased towards unity in the optimiza-
ion problems solved subsequently. The number of interme-
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diate steps required to full convergence to the final configu-
ration depends on the type of stream to be converged (feed,
side-stream or reflux/reboil), as well on the non-linearity of
the equilibrium problem. The computational experience ac-
quired with the examples considered indicates that, similar
to the DDF approach, the premature use of large values of α
makes the problem more sensitive to local solutions. There-
fore, the effect of this parameter should be considered by
cautious variation, especially on complex problems, instead
of just considering directly a final solution with α= 1.
During this procedure, each NLP subproblem to be solved
is initialized from the solution of the previous NLP, except
in the case of the relaxed problem, which uses the values ob-
tained during the pre-processing phase; this is considered in
the next section. The warm start corresponds to an infeasible
point, since increasing the value of α makes constraints (2)
violated. Thus, especially for very large/complex columns
models, a large number of infeasibilities are subsequently
generated during the first iterations of the solution of each
NLP subproblem, as the design variables are adapted to ac-
commodate for constraints (2) with larger values of α. This
provides an additional argument for careful variation of the
parameters αi during the optimization procedure. Using the
examples considered in the paper, and a variety of commer-
cial NLP solvers, we found that this step was too sensitive to
failures in locating a feasible solution, introducing therefore
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converge all streams to their final locations. It tends also
to be more sensitive to the presence of local optima, and
therefore require a closer initialization than the remaining
alternatives.
2. Fixed δ/variable α: In this strategy, δ is maintained fixed
(e.g., δ= 10−6), and a sequence of NLP problems are
solved until the convergence of α→ 1 has occurred. Only
after α has reached its final value, δ is further decreased
towards 0, if needed. In this manner, the evolution of the
objective function with the minimum amount of stream
aggregation can be more easily studied. This can be useful
to study alternative configurations of complex columns,
with several feeds and side-streams.
3. Variable α/variable δ: This is the most general approach,
capable of potentially maximizing the numerical robust-
ness of the method, at the cost perhaps of an increased
number of NLP subproblems to be solved, relatively to
the previous approaches.
The numerical performance and other merits of each of
these alternatives are discussed with the examples presented
in Section 5. Other modeling and initialization aspects are
also critical to the successful application of this optimization
strategy, in order to avoid numerical difficulties and failures
during the optimization phase. These are detailed in the next
section.
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emportant limitations in the rates of change of α that could be
uccessfully used. To avoid this type of numerical difficul-
ies, the original NLP subproblems are instead reformulated
nd solved as
min
x,ε
ϕ(x)
s.t. f (x)− ε = 0
g(x, α) ≤ 0
‖ε‖ ≤ δ
, (3)
y introducing slack variables ε in the model equations, and
scalar bound δ on the maximum allowed tolerance for the
odel equations. No slack variables were introduced in the
emaining inequality constraints of the model, since in some
ases, they relate to feasibility and operational constraints
hat need to be enforced in order to avoid failures during the
valuation of the model f(x).
Similarly to the role of α, the δ constant represents a tun-
ng parameter in the algorithm, which can be adapted using
ifferent strategies. At the end, we must have αi = 1 and δ= 0.
owever, the intermediate NLP subproblems can be solved
sing a variety of combinations of the values of α and δ. De-
ending on the type of problem, different strategies can be
sed, in order to maximize the speed and robustness of the
onvergence to the final solution. These can be summarized
s follows:
. Fixed α/variable δ: This corresponds to the most aggres-
sive, and usually is the fastest approach, since only one
NLP subproblem needs to be solved for each value of δ to. Further modeling aspects
.1. Pre-processing (initialization) phase
The solution and optimization of distillation models cor-
esponds, in general, to highly non-linear and non-convex
roblems, thus requiring careful initialization, bounding and
caling of the problem to avoid numerical difficulties. A lack
f robustness can result in two kinds of problems: the first
ne is related with solver failures that can cause the prema-
ure end of the optimization phase; the second is related with
he quality of the solutions obtained. For instance, Barttfeld
t al. (2003) report that better “optimal” solutions can be ob-
ained when a proper pre-processing phase is considered.
Pre-processing phases, used to initialize the model vari-
bles before the start of the optimization phase, have been
tudied in great detail by several authors. Recently, Fletcher
nd Morton (2000) presented a systematic procedure to over-
ome the difficulties mentioned, based on a limiting case
f the column model, using infinite reflux or zero feed.
ruggemann and Marquardt (2001) proposed a shortcut
ethod based on the rectification body method (RBM), pro-
iding an estimate of the minimum energy demand together
ith a check for feasible product specifications. Barttfeld
nd Aguirre (2002) developed the reversible distillation se-
uence model (RDSM), a method that relies on thermody-
amic aspects, leading the process synthesis to energetically
fficient designs. This is based on a pre-processing phase
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Fig. 2. Schematic representation of the main steps involved in the developed pre-processing phase.
where auxiliary optimization models are solved in a sequen-
tial manner. More recently, Barttfeld et al. (2003) extended
the RDSM method to azeotropic distillation. All of these ap-
proaches share several common key aspects: easy applica-
tion, useful initialization of model variables and derivation
of critical bounds for important operational specifications,
such as minimum energy demand for each separation.The
pre-processing phase used in this work, presented in Fig. 2,
follows a similar path. The objective of the first phase is to
generate a feasible design for each distillation column that
involves its minimum energy demand, and therefore allows
the derivation of a lower bound for the reflux ratio and an
upper bound on the total number of equilibrium stages re-
quired. This is performed using existing shortcut methods
for columns with multiple feeds and side-streams (Barne´s,
Hanson, & King, 1972; Holland, 1963; Nikolaides &
Malone, 1987), taking into consideration the eventual split-
ting of streams throughout their candidate regions, to produce
estimates for the minimum reflux ratio (Rmin) and the number
of plates (np) required. When necessary, these estimates can
be further validated offline using a process simulator. An up-
per bound on the maximum number of plates of the column
(np,max) can be obtained in a fast trial-and-error approach by
noticing when further increases on the number of plates of the
column do not allow significant decreases in the reflux ratio
necessary to meet the imposed operational specifications.
a
tion method, to initialize properly all model variables. The
number of iterations required can be controlled by observ-
ing the residuals of the model equations. Due to its straight-
forward implementation and fair speed of convergence, the
method of Wang–Henke (Friday & Smith, 1964) was used
with the examples considered in this study, since it can be
implemented based on simple rearrangements of the mass-
equilibrium-summation-heat balance equations (MESH) al-
ready present in the model. For columns with feed streams
that present very wide boiling mixtures, more specific meth-
ods like the sum of rates (SR) or more robust methods like
the simultaneous correction (SC) and the inside–out can be
selected instead (Seader & Henley, 1998).
Once in the presence of reasonable initial values for all
variables, bounds for them are automatically added to the
formulation, using constant scale factors appropriate to their
expected range of variation. The model equations and vari-
ables are then scaled, to produce a Jacobian matrix which is
approximately equilibrated. We also assume that proper care
has been placed in the simplification and rearrangement of
the original model equations, not only to avoid mathemati-
cal singularities, but also to produce models with simple and
more linear partial derivatives.
The last step of the initialization phase consists in obtain-
ing an exact solution of the design problem (3), relative to the
configuration considered during the previous steps. In this
c
b
The second step in the pre-processing phase requires the
pplication of one (or few) iterations of a rigorous simula-
ase, the main decision variables of the problem (total num-
er of stages, stream distribution and reflux ratio) are fixed
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to the values derived or used in the previous steps, resulting
in a problem with zero degrees of freedom. Similarly, to the
approach followed for the solution of the NLP subproblems,
this design problem is formulated more conveniently as:
min
x,δ,ε
δ
s.t. f (x)− ε = 0
g(x, 0) ≤ 0
‖ε‖ ≤ δ
This pre-processing phase is therefore terminated with a fea-
sible column design, which can be subsequently used as an
initial iterate in the optimization procedure.
3.2. Selecting the total number of trays
The solution produced during the pre-processing phase is
convenient not only because it corresponds to a feasible col-
umn design but also because it allows the selection of the
total number of plates, based on the use of constraints of type
(1) and (2) as well, using the approaches developed for this
purpose in the context of discrete optimization. Presently,
two main schemes have been reported for the elimination of
trays during the optimization of a distillation unit. The first
one was introduced by Viswanathan and Grossmann (1993)
a
e
o
b
m
a
p
t
b
t
(
s
trays located immediately below the condenser. During the
optimization procedure, all plates located above the selected
entrance for the reflux will lose their liquid phase. In the
case (b) of Fig. 3, the reboil is distributed by the candidate
trays located immediately above the reboiler. Here all trays
located below the selected optimal entrance for the reboil
stream will lose their vapor stream. In case (c) of Fig. 3, both
of the previous situations are applicable.
The most appropriate superstructure for a particular ex-
ample depends on the relative location of the feed streams in
the column. The variable reflux approach tends to be more ef-
ficient when the feed streams are located close to the bottom
of the column, while the variable reboil approach is advised
for units where the location of the feed streams are closer
to the top; the variable reflux and reboil is the most flexi-
ble approach, at the cost of having to locate one additional
stream relatively to each of the previous cases. Although not
illustrated in Fig. 3, it should be emphasized that the possible
overlap of the candidate regions for the location of the feed,
side-streams and reflux/reboil does not introduce special nu-
merical difficulties in the formulation, provided that special
care is used to count the total number of effective equilibrium
stages, for use in the objective function.
When a plate loses one of the phases, the correspond-
ing liquid–vapor equilibrium relations might not remain ap-
plicable, and the remaining MESH equations for that stage
c
c
p
L
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t
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t
b
ux, (b)nd uses a variable location of the reflux or reboil streams to
liminate one of the streams present in certain trays. The sec-
nd scheme, presented recently by Barttfeld et al. (2003), is
ased on the variable location of the heat exchanging equip-
ent (condensers/reboilers). These authors conclude that this
pproach allows a more efficient MINLP representation of the
roblem.
The examples considered in this paper were solved using
he classical variable reflux and/or reboil scheme, although
oth approaches can be readily implemented. Fig. 3 illustrates
he different alternatives to reduce the initial number of plates
np,max), using the variable location of the top and bottom
treams. In case (a), the reflux is split between the candidate
Fig. 3. Available approaches for tray reduction: (a) variable reflan be greatly simplified. GDP-based strategies use logical
onstraints to model these special cases, in order to avoid
ossible numerical difficulties. Using a continuous strategy,
ang and Biegler (2002) address this potential problem by
dding complementary constraints to the original problem,
aking advantage of a previously developed smoothing func-
ion approach to model the loss of phases during the opti-
ization of a flash unit (Gopal & Biegler, 1999). Their main
dea is to rewrite the equilibrium balance equations introduc-
ng slack variables that assume different values accordingly
o the complementary equations. These last ones are modeled
y smoothing functions in the Lang and Biegler (2002) ap-
variable reboil and (c) simultaneous variable reflux and reboil.
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Table 1
Optimal design of a binary distillation unit for ciclohexanol/water
Plate Lj Vj Tj x1,j y1,j K1,j
cond. 0.156 0.000 426.773 0.542 0.833 1.537
2 0.000 0.672 442.052 0.277 0.542 1.954
3 0.000 0.672 442.052 0.277 0.542 1.954
4 0.152 0.672 442.052 0.277 0.542 1.954
5 0.151 0.668 444.289 0.240 0.482 2.005
6 2.333 0.667 444.582 0.235 0.473 2.011
7 2.332 0.750 445.200 0.225 0.455 2.024
8 2.329 0.748 446.258 0.207 0.424 2.045
9 2.324 0.745 447.988 0.178 0.369 2.077
10 2.324 0.000 447.988 0.178 0.369 2.077
11 2.324 0.000 447.988 0.178 0.369 2.077
reb. 1.584 0.740 450.619 0.131 0.277 2.112
The location of the feed, reflux and reboil streams are, respectively, Plates
6, 4 and 9. Additional problem data: F= 2.1 kmol/h, xF = {0.232, 0.768},
D= 0.516 kmol/h, R= 0.3023. The feed is slightly subcooled, and the equi-
librium data are based on the UNIFAC method.
proach, and addressed as MPEC problems by Raghunathan
and Biegler (2003).
The need to use these complementary constraints is al-
leviated if a negligible pressure drop (reasonable for most
columns operating near the atmospheric pressure) and no heat
losses are assumed for the region of the column where one of
the phases disappears. In this case, the original MESH equa-
tions are still verified throughout this region, although with
zero flows and equilibrium compositions that might corre-
spond to fictitious (although physically viable) phases. This
is illustrated with the problem presented in Table 1. As can be
observed, the disappearance of a physical phase is associated
with the beginning of a region of constant composition and
zero flow for that phase. In this manner, the original formula-
tion can still be used. The examples considered in this paper
rely on the above assumptions. In more complex situations,
the use of one of the previous modifications is recommended.
4. Mathematical formulation
Eqs. (4)–(9) represent the complete formulation for the
economical optimization of a distillation unit, using the ap-
proach of Fig. 1(b), for:
• a column with a total condenser and a partial reboiler;
• non-ideal behavior of the liquid and vapor phases;
•
•
•
Phase compositions summation
nc∑
i
xij = 1 and
nc∑
i
yij = 1, j = 1, . . . , np (5)
Phase equilibrium balances
yij = Kijxij − εEQ,ij; i = 1, . . . , nc; j = 1, . . . , np
(6)
Mass and energy balances
Condenser (i= 1, . . ., nc; j= 1)
Vj+1 = Lj
(
1+ 1
R
)
− εBMT,j (7.1a)
Vj+1yi,j+1 = Lj
(
1+ 1
R
)
xi,j − εBMP,i,j (7.1b)
QC + Vj+1HV,j+1 = Lj
(
1+ 1
R
)
HL,j − εBE,j (7.1c)
Column (i= 1, . . ., nc; j= 2, . . ., np − 1)1
Lj−1 + Vj+1 + F0bF,j + RDbRef,j + VnpbReb,j
= (Lj + U0bLS,j + Vj +Wj)− εBMT,j (7.2a)
i
m
Vconstant pressure along the column;
variable reflux and reboil approach to reduce the number
of plates;
liquid and vapor side-streams allowed to enter all equilib-
rium stages, with the exception of the condenser and the
reboiler.
Properties correlations
HL,j = f (xij, Tj),
HV,j = f (yij, Tj),Kij = f (xij, yij, Tj);
i = 1, . . . , nc; j = 1, . . . , np (4)Lj−1xi,j−1 + Vj+1yi,j+1 + F0bF,jxF,i
+RDbRef,jxi,1 + VnpbReb,jyi,np
= (Lj + U0bLS,j)xi,j + (Vj +W0bVS,j)yi,j − εBMP,i,j
(7.2b)
Lj−1HL,j−1 + Vj+1HV,j+1 + F0bF,jHF
+RDbRef,jHL,1 + VnpbReb,jHV,np
= (Lj + U0bLS,j)HL,j + (Vj +W0bVS,j)HV,j − εBE,j
(7.2c)
Reboiler (i= 1, . . ., nc; j= np)
Lj−1 = Lj + Vj − εBMT,j (7.3a)
Lj−1xi,j−1 = Ljxi,j + Vjyi,j − εBMP,i,j (7.3b)
QR + Lj−1HL,j−1 = LjHL,j + VjHV,j − εBE,j (7.3c)
Auxiliary expressions
1 For j= 2, terms Lj−1, Lj−1xi,j−1 and Lj−1HL,j−1 disappear, respectively,
n the left side of the equations representing the total mass balance, partial
ass balance and energy balance. For j= np − 1, terms Vj+1, Vj+1yi,j+1 and
j+1HV,j+1 disappear, respectively, in the same equations earlier described.
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Split fractions summation
np∑
j=1
bF,j = 1,
np∑
j=1
bRef,j = 1,
np∑
j=1
bReb,j = 1,
np∑
j=1
bLS,j = 1,
np∑
j=1
bVS,j = 1 (8.1a)
0 ≤ bij ≤ 1, i = {F,Ref,Reb,LS,VS},
j = 1, . . . , np (8.1b)
Feed and product streams convergence
np∑
j=1
b2F,j ≥ αF,
np∑
j=1
b2Ref,j ≥ αRef,
np∑
j=1
b2Reb,j ≥ αReb,
np∑
j=1
b2LS,j ≥ αLS,
np∑
j=1
b2VS,j ≥ αVS (8.2a)
Total costs
CT = CSI + CHE + CCU + CHU (9.4a)
The objective of the problem is to minimize the total an-
nualized cost (CT) that involves both equipment and utilities
costs:
min
bF,j ,bRef,j ,bReb,j ,bLS,j ,bVS,j ,R
CT
s.t. (4)− (9)
(10)
5. Application examples
Several case studies are considered to illustrate the per-
formance of the continuous optimization strategy developed.
Most of these examples are taken from the purification phase
of the aniline production process, by hydrogenation of ni-
trobenzene in the liquid phase. This industrial process in-
volves the separation of 10 components, with some of them
present in vestigial concentrations. The first example con-
siders an existing industrial unit (with fixed np), to demon-
strate the gains that can be achieved in the optimization of
complex columns, by allowing the split of the feed between
non-consecutive trays in the final configuration. This is an
important advantage over the previous continuous formula-
tion.
s
b
a
t
l
t
f
c
s
a
p
v
c
l
p
m
r
(
2
5
n
c
.
a0 ≤ αi ≤ 1, i = {F,Ref,Reb,LS,VS} (8.2b)
Slack variable constraints∥∥εBMT,j∥∥ ≤ δ, ∥∥εBMP,i,j∥∥ ≤ δ, ∥∥εEQ ,i,j∥∥ ≤ δ,∥∥εBE ,j∥∥ ≤ δ; i = 1, . . . , nc; j = 1, . . . , np (8.3)
Operational specifications in side-streams (purities)∑np
j (bLS,jxi,jU0)∑np
j (
∑nc
i bLS,jxi,jU0)
>
<
SLS,i, i = 1, . . . , nc (8.4a)
∑np
j (bVS,jyi,jW0)∑np
j (
∑nc
i bVS,jyi,jW0)
>
<
SVS,i, i = 1, . . . , nc (8.4b)
Cost functions
Fixed column costs (shell and internals)
d = f (Vj, Tj) and h = f (bRef,j, bReb,j) (9.1a)
CSI = f (d, h) (9.1b)
Fixed exchanger costs (condenser/reboiler)
AC = f (T1,QC) and AR = f (Tnp ,QR) (9.2a)
CHE = f (AC, AR) (9.2b)
Operational heat exchanger costs
CCU = f (QC, T1) (9.3a)
CHU = f (QR, Tnp ) (9.3b)The second example involves three existing units that as-
ure the aniline purification phase in the process implemented
y Quimigal, S.A. This illustrates the effectiveness of the
dopted pre-processing phase in avoiding numerical difficul-
ies in large-scale problems. Additionally, it also reveals the
arge economical benefits that can be obtained by the simul-
aneous optimization of existing sets of distillation columns.
The third refers to an extractive distillation column, drawn
rom the winner solution of the EURECHA student contest
ompetition in 2004 (EURECHA, 2004). It presents another
ituation where feed splitting in the final configuration is
dvantageous, and therefore must be accounted during the
roject of a new unit (np variable).
The final example refers to the design of a new con-
entional unit. Contrarily to the optimization of complex
olumns, this example shows no significant advantage in al-
owing the feed to be split in the final configuration of sim-
le columns. In all cases, the UNIFAC group contribution
ethod was used to describe the vapor–liquid equilibria. The
esulting mathematical models were formulated in GAMS
Brooke et al., 1998), and solved using CONOPT III, in a
.6 GHz Pentium IV computer.
.1. Example 1
This example considers a distillation unit with 10 compo-
ents (c-01, . . ., c-10), from the purification of aniline. Here,
omponent c-06 is the required product, components c-01,
. ., c-05 are “light” parasites and components c-07, . . ., c-10
re “heavy” parasites, accordingly to the relative volatilities
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Table 2
Relative fractions and volatilities of the components present in the feed streams of the distillation unit discussed in Section 5.1
Components
c-01 c-02 c-03 c-04 c-05 c-06 c-07 c-08 c-09 c-10
Relative fractions
S1 <0.01 37.19 8.21 12.00 37.58 NA <0.01 0.31 4.44 0.27
S2 <0.01 4.05 3.72 9.03 26.74 NA <0.01 0.82 40.30 15.32
S3 <0.01 2.07 0.64 2.12 1.45 NA <0.01 2.03 52.19 38.74
Relative mean volatilities 57.82 21.24 4.91 3.42 3.27 1.00 0.97 0.92 0.10 0.04
presented in Table 2. This column has three feeds with com-
positions also presented in Table 2: stream S1, rich in four
components lighter than the desired product, stream S3 rich
in two heavy components, and stream S2 rich both in lower
and upper boiling point components. The required purity of
the middle boiling point component in the liquid side-stream
(S5) is greater than 99.96%.
Estimates for the minimum required reflux ratio for this
separation were made using the pre-processing method de-
scribed earlier, considering np = 9 (fixed). After this, the feed
streams were split among the respective candidate trays:
stream S1 equally split between Plates 2 and 5, streams S2
and S3 divided between Plates np-1 and np-6, and stream
S5 between Plate 5 and Plate np-6. This selection of sets of
candidate trays was based on the information drawn from
the pre-processing phase, regarding the estimates for the
most favorable regions of the column to receive each of the
feeds.
Table 3 summarizes the convergence data for the opti-
mization of this unit. This study involved a mathematical
model with approximately 7000 equations/variables, and a
CPU time of 12 s for the pre-processing phase, excluding
the first step, which was done separately. It can be noticed
that with a fixed α/variable δ strategy, the maximum num-
ber of infeasibilities observed during the sequential steps of
the optimization procedure decreased, together with the CPU
t
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T
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s
F
F
5.2. Example 2
The second industrial case study involves the simultane-
ous optimization of a set of three distillation columns, repre-
sented in Fig. 6. It comprises four liquid feeds (S1, S5, S9 and
S10), one vapor feed (S4) and one liquid side-stream (S7).
The objective is to minimize the heat consumption in the ar-
rangement, with fixed np, since these are existing columns.
The composition of the independent feed stream and the re-
quired product specification in S7 are shown in Table 4.The
pre-processing phase for this problem included the appli-
cation of the previous initialization methodology described
in Section 3.1 individually to each column, combined with
a simultaneous iterative strategy based on the use of con-
stant split fractions, solution of linear mass balances, and
recalculation of the individual split fractions (Biegler, Gross-
mann, & Westerberg, 1997), to generate a feasible starting
point for the set of columns. The main results are presented
in Tables 5 and 6, both for the individual optimization of
each column, and the simultaneous optimization of the ar-
rangement. In Table 5, a value of −1 means that the opti-
mal location of the stream is now in the equilibrium stage
above the one used in the existing industrial configuration.
As can be observed, a simultaneous optimization procedure
provides significant economical benefits relative both to the
present industrial configuration and to the separate optimiza-
t
C
t
e
m
p
r
d
t
m
a
T
e
f
t
o
pime necessary for the solution of the problem. However, an
mportant advantage of the strategy with variable α is that
nteresting economic configurations can be investigated, as
hown in Fig. 4. In this study, the locations of the streams
1, S3 and S5 remained fixed, but αF was relaxed to 0. This
llowed the identification of a configuration with a smaller
eflux ratio, when S2 is allowed to be split between Plate 5
37%) and Plate 8 (63%). The corresponding optimal config-
rations found are presented in Fig. 5.
able 3
onvergence data obtained for the optimization of the distillation unit con-
idered in Section 5.1 (α=αLS =αF)
Optimization phase
Infeasibilities
(maximum number)
CPU time (s)
ixed δ, variable α 238 41
ixed α, variable δ 115 29ion of each unit. The individual optimization of column
was not considered, because the flow rates involved in
his unit were considered too small to generate significant
conomies.
This study involved the solution of a model with approxi-
ately 18,000 equations and variables; 245 s were spent in the
re-processing phase, and 157 s were necessary to obtain the
elaxed solution of the problem. The remaining convergence
ata are presented in Table 7. It is again possible to notice
hat with a variable δ approach the total CPU time and the
aximum number of infeasibilities obtained is lower than in
situation where δ remains fixed during the entire procedure.
he use of sequential steps in α was not adequate with this
xample, since the relaxed solution already presented values
or these parameters very close to the unity: all streams en-
ered in single locations, except one that was split 97% to
ne plate and the remaining 3% to another non-contiguous
late.
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Fig. 4. Effect of the adjustable parameter αF on the fractioning of stream S2 and required reflux ratio (Section 5.1).
Fig. 5. Best configurations obtained by (a) DDF and (b) split fraction strategy (Section 5.1).
Fig. 6. Schematic representation of the stream splitting strategy for the set of distillation units involved in Section 5.2.
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Table 4
Feed and product side-stream specifications for the set of distillation units considered in Section 5.2
Components c-01 c-02 c-03 c-04 c-05 c-06 c-07 c-08 c-09 c-10
Relative fraction in S1 0.68 89.72 4.30 3.11 0.94 NA 0.03 0.49 0.71 0.02
Absolute fraction required in S7 <50 ppm <300 ppm <50 ppm <250 ppm <300 ppm >99.97% <50 ppm <10 ppm <250 ppm <50 ppm
Table 5
Plate displacement, relative to the present industrial configuration, obtained
in the individual and simultaneous optimization of the distillation units (Sec-
tion 5.2)
Streams Plate displacement
Column A
optimization
Column B
optimization
Simultaneous
optimization
S1 −1 NA −1
S4 NA −2 0
S5 NA −1 −1
S7 NA −1 −1
S9 NA NA +1
S10 NA −3 −3
Table 6
Reflux ratio decrease and total utility consumption savings, obtained in the
individual and global optimization of the distillation units (Section 5.2)
Column A
optimization
Column B
optimization
Simultaneous
optimization
Decrease of R
(A/B/C) (%)
80/NA/NA NA/13/NA 32/13/49
Utilities savings
(×1000 D /year)
30.9 60.9 74.3
Table 7
Convergence data obtained for the optimization of the distillation units dis-
cussed in Section 5.2 (α=αLS =αF)
Optimization phase
Infeasibilities
(maximum number)
CPU time (s)
Fixed α, fixed δ
(δ= 1× 10−6) 2911 785
Fixed α, variable δ
(δ= 1× 10−5, 5× 10−6,
1× 10−6)
1537 567
5.3. Example 3
The next example involves the optimization of an ex-
tractive column represented in Fig. 7. This unit has two
feeds—stream S1, where a mixture of three organic compo-
nents and water is present, and from which ethyl acetate must
be recovered; stream S2, mainly composed by an extractive
agent (1,4-butanediol) used to break the existing azeotropes
that prevent a direct separation. The compositions of the
feed streams and the ethyl acetate specifications in the distil-
late stream are also included in Fig. 7. Due to the highly
Fig. 7. Schematic representation of the extractive distillation column discussed in Section 5.3.
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Table 8
Convergence data obtained for the optimization of the distillation unit dis-
cussed in Section 5.3 (α=αF =αReb)
Optimization phase
Infeasibilities
(maximum number)
CPU time (s)
Fixed δ, variable α 1542 104
Fixed α, variable δ 383 39
non-ideal LVE exhibited by the mixture considered (four
binary and a ternary azeotrope are present), the UNIFAC
method was selected. The objective of this example is to
design a new unit with minimum annualized total cost. Ac-
cording to information drawn from preliminary calculations,
the following decisions were made:
• The initial number of plates was set to 45, generating a
problem with approximately 9000 equations/variables.
• A fixed reflux/variable reboil scheme was selected in order
to reduce this maximum number of trays.
• The candidate region to receive S1 included the Plates be-
tween 10 and 30, for stream S2 those between Plates 2
and 44, and those between Plates 20 and 44 for the reboil
stream.
The economical data for this example were taken from the de-
sign literature (Turton, Bailie, Whiting, & Shaeiwitz, 1998).
In order to preserve the continuous formulation of the opti-
mization problem, the discrete economical information was
fitted to continuous functions between certain limits that de-
termined valid lower and upper bounds on the equipment
dimensions, to be considered during the optimization.
Under these conditions, 105 s were spent in the pre-
processing phase and 103 s were necessary to obtain the
relaxed solution of the problem; this last one presented
t
S
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δ
Fig. 8. Variation of required reflux ratio and total annualized costs with the
adjustable parameter αF (Section 5.3).
Table 9
Optimal configurations of the distillation unit discussed in Section 5.3
Aggregated
solution
Fractioned
solution
Total number of plates 27 27
Location of S1 100% on Plate 18 100% on Plate 18
Location of S2 100% on Plate 2 75% on Plate 2;
25% on Plate 26
R 5.31 4.95
CT (×1000D /year) 34.94 33.12
infeasibilities obtained is lower than in a situation where δ
remains fixed during the entire procedure.
The variable δ/fixed α and fixed α/variable δ approaches
were again used to select possible final configurations for this
unit. Fig. 8 presents normalized values of CT and R as a func-
tion of the parameter αF. As can be seen, it is advantageous to
allow one of the feeds (S2) to be split among non-contiguous
plates, because the operational costs of the column become
lower. Table 9 compares the main characteristics of the op-
timal designs obtained in both cases. As can be observed,
the low CPU times required in this example are justified
by the proximity of the relaxed solution to the final optimal
configurations.
T
C ssed in Section 5.4 (α=αF =αReb)
Optimization
α= 0.8 α= 0.9 α= 1.0
V
( number) 1209 1205 1509
153 141 156
V
( number) 896 875 827
217 235 201
F
( numbhe feed and reboil streams split in the following manner:
1—100% in Plate 18, S2—75% in Plate 2 and 25% in
late 26, reboil—35% in Plate 25 and 65% in Plate 26.
he convergence data for this example are presented in
able 8, relatively to the solution where all streams are
ocated in single equilibrium stages. Again, using a variable
approach, the total CPU time and the maximum number of
able 10
onvergence data obtained for the optimization of the distillation unit discu
ariable α, fixed δ
δ= 1× 10−6) Infeasibilities (maximum
CPU time (s)
ariable α, variable δ
δ= 1× 10−5, 5× 10−6, 1× 10−6) Infeasibilities (maximum
CPU time (s)
ixed α, variable δ
δ= 1× 10−5, 1× 10−6, 1× 10−6) Infeasibilities (maximum
CPU time (s)
er) NA NA 896
NA NA 241
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Fig. 9. Variation of the (a) total cost and (b) required reflux ratio with the number of plates (Section 5.4).
5.4. Example 4
The objective of the final industrial case study is to syn-
thesize a new distillation unit that could substitute column A
in the previous Section 5.2, while simultaneously allowing a
50% decrease in the actual contamination of the “light” par-
asite c-05, in stream S3. The selection of the initial number
of plates for this column (np,max = 30) originated a very large
model, with approximately 17,000 equations/variables.
Economical data from Turton et al. (1998) were also used
in this example, in a similar form to the previous case. The
three different approaches represented in Fig. 3 were tested
with this example. Since the optimal feed location of the new
column A was near the top of the column, approaches (b) and
(c) of Fig. 3 were the most efficient. Approach (b) was slightly
faster than approach (c); the reported convergence data and
solution times are therefore relative to it. These results could
be anticipated, since an idea of the most favorable region
of the column to receive the feed is readily drawn from the
shortcut solutions obtained during the pre-processing phase.
This example was tested with several strategies to
converge the streams to their optimal locations. Table 10
shows the main convergence results obtained for the three
different approaches. In all cases, 123 s were spent in the
pre-processing phase and 187 s were necessary to obtain the
relaxed solution. As can be observed, the combined strategy
(
t
s
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c
t
g
t
t
t
the presence of local optima than the other approaches. For
instance, changing the value of R used to initialize the prob-
lem in the pre-processing phase was sufficient to influence
the value of the final solution obtained in this situation.
The optimal configuration obtained involved a column
with 21 equilibrium stages, and the feed located in a single
location (Plate 4). The relaxed solution presented the feed
stream entering in a single location (Plate 3), and the reboil
stream splitted 35% in Plate 19 and the remaining 65% in
Plate 20. These results were confirmed using detailed simu-
lations, shown in Fig. 9.
6. Conclusions and future work
This work presented a new continuous formulation for the
optimization of complex distillation units, where non-linear
programming was used to determine accurately the best
locations for the placement of problem streams, together with
the optimal number of equilibrium stages and the remaining
operational parameters. While similar to the approach of
Lang and Biegler (2002), the present formulation can be used
to identify additional interesting design configurations for
complex distillation units. By retaining a greater similarity
between its intermediate solutions and the continuous
relaxations of the corresponding discrete formulations, this
m
a
t
o
s
p
b
t
w
evariable δ/variable α) was able to reduce significantly
he number of infeasibilities, when compared with the
trategy that used a fixed value of δ; the progression of the
ptimization procedure is more robust but also slower in this
ase. The fastest way to converge the problem involves again
he fixed α/variable δ strategy; the number of infeasibilities
enerated is lower than the fixed δ/variable α strategy, and
he total CPU requirements is lower than when adopting
he combined strategy. It was found with this example that
he fixed α/variable δ strategy was also more sensitive toethodology can combine advantages of previous discrete
nd continuous approaches. The formulation was applied
o several large-scale industrial examples, including the
ptimization of a set of distillation units. A key to this
uccessful application was the use of a robust pre-processing
hase, to initialize, bound and scale the model equations
efore the start of the optimization phase. The results show
hat the rigorous optimization of these units can be achieved
ith NLP solvers, in a reliable manner, resulting in large
conomical benefits.
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Future developments of this methodology will address the
systematic tuning of the adjustable parameters of the formu-
lation during the optimization phase, to enhance the robust-
ness, decrease the total solution time required, and make the
approach less sensitive to the presence of local optima.
Acknowledgements
The authors would like to acknowledge support in dif-
ferent forms from Quimigal, S.A., financial support from
Ageˆncia da Inovac¸a˜o (AdI), through the consortium research
project INOVA and from FCT, through the research project
POCTI/EQU/39628/2001.
References
Barne´s, F. J., Hanson, D. N., & King, C. J. (1972). Calculation of min-
imum reflux for distillation columns with multiple feeds. Industrial
and Engineering Chemistry Process Design and Development, 11,
136.
Barttfeld, M., & Aguirre, P. A. (2002). Optimal synthesis of multicompo-
nent zeotropic distillation processes 1, preprocessing phase and rigor-
ous optimization for a single unit. Industrial and Engineering Chem-
istry Research, 41, 5298.
Barttfeld, M., Aguirre, P. A., & Grossmann, I. E. (2003). Alternative
representations and formulations for the economic optimization of
B
B
B
B
EURECHA (2004). The European Committee for Computers in Chemical
Engineering Education, Student Contest Problem Competition 2004,
<http://www.deb.uminho.pt/escape14/contest.htm>.
Fletcher, R., & Morton, W. (2000). Initializing distillation column models.
Computers and Chemical Engineering, 23, 1811.
Friday, J. R., & Smith, B. D. (1964). An analysis of the equilibrium stage
separations problem—formulation and convergence. AIChE Journal,
698.
Grossmann, I. E., Aguirre, P. A., & Barttfeld, M. (2004). Optimal syn-
thesis of complex distillation columns using rigorous models. In
A. Barbosa-Po´voa & H. Matos (Eds.), European Symposium on
Computer-Aided Process Engineering-14 (pp. 53–74). Amsterdam: El-
sevier B.V.
Gopal, V., & Biegler, L. T. (1999). Smoothing methods for complementary
problems in process engineering. AIChE Journal, 45, 1535.
Holland, C. (1963). Multicomponent distillation. New Jersey: Prentice
Hall.
Lang, Y.-D., & Biegler, L. T. (2002). A distributed stream method for
tray optimization. AIChE Journal, 48, 582.
Nikolaides, I. P., & Malone, M. F. (1987). Approximate design of
multiple-feed/side-stream distillation systems. Industrial and Engi-
neering Chemistry Research, 26, 1839.
Raghunathan, A. U., & Biegler, L. T. (2003). Mathematical programs with
equilibrium constraints (MPECs) in process engineering. Computers
and Chemical Engineering, 27, 1381.
Raghunathan, A.U., & Biegler, L.T. (2004). Interior point methods for
mathematical programs with complementarity constraints (MPCCs).
SIAM Journal of Optimization, in press.
Reid, R. C., Prausnitz, J. M., & Poling, B. E. (1987). The properties of
gases and liquids (4th ed.). New York: McGraw-Hill.
Seader, J. D., & Henley, E. S. (1998). Separation process principles. New
T
V
V
Ymulticomponent distillation columns. Computers and Chemical Engi-
neering, 27, 363.
auer, M. H., & Stilchmair, J. (1998). Design and economic opti-
mization of azeotropic distillation processes using mixed integer
nonlinear programming. Computers and Chemical Engineering, 22,
1271.
iegler, L. T., Grossmann, I. E., & Westerberg, A. W. (1997). Systematic
methods of chemical process design. New Jersey: Prentice Hall.
rooke, A., Kendrick, D., Meeraus, A., & Raman, R. (1998). GAMS, a
user’s guide. Washington: GAMS Development Corporation.
ruggemann, S., & Marquardt, W. (2001). Shortcut methods for non-
ideal multicomponent distillation: Providing initials and bounds for
rigorous optimization. Internal report.York: John Wiley & Sons.
urton, R., Bailie, R. C., Whiting, W. B., & Shaeiwitz, J. A. (1998).
Analysis, synthesis and design of chemical processes. New Jersey:
Prentice Hall.
iswanathan, J., & Grossmann, I. E. (1990). A combined penalty function
and outer-approximation method for MINLP optimization. Computers
and Chemical Engineering, 14, 769.
iswanathan, J., & Grossmann, I. E. (1993). An alternate MINLP model
for finding the number of trays required for a specified separation
objective. Computers and Chemical Engineering, 17, 949.
eomans, H., & Grossmann, I. E. (2000). Disjunctive programming mod-
els for the optimal design of distillation columns and separation se-
quences. Industrial and Engineering Chemistry Research, 35, 1637.
