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PLU¨NNECKE’S INEQUALITY FOR DIFFERENT SUMMANDS
KATALIN GYARMATI, MA´TE´ MATOLCSI, AND IMRE Z. RUZSA
Abstract. The aim of this paper is to prove a general version of Plu¨nnecke’s inequal-
ity. Namely, assume that for finite sets A, B1, . . . Bk we have information on the size
of the sumsets A + Bi1 + · · · + Bil for all choices of indices i1, . . . il. Then we prove
the existence of a non-empty subset X of A such that we have ‘good control’ over the
size of the sumset X + B1 + · · · + Bk. As an application of this result we generalize
an inequality of [1] concerning the submultiplicativity of cardinalities of sumsets.
1. Introduction
Plu¨nnecke [4] developed a graph-theoretic method to estimate the density of sumsets
A + B, where A has a positive density and B is a basis. The third author published a
simplified version of his proof [5, 6]. Accounts of this method can be found in Malouf
[2], Nathanson [3], Tao and Vu [7].
The simplest instance of Plu¨nnecke’s inequality for finite sets goes as follows.
Theorem 1.1. Let l < k be integers, A, B sets in a commutative group and write
|A| = m, |A+ lB| = αm. There exists an X ⊂ A, X 6= ∅ such that
(1.1) |X + kB| ≤ αk/l|X|.
Plu¨nnecke deduced his results from certain properties of the graph built on the sets
A, A + B, . . . , A + kB as vertices (in k + 1 different copies of the group), where from
an x ∈ A + iB edges go to each x + b ∈ A + (i+ 1)B. This property (which he called
“commutativity”) was based on the possibility of replacing a path from x to x+ b+ b′
through x+ b by a path through x+ b′, so commutativity of addition and the fact that
we add the same set B repeatedly seemed to be central ingredients of this method. Still,
it is possible to relax these assumptions. Here we concentrate on the second of them.
In [5] the case l = 1 of Theorem 1.1 is extended to the addition of different sets as
follows.
Theorem 1.2. Let A, B1, . . . , Bk be finite sets in a commutative group and write |A| =
m, |A+Bi| = αim, for 1 ≤ i ≤ h. There exists an X ⊂ A, X 6= ∅ such that
(1.2) |X +B1 + · · ·+Bk| ≤ α1α2 . . . αk|X|.
The aim of this paper is to give a similar extension of the general case. This extension
will then be applied in Section 6 to prove a conjecture from our paper [1].
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Theorem 1.3. Let l < k be integers, and let A, B1, . . . , Bk be finite sets in a commu-
tative group G. Let K = {1, 2, . . . , k}, and for any I ⊂ K put
BI =
∑
i∈I
Bi,
|A| = m, |A +BI | = αIm.
(This is compatible with the previous notation if we identify a one-element subset of K
with its element.) Write
(1.3) β =

 ∏
L⊂K,|L|=l
αL


(l−1)!(k−l)!/(k−1)!
.
There exists an X ⊂ A, X 6= ∅ such that
(1.4) |X +BK | ≤ β|X|.
The problem of relaxing the commutativity assumption will be the subject of another
paper. Here we just mention without proof the simplest case.
Theorem 1.4. Let A, B1, B2 be sets in a (typically noncommutative group) G and write
|A| = m, |B1 + A| = α1m, |A+B2| = α2m. There is an X ⊂ A, X 6= ∅ such that
(1.5) |B1 +X +B2| ≤ α1α2|X|.
The following result gives estimates for the size of the set X in Theorem 1.3 and a
more general property than (1.4), but it is weaker by a constant. We do not make any
effort to estimate this constant; an estimate could be derived from the proof, but we
feel it is probably much weaker than the truth.
Theorem 1.5. Let l < k be positive integers, and let A, B1, . . . , Bk be finite sets in a
commutative group G. Let K,BI , αI and β be as in Theorem 1.3. For any J ⊂ K such
that l < j = |J | ≤ k define
(1.6) βJ =

 ∏
L⊂J,|L|=l
αL


(l−1)!(j−l)!/(j−1)!
.
(Observe that βK = β of (1.3).) Let furthermore a number ε be given, 0 < ε < 1. There
exists an X ⊂ A, |X| > (1− ε)m such that
(1.7) |X +BJ | ≤ cβJ |X|
for every J ⊂ K, |J | ≥ l. Here c is a constant that depends on k, l and ε.
We return to the problem of finding large subsets in Section 5.
2. The case k = l + 1
First we prove the case k = l + 1 of Theorem 1.3 in a form which is weaker by a
constant.
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Lemma 2.1. Let l be a positive integer, k = l + 1, and let A, B1, . . . , Bk be finite sets
in a commutative group G. Let K,BI , αI be as in Theorem 1.3. Write
β =

 ∏
L⊂K,|L|=l
αL


1/l
.
(Observe that this is the same as β of (1.3) in this particular case.) There exists an
X ⊂ A, X 6= ∅ such that
(2.1) |X +BK | ≤ ckβ|X|
with a constant ck depending on k.
Proof. Let H1, . . .Hk be cyclic groups of order n1, . . . nk, respectively, let H = H1 ×
H2× · · ·×Hk, and consider the group G′ = G×H = G×H1× · · ·×Hk. Introduce the
notation B′i = Bi×{0}× · · · × {0}×Hi×{0}× · · · × {0} which will be abbreviated as
B′i = Bi ×Hi, in the same manner as A× {0} × · · · × {0} will still be denoted by A.
We introduce the notation i∗ = K \ {i} = {1, . . . , i − 1, i + 1, . . . , k} which gives
naturally Bi∗ =
∑
j 6=iBj and, correspondingly, αi∗ = α{1,2,...,i−1,i+1,...k}. Note that we
have
∏
αi∗ = β
l.
Similarly, let Hi∗ = H1 × · · · ×Hi−1 × {0} ×Hi+1 × · · · ×Hk, and B′i∗ =
∑
j 6=iB
′
i =
Bi∗ ×Hi∗ .
Let q be a positive integer (which should be thought of as a large number), and let
ni = αi∗q. We restrict q to values for which these are integers; such values exist, since the
numbers αL are rational. Then |H| = n =
∏
ni = β
lqk and |Hi∗| = n/ni = (βq)l/αi∗ .
Hence |A+B′i∗| = |A+Bi∗| |Hi∗| = m(βq)l independently of i.
Now, let B′ =
⋃k
i=1B
′
i, and consider the cardinality of the set A + (k − 1)B′. The
point is that the main part of this cardinality comes from terms where the summands
B′i are all different, i.e. from terms of the form A + B
′
i∗ , i = 1, 2, . . . , k. There are k
such terms, so their cardinality altogether is not greater than
(2.2) km(βq)l.
The rest of the terms all contain some equal summands, e.g. A + B′1 + B
′
1 + B
′
2 +
B′3 · · · + B′k−2, containing two copies of B′1, etc. The number of such terms is less
than kk, and each of them has ‘small’ cardinality for the simple reason that Hi +
Hi = Hi. For instance, in the example above we have |A + B′1 + B′1 + B′2 + B′3 · · · +
B′k−2| ≤ m|B1|(
∏k−2
j=1 |Bj|nj) ≤ c(A,B1, . . . Bk)qk−2 where c(A,B1, . . . Bk) is a constant
depending on the sets A,B1, . . . Bk but not on q. Therefore the cardinality of the terms
containing some equal summands is not greater than
(2.3) kkc(A,B1, . . . Bk)q
k−2 = c(k, A,B1, . . . Bk)q
k−2 = o(ql)
Therefore, combining (2.2)and (2.3) we conclude that
(2.4) |A+ (k − 1)B′| ≤ 2km(βq)l
if q is chosen large enough.
Finally, we apply Theorem 1.1 to the sets A and B′ in G′. We conclude by (2.4) that
there exists a subset X ⊂ A such that
(2.5) |X + kB′| ≤ |X| (2k(βq)l)k/l = ck|X|(βq)k.
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Also, observe that X + (BK ×H) ⊂ X + kB′, and |X + (BK ×H)| = n|X +BK |. From
these facts and (2.5) we obtain
|X +BK | ≤ ck|X|(βq)k/n = ckβ |X|
as desired. 
3. The general case
In this section we prove Theorem 1.5.
As a first step we add a bound on |X| to Lemma 2.1.
Lemma 3.1. Let k = l + 1, and let A,Bi, BI , αI and β be as in Lemma 2.1. Let a
number ε be given, 0 < ε < 1. There exists an X ⊂ A, |X| > (1− ε)m such that
(3.1) |X +BK | ≤ c(k, ε)β |X|
with a constant c(k, ε) = ckε
− k
k−1 depending on k and ε.
Proof. Take the largest X ⊂ A for which (3.1) holds. If |X| > (1 − ε)m, we are done.
Assume this is not the case. Put A′ = A\X , and apply Lemma 2.1 with A′ in the place
of A. We know that |A′| ≥ εm. The assumptions will hold with
α′I = |A′ +Bi| / |A′| ≤ |A +Bi| / |A′| ≤ αI/ε
in the place of αI . We get a nonempty X
′ ⊂ A′ such that
|X ′ +BK | ≤ ckβ ′|X ′|
with
β ′ =

 ∏
L⊂K,|L|=l
α′L


1/(k−1)
≤ βε− kk−1 .
Then X ∪X ′ would be a larger set, a contradiction. 
Now we turn to the general case.
Lemma 3.2. Let J1, . . . , Jn be a list of all subsets of K satisfying l < |J | ≤ k arranged
in an increasing order of cardinality (so that Jn = K); within a given cardinality the
order of the sets may be arbitrary.
Let A,Bi, BI , αI and βI be as in Theorem 1.5, and let the numbers 0 < ε < 1 and
1 ≤ r ≤ n be given. There exists an X ⊂ A, |X| > (1− ε)m such that
(3.2) |X +BJ | ≤ c(k, l, r, ε)βJ |X|
for every J = J1, . . . , Jr with a constant c(k, l, r, ε) depending on k, l, r and ε.
Theorem 1.5 is the case r = n.
Proof. We shall prove the statement by induction on r. Since the sets are in increasing
order of size, we have |J1| = l + 1, and the claim for r = 1 follows from Lemma 3.1.
Now assume we know the statement for r − 1. We apply it with ε/2 in the place of
ε, so we have a set X ⊂ A, |X| > (1− ε/2)m such that (3.2) holds for J = J1, . . . , Jr−1
with c(k, l, r − 1, ε/2). Write A′ = X . This set satisfies the assumptions with
α′I = αI/(1− ε/2).
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We have |Jr| = k′ with some k′, l < k′ ≤ k. We are going to apply Lemma 3.1 with
A′, k′ in the place of A, k and ε/2 in the place of ε. To this end we need bounds for
|A′ +BL| for every L such that |L| = l′ = k′−1. By the inductive assumption we know
|A′ +BL| ≤ c(k, l, r − 1, ε/2)βL |A′| .
Lemma 3.1 gives us a set X ′ ⊂ A′ such that
|X ′| > (1− ε/2) |A′| > (1− ε)m
and
|X ′ +BJr | ≤ c(l′, ε/2)β ′ |X ′| ,
where
β ′ =

 ∏
L⊂Jr,|L|=l′
c(k, l, r − 1, ε/2)βL


1/l
= c(k, l, r − 1, ε/2)βJr .
In the last step we used an identity among the quantities βJ which easily follows from
their definition (1.6).
The desired set X will be this X ′, and the value of the constant is
c(k, l, r, ε) = c(l′, ε/2)c(k, l, r− 1, ε/2).

4. Removing the constant
In this section we prove Theorem 1.3. This is done with the help of Theorem 1.5
and technique of taking direct powers of the appearing groups, sets, and corresponding
graphs.
Proof of Theorem 1.3. Consider the following bipartite directed graph G1. The first
collection of vertices V1 are the elements of set A, and the second collection of vertices V2
are the elements of set A+BK (taken in two different copies of the ambient group to make
them disjoint). There is an edge in G1 from v1 = a1 ∈ V1 to v2 = a2+b1,2+ . . . bk,2 ∈ V2 if
and only if there exist elements b1,1, . . . bk,1 such that a1+b1,1+. . . bk,1 = a2+b1,2+. . . bk,2.
The image of a set Z ⊂ V1 is the set imZ ⊂ V2 reachable from Z via edges. The
magnification ratio γ of the the graph G1 is min{ | imZ|
|Z|
, Z ⊂ V1}. The statement of
Theorem 1.3 in these terms is that γ ≤ β, with β as defined in the theorem.
Consider now the direct power Gr = G1 × G1 × · · · × G1 with collections of edges
V r1 = V1 × · · · × V1 and V r2 = V2 × · · · × V2, and edges from (v11, v12, . . . , v1r) ∈ V r1 to
(v21, v
2
2, . . . v
2
r) ∈ V r2 if and only if there exist G1-edges in each of the coordinates. Observe
that the directed graph Gr corresponds exactly to the sets Ar and Ar + (Br1 + · · ·+Brk)
in the direct power group Gr. Applying Theorem 1.5 in the group Gr to the sets
Ar, Br1, . . . B
r
k with any fixed ε, say ε = 1/2, we obtain that the magnification ration γr
of Gr is not greater than cβr. On the other hand, the magnification ratio is multiplicative
(see [5] or [3]), so that we have γr = γ
r. Therefore we conclude that γ ≤ r√cβ and, in
the limit, γ ≤ β as desired. 
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5. Finding a large subset
We give an effective version of Theorem 1.5 in the original case, that is, when only
X +BK needs to be small.
Theorem 5.1. Let A,Bi, BI , αI and β be as in Theorem 1.3.
(a) Let an integer a be given, 1 ≤ a ≤ m. There exists an X ⊂ A, |X| ≥ a such that
(5.1) |X +BK | ≤
≤ βmk/l (m−k/l + (m− 1)−k/l + · · ·+ (m− a+ 1)−k/l + (|X| − a)(m− a + 1)−k/l) .
(b) Let a real number t be given, 0 ≤ t < m. There exists an X ⊂ A, |X| > t such that
(5.2) |X +BK | ≤ βmk/l
(
l
k − l
(
(m− t)1−k/l −m1−k/l)+ (|X| − t)(m− t)−k/l
)
.
Proof. To prove (a), we use induction on a. The case a = 1 is Theorem 1.3. Now
suppose we know it for a; we prove it for a + 1. The assumption gives us a set X ,
|X| ≥ a with a bound on |X + BK | as given by (5.1). We want to find a set X ′ with
|X ′| ≥ a+ 1 and
(5.3) |X ′ +BK | ≤
≤ βmk/l (m−k/l + (m− 1)−k/l + · · ·+ (m− a)−k/l + (|X| − a− 1)(m− a)−k/l) .
If |X| ≥ a + 1, we can put X ′ = X . If |X| = a, we apply Theorem 1.3 to the sets
A′ = A \X , B1, . . . , Bk. In doing this the numbers αI should be replaced by
α′I =
|A′ +BI |
|A′| ≤
|A+BI |
|A′| = αI
m
m− a.
This yields a set Y ⊂ A \X such that
|Y +BK | ≤ β ′|Y |
with
β ′ =

 ∏
L⊂K,|L|=l
α′L


(l−1)!(k−l)!/(k−1)!
≤ β
(
m
m− a
)k/l
and we put X ′ = X ∪ Y .
To prove part (b) we apply (5.1) with a = [t]+1. The right side of (5.2) can be written
as βmk/l
∫ |X|
0
f(x) dx, where f(x) = (m− x)−k/l for 0 ≤ x ≤ t, and f(x) = (m− t)−k/l
for t < x ≤ |X|. Since f is increasing, the integral is ≥ f(0) + f(1) + · · ·+ f(|X| − 1).
This exceeds the right side of (5.1) by a termwise comparison. 
6. An application to restricted sums
We prove the following result, which was conjectured in [1].
Theorem 6.1. Let A,B1, . . . Bk be finite sets in a commutative group, and S ⊂ B1 +
· · ·+Bk. We have
(6.1) |S + A|k ≤ |S|
k∏
i=1
|A+B1 + · · ·+Bi−1 +Bi+1 + · · ·+Bk| .
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Two particular cases were established in [1]; the case when S is the complete sum
B1 + · · · + Bk, and the case k = 2. The proof in the sequel is similar to the proof of
the case k = 2, the main difference being that we use the above generalized Plu¨nnecke
inequality, while for k = 2 the original was sufficient.
Proof. Let us use the notation |A| = m, s =∏ki=1 |A+B1+ · · ·+Bi−1+Bi+1+ · · ·+Bk|.
Observe that if |S| ≤ (s/mk) 1k−1 then
(6.2) |S + A| ≤ |S||A| = |S| 1k |S| k−1k m ≤ (|S|s) 1k
and we are done.
If |S| > (s/mk) 1k−1 , then we will use Theorem 5.1, part (b) with l = k− 1. Note that
the β of this theorem can be expressed by our s as
β = s1/(k−1)m−k/(k−1).
We take t = m −
(
s
|S|k−1
)1/k
. Then there exists a set X ⊂ A such that |X| = r > t
and (5.2) holds. For such an X we have
(6.3) |S+X| ≤ |BK+X| ≤ (k−1)s 1k−1
(
(m− t)− 1k−1 −m− 1k−1
)
+(r−t)
(
s
(m− t)k
) 1
k−1
and we add to this the trivial bound
(6.4) |S + (A \X)| ≤ |S||A \X| = |S|(m− r).
We conclude that
(6.5) |S + A| ≤ |S +X|+ |S + (A \X)| ≤ (k − 1)s 1k−1
(
(m− t)− 1k−1 −m− 1k−1
)
+
(r−t)
(
s
(m− t)k
) 1
k−1
+|S|((m−t)−(r−t)) = ks1/k|S|1/k−(k−1)
( s
m
) 1
k−1 ≤ k(s|S|)1/k
This inequality is nearly the required one, except for the factor k on the right hand
side. We can dispose of this factor as follows (once again, the method of direct powers).
Consider the sets A′ = Ar, B′j = B
r
j (j = 1, . . . k), and S
′ = Sr in the r’th direct power
of the original group. Applying equation (6.5) to A′, etc., we obtain
(6.6) |S ′ + A′| ≤ k(s′|S ′|)1/k.
Since |S ′ + A′| = |S + A|r, s′ = sr and |S ′| = |S|r, we get
(6.7) |S + A| ≤ k1/r(s|S|)1/k.
Taking the limit as r →∞ we obtain the desired inequality
(6.8) |S + A| ≤ (s|S|)1/k.

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