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This paper is mainly concerned with the existence of mild solutions for fractional
differential equations with nonlocal conditions of order 1 < α < 2. The results are
obtained by the fixed point theorem combined with solutions operator theorems.
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1. Introduction
Differential equations with nonlocal conditions have attracted the attention of many researchers in the last decades
(see [1–14]), because of their applications in numerous fields of science, engineering, physics, economy and so on. In
the last years, with the development of theorems of fractional differential equations, many authors investigated the
existence of solutions of abstract fractional differential equations with nonlocal conditions by using semigroups theorems,
solution operator theorems and the relation between solution operators and semigroups constructing by probability density
functions as well as fixed point techniques (see [15–21]).
A motivation for the literature [15–19], in this paper, we study the existence of mild solutions to a class of fractional
semilinear integro-differential equation of order 1 < α < 2 in a Banach space XDαt u(t) = Au(t)+ f (t, u(t))+
 t
0
q(t − s)g(s, u(s))ds, t ∈ [0, T ],
u(0)+m(u) = u0 ∈ X, u′(0)+ n(u) = u1 ∈ X,
(1.1)
where Dαt is Caputo’s fractional derivative of 1 < α < 2, A is a sectorial operator of type (M, θ, α, µ), defined from the
domain D(A) ⊂ X into X , the nonlinear map f , g are defined from [0, T ] × X → X are continuous functions. q : [0, T ] → X
is a integrable function on [0, T ], the nonlocal conditionm : X → X; n : X → X are continuous functions.
The organization of this paper is as follows. In Section 2, we present some necessary definitions and preliminary results
that will be used to prove our main results. In Section 3, we give the appropriate definition of mild solutions of (1.1). The
proofs of our main results are given in Section 4. Finally, in Section 5, an example is given to illustrate the effectiveness of
the results obtained.
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2. Preliminaries
Throughout this paper X will be a Banach space provided with norm ∥ · ∥X and L(X) is the Banach space of bound linear
operators from X into X .
To begin with the analysis we need some basic definitions and properties from the fractional calculus theory.
Definition 2.1. For the function f ∈ Cma,−1 and m ∈ N+, the fractional derivative of order α > 0 of f in the Caputo sense is
given by
Dαt f (t) =
1
Γ (m− α)
 t
a
(t − s)m−α−1f (m)(s)ds, m− 1 < α ≤ m.
The Laplace transform of the Caputo derivative of order α > 0 is given as
L(Dαt u(t))(λ) = λα(Lu)(λ)−
m−1
j=0
λα−j−1(Dju)(0) m− 1 < α ≤ m.
Definition 2.2. Let A : D ⊆ X → X be a closed linear operator. A is said to be sectorial operator of type (M, θ, µ) if there
exist 0 < θ < π/2,M > 0 and µ ∈ R such that the α-resolvent of A exists outside the sector
µ+ Sθ = {µ+ λ : λ ∈ C, |Arg(−λ)| < θ}
and
∥(λI − A)−1∥ ≤ M|λ− µ| , λ ∉ µ+ Sθ .
Theorem 2.1 ([22]). Let A be a densely defined operator in X satisfying the following conditions:
(i) For some 0 < θ < π/2, µ+ Sθ = {µ+ λ : λ ∈ C, |Arg(−λ)| < θ}.
(ii) There exists a constant M such that
∥(λI − A)−1∥ ≤ M|λ− µ| , λ ∉ µ+ Sθ .
Then, A is the infinitesimal generator of a semigroup T (t) satisfying ∥T (t)∥ ≤ C . Moreover, T (t) = 12π i

c e
λtR(λ, A)dλwith
c being a suitable path λ ∉ µ+ Sθ for λ ∈ c.
Motivated by the above definition, we can give the following definition:
Definition 2.3. Let A : D ⊆ X → X be a closed linear operator. A is said to be a sectorial operator of type (M, θ, α, µ) if
there exist 0 < θ < π/2,M > 0 and µ ∈ R such that the α-resolvent of A exists outside the sector
µ+ Sθ = {µ+ λα : λ ∈ C, |Arg(−λα)| < θ}
and
∥(λα I − A)−1∥ ≤ M|λα − µ| , λ
α ∉ µ+ Sθ .
Remark 2.1. If A is a sectorial operator of type (M, θ, α, µ), then it is not difficult to see that A is the infinitesimal generator
of a α-resolvent family {Tα(t)}t≥0 in a Banach space, where Tα(t) = 12π i

c e
λtR(λα, A)dλ. Also we provide the estimates on
∥Sα(t)∥, ∥Kα(t)∥ and ∥Tα(t)∥ in the following Section 3.
3. Definition of a mild solution
Firstly, we consider the following Cauchy problem
Dαt u(t) = Au(t)+ f (t), t ∈ I = [0, T ], 1 < α < 2,
u(0) = u0 ∈ X, u′(0) = u1 ∈ X . (3.1)
Theorem 3.1. Let A be a sectorial operator of type (M, θ, α, µ). If f satisfies a uniform Hölder condition with exponent
β ∈ (0, 1], then the unique solution of the Cauchy problem (3.1) is given by
u(t) = Sα(t)u0 + Kα(t)u1 +
 t
0
Tα(t − s)f (s)ds, (3.2)
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where
Sα(t) = 12π i

c
eλtλα−1R(λα, A)dλ,
Kα(t) = 12π i

c
eλtλα−2R(λα, A)dλ,
Tα(t) = 12π i

c
eλtR(λα, A)dλ,
with c being a suitable path such that λα ∉ µ+ Sθ for λ ∈ c.
Remark 3.1. If A is a sectorial operator of type (M, θ, α, µ), then it is not difficult to see that Tα(t), Kα(t), Sα(t) is well
definitions (see [23]).
Proof. By means of the Laplace transform, we can obtain from (3.1) that
L(Dαt u(t))(λ) = λα(Lu)(λ)−
m−1
j=0
λα−j−1(Dju)(0)
= λα(Lu)(λ)− λα−1u(0)− λα−2u′(0).
It follows that
λα(Lu)(λ)− λα−1u(0)− λα−2u′(0) = A(Lu)(λ)+ (Lf )(λ),
(λα I − A)(Lu)(λ) = (Lf )(λ)+ λα−1u(0)+ λα−2u′(0),
(Lu)(λ) = (λα I − A)−1[(Lf )(λ)+ λα−1u(0)+ λα−2u′(0)].
Now (3.2) follows easily by taking the inverse Laplace transform. This completes the proof. 
Theorem 3.2. Let A be a sectorial operator of type (M, θ, α, µ). If f satisfies a uniform Hölder condition with exponent
β ∈ (0, 1], then the solutions of the Cauchy problem (1.1) are fixed points of the operator equation
Ψ u(t) = Sα(t)(u0 −m(u))+ Kα(t)(u1 − n(u))+
 t
0
Tα(t − s)

f (s, u(s))+
 s
0
q(s− τ)g(τ , u(τ ))dτ

ds.
Theorem 3.2 leads to the following appropriate definition of a mild solution to (1.1).
Definition 3.1. A function u ∈ C([0, T ], X) is called a mild solution of (1.1) if it satisfies the operator equation
u(t) = Sα(t)(u0 −m(u))+ Kα(t)(u1 − n(u))+
 t
0
Tα(t − s)

f (s, u(s))+
 s
0
q(s− τ)g(τ , u(τ ))dτ

ds.
In the next paragraph, we provide estimates on ∥Sα(t)∥, ∥Kα(t)∥ and ∥Tα(t)∥, which will be needed to study the existence
of mild solutions in the coming section. During the proofs, we choose different paths for the cases where µ ≥ 0 and µ < 0
in order to obtain estimates similar to those in the case of ordinary differential equations.
Theorem 3.3. Let A be a sectorial operator of type (M, θ, α, µ). Then the following estimates on ∥Sα(t)∥ hold.
(i) Suppose µ ≥ 0. Given φ ∈ (0, π), we have
∥Sα(t)∥ ≤
K1(θ, φ)Me[K1(θ,φ)(1+µt
α)] 1α

1+ sinφsin(φ−θ)
 1
α − 1

π sin1+
1
α θ
(1+ µtα)
+ Γ (α)M
π(1+ µtα) cos π−φ
α
α sin θ sinφ (3.3)
for t > 0, where K1(θ, φ) = max{1, sin θsin(φ−θ) }.
(ii) Suppose µ < 0. Given φ ∈ (0, π), we have
∥Sα(t)∥ ≤
 eM

(1+ sinφ) 1α − 1

π | cosφ|1+ 1α
+ Γ (α)M
π | cosφ| cos π−φ
α
α
 1
1+ |µ|tα (3.4)
for t > 0.
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Fig. 1. A particular path for estimating ∥Sα(t)∥when µ ≥ 0.
Proof. Given a φ ∈ (0, π), define Sφ = {λ ∈ C : |Arg(−λ)| < φ}.
First,weprove (i). For t > 0, consider the positively oriented path cwhich is the image of the boundary of (µ+ 1tα+Sθ )∪Sφ
under the function P(z
1
α ) (see Fig. 1) (here we require φ > θ so that Sφ ⊈ (µ + 1tα + Sθ )). Then along c , the resolvent
(λα I − A)−1 is well defined and hence the representation of Sα is meaningful. Let c1 be the part of c associated with the part
on the boundary from zt to zt , and c21 and c22 respectively represent the parts of c associated with the parts on the boundary
from infinity to zt and from zt to infinity, where zt and zt are the intersection points of the boundaries of µ + 1tα + Sθ and
Sφ . Write Sα(t) = I1(t)+ I2(t), where
I1(t) = 12π i

c1
eλtλα−1(λα I − A)−1dλ
and
I2(t) = 12π i

c21∪c22
eλtλα−1(λα I − A)−1dλ.
For λ ∈ c1, one can easily see that
µ+ 1
tα

sin θ ≤ |λ|α ≤ K1(θ, φ)

µ+ 1
tα

and
1
|λα − µ| ≤
tα
sin θ
.
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Note that c1 is symmetric about the real axis and the part above the real axis has the parametrization,
µ+ 1
tα
− ν cos θ + iν sin θ
 1
α
, 0 ≤ ν ≤ sinφ
sin(φ − θ)

µ+ 1
tα

=: l.
Then
l(c1) = 2
 l
0
|f ′(ν)|dν ≤ 2
α
 l
0

u+ 1
tα

+ |ν|
 1
α−1
dν
= 2

1+ sinφ
sin(φ − θ)
 1
α
− 1

µ+ 1
tα
 1
α
.
Therefore,
∥I1(t)∥ ≤ 12π

c1
|etλ| |λα−1| ∥(λα I − A)−1∥ |dλ|
≤ K1(θ, φ)(1+ µt
α)M
2π

µ+ 1tα
 1
α sin1+
1
α θ
e[K1(θ,φ)(1+µt
α)] 1α

c1
|dλ|
≤
K1(θ, φ)Me[K1(θ,φ)(1+µt
α)] 1α

1+ sinφsin(φ−θ)
 1
α − 1

π sin1+
1
α θ
(1+ µtα),
that is
∥I1(t)∥ ≤
K1(θ, φ)Me[K1(θ,φ)(1+µt
α)] 1α

1+ sinφsin(φ−θ)
 1
α − 1

π sin1+
1
α θ
(1+ µtα). (3.5)
We now come to estimate ∥I2(t)∥. Note that
|zt | = |zt | ≥

µ+ 1
tα

sin θ for t > 0
and
|λα − µ| ≥ |zt | sinφ = |zt | sinφ for λ ∈ c2 = c21 ∪ c22.
Because of symmetry, we have
∥I2(t)∥ ≤ M
π

c22
|etλ| |λ|
α−1
|λα − µ| |dλ|
≤ Mt
α
π(1+ µtα) sin θ sinφ
 ∞
0
etτ cos
π−φ
α τ α−1dτ
= Γ (α)M
π(1+ µtα) cos π−φ
α
α sin θ sinφ ,
that is
∥I2(t)∥ ≤ Γ (α)M
π(1+ µtα) cos π−φ
α
α sin θ sinφ . (3.6)
In the above, we require cos π−φ
α
< 0 or equivalently π−φ
α
∈ (π2 , π). Therefore, combining (3.5) with (3.6) produces (3.3).
Now, we prove (ii). The proof is similar to that of (i). In this case, we consider the path c , whose image under P(zα) is the
boundary of ( 1tα + Sφ− π2 )∪ Sφ (see Fig. 2) (here we require φ ∈ (π2 , π)). As before, let c1 be the part of c associated with the
part on the boundary from zt to zt , c21 and c22 be the parts of c associated with the parts on the boundary from infinity to zt
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Fig. 2. A particular path for estimating ∥Sα(t)∥when µ < 0.
and from zt to infinity. Then, for λ ∈ c1, we have
1
|λα − µ| ≤
tα
(1+ |µ|tα)| cosφ| and
| cosφ|
tα
≤ |λ|α ≤ 1
tα
.
Moreover, l(c1) ≤ 2t [(1+ sinφ)
1
α − 1]. It follows that
∥I1(t)∥ ≤
eM

(1+ sinφ) 1α − 1

π(1+ |µ|tα)| cosφ|1+ 1α
. (3.7)
On the other hand, we have
|λα − µ| ≥

|µ| + 1
tα

cosφ for λ ∈ c2.
Then we can get
∥I2(t)∥ ≤ Γ (α)M
π(1+ |µ|tα)| cosφ| cos π−φ
α
α . (3.8)
Immediately, (3.4) follows from (3.7) and (3.8). This completes the proof. 
Similarly, we can prove the following estimates on ∥Tα(t)∥, ∥Kα(t)∥.
Theorem 3.4. Let A be a sectorial operator of type (M, θ, α, µ). Then the following estimates on ∥Tα(t)∥, ∥Kα(t)∥ hold.
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(i) Suppose µ ≥ 0. Given φ ∈ (0, π), we have
∥Tα(t)∥ ≤
M

1+ sinφsin(φ−θ)
 1
α − 1

π sin θ
(1+ µtα) 1α tα−1e[K1(θ,φ)(1+µtα)]
1
α
+ Mt
α−1
π(1+ µtα) cos π−φ
α
α sin θ sinφ
∥Kα(t)∥ ≤
M

1+ sinφsin(φ−θ)
 1
α − 1

K1(θ, φ)
π sin θ
α+2
α
(1+ µtα) α−1α tα−1e[K1(θ,φ)(1+µtα)]
1
α
+ MαΓ (α)
π(1+ µtα) cos π−φ
α
α sin θ sinφ (3.9)
for t > 0, where K1(θ, φ) = max{1, sin θsin(φ−θ) }.
(ii) Suppose µ < 0. Given φ ∈ (0, π), we have
∥Tα(t)∥ ≤
 eM

(1+ sinφ) 1α − 1

π | cosφ| +
M
π | cosφ| cos π−φ
α

 tα−1
1+ |µ|tα
∥Kα(t)∥ ≤
 eM

(1+ sinφ) 1α − 1

t
π | cosφ|1+ 2α
+ αΓ (α)M
π | cosφ| cos π−φ
α

 1
1+ |µ|tα (3.10)
for t > 0.
4. The main results
Theorem 4.1 (Krasnoselskii Theorem). Let B be a closed convex and nonempty subset of a Banach space X. Let Q1 and Q2 be two
operator such that
(i) Q1u+ Q2v ∈ B whenever u, v ∈ B;
(ii) Q1 is a contraction mapping;
(iii) Q2 is compact and continuous.
Then there exists z ∈ B such that z = Q1z + Q2z.
Because of the estimates on ∥Tα(t)∥, ∥Sα(t)∥ and ∥Kα(t)∥ in Section 3, it is easy to know they are bounded. So we can make
the following assumptions:
(H1): The operators Sα(t), Kα(t), Tα(t) generated by A are compact in D(A)when t ≥ 0 and
sup
t∈I
∥Sα(t)∥ ≤ M, sup
t∈I
∥Tα(t)∥ ≤ M, sup
t∈I
∥Kα(t)∥ ≤ M.
(H2): f , g : [0, T ]×X → X is continuous and for any k > 0 there exist positive functionsµk, νk ∈ L∞([0, T ], R+) such that
sup
∥u∥≤k
∥f (t, u)∥ ≤ µk(t), sup
∥u∥≤k
∥g(t, u)∥ ≤ νk(t).
(H3): m, n : X → D(A) is continuous, and there exist constants b, d such that
∥m(u)−m(v)∥ ≤ b∥u− v∥, ∥n(u)− n(v)∥ ≤ d∥u− v∥, u, v ∈ X .
Theorem 4.2. Assume that (H1)–(H3) hold. If M(b + d) < 12 and q = maxt∈[0,T ]
 t
0 |q(t − s)|ds, then (1.1) has at least one
mild solution on I.
Proof. Choose
r ≥ 2M(∥u0∥ + ∥m(u)∥ + ∥u1∥ + ∥n(u)∥ + T∥µr∥L∞(I,R+) + qT 2∥νr∥L∞(I,R+))
and consider Br = {u ∈ X : ∥u∥ ≤ r}. Define on Br the operators Q1 and Q2 by:
(Q1u)(t) = Sα(t)(u0 −m(u))+ Kα(t)(u1 − n(u)),
(Q2u)(t) =
 t
0
Tα(t − s)

f (s, u(s))+
 s
0
q(s− τ)g(τ , u(τ ))dτ

ds.
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Let us observe that if u, v ∈ Br then Q1u + Q2v ∈ Br . Indeed, in view of (H1)–(H3) and ∥
 s
0 q(s − τ)g(τ , u(τ ))dτ∥ ≤ s
0 ∥q(s− τ)∥dτ
 s
0 ∥g(τ , u(τ ))∥dτ (see [6]), we have for any u, v ∈ Br
∥(Q1u)(t)+ (Q2)v(t)∥ ≤ ∥Sα(t)∥ ∥u0 −m(u(t))∥ + ∥Kα(t)∥ ∥u1 − n(u(t))∥ + ∥Tα(t − s)∥
×
 t
0
f (s, u(s))ds
+ q  t
0
 s
0
g(τ , u(τ ))dτ

ds

which according to (H1)–(H2)gives
∥(Q1u)(t)+ (Q2v)(t)∥ ≤ MZ + MT∥µr∥L∞(I,R+) + qMT 2∥νr∥L∞(I,R+) ≤ r,
where Z = (∥u0∥ + ∥m(u)∥ + ∥u1∥ + ∥n(u)∥). Hence, we deduce that ∥(Q1u)(t) + (Q2v)(t)∥ ≤ r . Next, for any
t ∈ [0, T ], u, v ∈ X we have
∥(Q1u)(t)− (Q1v)(t)∥ ≤ ∥Sα(t)(m(u)−m(v))∥ + ∥Kα(t)(n(u)− n(v))∥
≤ ∥Sα(t)∥ ∥m(u)−m(v)∥ + ∥Kα(t)∥ ∥n(u)− n(v)∥
which in view of (H1) and (H3) gives
∥(Q1u)(t)− (Q1v)(t)∥ ≤ Mb∥u− v∥ + Md∥u− v∥.
Therefore, we deduce
∥(Q1u)(t)− (Q1v)(t)∥ ≤ M(b+ d)∥u− v∥.
And sinceM(b+ d) < 1, then Q1 is a contraction mapping. Now, let us prove that Q2 is continuous and compact.
Continuity of Q2.
Let (un) be a sequence in Br such that un → u in Br . Noting that the functions f , g are continuous on I × X , we have
f (s, un(s))→ f (s, u(s)), g(s, un(s))→ g(s, u(s)), n →∞
that is for all ε > 0, there exists N , when n > N , we have
∥f (s, un(s))− f (s, u(s))∥ < ε, ∥g(s, un(s))− g(s, u(s))∥ < ε.
Now, for all t ∈ I , we have
∥(Q2un)(t)− (Q2u)(t)∥ ≤
 t
0
∥Tα(t − s)∥

∥f (s, un(s))− f (s, u(s))∥ + q
 s
0
g(τ , un(τ ))− g(τ , u(τ ))dτ
 ds
≤ M(T∥f (s, un(s))− f (s, u(s))∥ + qT 2∥g(τ , un(τ ))− g(τ , u(τ ))∥).
So, when n > N , we get
∥(Q2un)(t)− (Q2u)(t)∥ ≤ MT (1+ qT )ε.
Compactness of Q2.
To this end, we use the Ascoli–Arzela theorem.
We prove that (Q2u)(t) : u ∈ Br is relatively compact in X , for all t ∈ I .
First we prove (Q2u)(t) : u ∈ Br is uniformly bounded.
∥(Q2u)(t)∥ ≤
 t
0
∥Tα(t − s)∥

∥f (s, u(s))∥ + q
 s
0
∥g(τ , u(τ ))∥dτ

ds
≤ MT (∥µr∥L∞(I,R+) + qT∥νr∥L∞(I,R+))
< ∞
So it is proved.
Now, let us prove that Q2(Br) is equicontinuous. The functions Q2u, u ∈ Br are equicontinuous at t = 0. For 0 < t2 <
t1 ≤ T , we have
∥(Q2u)(t1)− (Q2u)(t2)∥ =
 t2
0
Tα(t1 − s)

f (s, u(s))+
 s
0
q(s− τ)g(τ , u(τ ))dτ

ds
+
 t1
t2
Tα(t1 − s)

f (s, u(s))+
 s
0
q(s− τ)g(τ , u(τ ))dτ

ds
−
 t2
0
Tα(t2 − s)

f (s, u(s))+
 s
0
q(s− τ)g(τ , u(τ ))dτ

ds

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≤
 t2
0
∥Tα(t1 − s)− Tα(t2 − s)∥

∥f (s, u(s))∥ + q
 s
0
∥g(τ , u(τ ))∥dτ

ds
+
 t1
t2
∥Tα(t1 − s)∥

∥f (s, u(s))∥ + q
 s
0
∥g(τ , u(τ ))∥dτ

ds
≤ I1 + I2
where
I1 =
 t2
0
∥Tα(t1 − s)− Tα(t2 − s)∥

∥f (s, u(s))∥ + q
 s
0
∥g(τ , u(τ ))∥dτ

ds
I2 =
 t1
t2
∥Tα(t1 − s)∥

∥f (s, u(s))∥ + q
 s
0
∥g(τ , u(τ ))dτ∥

ds.
Actually, I1, I2 tend to 0 independently of u ∈ Br when t2 → t1. Indeed, let u ∈ Br . We have
I1 =
 t2
0
∥Tα(t1 − s)− Tα(t2 − s)∥

∥f (s, u(s))∥ + q
 s
0
∥g(s, u(s))∥dτ

ds
≤
 t2
0
∥Tα(t1 − s)− Tα(t2 − s)∥[∥f (s, u(s))∥ + qT∥g(s, u(s))∥]ds.
Therefore the continuity of the function t → ∥Tα(t)∥ for t ∈ (0, T ] allows us to conclude that limt2→t1 I1 = 0.
I2 =
 t1
t2
∥Tα(t1 − s)∥

∥f (s, u(s))∥ + q
 s
0
∥g(τ , u(τ ))dτ∥

ds
≤
 t1
t2
∥Tα(t1 − s)∥[∥f (s, u(s))∥ + qT∥g(s, u(s))∥]ds
≤ M(∥µr∥L∞(I,R+) + qT∥νr∥L∞(I,R+))|t1 − t2|.
Consequently, limt2→t1 I2 = 0.
In short, we have proved that Q2(Br) is relatively compact, for t ∈ I,Q2u : u ∈ Br is a family of equicontinuous functions.
Hence by the Arzela–Ascoli theorem, Q2 is compact. And since Q1 is a contracting mapping and Q1u+ Q2v ∈ Br if u, v ∈ Br ,
the Krasnlselskii theorem allows us to conclude that (1.1) has at least one mild solution on I . 
To obtain the uniqueness of mild solution for (1.1), we add to (H4)–(H5) the following assumptions:
(H4) : f , g : I × X → X is continuous and there exist functions µ1, ν1 ∈ L1loc(I, R+) such that
∥f (t, u)− f (t, v)∥ ≤ µ1(t)∥u− v∥, t ∈ I, u, v ∈ X .
∥g(t, u)− g(t, v)∥ ≤ ν1(t)∥u− v∥, t ∈ I, u, v ∈ X .
(H5) :The functionΩα : I → R+, 0 < α < 1 is defined by
Ωα(t) = M(b+ d+ T∥µ1∥L∞(I,R+) + qT 2∥ν1∥L∞(I,R+))
satisfies 0 < Ωα ≤ τ < 1, for all t ∈ I
Theorem 4.3. Assume that the conditions (H1)–(H5) are satisfied. If u0, u1 ∈ D(A) then (1.1) has a unique mild solution on I.
Proof. Define the function F : X → X by
(Fu)(t) = Sα(t)(u0 −m(u))+ Kα(t)(u1 − n(u))+
 t
0
Tα(t − s)

f (s, u(s))+
 s
0
q(s− τ)g(τ , u(τ ))dτ

ds.
Now take t ∈ I and u, v ∈ X . We have
∥(Fu)(t)− (Fv)(t)∥ =
Sα(t)(m(v)−m(u))+ Kα(t)(n(v)− n(u))+
 t
0
Tα(t − s)

(f (s, u(s))
− f (s, v(s)))+
 s
0
q(s− τ)(g(τ , u(τ ))− g(τ , v(τ )))dτ

ds

≤ ∥Sα(t)∥ ∥m(u)−m(v)∥ + ∥Kα(t)∥ ∥n(u)− n(v)∥
+
 t
0
∥Tα(t − s)∥

∥f (s, u(s))− f (s, v(s))∥ + q
 s
0
∥g(τ , u(τ ))− g(τ , v(τ ))∥dτ

ds
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which according to (H1)–(H5)gives
∥(Fu)(t)− (Fv)(t)∥ ≤ Mb∥u− v∥ + Md∥u− v∥ + M  t
0
(µ1 + qTν1)(s)∥u− v∥ds
≤ Mb∥u− v∥ + Md∥u− v∥ + MT (∥µ1∥L∞(I,R+) + qT 2∥ν1∥L∞(I,R+))∥u− v∥
≤ [M(b+ d+ T∥µ1∥L∞(I,R+) + qT 2∥ν1∥L∞(I,R+))]∥u− v∥.
So we get
∥(Fu)(t)− (Fv)(t)∥C ≤ τ∥u− v∥.
Therefore, F has a unique fixed point on I . 
5. An example
Consider the following fractional differential equation:
∂αu(t, x)
∂tα
= ∂
2u(t, x)
∂x2
+ f (t, u(t, x))+
 t
0
q(t − s)g(s, u(s, x))ds,
u(t, 0) = u(t, π) = 0, u′(t, 0) = u′(t, π) = 0,
u(t, 0)+
p
i=1
aiu(ti, x) = u0(x), u′(t, 0)+
p
i=1
ciu(ti, x) = u1(x).
(5.1)
Where t ∈ I = [0, 1], x ∈ (o, π), 1 < α < 2, let X = L2([0, π]) and consider the operator A : D(A) ⊆ X → X defined by
D(A) =

u ∈ X, ∂u
∂x
,
∂2u
∂x2
∈ X

, A(u) = ∂
2u
∂x2
.
Clearly A is densely defined in X and is the infinitesimal generator of a resolvent family {Tα(t)}t≥0 on X and let u, v ∈
C([0, 1], X). Define the operators f : I × U → X, g : I × U → X and q : I → X by
f (t, u) = e
−t |u(t, x)|
(12+ et)(1+ |u(t, x)|) , g(t, u) =
et√
72+ |u(t, x)| ,
m(u)(x) =
p
i=1
aiu(ti, x), n(u)(x) =
p
i=1
ciu(ti, x),
q(t − s) = et−s.
From the estimates on the norms of the operators of Theorems 3.3 and 3.4, we can obtain M = 3. Moreover we have
∥f (t, u)− f (t, v)∥ = e
−t
12+ et
 u1+ u − v1+ v
 ≤ e−t12+ et ∥u− v∥ ≤ 112∥u− v∥.
Hence ∥µ1∥ = 112 .
∥g(t, u)− g(t, v)∥ = et
 1√72+ u − 1√72+ v
 ≤ et72∥u− v∥. ≤ 124
Hence ∥ν1∥ = 124 .
max
t∈[0,T ]
 t
0
|q(t − s)|ds = max
t∈[0,1]
intt0e
|t−s|ds = max
t∈[0,1]
et − 1 ≤ 2.
And
∥m(u)−m(v)∥ ≤
p
i=1
|ai| ∥u− v∥ ≤ b∥u− v∥,
∥n(u)− n(v)∥ ≤
p
i=1
|ci| ∥u− v∥ ≤ d∥u− v∥
we take b =pi=1 |ai| ≤ 112 , d =pi=1 |ci| ≤ 112 . We shall check that conditionM(b+ d+ T∥µ1∥L∞(I,R+) + qT 2∥ν1∥L∞(I,R+)) < 3×  112 + 112 + 112 + 124 × 2

< 1.
Therefore from Theorem 4.3, we deduce that (5.1) has a unique mild solution.
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