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Abstract
In this paper we propose a new way of proving the value of a firm that is
currently producing a certain product and faces the option to exit the market.
The problem of optimal exiting is an optimal stopping problem, that can
be solved using the dynamic programming principle. This approach leads to a
partial differential equation, called the Hamilton-Jacobi-Bellman equation.
This is a free-boundary problem, and therefore, we propose an approxima-
tion for the original model. We prove the convergence of the solution of the
approximated problem to the original one and finally, using the Implicit Func-
tion Theorem, we obtain this solution.
Keywords: Exit Options, HJB Equations, Free-Boundary Problem
1. Introduction
In this paper we propose a new way to prove the value function of a company
that faces the option to exit from the market.
This is a problem often adressed in the literature of real options, specially
after the pionner work of ?. Since then, many irreversible investment prob-
lems have been widely studied in economic literature, but also in mathematical
journals, due to the challenging questions that such problems raise.
In real options models the companies (that produce the goods) make de-
cisions concerning labour levels and capital investment. These decisions share
✩The research of the authors was partially supported by the SANAF project, with project
reference number UTA CMU/MAT/0006/2009.
∗Corresponding author, Email: cnunes@math.ist.utl.pt, Phone: +351 965694036
Preprint submitted to Elsevier August 15, 2018
three important characteristics. First, the decision is partially or completely
irreversible and involves some sunk costs. Second, there is uncertainty over the
future rewards from the investment. Third, there is some flexibility about the
timing of the decision. One can postpone the decision to get more information
about the future.
There are many possible features in such an investment problem, namely the
dynamics of the underlying process (finite versus infinite horizon), the possible
options (exit, investment, suspension, others), the number of possible invest-
ments (only one investment versus multiple investments), type of costs (irre-
versible versus reversible). The list of publications is vast. For example, ?
analyze a model of irreversible investment with two sources of uncertainty, ap-
plying their methodology to power generation under uncertainty; ? use options
game evaluation framework to study a company in the TFT-LCD industry. ?
consider an investment project where the capacity can be expanded irreversibly
over time; other models related with capacity expansion can be found, for ex-
ample, in ???. Related with the technological adoption, we refer to ???.
In the mathematical economics literature some reversible investment prob-
lems are formulated as singular stochastic control problems. For example, ? and
? address such problem in infinite horizon, whereas ? address in finite horizon.
In the paper we study the Hamilton-Jacobi-Bellman (HJB, for short) equa-
tion (that can be obtained by the Dynamical Programming Principle and the
infinitesimal generator), which turns out to be a free-boundary problem. The
novelty that we propose in this work is the methodology that we use in order
to circumvent the insufficient number of boundary conditions. We propose a
truncation method, where natural boundary conditions exist, and such that the
solution of this problem converges to the solution of the original problem.
Although the model that we propose in this paper is quite simple (dynamics
of the problem is described by a geometric Brownian motion, we assume infinite
horizon, and there is just one investment option - the exit of the market, and
irreversible costs), this new way of deriving the optimal value function of the
firm, and the optimal stopping time (the time at which the company decides,
optimally, to exit the market) that we propose can also be extended to other
more realistic and complex situations.
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The rest of the paper is organized in the following way: in Section 2 we
present the model, as well as the the conditions assumed throughout the work.
In Section 3 we introduce the truncated problem, which will be an approxi-
mation of the original model, and we provide important results concerning the
Hamilton-Jacobi-Bellman equation associated to this new problem. In Section
4 we prove the convergence of the solution of the truncated problem to the orig-
inal one and, finally, we provide its solution, notably the optimal value function
and the optimal investment decision, providing the value of the demand that
triggers the exit decision. Finally in Section 5 we present some conclusions.
2. Model
In this section we present the model and assumptions that we consider along
the paper.
The firm currently produces an established product. The demand of this
product is modelled by the unidensional stochastic process X = {X(t), t ≥ 0},
defined on a complete filtered space ((Ω, {Ft}t≥0,P), with dynamics
dX(t) = αX(t)dt+ σX(t)dW (t) (1)
X(0) = x (2)
where W = {W (t), t ≥ 0} is a Brownian motion. Thus it follows that X is a
geometric Brownian motion, with drift µ and volatility σ.
The price of the product at time t, hereby denoted by p, is determined by
the demand and the quantity, denoted by q, by the following inverse demand
function:
p(x) = γx− q,
where x is the present demand level of the produce. We assume that the firm’s
profit, here denoted by Π, is given by
Π(x) = p(x)× q −K,
where K is a fixed cost.
In this paper we assume that the firm capacity is flexible, and produces
optimally, in order to maximize its profit. So trivial calculations lead to the
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following optimal quantity, given that at the present time the demand level is
x:
q(x) =
γx
2
and therefore the maximum profit is
Π(x) =
γ2x2
4
−K
At any time, the firm may decide to exit the market, and this decision is
irreversible. If the firm decides to exit the market, the firm has to pay a sunk
cost, which we denote by I ∈ R, independently of the actual demand level at
the exiting time. when I ≥ 0, we can interpret I as a liquidation cost, whereas
otherwise it is a salvage value.
We let S denote the set of all Ft-adapted Markov Times.
The decision that the company faces is to decide optimally when it should
exit the market. Thus we want to solve the following optimal stopping problem:
V (x) = sup
τ∈S
J(x, τ), (3)
J(x, τ) = E
[∫ τ
0
e−rsΠ(X(s))ds− e−rτI|X(0) = x
]
, (4)
where r is the (constant) interest rate. In Equation (4), τ denotes the time that
the company decides to exit the market, so that J(x, τ) denotes the value of
the company given that the actual demand level is x (initial demand level) and
that it will exit the market at time τ . Moreover V (x) is the maximum value of
the firm.
Notice that trivial calculations show that one may incorporate the sunk cost
I in the cost K.
e−rτI = I + (e−rτ − 1)I = I −
∫ τ
0
e−rsτIds.
So, henceforward we only discuss the problem
V (x) = sup
τ∈S
J(x, τ) (5)
J(x, τ) = E
[∫ τ
0
e−rsΠ(X(s))ds|X(0) = x
]
.
We note that if K ≤ 0, then we have a trivial problem, because in that case Π(x)
is always positive for all x ∈ [0,+∞[ and therefore we do not stop, meaning that
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the company will never exit the problem. Thus during the rest of the paper, we
assume that K is strictly positive.
For ease the notation, in this paper we always assume the following notation:
E[·] ≡ E[·|X(0) = x].
Furthermore, we also assume that E
[∫ +∞
0
e−rt |Π(X(t))| dt
]
< +∞, see for
example ?. We note that as the profit function Π(.) is lower-bounded, we have
that
E
[∫ +∞
0
e−rtΠ−(X(t))dt
]
< +∞,
wherebyE
[∫ +∞
0 e
−rtΠ(X(t))dt
]
is well defined. When E
[∫ +∞
0 e
−rtΠ(X(t))dt
]
=
+∞ the problem is trivial, leading to τ =∞. The next Proposition gives suffi-
cient conditions for we have
E
[∫ +∞
0
e−rtΠ(X(t))dt
]
= +∞
.
Proposition 1 (a) If there are a, b ∈ R such that
Π(x) ≤ a+ bxβ , ∀x > 0 and − r +
σ2
2
(β − 1)β + βα < 0,
then E[
∫ +∞
0
e−rsΠ(X(s))ds] < +∞.
(b) If there are a, b ∈ R such that
Π(x) ≥ a+ bxβ , ∀x > 0 and − r +
σ2
2
(β − 1)β + βα ≥ 0,
then E[
∫ +∞
0 e
−rsΠ(X(s))ds] = +∞.
Proof of Proposition 1 Using Fubini’s theorem we guarantee that
E[
∫ +∞
0
e−rsΠ(X(s))ds] =
∫ +∞
0
e−rsE[Π(X(s))]ds. Moreover
E[a+ b (X(s))
β
] =E
[
a+ bxβ0 exp
(
β(α −
σ2
2
)s+ βσW (s)
)]
=a+ bxβ0 exp
(
βαs+
σ2
2
(β − 1)βs
)
Since x0 is finite, we have (a) and (b). 
Remark 1 Our function Π(.) is polynomial on the demand level, so we have
strict equality in the previous proposition with β = 2. Therefore, we have two
situations:
(a) If −r + σ2 + 2α ≥ 0, then E[
∫ +∞
0
e−rsΠ(X(s))ds] = +∞. Therefore the
problem is trivial and τ = +∞.
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(b) If −r + σ2 + 2α < 0, then E[
∫ +∞
0
e−rsΠ(X(s))ds] < +∞, and therefore
τ = +∞ is not a priori optimal.
Henceforward, we assume the condition
r > σ2 + 2α. (6)
3. The Truncated Problem
The problem of optimal decision concerning the exit of the market is an op-
timal stopping problem. This kind of problems can be solved using the so-called
HJB, derived using the infinitesimal generator of the process (here assumed to
be a geometric Brownian motion), and the dynamical programming principle.
When using the HJB, we end up with a differential equation, and thus in
order to solve the problem we need to find the solution of this differential equa-
tion. There are natural boundary conditions, but in this class of problems the
number of boundary conditions is not enough to assure an unique solution. So
we end up with a free-boundary problem ?.
In this section we present a new method that we propose to use in order to
circumvent the free-boundary problem, using a truncated problem (an approxi-
mation of the original one). This truncated problem is no-longer a free-boundary
problem, and also its solution converges to the solution of the original problem.
In the next sub-section we present in more detail the truncated problem.
3.1. The Model
For each C ∈]0,+∞[, let νC = inf{t : X(t) ≥ C} denote the first time the
demand level hits the level C. For such C, we consider the truncated process
{XC(t), t ≥ 0}, with:
XC(t) =


X(t) if t < νC
0 if t ≥ νC
.
Here, νC is a Markov time and X
C is an adapted process. Thus XC is path-wise
equal to X until the time it first hits level C; after this time, the process stays
freezed in level 0. Thus for this new problem, if the firm did not exit the market
until time νC , then it will do it at this time.
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For such problem we look for the the solution, hereby denoted by VC(.), such
that
VC(x) ≡ sup
τ∈S
E
[∫ τ
0
e−rsΠ(Xc(s))ds
]
(7)
≡ sup
τ∈S
JC(x, τ)
3.2. The Hamilton-Jacobi-Bellman Equation
The HJB equation for the truncated problem (7) is the following:
min
{
rVC(x) − αxV
′
C(x)−
1
2
σ2x2V ′′C (x)−
γ2x2
4
+K,VC(x)
}
= 0 ∀x ≥ 0
(8)
VC(C) = 0 (9)
VC(0) = 0 (10)
where the bounday conditions (9, 10) follow in view of the definition of the
truncated problem. Remark that this is no longer a free-boundary problem.
We start solving the following ordinary differential equation (ODE):
rv(x) − αxv′(x) −
1
2
σ2x2v′′(x)−
γ2x2
4
+K = 0 (11)
corresponding to the value of the firm at the continuation region (i.e., where it
is optimal to continue producing).
Considering the change of variable x = et, we end up with the following
linear second order ODE,
ry + (
1
2
σ2 − α)y′ −
1
2
σ2y′′ =
γ2e2t
4
−K.
The solution of the homogeneous equation is yh = C1e
D1t + C2e
D2t, where
D1 and D2 are the positive and negative solution, respectively, of the equation
− 12σ
2D2 + (12σ
2 − α)D + r = 0. Using the condition (6), it is trivial to prove
that D1 > 2.
A particular solution for the non-homogeneous equation is yp =
γ2
4(r−2α−σ2)e
2t−
K
r
. Therefore the solution of the equation (11) is given by:
v(x) = A1x
D1 +A2x
D2 +
γ2
4(r − 2α− σ2)
x2 −
K
r
. (12)
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Next we verify that (12) is indeed a solution of the problem (9). For such
purpose, we use the verification theorem (2) (see Appendix (6)). In order to
use this theorem we need to assume that the solution to this problem is, at
least, C1(R) with absolutely continuous derivative. Suppose that there is, vC ,
a solution of (9) that satisfies:

vC(x
∗
C) = 0 and v
′
C(x
∗
C) = 0, (fit condition)
vC(C) = 0 (terminal condition).
(13)
where x∗C ∈ [0,+∞[, for each C ∈]0,+∞[.
We remark that if the solution of (11) is such that vc(0) = vc(C) = 0, then
A2 = 0,K = 0 and we end up in the trivial case. So let us assume that we are
not in the trivial case.
We are going to prove that V (x) = max(vC , 0) and we guess that the con-
tinuation region for the truncated problem has the form Dc =]x
∗
c , C[. Notice
that HJB equation (8) are verified if vC(x) > 0 ∀x ∈]x
∗
C , C[ and r × 0− αx ×
0− γ
2x2
4 +K ≥ 0 when x ∈]0, x
∗
C [. Then, if the following conditions are verified:
vC(x) ≥ 0, if x ≥ x
∗
C
x∗C ≤
2K
1
2
γ
,
the verification theorem (2) guarantees that VC(x), defined as
VC(x) =


vC(x), x ≥ x
∗
C
0, x < x∗C .
is the solution of truncated problem.
Proposition 2 The function, vc(x), defined by (12) with boundary conditions
(13) is positive when x ∈ (x∗c , C).
Proof of Proposition 2 Suppose that there is x˜ ∈ (x∗c , C) such that vc(x˜) ≤
0. By the continuity of the function vc(.) is trivial to argue tha there exist
x1 ∈ (x
∗
c , C) such that vc(x1) = min{vc(x) : x ∈ (x
∗, c)} ≤ 0. Naturally,
v′c(x1) = 0 and v
′′
c (x1) ≥ 0. So,
rvc(x1)−
1
2
σ2x21v
′′
c (x1) = −
(
K −
γ2x21
4
)
.
This implies that K −
γ2x2
1
4 ≥ 0 and consequently K −
γ2x∗
c
2
4 > 0. The first
conclusion is, if there is a minimum point of vc, first there is a maximum point
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of vc, because vc(x
∗
c) = v
′
c(x
∗
c) = 0 and
σ2
2 (x
∗
c)
2v′′c (x
∗
c) = K −
γ2(x∗
c
)2
4 > 0, by
smoothness of vc at x
∗
c .
Therefore, let be x2 such point, with x
∗
c < x2 < x1 < C. Then:
vc(x2) ≤ 0, v
′
c(x2) = 0 and v
′′
c (x2) ≤ 0.
and thus K −
γ2x2
2
4 < 0 and K −
γ2x2
1
4 > 0 and, consequently, x1 < x2, which
is a contradiction resultant of our initial hypothesis. Therefore vc is positive in
this region. 
Corollary 1 The value K −
γ2(x∗
c
)2
4 is non-negative.
The previous proposition and corollary guarantee that the conditions of the
verification theorem (2) are verified, and so Vc(x) is indeed the solution of the
truncated problem.
4. Solution of the Original Problem
In this section we find the solution of the original problem. For that we
prove that the solution of the truncated problem converges to the original one.
Theorem 1 The solution of the original problem, (5), V (x), is given by{
v∞(x), x ≥ x
∗
∞
0, x < x∗∞,
,
where v∞ is given by (12) with parameters x
∗
∞, A
∞
1 , A
∞
2 given by

A∞1 = 0
x∗∞ =
(
− D22−D2 ×
K
r
× 4(r−2α−σ
2
γ2
) 1
2
A∞2 =
2
2−D2
× K
r
× (x∗)−D2
(14)
Proof of Theorem 1 The proof of the theorem follows immediately of the
next two propositions. 
Proposition 3 The solution of truncated problem (7) converges to the solution
of original one (5).
Proof of Proposition 3 Notice that, X(s) ≥ XC(s), with probability 1 and
thus the following inequalities hold:
E
[∫ τ
0
e−rsΠ(X(s))ds
]
≥ E
[∫ τ
0
e−rsΠ(XC(s))ds
]
⇒ V (x) ≥ VC(x).
Therefore, VC(x) ≤ V (x) , ∀C > 0 and consequently lim supC→+∞ VC(x) ≤
V (x). In order to prove that lim infC→+∞ VC(x) ≥ V (x), we will show that
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lim infC→+∞ JC(x, τ) ≥ J(x, τ), ∀τ ∈ S. Fix τ ∈ S. Then,
E
[∫ τ
0
e−rsΠ(X(s))ds
]
= E
[∫ τ∧νc
0
e−rsΠ(XC(s))ds
]
+
+E
[∫ τ
τ∧νC
e−rsΠ(X(s))ds
]
=
=E
[∫ τ∧νC
0
e−rsΠ(XC(s))ds
]
+ E
[∫ τ
τ∧νC
e−rsΠ(0)ds
]
+
+E
[∫ τ
τ∧νC
e−rs
(
Π(X(s))−Π(0)
)
ds
]
=
=E
[∫ τ
0
e−rsΠ(XC(s))ds
]
+ E
[∫ τ
τ∧νC
e−rs
(
Π(X(s))−Π(0)
)
ds
]
,
where a ∧ b = min(a, b). By construction, XC(s) ր X(s) a.s, when C → +∞.
Thus it follows trivially that Π(XC(s))ր Π(X(s)) a.s. Furthermore, τ ∧ νC ր
τ , for the same reason. So we have that:∫ τ
τ∧νC
e−rs
(
Π(X(s))−Π(0)︸ ︷︷ ︸
≥0
)
dsց 0, a.s
and, as Π(X(s)) −Π(0) ≥ 0 a.s, it follows that:∫ τ
τ∧νC
e−rs
(
Π(X(s))−Π(0)︸ ︷︷ ︸
≥0
)
ds ≤
∫ +∞
0
e−rs
(
Π(X(s))− Π(0)
)
ds.
Therefore, the dominated convergence theorem guarantees that:
lim
C→∞
E
[∫ τ
τ∧νC
e−rs
(
Π(X(s))−Π(0)
)
ds
]
= 0.

Given that convergence is guaranteed, the solution of the original problem is
V (x) = limC→+∞ VC(x). Indeed, we only need to obtain the solution of system
given by (13) when C →∞.
Proposition 4 The solution of the system (13) when C → +∞ is given by
(14).
Proof of Proposition 4 In order to prove the result, notice that (13) is equiv-
alent to 

A1C
D1 + A2C
D2 + γ
2
4(r−2α−σ2)C
2 − K
r
= 0
A1(x
∗
C)
D1 +A2(x
∗
C)
D2 + γ
2
4(r−2α−σ2) (x
∗
C)
2 − K
r
= 0
A1D1(x
∗
C)
D1 +D2A2(x
∗
C)
D2 + γ
2
2(r−2α−σ2) (x
∗
C)
2 = 0
(15)
and that dividing the first equation by CD1 we obtain A1+ ǫ1A2+ ǫ2 = 0 where
ǫ1 = C
D2−D1 , ǫ2 = BC
2−D1 − K
r
C−D1 and B = ǫ
2
4(r−2α−σ2) . As D2 < 0 and
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D1 > 2, ǫ1, ǫ2 → 0 when C → +∞. Making ǫ1, ǫ2 = 0, it is possible to solve
explicitly the system, and its solution is given by (14). In order to prove the
result, we will use the Implicit Function Theorem. Now let ψ : R5 → R3 be the
C∞ function defined by:
ψ(A1, A2, x, ǫ1, ǫ2) =(
A1 + ǫ1A2 + ǫ2, A1x
D1 +A2x
D2 +Bx2 −
K
r
,A1D1x
D1 +D2A2x
D2 + 2Bx2
)
The previous considerations guarantee that ψ(A∞1 , A
∞
2 , x
∗
∞, 0, 0) = 0, so, if we
represent the matrix of the first derivatives of ψ in the variables A1, A2 and x by
D(A1,A2,x)ψ , we will need to verify that |D(A1,A2,x)ψ(A
∞
1 , A
∞
2 , x
∗
∞, 0, 0)| 6= 0.
As,
D(A1,A2,x)ψ(A
∞
1 , A
∞
2 , x
∗
∞, 0, 0) =
 1 0 0(x∗∞)D1 (x∗∞)D2 D2A2(x∗∞)D2−1 + 2B(x∗∞)
D1(x
∗
∞)
D1 D2(x
∗
∞)
D2 D22A2(x
∗
∞)
D2−1 + 4B(x∗∞)

 ,
trivial calculations show that |D(A1,A2,x)ψ(A
∞
1 , A
∞
2 , x
∗
∞, 0, 0)| =
(4 − 2D2)B(x
∗
∞)
D2+1 6= 0. Then, the Implicit Function Theorem, guarantees
that there are an open set U ⊂ R3 containing (A∞1 , A
∞
2 , x
∗
∞) and an open
set V ⊂ R2 containing (0, 0) and a unique continuously differentiable function
φ : V → U such that:
{ψ (φ(γ1, γ2), γ1, γ2) : (γ1, γ2) ∈ V } =
{ψ (A∞1 , A
∞
2 , x
∗
∞, γ1, γ2) : (γ1, γ2) ∈ V, (A
∞
1 , A
∞
2 , x
∗
∞) ∈ U}.
So, this guarantees that, when (γ1, γ2)→ (0, 0) the solution of
ψ(A1, A2, x, γ1, γ2) = 0 is given by (14). 
5. Conclusion
The way that we derive the solution for the value of a firm that faces the
option to exit the market can also be used to solve other investment problems,
as investment in new products, suspension of production, etc.
In fact in all the cases of investment decisions the problem turns out to be
a free-boundary one. But to apply the verification theorem that we used in
order to prove existence and uniqueness of classical solution we need a sufficient
number of boundary conditions. When we consider the truncation of the original
model to obtain the necessary boundary conditions.
A possible extension of the present work is the introduction of suspension
option in the production process. There we may assume that, because there are
running costs, the firm may temporarly stop production, entering in a suspen-
sion mode. Production may be resumed latter, paying some cost of return. This
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new problem should be formalized as an impulse control problem, for which we
pretend to obtain the associated HJB equation and its solution.
6. Appendix
Consider the unidimensional stochastic process, {X(t), t ≥ 0} defined on a
complete filtered space ((Ω, {Ft}t≥0,P) satisfying the following diffusion equa-
tion
dX(t) = b(X(t))dt+ σ(X(t))dW (t) (16)
X(0) = x (17)
Moreover we assume that b(.) and σ(.) satisfy the usual conditions of measura-
bility and adaptability, see for example ?. Let τ be a Markov time with respect
to the stochastic process {X(t), t ≥ 0}, taking values in [0,+∞]. We define S
as the state space of all Markov Times adapted to the filtration generated by
the Brownian Motion defined above.
Suppose that the continuous function g, h : R 7→ R satisfy the following
measurability condition:
E
[∫ +∞
0
e−rt|g(X(t))|dt+ e−rτ |h(X(τ))|
]
<∞. (18)
Let
J(x, τ) ≡ E
[∫ τ
0
e−rsg(X(s))ds+ e−rτh(X(τ))χτ<∞
]
(19)
then the optimal stopping time problem is to find a function V such that
V (x) = sup
τ∈S
J(x, τ).
In the following Theorem we provide a characterization of the solution of
(19) as a solution of a second order differential equation . Its proof can be
found, for instance, in ?.
Theorem 2 Let φ(.) be a function, with φ ∈ C1(R), and with derivative abso-
lutely continuous, such that φ satisfies the following condition
min{rφ(x) − b(x)φ′(x) −
σ2(x)
2
φ′′(x) − g(x), φ(x) − h(x)} = 0
for almost every x ∈ R.
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