Abstract In this paper, we study matrices in the (max,+) algebra. We introduce a new tool for describing the deterministic spectral behaviour of matrices of size 3 3. It consists in a graphical representation of eigenvectors and domains of attraction in the projective space. A more complete version of this paper is accessible via ftp, 6].
I. Introduction
Discrete Events Dynamic Systems (DEDS) are a common framework to represent communication or manufacturing networks. Petri nets, and more precisely Event Graphs, are an example of a formalism to study DEDS. Event Graphs model phenomena such as synchronization or blocking. They have a simple interpretation in a non conventional algebra, the (max,+) algebra. The spectral theory of matrices in the (max,+) algebra is now well known. It can be tracked back to 5] or 4] One of the main di erences with the classical spectral theory is that there is a unique eigenvalue for irreducible matrices. As a consequence, the main interest and di culty is to study eigenvectors associated with the unique eigenvalue. For a timed Event Graph, the eigenvalue is exactly the mean cycle time (inverse of the throughput rate). On the other hand, eigenvectors are associated with quantities such as : number of tokens in a place, waiting times or idle times. Multiple eigenvectors mean multiple possible regimes for these quantities. In this paper, we present the classical spectral results under a new light. We develop a tool for describing the spectral behaviour of matrices of size 3 3. It consists in a graphical representation of asymptotic regimes in a projective space.
II. The (max,+) Algebra
We consider systems whose dynamic behaviour is driven by a recursive equation of the form :
x i (n + 1) = max 1 j k (A ij + x j (n)); i = 1; : : : ; k : (1) We allow A ij to be equal to ?1. Let us introduce some new notations.
De nition 1 ((max,+) algebra) We consider the semi-eld (IR f?1g; ; ). The law is max and is the usual addition. We set " = ?1 and e = 0. The element " is neutral for the operation and absorbing for . The element e is neutral for . The law is idempotent, i.e. a a = a.
(IR f"g; ; ) is an idempotent semiring or dioid. It is usually referred to as the (max,+) algebra. We shall denote it by IR max .
In the rest of the paper, the notations +, will stand for the usual addition and multiplication. However, we will write ab for a b whenever there is no possible confusion. For example, for a 2 IR; a d = a d = d a.
We de ne the product spaces IR k max ; IR k k max . We de ne the product of a vector by a scalar : a 2 IR max ; u 2 IR k max ; (a u) i = a u i = a + u i . The matrix product is de ned in a natural way, replacing + and by and respectively. Let A; B 2 IR k k max ,
The matrix-vector product is de ned in a similar way. With these notations, the basic evolution Equation (1) takes a very simple and convenient form. It can be rewritten as :
x(n + 1) = A x(n) : (2) Here x(n) = (x 1 (n); x 2 (n); : : : ; x k (n)) 0 and A is a k k matrix.
We consider the following eigenvalue problem . We want to nd non trivial solutions of the equation A u = u;
where A 2 IR k k is an irreducible (see Def. 4) matrix, u is a column vector (the eigenvector ) and is a real constant (the eigenvalue ). We also de ne periodic solutions of the eigenvalue problem. There are two types of items which have to be assembled together to form a part. There is a stock for each kind of item. We suppose that these stocks are in nite. Each time a part is completed at the assembly line, a request is sent to the storage facilities. New items are then sent to the assembly line. We denote :
: operating time at the assembly line. We consider three daters (x i (n); i = 1; 2; 3) associated with this system. The rst two correspond to the instants at which an item is sent from the stocks. The third one corresponds to the instants at which a part is completed at the assembly line. For example, x 3 (n) is the n-th instant of completion of a part at the assembly line. Then the (max,+) linear system corresponding to this system is the following one :
The eigenvalue of M is = max ( ; ( 1 + 1 + )=2;( 2 + 2 + )=2) (see Theorem 1) . It corresponds to the mean cycle time, i.e. the inverse of the throughput of the system. One can also compute, for example, the idle time of the assembly line between the completion of a task and the beginning of the next one. Let us denote it by . We have :
(n) = x 3 (n) ? x 3 (n ? 1) ? :
(4) This example will be continued in Section VI. This manufacturing system can be modelled using an Event Graph representation as shown in Figure 1 . Event Graphs can e ciently model systems with synchronization, fork-join properties and/or blocking. It is known that all Event Graphs can be described by an evolution equation of the form of Equation (1 De nition 3: The graph associated with a matrix A is a directed graph having a number of nodes equal to the size of A.
It contains an arc from i to j i A ji 6 = ". The valuation of this arc is A ji .
De nition 4: A matrix A is irreducible if : 8i; j 9n 0 j (A n ) ij > " (or equivalently if its graph is strongly connected). A matrix A is aperiodic if : 9n 0; 8i;j j (A n ) ij > ". From now on, we consider only irreducible matrices in IR k k max .
Theorem 1: For each circuit of the graph of A, = ft 1 ; t 2 ; ; t j ; t j+1 = t 1 g, we de ne its average weight by p( ) = (A t 1 t j A t 3 t 2 A t 2 t 1 )=j (here the division is the conventional one). The matrix A has a unique (non ") eigenvalue, . It satis es the relation = max p( ), where the maximum is taken over all the circuits of (the graph of) A.
There might be several eigenvectors. An eigenvector has all its coordinates di erent from " (due to the irreducibility assumption).
De nition 5: We normalize a matrix by dividing (in IR max , i.e. by subtracting in the conventional algebra) all its entries by its eigenvalue.
A normalized matrix has e as eigenvalue. Eigenvectors and periodic regimes are invariant by a translation of all the entries of a matrix by the same real constant.
De nition 6: For a matrix A, with eigenvalue , we de ne : Critical circuit A circuit of A is said to be critical if its average weight is maximal, i.e. if p( ) = .
Critical graph It consists of the nodes and arcs of A belonging to the critical circuit(s). A critical column (resp. line) of A is a vector A :i (resp. A i: ) where i belongs to the critical graph. A critical term of A is a term A ij where i and j belong to the critical graph. For a general graph, we de ne :
Cyclicity The cyclicity of a strongly connected graph is the greatest common divisor of the lengths of all the circuits. The cyclicity of a general graph is the least common multiple of the cyclicities of its strongly connected subgraphs.
To study the spectral behaviour of a matrix A, it is enough to know :
The number of strongly connected subgraphs (s.c.s.) of its critical graph. The cyclicity of its critical graph.
In the following, a matrix is said to be of type SCSj-CYCk if its critical graph has j s.c.s. and a cyclicity of k.
The two following theorems justify the previous assertion. The good interpretation is that there exists an initial transient regime for the powers of a matrix A. After the transient regime, the sequence fA n g becomes periodic (more rigorously, it is the sequence f (A n )g, see De nition 7, which becomes periodic).
The term A n ji can be interpreted as the heaviest path of n steps starting from i and arriving at j in the graph of A. Theorems 1 and 3 state that the asymptotic growth rate of A n is given by the circuits of A having the maximal weight. 
v) = (v).
This particular example corresponds to the case of points (e 3 ) ( (u)) and (e 1 ) ( (v)) in Figure 3 . The line between (e 3 ) and (e 1 ), in Figure 3 , is the set of linear combinations of the two points. When two values are equal in fu i ? v i ; i = 1; 2; 3g, the picture is degenerate (see Figure 5 , matrix D).
The regular hexagon of Figure 3 is the convex hull of the points (e 1 ); (e 2 ) and (e 3 ), i.e. the set f ( e 1 e 2 e 3 ); ; ; 2 IRg.
C. Change of Basis
A matrix A of IR k k max can be considered as a linear operator on IR k . We want to have a formula of change of basis for the matrix associated with a given linear operator. We are only interested in permutation of the coordinates and translation of the origin.
De nition 9: Let be a permutation of f1;:: : ; kg. The matrix of permutation associated with is P de ned by : P (i);i = e; P ji = "; 8j 6 = (i) :
Lemma 1: Let A be a k k matrix and letÂ be the matrix associated with the same operator in a new basis obtained from the original one by a permutation of the coordinates. Matrix P is the permutation matrix associated with and P ?1 is the one associated with ?1 . We haveÂ = P ?1 A P. We consider a matrix A. We denote byÃ the matrix associated with the same operator in a new basis obtained from the original one by a translation of the origin of the projective space.
Lemma 2: Let A be a k k matrix. Let u 2 IR k be (a representative of) the new origin written in the old basis. In the new basis, we haveÃ = P ?1 A P; where P ii = u i ; P ij = "; 8i 6 = j.
The critical graph of a matrix is not modi ed by a change of basis. Lemma 3 shows that some basis have a particular interest.
Lemma 3: We consider a matrix A, irreducible, of size k. Let be the eigenvalue and u an eigenvector of A. Let P be the matrix of change of the origin associated with u. Let A = P ?1 A P. We have the following property 8i; j 2 1; ; k;Ã ij and 8p; q such that (p; q) belongs to the critical graph (i.e. for all critical terms), we haveÃ qp = .
D. Classi cation
The set of eigenelements of a matrix is the set of eigenvectors and periodic regimes. Each spectral behaviour corresponds to a speci c form for the set of eigenelements. It is possible to prove that this set is compact i the matrix is aperiodic (Def. 4). In the following, we restrict our attention to aperiodic matrices. We propose an algorithm to nd the spectral type (scsj-cyck) of a matrix and to determine the set of its eigenelements. We consider a matrix A 2 IR k k max , irreducible and aperiodic. Figure 5 , an example of such modi cations.
V. Illustrated Spectral Theory in Dimension 3
We are ready to take a closer look at irreducible and aperiodic matrices of size 3. Using Theorems 2 and 3, it is easy to show that there are only six possible spectral behaviours, which can be sorted in four categories.
scs1-cyc1 scs3-cyc1 and scs1-cyc3. scs2-cyc2 scs2-cyc1 and scs1-cyc2. We propose canonical examples of some of the di erent spectral behaviours. By lack of space, we do not propose all the cases. For a complete treatment, see 6]. For each case considered, we are going to draw the set of eigenelements, in IPIR 3 . We will also represent the domains of attraction of the di erent eigenelements. For a matrix A, we call domain of attraction of an eigenvector (resp. of a periodic regime) the set of initial conditions fx 0 g such that (A n x 0 ) converges to that eigenvector 
where (.) stands for ?1. We consider rst the scs3-cyc1 case. There are three extremal eigenvectors and no periodic regime of period greater than one (Theorems 2 and 3). Let us consider more speci cally the matrix B. It is a normalized matrix and we check that B + = B. By Theorem 2, the three columns B 1 ; B 2 and B 3 of B are the extremal eigenvectors. The set of eigenvectors is the IR max convex hull of these three eigenvectors. In Figure 4 , it is represented in dark gray.
If the initial condition x 0 is in the light gray zone number i, then the limit value (of (B n x 0 )) is (B i ). If the initial condition is in one of the white strips, then the limit value is the nearest point for the projective distance (and this limit is attained in one step as B 2 = B). For example, for initial conditions u 0 or u 0 0 (resp. v 0 , v 0 0 ) the limit value is u (resp. v).
We will now consider what happens if we modify the non-critical terms of the matrix B. We have represented the sets of eigenvectors of these matrices in Figure 5 . We can represent these sets using the procedure described in Section IV-B. Let us consider the matrix C for example. We represent the three columns of C + = C, (C 1 ); (C 2 ) and (C 3 ).
The convex hull of these three points is the set of eigenvectors of C. The set of periodic regimes of A has been represented in Figure 6 . It is easy to check that the unique eigenvector of A is e = (e; e; e) 0 . If the initial condition is in one of the gray zones, then the stationary periodic regime is f (A 1 ); (A 2 ); (A 3 )g.
If the initial condition is in one of the white strips, the limit regime consists of three points on the boundary of the hexagon.
For example for an initial condition u 0 or u 0 0 , the limit regime is fu 1 ; u 2 ; u 3 g. If the initial condition u belongs to , the stationary periodic regime is fu; Au; A 2 ug. We have also drawn an example of such a regim (fv 1 ; v 2 ; v 3 g).
Remark In the cases we have been dealing with so far, domains of attraction had a very easy algebraic characterization. In fact for an initial condition u, the limit value of (A n u) (or (B n u) was the nearest (for the projective distance) eigenvector or periodic regime. This is a general result. It is a consequence of the synchronization phenomena occuring in IR max . However we will see, in the scs1-cyc2 case for example, that the nearest eigenvector is not always unique which makes the description of domains of attraction more delicate.
B. Scs2-Cyc1 and Scs1-Cyc2
In the same way as previously, if A is a scs1-cyc2 matrix then A 2 is a scs2-cyc1 matrix, the converse being false. For example, Fig. 7 . Scs2-cyc1 (resp. scs1-cyc2), set of eigenelements of G (resp. F).
The set of eigenvectors is the linear combinations of (G 1 ) and (G 2 ). As opposed to the scs3-cyc1 case, no eigenvector has a domain of attraction restricted to itself. If the initial condition x 0 is in the gray zone 1 or 2, the limit value of (G k x 0 ) will be (G 1 ) or (G 2 ) respectively. If it is in zone 3, then the limit value will be (G). When the initial condition is in one of the white strips, the limit value is given by the arrow. For example, if the initial condition is u 0 , u 1 or u 2 , the limit regime is u. The picture remains the same for matrix F which is scs1-cyc2.
There is only one eigenvector which is (G). The line between (G 1 ) and (G 2 ) is the set of periodic regimes of period 2. Two points of this set belong to the same periodic regime if they are symmetric with respect to (G). For an initial condition in zone 3, the limit regime is the eigenvector (G). For an initial condition in zones 1 or 2, the limit regime is f (G 1 ); (G 2 )g and so on.
C. Scs2-Cyc2
The canonical example of such a matrix is : We consider a speci c periodic regime fu ; v g. We suppose that the system is in this regime, i.e. (x(2n)) = (u ) and (x(2n + 1)) = (v ). We consider the idle time as de ned in Equation (4). We have (2n) = 1+(u ) 3 ?(v ) 3 and (2n+1) = 1+(v ) 3 ?(u ) 3 . We see that the idle time of the assembly line depends on the periodic regime of the system. Suppose that we want to minimize the idle time. We also want to have a control which consists in choosing the initial condition. So we minimize for the eigenvector u ( = 0). We conclude that we have to choose the initial condition in the domain of attraction of u. Such a domain is given by the graphical representation of matrix M (which will be close to the one of Figure   7 ).
VII. Conclusion
The main contribution of this paper is the graphical characterization of the domains of attraction of the eigenelements of a matrix. The drawback of the approach is that it considers only matrices of size 3. However, it should be noted that for a general matrix, if the critical circuit is of size 3 or less, then the proposed approach applies. Moreover, the study of these 3x3 matrices provides a good intuition of the general case. For example, in any dimension, the domains of attraction will be polyhedrons and the sets of eigenelements, compact polyhedrons.
