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Abstract
While mobile services incorporate and apply the fundamental principles of Service Oriented
Architecture (SOA), they present a number of specifics that push certain challenges related
to service oriented systems to their extreme and additionally introduce new unique research
challenges. Such specifics relate to: (i) dynamism – open mobile environments are much
more volatile than typical service environments, with services emerging and disappearing
in arbitrary ways without prior notification; (ii) heterogeneity – a direct consequence of ad
hoc mobile environments is that no safe assumption can be made about the technological
and business features of the services encountered; (iii) awareness – in most mobile service
applications, the business capabilities of services are not the only ones that matter, the multi-
faceted context of services is equally important; and (iv) the equation among QoS expecta-
tions on services, scalability, and required resources is hard to solve, due to the resource
constraints that are typical to mobile environments. Dealing with the identified specifics
gets even more complex if we consider both traditional computing services and services
attached to the physical world by means of sensors and actuators, i.e., Things.
In this habilitation thesis, I provide an overview and discussion of my main research
results in these last years. In the context discussed above, I have focused on two principal
aspects of service oriented computing in mobile environments: Interoperability and Compo-
sition. In my research work reported herein, Interoperability refers to the middleware layer,
while Composition refers to the application layer. More precisely, service Composition re-
lies on a common underlying middleware that supports Interoperability independently of
the development and deployment internals of services (hardware platforms, operating sys-
tems, programming languages); however, when heterogeneous middleware is employed,
Interoperability needs to be worked out also at this layer. Particularly in the open mobile en-
vironment reaching out to the whole Internet, these two aspects are closely interrelated. This
calls for extensions to the classic SOA architectural style: services can be very diverse net-
worked entities (e.g., Things, sensor-actuator networks, service feeds, data streams). Hence,
stating this briefly, my research contributions have aimed at extending the SOA style with
Interoperability and Composition enablers for mobile computing.
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Given the prevalence of global networking and computing infrastructures (such as the Internet and the
Cloud), mobile networking environments, powerful hand-held user devices, and physical-world sensing
and actuation devices, the possibilities of mobile distributed systems have reached unprecedented levels.
Such systems are dynamically composed from networked resources in the environment, which may span
from the immediate neighborhood of the users – as advocated by pervasive computing – up to the entire
globe – as envisioned by the current and Future Internet and one of its major constituents, the Internet
of Things. Hence, truly ubiquitous computing is now getting tangible.
A computing paradigm that has proved particularly appropriate for ubiquitous and mobile computing
systems is Service Oriented Computing (SOC) or Service Oriented Architecture (SOA) [116,117]. Therein,
networked devices and their hosted applications are abstracted as services delivered and consumed on
demand. The benefit of this approach lies in the loose coupling (in terms of implementation and hosting
platform internals) of the components making up a system, hence the increased ability to make systems
evolve when, e.g., requirements change or the computing & networking environment changes. The SOA
approach, as, e.g., enabled by SOAP or REST Web services, is a convenient architectural style enabling
integration of mobile services; the latter can be retrieved and composed dynamically thanks to service
discovery and service interaction protocols.
While mobile services incorporate and apply the fundamental principles of SOA, they present a num-
ber of specifics that push certain challenges related to service oriented systems to their extreme and
additionally introduce new unique research challenges. Such specifics relate to: (i) dynamism – open
mobile environments are much more volatile than typical service environments, with services emerging
and disappearing in arbitrary ways without prior notification; (ii) heterogeneity – a direct consequence of
ad hoc mobile environments is that no safe assumption can be made about the technological and business
features of the services encountered; (iii) awareness – in most mobile service applications, the business
capabilities of services are not the only ones that matter, the multi-faceted context of services is equally
important; and (iv) the equation among QoS expectations on services, scalability, and required resources
is hard to solve, due to the resource constraints that are typical to mobile environments. Dealing with
the identified specifics gets even more complex if we consider both traditional computing services and
services attached to the physical world by means of sensors and actuators, i.e., Things.
In the following, we discuss research challenges related to SOC in the mobile environment [19,36,41,
42,73,85,86]:
Service description and discovery. Service description is a fundamental element in SOA, as it
determines the information that a service needs to expose to its environment for enabling its unambiguous
identification and use. A variety of service description languages have been proposed to cover different
service aspects and are currently in use. Some of them have reached the status of a standard and
others are still research proposals. Such aspects include the service profile, that is, a high-level business
description of a service, the interface, the behavior, that is, the observable supported execution patterns
of the service in coordination with its environment, the QoS properties, and the service binding, that is,
the information required for accessing the service at the underlying middleware protocol level. Besides
employing an established syntax for describing these aspects, these languages may further make the
semantics of the different aspects explicit by referring to a structured vocabulary of terms (ontology),
which represents a specific area of knowledge. As already pointed out, mobile environments are typically
1
2 CHAPTER 1. INTRODUCTION
very dynamic and ad hoc, which calls for rich service descriptions, covering most of the above aspects,
and their automated processing at runtime for enabling a realistic mobile SOA.
Additionally as raised above, mobile environments can be very heterogeneous, both locally but also
when reaching out to the whole Internet of Services and Things, which aims to encompass all kinds
of resources and present them as services. Service heterogeneity concerns both business semantics and
communication middleware. The former issue has led to a wide use of ontologies and related technologies
in SOA, as well as to extensive research in this area. As for the latter issue, it is due to the fact that mobile
services may use different communication contexts. This calls for support for heterogeneous interaction
styles, namely message-driven, event-driven, and data-driven styles. Different interaction styles apply to
different needs; for instance, asynchronous, event-based publish/subscribe is more appropriate for highly
dynamic environments with frequent disconnections of involved entities. This fact makes the various
service bindings supported by most service description languages too stringent, since they comply with a
single (client/server) message-based interaction style. Service description should be able to abstract and
comprehensively specify the various service bindings of mobile services. This further implies extending
the notion of service and introducing adequate service interaction modeling.
Heterogeneity further concerns available resources. Mobile services may be hosted on platforms that
range from wireless resource-rich machines to wireless resource-constrained devices, and further to any
physical object (Thing) enhanced with some networking capacity. Consequently, the need for automated
runtime processing of service descriptions creates a trade-off between richness and efficiency given the
resource constraints of mobile devices. This trade-off concerns the storage, publication, search, access,
and reasoning about service descriptions, as enacted for the purposes of service discovery. In particular,
it calls for advances in the expressiveness and processing efficiency of XML-based service description
languages, as well as in the efficient encoding and reasoning about semantic annotations that are part of
such languages.
On the other hand, service discovery & selection deals with matching stored advertisements to requests.
Matching between service descriptions is based on syntactic, semantic and behavioral analyses. Despite
existing work in the area, this is commonly not adapted to the specifics of mobile services, where resource
constraints and user interactivity place inflexible efficiency and performance requirements. Related to
this latter issue is also the need for efficient service repositories, where the organization of stored service
descriptions and related indexing techniques can considerably accelerate the lookup of services. Additional
challenges here are that such repositories should be maintained at runtime and they should also constantly
reflect the extremely volatile population of available mobile services.
Service interaction and composition. As already pointed out, communication contexts of mobile
services are characterized by high diversity of the middleware infrastructures with respect to employed
interaction styles. Hence, as entities interacting in ad hoc settings cannot be assumed to share the same
interaction style, mobile service access and composition are required to support heterogeneous styles and
to enable interoperability among them. Despite a number of approaches dealing with interoperability
between interaction styles or paradigms, provided solutions are in general ad hoc and concern specific
cases. An overall solution to this issue is required for mobile services, based on appropriate modeling
abstractions and transformation mappings between models. Moreover, a precise evaluation of such map-
pings is needed with respect to the preservation of semantics of the interconnected paradigms. Besides
functional semantics, the impact on end-to-end QoS semantics is key here.
Composition in the mobile environment is further about realizing complex services and goals by com-
bining available services. Networked system components should adapt at runtime their functional and
non-functional behavior in order to be composed and interoperate with other components. Moreover,
supporting composition and interoperation requires the definition of behavioral conformance relations
to reason on the correctness of dynamically composed systems with respect to both functional and
non-functional properties. With respect to the former, the composition must enforce selection of the
appropriate component systems and coordination protocols that conform to the specification of the com-
ponent systems. With respect to the latter, it is necessary to account for the QoS delivered by component
systems and their integration. Specifically, the dynamic composition of mobile distributed systems must
both minimize resource consumption on mobile nodes and satisfy the users’ requirements with respect
to perceived QoS. Proposed solutions must take into account the rich semantics and, at the same time,
the resource constraints of mobile nodes, but also the user-interactivity of the mobile environment, thus
employing efficient mechanisms for QoS-aware service composition.
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1.1 Contributions
In this manuscript, I provide an overview and discussion of my main research results in these last years.
In the context discussed above, I have focused on two principal aspects of service oriented computing in
mobile environments: Interoperability and Composition. In my research work reported herein, Interoper-
ability refers to the middleware layer, while Composition refers to the application layer. More precisely,
service Composition relies on a common underlying middleware that supports Interoperability indepen-
dently of the development and deployment internals of services (hardware platforms, operating systems,
programming languages); however, when heterogeneous middleware is employed, Interoperability needs
to be worked out also at this layer. Particularly in the open mobile environment reaching out to the whole
Internet, these two aspects are closely interrelated. This calls for extensions to the classic SOA architec-
tural style: services can be very diverse networked entities (e.g., Things, sensor-actuator networks, service
feeds, data streams). Hence, stating this briefly, my research contributions have aimed at extending the
SOA style with Interoperability and Composition enablers for mobile computing as outlined below.
Mobile service discovery and composition. Our work on service composition includes inevitably
service discovery. We have introduced EASY, a solution to efficient semantic service discovery in mobile
environments. EASY proposes a set of semantic conformance relations for service matching that take into
account fine specificities of services and their descriptions. EASY matching addresses both functional
and non-functional (QoS, context) service properties. Furthermore, EASY introduces two mechanisms
for accelerating the computationally costly semantic reasoning within resource-constrained environments.
First, it applies a numerical encoding scheme to ontologies and service descriptions, thus turning semantic
reasoning into a series of arithmetic operations. Second, it indexes and organizes service descriptions inside
a repository based on subsumption relations, thus reducing considerably the number of required semantic
matching operations for resolving a service request.
By generalizing our service discovery solution, we have introduced COCOA, which discovers and
selects a set of services for realizing a complex user goal in the mobile environment. The distinctive
feature of COCOA is that it flexibly composes services with complex behaviors into a complex task
expressing the user goal. Both services and tasks are high-level workflows of capabilities. COCOA ensures
a correct composition that conforms to the user task specification and enforces valid consumption of the
services. Furthermore, COCOA takes into account the QoS properties of services and the user’s global
QoS requirements regarding the whole task; it selects the service composition that optimally satisfies
these requirements.
While QoS-aware service selection and composition in the two previous contributions results in a small
number of combinations to compare, this is not generally the case. We have focused on the problem of
QoS optimization in service composition, which is computationally NP-hard. Our proposed algorithm
QASSA performs service selection in two steps, locally for each activity of a user task and globally
for the whole task. For the local selection step, QASSA is inspired from multi-objective optimisation,
which QASSA tightens or relaxes in certain aspects in order to select services that have, if possible,
good levels for all QoS properties. Finally, in the global selection step, QASSA selects a set of near-
optimal and interchangeable compositions; this enables late binding and adaptation in the uncertain
mobile environment. QASSA achieves good optimality and excellent performance results, which makes
it suitable for the resource-constrained mobile environment.
Interoperability of middleware protocols. Our work in this area has focused on the problem of
interconnecting systems that employ different interaction styles or paradigms. We include in particular
the client/server, publish/subscribe, data streaming and tuple space paradigms, which cover the majority
of communication middleware platforms enabling system interaction. In our approach, we first study
the semantics of these paradigms across the dimensions of space coupling, time coupling, concurrency,
and synchronization coupling. In a second step, we introduce the Generic Middleware (GM) connector
abstraction that represents in a unified way the common abstract semantics of the different paradigms;
a set of programming interface and corresponding networked protocol primitives is established for GM.
Based on this, we introduce a systematic approach for building interoperability software artifacts that
enable interconnection of systems that employ different interaction paradigms; this allows the automated
synthesis of such artifacts. Our interoperability solution is realized as a lightweight service bus, VSB,
which targets the mobile IoT environment integrating both services and Things into complex applications.
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In the same context, we have further studied the timed behavior of mobile interactions that follow
the identified interaction paradigms. Our modeling includes time coupling semantics of the interaction,
but also lifetime constraints of application data and user-related disconnection behavior of the receiving
mobile application. Our abstractions enable a unified view on the different paradigms. Based on this,
we build a formal model of the mobile interaction with timed automata. Our analysis results in a set
of general conditions for successful interactions, relying on observable and potentially tunable system
and environment parameters. In a second step, we perform statistical simulations of our timed model.
These can be used along with the previous formal conditions by application designers in order to analyze
quantitatively and possibly tune the tradeoff between success rates and latencies of mobile application
interactions.
Going further with our modeling, we have enriched the previous (abstract) timed models with the
features of the underlying mobile protocol infrastructure, including intermittent connectivity and varying
reliability features, as well as with message queueing effects along the end-to-end interaction. We now
employ queueing networks for our modeling. In particular, we have proposed an analytical solution to
a queueing system with intermittent service and validated our model with data traces coming from real
datasets. By using this queueing system model and others, we introduce performance modeling patterns
covering the different interaction types supported by the identified interaction paradigms. We have devel-
oped a queueing network simulator that implements these patterns and have performed analysis of success
rates and latencies similarly to our previous piece of work. The present models and simulations enable
application designers to carry out a much finer analysis and tuning of mobile application interactions. In
particular, performance modeling patterns can be combined to model and analyze end-to-end mobile in-
teractions that rely on different interaction paradigms interconnected via VSB. This allows evaluating the
end-to-end QoS of such interactions. This complements our interoperability solution with an assessment
of its effectiveness, i.e., the potential effect for the application and/or the user’s experience.
Remainder of the manuscript. The remainder of this manuscript is organized as follows. Chapter 2
presents the above outlined contributions with regard to service discovery and composition. It comprises
three sections, which focus on semantic service discovery, service composition based on service behavior,
and QoS optimization in service composition. Chapter 3 presents the contributions concerning middleware
interoperability. Its three sections deal with interoperability across interaction paradigms, timed analysis
of mobile interactions, and QoS analysis of mobile interactions across interaction paradigms. Finally,
Chapter 4 concludes this manuscript and presents an outlook on ongoing and future work.
Chapter 2
Mobile Service Discovery and
Composition
Service discovery and composition are key functionalities in SOA and the mobile service environment.
I discuss in this chapter three solutions in this area, which are interrelated concerning the developed
methods and also follow the same conceptual scheme.
In Service discovery based on service semantics (Section 2.1), a user of the mobile environment ex-
presses her goal as a sought service capability. A capability provided by an available service is then
discovered so that it optimally matches the requested capability in terms of functional and non-functional
(QoS, context) properties.
In Service composition based on service behavior (Section 2.2), the mobile user expresses a more
complex goal in the form of a task, a high-level workflow of requested capabilities. Available services
may also be more complex: they provide several capabilities also coordinated by high-level workflows.
By generalizing the approach of Section 2.1, a composition of services is produced so that: (i) it jointly
provides the requested workflow of the user task, and (ii) it optimally matches the requested task in terms
of capabilities and global (i.e., end-to-end for the composition) QoS properties.
Finally, in Service composition with QoS optimization (Section 2.3), the user task workflow is composed
from simple services that do not expose workflows. Here, we employ the service matching solutions of
the two previous sections and focus on the global QoS optimization problem for the service composition,
which is computationally hard.
2.1 Service discovery based on service semantics
(Publications: [32, 33])
(Ph.D. thesis of Sonia Ben Mokhtar, UPMC, 2007 [29]. Co-supervision with Valérie Issarny.)
Service discovery is an essential functionality for establishing ad hoc associations between service providers
and service requesters. In particular, runtime ad hoc associations are necessary in open and dynamic
runtime environments, such as the mobile environment. There, users express interactive service requests.
Moreover, software services and software clients (taking the role of service requesters on behalf of users)
are designed, developed and deployed independently. During service discovery, semantics underlying
service descriptions and service requests should be matched. A second step of syntactic mapping (i.e.,
in terms of data types and possibly service technologies) between the software interfaces of services and
clients should follow. A flexible software client may also obtain from the service’s interface the exact way
of invoking the service, which may further be complex and expressed as a workflow of service operations.
This step allows eventually having executable bindings. Nevertheless, the first step is the decisive one.
While semantic matching can be based on comparing the natural language vocabulary terms employed
in the software interfaces of services and clients (commonly called syntactic matching in this case), this
produces ambiguous results when there is no previous agreement on the use of terms; this is typically
the case in open environments. A solution was proposed to this problem with the use of techniques
coming from the knowledge representation domain. More specifically, the semantic Web [40] paradigm
proposed to enrich published information with machine-interpretable semantics by referring to ontologies;
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an ontology is a formally structured vocabulary of terms representing a specific area of knowledge. This
is enabled by ontology languages, such as the Web Ontology Language (OWL) [12], which support
formal descriptions and machine reasoning. Building on the semantic Web, the semantic Web services
paradigm was introduced [106]. Following, numerous efforts investigated the automated service discovery
of semantic Web services, but also their invocation, composition and execution monitoring [56, 102, 127,
132, 133]. Semantic service matching and discovery remains a very active field with a number of recent
approaches [114,124,129,130].
In this context, our contribution concerning service discovery has been principally twofold.
• First, we have proposed a set of conformance relations for semantic service matching between
service descriptions and service requests, leading to optimal service selection. We have included in
the elaboration of these relations extensive considerations concerning the specificities of services and
of their semantic descriptions. Our complete service discovery solution, EASY, includes EASY-L,
a language for semantic specification of functional and non-functional service properties, as well as
EASY-M, a corresponding set of conformance relations that take into account both of these types
of properties.
• Second, we have targeted the specificities of the mobile environment, in particular its high dy-
namism, resource-constraints and interactivity with the user. These call for resource-efficient and
fast service discovery mechanisms. This, however, challenges the use of semantic service discov-
ery: the underlying semantic reasoning is particularly costly in terms of computational resources.
To deal with this challenge, we have included in EASY two mechanisms that achieve satisfying
performance for semantic service discovery in the mobile environment.
Semantic service description. EASY-Language (EASY-L) supports the semantic, context- and QoS-
aware specification of services as well as clients’ requests. EASY-L is specified using OWL. Ontologies
have conveniently been employed in the semantic specification of services, via a plethora of proposed
languages such as OWL-S [57], WSMO [125], SAWSDL [92], FLOWS [80]. EASY-L captures the set
of crosscutting concepts shared by these various languages with additional support for QoS and context
properties of services. EASY-L can thus be seen as a ‘meta-language’ that can be easily extended and/or
mapped to any of the above languages.
At the heart of EASY-L, we distinguish the notion of capability, which corresponds to the description
of any functionality that may be advertised by a service or sought by a client. This description is given in
terms of inputs, outputs, service category and (non-functional, QoS & context) properties. Inputs, outputs
and category are defined with reference to one or more ontology concepts. Non-functional properties of
services can be of two types: qualitative or quantitative. Qualitative properties are those described with
reference to ontology concepts (e.g., security levels or system platform features), whereas quantitative
properties are those that can be measured and assigned with numeric values (e.g., service latency, service
cost, environment temperature). For the description of any one of them, we employ the operators is-a,
is-exactly-a and is-not-a. For the description of quantitative properties, we use the operators equal, not-
equal, more-than, less-than, max-value-of, min-value-of. Finally, the and, or and not operators are used
in combination with the previous operators to build composite expressions. We defined our context and
QoS models inside EASY-L by relying on the context ontology proposed by Preuveneers et al. in [121],
and the QoS model proposed by Liu and Issarny in [101].
Specificities of semantic service matching. Based on EASY-L, we have introduced EASY-Matching
(EASY-M), a set of conformance relations for matching services in terms of their functional and non-
functional properties. Matching between services aims at comparing the suitability of advertised services
against a service request. A number of research efforts have been conducted in the area of matching
semantic Web services based on their signatures. Signature matching deals with the identification of
subsumption relationships for the ontology concepts describing the inputs and outputs of service capa-
bilities [143]. A base algorithm for service signature matching has been proposed in [115, 132]. Other
solutions based on this matching algorithm have been proposed in the literature [68, 102, 133]. Some re-
cent approaches also adopt, constrain or extend this algorithm with additional relations besides subsump-
tion [124, 129, 130]. Furthermore, specification matching of software components or, more particularly,
semantic Web services, has been studied in the literature [127, 131, 144]. Specification matching deals
with matching pre- and post-conditions that describe the functional semantics of components.
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Matching semantic Web services based on their signatures can be challenging because of the specifici-
ties of services and their descriptions. We raise the following points:
(1) The subsumption relation inside ontologies is an inheritance relation: an ontology concept sub-
class inherits all the properties of its parent class (similarly to class hierarchies in object-oriented
programming languages). Let us consider a typical ontology example where a class Car has three
subclasses: Sedan, Station Wagon and Four-Wheel Drive [115]. Each one of these subclasses has
all the properties of Car and additional proper properties.
(2) A class is a collection of properties that describe a set of individuals, called the class extension in
OWL [12]. A class has an intensional meaning (the underlying concept), which is related but not
equal to its class extension. However, often a class is used or understood as its class extension.
In our example, a service provider that sells cars is meant to either (i) providing individuals that
have the properties of a car (intensional meaning), i.e., some cars, or (ii) providing the whole
set of individuals described by this class (class extension), i.e., all cars. While the second case
seems unrealistic, we can still assume that the service provider provides cars of all three subkinds
identified in the ontology, i.e., Sedan, Station Wagon and Four-Wheel Drive. Correspondingly,
a service requester that wishes to buy a car may either (i) be happy with any available car (no
specific preferences), or (ii) would like to have the choice among all possible cars (again, choice
among the three identified subkinds, to be realistic). The problem is that when an ontology class
is employed in the description of service, typically it is not explicitly identified which of these two
differing class semantics is meant. We have included explicit identification of the meant semantics
in our approach.
(3) As mentioned above, the suitability of a provided service against a service request is evaluated
by identifying subsumption relationships between the ontology concepts describing them. This
includes the case where the concepts are the same (same intensional meaning) or equivalent (same
class extension) [12]. The general rule is that a provided element should satisfy a required element,
meaning that the former can be used there where the latter is requested even if they are not exactly
the same. In our approach, the way of checking for subsumption depends on which of the two
distinct class semantics identified in (2) is applied. We use some variants of the above example to
illustrate this. In the case a class is used with its intensional meaning, a provider of only, e.g., Sedans
(more specific) can satisfy a requester of a Car (more generic) who has no specific preferences, since
any Sedan is a Car. This is the matching relation that typically applies to objects and classes in
object-oriented programming languages. Conversely in the case a class is used as its class extension,
a provider of Cars (more generic) can satisfy a requester who looks for Sedans (more specific), since
the set of Cars includes the one of Sedans. The above conditions imply strong satisfaction relations
between a provided and a required element. In a similar way, we cover also the cases where different
class semantics are used for the provided and the required element.
(4) When checking for subsumption as introduced in (3), the sought relationships may not hold. For
instance, in another variant of our example and for intensional class semantics, a provider of Cars
(more generic) may or may not satisfy a requester of a Sedan (more specific), because there may
not be any Sedans among the available Cars. In this case, a weak satisfaction relation is identified
between a provided and a required element. While this was already introduced in [115], we have
enriched it in our approach with the two distinct class semantics identified in (2). On the other
hand, for both strong and weak satisfaction relations, the degree of satisfaction depends on how
close the related concepts are in the class hierarchy. To illustrate this, we extend the ontology of
our example: the class Car has now a parent class Vehicle. Assuming class extension semantics,
a provider of Vehicles can satisfy a requester who looks for Sedans, but probably less well than a
provider of Cars; mathematically, the set of Vehicles includes the set of Cars which includes the
one of Sedans, but in practice a provider of Vehicles should sell some kinds of Cars but probably
not all kinds of Sedans [115]. In our approach, we quantify the degree of satisfaction, for both
strong and weak satisfaction relations. Moreover, while a strong satisfaction relation is in principle
better than a weak one, we also consider the degree of satisfaction when comparing between them
but as well in any matching decision.
(5) As discussed in (3) and (4), matching is performed between provided and required elements of
services and service requests. The outputs of a service are typically related to what the service can
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provide (provided elements); these are matched against the outputs specified in a service request
(required elements). On the other hand, the inputs of a service may be related either to what a
service needs in order to function properly (required elements) or to what a service can handle
(provided elements); these are matched against the inputs specified in a service request (provided
or required elements, respectively). In our approach, we explicitly identify the two cases for the
semantics of inputs; this differentiates the way of applying the matching specified in (3) and (4).
Conformance relations for semantic service matching. We have taken into account Points (1) to
(5) in the elaboration of EASY-M. EASY-M introduces three sets of relations.
The first set includes relations that evaluate qualitatively the level of matching between concepts
or capabilities. More specifically, we introduce three relations for characterizing the matching between
the inputs, outputs and categories of a requested capability Req and an advertised capability Adv:
ExactCapabilityMatch(Adv,Req), InclusiveCapabilityMatch(Adv,Req), andWeakCapabilityMatch(Adv,Req).
In these three relations, we use the relation ConceptMatch(c1, c2) to compare two concepts of an ontology.
ConceptMatch() identifies one of four matching levels:
i. exact, when the two concepts are the same or equivalent;
ii. inclusive, when the two concepts are not the same or equivalent, however the first concept can be
used there where the second is required, as identified in Point (3) above; both (i) and (ii) correspond
to a strong satisfaction relation;
iii. weak, when the first concept can possibly or partially substitute for the second, as identified in (4);
this corresponds to a weak satisfaction relation;
iv. fail, when none of the above relations (i) to (iii) holds between the two concepts.
The ExactCapabilityMatch() relation allows to find advertised capabilities that exactly match a re-
quested capability, i.e., only exact matches between concepts are considered. The InclusiveCapabilityMatch()
allows to find capabilities that can as well be inclusive of the requested capability, i.e., the outputs and
category of the advertised capability are inclusive of the outputs and category of the requested capabil-
ity. More attention is paid to the inputs. As discussed in (5), if an input relates to what a service can
handle, we also require here that the input of the advertised capability be inclusive of the input of the
requested capability. If, on the other hand, an input relates to what a service requires, the inverse must
hold: the input of the requested capability must be inclusive of the input of the advertised capability.
Finally, the WeakCapabilityMatch() relation is the least restrictive matching relation among the three
relations: provided concepts of capabilities can also be in weak match with requested concepts. Note
that ExactCapabilityMatch() implies InclusiveCapabilityMatch() implies WeakCapabilityMatch().
ExactCapabilityMatch() is considered as the best match between a requested and an advertised capa-
bility. If ExactCapabilityMatch() does not hold, we prefer in general InclusiveCapabilityMatch() to
WeakCapabilityMatch(). The former means that the advertised capability is able to fulfill what the
requested capability asks for. Whereas, the latter means that the advertised capability may be able to
fulfill or partially fulfill what the requested capability asks for. However, as pointed out in (4), the degree
of fulfillment must also be considered in the matching decision. Hence, we introduce a second set of
relations which evaluate more accurately the matching between capabilities.
This second set of relations evaluates quantitively the degree of matching between concepts or capa-
bilities when a match holds, i.e., no fail result has been produced by ConceptMatch(). We introduce
the function CapabilityDegreeOfMatch(Adv,Req) for two capabilities, which is based on the function
ConceptDegreeOfMatch(c1, c2) between two concepts c1 and c2 in an ontology. ConceptDegreeOfMatch()
equals the number of hierarchy levels that separate c1 and c2 in the ontology. Then, CapabilityDegreeOfMatch()
is the weighted sum of the ConceptDegreeOfMatch() values for each pair of matched concepts of the two
capabilities. Different weights may be given to the two levels of match inclusive and weak, respectively,
such that wi <= ww. A lower value of CapabilityDegreeOfMatch() indicates a stronger match between
capabilities.
Finally, the third set of relations evaluates quantitively the degree of matching between non-functional
properties associated to capabilities, when all constraints set by required properties are met by provided
properties. As supported by EASY-L, quantitative properties and constraints are expressed as equalities
or inequalities (e.g., latency less-than 5, temperature more-than 20, price less-than 50, price is-equal
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40), whereas qualitative properties are expressed in relation to concepts (e.g., NetworkConnectivity is-
exactly-a BluetoothConnectivity, VirtualMachine is-a JVM8). To determine first if constraints are met,
quantitative properties are evaluated numerically, while qualitative properties are checked using the rela-
tion ConceptMatch(). Regarding the latter, we accept any of exact, inclusive or weak level of matching.
Since properties are heterogeneous – i.e., qualitative, quantitative, having different ranges of values,
stronger with either bigger or smaller values – data normalization is needed in order to collectively eval-
uate their degree of matching. The first normalization that we introduce is assigning numeric values
to qualitative properties. These values are given by the function ConceptDegreeOfMatch(). This al-
lows evaluating quantitively a provided qualitative property with respect to a required property. Indeed,
the smaller the ConceptDegreeOfMatch() between a provided qualitative property and a required one
is, the better. The second normalization that we apply is the standard deviation normalization on the
various properties as in [101], where all properties become stronger with smaller values. We introduce
the function PropertiesDegreeOfMatch() for collectively evaluating the non-functional properties of a
capability with respect to the required properties. PropertiesDegreeOfMatch() is the weighted sum of
the normalized values of the different properties, where we consider that lower values for the properties
means a better match. Hence, a lower value of PropertiesDegreeOfMatch() indicates a better match
for non-functional properties.
PropertiesDegreeOfMatch() reduces the problem of finding a good match with respect to non-
functional properties to a single-objective optimization problem. A different approach would reduce the
problem to a multi-objective optimization problem (MOP). Rather than finding a single solution, the
goal would be to find good compromises or trade-offs among multiple (possibly contradicting) objectives,
resulting in a set of solutions often referred to as the Pareto optimal set. In Section 2.3, we tackle more
specifically the problem of service composition with QoS optimization, where we have included MOP
considerations.
Efficient semantic service discovery. EASY-M, and in particular the underlying ConceptMatch()
relation, relies on semantic reasoning on ontologies. OWL has its formal foundation in the family of
Description Logics (DL) [15], which enables formal reasoning on OWL ontologies by using a DL-reasoner.
Such reasoning allows inferring implicit relations between concepts from the explicit definitions of these
concepts in an ontology. Subsumption is an essential relation inside an ontology. After complete sub-
sumption reasoning on an ontology, the resulting concept hierarchy is referred to as the classified ontology.
Semantic reasoning used to assess subsumption relations between concepts is computationally costly. To
precisely evaluate this cost and its impact on semantic service matching and discovery, we have carried out
a detailed experimental analysis. Specifically, we evaluate signature matching of service requests against
service advertisements; this matching relies on identifying subsumption relations between the concepts
involved in the service advertisements and the service requests. Note that we tested basic subsumption
and not the more advanced EASY-M conformance relations, which nevertheless rely on the former. We
employed 3 different DL reasoners to reason on concepts included in an OWL ontology of 99 classes. We
employed a repository of Web services described in OWL-S [57]. OWL-S supports the specification of
service functional capabilities similarly to EASY-L. We conducted two different kinds of experiments.
Our first experiment analyzes the cost of each step of the matching process, i.e.: (1) the time to parse
the service advertisement and the service request; (2) the time for the reasoner to load and classify the
ontologies involved in the service advertisement and request descriptions; and (3) the time to match the
concepts involved in the advertisement and the request, i.e., to assess subsumption relations between
these ontology concepts. In this experiment, the service request comprises 10 concepts. Results for all
three reasoners of the total time of the matching process are in the order of 4-5 sec. Furthermore, for
all three reasoners, the most expensive phase is the one of loading and classifying the involved ontology,
taking 74-76% of the total time. The matching phase takes 19-21% of the total time.
Our second experiment measures the time taken by each reasoner to match the concepts involved in
the service request and the service advertisement for an increasing number of concepts. We notice that
this processing time increases significantly: it grows proportionally to the number of concepts and goes
from 0.8-1 sec for 10 concepts in the service request to 1.2-1.6 sec for 14 concepts. In the case of matching
a service request against all service advertisements of a service repository to select the best fitting service,
this processing time will have to be multiplied by the number of available service advertisements.
From the above experiments, we conclude that semantic matching of service capabilities is a heavy
process. It is obvious that the cost of semantic reasoning and matching is unsuitable for online use in the
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interactive mobile environment. We have introduced a number of improvements to increase the efficiency
of semantic matching. A first direct improvement is to perform the step of loading and classifying an
ontology only once, offline. Later on, the classified ontology can be accessed several times online for
reasoning on concepts. Then, we introduce two more improvements in the matching process:
1. We encode the classified ontology hierarchy, where each concept is assigned a unique numerical code.
Furthermore, we assume that service advertisements and service requests are annotated with the
codes corresponding to the concepts that they involve. Then, this reduces the semantic matching of
concepts performed by ConceptMatch() to a comparison of numerical codes, which can accelerate
subsumption reasoning significantly.
2. We organize the potentially very big population of service advertisements within a service repository.
In particular, we index and classify them according to their semantic similarity. This can reduce
significantly the number of semantic matchings performed between the service advertisements and
a service request, which allows efficiently resolving service requests but also efficiently advertising
services.
Encoding semantic concept hierarchies. Encoding object class hierarchies with multiple inheritance
for quickly performing subtype testing has been a very active field of research [49,95,147]. However, such
encoding solutions rely on a closed world assumption, while encoding ontologies requires an open and
scalable solution for potentially very large ontologies with support for conflict-free incremental encoding,
so as to easily reuse previously encoded concepts. Moreover, the encoding should be as compact as
possible and enable efficient matching. To deal with the above requirements, we applied a prime number
based encoding technique for subsumption checking of classes in ontologies, which supports incremental
encoding that avoids conflicts and a set of techniques for compaction. The adoption of this technique
derived from our collaboration with the authors of [120].
Each concept is assigned a unique prime number as a personal gene. Unique prime numbers ensure
conflict-free incremental encoding. Then, the encoding of a concept is produced as the multiplication
of its personal gene and the personal genes of all its ancestors. A class A is subsumed by a class B if
the gene of class B divides the encoding of class A. For incrementally encoding a new class, the next
available prime number is used as a personal gene. The encoding of the new class can be computed
without traversing the hierarchy to collect the genes of the ancestors, but by using the least common
multiple function of the encoding of its parents. Targeting further more compact representations, this
encoding technique is enriched with heuristics for minimizing the total encoding length of the hierarchy
for all classes together or for minimizing the longest encoding of a single class in the hierarchy. These
heuristics propose certain strategies for deciding the order of assigning prime numbers. Further heuristics
are then proposed that can fast show when subsumption does not hold.
Organizing services in the repository. Several efforts towards efficient semantic service discovery
have been proposed in the literature [59, 128, 130]. These efforts rely on indexing [59] or clustering [130]
techniques to organize services in a repository; alternatively, they annotate services with pre-computed
semantic reasoning information [128]. These approaches opt for overloading the service advertisement
phase with costly computations in order to later achieve efficiency upon resolving service requests. In our
solution, we aimed at achieving both lightweight service advertisement and lightweight request resolution,
as service discovery in the mobile environment needs to be performed as well on resource constrained-
devices.
At a pre-processing phase, our approach constructs directed acyclic graphs (DAGs) of capabilities of
the advertised services. These graphs are indexed according to the ontologies being used in the capabilities
that they contain. To construct a graph G, we employ the relations ExactCapabilityMatch() and
InclusiveCapabilityMatch(). Specifically, if ExactCapabilityMatch(C1, C2) holds between two service
capabilities C1 and C2, then these capabilities are represented by a single node in the graph. On the
other hand, if InclusiveCapabilityMatch(C1, C2) holds and ExactCapabilityMatch(C1, C2) does not,
C1 and C2 are represented by two distinct nodes with a directed edge from C1 to C2. Using this grouping
technique, the most inclusive capabilities are represented by root nodes in the graph G, noted Roots(G),
i.e., nodes of G that do not have predecessors in G. These capabilities are said to be more inclusive than
other capabilities contained in their subgraph because they provide outputs, inputs and category that
include the respective ones of their successors in the graph. Similarly, we define Leaves(G) as the set of
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nodes in the graph G that do not have successors in G. The capabilities classified in the set Leaves(G)
of the graph G are the least inclusive capabilities of the graph, which means that they provide outputs,
inputs and category that are included by the respected ones of their predecessors in the graph.
When a new service is registered with the repository, the set of capabilities that it provides are
classified among the existing graphs. The algorithm of classifying a new capability into an existing graph
is based on the following two properties that we have proved:
(Prop 1) If InclusiveCapabilityMatch() fails between a node Rooti in Roots(G) and Adv, it will
also fail with all the successors of Rooti in G, i.e., Adv will not have a predecessor in G.
(Prop 2) If InclusiveCapabilityMatch() fails between Adv and a node Leafi in Leaves(G), it will
also fail with all the predecessors of Leafi, i.e., Adv will not have a successor in G.
(Prop 1) and (Prop 2) are used to check whether an advertised capability Adv will have a predecessor
and/or a successor in the graph G without applying InclusiveCapabilityMatch() with all the nodes of
the graph. We briefly present in the following the algorithm for classifying the capabilities of a new
service into a set of existing graphs. For a capability C advertised by the new service, a subset of graphs
is preselected according to the ontologies used by C. For each graph G in the subset, the algorithm first
checks whether C can be inserted in the subgraph of one of the root nodes of G. This is done by verifying
if there exists a node Rooti in Roots(G) such that InclusiveCapabilityMatch(Rooti, C) holds. If it holds,
then C will have a predecessor in G. The next step is to find the first node, N , among the successors of
the node Rooti, such that InclusiveCapabilityMatch(Succ(N), C) fails, and to draw an edge from N to
C. Moreover, C could have a successor in G. Thus, the algorithm tries to find among the set Leaves(G)
if there is a node Leafi such that InclusiveCapabilityMatch(C,Leafi) holds. If it holds, then C will
have a successor in G. The next step is to find the first node, M , among the predecessors of Leafi such
that InclusiveCapabilityMatch(C,Pred(M)) fails, and to draw an edge from C to M . On the other
hand, if InclusiveCapabilityMatch(Rooti, C) does not hold for any Rooti in Roots(G), C will not have
a predecessor in G. Nevertheless, C could have a successor in G; this is checked as above.
We also briefly present next the algorithm for resolving a service request in a set of existing graphs. For
a capability C sought by the service request, a subset of graphs is preselected according to the ontologies
used by C. For each graph G in the subset, the algorithm performs matching between C and the nodes
of Roots(G). Specifically, if WeakCapabilityMatch() does not hold between C and any node Rooti in
Roots(G), the graph G is filtered out, and the next preselected graph is checked. This filtering is based on
the fact that WeakCapabilityMatch() holds between all nodes of G, and also it is transitive. Note that we
use theWeakCapabilityMatch() relation instead of the other two relations, i.e., ExactCapabilityMatch()
and InclusiveCapabilityMatch(), to filter out graphs, because it includes the other two relations. On
the other hand, if WeakCapabilityMatch() holds between C and a Rooti, the algorithm tries to find the
node in the subgraph of Rooti that minimizes CapabilityDegreeOfMatch() with C and meets all the
required non-functional properties of C. By performing the above for all matching Rooti of G and for all
pre-selected graphs, the node in the repository that best matches C is selected. Finally, selection among
the semantically equivalent capabilities – if more than one – represented by the identified node is based on
the PropertiesDegreeOfMatch() relation. Alternatively, we may apply from the beginning a selection
that takes into account both functional and non-functional properties in a combined way. In this case, we
seek to minimize the weighted sum of CapabilityDegreeOfMatch() and PropertiesDegreeOfMatch()
for each examined capability of each node.
Our solution enables resource-efficient resolution of a service request inside the repository, considerably
reducing the number of matchings performed for this purpose with advertisements. Our solution further
enables resource-efficient insertion of a new service advertisement in the repository, considerably reducing
as well the number of matchings performed for this purpose with advertisements already registered.
Prototype implementation and performance evaluation. We have implemented a prototype for
evaluating the performance of our semantic service matching and service discovery solution. In all the
experiments that we performed, we increased the number of services from 10 to 100. The service descrip-
tions given in EASY-L are using 22 different ontologies, and each service description contains a single
provided capability. Based on their descriptions, services are grouped in 12 groups of various sizes.
Our first experiment evaluates the time to create graphs of services in an empty repository. We take
two measurements: (1) the time to parse the service descriptions; (2) the time to organize the service
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capabilities into graphs. We observe that the time to create the graphs (in the order of few ms) is
negligible compared to the time to parse service descriptions (in the order of few hundreds of ms), i.e.,
the XML parsing time, which is mandatory due to the use of Web services and semantic Web technologies.
Our second experiment evaluates the time to insert a new service advertisement into a repository. We
take two measurements: (1) the time to parse the EASY-L description of the new service; (2) the time
to classify the service capabilities within the repository graphs. Results show that the time to classify
service capabilities into a set of existing graphs (few ms) is negligible compared to the XML parsing time
of the service description (around 150 ms). We also observe that this time is nearly constant. This is
due to the fact that the number of semantic matchings performed in the repository in order to insert a
capability does not depend on the total number of services in the repository. The number of semantic
matchings depends: on the number of root and leaf nodes in the repository graphs that are preselected
as relevant for the capability; as well as on the number of capabilities contained in the graph in which the
capability will be inserted. Only few semantic matchings are needed thanks to our efficient organization
of the repository.
Our third experiment evaluates the time to match a service request with services hosted by a repository.
Furthermore, we compare the time to match a request in an organized repository with the time to match
a request in an unorganized repository. We observe that without repository organization, the average
overhead for matching is around 50% of the time to match when the repository is organized. Moreover,
we notice that the time to match a request in the organized repository is nearly constant: a request does
not have to be matched with all the services of the repository. We also remark that the response time to
match a required capability, excluding XML parsing time, is in the order of a few milliseconds.
The last experiment that we performed is a comparison of the response time given by classic syntactic
matching and our efficient semantic matching performed by EASY. We observe that while both response
times are at the same level for 10 services (around 150 ms), the response time given by syntactic matching
is increasing with the number of services available in the repository, while our semantic matching has an
almost stable response time. This is again thanks to the efficient organization of the semantic repository.
We point out additionally that in all our experiments above, semantic matching is also significantly
accelerated by the numerical encoding of ontologies and service descriptions. Performance results con-
cerning the solution we applied for the encoding of ontologies are discussed in detail in [120].
2.2 Service composition based on service behavior
(Publications: [30, 31, 110])
(Ph.D. thesis of Sonia Ben Mokhtar, UPMC, 2007 [29]. Co-supervision with Valérie Issarny.)
Service composition enables realizing complex functionalities that are not provided by a single service.
Service composition relies on service discovery and can be seen as a generalization of the latter: it results in
establishing ad hoc associations between a service requester and a set of service providers that can jointly
satisfy the service request. In the mobile environment in particular, users’ interactive service requests
expressing their goals are potentially complex tasks to be realized by integrating on-the-fly suitable
services. A composition of services can be represented by a workflow or conversation coordinating a
set of capabilities from the involved services by employing control constructs such as Sequence, Parallel
Execution, Choice, etc. A service participating in a composition may itself be complex, providing several
capabilities that are coordinated by a workflow proper to the service. In this case, the service composition
workflow must comply with the service workflow.
Numerous research efforts have aimed at providing solutions to service composition. The proposed
service composition algorithms rely on the descriptions of requested user tasks and provided services. In
these efforts, a target user task is often concisely described as a requested capability (or alternatively a
user’s goal) and a service as a set of one or more provided capabilities. For instance in service chaining,
including forward chaining and backward chaining, individual service capabilities are combined with
each other based on the conformance of their signatures. The objective of this combination is to obtain a
composite capability that conforms to the signature specification of the target user task capability (or that
resolves the user’s goal) [53,105,124]. This composition approach allows a certain flexibility in the service
composition with regard to the capabilities that are eventually included, which can be advantageous in
the dynamic mobile environment [53]. However, this approach involves a degree of uncertainty regarding
the way service capabilities are combined. The resulting workflow may: (i) not be exactly what the user
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had in mind, and/or (ii) certain workflows of involved complex services may not be respected. A more
precise composition is possible when more expressive descriptions are available for the user task and the
services, specifying, respectively, the target task conversation and the service conversations to conform to.
We note also an interesting approach that lies between the two above ones: it relies on a more abstract
description of a task based on user’s intentions, which is refined at runtime together with its concrete
realization [69].
In this context, we have introduced COCOA, a solution to service composition for the mobile en-
vironment. Our service composition relies on the EASY service discovery of the previous section. In
COCOA, a user’s potentially complex goal is expressed as a user task that takes the form of a workflow of
requested capabilities. These are high-level abstract capabilities, meaning that their exact realization is
determined later, when these are bound to concrete capabilities provided by services. Equally, we assume
that services available in the mobile environment can be complex and are also expressed as workflows of
capabilities. These are also high-level capabilities, which are nevertheless concrete: they may correspond
to atomic service operations or may decompose into workflows of operations. The workflows inside service
capabilities are transparent to COCOA; they need to be obtained following the service composition for re-
alizing executable bindings between the user’s software client that will orchestrate the service composition
and the services. We introduce the COCOA-L language to describe services and tasks. COCOA-L relies
on EASY-L for the semantic, QoS-aware specification of services and extends it for equally specifying
tasks. Furthermore, COCOA-L relies on OWL-S [57] for the specification of services’ conversations and
– by extension – tasks’ conversations. Our service composition approach employs the EASY-M matching
relations to select services but also – by generalizing – optimal service compositions that best match
the capabilities and meet the QoS properties requested by the user task. Hence, COCOA inherits from
EASY its powerful semantic and QoS features. Additionally and most importantly, our service composi-
tion selects services and composes their capabilities and possibly workflows so that the resulting service
compositions provide the workflow of capabilities and the QoS properties requested by the user task.
Different composition schemes may apply: the same user task may be realized by binding to a single
service, by composing individual service capabilities, by composing fragments of service conversations, or
finally by interleaving fragments of service conversations. Hence, composition is adaptive according to
the specifics of the mobile environment in terms of available services and their conversations. Moreover,
COCOA enforces a valid consumption of the composed services, ensuring that their conversations are
fulfilled. The above are supported by two mechanisms: COCOA-SE for service selection and COCOA-CI
for conversation integration.
Description of services and tasks as workflows We have specified COCOA-L by using the Web
Ontology Language (OWL) [12] and, as already mentioned, by mixing EASY-L and OWL-S [57] features.
OWL-S is a Web service ontology specified in OWL for describing semantic Web services. In OWL-S,
the behavior of a complex service is described as a process. This process is decomposed into a set of
sub-processes coordinated by a set of control constructs. The sub-processes can be either composite or
atomic. Composite processes are decomposable into other composite or atomic processes, while atomic
ones correspond to WSDL operations. We rely on this feature of OWL-S for describing the conversations
of tasks and services as workflows of abstract and concrete capabilities, respectively.
COCOA-L identifies further two types of dependencies among the capabilities that participate in a
service or task conversation. If two capabilities are executed one following the other in a service or
task conversation, we define an ordering dependency between these two capabilities. For enforcing a valid
consumption of the composed services, the dynamic realization of a user task has to fulfill service ordering
dependencies. Furthermore, we define an affiliation dependency between two requested capabilities in a
task conversation when they must provided by the same service. We take into account both of these
types of dependencies when composing services.
To support our service composition approach, COCOA-L additionally introduces formal descriptions
for service and task conversations based on finite state automata. Other approaches of formalizing
Web services conversations and their composition have been proposed in the literature, based on Petri
nets [135], process algebras [93], finite state machines [70] or graph-based representations [79]. We have
introduced a set of mapping rules for translating an OWL-S process to a finite state automaton. In our
mapping, automata symbols correspond to capabilities. Each control construct involved in a conversation
is mapped to an automaton using our set of rules. Then, these automata are linked together in order to
build a global automaton. Further details about our modeling of OWL-S processes as automata can be
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found in [111].
For specifying QoS properties, COCOA-L relies on EASY-L for services’ provided QoS and extends it
properly for tasks’ required QoS. More specifically, services specify the QoS properties of their provided
capabilities; tasks may specify both local QoS constraints for their required capabilities and global QoS
constraints for the entire task workflow. Local QoS constraints have to be satisfied by the capabilities
of the selected services, whereas global QoS constraints have to be satisfied by the resulting service
composition. To support QoS evaluation of a service composition, COCOA-L additionally introduces
QoS formulae corresponding to each QoS metric. A number of research efforts propose reduction rules to
compute the QoS of a workflow; reduction is performed on each workflow construct taking into account
the nesting of constructs [48, 109, 146]. We used the model proposed by Cardoso et al. [48] to extract
the formula of each QoS dimension corresponding to the task automaton’s structure. While evaluating
the QoS of a service composition, we provide two possible estimations for each QoS dimension: (1) a
history-based, probabilistic estimation; and (2) a pessimistic estimation. The former corresponds to an
average estimation, while the latter corresponds to a worst case estimation. The choice between these
two estimations depends on the global QoS constraint (deterministic or probabilistic) expressed in the
user task. If the user demands a deterministic QoS, our approach compares the requested QoS with
the pessimistic estimation of the composite service. If the user requires an average QoS, the latter is
compared against the probabilistic estimation.
Service selection based on service behavior. Based on COCOA-L descriptions of services and
tasks, COCOA-SE selects services towards the realization of user tasks in the mobile environment. We
assume that available services publish their descriptions in a structured (by applying our EASY tech-
niques) or unstructured repository.
In a first step, we identify a set of services that provide semantically matching capabilities and meet
local QoS constraints with respect to the task’s requested capabilities. We do not select best matching
services at this stage. For this step, we employ the EASY-M matching relations. Regarding functional
properties of capabilities, we use WeakCapabilityMatch(), which enables selecting capabilities with an
exact, inclusive or weak match. For instance in the case of an EASY repository, such a capability request
will return the services included in a whole graph, provided that a root of this graph matches the request.
On the other hand, to determine if local QoS constraints are met, quantitative properties are evaluated
numerically, while qualitative properties are checked using the relation ConceptMatch(). In the latter
case, we may accept, besides exact and inclusive, also a weak level of matching if we want to be more
flexible.
In a second step, we filter the selected set of services based on the ordering dependencies inherent
in their conversation specification compared against those of the user task. For instance, a service that
provides a capability that matches with a requested capability of the user task could not be useful to
the composition if, inside the service conversation, this capability has ordering dependencies with other
capabilities that are not requested at all in the user task. Similarly, if two capabilities A and B are
ordered as < A,B > in the task conversation, while their matching capabilities A′, B′ are ordered as
< B′, A′ > in a service conversation, then this service should be filtered out. To allow for more flexibility,
we enable alternative specifications of a task conversation where both < A,B > and < B,A > are possible
if there is not a substantial ordering dependency between A and B. More specifically, we generate from
the task conversation a flexible task automaton that contains all the rescheduling possibilities of the
former. Furthermore, we add to the flexible task automaton empty transitions that connect each state
with any other state on the same acyclic path; additionally, any state after the initial state can be
final. The resulting filtering automaton can then be compared with the automaton of a service selected
in the previous step to check whether there exists an intersection between the languages generated by
the two automata. This enables selecting services that meet the ordering dependencies of the user task
while allowing potential interleaving of their conversations. Furthermore, if an affiliation dependency is
specified between two capabilities of the user task, only services that provide both these capabilities in
their conversation are kept from the previously selected services.
Service conversation integration. Once service selection has been performed in the previous steps,
COCOA-CI integrates the conversations of the selected services to realize the conversation of the user
task. Integration is based on the finite state automata associated to the conversations of the services and
the task.
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A number of research efforts have aimed at conversation-based service composition. In [79], service
behavioral matching is reduced to a subgraph isomorphism problem. In [38, 75, 78, 84, 140], service be-
haviors are modeled as finite-state automata, while in [126] they are modeled as nondeterministic finite
automata. On the other hand, Petri nets are employed in [103]. In all composition approaches, the
objective is to determine a composition that satisfies all the constraints that are formally expressed by
the models of the target composite service (or task) and the candidate services. This has also been our
objective in COCOA.
COCOA-CI first integrates all the automata of the selected services in one global automaton. The
global automaton contains a new start state and empty transitions that connect this state with the
start states of all selected automata. The automaton also contains other empty transitions that connect
the final states of each selected automaton with the new start state. The next step of COCOA-CI is
to parse each state of the task automaton starting with its start state and following its transitions.
Simultaneously, a parsing of the global automaton is carried out in order to find for each state of the task
automaton a state of the global automaton that can simulate it. More specifically, a task automaton state
is simulated by a global automaton state when for each next-transition of the former there is at least one
semantically matching next-transition of the latter. In particular, COCOA-CI compares the labels of the
next transitions of the states. These labels correspond to capabilities. Semantically matching transition
labels or capabilities between the services and the user task have already been identified at the service
selection step by COCOA-SE. COCOA-CI allows finding service compositions with possible interleaving
of conversations of the involved services. This is done by managing service sessions. A service session
characterizes the parsing stage of a service conversation by COCOA-CI. A session is opened when a service
conversation starts and ends when this conversation finishes. Several sessions with several services can be
open at the same time. This allows interleaving the interactions of the task with distinct services. More
specifically, a session opened with one service can remain open and temporary inactive during parsing of
the interaction of the task with another service. An important condition that has to be observed when
managing sessions is that each opened session must be eventually closed, i.e., it must arrive to a final
state of the service automaton. During the composition process, various paths in the global automaton,
which represent intermediate compositions, are investigated. Some of these paths will be rejected during
the composition, while some other will be kept (e.g., if a path involves a service in which a session has
been opened but never closed, this path will be rejected).
While parsing the task and global automata, in addition to checking for each state the semantic
matching between next-transition labels or capabilities, conformance to the global QoS constraints of the
user task is checked. This is done by using the QoS formulae that have been extracted from the task
automaton’s structure as supported by COCOA-L. Taking the QoS formula for each QoS dimension, we
initially assume that each service capability will provide the best value of the considered QoS dimension
(for example, latency = 0, availability = 1); this removes the effect of the specific capability. Then, each
time we examine a capability provided by a service, we replace the corresponding best value in the formula
of the considered dimension with the real QoS value of the capability. This allows evaluating in each
step of the integration the values of all QoS dimensions up to that step and provided that the capability
examined in that step is selected. These values are then compared to the global QoS constraints set by
the user task; if the constraints are not met, the path in the global automaton that includes the capability
in question is rejected. COCOA-CI provides as output a set of sub-automata from the global automaton
that conform to the task automaton’s structure. Each of these automata is a composition of services that
conforms to the conversation of the target user task, further enforcing valid service consumption.
Once the set of possible compositions is produced, the last selection stage is to choose the best among
the resulting compositions, on the basis of provided QoS. For this, we rely on the EASY-M conformance
relations and extend them for service compositions. More specifically, we seek to minimize either (i)
first CapabilityDegreeOfMatch() and then PropertiesDegreeOfMatch() or (ii) their weighted sum at
the same time. CapabilityDegreeOfMatch() is calculated for each service composition as the sum of
the corresponding CapabilityDegreeOfMatch() values of the capabilities involved in the composition.
PropertiesDegreeOfMatch() is calculated for each service composition from the global QoS values
calculated for each QoS property with the QoS formulae extracted from the task automaton’s structure
as discussed above. In the first case, we first look for the composition that best matches functionally
the user task, and then, if there are equivalent compositions, we select among them the one that offers
the best QoS (by construction all selected compositions meet the global QoS constraints of the task). In
the second case, we look for the composition that best satisfies both functional and QoS properties of
the task in a combined way, where the applied weights can express a preference between functional and
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QoS properties. Finally, we note that we apply the same data normalization as in the previous section to
deal with the heterogeneity of properties, i.e., qualitative, quantitative, having different ranges of values,
stronger with either bigger or smaller values. This allows collectively evaluating their degree of matching.
The last step is to produce an executable user task from the winning service composition. For this,
the conversation description of the user task is complemented with information coming from the com-
posed services. Specifically, each abstract capability of the user task is replaced by the corresponding
concrete capability of a service. This capability may correspond to either an atomic service operation
or a workflow of operations. Furthermore, a grounding description for the user task, which contains the
binding information of the composed services is generated. The complemented task description and the
generated grounding are sent to the user’s software client (e.g., an execution engine) that performs the
user task by orchestrating the appropriate services.
Prototype implementation and performance evaluation COCOA-SE relies on the EASY-M con-
formance relations for the semantic matching of capabilities, while additionally it filters services based
on the dependencies inherent in service and task conversations. The main computational cost here comes
from the former, which we evaluated in the previous section. We now present our evaluation of COCOA-
CI, which is at the heart of the composition process, as well as the impact of supporting QoS awareness.
The performance of COCOA-CI is proportional to the complexity of the task’s and services’ con-
versations. Specifically, the response time of the algorithm is proportional to the number of possible
(intermediate) composition paths investigated during the execution of the algorithm. There are two main
factors contributing to the increase of the intermediate composition paths: (1) the number of capabilities
provided by the services that semantically match the capabilities requested by the task; and (2) the
number of capabilities requested by the task. We have carried out two experiments, each one evaluating
the impact of one of these two factors on the performance of COCOA-CI.
In the first experiment, we increase from 10 to 100 the number of capabilities provided by the services;
all are semantically equivalent. Two cases for the user task are considered: one where the task is composed
of a single capability, and one where it is composed of 5 capabilities in sequence; in both cases, the
capabilities are semantically equivalent among them and with the capabilities provided by the services.
We compare the performance of COCOA-CI with the XML parsing of the services’ and task’s conversation
descriptions, which is inherent in the use of Web services and semantic Web technologies. Our results
show that the cost of our algorithm (up to 300 ms, for 100 service capabilities and 5 task capabilities) is
low compared to the XML parsing time (up to 600 ms in the same case). Moreover, it increases almost
linearly with the number of service capabilities.
In the second experiment, we fix the number of capabilities provided by the services to the worst case
coming from the previous experiment, i.e., 100 capabilities fitting the task, while the number of requested
capabilities, structured in sequence in the task’s conversation, is increasing from 1 to 20. We compare
again the performance of COCOA-CI with the XML parsing of the services’ and task’s conversation
descriptions. We note that this is an extreme scenario for our algorithm, as each capability requested
in the task’s conversation is matched against 100 capabilities, and the resulting number of possible
compositions is 100nb, where nb is the number of capabilities requested in the task’s conversation. We
observe that for a number of possible compositions less than 10010, our algorithm takes less time than
the XML parsing time (around 600 ms).
In realistic cases, both the user task and the services will contain various capabilities organized using
various workflow constructs, thus leading to the decrease of possible resulting compositions. Consequently,
the response time will be acceptable for the interactive mobile environment. Indeed, we have applied our
algorithm in a real case example, in which the task’s conversation contains 20 requested capabilities and
the selected services provide 30 capabilities, including various control constructs (e.g., Sequence, Choice,
Loop). In spite of the large number of capabilities requested in the task’s conversation, the algorithm
spent only 32 ms to find the 2 resulting compositions among 36 intermediate compositions, against 152
ms of XML parsing time.
Finally, we performed a variation of our second experiment, where we introduce consideration of QoS
in our integration algorithm and study its impact. This produces a small increase in the XML parsing
time (of around 20 ms), which is due to the addition of XML tags for describing QoS. At the same time,
this results in a considerable decrease of the execution time of our algorithm (350 ms for a task of 10
capabilities compared to 600 ms above). This is attributed to the rejection of a number of paths that do
not fulfill the QoS requirements of the user task during the integration of service conversations.
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2.3 Service composition with QoS optimization
(Publications: [26–28])
(Ph.D. thesis of Nebil Ben Mabrouk, UPMC, 2012 [25]. Co-supervision with Valérie Issarny.)
In the previous section, we presented our approach to service composition, where, based on a user’s goal
expressed as a task, we discover and compose service capabilities and workflows so that the resulting
compositions provide the workflow of capabilities and meet the global QoS constraints requested by the
user task. As a final step, we select the best service composition, which optimizes separately or in a
combined way the degree of match to the capabilities of the user task and the global QoS properties. The
optimization problem there is simple, as the number of resulting service compositions is in general low
due to the previous selection of services based on the composition of their workflows: we just compare
exhaustively all resulting compositions.
We have focused further on the QoS optimization problem in service composition. Similarly to the
previous section, service composition is performed for realizing a user task, which is a workflow of activities
(equivalent to requested capabilities of the previous section). The optimization problem is related to the
selection of services, among those that match one or more activities of the user task, so that the global
QoS constraints requested by the user task are satisfied and the global QoS properties of the composition
are optimized. We assume here that each service provides high-level capabilities that a user task may
invoke individually or for performing activities with affiliation dependencies1 between them. In the case
of affiliation dependencies between user task activities, suitable services provide matching capabilities in
a simple sequence workflow with the same ordering dependencies as the activities in the task; otherwise,
there is no service workflow. Hence, the number of possible service compositions can potentially be high
and the resulting combinatorial problem has a high computational cost. This is even more challenging in
the mobile environment due to its dynamism, limited computational resources, and timeliness constraints
when interacting with the user. In particular, it has been shown in the literature that the optimization
problem in question is equivalent to a Multiple choice Multiple dimension Knapsack Problem (MMKP),
which is NP-hard [10]. QoS-aware service selection algorithms fall under two broad classes with respect to
their selection techniques. On the one hand, local selection (i.e., greedy selection) proceeds by selecting
the best service in terms of QoS for each activity in the user task separately. This technique has a
low computational cost but it cannot guarantee meeting global QoS requirements. On the other hand,
global selection covers the scope of the whole composition and ensures meeting global QoS requirements.
However, it is of high computational complexity.
In this context, we have introduced QASSA, a fast and resource-efficient service selection algorithm
that provides the ground for QoS-aware service composition in mobile environments. QASSA combines
local and global selection techniques by proceeding in two steps: (1) the local selection step aims at
selecting services with the highest QoS for each activity in the user task, and (2) the global selection step
aims at selecting near-optimal compositions of services resulting from the local selection.
A number of efforts have combined local and global selection techniques for determining optimal
service compositions with respect to their global QoS. Some of those apply first local and then global
selection, similarly to QASSA [6,54,58,100,123], while others invert the order of the two steps [5,88,99].
Furthermore, the approaches introduced in [6] and [54] employ multi-objective optimization in their local
selection or in both the local and the global selection, respectively; in our approach we also rely on
multi-objective optimization, but we extend it in certain ways, as we describe in the following.
QASSA further selects several alternative near-optimal compositions. Indeed, selecting only one
service composition brings about several shortcomings such as the lack of choices for the user, the overload
of hot services (i.e., services with high QoS) [87], and the lack of adaptation support [2] (i.e., deferred
final selection and dynamic binding at run-time). More specifically, our main purpose in QASSA is to
select alternative services (based on their advertised QoS) for each activity of the user task that can
produce several near-optimal compositions, rather than identifying (as close as possible) the optimal
service composition. This allows identifying a small set of services that can possibly be monitored for
their runtime QoS, thus allowing to cope with the potential differences between advertised and runtime
QoS of services. Based on the latter, the final selection of services can be performed at runtime, leading to
late service binding, just before the corresponding task activity needs to be executed [55]. Additionally,
selecting alternative services and service compositions allows substituting a service by another one in case
of a service failure and subsequent need for runtime reconfiguration.
1Affiliation dependencies and ordering dependencies have here the same meanings as in Section 2.2.
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Local Selection Phase. Most QoS-aware service selection approaches use utility functions to evaluate
the overall QoS of a service [54]. Such functions generally: (i) apply data normalization to QoS values
of single properties, (ii) set weights to the corresponding properties based on user preferences, then (iii)
sum up the properties multiplied by the weights. Thus, they reduce QoS-aware service selection to a
single-objective optimization problem. Applying such a utility function includes the risk of unnoticeably
compensating bad values of one or more QoS properties by good values of other properties. Hence, this
may lead to selecting services with some bad QoS properties. Further guidance to the service selection
can be provided by setting (e.g., user-defined) constraints for the service QoS properties. Then, before
applying the utility function, services are filtered based on these constraints. This guarantees that the
finally selected services with the highest overall QoS satisfy the user constraints for all the QoS properties.
In this case, having some QoS properties that are ’less good’ than other QoS properties is not anymore
a problem. We adopted this approach in the EASY service selection of Section 2.1.
In the local selection phase of QASSA, there are no local QoS constraints to guide the selection (users
express only global QoS constraints). Hence, our aim is to identify per activity services that have – as
far as possible – good levels for all QoS properties. These services can most likely produce near-optimal
service compositions in the global selection phase. Accordingly, for our approach concerning the local
selection phase, we are inspired from multi-objective optimisation. Multi-objective optimisation aims at
identifying the Pareto-optimal set of solutions, where each solution optimizes one or more objectives.
These solutions are called non-dominated, meaning that, for each one of them, there exists no other
solution that improves at least one objective without degrading at least one other objective. Each
Pareto-optimal solution expresses a specific trade-off among the multiple objectives. Determining the
Pareto-optimal set is typically exponential in the size of the problem instance [136]. Therefore, resolving
multi-objective optimisation is often reduced to identifying a good approximation of the Pareto-optimal
set, or Pareto set approximation for short.
Evolutionary multi-objective optimization (EMO) applies evolutionary algorithms to finding a Pareto
set approximation. In EMO, multi-objective optimisation is defined as a set problem, where the search
space consists of all potential Pareto set approximations rather than single solutions, i.e., the search
space is a set of sets [148]. To fully specify this set problem, an appropriate order on the search space is
required; this is defined as a set preference relation. Then, the search relies on this set preference relation:
for any two Pareto set approximations, it says whether one set is better than the other or not. The set
preference relation can be defined in terms of a quality indicator. The quality indicator is a function that
assigns to each solution set a scalar value reflecting its quality according to the optimisation objectives,
i.e., a fitness function defined over sets.
Our local selection approach relies on the above concepts. Nevertheless as stated above, we are looking
for services per activity that have, if possible, good levels for all QoS properties. Hence, we tighten here
the search for a Pareto set approximation and look for Pareto-optimal solutions that have good levels
for the highest possible number of QoS properties. Additionally, we are looking for multiple equivalent
– as far as possible – services per activity, i.e., services with similar levels of QoS properties, which can
substitute for each other in case of late service binding or runtime reconfiguration of the selected service
composition. Hence, we relax here the search for a Pareto set approximation and allow solutions that
may be dominated by other solutions with similar levels of QoS properties inside the resulting set; the
former solutions provide the sought redundancy.
More specifically, we define QoS Class to be an element in the search space. A QoS class represents
a set of services having roughly the same QoS and reflecting the same trade-off between QoS properties.
To determine QoS Classes among the service candidates associated with an activity, we employ clustering
techniques, notably the k-means algorithm. We group service candidates per activity into clusters ac-
cording to their QoS values. The advantage of clustering is that it enables determining the set of services
providing good levels of QoS dynamically, depending on the density of available services and the level of
QoS they offer. Conversely, use of a static criterion could lead to either discarding services with good
QoS that can potentially fulfill the user task, or investigating services with bad QoS in the next steps of
the selection. Moreover, establishing several clusters of services representing different QoS levels allows
for flexible selection in the next steps. In our case, we consider only services belonging to the best QoS
cluster. In this way, we considerably reduce the number of service compositions to be investigated in the
global selection phase, hence achieving good timeliness for that phase. This is without much loss in the
optimality of the resulting composition, since we consider the services with the best QoS. If higher opti-
mality is sought, the next best QoS cluster(s) can be also included in the global selection, which results
however in lower timeliness. Finally, we have chosen k-means because it is a simple algorithm with low
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computational cost; thus, using it as a preliminary selection phase does not increase the complexity of
the problem. On the contrary, k-means reduces the overall computational cost of QASSA, since it prunes
the number of service compositions to be investigated in the global selection phase, especially since our
method of using k-means is highly selective.
Typically k-means clustering is based on the n-dimensional Euclidean distance. In our problem,
each service is represented by an n-dimensional vector containing its normalized values for each QoS
property2. In order to have a more fine-grained clustering, representative of the different levels of each
QoS property and without the risk of compensation among QoS properties, we perform instead one-
dimensional clustering applied n times (once per QoS property). That is, we cluster service candidates
(per activity) for each QoS property separately. To provide a concrete example, we may cluster services
into 3 clusters per QoS property, corresponding respectively to ’bad’, ’medium’ and ’good’ quality levels
for the specific QoS property; another number for the clusters may be equally chosen. We employ the
k-means++ [11] algorithm as initialization method for our k-means algorithm. k-means++ determines
initial values for the cluster centers before one can proceed with the standard k-means heuristic iterations.
It has been shown that the application of the k-means++ initialization improves the speed and optimality
of k-means.
We define QoS Level to characterize the quality level of the clusters across all QoS properties (e.g.,
bad, medium or good, in the example above). Hence, a service has a specific QoS Level for each one of
its QoS properties. We define further a QoS Class to be the set of services that have the same QoS Level
for each one of their respective QoS properties. To compare QoS classes, we introduce a quality indicator
Iq. Iq is the sum of the QoS Levels of all QoS properties (of any service belonging to this QoS Class)
weighted by the weights associated with the QoS properties. These weights should in principle be related
to the global QoS constraints, meaning that a QoS property that has higher priority for the user should
be associated to a stricter global constraint. That is, the quality indicator Iq of a QoS class QC is higher
(i.e., QC includes services with better QoS) when: (i) QC has higher numbers of QoS properties in the
higher QoS Levels, (ii) the QoS properties that are in the higher QoS Levels are of higher priority for the
user. Iq evaluates the distribution of QoS properties in QoS Levels. Even if Iq produces a scalar value
for all QoS properties, it does not rely on the actual QoS values but only on their QoS Levels. Hence,
there is no hidden compensation among QoS properties values. There may still be compensation among
QoS Levels, however this compensation is reflected in the value of Iq.
By relying on Iq, the local selection phase produces per activity a ranking of the available QoS Classes.
If we want to be selective, we keep only the QoS Class with the highest Iq for the global selection phase.
For example, if this QoS Class has all the QoS properties at the highest QoS Level, this is sufficient. A
less selective local selection would also maintain the QoS Class with the next highest Iq, etc. This can
also be guided by feedback coming from the global selection phase.
Global selection phase. The global selection phase receives as input the sets of services selected
per activity of the user task by the local selection phase and combines them into service compositions.
The computational complexity of the global optimization problem is still NP-hard, even though our
local selection phase is highly selective and reduces considerably the number of services to be examined.
Nevertheless, as already pointed out, the main purpose of our global selection is not to identify (as close
as possible) the optimal service composition fulfilling the global QoS requirements, but rather several
alternative near-optimal compositions that can additionally substitute for each other in case of late
binding of services or runtime reconfiguration of the composition. More specifically, we select several
services for each activity in the user task such that, no matter what is the service finally executed for
each activity, the resulting composition satisfies the global QoS requirements. We introduce a heuristic
algorithm to address the global selection phase. Our heuristic consists of the four following steps:
1) Determine the initial service composition. To determine the initial service composition, for each
activity in the user task we sort service candidates resulting from the local selection phase and choose the
best service. Services are ranked in descending order, first based on their QoS Class (its Iq), and then,
inside each QoS Class with respect to their overall QoS. The overall QoS of a given service is determined
using a QoS utility function that aggregates the weighted and normalized values of all QoS properties.
Services inside a QoS Class share the same QoS Level for each one of their respective QoS properties.
Hence, it is safe to rank services inside a QoS Class based on their aggregated QoS utilities without
risking an inefficient ranking due to hidden compensation among QoS properties.
2We note that, inversely to COCOA, here QoS properties are normalized to be stronger with bigger values.
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2) Determine the next service composition. Our algorithm checks whether a service composition Cv
meets the global QoS requirements. The global QoS values of Cv for each QoS property are calculated
based on the structure of the user task, in the same way as for the COCOA service composition detailed
in Section 2.2. If the global QoS requirements are met, Cv is considered as a solution (i.e., a near-optimal
composition). After that, our algorithm proceeds to checking another service composition Cw obtained
by changing a single service in Cv by its next ranked service inside the same activity. We introduce a
utility function for evaluating the ’next ranked’ services of all activities: it depends on the QoS Class (Iq)
and overall QoS of the successor service over the same quantities of the initial service. As a result, our
algorithm switches to the service that is the closest one, QoS-wise, to its predecessor, hence it introduces
the least local QoS change. We assume that switching to this service will also introduce the least global
QoS change (without performing the complete calculation that would take into account the structure of
the task). Hence, the resulting composition Cw should yield nearly the same global QoS as Cv, hence it,
too, is most likely a near-optimal composition. If conversely Cw does not meet global QoS requirements,
it is rejected, the last selected service is removed from the list of its associated activity, and the algorithm
steps back to the previous accepted composition Cv. In the case of a rejected initial composition, we
form another initial service composition by randomly replacing one or more services by their next ranked
services. We remove the replaced services from their associated activities.
3) Checking and selecting service compositions. As already stated, QASSA guarantees that, if a
service composition fails during its execution, we can switch to any accepted service composition (i.e.,
while always respecting the global QoS requirements). We assume here that there are no affiliation
dependencies between the already executed part of the composition and the remaining part (we deal
with affiliation dependencies later in this section). More specifically, when checking whether the current
service composition Cw meets the global QoS requirements, we further make sure that Cw can replace
any previously accepted composition Cv without violating the QoS requirements. To achieve this, we
maintain the worst value per QoS property and per activity among all the services that have already
been accepted or are currently examined (for Cw) for this activity. Accordingly, we calculate global QoS
properties from these (currently worst) local QoS values and evaluate Cw based on these (currently worst)
global QoS properties. If these meet the global QoS requirements, this means that any combination of
services belonging to Cw or the previously accepted compositions meet the global QoS requirements.
Only then is Cw selected as a solution. We note here that this also the reason for removing a service that
produces a rejected composition in Step (2): even if this service could possibly be successfully combined
in another combination of services, there is at least one possible combination (the rejected composition)
that does not meet the global QoS requirements.
4) Sorting the selected compositions. Our algorithm iterates on checking service compositions until
examining all the services associated with each activity in the user task as selected by the local selection
phase. It yields as a result several alternative service compositions ranked with respect to their overall
global QoS utility that aggregates the weighted and normalized global values of all QoS properties.
At runtime, the service composition ranked first will be enacted. If the run-time QoS of a service in
this composition degrades, we enact another service for the same activity belonging to another compo-
sition. The overall QoS of the resulting composition will be different, but it will respect the global QoS
requirements (we do not include here the effect of the failed service on the overall QoS). The importance
of this flexibility in choosing and enacting services is twofold. On the one hand, it avoids managing
complicated QoS correlations among services [18] (i.e., being obliged to execute a precisely specific set
of services to satisfy QoS constraints). On the other hand, it avoids rolling back the part of the user
task already executed when a service composition fails (again we assume here that there are no affiliation
dependencies between the already executed part of the task and the remaining part). We further note
that if we consider our global selection approach apart (without the local selection phase), it may lead to
discarding a lot of possible solutions. Indeed, it selects service compositions based on the least QoS values
among the currently checked composition and the previously accepted ones. That is, our global selection
approach is highly selective and hard to satisfy. However, our global selection approach strongly relies on
the quality of the local selection phase; the two phases are complementary. More specifically, the services
yielded by local selection exhibit high QoS and belong (for each activity in the user task) to the same
or successive QoS Classes, therefore they share the same or similar QoS Levels for each one of their QoS
properties. Hence, the global selection phase will most likely produce a number of service compositions
that will satisfy the global QoS requirements; additionally, these will most likely be near-optimal com-
positions. Finally, our overall selection approach considerably reduces computational complexity, when
compared with the complexity of the global optimization problem.
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Computational complexity analysis. We analyze the computational complexity of the local and
global selection phases of QASSA. The local selection phase is performed using the k-means++ algorithm,
the complexity of which is of O(log(k)) [11], where k denotes the number of clusters. As we execute k-
means++ for each QoS property and for all the activities in the user task, the overall complexity of local
selection is then of O(Z.N.log(k)), where Z and N denote the number of activities in the user task and
the number of QoS properties, respectively. Therefore, the local selection phase runs in a linearithmic
time. Concerning the global selection phase, we first compose Z services (one service per activity) to
build the initial service composition. Then, we iteratively check new service compositions by replacing
a single service in each iteration. Hence, we perform one iteration for each one of the remaining T − Z
services, where T denotes the total number of services associated with all the activities in the user task as
selected by the local selection phase. Therefore, the total number of iterations is T −Z+ 1. Additionally,
for each composition, we execute Z.N arithmetic instructions to aggregate the N QoS values of the Z
services forming the composition. Then, we execute N comparison instructions to determine whether the
N QoS values of the composition satisfy the global QoS requirements. The global selection phase runs
then in quadratic time of O((Z.N +N)(T − Z + 1)). Based on the above results, we state that QASSA
executes in quadratic time. This is much lower than the computational complexity of service selection
under global QoS requirements, known to be NP-hard [5,10].
Service dependencies. During the service selection process, QASSA takes into account affiliation de-
pendencies between activities as expressed in the user task. QASSA deals with affiliation dependencies in
a pre-processing step before proceeding to the local and global service selection. Two activities correlated
with an affiliation dependency will eventually have as candidate services the intersection of their initial
candidate services. These are services that are able to perform both the activities.
In the case of runtime reconfiguration due to a service failure, we may change from a service performing
more than one activities to a new one with the same role. If there is no related affiliation dependency
between the already executed part of the composition and the remaining part, then this change can be
executed without problem. If conversely there is a related affiliation dependency, we would be obliged to
roll back a part of the user task already executed so as to employ the new service for all the activities
linked by the affiliation dependency.
Distributed execution of service selection. The version of QASSA presented so far assumes the
presence of a centralized resource-rich infrastructure. Nevertheless, in mobile environments, it is not
always possible to assume the support of such an infrastructure. QoS-aware service composition in
mobile environments can be rather underpinned by ad hoc infrastructures formed of mobile and resource-
constrained devices. For this reason, we introduce a distributed version of QASSA, which is capable of
operating on top of ad hoc infrastructures. Distributed QASSA enables accomplishing service selection
as a synergistic interaction between the user device (referred to as requester) and other devices available
in the environment and willing to contribute (referred to as helpers). More specifically, distributed
QASSA performs the local selection phase using several helpers simultaneously. That is, we divide the
local selection (for the whole user task) into several elementary selection operations, each dealing with
a single activity. Then, elementary selection operations are flexibly assigned to helpers (with respect
to the number of helpers and their computational capabilities). Ideally, for each activity in the user
task, the local selection is executed using a separate helper. After that, the requester collects the local
selection results from helpers and performs the global selection phase on the user device. The global
selection phase is difficult to carry out in a distributed way, because it requires a global vision of QoS
information and the structure of the composition [99]. Typically, global optimization requires a resource-
rich device, given the computational complexity of the problem. However as discussed in the previous,
our global selection approach has a low computational complexity; thus it can be carried out using only
the resource-constrained device of the requester.
Experimental evaluation. We conducted a set of experiments to assess first the centralized version
of QASSA. For the evaluation of QASSA, we are interested in two metrics:
• Execution time: It measures the timeliness of QASSA with respect to the size of the selection
problem in terms of the number of activities and the number of candidate services per activity.
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• Optimality : It measures how optimal is the overall global QoS utility of the highest ranked service
composition provided by QASSA. This is determined by the ratio of the QoS utility resulting from
QASSA over the optimal QoS utility given by a brute-force algorithm.
For the purpose of our experiments, we developed a Composition Generator that randomly generates
service compositions. Our Composition Generator takes as parameters the number of activities (denoted
Z) and the number of candidate services per activity (denoted M), and it proceeds in two steps: (i) builds
a user task which comprises Z activities structured with randomly chosen control constructs, (ii) associates
M concrete services to each activity in the composition. QoS values for these services are acquired from
the QWS dataset available online3. This dataset consists of 5000 real Web services, each with a set of 9
QoS properties measured using commercial benchmark tools [3]. Once service compositions are generated,
we further need to configure the execution of QASSA with respect to the following parameters:
• Aggregation approach: As already mentioned, QASSA supports the two QoS aggregation ap-
proaches that we also applied in COCOA for calculating the global QoS properties of service
compositions. These are worst-case and mean-value aggregation. We opt for the worst-case ap-
proach as the default method for aggregating QoS values. We further perform experimentation
with respect to the two aggregation approaches in order to study their impact on the timeliness
and optimality of QASSA.
• Global QoS constraints: QASSA requires as input global QoS constraints for each QoS property
imposed by the user on the whole composition. As we do not have real values of user requirements,
we opt for a statistical method to determine global QoS constraints. For each QoS property,
we calculate the mean value mi of service candidates associated with each activity Ai, then we
aggregate all mean values according to the structure of the user task. That is, we set the global
QoS constraint for each QoS property to the result of this aggregation. We further vary the global
QoS constraints with respect to some statistical limits in order to analyse their impact on the
timeliness and optimality of QASSA.
We have measured the execution time of QASSA with respect to the numbers of activities and services
per activity, as well as with respect to the number of QoS properties. For up to 50 activities, up to 200
services per activity and up to 5 QoS properties, the execution time increases up to 89ms. This increase is
almost linear along with the number of activities. In terms of absolute numbers, the execution time (less
than 0.09s) is certainly satisfactory for user interactive applications in the mobile environment [113]. We
have further compared the above results with those published in [5], which presents an efficient approach
that combines local and global selection techniques for service selection under global QoS constraints. The
authors consider the same dataset (i.e., QWS dataset) and configuration as in our experiments; however
they use a more powerful experimental setup. Their results are of the same order as ours (execution time
up to approximately 0.09s).
Concerning the optimality of QASSA, we measure it while varying the number of activities between
5 and 10, the number of services per activity between 100 and 200, and the number of QoS properties
between 2 and 5. We observe that the optimality of QASSA is generally more than 90%, and it can reach
100%. Comparing with [16] in terms of optimality, we see that for the same configuration both works
produce roughly the same optimality.
We have further evaluated our selection approach with respect to more difficult conditions to see its
optimality (we also checked that these have no effect on its timeliness). More specifically, we tried:
1. Decreasing the numbers of activities and candidate services per activity. We evaluated the case of
5 activities and 50 services per activity.
2. Comparing between the worst-case and mean-value aggregation approaches for calculating the global
QoS properties of service compositions.
3. Making the global QoS constraints more stringent. As we do not have real values of user require-
ments and similarly to our experiments so far, we rely on the QoS properties of service candidates
per activity. This time, we add to the mean value mi per property the associated standard deviation
σi (where properties are normalized to be stronger with bigger values). Again, the corresponding
global QoS constraint is calculated by aggregating all mi + σi values according to the structure of
the user task.
3http://www.uoguelph.ca/~qmahmoud/qws
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We have seen that the above conditions have an impact on the optimality of QASSA, which, in certain
cases accumulating these conditions, drops below 50%. Regarding Case (1), when the service population
per activity is lower, the probability to find services with a satisfactory value for most QoS properties is
also lower. We note here that in our experiments we applied a highly selective local selection, which means
that only one QoS Class (the one with the highest Iq) qualifies for the global selection phase. This produces
less service compositions for the global selection phase. A low number of activities in the task decreases
further the number of service compositions (as one service from one activity is selected in each iteration
until all services are examined). Consequently, the probability to find near-optimal compositions is also
lower, which yields a lower optimality. Regarding Case (2), the worst-case aggregation approach leads
to discarding more service compositions in the global selection phase than the mean-value aggregation
approach. We see that the former results in general in lower optimality than the latter. Finally, Case
(3) leads also to less accepted service compositions in the global selection phase. As the QWS dataset
deals with a large number of services, the central limit theorem states that the associated QoS values
follow the normal distribution law. Then, we note indicatively that if we applied the corresponding
mi + σi as local QoS constraints for each activity (as a projection of the global QoS constraints), 84,1%
of service candidates associated with each activity would be discarded (50% if mi was the local QoS
constraint). Accordingly, a large number of service compositions are rejected by the global selection,
which results again in lower optimality. Overall, we see that the results of QASSA are of lower optimality
when the number of service compositions qualified for the global selection phase and/or finally accepted
by the global selection is low. A remedy to this is to apply a less selective local selection, allowing more
successive QoS Classes to qualify for the global selection phase. This produces more service compositions
for the global selection. We note also here that while we evaluate the optimality of QASSA, its main
objective is to produce a number of interchangeable good service compositions that satisfy the global QoS
constraints, while at the same time complying with the time and resource constraints of the interactive
mobile environment.
Finally, we have evaluated the distributed version of QASSA using an experimental setup employing
mobile devices, and hence having less computational resources than our previous experiments. In partic-
ular, we evaluate the execution time of the local and global selection phases of the distributed version of
QASSA. We do not take into account the coordination and communication overhead among the devices
participating in this distributed execution, which is not significant – if we assume normal network con-
nectivity – compared to the overall execution time of the algorithm [91]. We note that the distributed
execution has no effect on the optimality of QASSA. For the local selection, we measured the execution
time for only one activity. This is because each helper device processes in parallel local selection for a
single activity in the user task. We have seen that for 5 QoS constraints, up to 200 services and up to
50 activities, the local selection is executed in at most 0.022s, whereas the global selection is executed in
at most 1.2s. Hence, also the distributed version of QASSA shows satisfactory timeliness with respect to
on-the-fly service composition in mobile environments.




The issue of software system interoperability is very old, it exists since one wished to interconnect soft-
ware components or systems developed independently. Distributed systems add more complexity to the
problem: system heterogeneity may have to be tackled at multiple layers. We focus in this chapter on
communication middleware protocol interoperability. Communication middleware determines to a large
extent a system’s adopted technology (assuming IP everywhere, even if interoperability in the lower layers
is also a hard problem); it also determines the interaction style of the overlying applications. We present
three contributions that aim at dealing with the middleware interoperability problem in a general way
and for the majority of existing (and possibly future) protocols.
In Interoperability across interaction paradigms (Section 3.1), we analyze the semantics of the various
interaction styles supported by existing middleware protocols and propose a solution to their intercon-
nection based on automated generation of interoperability software artifacts.
Then, in Timed analysis of mobile interactions (Section 3.2), we model timed semantics of the interac-
tion styles identified in Section 3.1, in particular for mobile interactions, and analyze their performance.
Finally, in QoS analysis of mobile interactions across interaction paradigms (Section 3.3), we enrich
the models and analyses of Section 3.2 with the complete semantics of the underlying mobile protocol
infrastructure. Our objective is to enable the evaluation of the end-to-end QoS semantics when intercon-
necting heterogeneous interaction styles, which we call interoperability effectiveness.
3.1 Interoperability across interaction paradigms
(Publications: [74])
(Ph.D. thesis of Georgios Bouloukakis, UPMC, 2017 [43]. Co-supervision with Valérie Issarny.)
The essential issue of interoperability in distributed systems is particularly challenging in open dynamic
environments. Complex applications in the current and Future Internet, including the Internet of Things
and the mobile environment, may be composed from extremely heterogeneous systems. This includes,
for instance, lightweight embedded systems (e.g., sensors, actuators and networks of them), mobile sys-
tems (e.g., smartphone applications), and resource-rich IT systems (e.g., systems hosted on enterprise
servers and Cloud infrastructures). Assuming an underlying IP layer unifying the various access and
networking technologies, these heterogeneous system domains still differ significantly in terms of inter-
action paradigms, interaction protocols and data representation models, which are most often provided
by supporting middleware platforms. Client-server (CS), publish/subscribe (PS), data streaming (DS)
and tuple space (TS) are among the most widely employed interaction paradigms, with numerous related
interaction protocols, such as REST [67] and SOAP [81] Web services (CS), MQTT [17] and AMQP [76]
(PS), WebSockets [65] (DS), or JavaSpaces [71] (TS).
To enable such applications, the heterogeneity between the involved system domains needs to be
tackled. Existing cross-domain interoperability efforts are based on, e.g., bridging interaction proto-
cols [23], wrapping systems behind standard technology interfaces [13], and providing common API ab-
stractions [50, 77, 118, 142]. In particular, such techniques have been applied by open system integration
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paradigms, such as service oriented architecture (SOA) and enterprise service bus (ESB) [52, 117]. Nev-
ertheless, when it comes to integrating systems featuring heterogeneous interaction paradigms, existing
interoperability solutions are typically partial, applying to or imposing specific interaction protocols. On
the other hand, interaction paradigms have been widely studied, with theoretical approaches providing
them with formal semantics by relying on concurrency theory, process algebras and architectural con-
nectors (e.g., see [47]). These approaches typically identify semantics for individual paradigms but not
cross-paradigm semantics, with some notable exceptions as in [4, 63]. However, these last efforts remain
at the level of modeling and do not result in any interoperability solution. Finally, I point out the efforts
presented in [34, 35, 37], developed by some of my fellow colleagues in the Inria ARLES and MiMove
teams. These constitute a dynamic interoperability solution that deals with system heterogeneity at both
the application and middleware layers in a combined way. We have focused only on the middleware layer,
targeting a solution that comprehensively covers the diverse but countable set of possible semantics here;
we assume a direct or otherwise provided system mapping at the application layer.
More specifically, we have introduced an interoperability solution based on abstraction and merging
of the common high-level semantics of interaction paradigms, which is sufficiently general and extensible
to accommodate many different, existing and potentially future, interaction protocol technologies. Our
systematic approach is carried out in two stages. First, a middleware platform is abstracted under a cor-
responding interaction paradigm among the four base ones, i.e., CS, PS, DS and TS. To this aim, we elicit
a connector model for each paradigm, which comprehensively covers its essential semantics. Then, these
four models are abstracted further into a single Generic Middleware (GM) connector model, which en-
compasses their common interaction semantics. Based on GM, we introduce a solution for the automated
synthesis of interoperability software artifacts that enable interconnecting the base interaction paradigms.
We realize our interoperability solution as a lightweight, highly flexible and fully distributed protocol bus,
the eVolution Service Bus (VSB). Based on our VSB platform, we propose a comprehensive solution to
the peer-to-peer integration of software entities that rely on heterogeneous interaction paradigms. These
are entities of the current and Future Internet, including services and IoT Things. The integration results
in complex applications that take the form of dynamic choreographies of services and Things [21,82]. Our
overall approach generalizes the way to design and implement service-oriented distributed applications,
where the employed interaction paradigms are explicitly represented and systematically integrated.
Connector models for base interaction paradigms. We identify the semantics of the four prin-
cipal interaction paradigms, i.e., CS, PS, DS and TS, and elicit a connector model for each paradigm.
Our modeling proposition is the outcome of an extensive survey of these paradigms as well as related
middleware platforms in the literature.
Our models represent the essential semantics of interaction paradigms, concerning space coupling, time
coupling, concurrency and synchronization coupling [4, 63]. Space coupling determines how peers inter-
connected via the connector identify each other and, consequently, how interaction elements (e.g., events
for a PS connector) are routed from one peer to the other; in the case of PS, this may correspond to topics,
queues or content filters. Time coupling determines if peers need to be present and available at the same
time for an interaction or if the interaction can take place in phases occurring at different times; hence,
peers in CS or DS have a strong time coupling, while PS subscribers can receive previously published
events upon their reconnection to a broker. Concurrency characterizes the exclusive or shared access
semantics of the virtual channel established between interacting peers; for instance, non-coordinating TS
peers accessing a data space may compete for taking (and not just reading) the shared copy of some data.
Finally, synchronization coupling determines whether the initiator of an end-to-end interaction blocks or
not until the interaction is complete; in the former case, the interaction is executed in a synchronous way
between the interacting peers, such as in the case of a synchronous CS request-response exchange. These
four categories of semantics are of primary importance, because these are end-to-end semantics: when
interconnecting different interaction paradigms, we seek to map and preserve these semantics.
Inside each interaction paradigm, we identify, more specifically, one or more of four interaction types:
one-way interaction, two-way synchronous interaction, two-way asynchronous interaction and two-way
streaming interaction. We also distinguish between the two roles involved in an interaction, such as:
sender and receiver (one-way), client and server (two-way synchronous/asynchronous), consumer and
producer (two-way streaming). These interaction types and roles incorporate the above semantics of end-
to-end interactions. We list below the interaction types identified inside the four interaction paradigms:
1. CS one-way : corresponds to one-way direct messaging between a sender and a receiver without any
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intermediate node supporting persistent queueing of messages;
2. CS two-way synchronous: corresponds to synchronous request-response interaction between a client
and a server;
3. CS two-way asynchronous: here the response is emitted and received asynchronously at a later time
with respect to the request;
4. PS one-way : we model here the emission of an event by a publisher (sender) and the reception of
this event by a subscriber (receiver) through the broker; we assume that the subscriber is already
subscribed for receiving events; queue-based messaging is also included in this interaction type;
5. PS two-way streaming : we model here the subscription request of a subscriber (consumer) to a
broker (producer), followed by a flow of related events delivered by the broker; the event publishing
part is transparent to this model;
6. DS one-way : we model here the emission of a data element by a producer (sender) and the reception
of this data by a consumer (receiver) without any intermediate node supporting persistent queueing
of data; we assume that the consumer has already set up the streaming connection with the producer;
7. DS two-way streaming : we model here the streaming request of a consumer to a producer, followed
by a flow of data from the producer to the consumer;
8. TS one-way : we model here the writing of a tuple into the tuple space (receiver) by an entity
accessing the tuple space (sender);
9. TS two-way synchronous: we model here the read or take request of an entity (client) accessing the
tuple space (server), followed by a synchronous response delivering the tuple(s) corresponding to
the request; the tuple writing part is transparent to this model.
We remark that the four interaction types appear across the four interaction paradigms. Indeed, the
interaction type abstraction which is more fine-grained than the interaction paradigm abstraction. This
already provides a hint towards our interoperability solution that we describe next.
We represent the semantics of an interaction paradigm and its supported interaction types and roles in
the corresponding connector’s abstract API (Application Programming Interface). This API presents the
programming model supported by the connector and offered to the peers that use the connector for their
interaction. The API is a set of (local and/or networked) primitives expressed as operations or functions
supported by the connector. This abstract API can be refined to a specific middleware platform by
mapping to the primitives and incorporating the data structures and types of the middleware platform.
We further elaborate sequence diagrams that show the detailed interactions between the peers using this
API.
Unifying generic connector model. Given the above four base connector models (CS, PS, DS and
TS), we introduce the Generic Middleware (GM) connector model. GM is a generic connector that
comprehensively abstracts and represents the semantics of various middleware protocols that follow the
four base connector models, hence it can represent the majority of the existing and possibly of the future
middleware protocols.
In particular, GM models the four interaction types and their associated roles supported by the base
connector models in an abstract way. For this, it defines two main high-level API primitives: i) post
employed by a peer for sending data to one or more other peers, and ii) get employed by a peer for
receiving data. For example, a PS publish primitive can be abstracted by a post primitive. GM’s
API includes a number of variations of these primitives in order to precisely express the semantics of
the interaction types. GM’s API further specifies unifying space coupling semantics for all four base
interaction paradigms. A GM message can represent each one of CS message, PS event, DS data or TS
tuple. Additionally, the destination and scope parameters of GM’s API identify the receiver(s) of a
GM message. These may be mapped, e.g., to the URL and a supported operation of a CS server, or to the
network address and a supported topic of a PS broker. Finally, GM introduces two timing parameters in
its API that are common among the four base interaction paradigms. The lifetime parameter delimits
the validity and availability of application data in time for an asynchronous interaction (e.g., lifetime of
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Figure 3.1: VSB architecture.
a PS event), while the timeout parameter delimits the interval for a completed synchronous interaction
(e.g., for a two-way synchronous CS interaction).
Further to the GM API, we introduce the Generic Interface Description Language (GIDL) for spec-
ifying interfaces in an abstract way. A GIDL interface corresponds to an application component that
employs any middleware protocol that can be abstracted into the GM connector. GIDL enables the
definition of operations provided or required by an application component that follow the four interaction
types and their associated roles. Besides an operation’s interaction type and role, the names and data
types of its input and output parameters are also specified. The description is complemented by the
physical address of the component. We have specified GIDL as a meta-model in the Eclipse Modeling
Framework (EMF). This allows us to develop tools that rely on the Eclipse environment and enable
functionalities such as: (i) defining the GIDL interface description of an application component, and (ii)
based on this description, generating an interoperability artifact that will enable interconnecting this
application component with other heterogeneous application components, as we discuss next.
Interoperability bus and interoperability artifact synthesis. By relying on the GM and GIDL
abstractions, we have introduced the eVolution Service Bus (VSB). Its objective is to seamlessly inter-
connect services & Things that employ heterogeneous interaction protocols at the middleware level, e.g.,
SOAP, REST, CoAP, MQTT, WebSockets, etc. VSB follows the basic concept of the Enterprise Service
Bus (ESB) paradigm [52]. In this paradigm, a common intermediate bus protocol is used to facilitate in-
terconnection between multiple heterogeneous middleware protocols: instead of implementing all possible
conversions between the protocols, one only needs to implement the conversion of each protocol to the
common bus protocol, thus considerably reducing the development effort. This conversion or protocol
bridging is done by a component associated to the service or Thing in question and its middleware, called
a Binding Component (BC), as it binds the service or Thing to the service bus. The VSB architecture is
depicted in Figure 3.1. Based on GM and GIDL, we introduce a systematic approach for the automated
synthesis of VSB BCs, which we present in the following.
To bind a service or Thing to the service bus, a VSB BC employs the same (or symmetric, e.g., client
vs. server) middleware protocol as its associated service or Thing and at the same time the bus protocol
(both via third-party software libraries). Furthermore, the BC contains a conversion logic that maps
between the primitives of the bridged protocols. To enable such mapping in a generic way, we rely on
the GM connector model. More specifically, either of the bridged protocols is modeled and abstracted
by an instance of the GM connector, and the conversion is performed at the GM level of abstraction.
Accordingly, our approach to BC building relies on, first, introducing a generic BC architecture at GM
level, and, then, customizing this generic architecture into a concrete BC. The generic BC architecture
is depicted in Figure 3.2, together with a resulting concrete BC for the VSB architecture of the previous
figure.
A Generic BC (GBC) performs bridging between the two associated instances of the GM connector
(let them be X and Y ), to each of which it connects through the GM API. The bridging functionality is
implemented by the GBC conversion logic, which is a set of rules of the type:
if get primitive received on GM connector X(Y ),
then execute symmetric post primitive on GM connector Y (X)
The association between get and symmetric post primitives inside the GM API is based on the four
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Figure 3.2: Generic BC architecture and concrete BC.
GM interaction types and their associated roles. In particular, the above simple GBC logic assumes that
the GM connectors X and Y realize the same interaction type. A more complex logic could possibly
bridge between different interaction types.
We customize a GBC into a concrete BC according to: i) the service or Thing to which the concrete
BC is associated and its middleware protocol, and ii) the selected VSB bus protocol, or equivalently, the
selected common intermediate middleware protocol of the overall application that may integrate many
heterogeneous services and Things. To enable GBC customization, we develop a protocol resource pool.
This pool contains GM API implementations on top of concrete middleware protocols. These are built by
mapping the primitives and semantics of the concrete middleware protocols to primitives and semantics of
the GM API. We develop these GM API implementations as generic code excerpts in Java. To customize
the GBC into a concrete BC, we select from the protocol resource pool the two GM API implementations
that correspond to the service’s or Thing’s middleware protocol and the VSB protocol. By attaching
to them the third-party libraries that implement the two middleware protocols, we build two concrete
instances of the GM connector. The concrete BC has to bridge between these two concrete GM instances.
For this, the Generic BC logic is customized with the concrete data parameters of the service or Thing
in question, as described in its related GIDL model.
Based on the above solution, any heterogeneous service or Thing that employs a middleware pro-
tocol following one of the CS, PS, DS and TS interaction paradigms can be bound to VSB and have
its middleware protocol converted to the bus protocol. Furthermore, since the common bus protocol is
abstracted based on the GM connector in the same way as any service’s or Thing’s protocol, different
protocols can be introduced as VSB’s common bus protocol. Finally, development of BCs is a tedious
and error-prone process, which can highly benefit from our automated systematic support. This can help
application developers integrate heterogeneous services & Things inside complex applications. Further-
more, automated BC synthesis is essential for applications relying on dynamic runtime composition of
heterogeneous services & Things, where there is no human intervention.
Implementation & Assessment. We have conceived and developed VSB as an interoperability bus
destined to serve dynamic choreographies of services but also Things as first-class entities [21, 82]. VSB
presents the following advancements:
• VSB is a unified interoperability solution for both services and Things participating in choreogra-
phies;
• VSB provides support for all of the client-server, publish/subscribe, data streaming and tuple space
interaction paradigms, hence covering the majority of the existing and possibly future middleware
protocols;
• VSB’s interoperability solution is based on the interaction type abstraction which is more fine-
grained than the interaction paradigm abstraction; this enables a flexible mapping between inter-
action paradigms and hence between middleware protocols;
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• Different protocols can be introduced as VSB’s common bus protocol with the same easiness as for
integrating support for a new middleware protocol of a service/Thing;
• VSB BCs are built and deployed as necessary; hence, no BC is needed when a service/Thing employs
the same middleware protocol as the one used as common bus protocol;
• From the previous, we see that VSB is flexible and lightweight; there is no need for relying on
and/or providing a full-fledged ESB platform;
• While generic and modular, VSB’s architecture includes few levels of indirection in the processing
of primitives when converting between protocols; this makes it simpler, lighter and faster.
VSB is utilized as core component of the H2020 ICT CHOReVOLUTION project1 and enables hetero-
geneous interactions in services/Things choreographies. The foundations were set and a previous version
of VSB was developed in the FP7 ICT IP CHOReOS project2. Currently, VSB supports the following
middleware protocols: REST, CoAP, MQTT, WebSockets, SemiSpace and DPWS. It is released as open
source software3.
We have evaluated the VSB framework and runtime environment with respect to two criteria: i) the
support that the VSB framework offers to developers when developing a new application – which may
contain a number of heterogeneous services/Things; and ii) the runtime performance of the synthesized
BCs in terms of response time and throughput.
Regarding the first criterion, we have measured the effort spent by a software developer in order to
develop a choreography integrating 4 heterogeneous Things employing 4 different middleware protocols
(WebSockets, REST, MQTT, SemiSpace), interconnected via CoAP employed as bus protocol. In the first
test case, the developer uses the VSB Eclipse plugin to provide the GIDL descriptions of the 4 Things and
the mapping between their data, and then employs the VSB BC generator to automatically synthesize the
corresponding BCs. In the second test case, the developer develops ”manually” the software artifacts that
adapt among the primitives of the different protocols and the data of the Things. Our evaluation showed
that the VSB framework reduces the application development effort considerably when compared with
manual development. Particularly, the application developer was able to save 78-96% of person-hours in
our scenario. Additionally, when employing the VSB framework, the developer is only required to deal
with the application-level descriptions of Things, while she is spared all the complexity of the middleware-
level heterogeneity and adaptation. On the contrary, building interoperability artifacts without VSB
requires from the developer to be aware of the corresponding APIs and protocols. Finally, we have not
measured in our evaluation VSB’s effect on correct software development. Even if our evaluation sample
included a single developer, the produced results are indicative of the benefit brought by VSB.
Regarding the second criterion, we have measured the introduced latency (for protocol and data
conversion) inside BCs and their supported throughput for traffic ranging from low up to stress conditions.
Our experimental setup comprises a variable number of WebSocket senders generating one-way message
traffic towards an MQTT receiver through alternating REST, CoAP and DPWS bus protocols. We make
sure to create performance bottlenecks (host CPU usage reaching 100%) at the level of BCs including
the bus protocol, while keeping the rest of the entities below their stress level [61,134]. Our experiments
showed that when stress-testing the BCs (in particular the first BC encountered by the one-way message
traffic), the BC conversion logic demonstrates a perfectly scalable behavior, whereas at some point the
bus protocol (for all three experimented protocols) becomes the performance bottleneck. Then, each bus
protocol reveals different stress-level properties in terms of response time and maximum throughput. This
certainly points out the importance in the choice of the bus protocol, depending on the interconnected
services/Things and their middleware protocols. Additionally, we observed that the processing latency
inside the BC logic was in the order of 1/30 to 1/10 of the end-to-end response time (for all three bus
protocols) concerning one-way interactions, for input traffic loads causing moderate queueing effects. Our
evaluation of BCs shows that they introduce limited performance overhead into end-to-end interactions.
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(Ph.D. thesis of Georgios Bouloukakis, UPMC, 2017 [43]. Co-supervision with Valérie Issarny.)
The Generic Middleware (GM) connector, which we introduced in the previous section, models inter-
actions where peers may have varying time coupling. For example, GM may represent a client-server
interaction, where both peers should be present at the same time. In a different case, GM may represent
a publish/subscribe interaction, where published events generated by publishers are stored by the broker
for disconnected subscribers and are delivered to them upon their reconnection. To identify the effects of
time coupling, we have analyzed GM interactions with regard to their timing behavior, more particularly
in the mobile environment. For this, we introduce timing models; our modeling approach is applied
at the level of the GM interaction types. We have modeled, in particular, the one-way and two-way
synchronous interaction types; our approach can be extended to the other two interaction types. Our
models rely on the two timing parameters of the GM’s API: lifetime captures validity and availability
of application data in time for an asynchronous interaction, while timeout represents the interval for a
completed synchronous interaction. Additionally, we introduce the time_on and time_off parameters
to capture the intermittent availability of mobile data recipients.
We study in detail the effect of these timing parameters on interactions regarding their latency and
success rates. We represent and analyze the behavior of our model by relying on timed automata. In
particular, we examine the conditions for successful one-way and two-way synchronous interactions, and
verify reachability and safety properties, by employing the Uppaal [24] model-checker. This analysis
provides us with formal conditions for successful GM interactions and their reliance on the lifetime,
timeout and time_on/time_off parameters, as well as on the stochastic behavior of interacting peers.
While we have modeled and formally analyzed both one-way and two-way synchronous interactions, we
report in this section our results concerning the former. We further perform statistical analysis through
simulation of one-way interactions over multiple runs, and study the success rate vs. latency trade-off for
varying lifetime and time_on/time_off periods. Simulation outputs are compared with experiments
run on our VSB testbed with respect to the accuracy of predicted results.
Timed automata have been applied to a variety of time-sensitive systems, such as publish/subscribe
middleware [83], publish/subscribe applications [20] and distributed asynchronous real-time control sys-
tems [139]. Model checkers like Uppaal [24] and PRISM [96] (the latter supporting analysis of prob-
abilistic timed automata) are employed to analyze timed and probabilistic properties of such systems.
Similarly, a timed message-passing process algebra (an extension to the pi-calculus) [39] has been em-
ployed in [14] for analyzing the MQTT IoT protocol [17]. On the other hand, the work presented in [4]
identifies and analyzes dimensions of coupling among interacting entities in communication middleware
platforms, similarly to our interaction paradigm abstractions of Section 3.1. These coupling (includ-
ing time coupling) semantics are modeled by using Colored Petri Nets; this however does not allow a
quantified timed analysis.
Our modeling and analysis allows to study in a unified quantified manner interactions with varying
time coupling employing the principal interaction paradigms. Application designers can use our analysis
to compare between interaction paradigms and their instantiations into protocols, select among them,
and tune the timing parameters of the overlying application effectively according to the sought trade-off
between success rate and latency.
Time model of GM interactions. We focus here on one-way interactions over a client-server (CS),
publish/subscribe (PS), data streaming (DS) or tuple space (TS) connection, abstractly represented by
the GM connector. In a GM one-way interaction, a sender entity uses the post primitive to emit a
message associated to a lifetime period; this message can be procured using the get primitive by a
receiver entity during its availability period time_on. More specifically, lifetime refers to emitted CS
messages, PS events, DS data or TS tuples, and characterizes both availability in time, e.g., thanks to
storing by a broker, and validity, e.g., for data that become obsolete as part of a data feed. Hence,
lifetime is very short for CS or DS one-way messages, which need to be delivered immediately. time_on
characterizes the interval during which a receiver is connected and available. During this active period,
the receiver can receive one or more sent messages, events, data or tuples. Between active periods, the
receiver is disconnected (time_off), e.g., for energy-saving or other application-related reason.
We assume that the lifetime and time_on parameters are set by application designers. post oper-
ations are initiated repeatedly, with a stochastic interval δpost between two successive post operations.
Similarly, get operations are initiated repeatedly, with a stochastic disconnection interval time_off be-
tween two successive time_on periods. Overall, the post and get operations are independent and have
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Figure 3.3: Time model of GM interactions.
individual time-stamps: we assume that the application entities undertaking the sender and receiver roles
enforce their semantics independently (no coordination). Our time model is depicted in Figure 3.3.
This model allows concurrent post messages. Buffers of available receiving entities (including the
broker and tuple space) are assumed to be infinite, hence there is no data loss due to limited buffering ca-
pacity. The data processing, transmission and queueing (due to processing and transmission of preceding
data) times inside the interaction are assumed to be negligible compared to the durations of lifetime
and time_on periods. With regard to network transmission, this abstracts the effect of the underlying
network infrastructure, which is assumed ideal. Moreover, regarding queueing, we assume that we have
no heavy load effects. This means that: all posts arriving during a time_on period are immediately
served; all posts arriving during a time_off period are immediately served at the next time_on period,
unless they have expired before. This corresponds to a G/G/∞/∞ queueing model, where there is an
infinite number of on-demand servers, hence there is no queueing. We assume that the general probability
distribution characterizing service times incorporates the disconnections of receiver entities.
Abstracting data processing, transmission and queueing effects in this model facilitates its formal
analysis, which we present in the following. In another piece of work, we have extended this model with
actual data processing, transmission and queueing; we have then performed analysis based on queueing
networks; we present this other work in Section 3.3.
Timed automata-based analysis of GM interactions. We have built a timed automata model that
represents the typical behavior of the GM connector and of application components using this connector
for performing the interactions described in our time model. By relying on the expressive power of timed
automata, we are able not only to model deterministic timing conditions for such interactions, but also
to introduce basic stochastic semantics for the sender’s and receiver’s behaviors. In particular, we rely
on timers and invariant conditions on them for enabling probabilistic transitions inside the automata. In
this way, the sender and the receiver have independent stochastic behaviors.
We represent GM interactions with the connector roles GM sender, GM receiver, and with the cor-
responding GM glue, where we apply common software architecture principles. The two roles model the
behavior expected from application components employing the connector, while the glue represents the
internal logic of the connector coordinating the two roles.
The automaton modeling the GM sender behavior repeatedly emits a post message to the glue. At
most one post operation can be active at a time. The end of a post operation is either a successful
reception of the message or an expiration of its lifetime; in both cases we artificially ”advance time”
to lifetime. Between the end of a post operation and the initiation of a new post operation, there
is a stochastic time interval uniformly distributed in [0,max_delta_post-lifetime]. With regard to
our time model, we opted here for restraining the concurrency of post operations for simplifying the
architecture of the glue. The present model (sender, receiver and glue) can be compared to one of
the infinite on-demand servers of the G/G/∞/∞ model introduced above. Nevertheless, the present
model is sufficient for verifying conditions for successful GM interactions. These conditions relate any
post operation with an overlapping get operation; possible concurrency of post operations has no effect
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on this. Moreover, we will see that these conditions are independent of the probability distributions
characterizing the sender’s and receiver’s stochastic behaviors.
The automaton modeling the GM receiver behavior repeatedly emits a get message to the glue, with
at most one get operation active at a time. The duration of the get operation is time_on. Before reaching
time_on, multiple messages (posted by GM sender) may be delivered to the receiver by the glue. In the
opposite case, where the whole time_on period elapses with no message received, a no-interaction event
is generated. There is a succession of time_on and time_off intervals, with the former lasting time_on
time and the latter lasting a stochastic time uniformly distributed in the interval [0,max_time_off].
The automaton modeling the GM glue behavior determines the synchronization of the incoming post
and get operations. A successful synchronization between such operations leads to a successful-interaction
event, where a posted message is delivered to the receiver. The glue keeps the timing concerning the
lifetime of a pending post operation. If this time expires, a failed-interaction event is generated.
Using the Uppaal model checker, we provide and verify essential properties of our timed automata
model, including formal conditions for successful GM interactions. More specifically, we verify reachability
and safety properties of the combined automata GM sender, GM receiver and GM glue. We verify a set
of reachability and safety properties that characterize the timings of the sender’s stochastic behavior;
these are precisely the timings we presented above. This verifies that the sender automaton behaves as
expected. We verify similar properties that characterize the timings of the receiver’s stochastic behavior.
Finally, we verify conditions, as safety properties, for successful interactions using the glue automaton:
(1) A successful-interaction event implies that while a post operation is active a get event occurs, or
while a get operation is active a post event occurs.
(2) A failed-interaction event means that lifetime is reached for an active post operation and no get
operation is active. Additionally, the ongoing inactive get interval (time_off) entirely includes the
terminating active post interval (lifetime).
(3) Symmetrically to (2), a no-interaction event implies that the end of the time_on interval is reached
for an active get operation and no post operation is active. Additionally, the ongoing inactive post
interval entirely includes the terminating active get interval (time_on).
Hence, successful interactions are determined by the durations and relative positions in time of the
active/inactive post and get intervals. These depend on the deterministic parameter constants lifetime,
time_on and on the stochastic parameters δpost and time_off. Nevertheless, conditions are expressed
in a general way, independently of the specific post and get stochastic processes. Hence, our analysis
results provide application designers with general formal conditions for successful GM interactions and
their reliance on observable and potentially tunable system and environment parameters. For example,
from Conditions (1) & (2), an application designer may constrain time_off intervals of receiver processes
with respect to lifetime intervals of posted messages or alternatively increase the latter with respect
to the former, to limit failed interactions. As time_off intervals are stochastic, the designer may be
able to guarantee a statistical upper bound for failed interactions. Similarly, from Conditions (1) & (3),
the designer may tune time_on intervals of receiver processes so that they best adapt to the statistical
properties of sender processes in order to limit ’no-interactions’; this can increase the energy efficiency of
the former, e.g., for resource-constrained devices.
Simulation-based analysis of GM interactions. In order to showcase how an application designer
can leverage our formal analysis results, we have performed simulation experiments over our time model of
GM interactions. These experiments demonstrate how the designer can tune system parameters according
to Conditions (1-3) in order to ensure a sufficient interaction success rate or a suitable tradeoff between
interaction success rate and interaction latency.
We run Monte Carlo simulations in Scilab4 to analyze the effect of varying lifetime, time_on and
time_off periods on GM interactions. We assume Poisson arrivals at a specific rate for subsequent
posts (hence, δpost follows the corresponding exponential distribution). Similarly, there are exponential
intervals (of varying rate) between subsequent gets. Our simulation model enables concurrent posts with
no-queueing. It corresponds to an M/G/∞/∞ queueing model. The model was run for 10, 000 get
periods to collect interaction statistics.
4http://www.scilab.org
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We have measured the rates of successful interactions for various values of lifetime, time_on and
time_off periods. As expected from our formal analysis, increasing time_on periods for individual
lifetime values improves the success rate. However, we note that the success rate is severely bounded
by lifetime periods. For the time-coupled CS or DS interactions, where the lifetime period is very low,
the success rate, even at higher time_on intervals, remains much lower than for, e.g., the time-decoupled
PS or TS interactions, where a certain lifetime is guaranteed by the broker or the tuple space. Reducing
time_off intervals produces a significant improvement in the success rate, especially for the CS/DS case.
For the PS/TS interaction paradigms, where the lifetime period can be varied: a higher lifetime
period combined with higher time_on or lower time_off intervals would guarantee better success rates.
In order to study the trade-off between interaction latency and interaction success rate, we additionally
produce cumulative latency distributions of interactions for various values of lifetime and time_on
periods, and for a specific rate of the exponential intervals between subsequent gets. All failed interactions
are pegged to the value lifetime concerning their latency. We have observed that lower lifetime periods
produce markedly improved latency. Whereas, with higher levels of lifetime periods (typically PS/TS),
we have noticed higher success rates, but also higher latency. On the other hand, increasing time_on
intervals and decreasing time_off intervals also results in improved latency, but at the same time in
better success rates.
In the same way and by using our produced results, an application designer may configure the time_on
period of connectivity of a receiver entity, where we assume given values for post arrivals, post lifetimes
and get frequencies. By selecting a specific value for time_on, the application designer is able to predict
the mean success rate of the posts, along with a statistical upper bound for the latency of the same posts
expressed with a certain probability. If the resulting values are not satisfactory, the application designer
may increase the time_on period to achieve a higher success rate and/or lower latency.
Comparison with prototype implementation. In order to validate our simulation-based analysis
(and further our underlying time model and formal analysis), we have implemented realistic GM in-
teractions. Specifically, we employ: i) an implementation of the DPWS [145] CS middleware for GM
interactions of very low lifetime; and (ii) an implementation of the JMS [122] PS middleware for
GM interactions of a certain guaranteed lifetime. We apply the same settings as for our simulations.
Note that in our implementation setup we have concurrent posts and queueing. This corresponds to an
M/G/1/∞ queueing model; however, we make sure to avoid heavy load effects that would lead to high
queueing delays in our experiments. We compare the results of simulated and real/monitored interaction
success rates for various values of post lifetimes and get frequencies. The absolute deviation between
the two is no more than 10%. This deviation may be attributed to data processing, transmission and
queueing delays in the running of our prototype, which have been abstracted in our model.
As already pointed out, we present in the next section an extension of our model and analysis that
takes into account queueing effects and other additional factors of realistic middleware interactions.
3.3 QoS analysis of mobile interactions across interaction paradigms
(Publications: [44–46])
(Ph.D. thesis of Georgios Bouloukakis, UPMC, 2017 [43]. Co-supervision with Valérie Issarny.)
In the previous section, we modeled in a unifying way the timing behavior of diverse system interac-
tions where systems have varying functional and QoS semantics, in particular due to different interaction
paradigms (CS, PS, DS and TS) and QoS configurations. Based on this modeling, we evaluated and
compared the latencies (or end-to-end response times) and success rates of such system interactions. The
considered QoS semantics concern data validity/availability as well as the intermittent availability of
mobile data recipients for energy saving purposes or other application-related reason. In these semantics,
we assumed that the effect of the end-to-end protocol infrastructure is negligible. In the present sec-
tion, we introduce further QoS semantics by modeling the end-to-end protocol infrastructure of mobile
applications. In particular, the performance of such applications may be constrained by queueing delays
and message losses due to heavy traffic load, as well as due to low network bandwidth or even network
disconnections occurring in the mobile protocol infrastructure.
In [60, 62, 72], the trade-off between interaction response times and success rates when using key
IoT protocols is evaluated (e.g., for CoAP). However, the employed methods are protocol-specific and
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do not cover the introduction of a new IoT protocol. Several existing efforts concerning the design
and evaluation of mobile systems aim at satisfying QoS requirements under several constraints (e.g.,
intermittent availability, limited resources, etc.). The evaluation methods used are derived mainly from
the field of Queueing Theory. For instance, 2-Dimensional (2-D) Markov chains and quasi-birth-death
(QBD) processes have been used in [98,107,108,141] to model the changing connectivity of mobile users
when offloading computation or data to the Cloud through either 3G or WiFi connections.
In this section, we model the performance of middleware protocols by relying on Queueing Network
Models (QNMs) [22, 97]. Based on QNMs, middleware nodes (clients, servers, brokers, etc.) are repre-
sented as queues, called service centers or queueing centers, and the exchanged messages as jobs served.
QNMs enable the isolation and separate analysis of each service center from the rest of the network.
The solution of the entire network can be then formed by combining these separate solutions. Queueing
networks have been extensively applied to represent and analyze communication and computer systems
and have proved to be simple and at the same time powerful tools for system designers with regard to
system performance evaluation and prediction [89, 119]. In particular, queueing networks have simple
analytical solutions and can achieve a favorable balance between accuracy and efficiency, when compared
with other modeling approaches like Queueing Petri Nets and Performance Petri Nets, even if there is
always a trade-off between modeling expressiveness and capacity of solving models of realistic size and
complexity [94,104,137].
As part of our approach, we model and solve analytically in particular a service center that represents
an intermittently connected data receiver. This is modeled explicitly as an ON/OFF queueing center.
This further makes part of a set of different service centers that we identify for modeling end-to-end
mobile interactions. We develop simulation models for these service centers. By employing further these
service centers as building elements, we introduce a set of performance modeling patterns for the various
interaction types supported by the CS, PS, DS and TS interaction paradigms; these are differentiated for
reliable and unreliable mobile interactions. Furthermore, we combine these performance modeling pat-
terns to model heterogeneous end-to-end mobile interactions; these involve different interaction paradigms
interconnected via the VSB. We perform simulation-based analysis of these interactions.
By using our models and analyses, application designers are able to analyze and possibly configure
certain QoS semantics (protocol QoS features, network and user connectivity, message lifetime periods,
allocated system resources) in order to provide appropriate interaction response times and success rates
in complex heterogeneous applications.
ON/OFF queueing center model for mobile interactions. To model intermittently connected
mobile peers, we employ the intermittent (ON/OFF) queueing center. Besides Poisson arrivals with rate
λ and exponentially distributed service times with rate µ, we assume that the server of the queueing
center is subject to an ON-OFF procedure. More specifically, the server remains in the ON-state for
exponential time with parameter θON (θON = 1/TON), during which it serves messages (if any). Upon
the expiration of this time, the server enters the OFF-state, during which it stops serving messages, also
for exponential time with parameter θOFF (θOFF = 1/TOFF). Without loss of generality, we make the
assumption that if TON expires and there is a message currently being served, the server interrupts its
processing and will continue from the point it stopped in the next TON period.
We have elaborated an analytical solution for the mean response time of the ON/OFF queueing
center. This is the time that a message remains in the queueing center (waiting in the queue and being
served). Queueing centers with service interruptions or vacations and varying features have been a topic
of research for several decades, with a variety of analytical and numerical solutions of the resulting Markov
chains [7,64,112,138]. The interest of our approach is that it relies on common, mean value, assumptions,
such as: i) the PASTA property, meaning Poisson messages encounter the mean queue upon arrival [1];
ii) the memoryless property of the exponential distribution; and iii) Little’s Law. Additionally, we rely
on queueing centers with multiple classes of customers and priority queueing [51].
In our solution, we introduce, besides the regular flow (class) of arriving messages with rate λ, a
second, virtual flow λOFF of OFF messages that correspond to the TOFF intervals of the server. More
specifically, an OFF message arrives at the server exactly when the latter goes into its TOFF interval.
We represent the server’s inactivity during the TOFF interval with the virtual service time of the OFF
message. To ensure this punctuality, we assume that an OFF message arrives in the system exactly at the
beginning of a TOFF interval and has preemptive priority over regular messages. Hence, it also reaches
the server at the beginning of the TOFF interval. This modeling allows mapping the ON/OFF queueing
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center to one with continuous service. Hence, we specify our model as a queueing model with two classes
of customers and preemptive priority of one class over the other [51]. The singularities in solving this
model are the following:
• The flow of OFF messages is not Poisson: during the TOFF interval no new OFF message is allowed
to arrive. Thus, the PASTA property does not hold for this flow.
• The average arrival rate of the OFF flow takes two alternating rate values: 0 during TOFF intervals
and 1/TON during TON intervals (exactly 1 OFF message arrives at the end of a TON interval).
We employ the ON/OFF queueing center in the following as a component inside the QNMs that
we introduce for modeling end-to-end mobile interactions. Besides the ON/OFF queueing center and
certainly the continuous service queueing center (M/M/1), we also employ two other models of queueing
centers in our QNMs. The first one includes finite buffer capacity for the queue. The second one includes
message expirations due to limited lifetime. In particular, we assume that a message may be checked
for its residual lifetime just prior to its regular processing; expired messages exit the queueing center
without regular processing. In a similar way, we consider that the request and response messages of a
two-way synchronous interaction share a common cumulative lifetime equal to the timeout parameter
that represents the interval for a completed interaction. This may be checked in the same way as for a
single message lifetime. We apply the finite capacity and message expiration features individually or
jointly on both continuous service and ON/OFF queues. We have developed simulation models for all
these queueing centers; we provide more details about our simulator later in this section.
Performance modeling patterns for mobile interactions. We introduce performance modeling
patterns for the four base interaction paradigms; actually, more finely, for their supported interaction
types identified in Section 3.1. We include in our modeling the end-to-end protocol infrastructure, which
we assumed ideal in Section 3.2, thus taking into account more realistic concerns of mobile interactions.
In particular, we model the level of end-to-end communication reliability in the face of disconnections of
mobile peers or intermediate protocol entities. Our modeling of Section 3.2 was at the level of the GM
interaction types, abstracting the interaction paradigms. Being more detailed, the present performance
modeling distinguishes among both interaction types and interaction paradigms.
Let us consider a direct one-way interaction between two mobile peers. In this interaction, a mobile
sender produces messages generated by an application. The application disconnects from the network from
time to time (e.g., for energy saving purposes or other user-related reason), and the produced messages
are buffered until the next connection, upon which they are forwarded to the underlying middleware layer.
The middleware layer transmits these messages over the network to the mobile receiver. The middleware
layer may be shared with other senders (applications) running on the same host; hence, it may serve
multiple message flows having possibly different remote destinations. At the other side, the middleware
layer of the mobile receiver is able to receive messages from the network coming from multiple remote
senders, including the mobile sender above. This middleware layer delivers the destined messages to the
overlying application whenever the application gets connected (e.g., the user launches it). The middleware
layer may be shared with other receivers (applications) running on the same host; hence, it distributes
the messages it receives from the network to possibly multiple applications. As already mentioned, the
middleware instances of the two mobile peers take care of sending and receiving the application messages
over the network. Inside the network, disconnections may occur due to several reasons, such as wireless
devices moving out of network coverage, router crash/reboot, etc. We identify these disconnections at
a higher layer, as middleware disconnections, where effectively the end-to-end connectivity between the
two middleware instances is broken.
We model the interaction between the two mobile peers as a QNM. This is depicted in Figure 3.4.
We employ in our modeling the continuous service and intermittent (ON/OFF) queueing centers, with
message expirations where necessary. Assuming finite buffer capacity for the queueing centers is optional,
e.g., if heavy load effects and resource constraints need to be taken into account. We model the mobile
sender as a sequence of two queueing centers. The first one (SQ1) represents the buffering of application
messages by the application itself and their intermittent processing by the local middleware whenever
the application is connected. The second one (SQ2) represents the buffering and transmission by the
middleware of application messages on a possibly intermittent network connection. We model also the
mobile receiver as a sequence of two queueing centers. The first one (RQ1) represents the buffering
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Figure 3.4: Performance modeling pattern for direct one-way interactions.
and processing by the middleware of application messages that are received from the network; messages
destined for the application are delivered to it if it is connected. The second one (RQ2) represents
the intermittent buffering and processing by the application (whenever it is connected) of its destined
messages that are delivered by the local middleware. The complete QNM is built from the above four
queueing centers in sequence: SQ1-SQ2-RQ1-RQ2.
We distinguish between two cases for this QNM, depending on the level of communication reliability
supported by the modeled middleware protocol and more generally by the end-to-end protocol infrastruc-
ture. Existing middleware protocols can be categorized into: i) unreliable protocols, which do not provide
any guarantees for the delivery of messages; and ii) reliable protocols, where the delivery of messages is
either confirmed or reported as failed to the sender application. Unreliable middleware protocols typi-
cally build on top of UDP, which is itself an unreliable transport protocol. On the other hand, reliable
middleware protocols usually build on top of TCP. TCP guarantees reliable message delivery by using
acknowledgements, timeouts and retransmissions. Middleware protocols may further introduce their own
additional reliability mechanisms.
We model an unreliable end-to-end interaction as follows. SQ1 is an ON/OFF queueing center to
represent the intermittent connectivity of the sender application. SQ2, RQ1, RQ2 are continuous service
queueing centers: any middleware/network disconnection or receiver application disconnection results in
message loss but does not delay message transmission additionally (no retransmissions). Lost messages are
represented by a side output flow of the queueing centers besides the delivered message flow. Additional
message loss may result from message expiration; this is checked by the sender and receiver applications
at SQ1 and RQ2.
We model a reliable end-to-end interaction as follows. SQ1 is again ON/OFF, but it now represents
connectivity along the entire interaction path. The connectivity pattern of SQ1 results from the intersec-
tion of the connectivity patterns of the sender application, the middleware and the receiver application.
The meaning of this is that the sender application is reliably informed about the successful or failed
end-to-end transmission of a message. SQ2, RQ1, RQ2 are continuous-service: they represent only the
interaction latency along the end-to-end path, but they include no message losses due to disconnections.
The only message loss may result from message expiration; this is treated as in the unreliable case.
The above analyzed modeling of a direct one-way interaction between two mobile peers applies in the
case of a CS or DS one-way interaction. In a similar way, we model an indirect one-way interaction through
an intermediate protocol node, as in the case of a PS interaction where an event produced by a publisher
reaches a subscriber through a possibly also mobile broker. In this case, the interaction can be split
in two parts, publisher-broker interaction and broker-subscriber interaction, which may take place in a
time-decoupled way. Furthermore, we model two-way interactions, where the two parts of the interaction
have opposite directions and are modeled in sequence. In the case of the two-way synchronous interaction,
the timeout parameter is used instead of the lifetime parameter in the way already described in the
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previous. The complete set of our performance modeling patterns is as follows:
• Reliable/unreliable CS one-way, two-way synchronous, two-way asynchronous;
• Reliable/unreliable PS one-way, two-way streaming ;
• Reliable/unreliable DS one-way, two-way streaming ;
• Reliable/unreliable TS one-way, two-way synchronous.
This corresponds to the list of the interaction types identified for each interaction paradigm that we
introduced in Section 3.1. These patterns can be reused inside bigger compositions, thus modeling the
end-to-end performance of complex systems.
End-to-end performance modeling of heterogeneous interactions. We have leveraged our per-
formance modeling patterns to model the end-to-end performance of services/Things interactions that
employ heterogeneous middleware protocols possibly offering different levels of communication reliability.
We interconnect such services/Things through VSB, as introduced in Section 3.1. Accordingly, any
such interconnection can be abstracted as a sequence of three GM connectors, where the two end connec-
tors abstract the middleware protocols of the two interacting peers and the middle connector abstracts
the employed VSB protocol. The bridging between each end connector and the middle connector is en-
sured by a BC. We map to each GM connector a specific performance modeling pattern by taking into
account the interaction paradigm and further the interaction type that the specific protocol abstracted
by GM follows, as well as its reliability and other QoS semantics. The resulting end-to-end model is the
composition of the three selected patterns.
Moreover, when composing two patterns, we merge the application layers represented in the patterns
at the point of their bridging. We possibly then refine the merged application layer: it should correspond
to the conversion logic of the BC that performs the bridging. This application layer takes into account
the constituent application layers (e.g., continuous-service or ON/OFF queues) but also the fact that
a BC is assumed to be always connected. This assumption is desirable in order to provide seamless
interoperability and can be achieved, e.g., by the deployment of BCs in the Cloud.
Performance simulator for mobile interactions. We have developed a simulator that implements
the queueing center models and performance modeling patterns presented in the previous. We leverage
our simulator for analytical model validation, as well as for creating simulation models that represent
our proposed performance modeling patterns. Using the latter models, we perform statistical analysis
and evaluate the trade-off between response times and success rates for interactions represented by the
models. Our simulator, MobileJINQS5, is an open-source library for building simulations encompassing
constraints of mobile applications. MobileJINQS is an extension of JINQS, a Java simulation library for
multi-class queueing networks [66]. JINQS provides a suite of primitives that allow developers to rapidly
build simulations for a wide range of QNMs [97]. MobileJINQS retains the generic model specification
power of JINQS, while it provides additional features of interest to mobile or other systems such as: i)
lifetime limitations for messages entering a queueing network; ii) intermittently available (ON/OFF)
queue servers representing the intermittent connectivity of mobile peers; iii) arrival and connectivity rates
derived from real data traces; iv) ON/OFF queueing centers with buffers of finite capacity; and v) selective
queue output flows and related sink nodes that collect messages lost due to middleware disconnections
or message expirations.
ON/OFF queueing center model validation using real data traces. We have performed three
experiments with MobileJINQS in order to validate our analytical model for the ON/OFF queueing
center.
In our first experiment, we calculate a set of mean response time values with the analytical model.
These are derived for a selected mean value of message service times, various mean durations of ON and
OFF intervals, and different mean message arrival rates, from low ones to ones bringing the system close
to saturation. At the same time, we have used MobileJINQS to implement the ON/OFF queueing center
(with infinite queue capacity and no message expirations). Arrivals and service times for individual
5http://xsb.inria.fr/d4d.php#mobilejinqs
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messages, as well as individual ON and OFF intervals are derived from the probability distributions
that were assumed in our solution of the analytical model. We run the simulator by setting for these
distributions the same mean values as for the analytical model calculations, and obtain steady state mean
response times. We have plotted together the response times produced by the analytical and simulation
models. The resulting curves are almost identical for low and medium arrival rates. We noticed some
small differences for very high rates. This is acceptable, since the system is close to saturation at these
rates.
We have performed a second validation of our analytical model for the ON/OFF queueing center by
using message arrival workloads derived from real data traces. We relied on the D4D dataset, which we
obtained from Orange Labs in the context of the D4D challenge6 [44]. The D4D dataset contains Call
Detail Records (CDRs) and SMS message sending records of users subscribed to Sonatel, the principal
telecommunications provider of Senegal, which is linked to Orange. This data was collected over the
whole country for a period of 50 weeks from January to December 2013.
From this dataset, we built data traces for each base station (or antenna) of the Sonatel mobile
network. Each antenna trace provides the number of connections (emitted calls and SMS messages) made
to the specific antenna by users per interval of 10 minutes and for the whole 50 week period. We assume
that the resulting antenna input workload and related user access pattern to mobile telecommunication
services can also be used as a representative message arrival workload for our ON/OFF queueing center
modeling mobile interactions. More precisely, we map the number of connections Ni for each 10 min
interval i at the selected antenna to an equal number of message arrivals Ni at the ON/OFF queueing
center in the same time interval i. This mapping results in a non-homogeneous Poisson arrival process
with rate parameter λ piecewise constant in each 10 min interval i and equal to λi = Ni/10 arrivals per
min, where we cover the whole 50 week period. Finally, we include in our experiments an antenna of low
load (calculated as the mean arrival rate over the whole period) and an antenna of high load among the
set of antennas.
We extended our MobileJINQS model of the ON/OFF queueing center with non-homogeneous Poisson
arrivals and parameterized the arrival process with the set of rates resulting from the data traces of the
two selected antennas (low-load and high-load). We further parameterized the probability distributions
for service times and ON and OFF intervals with selected parameter values. By running the simulator
with the above settings, we obtain mean response times per interval of two weeks over the 50-week period
for the high and low loads. Subsequently, we apply the same parameter values to the analytical model
for each 10 min interval. We aggregate the produced mean response times per interval of two weeks
over the 50-week period. Note that we made sure to avoid the saturation (per 10 min interval; if it was
let run with this arrival rate) of the ON/OFF queueing center when selecting our parameters and given
the rates of the non-homogeneous Poisson arrival process. Otherwise this would make the analytical
model inapplicable. By comparing the plotted curves for the simulated and analytical response times, we
noticed that the deviation between the two is no more than 5%. This shows that the analytical model can
produce reliable response times for message arrival workloads that are not homogeneous and are derived
from real data traces. Nevertheless, we made the assumption that the individual arrival rates of the 10
min intervals do not exceed the limit that would bring the ON/OFF queueing center to saturation (if it
was let run with each one of these rates). Moreover, our produced mean response times are per interval
of two weeks, which may be too coarse-grained. We intend to do a more fine-grained analysis including
studying the transient behavior of the ON/OFF queueing center.
In our third validation experiment, we apply ON/OFF interval durations derived from real data
traces. In particular, we have created a dataset concerning Internet connectivity of mobile users in
the metro [16]. For this, we developed an Android application, named Metro Cognition, which aims at
collecting connectivity data for metro passengers in Paris and Delhi. The application allows a user to
identify her itinerary inside the metro system by entering her departure and destination metro stations.
Then, data are collected during her journey. Every 30 seconds and/or each time the connectivity status
changes a record is created along with timestamp information. At the end of the journey, the collected
records are stored on a cloud server.
For practical reasons, we focused on two specific itineraries inside the Paris metro (from station
”Cité Universitaire” to station ”Dugommier”, named CUD; and return, named DCU) for which we have
collected sufficient amounts of data: 34 journeys of a total duration of 15.18 hours, where the average
journey duration is 26.8 min, for CUD, and a bit lower numbers for DCU. Our data show that metro
6http://www.d4d.orange.com/en/
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travelers lose and recover their Internet connection for intervals ranging from several seconds to 5 minutes.
In average, connection intervals are 1.5 times longer than disconnection intervals. More specifically, we
measured 146.38 sec and 96 sec in average for connection and disconnection intervals while traveling in
the CUD itinerary. Numbers for DCU are 155.88 sec and 72.15 sec, respectively.
We consider that the Internet connectivity patterns we measured in the metro are very relevant for
our ON/OFF queueing center modeling mobile interactions. Hence, we directly derive ON/OFF interval
durations from the measured connection and disconnection intervals. As a first step, in our analysis, we
tried to identify the best fit of our collected data to existing probability distributions. It was interesting
to observe that the resulting complementary cumulative distribution functions (CCDFs) of connection
and disconnection intervals fit best with exponential distributions. We then apply our connectivity data
to our MobileJINQS model of the ON/OFF queueing center. We also apply two different service times
and, for each, various arrival rates, from low ones to ones bringing the system close to saturation. We
run the simulator and obtain steady state mean response times. At the same time, we apply the same
parameter values to the analytical model, including the average ON/OFF values resulting from our
dataset. We calculate mean response times with the analytical model. We have plotted and compared
the response times provided by the analytical model and the trace-based simulation. Results match with
high accuracy for low and medium arrival rates. For higher rates, there is a quite good match between the
two with a maximum difference of about 10%. This is still acceptable accuracy for the analytical model,
given that it relies on the assumption of exponential distributions for the ON/OFF intervals, which is an
approximation for the ON/OFF intervals from the real data traces.
Performance analysis of mobile interactions. We have performed simulation experiments that
demonstrate how an application designer can leverage our performance modeling patterns for analyzing
mobile interactions that follow the various interaction types supported by the CS, PS, DS and TS inter-
action paradigms. Our approach here is similar to our simulation-based analysis of GM interactions in
Section 3.2. However, as already pointed out, the performance modeling patterns allow a much more real-
istic modeling of mobile interactions than the time model of GM interactions of Section 3.2, by including
queueing delays, network disconnections, communication reliability and other factors of the end-to-end
protocol infrastructure. We develop simulation models in MobileJINQS that are parameterized with a
variety of message arrival rates, message service times, as well as TON/TOFF periods and message life-
time periods. We demonstrate that varying these periods has a significant effect on the rate of successful
interactions. Furthermore, we evaluate the trade-off between interaction success rates and interaction
response times.
We have analyzed the reliable PS one-way interaction pattern, where an event produced by a mobile
publisher is reliably transmitted to a mobile subscriber through a possibly also mobile broker. This
pattern is depicted in Figure 3.5. In the reliable PS one-way pattern, losses occur only due to message
expirations, i.e., there are no losses due to disconnections. We parameterize the QNM of the pattern
as follows. We set a specific (Poisson) message arrival rate to the first queueing center of the QNM,
and select proper (exponential) service times for all the queueing centers; these represent processing and
transmission times of messages. We alternate among different lifetime periods for messages. Regarding
the publisher-broker part of the interaction, there is one ON/OFF queueing center, which represents
the overall connectivity along the interaction path between the publisher and the broker. This includes
the connectivity of the publisher and the middleware, whereas we assume that the broker is fixed and
reliable. Experiments are performed while varying the (exponential) TON and TOFF periods of this
queueing center. Similarly, regarding the broker-subscriber part of the interaction, there is one ON/OFF
queueing center, which represents the overall connectivity between the broker and the subscriber. This
includes the connectivity of the middleware and the subscriber. Experiments are performed while varying
the (exponential) TON and TOFF periods also of this queueing center. Using MobileJINQS, we perform
around 700000 interactions for each experiment.
We have measured the rates of successful interactions for various values of message lifetime and
TON/TOFF periods for both the publisher-broker and broker-subscriber parts of the interaction. As
expected, increasing TON periods over TOFF periods (of either part of the interaction) for individual
lifetime values improves the interaction success rate. Similarly, increasing lifetime periods also results
in higher success rates. In order to study the trade-off between interaction response times and interaction
success rates, we have additionally produced cumulative response time distributions for various values
of message lifetime and TON/TOFF periods for both parts of the interaction. We include response
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Figure 3.5: Performance modeling pattern for PS one-way interactions.
times only for successful interactions, i.e., response times lower than the lifetime period. We have
remarked that lower lifetime periods produce clearly improved response times. Whereas, by increasing
the lifetime, we get higher success rates, but with increased response times. On the other hand,
increasing TON periods with respect to TOFF periods results in both improved response times and higher
success rates.
The results of the present analysis are similar to those of the simulation-based analysis of Section 3.2.
This means that the abstract time model of GM interactions introduced there remains valid, at least when
assuming a reliable protocol infrastructure. Nevertheless, besides providing the same general observations
as the previous analysis, our analysis based on the performance modeling patterns can provide much more
accurate quantitative results that take into account a rich set of features of the modeled real systems. By
employing this analysis, an application designer is able to: (i) compare and select middleware protocols
according to their QoS features, and (ii) configure certain system parameters (e.g., message lifetimes,
application connection/disconnection periods, message service rates), in order to predict/ensure mean
values and/or statistical bounds for the interaction success rates and interaction response times inside the
designed system. Furthermore, by composing appropriate performance modeling patterns as introduced
in the previous, an application designer is able to analyze, predict and possibly ensure the end-to-end
performance of heterogeneous mobile interactions where the involved systems (services and Things) are
interconnected via VSB.
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Chapter 4
Conclusion and Outlook
This manuscript provided a synthetic view of my principal research efforts in these last years. These efforts
focused on the study of mobile distributed systems that rely on the enabling features of service oriented
computing. The presentation was structured around two major aspects of this area, namely Composition
and Interoperability. The presented results include several enablers that fit into or complement the SOA
architectural style. These enablers respond to the demanding requirements of the mobile environment
and further its direct extension to the global Internet of Services and Things. My current and future
research aims at generalizing and extending these results in the way discussed in the following.
Summarizing the properties of the mobile environment as discussed until now, we can state that this
computing environment is characterized by high uncertainty, resulting from its openness and constant
evolution. Uncertainty calls for designing mobile distributed systems that are able to run in a beforehand
unknown, ever-changing context. Nevertheless, the complexity of such change cannot be tackled at
system design-time. Emergent mobile distributed systems are systems that, due to their automated,
dynamic, environment-dependent composition and execution, emerge in a possibly non-anticipated way
and manifest emergent properties, i.e., both systems and their properties take their complete form only at
runtime and may evolve afterwards. This contrasts with the typical software engineering process, where
a system is finalized during its design phase.
Emergent mobile distributed systems present challenging research questions. My objective is to study
and ensure fundamental distributed system properties, both functional and non-functional, such as (i)
interoperability, (ii) realizability and trustworthiness in particular with respect to correctness against
requirements, (iii) performance versus resource efficiency, and (iv) scalability, for emergent mobile dis-
tributed systems. Assurance of such properties is highly challenged by the dynamism, heterogeneity and
uncertainty inherent in the emergent systems and their environment. Hence, my emphasis is on conditions
and limitations for realistic emergent systems. I will focus on the following research directions:
Cross-layer impact on emergent properties. Functional and non-functional properties of mobile
distributed systems are dependent on the application, middleware, network, and system resources layers,
which are all highly dynamic and heterogeneous in today’s global networking and computing environment.
Hence, when studying emergent properties for such systems, none of these layers should be abstracted
and taken for granted. My research will focus on addressing emergent properties in a cross-layer fashion.
Such properties relate to application interfaces and interaction protocols, application data and data
streams, middleware interaction paradigms and protocols, as well as application- and middleware-level
QoS. Modeling and analysis of cross-layer properties will be based on formal multi-level abstractions and
stepwise refinement between them.
Evolution of emergent properties in heterogeneous space and in time. Emergent mobile dis-
tributed systems arise as dynamic compositions of heterogeneous constituents (i.e., heterogeneous space)
that may evolve over time. Global emergent properties, both functional and non-functional, result from
the individual properties of the constituent systems. My objective is to study the composability of prop-
erties when heterogeneous systems are composed together, and their replaceability when a system is
substituted by another system within the composition. The resulting modeling complexity is further
exacerbated by uncertainty, since the exact functional and non-functional behavior of the constituent
systems and of their environment cannot be known at design-time or can only be estimated. I intend to
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deal with the modeling of emergent global properties over space and time, as well as with the modeling
of global requirements, across heterogeneous systems.
Trustworthiness of emergent heterogeneous mobile distributed systems. Ensuring the trust-
worthiness of emergent mobile distributed systems is challenging due to their heterogeneity and other
dimensions of uncertainty. I principally identify here trustworthiness as correctness against system re-
quirements, functional and non-functional. Given the unplanned variability of emergent systems and
their environment, requirements and even system invariants have to be adaptive, i.e., expressed as a
range of acceptable possibilities for a system’s behavior. In this context, my objective is to assure global
system correctness that additionally accommodates the heterogeneous nature of the requirements of the
individual constituent systems. Besides trustworthiness, I aim to assess more generally the feasibility of
realistic emergent systems. This includes the effectiveness, performance and scalability of adaptation en-
actment in realistic computing and networking environments. It also concerns the ability of such systems
to provide useful and satisfying service to their users, as opposed to degenerated service due to their
emergence and execution uncertainty.
Last but not least and to demonstrate the generality of the identified research directions, we have been
working lately on the interoperability and composition of computer-mediated social communication ser-
vices, commonly found in widely used social networking platforms, across these different platforms [8,9].
There, besides technical considerations of the systems, user-centered and social considerations need to be
taken into account. All this opens up exciting new possibilities of research.
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