The d-dimensional Gaussian free field (GFF), also called the (continuous) massless free field, is a natural d-dimensional analog of Brownian motion. We present a short overview of the GFF and some of its mathematical properties, including the conformal Markov property (d = 2), Fock spaces and Wiener decompositions for the GFF, and the emergence of the GFF as a scaling limit of discrete versions of the GFF (also called "harmonic crystals") on lattice graphs.
Introduction
The d-dimensional Gaussian free field (GFF), also called the massless free field, is a random object of increasing importance in statistical physics and the theory of random surfaces, particularly in the case d = 2. It also has connections to string theory and quantum field theory [11, 13, 14] . The purpose of this paper is to provide a simple, mathematical introduction to the GFF and its properties for readers familiar with basic probability (Gaussian variables, σ-algebras, Brownian motion, etc.) but not necessarily versed in the jargon of quantum field theory or conformal field theory.
As a survey, this work is very far from exhaustive, and the perspective and selection of topics strongly reflect the author's particular bias and the limits of the author's knowledge. We will not, for example, discuss the Virasoro algebra or the Coulomb gas theory (topics discussed at length in several reference texts, including [6, 7, 15] ), and we make no attempt to survey the physics literature. We will also present without references a few simple and straightforward results (including the natural coupling of harmonic crystals with the GFF via finite elements and the coupling of the GFF and Brownian motion via "field exploration") that we have not found articulated in the literature. We will emphasize the case d = 2. [1] .) The quantity (f, f ) ∇ is sometimes called the Dirichlet energy of f . Note that by integration by parts, (f 1 , f 2 ) ∇ = (f 1 , −∆f 2 ), where ∆ is the Laplacian operator and (·, ·) is the standard inner product for functions on D.
Gaussian free fields 2.1 Gradient inner product

Conformal invariance and other symmetries
Let g be a bijective map from D to another domain D ′ . If g is a translation or an orthogonal rotation, then it is not hard to see that
If g(x) = cx for a constant c, then
In the special case d = 2, the equality holds without the c d−2 term. In fact, an elementary change of variables calculation implies that this equality holds for any conformal map g and any f 1 , f 2 ∈ H(D). (It is enough to verify this for f 1 , f 2 ∈ H s (D).) In other words, the gradient inner product is invariant under conformal transformations when d = 2.
Since Brownian motion hitting probabilities can be computed using harmonic functions-which are minimizers of (f, f ) ∇ with appropriate boundary conditions-the conformal invariance of certain Brownian motion based processes in two dimensions (e.g., the set of points hit by a Brownian path started at a point in the interior of a domain and stopped when it hits the boundary) is in some sense implied by the conformal invariance of the gradient inner product.
Gaussian Hilbert spaces and the GFF
Consider the probability space (Ω, F , µ) where Ω is the set of real sequences α = {α i }, i ≥ 1, F is the smallest σ-algebra in which the coordinate projections α → α i are measurable, and µ is the probability measure in which the α i are i.i.d. Gaussian variables of unit variance and zero mean. One intuitive way to view the Gaussian free field (GFF) is as a random formal sum: h = ∞ i=1 α i f i , where the f i are an ordered orthonormal basis for H(D). For example, suppose that e i are eigenvectors of the Laplacian ∆e = d i=1 e x i x i that form an orthonormal basis of L 2 (D) endowed with the usual inner product and have eigenvalues λ i . In this case, we may take f i = (−λ i ) −1/2 e i , since integration by parts implies (e i , e j ) ∇ = (e i , −∆e j ) = 0 whenever i = j and (
and the f i are a smooth basis for H(D), however, we can show that for any x ∈ D, the partial sums
To see this, note that if h is smooth, then h(x) = (h, δ x ) = (h, −∆ −1 δ x ) ∇ , and the variance of the kth partial sum is
∇ . Here ∆ −1 is defined on the space of distributions and the function ∆ −1 δ x is harmonic in D except at the point x and tends to zero on the boundary of D. We refer to G(x, y) = [−∆ −1 δ x ](y) as the Green's function of D. Since each partial sum has a Gaussian distribution, it is enough to show that the variances tend to infinity. It is not hard to verify directly that when d ≥ 2, ||∆ −1 δ x || ∇ = ∞, and thus the sequence (
However, for any f ∈ H(D) = β i f i , the inner product (h, f ) ∇ is a random variable that can be almost surely well defined as the limit of the partial sums of β i α i . (It is important here that we fix the order of summation in advance, since the sequence β i α i is not necessarily a.s. absolutely summable.) Now we have a formal definition: Definition 2.1. The Gaussian free field derived from the ordered orthonormal basis {f i } is the indexed collection G(D) of random variables (h, f ) ∇ described above.
Informally, we still think of the "function" h as being an instance of the Gaussian free field; however, it is only the objects (h, f ) ∇ that are actually well-defined almost surely. A more abstract definition, which does not specifically reference a basis or an ordering, is as follows. First, we take the following definition from [21] : Definition 2.2. A Gaussian linear space is a real linear space of random variables, defined on an arbitrary probability space (Ω, F , µ), such that each variable in the space is a centered (i.e., mean zero) Gaussian. A Gaussian Hilbert space is a Gaussian linear space which is complete, i.e., a closed subspace of L 2 R (Ω, F , µ), consisting of centered Gaussian variables, which
. We also assume that F is the smallest σ-algebra in which these random variables are measurable.
Note that if X 1 , . . . , X n are any real random variables with the property that all linear combinations of the X i are centered Gaussians, then the joint law of the X i is completely determined by the covariances E[X i X j ], and it is a linear transformation of the standard normal distribution. A similar statement holds for infinite collections of random variables [21] . Then we have: Definition 2.3. A Gaussian free field is any Gaussian Hilbert space G(D) of random variables denoted by "(h, f ) ∇ "-one variable for each f ∈ H(D)-that inherits the gradient inner product structure of H(D), i.e.,
In other words, the map from f to the random variable (h, f ) ∇ is an inner product preserving map from H(D) to G(D).
To prove that an H(D)-linear space of random variables (h, f ) ∇ is a Gaussian free field, it is enough to check that each (h, f ) ∇ is a centered Gaussian with variance (f, f ) ∇ .
Complex Gaussian free fields
We can define a complex Gaussian free field h = h 1 + ih 2 , where the h 1 and h 2 are independent real Gaussian free fields. Equivalently, we may use GFF definition given in the previous section but take the α i to be complex Gaussians, instead of real Gaussians; in this case, we may also allow the f i to be complex valued.
Complex Gaussian free fields on the torus
If D is the unit torus R d /Z d , then we may define H s (D) to be the set of smooth functions on D with zero mean. Then, as before, we define H(D) to be the Hilbert space closure of H s (D) using the gradient inner product. In this case a simple orthonormal basis is given by eigenvectors of the Laplacian, which have the form f k (x) = If d ≥ 2, then for any fixed x ∈ D and any fixed ordering of the k's, the partial sums of k j=1 α j f j (x) diverge almost surely, since the variance of the partial sums are given by (2π) −2 |k| −2 , and this sum diverges when d ≥ 2. When d = 1, on the other hand, the limit h can be defined a.s. at any given x and is a complex Gaussian. Since the above sum converges to (2π) −2 2ζ(2) = 1/12, the real and imaginary components of h(x) each have variance 1/12. In fact, it is not hard to see that the difference h(x)−h(0) can be written as (h, f x ) ∇ where f x is continuous and linear on (0, x) and (x, 1). By computing dot products of (f x , f y ) ∇ , the reader may verify that h has the same law as a multiple of the Brownian bridge on the circle, normalized to have zero mean. A similar argument shows that the one-dimensional GFF on an interval is a multiple of the Brownian bridge on that interval, and an even simpler argument shows that the one-dimensional GFF on (0, ∞) is a Brownian motion. In the latter case, we may take f x (s) = inf{s, x}, and the
Random distribution interpretation
Instead of defining the random variables (h, f ) ∇ = (h, −∆f ), for f ∈ H(D), some authors (e.g., [14, 18] ) restrict their attention to the subset of the variables that have the form (h, ρ) where ρ belongs to a class of smooth test functions. Because the Fourier series of these test functions decay rapidly, one can arrange that when h is chosen as in Definition 2.1, the series describing (h, ρ) converges almost surely for all test functions ρ, and one may think of the (almost surely continuous) functional ρ → (h, ρ) as a random distribution. Using this interpretation, the covariance of (h,
we may also write:
When ρ 1 = ρ 2 = ρ, the above expression has an interpretation in electrostatics as the energy of assembly of an electric charge density ρ (where the boundary of D is grounded), and ∆ −1 ρ is the electrostatic potential of that density. The energy of assembly of a density ρ is equal to the Dirichlet energy of the corresponding electrostatic potential.
One way to define the GFF that is equivalent to the approach of this paper (and is mentioned in [21] ) is as the collection of random variables (h, ρ), where the ρ lie in the Hilbert space completion of the set of smooth compactly supported densities on D endowed with the inner product
We caution, however, that ρ → (h, ρ) cannot be interpreted as a random continuous functional on this Hilbert space.
Field "averages" and the Markov property
, a is harmonic outside of D ′ ), then we can think of (h, a) ∇ = (h, ρ) as describing (up to a constant multiple) the mean value of h on D ′ . We will retain that interpretation when h is chosen from the Gaussian free field-i.e., we think of h as fluctuating so rapidly that it is not necessarily even welldefined as a function, but the "average value of h on D ′ " is well-defined: it is simply (h, a) ∇ .
Since Hilbert spaces are self dual, if ρ is any probability measure on D for which a → ρa := adρ is a continuous linear functional on H(D) (which is the case if and only if [ρf i ] 2 < ∞), then there is an a for which ρb = (a, b). In this context, we will also write ρh = (h, a) ∇ . For example, if d = 2 and ρ is the uniform measure on a line segment L in the interior of D, then ρh is well-defined. In this case, the reader may check that f → ρf is continuous on H s (D). (The sums [ρf i ] 2 < ∞ can be computed explicitly when D is a rectangle; continuity then follows for domains that are subsets of that rectangle.)
Another important observation is that if H 1 and H 2 are any closed orthogonal subspaces of H(D), then (h, ·) ∇ restricted to these two subspaces is independent. To be precise, denote by F H i the smallest σ-algebra in which h → (h, f ) ∇ is a measurable function for each f ∈ H i . Then it is clear that F H 1 and F H 2 together generate F , and moreover, µ is independent on these two subalgebras. 
Proof. To see this it is enough to show that if
. Roughly speaking, we would like to set b to be the unique continuous function which is equal to f outside of U and harmonic inside of U, and then write a = f − b. But in some cases-e.g., if U is the complement of a discrete set of points-there is no b with this property. We will give a slightly modified definition of b and
Let b δ (x) be the expected value of x at the first time that a Brownian motion started at x exits the set U δ of points of distance more than δ from the complement of U. Then a δ (x) = f − b δ (x) is supported on a compact subset of U and is clearly in H U (D). Since H U (D) is the closure of the union of the H U δ , the a δ 's-which are projections onto the increasing (as δ → 0) subspaces H U δ -converge to some function a ∈ H U (D). The b δ thus must converge to some b, and b ∈ H ⊥ U (since the limit of harmonic functions is harmonic), and f = a + b.
For short, we will write
U is one in which random variables of the form (h, f ) ∇ = (h, −∆f ) are measurable whenever ∆f vanishes on U. Intuitively, it allows us to measure the "values" of h outside of U. On the other hand, F U allows us to measure the "values" of h inside of U modulo the harmonic functions on U. The independence of the GFF on F U and F ⊥ U can be interpreted as saying that given the values of h outside of U, the distribution of the values of h in U is a harmonic extension of the values of h on the boundary of U plus an independent GFF on U. This property of the GFF is called a Markov property. It holds, in particular, if d = 2 and the complement of U is a simple path in D; in this case, the F ⊥ U -measurable functions measure the values of h along that path (or at least the average values of h along subintervals of that path).
If U is closed and x ∈ D\U, then it is not hard to see that the projection f x,U of −∆ −1 δ x onto H U has finite Dirichlet energy and that its Laplacian is supported on the boundary of D\U.
is not a well-defined random variable, we may still intuitively interpret (h, f x,U ) ∇ as the "expected" value of h(x) given the values of h in U. The reader may check that the function (h, f x,U ) ∇ is almost surely harmonic in D\U. We interpret this function as the harmonic extension to D\U of the "values" of h on the boundary of U.
Field exploration: Brownian motion and the GFF
In this subsection, we describe a simple way of using a space-filling curve to give a linear correspondence between the GFF and Brownian motion. Roughly speaking, we "explore" the field h along a space-filling curve, and the Brownian motion goes up or down depending on whether the values we encounter are greater than or less than what we expect. Then each of the random variables (h, f ) ∇ can be viewed as an appropriate stochastic integral of this Brownian motion. Although analogous constructions hold in higher dimensions, we will assume for simplicity that d = 2 and D is a simply connected bounded domain.
First, choose f 0 so that ∆f 0 is a negative constant on D. Then let γ : [0, 1] → D be a continuous space-filling curve. For each t, denote by γ t the compact set γ([0, t]), and let P t be the projection onto the subspace H ⊥ D\γt of functions harmonic in D\γ t . We also require that γ remains continuous when it is parametrized in such a way that
(This will be the case provided that γ s is a proper subset of γ t whenever s < t. In other words, although γ may intersect itself, it cannot spend an entire positive-length interval of time retracing points that have already been seen.)
By decomposing f 0 into its projection onto the complementary subspaces F ⊥ D\γt and F D\γt , we easily observe the following:
Clearly, W is a martingale, and each W (t) − W (s) is Gaussian with variance |s − t|. Hence, W has the same law as a Brownian motion (in the σ-algebra where each W (t) is measurable). Now, the reader may easily verify that the linear span of the functions P t (f 0 ), with t ∈ [0, 1], is dense in H(D). Thus, given the Brownian motion W (t), it should be possible, almost surely, to determine (h, f i ) ∇ for each i. To this end, observe that for any other f , the value
is also a martingale, and is Brownian motion when time is parametrized by ||P t (f )|| 2 ∇ . The question is, how are W f and W related? The answer would be obvious if we had f = aP s (f 0 ) for some fixed constants a and 0 < s < 1. In this case, W f (t) = aW (inf{s, t}). A similar result holds if f is any finite sum of such functions. We have now defined W f (t) for a dense linear space of functions f ∈ H(D)
extends to a Hilbert space isomorphism between H(D) and H(I) and the correspondence between the GFF and Brownian motion is induced by this isomorphism.
In [29] , the author presents a non-linear coupling of Brownian motion and the GFF. This coupling is based on Schramm-Loewner evolution and involves a "dynamic exploration" of the field (i.e., the choice of space-filling curve depends on the field itself) along paths that (very loosely speaking) follow "level sets of h" or "flow lines of the complex vector field e ich " for a constant c. It also yields a coupling between the GFF and the so-called "Gaussian Loop Ensembles," which are conjectured scaling limits of a variety of loop models that arise in statistical physics.
Dynamic GFF and Ornstein-Uhlenbeck processes
The GFF has a natural dynamic analog in which each (h t , f ) ∇ is the OrnsteinUhlenbeck process with zero mean whose stationary distribution has variance ||f || 2 ∇ . Thus, instead of taking (h, f i ) ∇ to be an i.i.d. sequence of random variables, we take (h t , f i ) ∇ to be an i.i.d. sequence of Ornstein-Uhlenbeck processes parametrized by t.
Extending the GFF definition to other domains and Riemann surfaces
The definition of the gradient inner product, and hence the Gaussian free field, has an obvious extension to non-simply connected domains. There is also a "free boundary" version in which we replace H s (D) by the set of all smooth functions on D (determined only up to additive constant) with first derivatives in L 2 (D). Since the gradient inner product is conformally invariant when d = 2, it can also be extended to arbitrary Riemann surfaces.
General results for Gaussian Hilbert spaces
By replacing the gradient inner product with a different bilinear form, it is possible to construct different types of Gaussian Hilbert spaces, some of which play important roles in constructive quantum field theory [14] . Most of the results in the previous section depended heavily on the choice of inner product. In this section, we will back up and make some statements about the Gaussian free field that are largely independent of this choice.
Moments
The moments of the variables (h, f ) ∇ may be computed explicitly. First, we know that
We can now cite the following from the first chapter of [21] .
where M ranges over the set of all partitions M = {(M i,1 , M i,2 )} of {1, . . . , k} into k/2 disjoint pairs. In particular, this value is zero whenever k is odd.
If each (g i , g j ) ∇ is positive, we can interpret the above value as the partition function for a process that chooses a random perfect matching M of the complete graph on 1, . . . , k with probability proportional to
i.e., each edge (i, j) is weighted by (g i , g j ) ∇ . (This is a useful mnemonic, if nothing else.) These perfect matchings are simple examples of Feynman diagrams (see [21] or [14] ). The moment computations above apply to general Gaussian Hilbert spaces when (·, ·) ∇ is replaced by the appropriate covariance inner product. Now, for any x 1 , . . . , x k ∈ D, one would also like to define the point moments S k (x 1 , . . . , x k ) := E µ k i=1 h(x i ). In the case of the GFF when d ≥ 2, these h(x i ) are not defined as random variables. If they were defined as random variables, then, writing ρ f = −∇f , we would also expect that
It turns out that for a broad class of Gaussian and non-Gaussian random fields that includes the GFF, there do exist functions (or at least distributions) S k : D k → R, called Schwinger functions, for which the latter statement holds, at least when the ρ i are smooth (Proposition 6.1.4 of [14] ).
In the case of the GFF, the reader may verify that S k is identically zero when k is odd and S 2 (x 1 , x 2 ) = G(x 1 , x 2 ). For even k > 2, S k can be computed from S 2 using the expansion given in Theorem 3.1.
Wiener decompositions
From Chapter 2 of [21] , we cite the following:
Theorem 3.2. The set of polynomials in the
The space L 2 (Ω, F , µ), endowed with the product expectation inner product (X, Y ) = E(XY ), can be viewed as the closure of the direct sum of Hilbert spaces H :n: , each of which is the closure of the set of degree n polynomials in (h, f i ) ∇ that are orthogonal to all degree n − 1 polynomials (in particular, [21] ). See Chapters 2 and 3 of [21] for the explicit form of the projection operators onto each H :n: , as well as a natural orthonormal basis for each H :n: -defined in terms of an orthonormal basis of H(D).
The above implies in particular that if we use the two-dimensional Gaussian free field to define conformally invariant random sets or random loop ensembles, then any L 2 function of these random objects (e.g., the number of loops encircling a given disc) can be expanded in terms of this orthonormal basis (although in practice this may be difficult to do explicitly).
Wick products and Bosonic Fock spaces
Now, given any η 1 ∈ H :m: and η 2 ∈ H :n: , the Wick product of η 1 and η 2 is the projection of η 1 η 2 onto H :m+n: . Explicit formulae for the Wick product are given in [21] .
The (symmetric or bosonic) Fock space Γ(H) of an arbitrary Hilbert space H is the completion of the direct sum, over all k, of the kth symmetric power of H. 
Creation and annihilation operators
Now, given any nonzero η ∈ H(D), we define the creation operator A * (η) on L 2 (Ω, F , µ) by taking A * (η)(X) to be the product of η and X in the algebra described above. In the quantum field theory of non-interacting bosonic particles (which involves a complex analog of A * (η), discussed in Chapter 13 of [21] ), we think of this operator as "creating" a particle in state η. The annihilation operator A(η) is the adjoint of A * (η). It "annihilates" a particle in state η.
One can use these operators to construct other operators useful in quantum field theory, e.g., the position operator (which can be written Q(η) = A(η) + A * (η)) and the momentum operator (written −i(A(η) − A * (η))). We will not say more about these operators here, but a catalog of their mathematical properties can be found, e.g., in Chapter 13 of [21] .
A word about other fields
Write ρ f = −∆f . As mentioned before, the notation used in [14] , is slightly different from ours: instead of defining GFF using the "gradient inner prod-uct" (f, g) ∇ = (f, −∆g) for f and g, [14] equivalently defines the massless free field using the inner product of ρ f and ρ g given by energy of assembly ((−∆) −1 ρ f , ρ g ). The "massive" free fields are defined similarly in Chapter 6 of [14] , except that (−∆) −1 is replaced with (−∆+m 2 ) −1 , where m is a real number referred to as the mass. When m = 0, we can generalize the above definition of ρ f by writing
). Among the other fields discussed in quantum field theory (see, e.g., Chapters 8, 10, and 11 of [14] ) are probability measures that are absolutely continuous with respective to the massive or massless free fields and have RadonNikodym derivatives given by e −V Z −1 , where V is a "potential" function on Ω and Z is an appropriate normalizing constant.
In the more interesting "interacting particle" settings, however, this V is undefined or infinite for µ-almost all points in Ω. This happens, for example, if d ≥ 2 and we write V (h) = D P (h) where P is an even polynomial. In this case, we can define approximations V n to V by writing V n (h) = V (h n ) where the h n is a natural approximation to h (e.g., h n could be the partial sum n i=1 α i f i , or it could be one of the discrete approximations in the subsequent section). We then seek to define a field which is the limit, in some sense, of (appropriately normalized versions of) the probability measures e −Vn Z −1 n µ. When it exists, the limiting measure is in general not absolutely continuous with respect to µ. See [14] for a mathematically rigorous approach to constructing fields, including the so-called P (φ) fields, in a way that uses the GFF as a starting point. where the sum is over all edges e = (x, y) of Λ. Now, fix a "boundary" ∂Λ, which, for now, we can take to be any non-empty subset of the vertices of Λ. Then the set H(Λ) of real-valued functions on Λ that are zero on ∂Λ is a |Λ| − |∂Λ| dimensional Hilbert space under the gradient inner product. This is also a finite dimensional Gaussian Hilbert space, where the probability density at φ is proportional to e −||φ|| 2 ∇ /2 . When Λ is a large subset of a d-dimensional lattice graph L, and ∂Λ is the set of vertices that border points of L\Λ, the resulting "discretized random surface" model is commonly called the discrete Gaussian free field (DGFF), the discrete massless free field, or the harmonic crystal.
Next, consider a random walk in which each edge e = (x, y) is activated by an independent exponential clock with intensity w(e), at which point if the position is x, it switches to y, and vice versa.
Given φ, write Y for the expected value of φ(x) at the first x = y hit by a random walk starting at y, i.e., Y = e=(x,y) w(e)φ(x)
e=(x,y) w(e)
. The reader may easily verify the following one-point discrete Markov property: the random variable φ(y) − Y is independent of the values of φ(x) for x = y and this random variable has mean zero and variance 1/ e=(x,y) w(e).
This property implies that if we fix the values of φ on ∂Λ (where these values are not necessarily equal to zero), then the expected value of any φ(x), for x ∈ Λ, will be the expected value of φ(x h ), where x h is the first vertex on ∂Λ that is hit by a random walk beginning at x.
We claim that it also implies that Cov(φ(x), φ(y)) is equal to the expected amount of time that a particle started at x will spend at y before hitting the boundary. (This function in x and y is also called the discrete Green's function on Λ.) To see this, first observe that when y is fixed, both sides are discrete harmonic (with respect to the random walk) in Λ\{y}. It is then enough to compute the discrete Laplacian (with respect to the random walk) at y itself and observe that it is equal to 1/ e∋y w(e) for both sides: for the right hand side (the random walk interpretation), this follows from well-known properties of exponential clocks. For the left hand side, since Y and φ(y) − Y are independent and E(φ(y) − Y ) 2 = 1/ e=(x,y) w(e), we have
w(e).
As an example, if Λ is [−n, n] d ⊂ Z d and w = 1, then it is not hard to see (from well-known properties of random walks) that the variance of φ (0) is asymptotically proportional to n if d = 1, log(n) if d = 2, and a constant if d ≥ 3 (since the random walk is transient in the latter case).
See [2, 3, 4, 5, 12] and the references therein for these and many more results about harmonic crystals and various generalizations of the harmonic crystal. For an analog of the Green's function interpretation of variance that applies in the continuum case (known as the Dynkin isomorphism theorem), see [8, 9, 10] .
Discrete approximations of the GFF: triangular lattice
Suppose d = 2, and let L be the standard triangular lattice (the dual of the honeycomb lattice). Now, suppose we restrict the GFF on D to the σ-algebra F Hn where H n (D) is the set of functions that are piecewise linear on the triangles of 1 n L and which vanish on the boundary of D. Since H n (D) is a finite dimensional Hilbert space, it is self-dual, and hence a sample from the GFF determines an element h n of H n (D), with probability proportional to exp[−||h n || 2 ∇ ]. Observe also that h n is determined by its values on the vertices of the triangular mesh, and that ||h n || 2 ∇ is equal to
where the sum is over all triangles (i, j, k) in the mesh. (The area of each triangle is √ 3/(4n 2 ) and the gradient squared is
.) Since each interior edge of D is contained in two triangles, this is also equal to
where the sum is taken over nearest neighbor pairs (i, j).
In other words, h n is distributed like a harmonic crystal on the set of vertices of 1 n L ∩ D, where the boundary vertices are precisely those that lie on a triangle which is not completely contained in D.
It is not hard to see that the union of the spaces H n (D) is dense in H(D), and that for any function f ∈ H(D), f minus its projection onto H n (D) will tend to zero in n. Thus, the h n are approximations of h in the sense that for any fixed f ∈ H(D), we have (h n , f ) ∇ → (h, f ) ∇ almost surely. For any fixed n, it easy to define the contour lines of h n and the flow lines of the complex vector field e ichn . (These flow lines converge to the contour lines as c tends to ∞.) The possibility of extending these definitions to the limiting field h is discussed in [29] .
Discrete approximations of the GFF: other lattices
Now, again, suppose that d = 2 but that we replace the standard lattice with any doubly periodic triangular lattice L ′ (i.e., a doubly periodic planar graph in which all faces are triangles). Once again, we can restrict the GFF to the functions that are linear on the triangles of 1 n L ′ . In this case, the heights at the corners turn out to have the same law as a harmonic crystal on this triangular lattice graph in which the weight w(e) corresponding to a given edge e is given by w(e) = [cot(θ 1 ) + cot(θ 2 )]/2, where θ 1 and θ 2 are the angles opposite e in the two triangles that are incident to e. (Note, of course, that the weights are unchanged by constant rescaling.)
That is (as the reader may verify), the discrete Dirichlet energy
where h n is viewed as a function on the graph, is the same as the continuous Dirichlet energy (h n , h n ) ∇ , where h n is extended piecewise linearly to all of D.
In particular, we can get the discrete GFF on a square grid by dividing each square into a pair of triangles (either direction). In this case, the diagonal edges have w(e) = 0, since both θ 1 and θ 2 are right angles. The vertical and horizontal edges have w(e) = 1, since θ 1 and θ 2 are equal to 45 degrees in this case. (Note that w(e) can be negative if one or both of the θ i exceeds 90 degrees. Earlier, we assumed that w was positive; however, since the quadratic form corresponding to such a w is still positive definite, the definition of the harmonic crystal still makes sense in this setting.) Similar results hold when d > 2 if we replace triangles with d-dimensional simplices.
Computer simulations of harmonic crystals
One fortunate feature of the discrete Gaussian free fields is the ease with which they can be simulated on computers, particularly if we take Λ to be an m × n torus grid graph. In this case, the discrete exponential functions form an orthogonal basis of the set of complex, mean-zero functions on Λ, so the elements in a discrete Fourier transform of a discrete GFF on Λ are independently distributed Gaussians with easily computed variances. For example, the Mathematica code shown below generates and plots an instance of the discrete GFF on an m × n torus. The code generates a complex GFF and then plots its real part. To parse the code, note that the second line simply produces a complex Gaussian random variable in Mathematica. For each 1 ≤ j ≤ m, 1 ≤ k ≤ n, the third line gives one over the gradient norm of the discrete exponential (x, y) → η (j−1)x ζ (k−1)y (where η and ζ are mth and nth roots of unity, respectively) on the m × n torus (unless j = k = 1, in which case it gives zero). The Fourier transform of the corresponding matrix is the Gaussian free field on the torus. The code for the zero boundary condition is similar.
Central limit theorems for random surfaces
Kenyon in [18] proved that random domino tiling height functions (in regions with certain kinds of boundary conditions) converge to the GFF as the mesh size gets finer. (To be precise, [18] studies random discrete height functions h ǫ -for which the lattice spacing is ǫ-and shows that for smooth density functions ρ, (h ǫ , ρ) converges in law to (h, ρ) = (h, −∆ −1 ρ) ∇ .) Also, [22] uses different language but proves a similar Gaussian free field convergence result for a class of discretized random surfaces that are now known as GinzburgLandau ∇φ random surfaces or anharmonic crystals.
See [28] for more references on random surface models (assuming both discrete and continuous height values) with convex nearest neighbor potential functions and discussion of the division of the so-called gradient Gibbs measures into smooth phases (in which the variance of the height difference between two points is bounded, independently of the distance between those points) and rough phases (in which the variance of these height differences tends to infinity as the points get further apart). An important open question is whether every two-dimensional rough phase has a scaling limit given by a linear transformation of the GFF.
5 Conformally invariant random sets
Thick points
Fix a domain D ⊂ R 2 on which the GFF is defined. For x ∈ D and t ∈ R, write B x (t) for the mean value of the GFF on the circle of radius e −t centered at x (provided t is large enough that the disc enclosed by this circle lies in D). The reader may verify that for each x ∈ D, B x (t) is a multiple of a Brownian motion. If x = y, then the GFF Markov property implies that the Brownian motions B x (t) and B y (t) grow independently of one another once t is large enough so that 2e −t < |x − y|. Let A x (t) = be the mean value of the GFF on the disc of radius e −t . One can generate various fractal subsets of D by considering the set of points x for which B x (t) or A x (t) are in some sense highly atypical. For example, one might consider the set of x for which lim sup |B x (t)| ≤ C for a constant C, or more generally the set of x for which lim sup |B x (t)−f (t)| ≤ C for a some function f .
In [17] the authors fix a constant 0 ≤ a ≤ 2 and define a thick point as a point x ∈ D for which lim A x (t)/t = √ a. They prove that the Hausdorff dimension of the set of thick points of a GFF is almost surely equal to 2 − a. 
Level sets and flow lines of the Gaussian free field
One of the author's motivations for studying the GFF is that it provides a tool with which to analyze Schramm-Loewner evolution and the continuum loop models of statistical physics. See [25] for a proof that certain contour lines of the discrete Gaussian free fields have scaling limits that are given by variants of SLE (4) . See [29] for connections between "flow lines of the complex vector field e ich " (where c is a constant) and certain random, conformally invariant loop ensembles-called Gaussian loop ensembles-whose boundaries are traced by these flow lines. See [27] for various calculations about these loop ensembles, including the distribution of conformal radius difference between successive nested loops containing the same point.
