Electron diffraction tomography (EDT) data are in many ways similar to X-ray diffraction data. However, they also present certain specifics. One of the most noteworthy is the specific rocking curve observed for EDT data collected using the precession electron diffraction method. This double-peaked curve (dubbed 'the camel') may be described with an approximation based on a circular integral of a pseudo-Voigt function and used for intensity extraction by profile fitting. Another specific aspect of electron diffraction data is the high likelihood of errors in the estimation of the crystal orientation, which may arise from the inaccuracies of the goniometer reading, crystal deformations or crystal movement during the data collection. A method for the refinement of crystal orientation for each frame individually is proposed based on the least-squares optimization of simulated diffraction patterns. This method provides typical angular accuracy of the frame orientations of less than 0.05 . These features were implemented in the computer program PETS 2.0. The implementation of the complete data processing workflow in the program PETS and the incorporation of the features specific for electron diffraction data is also described.
Introduction
Electron microscopy, spectroscopy and diffraction are indispensable tools for the characterization of crystalline materials. They can provide local information from crystals as small as a few nanometres. Despite the amazing progress of imaging techniques in the recent years, diffraction remains the most accurate and versatile method for obtaining structural information at the atomic level. Structure determination from electron diffraction data has witnessed a dramatic upsurge in the past decade with the development and popularization of the technique of electron diffraction tomography (Kolb et al., 2007; Zhang et al., 2010; Gemmi et al., 2015) .
Electron diffraction tomography (EDT) is the generic name for a family of closely related methods, which all share one common feature: a non-oriented crystal is rotated around one axis, either in steps or continuously, and a diffraction pattern is recorded at each step or at certain tilt intervals. Such data closely resemble data typically collected on a single-crystal X-ray diffractometer, but some features are specific for EDT data. Often, EDT is combined with precession electron diffraction (PED; Vincent & Midgley, 1994) to obtain data better suited for structure solution and refinement .
The collection of a large amount of electron diffraction data requires automatic processing of the data. For EDT data, ISSN 2052-5206 # 2019 International Union of Crystallography several special programs were developed and software developed for X-ray diffraction data has also been successfully adapted for the use with EDT data. The first type of programs include ADT3D (Kolb et al., 2008) , RED (Wan et al., 2013) and PETS. Popular X-ray diffraction programs used for the analysis of EDT data are DIALS (Clabbers et al., 2018) and XDS (Kabsch, 2010) . It may be argued that it is not necessary to develop new software, if high-quality free data analysis software is available from the X-ray community. However, electron diffraction data have certain specifics, which cannot be currently addressed by the established software. This work aims at describing some of them, notably the specific rocking curve of the reflections collected with PED and the need to optimize the orientation of each diffraction pattern with respect to the incident beam. This work also describes the way the handling of electron diffraction data is implemented in the program PETS 2.0. PETS 2.0 is a new version of the program PETS, which has already been successfully used in many studies involving EDT data. The new version does not only have a modern graphical user interface, but, more importantly, includes several new and unique features for the processing of EDT data.
Geometry of PEDT data: the camel plot
The reflection intensities collected with PED are very different from non-PED data. Most notably, the maximum intensity is not obtained when the reflection is in the exact Bragg position. The highest intensity is obtained when a reflection stays in the diffraction condition for the longest time during the precession cycle, which is when it is just touching the Ewald sphere during the precession. The consequence is a double-peaked rocking curve, the 'camel' (Fig. 1) . The intensity obtained in a PED experiment has been quantitatively analyzed before (Own, 2005; Sinkler et al., 2007; Gemmi & Nicolopoulos, 2007) , and approximate expressions for a geometrical correction of th PED intensity distribution, i.e. the equivalent of a Lorentz correction, have been derived. These analyses were, however, primarily focused on correcting single zone axis patterns. The purpose of this section is to analyze the rocking curve of PEDT data and to develop suitable approximations for fitting the rocking curve and extracting the integrated intensity.
The intensity of reflection g (without precession) as a function of its excitation error, also called the rocking curve, can be in the presence of dynamical scattering effects qualitatively approximated by the two-beam (tb) expression:
where S is the excitation error of the reflection, is its extinction length (inversely proportional to the structure factor) and t is the thickness of the sample in the direction of the incident beam. Subscript g is omitted from I, and S for clarity here and all subsequent expressions. This may be a complicated function with many local maxima and minima, which is not easily accessible for mathematical analysis. For example, it appears not to have an analytical expression for its indefinite integral, and the integral is a complicated oscillating function, especially for small . However, for large extinction lengths the two-beam curve asymptotically tends towards the kinematical interference function given by a sinc function:
This function is dominated by a central maximum and relatively low oscillating 'tails'. The central maximum is located at S = 0, it has a full width at half-maximum (FWHM) of 0.442946/t and a height of t= ð Þ 2 . Its integral from À1 to þ1 is equal to = ð Þ 2 t and is thus proportional to 1= 2 . In realistic cases the crystal almost always has certain mosaicity, deformation or thickness variation, and also the beam is often not strictly parallel. The oscillations of the intensity are therefore rarely seen in experimental data, except for very perfect crystals and careful experiments. Most often, the reflection profile is a smooth curve and it can be useful to find a simple approximation to this curve. For the case of small extinction distance (large structure factor) and/or large excitation error, the sine term in the nominator oscillates relatively quickly and in the smoothed approximation it may be replaced with its average value of 0.5. Thus, expression (1) simplifies to the following approximation of the rocking curve:
This is a Lorentzian profile. The integral of function (3) evaluates to /2. Note that this expression, which represents the overall form of the rocking curve of a strong reflection in electron diffraction, does not depend on the thickness, but Figure 1 Explanation of the doubly peaked PED rocking curve. The PED intensity can be understood as a circular integral (schematically shown as red circles) over a CBED pattern (silicon 004 reflection recorded in twobeam condition is used here as an example). When the reflection is in the Bragg position (circle number 3), the intensity is lower than if the reflection is away from the Bragg position by an amount corresponding to the radius of the circle (positions 2 and 4).
solely on the extinction distance. The FWHM of this function is equal to 2/. Because the ultimate goal of the data processing is obtaining integrated intensities, it is reasonable to require that the approximating function has the same integral as the exact two-beam profile. Let us define I tbint as
Then the Lorentzian approximation with the same integral as the approximated two-beam curve becomes
Unfortunately, the FWHM of this function tends to 0 for large extinction distances, while the FWHM of the principal maximum of the two-beam function tends to 0.442946/t with increasing . Obviously, equation (5) is thus not an optimal approximation for large . Instead, one may impose the requirement of not only the same integral, but also the same height at s = 0. This can be fulfilled for large if the parameter in equation (5) is replaced by t. This variant of the function somewhat overestimates the tails of the kinematical rocking curve and somewhat underestimates the width of the principal maximum. Nevertheless, it appears to be an acceptable approximation down to surprisingly small values of (Fig. 2) . It can thus be concluded that equation (5) with replaced by t is a good candidate for an approximation of the real twobeam rocking curve that does not require prior knowledge of . In the following, we replace the in the Lorentzian approximation with the letter to emphasize that this parameter may be different from the excitation length. The reference expression for the approximation of the two-beam interference function by a Lorenzian becomes
where optimal is close to t. When PED is used, the excitation error of the reflection changes during the precessing movement with the precession phase as:
where S 0 is the excitation error without precession and the small-angle approximation sin x % x has been used. The reflection intensity obtained with PED in the two-beam case can be obtained as
The expression I tb S 0 þ g' cos ð Þmeans I tb is a function of the expression in the parentheses.
Taking expression (6) as an approximation to the rocking curve without precession, the integrated intensity with precession assumes this explicit form:
Interestingly, this definite integral can be expressed in a closed form:
If plotted as a function of S 0 , this function has a characteristic double-peaked shape, the camel (Fig. 3) . It represents the PED intensity of a reflection as the crystal is rotated through the Bragg condition. This function has a local minimum at S 0 = Figure 2 Approximation of the two-beam rocking curve by Lorentzian [equation (6)] for various values of . Plots calculated for t = 80 nm. Note that the shape of the curves depends only on the ratio /t.
Figure 3
The camel plot: reflection intensity as a function of excitation error for PEDT data. In both panels the narrower blue curve corresponds to a reflection with the length of the diffraction vector g = 0.3, the broader red curve corresponds to g = 0.9. Precession angle ' = 0.65 . The intensities are on an arbitrary but common scale. 0 and two local maxima at the values of S 0 , which are solutions of the equation:
This equation does not have a closed-form solution. However, if g' ) 1=, i.e. if the amplitude of the precession is much larger than the width of the reflection, the solutions of the equation approach S 0 = AE g'.
To obtain an approximation useful for practice, the crystal imperfection must be taken into account. In general, the illuminated part of the crystal will contain regions of different orientations either due to the crystal deformation or due to the presence of defects and thus intrinsic crystal mosaicity. Beam convergence has a similar effect to having several crystal orientations in a parallel beam. Let us assume that the combined effect of mosaicity and beam convergence is well described by the Gaussian probability distribution of orientations. Because we investigate the profile of the reflection, we are interested only in the distribution of excitation errors. We may thus define the mosaicity with the angular parameter (in radians) such that the probability distribution of excitation errors around a mean excitation error S 0 of a reflection is given by the Gaussian distribution:
where = g and g is the length of the diffraction vector. The effect of such mosaicity on the reflection profiles is the convolution of the profile function with the Gaussian (12). A convolution of a Gaussian and Lorentzian is the Voigt function. This function can be approximated to a very good accuracy with the pseudo-Voigt (pV) function, which is the linear combination of the Gaussian and Lorentzian profiles:
where the mixing parameter and the FWHM parameter f are derived from the parameters of the original Lorentzian and Gaussian and are set to minimize the least-squares difference between the Voigt and pseudo-Voigt function (Thompson et al., 1987) . Examples of the reflection profiles for various values of and are shown in Fig. 4 and show that for realistic values of and the pseudo-Voigt function provides an acceptable, albeit not perfect, approximation to the smeared two-beam rocking curve.
Unfortunately, the Gaussian distribution cannot be integrated analytically over the precession circuit analogically to equations (9) and (10), and the analysis of the precession profile in the presence of mosaicity must be carried out numerically. parameters: the parameter of the Lorentzian contribution and the measure of the crystal mosaicity . An example of such fit is shown in Fig. 6 .
For practical purposes it is important to assess, what the distribution of in typical data sets is, and if the range of the validity of the above-derived approximations is relevant to real data. Fig. 7 shows the plot of extinction lengths for two compounds: PrVO 3 as a representative of a small-unit cell compound with a heavy element (Palatinus et al., 2015a) , and sofosbuvir l-prolin as an example of a complex light-atom structure (Brá zda et al., 2019) . The plots are shown for small (100 kV) and medium (200 kV) accelerating voltage and for two crystal thicknesses, 40 nm and 80 nm. The plots show that for the organic compound all reflections are sufficiently weak to be well approximated by the suggested formulae. For PrVO 3 , low accelerating voltage and large thickness about 10% of all reflections have the value of /t smaller than 2 and their description by the suggested pseudo-Voigt function may be inaccurate. In such cases care is needed when processing the data with the profile fitting algorithm. However, for the vast majority of realistic cases the profile fitting using the common pseudo-Voigt based reflection profile is a sufficiently accurate approach to extract the total diffracted intensity.
Finally, an important question to answer is, if a Lorentz-like geometrical correction is needed for the intensities extracted by integration or fitting of the PEDT rocking curve. In other words: is the integral of the rocking curve dependent on the geometry of the diffraction? The answer to this question may not be immediately obvious, as the integral of the precession rocking curve is a result of an apparently complicated double integration, first around the precession circuit and second along the excitation error. However, the answer is that, in the two-beam model, the integral of the rocking curve with excitation error as the integration variable is independent of both the length of the diffraction vector g and the precession angle '. This result is obtained by writing the integral of the rocking curve using the general expression (8) and evaluating the integral:
Hence, the integral of the PEDT rocking curve is equal to the integrated two-beam intensity regardless of g and ' and thus no special Lorentz-like geometrical correction is needed. This result also shows that in the two-beam approximation the integrated intensity of a PEDT experiment is the same as the integrated intensity of a continuous rotation experiment without precession. This is not, however, true, if many-beam effects are considered. In such case the two-dimensional integration of PEDT is a benefit, as it averages out the dynamical effects more extensively than the linear integration obtained in experiments without precession.
Crystal orientation
The orientation of the crystal axes with respect to the incident beam at the time of the acquisition of the diffraction frame is a key piece of information for the proper processing of the diffraction data. Typically, the crystal orientation is assumed to be known from the orientation matrix and the positional angles of the goniometer. However, there are at least four scenarios, in which this assumption is not correct: (i) Imperfect goniometer: the goniometer is a mechanical device and its true position may differ from the nominal readings. Errors of up to one degree or more may occur depending on the stability of the goniometer and its calibration. The camel plot: average rocking curves as a function of the length of the diffraction vector (full line) and the fit using the reflection width of 0.00112 Å À1 , mosaicity of 0.036 and precession angle 1 .
Figure 7
Distribution of the extinction lengths in the Fourier coefficients of PrVO 3 and sofosbuvir l-prolin (denoted as 'organic' in the legend). The reflections are sorted from strongest to weakest, the primary vertical axis is the reciprocal of /t for the sake of better visualization.
(ii) Moving crystal: the irradiation of the crystal and its support by the electron beam may cause its slow rotation during the data acquisition. This problem is especially frequent for very small crystals.
(iii) Scanning across a larger deformed crystal: in some cases the beam sensitivity of the crystal does not allow the collection of the whole data set on a single spot. If the crystal is large enough, this problem can be circumvented by moving the beam across the crystal during the data collection. However, if the crystal is deformed, such data set contains frames from differently oriented parts of the crystal.
(iv) Serial crystallography: in serial crystallography (see Section 5 for details) each crystal is used only once to collect a single diffraction pattern. The data set then consists of a set of diffraction images, each from a different crystal, in a priori unknown orientation. In this case, obviously, the orientation of each diffraction pattern is completely unknown.
It is thus obvious that a method is necessary to determine and/or refine the crystal orientation for each frame. Because the changes of orientation may be quite rapid and large, and because no correlation between images exists in serial crystallography, a method is needed that does not assume any correlation between frames and that refines the frame orientation frame-by-frame independently. The problem splits into two distinct subproblems: finding an approximate orientation, if nothing about the orientation is known, and refinement of an approximate orientation to the best accuracy possible.
Finding an approximate orientation of a frame
Finding the orientation of the crystal from a single diffraction pattern is a problem addressed in the automated crystal orientation mapping (ACOM) technique (Rauch & Dupuy, 2005; Rauch & Duft, 2005) . The problem is generally solved by generating a set of template patterns from the known structure or at least known unit-cell parameters and correlating these templates with the experimental pattern. The orientation of the template that gives the highest correlation is with the experimental image assumed to correspond to the orientation of the experimental pattern.
This general approach can be modified in the following way: a set of templates is generated, and for each template a histogram of distances in the template is calculated. The histograms are compared with the histogram of the distances extracted from the experimental pattern. Only templates with sufficiently high correlation of the histogram are subject to the detailed matching. The optimal threshold for the 'sufficiently high correlation' may vary with the quality of the data. The advantage of this approach is that the distance histograms are invariant to the rotation of the pattern around the incident beam, thus effectively removing one degree of freedom from the set of templates to compare. This speeds up the process, which may otherwise be relatively slow for materials with large unit-cell parameters.
Generating the templates requires knowledge of the unitcell parameters. These may either be known from a previous electron diffraction experiment, which allowed their determination, from another source such as X-ray powder diffraction, or determined directly from the frames, e.g. by an algorithm described by Jiang et al. (2009) .
Accurate frame orientation
If the frame orientation is known to an accuracy better than about 2 , its exact orientation may be determined by local optimization. Out of a number of possible approaches to this problem we have found that the best accuracy is obtained by generating a simulated diffraction pattern and finding the optimum by least-squares minimization of the pixel-wise differences of the simulation from the background-subtracted experimental pattern. This procedure is designed to provide a very accurate match, even at the cost of increased computing time. The refined parameters are:
(i) Overall scale.
(ii) Rotation angles , and !: three parameters. Angle is the rotation angle around the main goniometer axis. Angle is the rotation angle around the axis perpendicular to the first one and corresponds to the second tilt of a double tilt specimen holder. Angle ! is the rotation of the diffraction pattern around the incident beam.
(iii) Position of the center of the diffraction pattern: two parameters x cen ,y cen .
(iv) Rocking-curve width and mosaicity : two parameters, but these two quantities are correlated and usually only one of them can be refined freely.
(v) Reflection size in the plane of the image -the reflection shape is approximated with a Gaussian with the variance 2 ip . The calculated counts p calc i at the ith pixel in the simulation is calculated using the following formula:
where k is the overall scale factor, I g is the estimated overall reflection intensity ('kinematical intensity'), N( . . . ) is the normal distribution, Á( . . . ) is the distance of the pixel I from the calculated position of the reflection according to the current values of UB, , , !, x cen , y cen and c( . . . ) is the value of the normalized rocking curve, which is a function of the current orientation angles and rocking curve parameters. The summation runs, in principle, over all reflections within the resolution sphere, in practice it can be limited to reflections which are close enough to the diffraction condition to yield a non-negligible value of the normalized rocking curve c. The adjustable parameters k, , , !, x cen , y cen , , and ip are then varied to minimize the function
where p obs i
is the count at the pixel I in the backgroundsubtracted experimental image. The summation does not cover all pixels in the image, but only those pixels which have a non-zero value p able. If the data are sufficiently accurate to provide at least an approximate set of integrated intensities (see Section 4.9), then these may be used and yield the best results. If integrated intensities are not available, uniform intensities can be assigned to all reflections. Even with this approximation the orientation can be determined to a good accuracy. Fig. 8 shows the result of the orientation refinement of a crystal of cobalt aluminum phosphate used in Palatinus et al. (2017) . The plot shows a clear trend in the angles and caused by the imperfection of the goniometer tilt step and orientation of the goniometer axis. The amplitude of the correction is about 0.8 . The average deviation of the refined angular positions from a smoothed curve obtained by a seven-point moving average is 0.018
. The results on this crystal and also on other test data show that for a good data set with sufficiently large number of reflections on the frames the typical accuracy of the refined orientation angles of the frames is much better than 0.05 .
Processing of (P)EDT data in PETS 2.0
The details of the data processing of EDT data differ from one software to another, but the key steps are the same. In this section the steps of the data processing are described as implemented in the program PETS 2.0. The features described in the previous sections are incorporated in the workflow.
Data pre-processing
Prior to processing the data, the diffraction frames are processed by binning and background subtraction. Binning helps reducing noise in the images without losing the intensity information. Binning also significantly reduces the computing time. Background subtraction is used only in the peak hunting step and for visualization purposes. The background in PETS is subtracted using the median filter. The median filter is in general a relatively slow algorithm. However, in case of discrete data and especially in case of data with majority of points near zero, an efficient algorithm for the calculation of median can be developed, which is based on the calculation of a histogram of values in the window, and on updating this histogram as the window moves across the image (Huang et al., 1979; Perreault & Hebert, 2007) . The area of the window is selected to be twice the area of the reflections to ensure the reflection intensity is not removed by the filtering. The computational complexity of the algorithm is linear with the number of pixels in the image.
Peak hunting
The diffraction images are searched for local maxima larger than 3 standard uncertainties of the pixel count distribution in the background-subtracted image. These maxima serve as candidate peaks. The reflection intensity for each of these peak candidates is integrated (see Section 4.6) and only maxima with I/(I) above a user-defined level (typically 5 or 10) are retained as true peaks.
Refinement of the position of the rotation axis
The position of the rotation axis on the diffraction images may differ from experiment to experiment as a function of exact microscope settings. It is therefore important to refine the rotation axis for each data set. The refinement procedure in PETS is largely similar to the procedure described by Kolb et al. (2009) . The algorithm is based on the assumption that the peaks in reciprocal space form a lattice. While relatively computationally involved, the algorithm is quite robust and accurate. With good-quality data it can determine the position of the rotation axis with an accuracy of '0.1 .
Peak processing and analysis
The raw list of extracted peak positions is not suitable for further analysis. This is especially true for EDT data collected with PED, where the rocking curves of the reflections are extended over a larger angular interval than without PED due to the precessing motion of the beam. It is therefore necessary to process the raw peak list before the search for lattice parameters. This processing is performed in two steps.
(i) Clustering of adjacent peaks: peaks lying close to each other in consecutive images are clustered into one peak with the coordinates determined as the intensity-weighted center of all peaks belonging to one reflection.
(ii) Calculation of difference vector space (DVS) and clustering in DVS: an optional procedure that leads to a more complete lattice in reciprocal space. The algorithm closely follows the algorithm described by Kolb et al. (2008) . The result of the algorithm is a filtered autoconvolution of the lattice, which emphasizes the underlying periodicity and completes the missing regions of the reciprocal space. However, the algorithm is based on the assumption that the input is a set of peaks on a lattice. If this is not fulfilled, due to a large amount of noise, strong disorder or presence of another individual in the data, the DVS may contain artifacts and results that are difficult to interpret. One of the motivations behind introducing the DVS was the hope that such transformation may cancel some of the distortions present in EDT data, and that such data might give more accurate lattice parameters. However, experience shows that the improvement of the accuracy of lattice parameters is very small, if any.
Lattice parameters and orientation matrix
The fixed Cartesian coordinate system in PETS is defined as follows: the positive x-axis is parallel to the goniometer rotation axis, if such axis can be defined, otherwise it is parallel to the positive x-axis of the frames. Positive z-axis points towards the source of radiation, and positive y-axis completes a righthanded system. The orientation matrix UB is then defined in agreement with commonly accepted convention as:
The columns of UB thus contain the coordinates of reciprocal lattice vectors in the fixed Cartesian system. The orientation matrix and lattice parameters can be found in two ways, using an automatic procedure or manual approach. The algorithm for the automatic cell determination is based on the difference space concept described in Section 4.4. The algorithm is outlined in Appendix 1. The manual determination of lattice parameters is based on the approach used in JANA2006 (Petříček et al., 2006) . It requires rotating the visualization of points in reciprocal space along a principal zone-axis, and defining the interplanar spacing in reciprocal space along the principal directions. With some practice this procedure can be quite fast and allows successful cell determination even from data with quality insufficient for the automatic procedure. A screenshot from the manual indexing procedure is shown in Fig. 9 . Once the approximate orientation matrix is determined, it can be least-squares refined against all peak positions. The unit-cell parameters may be refined unconstrained or subject to constraints based on the known or assumed crystal system. A special option is the refinement against the lengths of the diffraction vectors. In this refinement the quantities entering the least-squares procedure are not the three coordinates of the peak, but only its distance from origin. It is thus somewhat similar to the unit-cell refinement from powder diffraction data. Refinements against the length of the diffraction vector are less prone to certain distortions in the data, such as inaccurate orientation of the frames or spiral distortions in the diffraction images.
Extraction of intensities on individual frames
The next step in the data processing is the extraction of intensities on each frame. The intensities are extracted using the standard peak-background method. A circle with userdefined diameter and with the center at the predicted position of a reflection is assumed to contain the complete diffracted intensity and is assumed to be surrounded by pixels containing only background. The background under the peak is estimated by fitting a least-squares plane into the background points surrounding the reflection. A small shift from the predicted position towards the center of the diffracted intensity is allowed to account for possible inaccuracy of the predicted position due to distortions in the diffraction patterns. The intensity is thus calculated as
where p i are the counts on the pixel i and b i is the background level at pixel i determined by the least-squares plane. The standard uncertainty (s.u.) of the intensity is then obtained by the application of error propagation law as:
with 2 (b i ) obtained from the standard uncertainties of the fitting coefficients of the least-squares plane.
2
(p i ) is a function of p i itself, but also of the properties of the detector. According to Waterman & Evans (2010), 2 (p i ) can be to an acceptably good accuracy approximated by the formula
where G is the detector gain, is the detector cascade factor expressing, how much noise is added to the physical Poisson noise by the detector cascade, and is the constant contribution to the noise caused for example by the electronic noise of the detector. Parameters G, and need to be determined or estimated for each detector before the data from it can be used for reliable quantitative determination of the standard uncertainties of integrated intensities. It may be difficult to obtain the values of the parameters exactly, and their values between different parts of the detector. But assuming a constant value of the parameters on the detector, a reasonably accurate estimate of the parameters may be obtained as follows: is the variance of the raw detector image recorded without any signal (i.e. the variance of the read-out noise). G is the ratio between the total number of counts on the detector and the total number of electrons incident on the detector. The latter quantity can be determined using a built-in measurement of the current in the electron beam or using a Faraday cage. is the most difficult parameter to determine Manual unit-cell determination: A special projection is found and a plane densely populated by reflections is selected by the graphical tool. The interplanar distance is automatically estimated by PETS from the projection of the points on the line perpendicular to the reciprocal-space planes.
and it would require the determination of zero-frequency DQE or evaluation of the variance of a repeated exposure of the same signal. However, the value of for modern detectors should be a number only somewhat larger than one and in absence of a better estimate a value of say 1.3 is not likely to introduce a too severe error in the estimation of the standard uncertainties. Nevertheless, a careful estimation of all parameters is still the most advisable approach to obtaining the most reliable results. Detailed discussion of the determination of the detector parameters, albeit for an X-ray detector, can be found, for example, in Waterman & Evans (2010) .
Rocking curve fitting
The rocking curve, i.e. the intensity as a function of the excitation error of the reflection, critically depends on the experimental geometry. In particular, it may be a complicated function for the PEDT geometry, as discussed in detail in Section 2. Knowledge of the shape of the rocking curve is beneficial for the final extraction of integrated intensities. In PETS the rocking curve can be fitted using two parameters: the reflection width and the mosaicity. The reflection width characterizes the basic Lorentzian shape of the reflection. The mosaicity is used to describe the broadening of the rocking curve with increasing diffraction angle (Section 2). For the visual representation of the fit an average rocking curve is calculated from the profiles of all sufficiently strong reflections. This average rocking curve is a function of the length of the diffraction vector. It is also an excellent means of evaluating the data quality. An example of such plot for a PEDT data set and the fit to it are shown in Fig. 6 . The fitting of the rocking curve is especially useful for PED data, where each reflection is typically measured several times. However, it can be applied also to rotation data without precession, if the sampling of the reflection profiles is sufficiently fine.
Optimization of frame orientation
As described in Section 3, the nominal frame orientation obtained from the fitted orientation matrix and orientation angles as read from the goniometer may not be accurate. At this point of the workflow, the integrated intensities are not yet known. Nevertheless, the frame orientation may be optimized using uniform intensities. If the orientation is not too inaccurate, its optimization may be skipped at this point and resumed after the first kinematical integration is performed (Section 4.9). Orientation optimization with known integrated intensities yields the most accurate results. After the frame orientations are optimized, the complete data processing (peak processing, unit-cell refinement, rocking curve fitting, intensity integration) should be repeated to obtain the best results.
Integration of intensities for kinematical and dynamical treatment
The ultimate goal of the crystallographic processing of diffraction data is the extraction of reflection intensities suitable for further structure analysis. Two different approaches are used in electron diffraction tomography: kinematical approach and dynamical approach. In the kinematical approach the dynamical diffraction effects are ignored and the electron diffraction data are treated as kinematical, in a way completely equivalent to the treatment of X-ray diffraction data. In this case the aim of the data processing is the extraction of an integrated intensity, one value per reflection. Reflection measurements on different frames are treated as samples from the same reflection and combined together to obtain the estimation of the integrated reflection intensity. This intensity is then assumed to be proportional to the square of the structure factor amplitude. In the dynamical approach the dynamical effects are explicitly taken into account in the refinement (Palatinus et al., 2015a,b) . In the dynamical diffraction theory the intensity of each diffracted spot depends not only on the structure factor of the corresponding reflection, but also on the structure factors of all other reflections in the diffraction condition and therefore also on the crystal orientation. In this method individual frames are treated separately and the intensities are not combined across the frames.
4.9.1. Kinematical treatment. PETS offers two modes for the determination of integrated intensity. In the first mode the integrated intensity is obtained by numerical integration of the intensity profile. This approach is useful for rotation data where most reflections are completely integrated on one or two frames. It is not suitable for partially measured reflections. The second mode obtains the integrated intensity by fitting the experimental intensity profile by the normalized predicted rocking curve. The integrated intensity is equal to the scale factor of the fit. The second mode is suitable also for partially measured reflections. It is in general more accurate than the integrating mode, if the rocking curve of the reflections is known well, and it is therefore very well suited for PED data. The difference between the two approaches is schematically illustrated in Fig. 10 .
PETS provides basic statistical characteristics of the integration such as merging R values, which allow one to judge Determination of integrated intensity. Blue diamonds indicate measured reflection intensity at different tilts corresponding to different excitation error. Blue area under the blue line is estimated integrated intensity by the numerical integration method. Red area under the red line is estimated integrated intensity by fitting the expected rocking curve to the experimental points.
which of the integration modes is more suitable for the current data set. The result of the integration with both modes is standard list of reflections with their hkl indices, intensities and s.u.s, suitable for import to any crystallographic software for further treatment.
4.9.2. Dynamical treatment.
Because the dynamical refinement requires knowledge of the diffracted intensities on each frame, the intensities are not integrated across the frames. The file for dynamical refinement thus contains a list of hkl, intensity and s.u. for each reflection on each frame. Whether or not a particular reflection is included on a particular frame is determined by the excitation error of the reflection for that frame, and by the shape and width of the rocking curve. The output from PETS for this type of treatment is thus a list of reflection intensities for each recorded frame. One set of reflection indices may appear more than once in the list, but only once for each frame. The only software that can currently perform the dynamical refinement of EDT is JANA2006 (Petříček et al., 2006) , which can directly read the data prepared by PETS.
Serial electron crystallography
Serial electron crystallography is a method developed in analogy with X-ray-based serial crystallography to collect diffraction data of a set of crystals so that each crystal is used to collect only one diffraction pattern (Smeets et al., 2018) . The data set then consists of a set of diffraction patterns at random orientations and possibly at different scales due to different sizes of the crystals. The procedures in PETS are set up to allow the processing of such data. The orientation-finding algorithm can find the orientation of each individual frame and the intensity integration by profile fitting is ideally suited for extraction of intensities from unevenly sampled reciprocal space. The frame-scaling algorithm also works on a frame-byframe basis without any assumptions about the correlation between frames, and is thus suitable for bringing the frames to the common scale. All these procedures should be functional on data collected both with and without PED, however, it is strongly advisable to use PED when possible, as it will increase the amount of data in each frame, facilitate the profile fitting of the reflections and in general stabilize the data processing procedure. The only step in the data processing of serial electron crystallography data that is not currently available in PETS is the determination of unknown lattice parameters from the data. The lattice parameters have to be known from other sources or determined from the diffraction patterns by external software, e.g. the program EDIFF (Jiang et al., 2009 (Jiang et al., , 2011 .
Technical description
The core part of the software performing the computing is written in Fortran95. The graphical interface is written in C++ using the libraries wxWidgets (https://www.wxwidgets.org) and OpenGL (http://www.opengl.org). The software runs under the operating system Windows 7 or newer. It requires a graphic card supporting of OpenGL 3.1 or newer. The current compilation requires a 64-bit operating system.
The window of PETS is divided into three panels: the command panel, the image panel and the text console (Fig. 9) . The command panel serves for setting the parameters and running individual tasks, the image panel shows the graphical output such as diffraction images, plots of various quantities or peak distribution in reciprocal space, and the text console contains text output from each command. The command panel contains large buttons for running the commands and collapsible panels allowing the modification of the parameters for the commands. All actions are available from a single command panel, except for the unit-cell determination, which opens a new command panel.
A detailed user manual is available for PETS 2.0. The software and the documentation are available for download at http://pets.fzu.cz.
Conclusions
Electron diffraction data present certain specifics which require a data processing approach different from the data processing of X-ray diffraction data. This is especially true for data collected with the precession electron diffraction technique. The key difference is the strongly modified rocking curve of the reflections collected by PED, and the frequent need to refine the orientation of the individual diffraction frames. Further difference stems from the fact that electron diffraction data may be further refined by kinematical and dynamical approaches, each of them requiring a differently processed data set. PETS 2.0 is a dedicated software for processing of electron diffraction tomography data. The unique features of the software include support for precession electron diffraction, determination and use of the specific rocking curve of the precession electron diffraction data (the camel), emphasis on the accurate refinement of frame orientations, which leads to more accurate unit-cell parameters and to better intensity integration or the preparation of data suitable for the dynamical structure refinement. PETS 2.0 can be used for the processing of a tilt series of diffraction patterns as well as for serial electron crystallography data collected on a large number of randomly oriented crystals.
APPENDIX A
The algorithm for the automatic determination of unit-cell parameters and orientation matrix combines the difference space concept described in Section 4.4 with the idea of determining the special directions in reciprocal space. The concept of difference space is used in other programs such as TRICE (Zou et al., 2004) , ADT3D (Kolb et al., 2008) , RED (Wan et al., 2013) or TEIMUC3 (Li, 2019) . The search for special directions and subsequent determination of the periodicity of these directions has been described in the context of indexing X-ray diffraction images (Steller et al., 1997; Rossmann & van Beek, 1999) . However, the specific implementa-tion used in PETS does not appear to have been described previously. The algorithm consists of five main steps.
(i) Calculate the difference vector space from the reflection coordinates in reciprocal space.
(ii) Calculate a projection of the vectors from the difference vector space (DVS) onto a unit sphere with the center in the origin of reciprocal space (Fig. 11a) .
(iii) Identify a large concentration of points on the unit sphere. The positions of these large concentrations correspond to prominent directions in reciprocal space. Select a small number (20) of these directions as candidate directions of the reciprocal basis (Fig. 11a) .
(iv) Determine the periodicity along these prominent directions from the distribution of the vectors in the DVS along these directions. The vectors in these directions with the length equal to the determined periodicity are candidate basis vectors of the reciprocal lattice (Fig. 11b) .
(v) Select three non-coplanar vectors to obtain a candidate basis set. Obtain standardized unit cell by Niggli reduction of the candidate basis followed by possible transformation to a higher-symmetry centered unit cell.
In principle, only one basis set obtained from three best non-coplanar directions could be sufficient. In practice, a larger number of candidate bases is generated by combining several of the prominent directions and the one leading to the largest number of successfully indexed peaks in the data set is retained. In the case of good, essentially noise-free data, all candidate triplets lead to the same unit cell. Preliminary tests showed that this algorithm is very robust against noise in the data and data incompleteness. However, a thorough assessment of the strength and limitations of this algorithm still remains to be performed. À1 is clearly visible.
Funding information

