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We propose a scheme for translating metrological precision bounds into lower bounds on query
complexity of quantum search algorithms. Within the scheme the link between quadratic perfor-
mance enhancement in idealized quantum metrological and quantum computing schemes becomes
clear. More importantly, we utilize results from the field of quantum metrology on a generic loss of
quadratic quantum precision enhancement in presence of decoherence to infer an analogous generic
loss of quadratic speed-up in oracle based quantum computing. While most of our reasoning is
rigorous, at one of the final steps, we need to make use of an unproven technical conjecture. We
hope that we will be able to amend this deficiency in the near future, but we are convinced that
even without the conjecture proven our results provide a novel and deep insight into relationship
between quantum algorithms and quantum metrology protocols.
I. INTRODUCTION
Quantum metrology as well as quantum computing
both aim at exploiting intrinsic quantum features such
as coherence and entanglement in order to provide en-
hancement over performance of corresponding classical
protocols. In a typical quantum metrological scenario
[1–7], a number of probes undergo an evolution depend-
ing on an unknown parameter to be estimated. Thanks
to the possibility of preparing the probes in an entan-
gled state or probing them sequentially in a coherent
way, quantum strategies offer in principle a quadratic
improvement in the scaling of precision as a function of
the number of probes used. Interestingly, the quadratic
improvement is also the characteristic trait of some of the
oracle computational problems [8, 9] namely the Grover-
type algorithms [10, 11], in which one utilizes quantum
coherence in order to reduce the number of oracle queries
required to find the solution to a problem of a search
through an unstructured database. Even more interest-
ingly, studies of metrological [12–20] as well as quantum
search protocols [21–30] revealed that in the presence of
noise the quadratic performance enhancement is lost in
the asymptotic regime of correspondingly large number of
probes or large database sizes and the quantum enhance-
ment amounts to a constant factor improvement in both
cases. These striking similarities call for explanation [31],
and making a clear connection between the two classes
of problems is the main purpose of the present paper.
Additionally, since impact of decoherence on quantum
protocols is much better understood in case of metrol-
ogy establishing such a connection allows one to trans-
late general results from metrology field into quantum
oracle computing field in which studies of the impact of
decoherence lacked comparable generality.
In this work we show that bounds on estimation perfor-
mance can be indeed directly related to the lower bounds
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FIG. 1. General scheme for quantum parameter estimation
and quantum search problem. Probe state ρ0 is sent through
a sequence of M interrogation steps Λxτ,ω each lasting time τ .
Finally it is measured in order to estimate frequency param-
eter ω knowing the generating Hamiltonian x (metrology) or
discriminating from an N element discrete set of generating
Hamiltonians x knowing the evolution frequency ω (quantum
search). Intertwining unitary operators Vi guarantee full gen-
erality of the scheme covering both parallel as well as adaptive
strategies. Number of steps M is arbitrary but the total in-
terrogation time T =Mτ is a fixed resource.
on query complexity of quantum search algorithms by
invoking limits on the speed of evolution of quantum
states quantified with the help of Quantum Fisher In-
formation (QFI). In the case of quantum parameter esti-
mation, this fact results in the famous quantum Cramér-
Rao bound, whereas in the case of search algorithms,
all known proofs of lower bounds are based on bound-
ing the distance between states which are touched and
untouched by the oracles [8, 30, 32, 33]. We show, that
by taking continuous-time versions of search algorithms,
the proofs of their lower bounds can be expressed in the
form which directly relates to QFI. We show, that uti-
lizing this bounds, we recover known lower bounds on
noiseless quantum search, whereas in the case of noisy
scenarios application of recent powerful quantum metro-
logical methods [16, 17, 34] lead us to a generic conclusion
that super-classical scaling of query complexity of search
algorithms is asymptotically lost.
2II. UNIFIED SCHEME FOR PARAMETER
ESTIMATION AND THE QUANTUM SEARCH
PROBLEM
Both quantum metrological as well as quantum search
tasks are effectively quantum channel discrimination
problems (Fig. 1). For our purposes we will con-
sider the quantum channel representing the interroga-
tion step to be of the form Λxτ,ω(ρ) = Λτ (U
x
τ,ωρ), where
Uxτ,ω = e
−iωτHx is the unitary sensing part of the evolu-
tion (we use a simplifying notation Uρ ≡ UρU †), and Λτ
represents undesired decoherence processes. We assume
Λτ does not depend on x. While Λ
x
ω,τ acts only on one
subsystem, which we will refer to as the “sensing subsys-
tem”, existence of ancillary particles as well as general
unitary operations Vi makes this scheme completely gen-
eral covering all possible sensing strategies including the
adaptive ones [1, 35]. In particular when Vi are chosen as
operations swapping the “sensing subsystem” with the i-
th one, one arrives at a parallel sensing scenario popular
in quantum metrological literature where multiparticle
input probe state ρ0 is being sent through M parallel
channels Λxτ,ω.
In the quantum metrological context, Λxω,τ should be
understood as a channel that is parameterized by an un-
known continuous frequency parameter ω that multiplies
a known Hamiltonian Hx generating unitary evolution of
the system for a known time τ . The goal is to find the
optimal sensing strategy that allows to infer the value of
ω, based on measurement results obtained from measur-
ing the final state ρxT,ω, with minimal estimation variance
under fixed total interrogation time T =Mτ .
In the context of quantum search algorithms, on the
other hand, Λxτ,ω will represent continuous-time version
of a Grover oracle [32] with an unknown label x that
represents one of the basis vectors in the N -dimensional
Hilbert space of the “sensing subsystem” determining the
Hamiltonian which generates the evolution Hx = |x〉 〈x|,
where both ω and the evolution time τ are assumed to
be known. Labels x should be understood as different
database entries, and for a given database size N the goal
of the search problem is to determine the label x under
possibly minimal total interrogation time T . Note an in-
triguing duality between the metrological and the search
task. While in the first we aim at estimating the eigen-
value of the evolution operator, in the second we aim at
identifying the corresponding eigenvector. This duality
makes the direct connection between the two problems
less trivial than might seem at a first sight.
For completeness let us clearly point out the rela-
tion of the continuous version of the Grover algorithm
with its original discrete version [10]. In the discrete
version the oracle imprints a minus sign on the distin-
guished eigenvector |x〉 leaving other basis vectors in-
tact, and the goal is to determine x with as few oracle
calls as possible. The original Grover algorithm requires
M ∝
√
N oracle calls intertwined with unitary opera-
tions Vi = 2 |ψ0〉 〈ψ0| − 1 acting on the sensing subsys-
tem where |ψ0〉 = 1√N
∑N
x=1 |x〉 is the initial probe state.
Note that the algorithm does not utilize ancillary sys-
tems. It has been proven that up to a constant factor
this is indeed the optimal performance even if ancillary
systems where utilized under the most general strategy as
depicted in Fig. 1 [33]. On the other hand, it can be easily
proven that any deterministic classical strategy demands
M ∝ N oracle calls and hence the quanutm speed-up
is of the order of
√
N in the size of the problem. In our
framework we recover the original discrete scheme by set-
ting oracle interrogation times τ = pi/ω, which results in
the total interrogation time to scale as T ∝ √Npi/ω. In
what follows, whenever one wants to relate our formu-
las with the discrete Grover case one should formally set
ω = pi in which case the total interrogation time T will
correspond to number of discrete Grover queries.
Although the performance of quantum search algo-
rithms in the presence of noise is a subject of intensive
study [21–30], it is known only for very few models of
noise. Each case studied yet suggests, that arbitrarily
small admixture of noise, which does not decrease with
N , destroys the quantum speed-up, and enforces the clas-
sical asymptotic scaling of query complexity T ∝ N .
However, there exist no general characterization of the
entire class of noise scenarios, which damage the super-
classical scaling of query complexity of quantum search.
In this work we pose a general conjecture, that this class
of noise is equal to the class of noise, which destroys the
super-classical scaling of precision in quantum metrology.
III. QUANTUM PRECISION BOUNDS FOR
FREQUENCY ESTIMATION
As the scheme we have introduced above involves the
problem of frequency estimation let us recall known re-
sults on the fundamental quantum precision bounds on
frequency estimation in two-level systems. Let us con-
sider M two-level atoms with transition frequency be-
tween the two levels |0〉, |1〉 equal ω—a parameter to be
estimated. Let the interrogation time be τ and hence
in absence of decoherence and interactions each atom
evolves according to the unitary e−iωτσz/2 or equiva-
lently Uτ,ω = e
−iωτ |1〉〈1|, where |1〉 denotes the excited
state. Let ρ0 be the initial state of the M atoms while
ρτ,ω = U
⊗M
τ,ω ρ0U
†⊗M
τ,ω be the final one. One of the main
theoretical tools to asses the limits on frequency estima-
tion precision is the quantum Cramer-Rao bound:
δω ≥ 1√
Fω(ρτ,ω)
, (1)
where Fω is the quantum Fisher information (QFI),
which provided ρ0 = |ψ0〉 〈ψ0| is pure, takes a simple form
Fω = 4τ
2∆2n¯ where nˆ is the total excitation number op-
erator which plays here the role of the generating Hamil-
tonian, U⊗Mτ,ω = e
−iωτnˆ. The optimal uncorrelated probe
state |+〉⊗M , where |+〉 = (|0〉 + |1〉)/√2, yields Fω =
3τ2M , whereas using the GHZ state (|0〉⊗M + |1〉⊗M )/√2
one can boost the QFI to Fω = τ
2M2 showing the
quadratic precision enhancement potential.
Assessing the impact of decoherence on metrological
protocols is non-trivial as the QFI needs to be calculated
for mixed states which in general requires diagonaliza-
tion of ρτ,ω and brute force optimization of input probe
states becomes infeasible in the large M limit. Fortu-
nately, a number of theoretical tools have been devel-
oped in recent years that allow for an efficient derivation
of useful bounds [16, 17] or asymptotic formulas for QFI
[19]. These studies predict linear asymptotic scaling of
the QFI with M in presence of decoherence limiting the
quantum correlation benefits in quantum metrology to a
constant factor improvement.
To be concrete, let us consider uncorrelated Marko-
vian model of atomic dephasing on which exposition of
our approach will be based [12]. Dephasing noise acts
independently on each of the atoms, causing off-diagonal
terms of atomic desity matrix, written in |0〉 , |1〉 basis,
to be damped:
Λτ
(
ρ00 ρ01
ρ10 ρ11
)
=
(
ρ00 ρ01e
−γτ
ρ10e
−γτ ρ11
)
, (2)
where γ is a dephasing strength parameter. Note that
this model of noise does not favour any direction in the
Hilbert space. For any γ > 0 the quadratic QFI scaling
is lost [12, 16, 17], and the QFI is bounded by
Fω ≤ τ2 e
−2γτ
1− e−2γτM. (3)
Moreover, the bound is asymptotically saturable using
e.g. one-axis spin squeezed states [36] and therefore rep-
resents a true limit to metrological performance in pres-
ence of dephasing. For our purposes it is important to
stress that while this bound was derived with a parallel
estimation scheme in mind, it has been proven recently
[35] that it is also valid for general adaptive strategies
as depicted in Fig. (1). As in typical frequency estima-
tion approach, we treat interrogation time τ as a tunable
parameter, and regard the total channel probing time
T = τM as the resource. Fixing T we get
Fω ≤ τ2 e
−2γτ
1− e−2γτ
(
T
τ
)
τ→0≤ T
2γ
, (4)
and the bound is maximized when we take the limit τ →
0. Fω = T/2γ is therefore the ultimate saturable limit
for frequency estimation in presence of dephasing, which
when contrasted with the decoherence-free case Fω =
τ2M2 = T 2 reveals the quadratic enhancement loss.
IV. LIMITS ON PERFORMANCE OF
QUANTUM SEARCH ALGORITHMS
In order to make use of QFI based metrological preci-
sion bounds in deriving speed-up limits of a continuous
quantum search in the presence of dephasing consider as
in [8, 30, 32, 33] the following average probe distance
quantity:
DT =
∑
x
D(ρxT,ω, ρT ), (5)
where D(ρ1, ρ2) is a distance measure to be specified be-
low, ρxT,ω is the final state of the algorithm, whereas ρT is
the state of the same algorithm (the same set of unitaries
Vi), but with the unitary sensing part removed from the
oracle queries i.e. Λxτ,ω is replaced by the decoherence
map Λτ , or equivalently ω = 0 is set. In order to make
the connection to metrological bounds, we choose as the
distance measure the angular Bures distance [37–39]:
D(ρ1, ρ2) = arccos
(
Tr
√
ρ
1/2
1 ρ2ρ
1/2
1
)
, (6)
which for infinitesimally close states lying along a
trajectory parameterized by a continuous parameter
is expressed in terms of the QFI: D(ρω, ρω+dω) =
1
2
√
Fω(ρω)dω. From a geometrical point of view, QFI
introduces a natural metric in the space of density ma-
trices [40]—the Bures metric—and as a consequence a
measure of speed of evolution of quantum states [41, 42].
This geometric context is the core of the proposed corre-
spondence between performance of parameter estimation
and query complexity of search problems.
We aim at deriving a lower bound on the total inter-
rogation time T necessary for the search problem to suc-
ceed, in presence of dephasing noise Λτ which is taken as
a natural generalization of the two-level dephasing map
to N level systems on which Grover query acts, namely
a map which does not distinguish any of the basis states
|1〉 , . . . , |N〉 and simply damps all of the off-diagonal
terms with the same damping coefficient exp(−γτ). In
order for the search algorithm to succeed the final states
ρxT,ω should be perfectly distinguishable, i.e. occupy or-
thogonal subspaces for different labels x. This implies
∀x 6=x′D(ρxT,ω , ρx
′
T,ω) = pi/2. (7)
Using the triangle inequality we have D(ρxT,ω , ρT ) +
D(ρT , ρ
x′
T,ω) ≥ pi/2, hence we obtain the lower bound:
DT ≥ N pi
4
. (8)
We will now present two ways leading to upper bounds
on DT which will eventually allow us to draw conclusions
on minimal interrogation time T required in the search
problem. First, “the time way” is indicated in Fig. 2 by
a horizontal arrow. Let ρxt,ω, ρt denote the probe state
at some intermediate time t (that is after total number
of t/τ queries) evolving respectively in presence or in the
absence of the unitary part of the query. Consider the
following chain of (in)equalities:
D(ρxt+dt,ω, ρt+dt) = D[V Λdt(U
x
dt,ωρ
x
t,ω), V Λdt(ρt)] =
= D[Λdt(U
x
dt,ωρ
x
t,ω),Λdt(ρt)] ≤ D(Uxdt,ωρxt,ω, ρt) =
= D(ρxt,ω, U
x†
dt,ωρt) ≤ D(ρxt,ω, ρt) +D(ρt, Ux†dt,ωρt), (9)
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FIG. 2. Schematic representation of proofs of upper bounds
on the probe states average distance D obtained by either
summing distance increments over time or frequency.
where we have made use of invariance of Bures distance
under unitary transformations, nonincreasing of the Bu-
res distance under general quantum maps and finally the
triangle inequality (V represents intertwining unitary op-
eration at time t). We can therefore bound the increase
of distance between the states as:
D(ρxt+dt,ω, ρt+dt)−D(ρxt,ω , ρt) ≤ D(ρt, Ux†dt,ωρt). (10)
Invoking the relation between infinitesimal Bures dis-
tances and the QFI we get:
dDt
d t
≤ 1
2
∑
x
√
F xt (ρt), (11)
where F xt represents QFI with respect to a unitary
time evolution parameter with generating Hamiltonian
ω |x〉 〈x|. Since in general ρt is mixed, QFI is not propor-
tional to the variance of the generator as in the pure state
case. Still, when considering all convex decompositions
ρt =
∑
i pi |ψi〉 〈ψi|, pi ≥ 0, it is known that the QFI of
ρt is equal to the minimum of weighted sum of QFIs over
all decompositions [43, 44]:
F xt (ρt)= min{pi,|ψi〉〈ψi|}
∑
i
pi4∆
2(ω |x〉 〈x|)|ψi〉
≤
∑
i
pi 〈ψi| (ω |x〉 〈x|)2 |ψi〉 , (12)
where the upper bound follows from replacing the vari-
ance by expectation of the squared generator and a par-
ticular decomposition |ψi〉 (e.g. eigendecomposition) is
chosen. Now it follows that:
∑
x
F xt (ρτ ) ≤ 4ω2
∑
i
pi 〈ψi|
(∑
x
|x〉 〈x|
)
|ψi〉 = 4ω2.
(13)
As in [32] we use the property:
∑N
i=1 |ai|2 = 1 =⇒∑N
i=1 |ai| ≤
√
N to get:∑
x
√
F xt (ρt) ≤ 2ω
√
N. (14)
Combining (11) and (14) we get
DT ≤ T
√
Nω, (15)
which together with the lower bound (8) yields
T ≥ pi
4ω
√
N. (16)
This is a known bound on the performance of ideal,
decoherence-free Grover algorithm [32]. It is therefore
clear that by studying the Bures distance growth over
time alone we are not able to capture the essence of
the impact of decoherence on the algorithm performance.
The reason for this is that integration over time leading
to (15) yielded the bound on DT which scales linearly
with T which is not the true scaling of DT as will be
demonstrated below.
We now take “the frequency way” approach which is
depicted by a vertical arrow in Fig. 2, and study the
growth of the distance D(ρxT,ω′ , ρT ) while increasing fre-
quency parameter ω′ from 0 to ω. Note that ρxT,0 = ρT
so the initial distance is 0. Using the triangle inequality
as well as the fundamental bound on QFI for frequency
estimation in presence of dephasing (4) we get:
D(ρxT,ω, ρT ) ≤
∫ ω
0
D(ρxT,ω′+dω, ρ
x
T,ω′) =
=
1
2
∫ ω
0
√
F xω′(ρ
x
T,ω′)dω
′ ≤ ω
2
√
2γ
√
T ,
which clearly demonstrates that the time scaling of DT
is bounded by
√
T . The idea of integrating over fre-
quency rather than time is the crux of the paper as it
allows to link metrological bounds with a quantity useful
to asses the performance of the search algorithm. We
should stress that analogous bounds could be derived
for an arbitrary decoherence model in which QFI scal-
ing is linear in T , which is a generic case when uncor-
related noise is present in the system [17–19]. Let us
also remind that in absence of decoherence QFI scales
as T 2 allowing for a linear time increase of DT and as
a result the quadratic speed-up in noiseless Grover algo-
rithm. In order to calculate DT we now need to find the
bound on the
∑
xD(ρ
x
T,ω, ρT ). For this we need to bound∑
x
√
F xω (ρ
x
T,ω). In the case of “the time way” derivation
we were able to show that this sum scales as
√
N . In-
tuitively, this is due to the fact that there are no probe
states that would be optimally sensitive to all unitary
evolutions with different generators |x〉 〈x| that form a
basis in the sensing Hilbert space. As the sensing evolu-
tion x imprints the phase only on one basis vector |x〉, a
state which aims at optimizing the sum of QFIs for all x
need to have non-zero overlap with all the basis states.
This makes an individual QFI for a particular x smaller
than it in principle could be if we designed the optimal
probing state for frequency estimation knowing x. We
expect that this will again cause
∑
x
√
F xω (ρ
x
T,ω)
5like
√
N . Still, due to the very general structure of the
scheme we consider, which in principle involves adaptive
strategies, we were not able to rigorously prove this fact.
Therefore we perform a trivial sum over x and arrive at:
DT ≤ ω
2
√
2γ
N
√
T . (17)
Inspecting (15) and (17) we conclude that for fixed T
the quantity DT cannot grow faster that
√
N and on the
other hand for a fixed N it cannot grow faster than
√
T .
Unfortunately, without additional technical assumptions
on the properties of DT , e.g. that asymptotically DT ∝
NαT β, we cannot rigorously conclude that
DT ≤
√
T
√
N × const. (18)
We therefore need to leave the above formula as a natural
conjecture that arises from our reasonings, and hope that
an approach that would exploit the advantages of both
the time and the frequency approaches will be capable of
proving the above conjecture rigorously. Combining (18)
with (8) we arrive at the desired result:
T ≥ const×N, (19)
that the quadratic quantum enhancement in the search
algorithm is lost.
In order to confirm our conjecture at least numeri-
cally, we have performed a numerical optimization of∑
x
√
F xω (ρ
x
T,ω) in a restricted basic parallel estimation
scheme that does not allow for adaptive probe state
transformations. We were able to numerically confirm
that maxρ0
∑
x
√
F xω (ρ
x
t,ω) ≤ 2
√
N maxρ0
√
F x0ω (ρ
x0
t,ω),
where on the right hand side of the inequality we as-
sume that we know the generating Hamiltonian x = x0.
Keeping track of the constants we can derive a quanti-
tative bound T ≥ N
(
pi2
8
)
γ
ω2 . This bound has a simi-
lar structure to the lower bound on the complexity of a
continuous quantum search in presence of dephasing in
a sequential scenario without ancillas, proposed in [30]:
T ≥ N
(
2γ
γ2+4ω2
)
. Note that for fixed N our bound is
larger (and therefore more restrictive) for any set of pa-
rameters ω and γ.
V. CONCLUSIONS
We proposed a general scheme for translating metro-
logical precision bounds in terms of QFI into lower
bounds on query complexity of quantum search problems.
This allowed us to derive the lower bound on query com-
plexity of quantum search directly from the properties of
QFI. We posed a conjecture, which assumes a non-trivial
upper bound on the sum of square-roots of the QFIs for
frequency estimation around different orthogonal axes.
The validity of the conjecture implies, that any model
of noise, which suppresses the quantum gain in estima-
tion precision in the most general estimation scenario,
also destroys the quantum speed-up in quantum search
algorithms.
A natural continuation of presented work would be
finding the connection between nonlinear versions of
search algorithms [45] and nonlinear metrological scenar-
ios [31]. On the one hand such research can shed a new
light on the problem of computational power of nonlin-
ear quantum evolution, on the other it can stimulate the
development of noisy nonlinear metrological schemes in
the most general scenarios.
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