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Resumo
Considere o conjunto D dos domínios suaves de Rn com a topologia natural que o torna
uma variedade de Fréchet. Vamos estudar uma classe natural de processos estocásticos
sobre D que são gerados por fluxos estocásticos em Rn, obtidos como uma solução de
equações diferenciais estocásticas. Estabeleceremos uma fórmula de Itô para funcionais
com domínio suave ao longo das trajetórias destes processos.
Os processos que estudamos podem ser utilizados em modelos idealizados para fenômenos
de dispersão, com aplicações em transporte de massa e hidrodinâmica.
Palavras-chave: Variedade de Frechet, fluxos estocásticos, fórmula de Itô.
Abstract
Consider the set D of smooth domains of Rn with the natural topology that makes
it a Fréchet manifold. We will study a natural class of stochastic processes on D that
are generated by stochastic flows in Rn, obtained as solutions of stochastic differential
equations. We will establish an Itô formula for smooth domained functionals along the
trajectories of these processes.
The processes we studies can be used in models designed for dispersion phenomena, with
applications in mass transport and hydrodynamics.
Keywords: Fréchet manifold, stochastic flows, Itô formula.
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Introdução
O cálculo estocástico em espaços vetoriais e variedades diferenciáveis de di-
mensão finita foram amplamente estudados na literatura, ver por exemplo ((IKEDA;
WATANABE, 1981) e suas referências). As ferramentas fundamentais da teoria são as
integrais de Itô e Stratonovich que são as que permitem fazer grande parte das contas.
Por exemplo, a integral de Itô é mais útil para as classes gerais dos processos, mas a
integral de Stratonovich é com frequência relacionada na formulação de problemas físicos
ou engenharia. A integral Stratonovich facilmente se pode expressar em termos da integral
de Itô. O principal benefício da integral Stratonovich é que obedece à regra da cadeia usual.
Para o caso da integral de Itô temos que o teorema fundamental do cálculo
não vale, no seu lugar temos o que chamamos de fórmula de Itô, que ainda tem uma falha
séria: ela não tem bom comportamento sob mudanças de coordenadas. De fato, a própria
fórmula de Itô é a mais complicada manifestação desse problema.
A origem dos problemas que a teoria de Itô tem com as mudanças de coordenadas pode
ser rastreada até sua conexão com processos de incremento independente ver por exemplo
(STROOCK, 2003). Na verdade, a própria noção de um processo de incremento indepen-
dente está ligada à estrutura linear do espaço euclidiano, e qualquer coisa, menos a uma
mudança linear de coordenadas. As generalizações da teoria de Itô como a de Kunita e Wata-
nabe não resolvem realmente este problema, apenas o torna ligeiramente menos complicado.
Extensões da teoria a espaços vetoriais de dimensão infinita também contam
com grande quantidade de trabalhos. Por exemplo, (DUNCAN, 1975) estudou processos
estocásticos com valores em um espaço de Frechet cujos funcionais lineares contínuos são
martingales quadrado integraveis, (ÜSTÜNEL, 1982) estendeu a formula de Itô para o
movimento Browniano às funções cujo laplaciano (no sentido das distribuições) é uma
medida, (USTUNEL, 1983) também estudou algumas aplicações do cálculo estocástico
sobre os espaços nucleares para os fluxos estocásticos de dimensão finita e equações de
evolução estocástica de dimensões infinitas. Além disso, sabemos que a teoria foi estendida
para o caso dos espaços de Banach ver por exemplo (ELWORTHY, 1982). O problema
fundamental é a definição de integral estocástica de forma tal que genereralizem o caso de
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dimensão finita. Neste trabalho pretendemos definir uma fórmula de Itô para processos a va-
lores numa variedade de Frechet. Observamos que o salto é grande. Não temos bem definido
o conceito de integral estocástica para espaços de Frechet e muito menos para o caso de va-
riedade de dimensão infinita. Por isto é que focaremos num caso particular. Neste trabalho
estudaremos os principais resultados nessa direção de (KINATEDER; MCDONALD, 2002).
Os espaços de Frechet, correspondem a uma generalização dos espaços de Ba-
nach e são espaços localmente convexos, completos, Hausdorff e metrizável, ver por exemplo
(HAMILTON, (1982)). Em contraste com os espaços de Banach, a métrica não necessita
provir de uma norma. A estrutura topológica de espaços Frechet é mais complicada do
que a de espaço Banach devido à falta de uma norma. Muitos resultados importantes da
análise funcional, como o Teorema de Hahn-Banach e o Teorema da Aplicação Aberta,
valem ainda nesse contexto. O exemplo mais recorrente de espaço de Frechet é o espaço
de funções infinitamente diferenciáveis. Apresentaremos aqui algumas noções de cálculo
diferencial e integral em espaços de Frechet, destacando a noção de diferenciabilidade que
no caso dos espaços de Frechet é a derivada de Gâteaux. Esta noção de diferenciabilidade
é significativamente mais fraca se é comparada a de um espaço de Banach. No entanto,
muitos dos teoremas familiares do cálculo ainda são válidos. A definição de variedade se
generaliza de modo direto para o caso do cálculo em espaços de Frechet isto é, um espaço
localmente modelado sobre um espaço de Frechet.
O nosso ambiente de trabalho é o conjunto D dos domínios suaves em Rn com a
topologia natural que surge da coleção de seminormas, D se torna uma variedade de Frechet
com esta topologia. Vamos definir um processo estocástico no espaço de probabilidade
tomando valores em D. Nossa escolha de trabalhar no contexto da geometria de Frechet
introduz complicações que não ocorriam se tivéssemos optado por trabalhar no contexto
mais conhecido dos espaços de Banach. No entanto, nos propusemos a analisar os tipos de
resultados que podemos obter sobre a fórmula integral de Itô nesse tipo de variedades.
Como dizemos anteriormente seguiremos o trabalho de (KINATEDER; MCDO-
NALD, 2002) a fim de estabelecer uma fórmula de Itô para funcionais com domínio suave
ao longo das trajetórias dos processos estocásticos sobre D que são gerados por fluxos em
Rn, obtidos como uma solução de equações diferenciais estocásticas, através do teorema 3.3.
Dentre as ferramentas principais utilizadas na demonstração deste teorema temos o lema
3.2, que fornece estimativas para o movimento Browniano por meio de interpolação linear
para o caso especial r “ 1. Na prova deste teorema, utilizamos dentre outras ferramentas,
o teorema 3.2 e o lema 3.1.
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Os processos que estudamos podem ser utilizados em modelos idealizados para
fenômenos de dispersão, com aplicações em transporte de massa e hidrodinâmica (ver
(ZIRBEL, (1997))). O enfoque para o estudo dos funcionais de domínio suave foi primeiro
desenvolvido sistematicamente por Garabedian (ver (GARABEDIAN; SCHIFFER, 1953)).
Iniciamos o capítulo 1 apresentando alguns conceitos sobre a análise e geometria
das variedades de Frechet. Em seguida, estudamos o comportamento de alguns parâmetros
geométricos sob a ação de um sistema dinâmico e finalmente abordamos o comportamento
da derivada de Frechet de um funcional de domínio suave para construir um análogo do Te-
orema Fundamental do Cálculo para o nosso funcional. As referências principais utilizadas
neste capítulo são (GARABEDIAN; SCHIFFER, 1953), (GRAY, (1990)), (HAMILTON,
(1982)), (KINATEDER; MCDONALD, 2002), (PROTTER, (1990)).
No capítulo 2, estudamos alguns resultados e definições que são importantes
na realização de nosso trabalho. Em particular apresentaremos brevemente os conceitos de
martingales, movimento Browniano, semimartingales, integral de Itô e a integral Stratono-
vich. Logo fazemos um estudo das equações diferenciais estocásticas, onde enunciaremos o
Teorema de Existência e Unicidade. As referências utilizadas no capítulo são (BAUDOIN,
2014), (KUO, 2006), (PROTTER, (1990)).
No capítulo 3 construímos uma fórmula integral para nosso funcional ao longo
das trajetórias dos processos estocásticos sobre D que surge através da ação de um sistema
dinâmico suave, para isto utilizamos uma aproximação ao processo Ws no intervalo r0, T s
por meio de interpolação linear. Finalmente fazemos o estudo de um importante teorema
que nos fornece uma aproximação de nosso resultado principal. As referências utilizadas
neste capítulo são (KINATEDER; MCDONALD, 2002), (KUNITA, (1988)), (MALLIAVIN,
(1998)), (PROTTER, (1990)), (WONG; ZAKAI, 1969).
Iniciamos o capítulo 4 apresentando um número de exemplos básicos do que foi
feito anteriormente, os casos considerados são: volume, autovalores e outros invariantes que
surgem por meio da solução de problemas na fronteira em domínios limitados suavemente.
As referências utilizadas neste capítulo são (ELCRAT; MILLER, 1995), (GARABEDIAN;
SCHIFFER, 1953), (KINATEDER; MCDONALD, 2002), (KUNITA; GHOSH, 1986),
(MALLIAVIN, (1998)), (ZIRBEL, (1997)).
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Capítulo 1
Preliminares
Neste capítulo apresentaremos algumas definições e resultados que serão funda-
mentais para o desenvolvimento do trabalho. Começamos apresentando alguns conceitos
sobre análise e geometria das variedades de Frechet. Além disso, vamos estudar o compor-
tamento de alguns parâmetros geométricos sob a ação de um sistema dinâmico. Também
estudaremos o comportamento da derivada de Frechet de um funcional de domínio suave
para construir um análogo do Teorema fundamental do cálculo para nosso funcional. As
referências principais utilizadas neste capítulo são (GARABEDIAN; SCHIFFER, 1953),
(GRAY, (1990)), (HAMILTON, (1982)), (KINATEDER; MCDONALD, 2002), (PROT-
TER, (1990)).
1.1 Espaços de Frechet
Começaremos lembrando alguns fatos básicos de análise e geometria das varie-
dades de Frechet (ver (HAMILTON, (1982))).
Definição 1.1. Uma seminorma sobre um espaço vetorial F é uma função com valores
reais }¨} : F Ñ R tal que
i) }f} ě 0, para todo vetor f ;
ii) }f ` g} ď }f} ` }g}, para todos vetores f e g;
iii) }cf} “ |c| }f}, para todo escalar c e vetor f .
Uma coleção de seminormas t}¨}n : n P Nu define uma única topologia tal que uma sequência
ou rede fj Ñ f se e só se }fj ´ f}n Ñ 0 para todo n P N.
Um espaço vetorial topológico localmente convexo é um espaço vetorial com
uma topologia que surge a partir da coleção de seminormas. A topologia é Hausdorff se,
e somente se, f “ 0 quando toda }f}n “ 0. A topologia é metrizável se, e somente se,
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pode ser definida por uma coleção enumerável de seminormas t}¨}n : n P Nu. Neste caso
sempre podemos utilizar sequências no lugar de redes. Uma sequência fj é de Cauchy se
}fj ´ fk}n Ñ 0 quando j, k Ñ 8 para todo n. O espaço F é completo se toda sequência de
Cauchy converge.
Definição 1.2. (Espaço de Frechet) Um espaço de Frechet G é um espaço vetorial
topológico localmente convexo o qual é Hausdorff, completo e metrizável.
Exemplo 1.1. Todo espaço de Banach é um espaço de Frechet.
Exemplo 1.2. Seja A Ă Rn um aberto com fecho A compacto. Tomemos C8pAq, onde a
diferenciabilidade na fronteira se define tomando uma extensão diferenciável da função a
um aberto U contendo A. Definimos as seminormas
}f}CnpAq “ maxjďn supxPA
››Djfpxq›› .
Em verdade o espaço CnpAq com }¨}cnpAq é um espaço de Banach para cada n fixado. Assim
a métrica
dpf, gq :“
8ÿ
j“1
1
2j
}f ´ g}CjpAq
1` }f ´ g}CjpAq
,
define em C8pAq uma estrutura de espaço métrico completo, onde a topologia da métrica
é a mesma topologia que a gerada pelas seminormas t}¨}CnpAqunPN, o que torna C8pAq um
espaço de Frechet.
Exemplo 1.3. Seja CpRq denota o espaço vetorial de todas as funções contínuas em R,
com
}f}n “ supt|fpxq| : ´n ď x ď nu.
Então, CpRq é um espaço de Frechet. De fato, sejam f, g P CpRq com f ‰ g, isto é existe
x P R tal que fpxq ‰ gpxq. Sem perda de generalidade suponhamos que gpxq ą fpxq.
Seja  “ gpxq ´ fpxq2 e consideramos Bpf, q e Bpg, q vizinhanças de f e g respectivamente.
Se h P Bpf, q XBpg, q, então
}f ´ h}n ă  e }g ´ h} ă ,
logo
}g ´ f}n ď }g ´ h}n ` }h´ f}n
ă ` 
“ 2,
observamos que supt|gpxq ´ fpxq| : ´n ď x ď nu ă 2. Por conseguinte
|gpxq ´ fpxq| ă 2
“ 2gpxq ´ fpxq2
“ gpxq ´ fpxq.
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Assim gpxq´fpxq ă gpxq´fpxq contradição. Portanto Bpf, qXBpg, q ‰ H. Concluímos
que CpRq é Hausdorff.
Para ver que é completo escolhemos pfnq Ă CpRq uma sequência de Cauchy,
isto é dado  ą 0 existe N P N tal que para cada k,m ě N temos que
}fk ´ fm}n ă ,
ou seja
supt|fkpxq ´ fmpxq| : ´n ď x ď nu ă .
Logo para cada x P r´n, ns
|fkpxq ´ fmpxq| ă ,
portanto, pfkpxqq é uma sequência de Cauchy em R. Definindo
fpxq “ lim
kÑ8 fkpxq,
temos que f é contínua em x, pela convergência uniforme. Por conseguinte f P CpRq e
}fk ´ f}n ă  @k ě N.
Assim temos que CpRq é completo.
O espaço CpRq é metrizável dado que a norma induz uma métrica e finalmente
é localmente convexo pois a combinação linear de funções contínuas é uma função contínua.
Definição 1.3. (Derivada Direcional) Sejam G,H espaços de Frechet, U Ă G um
subconjunto aberto, e F : U ÝÑ H uma aplicação. A derivada direcional de F em g P U
na direção h P G é definida por
DF pgqphq “ lim
tÑ0
F pg ` thq ´ F pgq
t
, (1.1)
sempre que o limite exista.
Tal derivada também é chamada a derivada de Gateaux. Dizemos que F é diferenciável
no conjunto U Ă G, se DF pgqphq existe para todo g P U e todo h P G. Denotamos a
diferencial em U por DF : U ˆG ÝÑ H.
Definição 1.4. (Mapa continuamente diferenciável) Um mapa F : U Ă G ÝÑ H
é continuamente diferenciável em U , se DF é contínua em U ˆG.
Proposição 1.1. (Regra da Cadeia) Sejam F : U Ă G ÝÑ H, Q : V Ă H ÝÑ K dois
mapas diferenciáveis com F pUq Ă V , então
Q ˝ F : G ÝÑ K é diferenciável, e DpQ ˝ F qpgqphq “ DQpF pgqqpDF pgqphqq.
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Demonstração. Assumamos que F e Q estão definidos numa vizinhança convexa. Como
F e Q são diferenciáveis, existem funções contínuas Lpg0, g1qh e Mpf0, f1qk
L : pU Ă Gq ˆ pU Ă Gq ˆGÑ H
M : pV Ă Hq ˆ pV Ă Hq ˆH Ñ K,
tal que
F pg1q ´ F pg0q “ Lpg0, g1qpg1 ´ g0q e Qpf1q ´Qpf0q “Mpf0, f1qpf1 ´ f0q.
Definamos uma função Npg0, g1qh por
Npg0, g1qh “MpF pg0q, F pg1qqLpg0, g1qh.
Então N é contínua e linear em h. Seja f0 “ F pg0q e f1 “ F pg1q, logo temos que
QpF pg1qq ´QpF pg0qq “MpF pg0q, F pg1qqpF pg1q ´ F pg0qq
“MpF pg0q, F pg1qqLpg0, g1qpg1 ´ g0q
“ Npg0, g1qpg1 ´ g0q.
Portanto, Q ˝ F é diferenciável. Agora como Lpg, gqh “ DF pgqh e Mpf, fqk “ DQpfqk,
obtemos que
DrQ ˝ F spgqh “ Npg, gqh
“MpF pgq, F pgqqLpg, gqh
“ DQpF pgqqDF pgqh.
Definição 1.5. (Segunda Derivada) Seja F : U Ă G ÝÑ K, definimos sua segunda
derivada em g P U na direção k P G por:
D2F pgqph, kq “ lim
tÑ0
DF pg ` tkqphq ´ DF pgqphq
t
,
sempre que o limite existe.
De maneira semelhante podemos definir as derivadas de ordem superior. Di-
zemos que F é suave se F tem derivadas contínuas de todo ordem (ver (HAMILTON,
(1982)), seção 1.3.5).
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1.1.1 Variedades de Frechet
Definição 1.6. (Variedade de Frechet) Uma variedade de Frechet é um espaço topo-
lógico de Hausdorff, munido de um atlas com cartas coordenadas pUβ, uαq tomando valores
em espaços de Frechet Gα, de tal modo que suas funções de transição
uβ ˝ u´1α : uαpUα X Uβq ÝÑ uβpUα X Uβq
são mapas suaves entre espaços de Frechet.
Definição 1.7. (Mapa Suave) Dadas duas variedades de Frechet G,H. Um mapa
F : G ÝÑ H é dito suave em uma vizinhança aberta de g P G, se existem cartas
pUα Ă G, uαq e pVα Ă H, vαq com g P Uα e F pgq P Vα tal que
vα ˝ F ˝ u´1α : uαpUαq ÝÑ vαpVαq
é um mapa suave de espaços de Frechet.
Dada uma variedade de Frechet G e um ponto g P G, seja Cg o conjunto de
curvas suaves em G parametrizadas por t P r´1, 1s e passando através de g em t “ 0.
Cg :“ tγ : r´1, 1s ÝÑ G : γ é uma curva suave em γp0q “ gu .
Como no caso clásico, existe uma relação de equivalência em Cg. Dizemos que γ e γˆ são
equivalentes, e escrevemos γ w γˆ, se para alguma carta pUα, uαq em g temos
puα ˝ γq1p0q “ puα ˝ γˆq1p0q.
Denotamos a classe de equivalência de γ P CgpGq por rγs. O espaços das classes de
equivalência γ P CgpGq{ w, é naturalmente um espaço de Frechet que se denota por TgpGq.
Definimos o fibrado tangente de G dado por
TG “
ď
gPG
TgpGq,
com a projeção natural pi : TG Ñ G. Dado uma atlas tφα : Uα Ă G Ñ Vα Ă Eαu de G, Vα
aberto do espaço de Frechet Eα. Definimos um atlas para TG por
Φα : pi´1pUαq Ñ Uα ˆ Eα
Φαpvgq “ pg,Dφαpgqvgq,
onde Dφαpgq : TgG Ñ Eα. As funções de transição são como no caso de dimensão finita as
derivadas das mudanças de coordenadas. O espaço TG é uma variedade de Frechet (ver
(HAMILTON, (1982)), seção 1.4).
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Observação 1.1. Um mapa suave F : G Ñ H induz uma aplicação DF : TG :Ñ TH que
é lineal na fibra. A construção é classica: se g P G e γ P CgpGq satisfaz rγs “ h P TgG,
então, F pγq P CF pgqpHq. Definimos
DF pgq : TgG Ñ TF pgqH
DF pgqphq “ rF pγqs.
En particular, se F : G Ñ R e γ P CgpGq com rγs “ h P TgpGq, então
DF pgqphq “ lim
hÑ0
F pγptqq ´ F pgq
t
. (1.2)
1.2 Espaço de Domínios em Rn
O seguinte exemplo de variedade de Frechet é importante pois mostra a cons-
trução e a estrutura do nosso ambiente de trabalho nesta dissertação .
Exemplo 1.4. Seja D o espaço de domínios em Rn com fronteira suave e fecho compacto.
Então, D é uma variedade de Frechet.
Demonstração. Seja D P D identificamos D como sua fronteira BD. Denotamos por NBD
o fibrado normal a BD, isto é,
NBD “ tpx, vq : x P BD e v P pTxBDqKu.
Além disso, seja pipx, vq “ x a projeção na primeira coordenada e σ0pxq “ px, 0q a seção
zero em NBD. Logo existe  : BD Ñ R`, tal que
σ0pBDq ĂWD “ tpx, vq P NBD : }v} ă pxqu.
Agora, como BD é uma subvariedade sem bordo de classe C8 temos que, pelo Teorema da
vizinhança tubular (ver (GRAY, (1990))), existe um difeomorfismo ψ : VD ÑWD, onde
VD “ ty P Rn : dpy, BDq ă u.
Por outro lado, como D Ă Rn, com BD orientado, então existe N : BD Ñ Rn, com N ‰ 0
e }N} “ 1.
Além disso, temos
NBD “ tpx, λNpxqq : x P BD,λ P Ru.
Assim,
WD “ tpx, λNpxqq : }λNpxq} ă u “ tpx, λNpxqq : |λ| }Npxq} ă pxqu
“ tpx, λNpxqq : |λ| ă pxqu.
Capítulo 1. Preliminares 19
Definimos σ : BD Ñ NBD, por σpxq “ px, λpxqNpxqq, onde λ P C8pBDq, o que proporciona
uma identificação C8pBD,NBDq » C8pBDq.
Seja UD Ă C8pBDq definido por
UD “ tf P C8pBDq : |fpxq| ă pxqu » C8pBD,WDq,
onde a identificação acima é dada pela seguinte função hpfqpxq “ px, fpxqNpxqq.
Associamos a uma função f P UD o conjunto de pontos
Sf “ ty P Rn : y “ σ ` fpσqNpσq onde σ P BDu,
com Npxq o vetor normal unitário apontando para fora de BD no ponto σ P BD. Dado
que f P UD, é claro que Sf é uma superfície suave. Além disso, é uma superfície fechada e
limitada. De fato, seja y P Sf , então
}y} “ }σ ` fpσqNpσq} ď }σ} ` pσq,
portanto é limitada.
Por outro lado, dada uma sequência pynq em Sf , existe uma subsequência de pynq que
converge em Sf . De fato, como yn “ σn ` fpσnqNpσnq, σn P BD, como BD é compacta,
existe uma subsequência pσnkq de σn, tal que σnk Ñ σ P BD. Assim, fpσnkq Ñ fpσq e
Npσnq Ñ Npσq.
Agora, como
σnk ` fpσnkqNpσnkq “ ynk
é uma subsequência de pynq, então
ynk Ñ σ ` fpσqNpσq σ P BD,
logo σ ` fpσqNpσq P Sf , portanto Sf é compacto.
Observamos que Sf também é uma hipersuperfície mergulhada limitando um dominio
D1 P D logo, temos uma aplicação Φ
Φ : UD Ñ VD Ă D
Φpfq “ D1. (1.3)
Reciprocamente, se D1 P VD, então podemos encontrar uma função suave b P UD, tal que
BD1 “ ty P Rn : y “ σ ` bpσqvpσq, ondeσ P BDu,
e esta define uma identificação entre os espaços C8pBD1q e C8pBDq, dada por,
C8pBD1q ÐÑ C8pBDq
g ÐÑ f,
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onde a função acima é definida por gpsq “ fpσq, com s P BD1 e é dado por
s “ σ ` bpσqvpσq.
Como esta função é claremente suave, as funções de transição para as cartas coordenadas
de acima são mapas suaves entre espaços de Frechet. Portanto, isto prova que D é uma
variedade de Frechet.
Observação 1.2. Segue da nossa discussão anterior que o espaço tangente para D P D,
pode ser identificado com C8pBDq isto é
TDD » C8pBDq. (1.4)
Denotamos por TD o fibrado tangente de D, com a projeção natural pi : TD Ñ D.
Utilizando as cartas coordenadas construídas anteriormente temos um atlas natural para
TD: identificação local (perto de D P D) de uma vizinhança ZD Ă TD:
ZD » UD ˆ C8pBDq. (1.5)
Deve ficar claro da discussão anterior que existem construções análogas para variedades
localmente modeladas em espaços de Banach e que domínios de classe Ck com fecho
compacto, são ótimos exemplos de motivação para o tema de nosso interesse. Para este
tipo de domínios, modelos locais perto de um domínio fixo D dado por funções de classe
Ck na fronteira de D.
Como foi dito na introdução, estamos interessados em desenvolver o análogo
de uma 1´forma exata em nosso contexto infinito dimensional, isto requer construções
de um fibrado cotangente. A construção de um fibrado cotangente e suas seções são mais
problemáticas, isto se deve ao fato que dado D P D, o dual do espaço de Frechet TDD não
é um espaço de Frechet. Nesse aspecto, a construção do espaço cotangente é antinatural.
No entanto, um domínio funcional suave, F : D Ñ R, da lugar a uma família contínua de
funcionais lineares contínuos dF ppD, ¨qq : TDD Ñ R, pela regra
dF ppD, rrsqq “ DF pDqprrsq “ rF prqs.
Vamos considerar essa familia como as 1´formas associadas a F .
1.3 Fluxos Agindo em D
Temos uma classe natural de mapas suaves que atuam sobre a variedade de
Frechet D. Estes mapas surgem quando a variedade ambiente Rn é deformada pela ação
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de um sistema dinâmico suave. Mais precisamente, suponha que X0 é um campo vetorial
suave em Rn e que φt é o sistema dinâmico suave que surge como a solução da EDO
dφt “ X0pφtqdt
φ0 “ Id.
(1.6)
Então, D Ñ φtpDq define uma ação suave sobre D. Em particular qualquer difeomorfismo
(mapa suave de Rn em Rn) age em D. A ação de φt produz uma curva em D induzida por
uma família de mapas suaves a um parâmetro em Rn.
Estudamos o comportamento de uma série de parâmetros geométricos sob a ação do
sistema dinâmico definido pelo sistema (1.6). Fazemos isso através do desenvolvimento de
ferramentas fundamentais de cálculo no contexto de variedades de Frechet, e utilizando as
coordenadas definidas por (1.3).
Iniciamos notando que, um mapa sobre o espaço ambiente Rn, o fluxo definido por (1.6),
satisfaz
d
dρ
ˇˇˇˇ
ρ“0
φt`ρ “ X0pφtq, (1.7)
pois, aplicando regra da cadeia temos que
d
dρ
ˇˇˇˇ
ρ“0
φt`ρ “ d
ds
ˇˇˇˇ
s“t
φs
d
dρ
ˇˇˇˇ
ρ“0
s
“ X0pφsq
ˇˇˇ
s“t
1
ˇˇˇ
ρ“0
“ X0pφtq.
Introduzimos uma perturbação de primeira ordem, escolhida de modo a concordar com φt`ρ
em uma vizinhança de ρ “ 0. Este enfoque para o estudo de funcionais de domínio suave foi
feito sistematicamente pela primeira vez por Garabedian e Schiffer (ver (GARABEDIAN;
SCHIFFER, 1953)).
Seja t ą 0. Definimos o campo vetorial suave S sobre Rn para o qual
Spxq “ X0pφtpxqq. (1.8)
Consideramos uma família de mapas suaves a um parâmetro ψ : Rn Ñ Rn, definido por
ψpxq “ φtpxq ` Spxq. (1.9)
Das equações (1.7), (1.8) e (1.9) temos que
d
d
ˇˇˇˇ
“0
ψ “ d
dρ
ˇˇˇˇ
ρ“0
φt`p, (1.10)
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pois
d
d
ˇˇˇˇ
“0
ψpxq “ d
d
ˇˇˇˇ
“0
pφtpxq ` Spxqq
“ d
d
ˇˇˇˇ
“0
φtpxq ` d
d
ˇˇˇˇ
“0
Spxq
“ Spxq
“ X0pφtpxqq
“ d
dρ
ˇˇˇˇ
ρ“0
φt`ρ.
Dado um domínio suave D P D, notamos que Γρ “ φt`ρpDq é uma curva suave passando
através de φtpDq no tempo ρ “ 0. Para ρ suficientemente pequeno, a curva Γρ encontra-se
em uma vizinhança coordenada de φtpDq. Utilizando a perturbação dada pela equação
(1.9) e as cartas coordenadas para φtpDq dada pela expressão (1.3), calculamos uma
representação explícita de d
dρ
ˇˇˇˇ
ρ“0
Γρ em termos do campo vetorial X0 gerando a dinâmica
subjacente e a geometria de D.
Observamos que dado um domínio D P D, existe um 0 ą 0 tal que, para todo 0 ă  ă 0,
o mapa ψ : D Ñ Rn definido pela expressão (1.9) é um difeomorfismo sobre sua imagem.
Como tal, a curva suave γ “ ψpDq passa através de φtpDq em  “ 0, e para todo 
suficientemente pequeno, a curva γ admite um vetor tangente. A partir da equação (1.10)
é claro que, para calcular o vetor tangente d
dρ
ˇˇˇˇ
ρ“0
Γρ na coordenada natural para D dada
pela expressão (1.3), basta calcular o vetor tangente d
d
ˇˇˇˇ
“0
γ nestas coordenadas pois
d
dρ
ˇˇˇˇ
ρ“0
φt`ρ “ d
d
ˇˇˇˇ
“0
φ “ d
d
ˇˇˇˇ
“0
ψpDq.
Calcularemos o vetor tangente, primeiramente identificamos uma vizinhança de D P D
com uma vizinhança da seção zero em C8pBD,NBDq » C8pBDq. Escolhendo  pequeno,
temos uma identificação de γ “ ψpDq como uma família a um parâmetro suave de funções
suaves sobre BφtpDq. Para calcular d
d
ˇˇˇˇ
“0
γ nessas coordenadas, temos que fazer essas
identificações precisas.
Mostraremos esta identificação em detalhe. Para isto, primeiramente identificamos γ como
sua fronteira, Bγ. Dado σ˜ P Bγ, seja σ0 o único elemento de BφtpDq tal que
σ˜ “ σ0 ` X0pσ0q. (1.11)
Note que essa representação vale para todo  suficientemente pequeno.
Apresentamos outra representação de Bγ em termos de BφtpDq. Dado σ˜ P Bγ, existe uma
única σ P BφtpDq tal que σ˜ está na fibra do fibrado normal a BφtpDq acima de σ. Seja
νpσq o vetor normal unitário que aponta para fora de BφtpDq em σ e definimos f via
σ˜ “ σ0 ` fpσ0, qνpσq. (1.12)
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A associação γ ÐÑ fp¨, q é a identificação que procuramos.
Como corolário desta construção notamos que, escolhendo inicialmente σ˜ P Bγ, e quando
Ñ 0, obtemos uma curva suave σ contida em BφtpDq e passando através de σ0 quando
 “ 0. Esta curva é obtida projetando-se ao longo das fibras do fibrado normal de BφtpDq.
Uma vez que esta curva está contida em BφtpDq, d
d
ˇˇˇˇ
“0
σ é tangente a BφtpDq em σ0.
Como νpσq é um vetor unitário normal em todos os lugares de BφtpDq, d
d
ˇˇˇˇ
“0
νpσq é
também tangente a BφtpDq em σ0. Utilizando esta observação e a equação (1.12), obtemos
que 〈
d
d
ˇˇˇˇ
“0
σ˜, νσ0
〉
“ d
d
ˇˇˇˇ
“0
fpσ0, q, (1.13)
onde o produto interno é o produto interno padrão em Rn. A partir das equações (1.11) e
(1.13) verificamos que
d
d
ˇˇˇˇ
“0
fpσ0, q “
〈
S
ˇˇ
BDpσ0q, νpσ0q
〉
. (1.14)
Para um domínio arbitrário D P D, denotamos a decomposição do fibrado tangente do
espaço ambiente Rn sobre a fronteira de D por TBD ‘NBD onde NBD denota o fibrado
normal da BD e cada fibra é identificada como um subespaço de Rn.
Seja piD : TBD ‘NBD Ñ NBD a projeção sobre a componente normal. Podemos ver pi,
como um mapa pi : D ˆ C8pRn,Rnq Ñ C8pD, TDq, o qual é suave. Então,
d
dρ
ˇˇˇˇ
ρ“0
Γρ “ piφtpDqpX0q. (1.15)
Lembramos que Γρ “ φt`ρpDq. Assim a fórmula (1.15) deve ser entendida como segue:
Dado um campo vetorial X0 e um domínio inicial D, X0 gera um fluxo φt que define uma
curva suave φtpDq através de D. Os vetores tangentes ao longo da curva φtpDq são obtidos
através da restrição do campo de vetores X0 à fronteira de φtpDq e projetando na direção
normal. Definimos assim, pelas identificações feitas anteriormente, uma função suave
piφtpDqpX0q (a escala na direção normal). Os vetores tangentes assim obtidos são também
tangentes à curva φtpDq. Dada outra curva suave passando através de D, ψtpDq, podemos
definir vetores tangente ao longo de ψtpDq de um modo análogo: seja Γ1ρ “ φρpψtpDqq e
realizar o mesmo cálculo para obter
d
dρ
ˇˇˇˇ
ρ“0
Γ1ρ “ piψtpDqpX0q.
De fato, o vetor tangente piψtpDqpX0q P TψtpDqD não é necessariamente tangente à curva
ψtpDq.
Resumindo: dado um campo vetorial suave X0 em Rn e um domínio D P D,
piDpX0q é um elemento de piDD. Se F é um funcional de domínio suave, a derivada de
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Frechet de F na direção definida por piDpX0q tal como foi definido na expressão (1.2) pode
ser expressado como
DF pDqpX0q “ lim
ρÑ0
F pγρq ´ F pDq
ρ
, (1.16)
com γρ “ ψρpDq e ψρpDq como na equação (1.9). Assim, para qualquer campo vetorial em
Rn obtemos, para cada D P D, o valor da derivada de F na direção tangente definida pelo
campo de vetores X0 no ponto D fluindo sobre o difeomorfismo obtido pela integração do
campo.
Observamos que DF pφtpDqqpX0q é suave como uma função de t. Além disso, se D P D,
HpDq “ DF pDqpX0q,
define um funcional de domínio suave. Assim, HpφtpDqq é uma função suave de t e
D2F pφtpDqqpX0q “ d
dρ
ˇˇˇˇ
ρ“0
HpφρpDqq. (1.17)
Dado F um funcional de domínio suave e D P D, a função Gpρq “ F pφt`ρpDqq é suave.
Pelo Teorema do valor médio, existe θ P p0, ρq, tal que
Gpρq ´Gp0q “ ρG1pθq.
Seja Γρ uma curva suave através de D definida por Γρ “ φt`ρpDq. Pela propiedade de
semigrupo do fluxo e a fórmula (1.15) temos
G1ptq “ DF pφtpDqqpX0q. (1.18)
A partir disso obtemos o Teorema do valor médio para os nossos funcionais de domínio:
Existe θ, 0 ă θ ă t, tal que
F pφtpDqq ´ F pDq “ tDF pφθpDqqpX0q. (1.19)
Versões de ordem superiores do Teorema de Taylor ao longo de uma curva suave pode ser
obtida da mesma forma (ver (HAMILTON, (1982)), seção 1.3). Voltando para a função
Gpρq, pelo teorema fundamental do cálculo,
Gpρq ´Gp0q “
ż ρ
0
G1psqds.
A partir da equação (1.18) obtemos o Teorema fundamental do cálculo para os nossos
funcionais de domínios:
F pφtpDqq ´ F pDq “
ż t
0
DF pφspDqqpX0qds. (1.20)
Podemos escrever isso formalmente em termos de integração de uma 1´forma dF ao longo
da curva suave Γ “ tφspDq : 0 ď s ď tu:
F pφtpDqq ´ F pDq “
ż
Γ
dF. (1.21)
Capítulo 1. Preliminares 25
Argumentos simples ao longo das mesmas linhas produzem resultados semelhantes quando
a ação subjacente é dirigida por um sistema dinâmico que surge como a solução de uma
equação da forma
dφt, “
rÿ
i“1
Xipφt,qdBit, `X0pφt,qdt
“
«
rÿ
i“1
Xipφt,qdB
i
t,
dt
`X0pφt,q
ff
dt
φ0, “ Id,
(1.22)
onde Xi são campos vetoriais em Rn, e Bit, são funções a valores reais que dependem de
um parâmetro real positivo . Para tais sistemas temos
F pφt,pDqq ´ F pDq “
rÿ
i“1
ż t
0
DF pφs,pDqqpXiqdBis,
`
ż t
0
DF pφs,pDqqpX0qds,
(1.23)
onde as derivadas que ocorrem na igualdade (1.23) são definidas através dos fluxos gerados
pelos campos vetoriais Xi. Notamos que a equação (1.23) é dada pela equação (1.21) onde
a curva suave Γ agora é dada pela ação de φs,. Na sequência vamos investigar o análogo
da fórmula (1.21) onde a curva Γ não é mais suave. Como um primeiro passo, neste sentido
notamos que quando as funções Bkt, são só continuas e suaves por partes, e a equação
(1.23) se continua mantendo quando as integrais que aparecen no primeiro termo são de
tipo Lebesgue-Stieltjes.
Notamos que temos un desenvolvimento semelhante para funções com domínios em Ck,
k ą 2. Quando tais domínios são dirigidos por fluxos que não são suaves nossas técnicas
requerem modificações.
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Capítulo 2
Análise Estocástico
Neste capítulo estudaremos alguns resultados e definições que são importantes
na realização de nosso trabalho. Em particular, apresentamos brevemente os conceitos
de martingales, movimento Browniano, semimartingales a integral de Itô e a integral
Stratonovich. Feito isto fazemos um estudo das equações diferenciais estocásticas, onde
enunciaremos o Teorema de existência e unicidade que é relevante no nosso trabalho.
As referências usadas neste capítulo são (BAUDOIN, 2014), (KUO, 2006). (PROTTER,
(1990))
2.1 Processos Estocástico
Seja pΩ,F ,Pq um espaço de probabilidade. Um processo estocástico é uma
função mensurável X : r0, T s ˆ Ω Ñ R, onde R tem a topologia usual tal que,
(a) para cada t, Xpt, ¨q é uma variável aleatória,
(b) para cada ω, Xp¨, ωq é uma função mensurável.
Por conveniência, a variável aleatoria Xpt, ¨q a escrevemos como Xptq ou Xt. Assim um
processo estocástico Xpt, ωq pode ser expressado como Xptqpωq ou simplemente como Xptq
ou Xt
Definição 2.1. Uma filtração em Ω é uma familia crescente tFt : t P r0, T su de σ-álgebras.
Um processo estocástico Xt, t P r0, T s, é dito adaptado (previsível) em relação à filtração
tFt : t P r0, T su se para cada t P r0, T s, Xt P Ft pXt`1 P Ftq.
Neste trabalho fixamos pΩ,F ,Ft,Pq como um espaço de probabilidade filtrado,
no caso da filtração não ser explicitamente especificada, então a filtração tFtu é entendida
como sendo a dada por Ft “ σtXs; s ď tu.
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Definição 2.2. Uma variável aleatória T : Ω Ñ r0,8s é um tempo de parada se o evento
tT ď tu P Ft, para cada t P r0,8s.
Teorema 2.1. (ver (PROTTER, (1990)), p, 3) O evento tT ď tu P Ft, 0 ď t ď 8, se e
só se T é um tempo de parada.
Definição 2.3. Um processo X em R é dito càdlàg se tem trajetórias que são contínuas
a direita, com limites a esquerda.
Teorema 2.2. (ver (PROTTER, (1990)), p. 5) Seja X um processo estocástico adaptado
e càdlàg em R, e seja Λ um conjunto fechado. Então, a variável aleatória
T pωq “ inftt ą 0 : Xtpωq P Λ ou Xt´pωq P Λu,
é um tempo de parada, onde Xt´pωq “ lim
sÑt´
Xspωq.
Definição 2.4. Seja Xt um processo estocástico em R adaptado para uma filtração tFtu e
E |Xt| ă 8 para todo t P T . Então Xt é chamada uma martingale com respeito a tFtu se
e só se s ď t em r0, T s,
EtXt|Fsu “ Xs, quase sempre. (2.1)
Submartingale e supermartingale são definidas substituindo a igualdade na equação (2.1)
com ě e ď, respectivamente, quer dizer, para qualquer s ď t em T ,
EtXt|Fsu ě Xs, q.s. (submartingales),
EtXt|Fsu ď Xs, q.s. (supermartingales),
Definição 2.5. Um processo estocástico W pt, ωq em R é chamado um movimento Brow-
niano se este satisfaz as seguintes condições:
(1) Ptω;W p0, ωq “ 0u=1.
(2) Para qualquer 0 ď s ă t, a variável aleatoria W ptq´W psq é distrubuída normalmente
com meia 0 e variância t´ s, ou seja, para qualquer a ă b,
Pta ď W ptq ´W psq ď bu “ 1a
2pipt´ sq
ż b
a
e
´x2
2pt´sqdx.
(3) W pt, ωq tem incrementos independentes, quer dizer, para qualquer 0 ď t1 ă t2 ă
¨ ¨ ¨ ă tn, as variável aleatorias
W pt1q,W pt2q ´W pt1q, . . . ,W ptnq ´W ptn´1q,
são independentes.
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(4) Quase todos os caminhos de W pt, ωq são funções contínuas, isto é,
Ptω;W p¨, ωq é contínuau “ 1.
SejaW ptq um movimento Browniano fixo. Damos algumas propriedades simples
que seguem diretamente da definição ver (KUO, 2006).
Proposição 2.1. Para qualquer t ą 0, W ptq é distribuido normalmente com meia 0 e
variação t. Para qualquer s, t ě 0, temos ErW psqW ptqs “ min ts, tu.
Proposição 2.2. Para t0 ě 0 fixo, o processo estocástico W˜ ptq “ W pt ` t0q ´W pt0q é
também um movimento Browniano.
Proposição 2.3. Para qualquer numero real λ ą 0, o processo estocástico W˜ ptq “ W pλtq?
λ
é também um movimento Browniano.
Definição 2.6. Um processo H é dito ser simples e previsível se H tem uma representação
Ht “ H01t0uptq `
nÿ
i“1
Hi1pTi,Ti`1sptq,
onde 0 “ T1 ď ¨ ¨ ¨ ď Tn`1 ă 8 é uma sequência finita de tempos de parada, Hi P FTi com
|Hi| ă 8 q.s., 0 ď i ď n. A coleção de processos previsível simples é dado por S.
Observação 2.1. Observamos que podemos tomar T1 “ T0 “ 0 na definição acima, então
não há "diferença"entre T0 e T1. Podemos dar uma topologia para S por convergência
uniforme em pt, ωq e denotamos S dotado desta topologia por Su. Também escrevemos
L0 para o espaço de variáveis aleatórias con valores finitos que tem uma topologia por
convergência em probabilidade.
Seja X um processo estocástico em R. Um operador IX induzido por X deve
ter duas propriedades fundamentais para ganhar o nome "integral". O operador IX deve
ser linear e deve satisfazer alguma versão do Teorema de convergência limitada. Uma
forma particularmente fraca do Teorema de convergência limitada é que a convergência
uniforme dos processos Hn para H implica só a convergência em probabilidade de IXpHnq
para IXpHq.
Inspirado pelas considerações acima, para um processo dado X definimos um mapa linear
IX : SÑ L0 por
IXpHq “ H0X0 `
nÿ
i“1
HipXTi`1 ´XTiq,
onde H P S tem a representação
Ht “ H01t0uptq `
nÿ
i“1
Hi1pTi,Ti`1sptq,
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Definição 2.7. Um processo X em R é uma semimartingale total se X é cadlag, adaptado
e IX : SÑ L0 é contínua.
Para um processo X e um tempo de parada T , a notação XT denota o processo
pXt^T qtě0.
Definição 2.8. Um processo X em R é chamado uma semimartingale se, para cada
t P r0,8q, X t é uma semimartingale total.
2.2 Integração Estocástica
Nosso objetivo é apresentar de maneira simples a teoria de integração estocástica
em relação a martingales contínuos localmente quadrado integráveis, sua fórmula de
mudança de variáveis e algumas aplicações.
Proposição 2.4. Seja W “ pWtq um movimento Browniano em R com W0 “ 0. Então
M “ pMt “ W 2t ´ tq é uma martingale quadrado integrável.
Demonstração. Seja s ă t. Observamos que W “ pWtq é um martingale, pois como
Wt ´Ws independe de Fs, temos que
EpWt ´Ws|Fsq “ EpWt ´Wsq “ 0.
Agora calculamos
EpMt ´Ms|Fsq “ EpW 2t ´W 2s ´ pt´ sq|Fsq
“ EpW 2t ´ 2WtWs `W 2s ´ pt´ sq|Fsq
“ EppWt ´Wsq2 ´ pt´ sq|F∫ q
“ EppWt ´Wsq2q ´ pt´ sq
“ 0,
portanto M é uma martingale quadrado integrável.
Teorema 2.3. (ver (KUO, 2006), p. 38) Sejam W “ pWtq um movimento Browniano
com W0 “ 0 e pin “ t0 “ t0 ă t1 ă ¨ ¨ ¨ ă tin “ T u uma sequencia de partições do intervalo
r0, T s tais que n ă m então, pin Ă pim, e lim
nÑ8 |pin| “ 0. Definimos
pinWT “
ÿ
tiPpin
∣∣∣Wti`1 ´Wti ∣∣∣2 .
Então,
lim
nÑ8 pinWT “ T,
onde a convergência é q.t.p.
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Teorema 2.4. Seja W “ pWtq um movimento Browniano com W0 “ 0. A variação do
caminho Wtpωq no intervalo ra, bs é definida por
Vra,bsW pωq “ sup
piPP
ÿ
tiPpin
∣∣∣Wti`1pωq ´Wtipωq∣∣∣ ,
onde P é o conjunto de partições finitas do intervalo ra, bs. Então PpVra,bsW ă 8q “ 0.
Isto é as trajetórias do movimento Browniano não tem variação finita, em particular não
são diferenciáveis.
Demonstração. Suponhamos que PpVra,bsW ă 8q ą 0. Seja
pin “ ta “ t0 ă t1 ă ¨ ¨ ¨ ă tin “ bu,
uma sequencia de partições do intervalo ra, bs tais que se n ă m então pin Ă pim e
lim
nÑ8 |pin| “ 0. No conjunto tVra,bsW ă 8u temos que
b´ a “ lim
nÑ8
ÿ
tiPpin
pWti`1 ´Wtiq2
ď lim
nÑ8 suptiPpin
∣∣∣Wti`1 ´Wti ∣∣∣ ÿ
tiPpin
∣∣∣Wti`1 ´Wti ∣∣∣
ď lim
nÑ8 suptiPpin
∣∣∣Wti`1 ´Wti ∣∣∣Vra,bsW
“ 0.
O que é absurdo. Logo Vra,bsW “ 8 q.t.p.
2.2.1 Integração em relação ao movimento Browniano
A idéia fundamental de K. Itô foi considerar processos elementares do r0, T s,
ou seja processos da forma ϕ : r0, T s ˆ Ω Ñ R tal que,
ϕpt, ωq “
ÿ
j
ejpωq1ptj ,tj`1sptq,
onde t0 “ t0 ă ¨ ¨ ¨ ă tn “ T u é uma partição do intervalo r0, T s e os ej P Ftj são limitados.
Definimos a integral de ϕ em relação ao movimento Browniano W porż T
0
ϕpt, ωqdWtpωq “
ÿ
j
ejpωqpWtj`1 ´Wtjq.
A integral verifica a seguinte propriedade de isometria.
Teorema 2.5. (Isometria de Itô)
E
„ż T
0
ϕpt, ωqdWtpωq
2
“ E
„ż T
0
ϕpt, ωq2dt

.
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Demonstração. Seja ∆Wj “ Wtj`1 ´Wtj . Para i ă j temos que
Epeiej∆Wi∆Wjq “ EpEpeiej∆Wi∆Wjq|Ftjq
“ Epeiej∆WiEp∆Wj|Ftjqq
“ 0.
Se i “ j temos que
Epej∆Wjq2 “ Epe2jEp∆W 2j |Ftjqq
“ Epe2jqptj`1 ´ tjq.
Logo
E
ˆż T
0
ϕpt, ωqdWtpωq
˙2
“
ÿ
i,j
Epeiej∆Wi∆Wjq
“
ÿ
j
e2jptj`1 ´ tjq
“ E
ˆż T
0
ϕpt, ωq2dt
˙
.
Definição 2.9. Seja t P r0, T s e ϕ um processo elementar de r0, T s, definimos o processo
Itpϕq “
ż t
0
ϕps, ωqdWs por
Itpϕq “
k´1ÿ
j“0
ejpWtj`1 ´Wtjq ` ekpWt ´Wtkq,
se tk ď t ă tk`1.
Teorema 2.6. (A integral é martingale) O processo Ipϕq “ pItpϕqq é um martingale
contínuo quadrado integrável.
Demonstração. Claramente Itpϕq P L2pΩ,Ft,Pq. Sejam s ď t. Logo existem l ď k tais que
tl ď s ă tl`1 e tk ď t ă tk`1, calculamos
EpItpϕq|Fsq “ E
˜
k´1ÿ
j“0
ejpWtj`1 ´Wtjq ` ekpWt ´Wtkq|Fs
¸
“ E
˜
l´1ÿ
j“0
ejpWtj`1 ´Wtjq ` elpWs ´Wtlq|Fs
¸
“ Ispϕq
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Podemos ver a integral como uma isometria que leva os processos elementares
com a norma induzida por L2pr0, T s ˆ Ωq em L2pΩ,Pq. Logo podemos estender esta
isometria a uma isometria de Φr0, T s que é o fecho em L2pr0, T s ˆ Ωq do conjunto dos
processos elementares de r0, T s em L2pΩ,Pq. O seguinte resultado caracteriza Φr0, T s.
Lema 2.1. (ver (KUO, 2006), p. 55) Seja f P Φr0, T s, então Ipfq “ pItpfqq tem uma
versão contínua e
Φr0, T s “ tf P L2pr0, T s ˆ Ωq : fpt, ¨q P Ft para todo t P r0, T su.
Teorema 2.7. (ver (KUO, 2006), p. 18) Seja f P L2ra, bs. Então o processo estocástico
Mt “
ż b
a
fpsqdW psq, a ď t ď b,
é uma martingale com respeito a Ft “ σtW psq; s ď tu.
2.2.2 Integração em relação a um martingale quadrado integrável
Queremos integrar processos em relação a martingales. Uma classe razoável
de martingales que contém as integrais em relação ao movimento Browniano é a dos
martingales contínuos quadrado integráveis.
Podemos desenvolver a teoria de integração estocástica para os martingales contínuos
quadrado integráveis de forma análoga a teoria de integração do movimento Browniano.
O fato fundamental é a existência de variação quadrática para este tipo de martingales.
Assumimos o seguinte resultado cuja demostração pode ser encontrada em (ver (BAUDOIN,
2014)).
Teorema 2.8. (Existencia de variação quadrática) Seja pΩ,F , tFtu,Pq um espaço de
probabilidade filtrado que verifica as hipóteses usuais e M “ pMtq um martingale contí-
nuo quadrado integrável em R. Então existe um único processo contínuo adaptado não
decrescente ăM ą“ păM ątq tal que ăM ą0“ 0 e o processo
M2t ´ ăM ąt,
é um martingale.
O seguinte resultado é uma generalização do Teorema 2.4 para martingale.
Teorema 2.9. Seja pΩ,F , tFtu,Pq um espaço de probabilidade filtrado que verifica as
hipóteses usuais e M “ pMtq um martingale contínuo quadrado integrável em R não
constante. Então as trajetórias de M não tem variação finita qtp. Em particular não são
diferenciáveis.
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Agora vamos a escrever o lema de isometria de Itô para martingales quadrado
integráveis.
Teorema 2.10. (Isometria de Itô) Seja pΩ,F , tFtu,Pq um espaço de probabilidade
filtrado que verifica as hipóteses usuais e M “ pMtq um martingale contínuo quadrado
integrável. Seja ϕ um processo elementar em r0, T s,
ϕpt, ωq “
ÿ
j
ejpωq1ptj ,tj`1sptq,
onde t0 “ t0 ă ¨ ¨ ¨ ă tn “ T u é uma partição do intervalo r0, T s e os ej P Ftj são limitados.
A integral de ϕ em relação a M é definida porż T
0
ϕpt, ωqdMtpωq “
ÿ
j
ejpωqpMtj`1 ´Mtjq.
Então,
E
„ż T
0
ϕpt, ωqdMtpωq
2
“ E
„ż T
0
ϕpt, ωq2d ăM ąt

.
Demonstração. Seja ∆Mj “Mtj`1 ´Mtj . Para i ă j temos que
Epeiej∆Mi∆Mjq “ EpEpeiej∆Mi∆Mjq|Ftjq
“ Epeiej∆MiEp∆Mj|Ftjqq
“ 0.
Se i “ j temos que
Epej∆Mjq2 “ Epe2jEp∆M2j |Ftjqq
“ Epe2jqpxMytj`1 ´ xMytjq.
Logo
E
ˆż T
0
ϕpt, ωqdMtpωq
˙2
“
ÿ
i,j
Epeiej∆Mi∆Mjq
“
ÿ
j
e2jpxMytj`1 ´ xMytjq
“ E
ˆż T
0
ϕpt, ωq2dxMyt
˙
.
Definição 2.10. Seja t P r0, T s. Definimos o processo IMt pϕq “
ż t
0
ϕps, ωqdMs por
IMt pϕq “
k´1ÿ
j“0
ejpMtj`1 ´Mtjq ` ekpMt ´Mtkq,
se tk ď t ă tk`1.
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Proposição 2.5. (A integral é martingale) O processo IMpϕq “ pIMt pϕqq é um martingale
contínuo quadrado integrável.
Demonstração. Claramente IMt pϕq P L2pΩ,Ft,Pq. Sejam s ď t. Logo existem l ď k tais
que tl ď s ă tl`1 e tk ď t ă tk`1. Então
EpIMt pϕq|Fsq “ E
˜
k´1ÿ
j“0
ejpMtj`1 ´Mtjq ` ekpMt ´Mtkq|Fs
¸
“ E
˜
l´1ÿ
j“0
ejpMtj`1 ´Mtjq ` elpMs ´Mtlq|Fs
¸
“ IMs pϕq
Definição 2.11. (Variação quadrática de martingales limitados) Seja pi “ ttiu uma
partição do intervalo r0, T s e X “ tXt : t P r0, T su um processo contínuo em R. Definimos
o processo continuo xXypi “ txXypit : t P r0, T su por
xXypit “
k´1ÿ
i“0
pXti`1 ´Xtiq2 ` pXt ´Xtkq2,
onde tk ď t ă tk`1. Chamamos a xXypi a variação quadrática de X associada com a
partição pi.
Definição 2.12. Seja X “ tXt : t P r0, T su um processo contínuo em R e Π “ ppin “
t0 “ t0 ă t1 ă ¨ ¨ ¨ ă tin “ T uq uma sequência de partições do intervalo r0, T s tais que:
1. n ă m então pin Ă pim,
2. lim
nÑ8 |pin| “ 0.
Se existe lim
nÑ8xXypin no conjunto dos processos contínuos com a topologia da convergência
uniforme em probabilidade, dizemos que existe a variação quadrática de X em relação
a sequência de partições Π que denotamos por xXyΠ. Se o limite existe e independe da
sequência de partições Π escolhida, dizemos que existe a variação quadrática de X que
denotamos por xXy.
Lema 2.2. Seja X “ tXtu um processo contínuo com caminhos de variação limitada.
Então existe a variação quadrática de X e xXy “ 0.
Demonstração. È claro da definição anterior.
Definição 2.13. (Martingales locais) Seja X “ tXt : t P r0, T su um processo adaptado
contínuo em R. Dizemos que X é um martingale local se existe uma sequência de tempos
de parada α1 ď ¨ ¨ ¨ ď αn ď αn`1 ď ¨ ¨ ¨ tal que lim
nÑ8αn “ 8 e cada processo parado
Xαn “ tXαn^t : t P r0, T su é um martingale.
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Definição 2.14. Seja τ um tempo de parada o processo X “ tXt : t P r0, τqu é um
martingale local se existe uma sequencia de tempos de parada α1 ď ¨ ¨ ¨ ď αn ď αn`1 ď ¨ ¨ ¨
tal que lim
nÑ8αn “ τ e cada processo parado Xαn “ tXαn^t : t P r0, T su é um martingale em
R.
Teorema 2.11. Seja X “ tXt : t P r0, T su um martingale local tal que Epsup
t
|Xt|q ă 8.
Então X é um martingale.
Demonstração. Seja α1 ď ¨ ¨ ¨ ď αn ď αn`1 ¨ ¨ ¨ tempos de parada tais que lim
nÑ8αn “ 8 e
cada processo parado Xαn é um martingale. Observamos que |Xt ´Xαnt | ď 2 sup
s
|Xs| e
lim
nÑ8X
αn
t “ Xt qtp.
Como sup
s
|Xs| é integravel resulta que,
lim
nÑ8Ep|Xt ´Xαnt |q “ 0.
Concluímos que X é um martingale, pois se s ă t temos que
EpXt|Fsq “ lim
nÑ8EpXαnt |Fsq
“ lim
nÑ8X
αn
s
“ Xs.
2.2.3 Variação quadrática conjunta
Definição 2.15. Seja pi “ ttiu uma partição do intervalo r0, T s, X “ tXt : t P r0, T su e
Y “ tYt : t P r0, T su processos contínuos em R, definimos o processo contínuo xX, Y ypi “
txX, Y ypit : t P r0, T su por
xX, Y ypit “
k´1ÿ
i“0
pXti`1 ´XtiqpYti`1 ´ Ytiq ` pXt ´XtkqpYt ´ Ytkq,
onde tk ď t ă tk`1. Chamamos xX, Y ypi a variação quadrática conjunta de X e Y associada
com a partição pi.
Definição 2.16. Sejam X “ tXt : t P r0, T su e Y “ tYt : t P r0, T su processos contínuos
e Π “ ppin “ t0 “ t0 ă t1 ă ¨ ¨ ¨ ă tin “ T uq uma sequencia de partições do intervalo r0, T s
tais que:
1. n ă m, então pin Ă pim,
2. lim
nÑ8 |pin| “ 0, onde |pin| “ supi |ti`1 ´ ti| é o diâmetro da partição pin..
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Se existe lim
nÑ8xX, Y ypin no conjunto dos processos contínuos com a topología da convergência
uniforme em probabilidade, dizemos que existe a variação quadrática conjunta de X e Y
em relação a sequência de partições Π que denotamos por xX, Y yΠ. Se o limite existe e
independe da sequência de partições Π escolhida, dizemos que existe a variação quadrática
conjunta de X e Y que denotamos por xX, Y y.
O seguinte resultado é claro da definição.
Lema 2.3. Sejam X “ tXtu e Y “ tYtu processos contínuos em R. Se X tem caminhos
de variação limitada, então existe a variação quadrática conjunta de X e Y e xX, Y y “ 0.
Teorema 2.12. Sejam X “ tXtu e Y “ tYtu martingales locais contínuos, X0 “ Y0 “ 0.
Então existe xX, Y y. Ainda mais, xX, Y y é um processo contínuo de variação limitada e
se Π “ ppin “ t0 “ t0 ă t1 ă ¨ ¨ ¨ ă tin “ T uq é uma sequência de partições do intervalo
r0, T s tais que: n ă m, pin Ă pim e lim
nÑ8 |pin| “ 0. Então
lim
nÑ8xX, Y ypin “ xX, Y y,
uniformemente em probabilidade.
Demonstração. Segue dos resultados já obtidos para variação quadrática e da identidade
xX, Y ypit “ 14pxX ` Y y
pi
t ´ xX ´ Y ypit q.
Teorema 2.13. A variação quadrática conjunta verifica as seguintes propiedades:
1. Bilinearidade: a, b P R, xaX ` bY, Zy “ axX,Zy ` bxY, Zy
2. Simetria: xX, Y y “ xY,Xy
3. Definida positiva: Se s ď t então xX,Xyt ´ xX,Xys ě 0
4. Desigualdade de Schwartz:
|xX, Y yt ´ xX, Y ys| ď pxX,Xyt ´ xX,Xysq 12 pxY, Y yt ´ xY, Y ysq 12
5. Desigualdade de Kunita-Watanabe: Sejam f, g processos previsíveis tais que
ż t
0
|fs|2 dxXys,ż t
0
|gs|2 dxY ys ă 8. Então
∣∣∣∣∣
ż t
0
fsgsdxX, Y ys
∣∣∣∣∣ ď
ˆż t
0
|fs|2 dxXys
˙ 1
2
ˆż t
0
|gs|2 dxY ys
˙ 1
2
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Demonstração. Os primeiros pontos são óbvios, provaremos as duas desigualdades.
•Desigualdade de Schwartz:
Definimos φpX, Y q “ xX, Y yt ´ xX, Y ys, como φpX ` rY,X ` rY q ě 0 para todo r P R,
resulta que 4φpX, Y q2 ´ 4φpX,XqφpY, Y q ď 0. Isto é, vale p4q
•Desigualdade de Kunita-Watanabe:
Assumimos que f e g são elementares, logo existe uma partição pi “ t0 “ t0 ă ¨ ¨ ¨ ă tn “ T u
tal que fu “ fti e gu “ gti se t1 ď u ă ti`1. Logo∣∣∣∣∣
ż t
0
fsgsdxX, Y ys
∣∣∣∣∣ “
n´1ÿ
i“0
ftigtipxX, Y yti`1 ´ xX, Y ytiq
ď
n´1ÿ
i“0
|fti | |gti | pxXyti`1 ´ xXytiq
1
2 pxY yti`1 ´ xY ytiq
1
2
ď p
n´1ÿ
i“0
|fti |2 pxXyti`1 ´ xXytiqq
1
2 p
n´1ÿ
i“0
|gti |2 pxY yti`1 ´ xY ytiqq
1
2
“ p
ż t
0
|fs|2 dxXysq 12 p
ż t
0
|gs|2 dxY ysq 12 ,
onde utilizamos a desigualdade p4q e a desigualdade de Cauchy-Schwartz para Rn. Final-
mente, obtemos p5q por densidade.
2.3 Formula de Itô
Seja pin “ t0 “ t0 ă t1 ă ¨ ¨ ¨ ă tin “ T u uma sequencia de partições do
intervalo r0, T s tais que:
1. n ă m, então pin Ă pim,
2. lim
nÑ8 |pin| “ 0.
Definição 2.17. Seja X : r0, T s Ñ R uma função e p ą 0. A p-variação de X é a função
xXyp : r0, T s Ñ R
ď
t8u definida por
xXypptq “ lim
nÑ8
ÿ
tětiPpin
∣∣∣Xti`1 ´Xti ∣∣∣p .
Se xXypptq ă 8 para todo t P r0, T s dizemos que X tem p´variação finita.
Observamos que xXyp é uma função definida em r0, T s, monótona não decrescente e que
xXypp0q “ 0.
Lema 2.4. Seja X : r0, T s Ñ R uma função contínua que tem p´variação finita e q ą p.
Então X tem q´variação nula.
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Demonstração. Observamos queÿ
tětiPpin
∣∣∣Xti`1 ´Xti ∣∣∣q ď sup
tiPpin
∣∣∣Xti`1 ´Xti ∣∣∣p´q ÿ
tětiPpin
∣∣∣Xti`1 ´Xti ∣∣∣p .
Seja  ą 0. Como X é uniformemente contínua em r0, T s e lim
nÑ8 |pin| “ 0, existe um n0 P N
tal que se n ě 0,
sup
tiPpin
∣∣∣Xti`1 ´Xti ∣∣∣p´q ă .
Concluímos que
lim
nÑ8
ÿ
tětiPpin
∣∣∣Xti`1 ´Xti ∣∣∣q ď xXypptq.
Da arbitrariedade de  resulta que xXyqptq “ 0 para todo t P r0, T s.
Corolário 2.1. Seja X : r0, T s Ñ R uma função contínua e t P r0, T s tal que 0 ă
xXypptq ă 8. Então xXyqptq “ 8 para todo q P p0, pq.
Demonstração. Ver Lema anterior.
Seja X : r0, T s Ñ R uma função. Então, X tem p´variação limitada se
xXyppT q ă 8. Observamos que toda função monótona é de 1´variação limitada, pois se
X é monótona temos que
xXy1pT q “ |XT ´X0| ă 8.
Lema 2.5. Toda função de 1´variação limitada é a diferença de duas funções monótonas
não decrescentes.
Demonstração. Seja X : r0, T s Ñ R uma função de 1-variação limitada. Observamos que
φX : r0, T s Ñ R definida por φXptq “ xXy1ptq ´Xt é monótona não decrescente. De fato,
se s ď t temos que |Xt ´Xs| ď xXy1ptq ´ xXy1psq, logo
φXptq ´ φXpsq “ xXy1ptq ´ xXy1psq ´ pXt ´Xsq
ě 0.
Como X “ xXy1 ´ φX resulta o lema.
Teorema 2.14. (Fórmula de Itô)(ver (BAUDOIN, 2014), p. 163) Seja X : r0, T s Ñ R
uma função contínua tal que xXy2pT q ă 8 e F P C2pRq. Então
F pXtq “ F pX0q `
ż T
0
F 1pXsqdXs ` 12
ż T
0
F 2pXsqdxXy2psq,
onde
ż T
0
F 1pXsqdXs “ lim
nÑ8
ÿ
tětiPpin
F 1pXtiqpXti`1 ´Xtiq.
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Definição 2.18. Sejam X, Y : r0, T s Ñ R funções contínuas com 2´variação finita. A
2´covariação de X e Y é definida por
xX, Y y2ptq “ lim
nÑ8
ÿ
tětiPpin
∆Xti∆Yti ,
para todo t P r0, T s.
Teorema 2.15. (Fórmula de Itô Multidimensional)(ver (KUO, 2006), p. 106)
Sejam X “ pX1, . . . , Xdq : r0, T s Ñ Rd contínua tal que xX i, Xjy2pT q ă 8 para 1 ď i,
j ď d e F P C2pRdq. Então
F pXtq “ F pX0q `
dÿ
i“1
ż T
0
BF
Bxi pXsqdX
i
s ` 12
dÿ
i“1
ż T
0
B2F
BxiBxj pXsqdxX
i, Xjy2psq,
onde
dÿ
i“1
ż T
0
BF
Bxi pXsqdX
i
s “ limnÑ8
ÿ
tětiPpin
dÿ
i“1
BF
Bxj pXtiqpX
j
ti`1 ´Xjtiq.
Definição 2.19. (Integral Stratonovich) Seja Xt e Yt processos de Itô em R. A integral
Stratonovich de Xt com respeito a Yt é definida porż T
0
Xt ˝ dYt “
ż T
0
XtdYt ` 12
ż T
0
pdXtqpdYtq,
ou equivalentemente na forma diferencial estocástica
Xt ˝ dYt “ XtdYt ` 12pdXtqpdYtq.
Teorema 2.16. (ver (KUO, 2006), p. 121) Se Xt e Yt são processos de Itô, então o
processo estocástico
Lt “
ż t
0
Xs ˝ dYs, 0 ď t ď T,
é também um processo de Itô.
2.4 Equações Diferenciais Estocásticas
Nesta seção estudamos as equações diferenciais estocásticas (EDE), as quais
generalizam as equações diferenciais para o caso em que se adiciona um ruído branco. As
equações diferenciais estocásticas modelam processos aleatórios. Além disso, um ou mais
de seus termos é um processo estocástico e cuja solução é também um processo estocástico.
Particularmente estudaremos o teorema de existência e unicidade.
Capítulo 2. Análise Estocástico 40
2.4.1 Teorema de Existência e Unicidade
Seja W ptq um movimento Browniano em R e tFt; a ď t ď bu uma filtração
satisfazendo as seguintes condições:
(a) Para cada t, W ptq é Ft´mensurável
(b) Para qualquer s ď t, a variável aleatoria W ptq ´W psq é independente da σ´algebra
Fs.
Sejam σpt, xq e fpt, xq funções mensuráveis com t P ra, bs e x P R. Considere a equação
diferencial estocástica (EDE)
dXt “ σpt,XtqdW ptq ` fpt,Xtqdt, Xa “ ξ,
que deve ser interpretada como a equação integral
Xt “ ξ `
ż t
a
σpt,XsqdW psq `
ż t
a
fps,Xsqds, a ď t ď b. (2.2)
Primeiro, precisamos explicar o que significa que um processo estocástico Xt é uma solução
da equação integral estocástica (2.2).
Definição 2.20. Um conjunto mensurável de processos estocásticos Xt, a ď t ď b, é
chamado uma solução da equação integral estocástica na equação (2.2) se esta satisfaz as
seguintes condições:
(1) O processo estocástico σpt,Xtq pertence a LadpΩ, L2ra, bsq, assim que
ż t
a
σps,XsqdW psq
é uma integral de Itô para cada t P ra, bs;
(2) Quase todos os caminhos do processo estocástico fpt,Xtq pertence a L1ra, bs;
(3) Para cada t P ra, bs, a equação (2.2) é verdadeira quase sempre
Usamos LadpΩ, L2ra, bsq para denotar o espaçõ de processos estocásticos fpt, ωq
satisfazendo as seguintes condições:
a. fptq é adaptado à filtração tFtu;
b.
ż b
a
|fptq|2 dt ă 8 quase sempre.
Definição 2.21. Uma função mensurável gpt, xq em ra, bs ˆ R satisfaz a condição de
Lipschitz em x se existe uma constante K ą 0 tal que
|gpt, xq ´ gpt, yq| ď K |x´ y| , @a ď t ď b, x, y P R.
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Definição 2.22. Uma função mensurável gpt, xq em ra, bs ˆ R satisfaz a condição de
crescimento linear em x se existe uma constante K ą 0 tal que
|gpt, xq| ď Kp1` |x|q, @a ď t ď b, x P R.
Lema 2.6. (ver (KUO, 2006), p. 191) Seja σpt, xq e fpt, xq funções mensuráveis em
ra, bs ˆ R satisfazendo a condição de Lipschitz em x. Suponha que ξ é uma variável
aleatoria Fa´mensurável com Epξ2q ă 8. Então a equação integral estocástica (2.2) tem
no máximo uma solução contínua Xt.
Teorema 2.17. (ver (KUO, 2006), p. 192) Seja σpt, xq e fpt, xq funções mensuráveis em
ra, bs ˆ R satisfazendo a condição de Lipschitz e a condição de crescimento linear em x.
Suponha que ξ é uma variável aleatoria Fa´mensurável com Epξ2q ă 8. Então a equação
integral estocástica (2.1) tem uma unica solução contínua Xt.
2.4.2 Sistemas de Equações Difrenciais Estocásticas
SejaW 1t ,W 2t , . . . ,Wmt um movimento Browniano independente. Para 1 ď i ď n
e 1 ď j ď m, seja σijpt, xq e fipt, xq funções de t P ra, bs e x P Rn.
Considere o seguinte sistema de equações diferenciais estocásticas para 1 ď i ď n:
dX
piq
t “
mÿ
j“1
σijpt,X1t , . . . , Xnt qdW jt ` fipt,X1t , . . . , Xnt qdt, (2.3)
com a condição inicial X ia “ ξi. Utilizando a notação matricial
Xt “
»——–
X1t
...
Xnt
fiffiffifl , σ “
»————–
σ11 σ12 ¨ ¨ ¨ σ1m
σ21 σ22 ¨ ¨ ¨ σ2m
... ... ¨ ¨ ¨ ...
σn1 σn2 ¨ ¨ ¨ σnm
fiffiffiffiffifl , Bt “
»——–
B1t
...
Bmt
fiffiffifl , f “
»——–
f1
...
fn
fiffiffifl , ξ “
»——–
ξ1
...
ξn
fiffiffifl ,
podemos reescrever a equação (2.3) como
dXt “ σpt,XtqdW ptq ` fpt,Xtqdt, Xa “ ξ. (2.4)
Para um vetor coluna v de tamanho nˆ 1 em Rn, seja |v| denota a norma Euclideana de
v.
A norma de Hilbert-Schmidt de uma matriz σ “ rσijs de tamanho nˆm é definida por
}σ} “
˜
nÿ
i“1
mÿ
j“1
σ2ij
¸ 1
2
. (2.5)
A generalização multidimensional do teorema 2.17 é dado no seguinte teorema.
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Teorema 2.18. (ver (KUO, 2006), p. 196) Seja a função σpt, xq com valores no conjunto
das matrizes e a função fpt, xq como valores no conjunto de vetores na equação (2.4)
é mensurável. Assumo que existe uma constante K ą 0 tal que para todo t P ra, bs e x,
y P Rn,
(1) (condição de Lipschitz)
}σpt, xq ´ σpt, yq} ď K |x´ y| , |fpt, xq ´ fpt, yq| ď K |x´ y| ;
(2) (condição de crescimento linear)
}σpt, xq}2 ď Kp1` |x|2q, |fpt, xq|2 ď Kp1` |x|2q.
Então para qualquer vetor aleatorio Fa´mensurável ξ com Ep|ξ|2q ă 8, a equação integral
estocástica
Xt “ ξ `
ż t
a
σps,XsqdWs `
ż t
a
fps,Xsqds, a ď t ď b,
tem uma única solução contínua.
Exemplo 2.1. Considere em R2 a equação diferencial estocástica
dxt “
ˆ
1` σ
2
2
˙
xt dt` σxt dWt
dyt “ yt dt.
Encontremos a solução desta equação. Seja f “ fpt, xq uma função contínua com derivadas
parciais Btf , Bxf e B2xf . Propomos fpt,Wtq “ xt, logo aplicamos a fórmula integral de Itô
fpt,Wtq “
ż t
0
Bxfps,WsqdWs `
ż t
0
pBtfps,Wsq ` 12B
2
xfps,Wsqqds.
Portanto temos que
dxt “ BxfdWt ` Btfdt` 12B
2
xfdt
“ pBtf ` 12B
2
xfqdt` BxfdWt.
De maneira que
Btf ` 12B
2
xf “
ˆ
1` σ
2
2
˙
f (2.6)
e
Bxf “ σf, (2.7)
de (2.7) temos que f “ Cteσx. Sustituindo f em (2.6) obtemos
C 1te
σx ` 12σ
2Cte
σx “
ˆ
1` σ
2
2
˙
Cte
σx,
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como eσx ą 0 a equação anterior fica da seguinte forma
C 1t “ Ct.
Assim Ct “ x0et, concluímos que xt “ x0et`σWt. Por outro lado temos que dyt “ ytdt,
então yt “ y0et.
Por conseguinte a solução é dada por pxt, ytq “ px0et`σWt , y0etq.
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Capítulo 3
Uma Fórmula de Itô para Processos
no Espaço dos Domínios
Neste capítulo vamos construir uma fórmula integral para nosso funcional ao
longo das trajetórias dos processos estocásticos sobre D que surge através da ação de um
sistema dinâmico suave. Primeiramente estudamos uma aproximação do processo Ws no
intervalo r0, ts utilizando interpolação linear; feito isto, fazemos o estudo de um importante
teorema que nos fornece uma aproximação de nosso resultado principal. As referências
utilizadas neste capítulo são (KINATEDER; MCDONALD, 2002), (KUNITA, (1988)),
(MALLIAVIN, (1998)), (PROTTER, (1990)), (WONG; ZAKAI, 1969).
Utilizaremos a terminologia Wt para denotar o Movimento Browniano em Rr
definido com respeito ao espaço de Wiener pW ,F ,Pq além denotaremos os processos
Dt “ φtpDq e Wspωq “ ωpsq
3.1 Aproximação do Movimento Browniano
Seja φt a solução da equação diferencial estocástica no sentido Stratonovich,
dada por
dφt “
rÿ
i“1
Xipφtq ˝ dW it `X0pφtqdt
φ0 “ Id, q.s.,
(3.1)
onde Xi, 0 ď i ď r são campos vetoriais suaves em Rn com derivada limitada de toda
ordem, e que satisfaz a condição de Lipschitz. Então, os movimentos de um ponto, φtpxq,
representam os caminhos de um processo de difusão com valores em Rn. Como é conhecido,
nas condições nos campos vetoriais dadas acima, os movimentos de um ponto podem
ser visto coletivamente e a solução φt define então um processo a valores no grupo de
difeomorfismos de Rn. Este processo atua pela restrição na variedade de Frechet D.
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Vamos definir o processo correspondente sobre D por Dt (isto é, Dt “ φtpDq).
E vemos que:
a) Dt é adaptado à filtração Ft
b) Dtpωq : r0,8q ˆD Ñ D, é continua P-quase sempre em t
c) D0pωq “ D, P-quase sempre.
Para provar nosso resultado principal seguiremos as ideias de Wong e Zakai
(ver (WONG; ZAKAI, 1969)).
Definição 3.1. Seja pΩ,F ,Pq um espaço Wiener r-dimensional com a σ-álgebra usual e
medida Wiener. Ou seja, escrevemos
Ω “Wr “ tω P Cpr0,8q,Rrq : ωp0q “ 0u,
e assuma que P é uma medida Wiener em Wr.
Seja Wt o movimento Browniano em Rr definido com respeito ao espaço de
probabilidade pWr,F ,Pq. Denotamos Wspωq “ ωpsq e construimos uma aproximação
ao processo Ws no intervalo r0, ts utilizando partições de r0, ts e interpolação linear. A
construção é bem conhecida.
Dado ω PWr, seja ttjumj“0 uma partição de r0, ts e definimos
αmpsq “ maxttj : s ě tju
βmpsq “ minttj : s ă tju.
Seja
W js,m “ W jαmpsq `
s´ αmpsq
βmpsq ´ αmpsqrW
j
βmpsq ´W jαmpsqs. (3.2)
Seja φt,mpωq uma solução da equação diferencial dada por
dφt,mpωq “
rÿ
i“1
Xipφt,mpωqqdW it,mpωq `X0pφt,mpωqqdt
φ0,mpωq “ Id,
(3.3)
Dado um domínio D P D, vamos escrever Dt,m “ φt,mpDq.
O seguinte é um resultado fundamental da análise estocástica a prova do mesmo
pode ser encontrada nos trabalhos de (ver (WONG; ZAKAI, 1969)), ((MALLIAVIN,
(1998))), ((KUNITA, (1988))).
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Teorema 3.1. Suponha que Xi, 0 ď i ď r, são campos vetoriais suaves em Rn com
derivadas limitadas de todas as ordens. Seja ttjumj“0 uma partição de r0, ts que se torna
um refinamento quando mÑ 8. Seja pWr,F ,Pq um espaço Wiener r-dimensional com
medida Wiener, e para ω P Ω, seja φt,m o fluxo em Rn definido como a solução do sistema
de EDO’s dada por (3.3). Então, φt,mpxq converge uniformemente para φtpxq P-quase
sempre, assim como todas as derivadas em x em cada subconjunto compacto de r0, ts ˆRn.
Além disso, escrevemos φtpxq “ lim
mÑ8φt,mpxq, temos que φt resolve o sistema (3.1). Isto é,
dφt “
rÿ
i“1
Xipφtq ˝ dW it `X0pφtqdt
φ0 “ Id, a.s.,
onde pW 1t ,W 2t , . . . ,W rt q é o movimento Browniano r-dimensional.
Lema 3.1. Suponha que ttjumj“1 é uma partição de r0, T s que se torna um refinamento
quando m Ñ 8. Assuma que φt,m é a solução do sistema (3.3) e que φt é a solução do
sistema (3.1). Seja D P D e F um funcional de domínio suave. Então,
F pφtpDqq “ lim
mÑ8F pφt,mpDqq P-quase sempre.
Demonstração. Fixamos um domímio limitado suave D. Pelo Teorema 3.1, temos que
|φt,mpxq ´ φtpxq|Ñ 0
uniformemente para pt, xq P r0, T s ˆ BD, quase sempre. Assim, para m grande, Bφt,mpDq
encontra-se dentro de uma vizinhança tubular de BφtpDq. Pelo Teorema 3.1 temos também
que
|Dαxφt,mpxq ´Dαxφtpxq|Ñ 0
uniformemente para pt, xq P r0, T s ˆ BD, e para toda α multinomial, quase sempre. Em
particular, para m grande, a projeção ao longo das fibras normais de uma vizinhança
tubular da BφtpDq define um difeomorfismo de Bφt,m para BφtpDq. Denotamos a projeção
ao longo das fibras normais por pi. Seja ν o vetor normal unitário apontando para fora ao
longo da fronteira de φtpDq, e x¨, ¨y o produto interno estandar em Rn. Então para x P BD,
fmpxq “ xφt,mpxq ´ pipφt,mpxqq, νppipφt,mpxqqqy
“ ˘ ››φt,mpxq ´ pipφt,mqpxq›› }νppipφt,mpxqqq}
“ ˘ ››φt,mpxq ´ pipφt,mqpxq›› .
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Isto define um mapa suave, com fm P C8pBφtpDqq. Agora, vejamos que fm converge a 0
na topologia de C8pBφtpDqq. De fato calculamos
}fm ´ 0}k “ }fm}k
“
kÿ
j“0
sup
x
∣∣∣Djfmpxq∣∣∣
“
kÿ
j“0
sup
x
∣∣∣xDjxpNt,mpxqq, νy ` xNt,mpxq, Djxpνqy∣∣∣
“
kÿ
j“0
sup
∣∣∣xDjxφt,mpxq ´Djxpipφt,mpxqq, νy ` xNt,mpxq, Djxpνqy∣∣∣ ,
onde,
Nt,mpxq “ φt,mpxq ´ pipφt,mpxqq, ν “ νppipφt,mpxqqq.
Lembramos que φt,mpxq converge uniformemente a φtpxq assim como todas as derivadas
em x, em cada subconjunto compacto. Assim, fm Ñ 0 na topologia de C8pBφtpDqq.
Portanto, φt,mpDq converge a φtpDq na topologia de D. Logo como F é suave temos que
F pφtpDqq “ lim
mÑ8F pφt,mpDqq P-quase sempre
como queríamos.
3.2 Variação Aceitável
Utilizando a equação (1.23) temos, para F suave, ω PWr e todo m, que
F pDt,mq ´ F pDq “
rÿ
i“1
ż t
0
DF pDs,mqpXiqdW is,m `
ż t
0
DF pDs,mqpX0qds. (3.4)
Assim, para provar nosso resultado principal, precisamos aplicar o Lema 3.1 no lado
esquerdo da igualdade (3.4) e, em seguida, analisar o lado direito de (3.4). Realizamos um
análise desse tipo em três partes.
1) Determinaremos as condições para funcionais de domínio de tal forma que os
integrandos no lado direito da igualdade (3.4) são bem comportados.
2) Realizaremos a análise com r “ 1 no caso de integrandos bem comportados.
3) Utilizamos o caso de um único campo de vetores de para generalizar o caso de ter
mais do que um campo de vetores.
Seja F : D Ñ R um funcional com domínio suave e escrevemos
HipDtq “ DF pDtqpXiq. (3.5)
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O processo de valores reais HipDtq definido no espaço de probabilidade pΩ,F ,Pq é contínuo
e Ft-adaptado e
P
„ż T
0
|HipDtqpω, tq|2 dt ă 8

“ 1,
para todo D P D e T ą 0.
A partir disso, concluímos que integrais de Itô com respeito ao movimento Browniano
para os processos dados pela expressão (3.5) são bem definidos.
Observação 3.1. Para o caso geral de integrais no sentido Stratonovich com respeito ao
movimento Browniano requeremos uma restrição adicional no integrando. Em particu-
lar, a integral de Stratonovich pode ser definida para integrandos Cadlag e integradores
semimartingale para o qual existe um processo de covariação quadrática bem definida (ver
(PROTTER, (1990))). (Esta última condição será o caso se o integrando e integrador são
ambos semimartingales).
Indicaremos uma sequência de propriedades dando alguns dos resultados de
semimartingales com valores em Rn, que serão utilizados no próximo capítulo (ver (PROT-
TER, (1990))).
1) Se Xt e Yt são semimartingales com valores em R então, XtYt é uma semimartingales
com valores em R.
2) Suponha que φt é uma solução da equação (3.1) onde os campos de vetores Xi
satisfazen as hipóteses de nosso teorema principal. Então, φtpxq é uma semimartingale
com valores em Rn, para cada x P Rn.
3) Seja e um vetor de direção fixa em Rn. Se φt é uma solução da equação (3.1) como
anteriormente e seja h real, então
φtpx` heq ´ φtpxq “
rÿ
i“1
ż t
0
rXipφspx` heqq ´Xipφspxqqs ˝ dW is
`
ż t
0
rX0pφspx` heqq ´X0pφspxqqsds.
Como φt é um difeomorfismo quase sempre, a observação p2q pode ser utilizado para
ver que o processo com derivada direcional x∇xφt, ey é uma semimartingale. Pelo
mesmo argumento concluímos que para qualquer multi-índice α, Dαxφtpxq é uma
semimartingale.
4) Suponha que Xtpxq é uma semimartingale com valores em R para cada t dependendo
continuamente de x e t. Seja D um domínio em Rn com fecho compacto e definimos
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um processo X˜t com valores em R por
X˜t “
ż
D
Xtpxqdx,
onde dx é a medida de Lebesgue. Se
E
ż
D
rXpxq, Xpxqstdx ă 8 para cada t. (3.6)
então, rX˜,W s existe para qualquer movimento Browniano W . De fato, quando a
expressão (3.6) é valida, temos que
rX˜,W s “
ż
D
rXpxq,W sdx.
Lembrando que rX, Y s denota a covariação quadrática de dois processos estocásticos.
Para ver isto, primeiro estabelecemos que
rX˜,W s “
ż
D
rXpxq,W stdx,
para cada t. Isto é,
lim
nÑ8
knÿ
i“1
ż
D
pXTni`1pxq ´XTni pxqqpW Tni`1 ´W Tni qdx “Pż
D
lim
nÑ8
knÿ
i“1
pXTni`1pxq ´XTni pxqqpW Tni`1 ´W Tni qdx,
onde tT ni ukn1 é uma sequência cada vez mais fina de partições de r0, ts para o qual o
lim
nÑ8 supi
∣∣∣T ni`1 ´ T ni ∣∣∣ “ 0 q.s. e XTni denota o processo XTnit “ Xmin tt,Tni u.
Esta igualdade equivale a mudar a integral com o limite. Isto resulta do fato de que
o somando na parte esquerda da expressão pode ser dominado por rXpxq, Xpxqst` t,
uma expressão que, uma vez integrada sobre D, tem expectativa finita. Colocando
isso em conjunto com a continuidade dos processos X e W nos dá o resultado
desejado.
Definição 3.2. (variação aceitável) Assuma que F : D Ñ R é suave. Dizemos que F
admite uma variação aceitável φt se para cada D P D, e todo i, 0 ď i ď r, a covariação
quadrática (processo de suporte) de DF pDsqpXiq e o movimento Browniano W i (isto é,
rDF pDqpXiq,W is ) existe.
Observação 3.2. A definição 3.2 e as nossas propriedades com respeito a semimartingales
são motivadas por nosso desejo de aplicar os nossos resultados para os exemplos dados no
capítulo 4. Observamos que funcionais F que generalizam o volume no sentido de que
F pDq “
ż
D
fpxqdx,
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para algum f P C8pRnq admitem uma variação aceitável φt, o problema é para funcionais
que generalizam área de superfície e funcionais definidos em termos de invariantes de
curvatura. Esses exemplos compartilham uma característica comum: suas variações podem
ser escritas como integrais de semimartingales dependendo de um parâmetro.
Lema 3.2. Seja ttjumj“1 uma partição de r0, ts que se torna um refinamento quando mÑ 8.
Assuma que φt é o fluxo estocástico satisfazendo a equação (3.1) para o caso especial de
r “ 1 e que F : D Ñ R é um funcional com domínio suave que admite uma variação
aceitável φt. Para ω PW, suponha que φt,mpωq é o fluxo suave obtido como uma solução
da equação (3.3), no caso especial de r “ 1. Então, quase sempre,
lim
mÑ8
ż t
0
DF pDs,mqpX1qdWs,m “
ż t
0
DF pDsqpX1qdWs ` 12
ż t
0
D2F pDsqpX1qds,
onde DF pDsqpX1q é dado pela expressão (1.17).
Demonstração. Fixamos uma partição ttjumj“1 de r0, ts e seja Ws,m definido pela expressão
(3.2). Para o caso r “ 1, seja φs,m a solução da equação (3.3) e φt o fluxo estocástico
satisfazendo a equação (3.1). Seja η1s o fluxo associado ao campo vetorial X1 e escrevemos
HpDsq “ d
dρ
ˇˇˇˇ
ρ“0
F pη1ρpDsqq.
Provamos o resultado para o caso em que HpDsq é limitada para todo 0 ď s ď t, q.s. O
caso geral segue da aplicação do Teorema da convergência limitada à afirmação do Lema
3.2, considerando o processo φns “ φmints,Tnu, onde Tn “ infts ě 0 : HpDsq ě nu.
Pela definição de H, temos queż t
0
DF pDs,mqpX1qdWs,m “
mÿ
j“1
ż tj
tj´1
HpDs,mqdWs,m. (3.7)
Escrevemos
mÿ
j“1
ż tj
tj´1
HpDs,mqdWs,m “
mÿ
j“1
ż tj
tj´1
HpDtj´1,mqdWs,m ` T2, (3.8)
onde o termo de correção T2 é dado por
T2 “
mÿ
j“1
ż tj
tj´1
rHpDs,mq ´HpDtj´1,mqsdWs,m.
Já que Ws,m é linear por partes, podemos reescrever o primeiro termo no lado direito da
equação (3.8) da seguinte forma:
mÿ
j“1
ż tj
tj´1
HpDtj´1,mqdWs,m “
mÿ
j“1
HpDtj´1,mqrWtj ,m ´Wtj´1,ms.
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Em seguida, utilizamos isso para ajudar a reescrever o primeiro termo no lado direito da
equação (3.8) da seguinte forma
mÿ
j“1
ż tj
tj´1
HpDtj´1,mqdWs,m “
mÿ
j“1
HpDtj´1qrWtj ,m ´Wtj´1,ms
`
mÿ
j“1
rHpDtj´1,mq ´HpDtj´1qsrWtj ,m ´Wtj´1,ms.
Agora, vemos que
Wtj ,m “ Wαmptjq ` tj ´ αmptjqβmptjq ´ αmptjqrWβmptjq ´Wαmptjqs,
e
Wtj´1,m “ Wαmptj´1q ` tj´1 ´ αmptj´1qβmptj´1q ´ αmptj´1qrWβmptj´1q ´Wαmptj´1qs,
onde
αmptjq “ tj, αmptj´1q “ tj´1, βmptjq “ tj`1 e βmptj´1q “ tj.
Portanto,
Wtj ,m “ Wtj ` tj ´ tjtj`1 ´ tj rWtj`1 ´Wtj s
“ Wtj ,
e
Wtj´1,m “ Wtj´1 ` tj´1 ´ tj´1tj ´ tj´1 rWtj ´Wtj´1s
“ Wtj´1 .
Assim,
mÿ
j“1
ż tj
tj´1
HpDtj´1,mqdWs,m “
mÿ
j“1
HpDtj´1qrWtj ´Wtj´1s
`
mÿ
j“1
rHpDtj´1,mq ´HpDtj´1qsrWtj ´Wtj´1s.
(3.9)
Refinando a partição e lembrando queHpDtsq foi assumida como sendo uma semimartingale,
analisamos o primeiro termo do lado direito da igualdade (3.9) da seguinte forma
lim
mÑ8
mÿ
j“1
HpDtj´1qrWtj ´Wtj´1s “
ż t
0
HpDsqdWs, (3.10)
onde a integral no lado direito da equação (3.10) é tomada no sentido Itô. Agora mostrare-
mos que o segundo termo do lado direito da equação (3.9) converge a 0 em L2.
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Escrevemos
mÿ
j“1
rHpDtj´1,mq ´HpDtj´1qsrWtj ´Wtj´1s “
mÿ
j“1
rHpDtj´1,mq ´HpDtj´1qs
ż t
0
Iptj´1,tjspsqdWs
“
ż t
0
mÿ
j“1
rHpDtj´1,mq ´HpDtj´1qsIptj´1,tjspsqdWs
“
ż t
0
Y ms dWs,
onde
Y ms “
mÿ
j“1
rHpDtj´1,mq ´HpDtj´1qsIptj´1,tjspsq.
Agora, nossa suposição de limitação em HpDsq nos dá que
∣∣∣HpDtj ,mq ´HpDtjq∣∣∣ é adaptado,
limitado, contínuo e converge a 0 uniformemente q.s. Pela Isometria de Itô e Teorema de
Fubini temos que
lim
mÑ8E
ˆż t
0
Y ms dWs
˙2
“ lim
mÑ8E
ˆż t
0
pY m0 q2ds
˙
“ lim
mÑ8
ż t
0
E |Y ms |2 ds
“ 0.
(3.11)
Permitindo um refinamento da partição e utilizando as expressoes (3.10) e (3.11), obtemos
quase sempre,
lim
mÑ8
mÿ
j“1
ż tj
tj´1
HpDtj´1,mqdWs,m “
ż t
0
HpDsqdWs
“
ż t
0
DF pDsqpX1qdWs.
(3.12)
Para analisar o termo T2 no lado direito da igualdade (3.8) lembramos que, para m fixo,
φs,m é suave em s. Assim, φs,mpDq é uma curva suave em D passando através do domínio D.
Dado que H é suave por hipótese, então para m e D fixos a função Gprq “ Hpφr,mpDqq é
uma função suave da variável real r. Pelo Teorema do valor médio (1.19), existe θ “ θpm,ωq
tal que, q.s.
HpDs,mq ´HpDtj´1,mq “ ps´ tj´1q ddρ
ˇˇˇˇ
ρ“0
Hpφρ,mpDθ,mqq. (3.13)
A partir da expressão (1.15) e para t “ 0 temos que
d
dρ
ˇˇˇˇ
ρ“0
φρ,mpDθ,mq “ d
dρ
ˇˇˇˇ
ρ“0
φ0`ρ,mpDθ,mq
“ piφ0,mpDθ,mqpX0q
“ piIdpDθ,mqpX0q
“ piDθ,mpX0q.
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Por outro lado vemos que
φ1θ,m “ dφθ,mdθ
“ X0pφθ,mq,
e pela equação (3.3)
X0pφθ,mq “ φ1θ,m
“ d
dρ
ˇˇˇˇ
ρ“0
pWθ`ρ,mqX1pφθ,mq `X0pφθ,mq.
De maneira que,
d
dρ
ˇˇˇˇ
ρ“0
φρ,mpDθ,mq “ piDθ,mpX0q
“ piDθ,m
ˆ
d
dρ
ˇˇˇˇ
ρ“0
pWθ`ρ,mqX1 `X0
˙
“ d
dρ
ˇˇˇˇ
ρ“0
pWθ`ρ,mqpiDθ,mpX1q ` piDθ,mpX0q.
Portanto,
d
dρ
ˇˇˇˇ
ρ“0
φρ,mpDθ,mq “ d
dρ
ˇˇˇˇ
ρ“0
pWθ`ρ,mqpiDθ,mpX1q ` piDθ,mpX0q. (3.14)
Agora, pela equação (3.2) e já que tj´1 ă θ ă tj temos
Wρ`θ,m “ Wαmpρ`θq ` pρ` θq ´ αmpρ` θqβmpρ` θq ´ αmpρ` θqrWβmpρ`θq ´Wαmpρ`θqs
“ Wtj´1 ` pρ` θq ´ tj´1tj ´ tj´1 rWtj ´Wtj´1s.
Derivando com respeito a ρ,
d
dρ
ˇˇˇˇ
ρ“0
pWρ`θ,mq “ 1
tj ´ tj´1 rWtj ´Wtj´1s. (3.15)
Combinando as expressões (3.14), (3.15) e regra da cadeia nos dá
d
dρ
ˇˇˇˇ
ρ“0
Hpφρ,mpDθ,mqq “ DHpDθ,mq d
dρ
ˇˇˇˇ
ρ“0
φρ,mpDθ,mq
“ DHpDθ,mq
„
d
dρ
ˇˇˇˇ
ρ“0
pWθ`ρ,mqpiDθ,mpX1q ` piDθ,mpX0q

“ DHpDθ,mqpX1q d
dρ
ˇˇˇˇ
ρ“0
pWθ`ρ,mq ` DHpDθ,mqpX0q
“ 1
tj ´ tj´1DHpDθ,mqpX1qrWtj ´Wtj´1s ` DHpDθ,mqpX0q,
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onde DHpDθ,mqpX1q e DHpDθ,mqpX0q denotam a derivada de Frechet de H na direção
de piDpX1q e piDpX0q respectivamente. Colocando a linha de cima, em conjunto com a
expressão para T2 e a equação (3.13), obtemos que
T2 “
mÿ
j“1
ż tj
tj´1
rHpDs,mq ´HpDtj´1,mqsdWs,m
“
mÿ
j“1
ż tj
tj´1
rps´ tj´1q d
dρ
ˇˇˇˇ
ρ“0
Hpφρ,mpDθ,mqqsdWs,m
“
mÿ
j“1
ż tj
tj´1
ps´ tj´1qr 1
tj ´ tj´1DHpDθ,mqpX1qrWtj ´Wtj´1s ` DHpDθ,mqpX0qsdWs,m
“
mÿ
j“1
ż tj
tj´1
DHpDθ,mqpX1q s´ tj´1
tj ´ tj´1 rWtj ´Wtj´1sdWs,m
`
mÿ
j“1
ż tj
tj´1
DHpDθ,mqpX0qps´ tj´1qdWs,m.
Logo, vemos que
T2 “
mÿ
j“1
ż tj
tj´1
DHpDθ,mqpX1q s´ tj´1
tj ´ tj´1 rWtj ´Wtj´1sdWs,m
`
mÿ
j“1
ż tj
tj´1
DHpDθ,mqpX0qps´ tj´1qdWs,m.
(3.16)
Já que DHpDθ,mqpX0q é quase sempre limitada, concluímos que
lim
mÑ8
mÿ
j“1
ż tj
tj´1
DHpDθ,mqpX0qps´ tj´1qdWs,m “ 0,
quase sempre. Imediatamente, colocando
T 12 “
mÿ
j“1
ż tj
tj´1
DHpDθ,mqpX1q s´ tj´1
tj ´ tj´1 rWtj ´Wtj´1sdWs,m. (3.17)
Escrevemos
T 12 “
mÿ
j“1
ż tj
tj´1
DHpDtj´1,mqpX1q s´ tj´1tj ´ tj´1 rWtj ´Wtj´1sdWs,m ` T22
“ T21 ` T22,
(3.18)
onde o termo de correção T22 é dado por
T22 “
mÿ
j“1
ż tj
tj´1
rDHpDθ,mqpX1q ´ DHpDtj´1,mqpX1qs s´ tj´1tj ´ tj´1 rWtj ´Wtj´1sdWs,m. (3.19)
Por outro lado, vemos que
T21 “
mÿ
j“1
ż tj
tj´1
DHpDtj´1,mqpX1q s´ tj´1tj ´ tj´1 rWtj ´Wtj´1sdWs,m, (3.20)
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utilizando a expressão (3.2)
Ws,m “ Wαmpsq ` s´ αmpsqβmpsq ´ αmpsqrWβmpsq ´Wαmpsqs, tj´1 ă s ă tj,
para
αmpsq “ maxttj : s ě tju “ tj´1
βmpsq “ minttj : s ă tju “ tj,
obtemos que,
Ws,m “ Wtj´1 ` s´ tj´1tj ´ tj´1 rWtj ´Wtj´1s.
Utilizando a estrutura linear por partes de Ws,m e, em seguida, integrando vemos que
T21 “
mÿ
j“1
DHpDtj´1,mqpX1q
ż tj
tj´1
ˆ
s´ tj´1
tj ´ tj´1
˙pWtj ´Wtj´1q2
ptj ´ tj´1q ds
“
mÿ
j“1
DHpDtj´1,mqpX1qpWtj ´Wtj´1q2
ż tj
tj´1
s´ tj´1
ptj ´ tj´1q2ds,
tomando r “ s´ tj´1
tj ´ tj´1 então, dr “
ds
tj ´ tj´1 portantoż tj
tj´1
s´ tj´1
ptj ´ tj´1q2ds “
ż tj
tj´1
s´ tj´1
ptj ´ tj´1qptj ´ tj´1qds
“
ż 1
0
rdr
“ 12r
2
ˇˇˇˇ1
0
“ 12 .
E assim, temos que
T21 “ 12
mÿ
j“1
DHpDtj´1,mqpX1qrWtj ´Wtj´1s2. (3.21)
Reescrevemos a expressão (3.21) como
T21 “ 12
mÿ
j“1
DHpDtj´1qpX1qrWtj ´Wtj´1s2
` 12
mÿ
j“1
rDHpDtj´1,mqpX1q ´ DHpDtj´1qpX1qsrWtj ´Wtj´1s2.
(3.22)
Já que DHpDtj´1qpX1q é cadlag e adaptado, vemos que o primeiro termo da expressão
(3.22) converge a
1
2
ż t
0
DHpDsqpX1qds.
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Além disso, |DHpDs,mqpX1q ´ DHpDsqpX1q| converge a zero uniformemente quase sempre,
o que implica que o segundo termo do lado direito da expressão (3.22) converge a zero em
L1. Assim, podemos concluir que
lim
mÑ8T21 “
1
2
ż t
0
DHpDsqpX1qds, (3.23)
para DHpDsqpX1q “ d
dρ
ˇˇˇˇ
ρ“0
Hpη1ρpDsqq.
Resta apenas analisar o termo T22 da expressão (3.19). Observamos que pela mesma análise
feito na expressão (3.21) temos
|T22| “
∣∣∣∣∣∣
mÿ
j“1
ż tj
tj´1
rDHpDθ,mqpX1q ´ DHpDtj´1,mqpX1qs s´ tj´1tj ´ tj´1 rWtj ´Wtj´1sdWs,m
∣∣∣∣∣∣
“
∣∣∣∣∣∣12
mÿ
j“1
rDHpDθ,mqpX1q ´ DHpDtj´1,mqpX1qspWtj ´Wtj´1q2
∣∣∣∣∣∣
ď 12 supj
“∣∣∣DHpDθ,mqpX1q ´ DHpDtj´1,mqpX1q∣∣∣ ‰ mÿ
j“1
pWtj ´Wtj´1q2.
(3.24)
Pelo Teorema 2.3
lim
mÑ8
mÿ
j“1
pWtj ´Wtj´1q2 “ t,
quase sempre. Além disso, como F é um funcional de classe C2, então∣∣∣DHpDθ,mqpX1q ´ DHpDtj´1,mqpX1q∣∣∣Ñ 0,
uniformemente quase sempre. Colocando esses fatos na expressão (3.24), obtemos que
lim
mÑ8T22 “ 0.
Combinando as expressões (3.17), (3.23) e (3.24) obtemos que
lim
mÑ8T2 “
1
2
ż t
0
DHpDsqpX1qds. (3.25)
quase sempre.
Agora a prova do Lema segue das expressões (3.8), (3.12) e (3.25). Poisż t
0
DF pDs,mqpX1qdWs,m “
mÿ
j“1
ż tj
tj´1
HpDtj´1,mqdWs,m ` T2.
Portanto,
lim
mÑ8
ż t
0
DF pDs,mqpX1qdWs,m “
ż t
0
HpDsqdWs ` 12
ż t
0
DHpDsqpX1qds
“
ż t
0
DF pDsqpX1qdWs ` 12
ż t
0
D2F pDsqpX1qds,
onde D2F pDsqpX1q é dado pela expressão (1.17).
Capítulo 3. Uma Fórmula de Itô para Processos no Espaço dos Domínios 57
Teorema 3.2. Suponhamos que φt é um fluxo estocástico de difeomorfismos satisfazendo
dφt “ X1pφtq ˝ dW 1t `X0pφtqdt
φ0 “ Id q.s
onde X1 é um campo de vetores em Rn que é limitado com derivada limitada de todas
as ordens, e que satisfazem a condição de Lipschitz. Assuma que W 1s é um movimento
Browniano em R definido com relação a um espaço de probabilidade pΩ,F ,Pq. Se F : D Ñ R
é um funcional de domínio de classe C2 que admite uma variação aceitável φt (Definição
3.2). Então, se Ds “ φspDq, temos
F pDtq ´ F pDq “
ż t
0
DF pDsqpX1q ˝ dW 1s `
ż t
0
DF pDsqpX0qds. (3.26)
P-quase sempre.
Demonstração. Como na prova do Lema 3.2, fixamos uma partição ttjumj“1 de r0, ts e seja
Ws,m definido pela equação (3.2). Seja φs,m a solução da equação (3.3) com r “ 1. Seja ηis
o fluxo associado ao campo vetorial Xi. Então a partir da expressão (1.23) temos
F pDs,mq ´ F pDq “
ż t
0
DF pDs,mqpX1qdW 1s,m `
ż t
0
DF pDs,mqpX0qds
“ T1 ` T2,
(3.27)
onde
DF pDs,mqpXiq “ d
dρ
ˇˇˇˇ
ρ“0
F pηiρpDs,mqq.
Pelo Lema 3.2 e definição da Stratonovich temos
lim
mÑ8T1 “ limmÑ8
ż t
0
DF pDs,mqpX1qdW 1s,m
“
ż t
0
DF pDsqpX1qdW 1s ` 12
ż t
0
D2F pDsqpX1qds
“
ż t
0
DF pDsqpX1q ˝ dW 1s .
(3.28)
Já que DF pDs,mqpX0q se aproxima a DF pDsqpX0q uniformemente, concluímos que
lim
mÑ8T2 “
ż t
0
DF pDsqpX0qds. (3.29)
O Teorema segue a partir das expressões (3.27), (3.28) e (3.29) pois, tomando limite
quando mÑ 8 em ambos lados da equação (3.27), temos
F pDtq ´ F pDq “
ż t
0
DF pDsqpX1q ˝ dW 1s `
ż t
0
DF pDsqpX0qds.
como queríamos.
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Teorema 3.3. Suponha que φt é um fluxo estocástico de difeomorfismos satisfazendo
a equação (3.1) onde Xi, 0 ď i ď r são campos vetoriais suaves em Rn com deri-
vada limitada de toda ordem, e que satisfazem a condição de Lipschitz. Assuma que
Ws “ pW 1s ,W 2s , . . . ,W rs q é o movimento Browniano em Rn definido em um espaço de
probabilidade pΩ,F ,Pq. Se F : D Ñ R é um funcional de classe C2 o qual admite uma
variação aceitável φt (Definição 3.2). Considere Ds “ φspDq com D P D. Seja ηit o fluxo
associado a X i e definimos
DF pDsqpXiq “ d
dρ
ˇˇˇˇ
ρ“0
F pηiρpDsqq,
ver (1.2). Então,
F pDtq ´ F pDq “
rÿ
i“1
ż t
0
DF pDsqpXiq ˝ dW is `
ż t
0
DF pDsqpX0qds, (3.30)
P-quase sempre, onde as integrais que ocorrem na soma são de tipo Stratonovich.
Demonstração. Como na prova do Lema 3.2, fixamos uma partição ttjumj“1 de r0, ts e seja
Ws,m definido pela expressão (3.2). Seja φs,m a solução da equação (3.3) com r ą 1. Seja
ηis o fluxo associado ao campo vetorial Xi. Então a partir da expressão (1.23) temos
F pDs,mq ´ F pDq “
rÿ
i“1
ż t
0
DF pDs,mqpXiqdW is,m `
ż t
0
DF pDs,mqpX0qds
“ T3 ` T4,
(3.31)
onde
DF pDs,mqpXiq “ d
dρ
ˇˇˇˇ
ρ“0
F pηiρpDs,mqq.
Pelo Lema 3.2 e definição da Stratonovich temos
lim
mÑ8T3 “ limmÑ8
rÿ
i“1
ż t
0
DF pDs,mqpXiqdW is,m
“
rÿ
i“1
ż t
0
DF pDsqpXiqdW is ` 12
rÿ
i“1
ż t
0
D2F pDsqpXiqds
“
rÿ
i“1
ż t
0
DF pDsqpXiq ˝ dW is .
(3.32)
Já que DF pDs,mqpX0q se aproxima a DF pDsqpX0q uniformemente, vemos que
lim
mÑ8T4 “
ż t
0
DF pDsqpX0qds. (3.33)
O Teorema segue a partir das expressões (3.31), (3.32) e (3.33) pois, tomando limite
quando mÑ 8 em ambos lados da equação (3.27), temos
F pDtq ´ F pDq “
rÿ
i“1
ż t
0
DF pDsqpXiq ˝ dW is `
ż t
0
DF pDsqpX0qds,
P´quase sempre, como desejado.
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Capítulo 4
Aplicações e Exemplos
Neste capítulo apresentamos um número de exemplos básicos do que foi feito
anteriormente. Os casos considerados são: volume, autovalores e outros funcionais que
surgem por meio da solução de problemas na fronteira em domínios limitados suavemente.
As referências utilizadas neste capítulo são (ELCRAT; MILLER, 1995), (GARABEDIAN;
SCHIFFER, 1953), (KINATEDER; MCDONALD, 2002), (KUNITA; GHOSH, 1986),
(MALLIAVIN, (1998)), (ZIRBEL, (1997)).
Dado um domínio D, seja µpDq o volume de D com relação à medida de
Lebesgue. Seja X0 o campo vetorial satisfazendo a hipóteses do Teorema 3.3 e seja φt o
fluxo determinístico correspondente como na equação (1.6). Seja Γρ a curva suave φρpDq
e, para  suficientemente pequeno, seja Ψ o difeomorfismo em D definido pela expressão
(1.9). Seja γ a curva suave ΨpDq em D. Então, pelo Teorema de Mudança de Variáveis
temos
d
d
ˇˇˇˇ
“0
µpγq “ d
d
ˇˇˇˇ
“0
ż
ΨpDq
1dy
“ d
d
ˇˇˇˇ
“0
ż
D
|DΨ| dx.
(4.1)
Aqui |DΨ| é o Jacobiano do mapa Ψ. A partir da expressão (1.9),
pDΨqij “ δij ` BX
i
0
Bxj ` opq, (4.2)
onde xj, 1 ď j ď n são as coordenadas padrão para Rn e δij é o delta de Kronecker. Se c
é uma curva suave no conjunto de todas as matrizes nˆ n com entradas reais que passam
pela identidade em  “ 0, então
d
d
ˇˇˇˇ
“0
det pcq “ traço
ˆ
d
d
ˇˇˇˇ
“0
c
˙
. (4.3)
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De fato para n “ 1 temos que c : RÑ R imediatamente
d
d
ˇˇˇˇ
“0
det pcq “ d
d
ˇˇˇˇ
“0
c
“ traço
ˆ
d
d
ˇˇˇˇ
“0
c
˙
.
Para n “ 2, temos que c : RÑM2pRq » R4 definida por
cpq “ c “
«
x1pq x2pq
x3pq x4pq
ff
» px1pq, x2pq, x3pq, x4pqq,
derivando com respeito 
d
d
ˇˇˇˇ
“0
c “
»————————–
d
d
x1pq
d
d
x2pq
d
d
x3pq
d
d
x4pq
fiffiffiffiffiffiffiffiffifl
“0
»
»—– ddx1pq ddx2pqd
d
x3pq d
d
x4pq
fiffifl
“0
,
assim o traço
ˆ
d
d
ˇˇˇˇ
“0
c
˙
“ d
d
ˇˇˇˇ
“0
x1pq ` d
d
ˇˇˇˇ
“0
x4pq.
Por outro lado, vemos que
det pcq “ x1pqx4pq ´ x2pqx3pq,
então, como c passa pela identidade em  “ 0 temos
d
d
ˇˇˇˇ
“0
det pcq “
„ˆ
d
d
x1pq
˙
x4pq ` x1pq
ˆ
d
d
x4pq
˙
´
ˆ
d
d
x2pq
˙
x3pq ´ x2pq
ˆ
d
d
x3pq
˙
“0
“ d
d
ˇˇˇˇ
“0
x1pq ` d
d
ˇˇˇˇ
“0
x4pq,
portanto
d
d
ˇˇˇˇ
“0
det pcq “ traço
ˆ
d
d
ˇˇˇˇ
“0
c
˙
.
Agora em geral temos c : RÑMnpRq » Rn2 definida por
c “
»————–
x11pq x12pq ¨ ¨ ¨ x1npq
x21pq x22pq ¨ ¨ ¨ x2npq
... ... ¨ ¨ ¨ ...
xn1pq xn2pq ¨ ¨ ¨ xnnpq
fiffiffiffiffifl
» px11pq, x12pq, . . . , x1npq, x21pq, x22pq, . . . , x2npq, . . . , xn1pq, . . . , xnnpqq,
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logo
d
d
ˇˇˇˇ
“0
c “
»——————————————————————————–
d
d
x11pq
...
d
d
x1npq
d
d
x21pq
...
d
d
x2npq
...
d
d
xn1pq
...
d
d
xnnpq
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
“0
»
»———————–
d
d
x11pq d
d
x12pq ¨ ¨ ¨ d
d
x1npq
d
d
x21pq d
d
x22pq ¨ ¨ ¨ d
d
x2npq
... ... ¨ ¨ ¨ ...
d
d
xn1pq d
d
xn2pq ¨ ¨ ¨ d
d
xnnpq
fiffiffiffiffiffiffiffifl
“0
,
assim
traço
ˆ
d
d
ˇˇˇˇ
“0
c
˙
“ d
d
ˇˇˇˇ
“0
x11pq ` d
d
ˇˇˇˇ
“0
x22pq ` ¨ ¨ ¨ ` d
d
ˇˇˇˇ
“0
xnnpq.
Por outro lado, obtemos o seguinte
det pcq “
ÿ
σPSn
psgn σqx1σp1qpqx2σp2qpq ¨ ¨ ¨xnσpnqpq
“ x11pqx22pq ¨ ¨ ¨xnnpq `
ÿ
σPSn´tIdu
psgn σqx1σp1qpqx2σp2qpq ¨ ¨ ¨xnσpnqpq.
Então, como c passa pela identidade em  “ 0 observamos que
d
d
ˇˇˇˇ
“0
det pcq “ d
d
ˇˇˇˇ
“0
px11pqx22pq ¨ ¨ ¨xnnpqq
` d
d
ˇˇˇˇ
“0
p
ÿ
σPSn´tIdu
psgn σqx1σp1qpqx2σp2qpq ¨ ¨ ¨xnσpnqpqq
“
„ˆ
d
d
x11pq
˙
px22pq ¨ ¨ ¨xnnpqq ` ¨ ¨ ¨ `
ˆ
d
d
xnnpq
˙
px11pq ¨ ¨ ¨xpn´1qpn´1qpqq

“0
“ d
d
ˇˇˇˇ
“0
x11pq ` d
d
ˇˇˇˇ
“0
x22pq ` ¨ ¨ ¨ ` d
d
ˇˇˇˇ
“0
xnnpq.
Portanto,
d
d
ˇˇˇˇ
“0
det pcq “ traço
ˆ
d
d
ˇˇˇˇ
“0
c
˙
.
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A partir das expressões (4.2) e (4.3) obtemos
d
d
ˇˇˇˇ
“0
det pDΨq “ traço
ˆ
d
d
ˇˇˇˇ
“0
DΨ
˙
“ traço
ˆ
d
d
ˇˇˇˇ
“0
pδij ` BX
i
0
Bxj ` opqq
˙
“ traço
ˆBX i0
Bxj
˙
“ divpX0q,
logo, de (4.1) e do Teorema da divergência podemos concluir
d
d
ˇˇˇˇ
“0
µpγq “ d
d
ˇˇˇˇ
“0
ż
D
|DΨ| dx
“
ż
D
d
d
ˇˇˇˇ
“0
p|DΨ|qdx
“
ż
D
divpX0qdx
“
ż
BD
xX0, νydσ,
onde ν é o vetor normal unitário apontando para fora da BD e dσ é a medida da superfície
sobre BD.
Suponha que φs é o fluxo estocástico gerado pela solução da equação (3.1). Utilizando a
notação no capítulo 1 e Teorema de mudança de variáveis, observamos
DµpDsqpXiq “
ż
Ds
divpXiqdx
“
ż
D
pdivpXiqqpφspxqq |Dφs| dx.
(4.4)
O determinante da transformação Jacobiana, |Dφs|, é polinomial nas derivadas do fluxo φs.
Pela propriedade p3q relativa a semimartingales no capítulo 2, |Dφs| é uma semimartingale
continua com valores em R. Já queXi é suave, pdivpXiqqpφspxqq |Dφs| é uma semimartingale
continua. Logo temos que o produto de duas semimartingales com valores em R é uma
semimartingale, portanto o integrando Ys “ pdivpXiqqpφspxqq |Dφs| é uma semimartingale
contínua. O fluxo φt é Browniano e, como um resultado, os movimentos de um ponto
associados admitem momentos de todas as ordens, isto é EpY ks q é finito para todo s e
k P N.
Lema 4.1. (ver (KUNITA; GHOSH, 1986), p. 13) φs,tpxq tem momentos finitos de todo
ordem. Alem disso, para qualquer real p e  ą 0, existe uma constante positiva C “ Cpp, q
tal que
Erp` |φs,tpxq|2qps ď Cp` |x|2qp,
para qualquer s, t, x.
Capítulo 4. Aplicações e Exemplos 63
Pelo lema anterior Temos a seguinte estimativa
Erp` |φt|2qps ď Cp` |x|2qp,
para todo t, x P D, onde C “ Cp, pq. A transformação Jacobiana Dφt é Browniano e
assim seus componentes admitem estimativas semelhantes. Se tT ni ukn1 é uma sequência
cada vez mais refinada de partições de r0, ts para o qual
lim
n
sup
i
∣∣∣T ni`1 ´ T ni ∣∣∣ “ 0,
q.s. Então podemos aproximar DφTni`1 ´DφTni por somas de termos da forma
DXipφTni qDφTni rWTni`1 ´WTni s.
Dado que os campos vetoriais que conduzem o fluxo são assumidos como tendo derivadas
limitadas de todas as ordens e o domínio D é compacto, vemos que o processo de
suporte rY, Y st satisfaz (3.6), portanto rDµpDsqpXiq,W s existe para qualquer movimento
Browniano W . Portanto, temos o seguinte Lema
Lema 4.2. Seja µ : D Ñ R um funcional de domínio suave que atribui a cada domínio D
seu volume euclidiano. Então, µ admite uma variação aceitável φt.
A partir do Lema 4.2 concluímos um resultado bem conhecido de Harris (ver
(MALLIAVIN, (1998)), e suas referências):
Corolário 4.1. Suponha que φs satisfaz a equação (3.1) com campos vetoriais Xi satisfa-
zendo a hipóteses do teorema 3.3. Então, o fluxo φs preserva o volume de um domínio se
e só se divpXiq “ 0 para todo i, 0 ď i ď r.
Demonstração. (ñ) Suponhamos que o fluxo φs preserva o volume de um domínio, obser-
vamos que, do Teorema 3.3 e do visto anteriormente, para todo domínio D
µpφtpDqq ´ µpDq “
ÿ
i
ż t
0
ż
D
divpXiqpφsq |Dφs| dxdW is `
ż t
0
ż
D
divpX0qpφsq |Dφs| dxdt.
Agora, se φs preserva volume, da independência dos movimentos Brownianos W is temos
que cada integral ż
D
divpXiqpφsq |Dφs| dx “ 0,
com probabilidade 1 para todo s e em particular para s “ 0. Como D pode ser qualquer
domínio, escolhemos D como sendo uma bola dentro do conjunto onde divpXiq ą 0 e
portanto, temos uma contradição.
pðq Suponhamos que divpXiq “ 0 então, pelo Teorema do valor médio (1.19) para nosso
funcional de domínio µ, existe θ, 0 ă θ ă s, tal que
µpφspDqq ´ µpDq “ sDµpφθpDqqpXiq,
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Agora, por (4.4) obtemos
DµpφθpDqqpXiq “
ż
Dθ
divpXiq,
logo como divpXiq “ 0, então
µpφspDqq ´ µpDq “ 0,
portanto, o fluxo φs preserva o volume.
Observação 4.1. O exemplo do volume euclideano surge como um caso especial de uma
construção natural que leva funções suaves em Rn para funcionais com domínio suave.
Este levantamento é um mapa linear injetor contínuo F : C8pRnq Ñ C8pDq definido como
segue:
Ff pDq “
ż
D
fpxqdx. (4.5)
Podemos calcular a variação de qualquer funcional de domínio suave que surge como um
levantamento.
Suponha que f P C8pRnq e que Ff é o levantamento de f como na expressão (4.5). Seja
X0, Ψ e γ definidos como no início desta seção. Já que
d
d
ˇˇ
“0|DΨ| “ divpX0q, pelo
Teorema de mudança variáveis e pelo Teorema da divergência, temos
d
d
ˇˇˇˇ
“0
Ff pγq “ d
d
ˇˇˇˇ
“0
ż
ΨpDq
fpxqdx
“ d
d
ˇˇˇˇ
“0
ż
D
fpΨpxqq |DΨ| dx
“
ż
D
d
d
ˇˇ
“0rfpΨpxqq |DΨ|sdx
“
ż
D
„
d
d
pfpΨpxqqq |DΨ|` fpΨpxqq d
d
|DΨ|

“0
dx
“
ż
D
rx∇f,X0y ` fdivpX0qsdx
“
ż
D
divpfX0qdx
“
ż
BD
xfX0, νydx
“
ż
BD
fxX0, νydσ.
Se φs é a solução da equação (3.1), com suposições sobre Xi como na afirmação do Teorema
3.3, e utilizando o Teorema de mudança de variáveis, concluímos que
DFf pDsqpXiq “
ż
φspDq
divpfXiqdx
“
ż
D
pdivpfXiqqpφspxqq |Dφs| dx.
(4.6)
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Logo incluímos o resultado de um cálculo da segunda derivada da expressão (4.4) a partir
da expressão (4.6)
D2µpDsqpXiq “
ż
D
divppdivXiqXiqpφspxqq |Dφs| dx.
Corolário 4.2. Seja f P C8pRnq e suponha que Ff P C8pDq é o levantamento de f
definido como na equação (4.5). Então Ff admite uma variação aceitável φt.
Demonstração. Pela observação feita anteriormente temos
DFf pDsqpXiq “
ż
D
pdivpfXiqqpφspxqq |Dφs| dx.
Da prova do Lema 4.2 temos que Ff admite uma variação aceitável φt
Incluímos uma expressão para a segunda derivada
D2Ff pDsqpXiq “
ż
D
divppdivfXiqXiqpφspxqq |Dφs| dx.
Isto é, aplicando nosso resultado principal podemos obter uma fórmula integral para Ff .
Exemplo 4.1. Fazemos um exemplo para mostrar o funcionamento da maquinaria desen-
volvida com um caso particular. Considere em R2 a equação diferencial estocástica
dxt “
ˆ
1` σ
2
2
˙
xt dt` σxt dWt
dyt “ yt dt.
Neste caso temos que os campos que dirigem a equação são
X0px, yq “
ˆ
1` σ
2
2
˙
xBx ` yBy
X1px, yq “ σxBx
Para achar a solução da equação diferencial estocástica acima utilizamos a fórmula de Itô
sobre fpt, xq “ Aept`σxq e obtemos
dfpt,Wtq “
ˆ
1` σ
2
2
˙
fpt,Wtq dt` σfpt,Wtq dWt. (4.7)
Aplicando isto vemos que o fluxo solução φtpx0, y0q da equação é dado por
φtpx0, y0q “ pxt, ytq “ px0et`σWt , y0etq.
Utilizando o Teorema 3.2 para o funcional volume temos que
µpDtq ´ µpDq “
ż t
0
DµpDsqpX0q ds`
ż t
0
DµpDsqpX1q dWs.
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Da formula (4.4), vemos que
DµpDsqpX0q “
ˆ
2` σ
2
2
˙
µpDsq
DµpDsqpX1q “ σµpDsq,
onde
dµpDtq “
ˆ
2` σ
2
2
˙
µpDtq dt` σµpDtq dWt.
Novamente utilizando (4.7) vemos que a solução desta equação é dada por
µpDtq “ µpD0qe2t`σWt .
Para o caso particular em que D é o disco unitario o calculo de µpDtq pode ser feito
explicitamente a partir da definição. De fato, se px0, y0q P D sabemos que sua evolução por
φt é dada por
pxt, ytq “ px0et`σWt , y0etq.
Utilizando que x20 ` y20 ď 1 concluimos que
Dt “ φtpDq “
"
px, yq P R2, x
2
pet`σWtq2 `
y2
e2t
ď 1
*
.
Então, utilizando a formula de volume para o domínio limitado por uma elipse, vemos que
µpDtq “ pie2t`σWt ,
como desejado.
Observação 4.2. A partir do Corolario 4.1 vemos que o Teorema 3.3 é valido para
funcionais de domínio os quais ocorrem numa variedade de aplicações. Por exemplo,
escolhendo fpxq “ xi (a i-ésima função coordenada), vemos que o levantamento de f
dá a i-ésima coordenada do centro de massa de um domínio, dimensionada en volume.
Este funcional e seu comportamento sob fluxos estocásticos tem sido estudado em diversos
contextos (ver (ZIRBEL, (1997)), e suas referências).
Lema 4.3. Suponha que A : D Ñ R é o funcional de domínio suave atribuindo a cada
domínio a área de sua hipersuperfície de contorno. Então A admite uma variação aceitável
φt.
Demonstração. consideramos A : D Ñ R, o funcional de domínio suave que atribui a cada
D P D a área da sua hipersuperfície de contorno. Seja X0, Ψ e γ como acima. Então,
d
d
ˇˇˇˇ
“0
Apγq “ d
d
ˇˇˇˇ
“0
ż
BD
?
gdσ,
onde dσ é a medida da área da superficie e
?
g é a raiz quadrada do determinante da
métrica induzida na fronteira de γ.
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Escolhemos o integrando próximo de um ponto fixo σ P BD. Após a translação e rotação,
podemos asumir que σ coincide com a origem, que o vetor normal unitario pertence
ao longo do eixo Euclideano xn, e que uma vizinhança de σ é parametrizada por uma
pequena bola, B, no hiperplano px1, x2, . . . , xn´1, 0q centrado na origem. Denotamos a
parametrização por η : B Ñ BD, e observamos que η pode ser escolhido de modo que
ηp0q “ σ, e BηBxi “ τi, 1 ď i ď n´ 1, é um quadro ortonormal perto de σ.
Calculamos d
d
ˇˇ
“0
?
g nestas coordenadas.
Já que Ψ é um difeomorfismo, Ψ ˝ η é uma parametrização de uma vizinhança de Ψpσq.
Utilizando esta parametrização podemos escrever as componentes da métrica na Bγ perto
de Ψpσq:
gij “
BBΨ ˝ η
Bxi ,
BΨ ˝ η
Bxj
F
.
Utilizando a expressão (1.12) temos, como na equação (4.2) acima,
BΨ ˝ η
Bxi “ τi ` DX0 ¨ τi,
onde DX0 é a derivada da função X0 : Rn Ñ Rn. Consequentemente,
gij “
BBΨ ˝ η
Bxi ,
BΨ ˝ η
Bxj
F
“ xτi ` DX0 ¨ τi, τj ` DX0 ¨ τjy
“ δij ` xτi, DX0 ¨ τjy ` xDX0 ¨ τi, τjy ` 2xDX0 ¨ τi, DX0 ¨ τjy
“ δij ` xτi, DX0 ¨ τjy ` xDX0 ¨ τi, τjy `Op2q.
Como
d
d
ˇˇˇˇ
“0
detpgijq “ traço
ˆ
d
d
ˇˇˇˇ
“0
pgijq
˙
,
segue que,
d
d
ˇˇˇˇ
“0
?
g “ d
d
ˇˇˇˇ
“0
b
detpgijq
“
˜
1
2
a
detpgijq
d
d
detpgijq
¸ ˇˇˇˇ
ˇ
“0
“ 12
d
d
ˇˇ
“0detpgijq
“ 12traço
ˆ
d
d
ˇˇ
“0pgijq
˙
“ 12traçopxDX0 ¨ τi, τjy ` xτi, DX0 ¨ τjyq
“ 12p2q
n´1ÿ
i“1
xDX0 ¨ τi, τjy
“
n´1ÿ
i“1
xDX0 ¨ τi, τiy.
Capítulo 4. Aplicações e Exemplos 68
Fixamos τn “ ν, obtemos
d
d
ˇˇˇˇ
“0
?
g “
nÿ
i“1
xDX0 ¨ τi, τiy ´ xDX0 ¨ ν, νy
“ divpX0q ´ xDX0 ¨ ν, νy.
(4.8)
Se φs é a solução da equação (3.1) vemos que
DApDsqpXiq “
ż
BD
rdivpXiqpφsq ` xDXi ¨ νs, νsypφsqs?gsdσ, (4.9)
onde νs é o normal unitario apontando para fora ao longo de BDs e ?gs é a raiz quadrada
do determinante da métrica induzida na BDs. A partir da equação (4.9) e o feito no final
da prova no Lema 4.2 concluímos que rDApDsqpXiq,W s existe para qualquer movimento
Browniano W , como queríamos.
Observação 4.3. A partir da equação (4.9) é claro que para calcular a segunda derivada
do funcional A basta compreender a variação do vetor normal unitário. Já que xν, νy “ 1,
temos
9ν “ d
d
ˇˇˇˇ
“0
ν P TσBD.
Seja tτi, 1 ď i ď n´ 1u a base ortonormal para TσBD dado acima. Seja τ i a imagem de τi
sob o mapa Ψ. Já que
n´1ÿ
i“1
xν, τ i yτ i “ 0, temos
n´1ÿ
i“1
x 9ν, τiyτ i “ ´
n´1ÿ
i“1
xν,DX ¨ τiyτi.
Portanto
d
d
ˇˇˇˇ
“0
ν “ ´
n´1ÿ
i“1
xν,DX ¨ τiyτi. (4.10)
Utilizando as equações (4.9) e (4.10) e uma fórmula explícita para D2A segue imediatamente.
Proposição 4.1. Suponha que F : D Ñ R é um invariante de curvatura. Então F admite
uma variação aceitável φt.
Demonstração. Lembramos que dada uma variedade Riemanniana, o tensor de curvatura
de Riemanniana é definido intrinsecamente em termos de derivadas das componentes da
métrica Riemanniana.
Dizemos que um funcional de domínio F : D Ñ R é um invariante de curvatura se ele
depende somente das componentes do tensor de curvatura de Riemanniana de BD e suas
integrais correspondentes sobre a BD. Então, por um cálculo semelhante ao dado acima,
temos que F admite uma variação aceitável φt.
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Observação 4.4. A proposição 4.1 estabelece que o resultado do Teorema 3.3 se aplica a
uma grande variedade de invariantes geométricos. Por exemplo, assuma que F atribui a
cada domínio sua curvatura média total ao quadrado:
F pDq “
ż
BD
H2dσ,
onde Hpσq é a curvatura média de BD em σ. Este funcional aparece numa variedade de
aplicações envolvendo elasticidade, e pela proposição 4.1 cai na classe dos funcionais aos
quais se aplica o Teorema 3.3.
Observação 4.5. Problemas de valores na fronteira para domínios limitados suavemente
fornece outra fonte rica de funcionais de domínio suave. Limitamos nossa discussão à de
problemas de Poisson e Autovalores.
Assuma que L “ divpaij∇q é um operador elíptico dado em função do divergente
com coeficientes suaves. Seja f : C8pRnq Ñ R e suponha que D P D. Seja u uma solução
do problema de valores na fronteria
Lu “ f em D
u “ 0 em BD. (4.11)
Considere o funcional suave FL,f : D Ñ R (ver (KINATEDER; MCDONALD; MILLER,
1998)) definido por
FL,f pDq “
ż
D
upxqdx. (4.12)
Funcionais da forma (4.12) ocorrem em um grande número de aplicações. Por exemplo, no
caso em que f “ ´1 e L “ 12∆, onde ∆ é o operador de Laplace, o funcional correspondente
é a rigidez torcional associada ao domínio D (quer dizer, uma medida da resistência ao
torque de um bastão uniforme de seção transversal em D). Tais funcionais têm uma longa
história para uma variedade de aplicações em mecânica de fluidos, testes não invasivos,
etc (ver (GARABEDIAN; SCHIFFER, 1953), (ELCRAT; MILLER, 1995)).
Proposição 4.2. Suponha que FL,f : D Ñ R é definido por (4.12). Então FL,f admite
uma variação aceitável φt.
Demonstração. Seja D P D e seja D “ ΨpDq a curva suave através de D com Ψ definido
por (1.9). Para  fixo, seja u a solução de
Lu “ f em D
u “ 0 em BD,
(4.13)
Capítulo 4. Aplicações e Exemplos 70
e seja v a solução de
Lv “ 1 em D
v “ 0 em BD. (4.14)
Então
d
d
ˇˇˇˇ
“0
FL,f pDq “ d
d
ˇˇˇˇ
“0
ˆż
DXD
pu ´ uqdx
˙
“ d
d
ˇˇˇˇ
“0
ˆż
DXD
pu ´ uqLv ´ uLpu ´ uqdx
˙
,
onde utilizamos o que u (respectivamente, u) desaparece na fronteira de D (respectiva-
mente, D) e pelo fato de que Lpu´uq “ 0 em DXD. Aplicando o Teorema da divergência
e expandindo u perto da fronteira de D (respectivamente, u perto da fronteira de D),
obtemos (ver (KINATEDER; MCDONALD; MILLER, 1998) para detalhes precisos),
d
d
ˇˇˇˇ
“0
FL,f pDq “
ż
BD
x∇u, , νyxaij∇v, νydσ, (4.15)
onde o emparelhamento é o produto interno padrão, ν é o vetor normal unitario apontando
para fora e dσ é a medida de superfície. Utilizando o mesmo fato feito no final da prova
no Lema 4.2, concluímos que FL,f admite uma variação aceitável φt.
Observação 4.6. Para dar uma fórmula para D2FL,f basta calcular a variação da solução
do problema com valores na fronteira dado pela equação (4.14). Isto é realizado em (ver
(GARABEDIAN; SCHIFFER, 1953)) através de um cálculo da variação da função de
Green’s para o correspondente problema com valores na fronteira. Nós registramos o
resultado (originalmente devido a Hadamard): Seja Gpx, yq a função de Green para o
operador L e denotemos por δG a variação sob perturbações do domínio dado por o mapa
Ψ. Então
δGpx, yq “
ż
BD
BG
Bν pz, xq
BG
Bν pz, yqxX0, νydσ.
Denotamos por u a solução da equação (4.13) e observamos que
upxq “
ż
D
fpyqGpx, yqdy.
Se δupxq é a variação de u sob perturbações do domínio, temos
δupxq “
ż
D
rδGpx, yqfpyq ` divpfpyqgpx, yqX0qsdy.
Assim, δu satisfaz
Lpδuq “ 0 em D
δu “ BuBν xX0, νy em BD.
(4.16)
A fórmula para D2FL,f segue imediatamente a partir de (4.15), (4.16), e os outros cálculos
desta seção.
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Nosso exemplo final envolve espectros para problemas com valores na fronteira
envolvendo um operador de forma de divergência elíptica definido com condições de
contorno de Dirichlet auto-adjuntos.
Proposição 4.3. Suponha que L “ divpaij∇q é um operador elíptico dado em função do
divergênte, com coeficientes suaves. Seja λ1 um funcional de domínio suave que atribui
para cada domínio o primeiro autovalor de Dirichlet para L. Então λ1 admite uma variação
aceitável φt.
Demonstração. Seja D P D e seja D “ ΨpDq uma curva suave através de D com Ψ
definido pela expressão (1.9). Para  dado, seja Ψpxq a função própria normalizada corres-
pondente para o primeiro autovalor de D, Ψpxq é o autovetor normalizado correspondente
para o domínio D e λ1, o autovalor associado. Entãoż
DXD
ΨLΨdx “ λ1,
ż
DXD
ΨΨdx,
e ż
DXD
ΨLΨdx “ λ1
ż
DXD
ΨΨdx,
do qual obtemos, utilizando o Teorema da divergência que
pλ1, ´ λ1q
ż
DXD
ΨΨdx “
ż
BpDXDq
pΨxaij∇Ψ, νy ´Ψxaij∇Ψ, νyqdσ, (4.17)
onde ν é o vetor normal unitário apontando para fora e dσ é a medida de superfície.
A partir da equação (4.17) e a condição de normalização concluímos que
Dλ1pDqpX0q “
ż
BD
x∇Ψ, νyxaij∇Ψ, νydσ. (4.18)
Como anteriormente, utilizamos a equação (4.18) e o feito no final da prova no Lema 4.2,
para obter que λ1 admite uma variação aceitável φt.
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Capítulo 5
Considerações Finais
Neste trabalho, definimos e estudamos uma classe natural de processos estocás-
ticos tomando valores no conjunto de domínios limitados suaves em Rn, incluindo uma
expressão para a integral de uma 1´forma exata ao longo das trajetórias destes processos,
que surgem através da ação de um sistema dinâmico suave. Nossos resultados, bem como
as técnicas que empregamos, podem ser ajustadas para estudar o caso de variedades
Riemannianas completas.
73
Referências
BAUDOIN, F. Diffusion processes and Stochastic calculus. .: European Mathematical
Society, 2014.
DUNCAN, T. Frechet-valued martingales and stochastic integrals. Stochastics: An
International Journal of Probability and Stochastic Processes, Taylor & Francis, v. 1,
n. 1-4, p. 269–284, 1975.
ELCRAT, A. R.; MILLER, K. G. Variational formulas on lipschitz domains. Transactions
of the American Mathematical Society, v. 347, n. 7, p. 2669–2678, 1995.
ELWORTHY, K. D. Stochastic differential equations on manifolds. New York: Cambridge
University Press, 1982. v. 70.
GARABEDIAN, P. R.; SCHIFFER, M. Convexity of domain functionals. California:
Stanford, 1953.
GRAY, A. Tubes. Addison-Wesley: Redwood City, CA, (1990).
HAMILTON, R. The inverse function theorem of Nash and Moser. Bull: AMS 7, p.
65-222, (1982).
IKEDA, N.; WATANABE, S. Stochastic differential equations and diffusion processes.
North-Holland, Kodansha, 1981.
KINATEDER, K.; MCDONALD, P. An ito formula for domain-valued processes driven by
stochastic flows. Probability theory and related fields, Springer, v. 124, n. 1, p. 73–99, 2002.
KINATEDER, K.; MCDONALD, P.; MILLER, D. Exit time moments, boundary value
problems, and the geometry of domains in euclidean space. Probability theory and related
fields, Springer, v. 111, n. 4, p. 469–487, 1998.
KUNITA, H. Stochastic Flows And Stochastic Differential Equations. Cambridge, U.K.:
Cambridge University Press,, (1988).
KUNITA, H.; GHOSH, M. Lectures on stochastic flows and applications. Berlin: Springer,
1986.
KUO, H.-H. Introduction to stochastic integration. New York: Springer Science & Business
Media, 2006.
MALLIAVIN, P. Stochastic Analysis. Berlin: Springer Verlag, (1998).
PROTTER, P. Stochastic Integration and Differential Equations. New York: Springer
Verlag,, (1990).
Referências 74
STROOCK, D. W. Markov Processes from K. Ito’s Perspective (AM-155). New Yersey:
Princeton University Press, 2003.
ÜSTÜNEL, A. A generalization of itô’s formula. Journal of Functional Analysis, Elsevier,
v. 47, n. 2, p. 143–152, 1982.
USTUNEL, A. Some applications of stochastic calculus on the nuclear spaces to the
nonlinear problems. In: Nonlinear Stochastic Problems. .: Springer, 1983. p. 481–508.
WONG, E.; ZAKAI, M. Riemann-Stieltjes approximations of stochastic integrals.
Zeitschrift für Wahrscheinlichkeitstheorie und verwandte Gebiete: Springer, 1969. v. 12.
87–97 p.
ZIRBEL, C. Translation and dispersion of mass by isotropic Brownian flows. Bowling
Green: Stoch. Proc. Appl, p.70, 161-178, (1997).
