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A Neglected Note Showing Gauss at Work* 
WILLIAM C. WATERHOUSE 
A neglected entry in Gauss’ lir,&r~c/r records a conjecture on cyclotomic norms followed 
by a sketch of a disproof. It illustrates how he originally thought about that topic. and it also 
allows us to reconstruct an example of the day-to-day work that lay behind his great publica- 
tions. u IYXh Acl~demic I’rch\. Inc. 
Parmi les notes du Ttr~c+r& de Gauss, il y en a une qui propose une conjecture sur les 
normes cyclolomiques pour en souligner immediatement apres le faussete. Celle note nous 
fait voir comment Gauss concevait le sujet a cette epoque. Elle nous permet aussi d’entre- 
voir la nature du travail sous-jacent a son magistral Disquisifiones Arithmeficae. 8 1986 
Academic Press, Inc. 
In seinem T~&trc/r hat Gauss eine Vermutung iiber Kreisteilungsnormen aufgestellt, der 
die Sk&e einer Widerlegung folgt. Sie veranschaulicht, wie Gauss ursprunglich tiber diesen 
Problemkreis gedacht hat. Sie gestattet zugleich. ein Beispiel der tuglichen Arbeit zu rekon- 
struieren. die seinen grol.Sen Verfiffentlichungen zugrunde liegt. ‘1 IYXf, Acxlemic I’rc\\. Inc. 
AMS 1980 subject classifications: 01 ASO. 10-03. 
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As we all know, Gauss looked on works of mathematics as works of art, not to 
be displayed to the public until they had been shaped into their final form. The 
painter Whistler once said, “A picture is finished when all trace of the means used 
to bring about the end has disappeared” [Whistler 1892, 1151; Gauss similarly 
used to say that when a building is completed, you don’t leave up the scaffolding 
[Sartorius von Waltershausen 1966,671. And indeed, few of us would want to see 
the triumphal progress of reason in the Disquisitiones Arithmeticae interrupted by 
hemming and hawing. Yet at the same time there is some interest in knowing how 
Gauss went about his work. 
In this direction, the seventieth entry in Gauss’ Tagebuch is particularly enlight- 
ening, because it contains an idea that did not work out. It begins with a conjec- 
ture, recorded by Gauss together with some evidence for it; and then it shows us 
how within a day or two Gauss found a reason why the conjecture had to be 
wrong. This negative conclusion seems to have discouraged the editors of the 
Werke (and other commentators) from giving any explanation of the topic [Gauss 
1917, Eymard & Lafon 1956, Biermann et al. 1981, Gray 19841. But we shall see 
that the question involved is nontrivial, and we can make some plausible recon- 
structions of Gauss’ line of thought. 
* This work was supported in part by the National Science Foundation under Grants MCS 8102694 
and DMS 8400649. 
147 
03 15-0860/86 $3.00 
Copyright 0 1986 by Academic Press. Inc. 
All rights of reproduction in any form reserved. 
148 WILLIAM C. WATERHOUSE HM 13 
I. WHAT THE ENTRY SAYS 
We begin by looking at the actual Tugebuch entry (in my translation from the 
Latin). It is undated, but the dates of the surrounding entries show that all of it 
was written between July 23 and July 27, 1797. 
Perhaps all products of 
((1 + bp + cp’ + dp3 + .), 
where p denotes all primitive roots of the equation x” A I, can be reduced to the form 
(x - PY)(X - P2Y) . 
For one has 
(a + bp + cp2) x (a + bp2 + cp) = (a - b)’ + (u - b)(c - (0 + (c - a)!. 
(a + bp + cp* + dp3) x (a + bp3 + cp2 + dp) = (a - c)’ + (b - d)‘, 
(a + bp + cp* + dp3 + ep4 + fp5) X . 
= (a + b - d - e)2 - (a + b - d - e)(o - c - d - f) + (u - c - d - f)’ 
= (a + b - d - e)2 + (u + b - d - e)(b + c - P - ,f) + (b + c - e - f)‘. 
See Feb. 4. 
It is false. For it would follow from this that the product of two numbers expressed in the 
form 
product of (X - py) 
would be expressed in the same form, which is easily disproved. [Gauss 1917. 5201 
To help our understanding, let me paraphrase the conjecture in modern terms 
[I]. Gauss starts with an arbitrary element /3 = a + bp + . . . in the ring Z[p] of 
cyclotomic integers for a given n. Replacing p in this expression by some other 
primitive root is the same as replacing p by one of its conjugates, and the product 
of all these expressions is the norm N(P) of p. The question is whether every such 
norm is actually also the norm of an element of the form x - py. 
The computations recorded in the entry are the cases n = 3, n = 4, and n = 6. 
These are the simplest cases to compute, because there are only two primitive 
roots, and hence there are only two factors in the product. As was noted in the 
Werke, there are a couple of sign errors in the formulas given for n = 6: the 
expressions should be 
= (a + b - d - e)* - (a + b - d - e)(a - c - d + f) + (a - c - d + f)? 
= (a + b - d - e)* - (a + b - d - e)(b + c - e -f) + (b + c - e - f)‘. 
But the main point (which Gauss did not bother to record explicitly) is that from 
these equalities we see that the arbitrary norm for 12 = 3 comes out equal to the 
norm of 
(a - b) + Cc - alp, 
the one for 12 = 4 comes out equal to the norm of 
(a - cl + (b - d)p, 
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and the one for n = 6 comes out equal to the norms of 
(a + b - d - e) + (a +f- c - d)p 
and 
(a + b - d - e) + (b + c - e -f)p. 
These three examples obviously led Gauss to wonder whether there would be 
similar equalities for all ~1. 
2. THOUGHT NOT STRUCTURED AROUND THE MINIMAL EQUATION 
As I already said, the three cases Gauss worked out are the simplest ones, 
because in these cases there are only two primitive roots. But actually that fact 
makes these cases very special, because p then satisfies a quadratic equation with 
integer coefficients 
and 
p*+p+1=0 for n = 3, 
p*+1=0 for it = 4, 
p*-p+l=O for it = 6. 
Hence we can take an expression involving all the powers of p and reduce the 
square and higher powers to combinations of 1 and p. In other words, we can 
ignore the passage to the norm: in these three cases, every cyclotomic integer is 
actually equal to an expression of the form x - py. 
Obviously this reasoning was within the grasp of Gauss at the time. The inter- 
esting point to observe is that he almost certainly was not thinking in those terms. 
Indeed, our note actually contains three different pieces of evidence supporting 
this observation. First, of course, is the mere fact that he made the conjecture. If 
someone of his ability and judgment had seen from the start how special his three 
examples actually were, it is hard to believe that he would have based even a 
conjecture on them. 
Naturally I realize that this first piece of “evidence” is quite subjective, but the 
second is thoroughly concrete: it is found in a careful study of the expressions 
x - py that Gauss used in his examples. For n = 3, for instance, we have p’ = 
-p - I, and hence a + bp + cp’ is equal to (~1 - c.) + (b - clp. But this is 
nor the expression Gauss found; the formula he gives corresponds rather to 
(a - 6) + (c - a)p. This does indeed have the same norm, because it is p times the 
first expression, but there is no obvious way by which Gauss would have been led 
to it if he had begun with the identity 1 + p + p* = 0. The only natural explanation 
is that Gauss first carried out the actual multiplication 
(a + bp + cp*)(a + bp’ + cp) 
= a2 + b2 + c* + ab(p + p*) + ac(p + p*) + bc(p + p*); 
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only then did he use the equation 1 + p + p2 = 0, simplifying the expression to 
a2 + b2 + c2 - ab - ac - be, 
and finally he factored this polynomial in a, b, and c. This reconstruction is 
supported by the fact that exactly the same phenomenon occurs in his formulas 
for n = 6: his expressions correspond not to the element one gets using p2 = p - 1 
but rather to p and p2 times this element. In addition, we might say that the sign 
errors for II = 6 are much more likely to have occurred in copying out a polyno- 
mial factorization. If Gauss had begun by using the minimal equation for p, it 
would have been clear (for instance) that p3 = - 1 will force f and c to have 
opposite signs. 
Finally, this reconstruction is strongly confirmed by our third piece of evidence, 
Gauss’ reference to “Feb. 4.” The Werke editors said nothing about this, and 
their reticence was quite natural, because the earlier Tagebuch entry dated “Feb. 
4” (No. 56) is a quite unrelated note on quadratic reciprocity [2]. But the facsimile 
copy of the Tagebuch shows that when Gauss listed dates, he put them not at the 
start of the entry but at the end, flush with the right margin. Since the entries were 
short and the paper unlined, a quick glance might associate a date not with its own 
entry but with the entry below it. This is clearly what happened in the present 
case, since entry number 57 (whose true date is Feb. 6) contains an expression we 
have just seen: 
The form 
au + bb + cc - bc - ac - ab, 
as far as divisors are concerned, agrees with this one: 
au + 3bb. 
The Werke editors verified this ad hoc but did not observe that the first form is the 
norm of a + bp + cp2, where p is a primitive cube root of 1 (and, as we would say, 
p generates the same field over Q as does G). It is interesting that Gauss first 
thought of bringing this norm within the scope of his study of integral quadratic 
forms, but for our purposes the significant fact is that here again he started from 
a + bp + cp’, not using the equation on p to make a preliminary reduction [3]. His 
reference back to this entry shows clearly that his computation on norms had 
indeed involved the worked-out expression a2 + b’ + c2 - oh - UC’ - bc. 
Obviously I am not asserting that in 1797 Gauss was unaware of the equation 
satisfied by p. Indeed, the reconstruction above shows that he must have used that 
equation in working out his examples. My point is the more subtle one that he did 
not think immediately in terms ofthis equation. In fact, the Tagebuch shows that 
it was almost exactly at this time that he began to struggle with questions on the 
linear independence of periods over the ratio&s [Gauss 1917, 5211 [4]; these are 
precisely questions about the extent to which formally different expressions in p 
actually represent different numbers. 
We can thus trace a clear development in Gauss’ thought on this subject. He 
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began by studying all nth roots of unity [5], and correspondingly he used only the 
identity pn = 1. He soon recognized the special role of the primitive roots, helped 
no doubt by his parallel work on primitive roots modulo p. But the original idea 
still survives in the Disquisitiones, though the restriction to prime exponents 
makes it unobtrusive there. In Section 339, for instance, Gauss writes out the 
equation 
1 + p + p2 + . . . + p”-’ = 0, 
but then in Section 340 he carries out a sort of reduction to standard form that 
allows the trivial root of 1 and ends up with an expression including a term in 
X”-I. Around 1808, however, the study of cubic reciprocity turned Gauss’ atten- 
tion back to the field generated over the rationals by the cube roots of 1, and on 
that occasion he made a point of noting down first of all that every element could 
be expressed in the form a + bp [Gauss 1900,18]. Our Tagebuch entry shows that 
this modem style of thought was one that he had acquired during the intervening 
decade. 
3. A COMPUTATIONAL DISPROOF 
Now that we have understood the viewpoint from which Gauss originally envi- 
sioned his conjecture, we can proceed to his disproof of it. His first step was to 
observe that the product of two norms would again be a norm. This is a relatively 
simple observation, but it is a significant one, since obviously it was derived from 
the observation [6] that the product of two numbers in F[ p] is again in Z[ p]. That 
is, it brings out the significance of the fact that Z[p] is a ring. The ring property 
becomes explicitly important in Gauss’ analysis of the combinations of periods in 
Section 345 of the Disquisitiones, and of course it is crucial for his later realization 
that in higher reciprocity laws one had to study the arithmetic of these rings. 
The other step is less clear: Gauss merely says that the closure property for 
N(x - py) “ is easily disproved.” We need to imagine how Gauss might have used 
methods familiar to him in 1797 to carry out such a disproof. One’s first thought is 
that the argument was probably computational, since we know that Gauss regu- 
larly did a great deal of computational checking in his number-theoretic work 
[Maennchen 19181. Probably here he started by computing values of N(x - py); 
this expression is closely related to others he was considering, and it involves only 
the two parameters x and y rather than the n parameters involved in an arbitrary 
norm. The first case not settled was n = 5, so he presumably began there. 
Here is how the work might have gone. The norm for n = 5 is closely related to 
the equation satisfied by p: it is 
(x - PYNX - P2Y)(X - P3Y)(X - P4Y) 
= Y4WYI - PWYI - P2WYI - P3WYI - P4) 
= y4( [x/ylS - 1 )l([x/y] - 1) = (X” - y S)l(X - y) 
= x4 + x3y + x*y* + xy3 + y4. 
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It is easy now to see that this expression cannot be small unless x and y are both 
relatively small. Indeed, we have 
p = cos(2d5) + i sin(2&), 
as Gauss of course knew (in Section 359 of the Disquisitiones he says that it “is 
known from elementary books”). Hence the expression 
u“ + 113 + u2 + u + 1 
can be written as 
(l.42 - 2u cos(2d5) + l)(u2 - 2u cos(47r/5) + l), 
which in turn can be rewritten as 
[{u - cos(2d5))’ + {sin(27rlS)}‘][{rr - cos(47r/5)}’ + {sin(4rr/S)}‘]. 
This rewriting was also familiar to Gauss and is recorded in more general form in 
Section 341 of the Disquisitiunes. For any real number u, therefore, the expres- 
sion is r{sin(2~/5)}?{sin(4~/5))’ = 25/80. Hence we get 
N(x - yp) 2 (25/80)y4. 
Since the final formula for the norm shows that it is symmetric in x and y, we 
similarly have 
N(x - yp) L (25/80)x4. 
This estimate, though not the best possible [7], lay ready at hand for Gauss as for 
us, and it is enough to let us compute all the small values of N(x - yp). It shows, 
for instance, that the values less than 196 must come from x and y of absolute 
value less than 5. We can thus easily tabulate these values, particularly since 
interchanging x and y or multiplying them both by - 1 leaves the value unchanged. 
The results are shown in Table I. We can see there, for instance, that 5 and 31 
occur in the form N(x - yp), while their product 155 does not. Thus Gauss’ 
assertion is borne out. 
4. A CONGRUENCE DISPROOF 
Although it is likely that Gauss gave a computational disproof like the one I 
have just reconstructed, there is one other style of argument that he might possi- 
bly have used, one that relies on congruence reasoning similar to reasoning that he 
used elsewhere. Such an argument will have the same form for every prime 
exponent II = p > 3, and so we may as well look at it in that generality. 
In this argument we focus our attention on the values of the norm divisible by p. 
The expression for the norm is 
iv = N(x - yp) [= (x” - y”)l(x - y)] = x/‘-I + x”-‘y + . . y/j-‘. 
Obviously we get p itself as 1 + 1 + . . . + 1 = N(1 - p). But (I claim) we do not 
get p2. Indeed, if N is divisible by p, then p must divide xp - yp, and hence (by 
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TABLE I 
VALUES OF N(X - py) FOR n = 5 AND /XI, I)‘[ <5 
k Y) N (x,Y) N (x, Y) N 
(0, 0) 0 (1, 3) 121 (2, 4) 496 
(0, 1) 1 (1, -3) 61 (2, -4) 176 
(0, 2) 16 (1, 4) 341 (3, 3) 405 
(0, 3) 81 (1, -4) 205 (3, -3) 81 
(0, 4) 256 (2, 2) 80 (3. 4) 781 
(1, 1) 5 (2, -2) 16 (3, -4) 181 
(1, -1) 1 (2, 3) 211 (4,4) 1280 
(1, 2) 31 (2, -3) 5.5 (4, -4) 256 
(1, -2) 11 
Fermat’s little theorem) p divides x - y. Write x = y + ps for some integer s. (We 
may assume s # 0.) Then one has 
xp = (y + ps)P = yp + yp-‘sp2 (modulo p3). 
This is not hard to prove, and it is a special case of a result proved by Gauss in the 
Disquisitiones. The result occurs quite early there (in Section 86, the discussion of 
primitive roots modulo pm), and so Gauss was probably acquainted with it by the 
time of our Tugebuch entry. Using this result, we get 
N = (XP - yP)l(x - y) = yp-‘p (modulo p2), 
Hence either N is divisible by p3 or N is congruent top modulo p2. Thus indeed p2 
cannot be written in the form N(x - yp). 
5. THE FACTS OF THE MATTER 
Using more modern techniques, we can show that the three cases Gauss origi- 
nally wrote down are actually the only ones where his conjecture holds. Nor is 
this merely because there are products that fail to have the right form. In fact: 
THEOREM. Let n be any positive integer different from 1,2,3,4, and 6. Let p be a 
primitive nth root of unity. Then there are prime integers that are norms from Z[p] 
without having the form N(x - yp). 
The proof (in outline) runs as follows. Let 4(n) be the Euler function, which is 
equal to the number of conjugates of p. Just as for n = 5, we can show that 
N(x - yp) is at least a constant times 
Hence the number of values of N(x - yp) less than some large number T is at most 
a constant times T2’+(n). For n f 1, 2, 3, 4, 6 we have 4(n) > 2, and hence the 
exponent 2/$(n) is strictly less than 1. But the Chebotarev density theorem [Cas- 
sells & Frohlich 1967, 2271 implies that the number of primes less than T that are 
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norms of elements in Z[ p] is asymptotic to a constant times 7’/log( T). Thus for 
large T the numbers less than T will actually include substantially more prime 
norms than numbers (prime or not!) of the form N(x - yp). 
6. GENERAL CONCLUSIONS 
Thus far we have been looking at the (partially reconstructed) details of Gauss’ 
work. Now we can summarize the underlying procedure, which is actually made 
particularly clear by Gauss’ failure to reach a positive conclusion. In outline, 
including some natural steps that are more clearly marked in other work of Gauss, 
we can describe the process as follows. 
(1) With a broad subject in mind (roots of unity), Gauss examined some particu- 
lar cases (n = 3, 4, 6) with an eye to possible generalizations. He isolated a 
statement of special interest and simplicity that was true in the particular cases, 
and he asked himself whether it might be true in general. 
(2) Doubtless then he considered whether he could immediately invent a proof 
of the general statement. In this case of course he could not, and he had estab- 
lished the particular cases by computations that did not generalize. 
(3) He then returned to some sort of testing of particular cases. Probably this 
involved n = 5, the first case not settled. A direct test, however, would require 
computing the norm of u + hp + cp7 + dp3 + ep4 (a polynomial of degree 4 in the 
five variables a, b, c, d, e) and trying to decide whether its values were of the form 
N(x - yp). If Gauss did this, he might have seen fairly quickly that the norm is not 
formally expressible as N(x - yp); that is, there are no identities like the ones for 
n = 3, 4, 6. But that observation would not have settled the question as he had 
phrased it, since the norms might each individually have the form N(x - yp) for 
some more subtle reason. 
(4) Gauss then (probably after the slight delay marked by the new paragraph in 
the entry) turned to indirect testing of the conjecture: he derived a logical conse- 
quence of it and tested the consequence. (He observed that the conjecture would 
force the set of N(x - yp) to be closed under multiplication.) This gave him a more 
specific result to test, and thus he found the disproof. It should be noted that, no 
matter which method he used, the counterexamples he got would actually also 
furnish a direct disproof of the original conjecture. That is, we could use N(1 - p) 
= 5 and N(l - 2~) = 31 to conclude that N(l - 3p + p*) = 155, while the 
computation shows that 155 is not of the form N(x - yp). Alternatively, we could 
use N(l - p) = 5 to conclude that N( 1 - 2p + p2) = 25, while the congruence 
argument shows that 25 is not of the form N(x - yp). But passing to the conse- 
quence was nonetheless a major step, because it focused Gauss’ attention more 
narrowly on a particular point that suggested a possible test. 
There is nothing unfamiliar in this outline, and indeed most working mathemati- 
cians will think it commonplace. Karl Popper found such approaches so common 
among scientists that he used them as the basis for his philosophy of science: 
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From a new idea, put up tentatively, and not yet justified in any way . . . conclusions are 
drawn by means of logical deduction. These conclusions are then compared with one another 
and with other relevant statements. . . [Popper 1959, 321 
George Polya also placed heavy emphasis on such approaches in his discussions 
of heuristic methods in mathematics and the teaching of mathematics [Polya 1954, 
19651. But the mere fact that Polya needed to write his books shows that such a 
structured approach does not come naturally to most people. It is striking to see it 
so clearly displayed in the Tagehuch of the young Gauss. 
One incidental point also deserves the attention of historians. Gauss’ conjecture 
here proved false, and the analysis needed to disprove it did not immediately lead 
Gauss to any other conclusions worthy of note. Nevertheless, as we have seen, 
this analysis required him to use ideas that were significant in his research, then 
and later. Such a phenomenon is much more common than the historical record 
would suggest, and the analysis of such unsuccessful ideas plays a major role in 
developing a mathematician’s intuitive grasp of the subject. 
NOTES 
1. In most points, this paraphrase reflects the exact ideas of the original. The only significant fact to 
remember is that at this time Gauss had not shown (for general n) that the equation satisfied by the 
primitive roots is irreducible. Thus he could not have said that the various factors in the product are 
“conjugates” in the modem sense. 
A reader of the paper has however quite properly pointed out that the norm in general (for even n) 
would not actually involve the factor (X - p*y) that Gauss included in his abbreviated expression. We 
should therefore briefly consider whether he might be referring to the product 11(x - p’y) extended over 
all values of i from 1 to n - 1. But this is most unlikely, as it would not be in accord with the restriction 
to primitive roots on the other side of the equation. Probably Gauss’ tendency to focus on prime n (as 
in the Disquisiriones) made him automatically abbreviate the product as he did. Certainly in the 
examples he worked out for n = 4 and n = 6, he included only primitive roots. 
We may of course look at the question ourselves for the full product, which equals (x” - y”)l(x - y) 
for x # y. But that expression in fact fails to give all norms as soon as n > 3. Indeed, for n = 4 it can 
never equal 2 = N(l + p); for n = 6 it can never equal 3 = N(1 + p); and for all other n it is ruled out by 
the argument in Section 5, since it is always an integer multiple of the norm. 
2. Apparently some of the commentators [Eymard & Lafon 1956, Gray 19841 were indeed struck by 
the irrelevance of the “Feb. 4” entry, but they concluded that no cross-reference at all could be 
involved. Consequently, they changed the meaning in their translations, printing “Seen February 4” 
rather than “See.” This does not fit the dates of the surrounding entries, and it is not altogether faithful 
to the text, since the abbreviated Latin “Vid.” in the original cannot represent the past participle 
Visum. The explanation given above makes any such change of meaning unnecessary. 
3. This ternary quadratic form of course has determinant zero. The general study of ternary forms is 
one of the latest parts of the Disquisitiones (begun early in 1799, by Gauss’ own date [Gauss 1863, 
476]), and by the time Gauss wrote that section he knew more generally that ternary forms of determi- 
nant zero “are ternary only in appearance, and in reality are equivalent to binary forms” [Gauss 1863, 
Sect. 2671. This fact on quadratic forms can also be generalized to “degenerate” quadratic forms in 
more variables, but it is then no longer associated with the use of a minimal equation for p; the two 
topics merely happen to overlap when n = 3. 
4. I say “struggle with” the questions on linear independence because the Tugebuch records two 
separate stages in Gauss’ ultimately successful analysis. See also [ Johnsen 19841. 
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5. In some situations, of course, one does want to treat all roots of .r” = I on an equal footing. This is 
true in particular for the “Lagrange resolvent” method of solving equations, a method that Gauss had 
considered already back in 1796 [Gauss 1917, 5031. 
6. This is implicit in the “standard form” derived in Section 340 of the Disquisifiones. 
7. A more careful search for the minimum of u4 + u3 + u? + u + I would allow us to increase the 
constant (25/80) to a bit more than (2/3). But there is no reason for Gauss to have bothered with this 
refinement, since for his computation he would need not the best bound but just a workable bound. 
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