Abstract: In this paper, we characterize completely the structure of Clifford semigroups of matrices over an arbitrary field. It is shown that a semigroups of matrices of finite order is a Clifford semigroup if and only if it is isomorphic to a subdirect product of some linear (0-)groups. Then we generalize this result to a semigroup of matrices of countably infinite order and give a similar necessary and sufficient condition for it to be a Clifford semigroup.
Introduction and preliminaries
Throughout the paper, F is an arbitrary field, n is a positive integer. Let M n (F ) and GL(n, F ) be the set of all matrices and that of all invertible matrices of n × n over F , respectively. A matrix semigroup is defined as a semigroup whose set is a subset of M n (F ) and whose composition is the usual multiplication of matrices, see [1] , [2] , [3] , [4] , [5] and [6] . If a matrix semigroup is a group, then we call it a matrix group. For example, M n (F ) and GL(n, F ) are both matrix semigroups, and the latter is even a matrix group. Evidently, any matrix semigroup must be a subsemigroup of M n (F ) . By a linear group, we mean a subgroup of GL(n, F ).
Note that a matrix group must be isomorphic to some linear group. For instance,
is a group of matrices, which is isomorphic to GL(1, F ), the linear group of dimension 1.
Inverse semigroups are an important class of semigroups, and Clifford semigroups are an important class of inverse semigroups, see [7] , [8] , [9] and [10] . In fact, a Clifford semigroup may be defined as a completely regular inverse semigroup. We have studied the inverse semigroups of matrices in [2] . In this paper, we shall characterize completely the structure of a Clifford semigroup of matrices. Our main result of this paper is Theorem 2.1, which gives a sufficient and necessary condition for a semigroup of matrices of finite order to be a Clifford semigroup. This theorem should be generalized to those of matrices of infinite order in the last section of this paper. As a direct corollary of our main theorem, Corollary 2.5 improves the main results of [10] .
For proving our main theorem in the next section, we present now some lemmas for preliminaries.
The first lemma comes from [2, Corollary 3.5]. Lemma 1.1 If S is a Clifford semigroup of some n × n matrices with a matrix of rank r, then there exists an invertible matrix P so that for all a ∈ S, there exist an r ×r matrix U and an (n−r)×(n−r) matrix Z such that
We call a matrix a ∈ M n (F ) fullranked if the rank of a is n, that is r(a) = n.
We call a semigroup S ⊆ M n (F ) fullranked if every element of S is fullranked. If S contains the zero matrix 0 and every nonzero matrix of S is fullranked, then we
We call a segmiroup formed in this way a 0-group. Now we can prove our second lemma.
Lemma 1.2 A (0-)fullranked regular semigroup of matrices is a (0-)group.
Proof. Suppose that S ⊆ M n (F ) is fullranked regular semigroup, that is S ⊆ GL n (F ). For any nonzero element a ∈ S, a is actually an invertible matrix. So aba = a implies that ab = 1, the identity matrix. Therefore, S is a linear group.
Similarly, one can prove that if S ⊆ M n (F ) is 0-fullranked regular semigroup, then S is a 0-group. So the proof is complete If S ⊆ M n (F ) is a semigroup and r(a) = r(b) for any a, b ∈ S, then we call
is a semigroup containing the zero matrix 0 and r(a) = r(b) for any a, b ∈ S \ {0}, then we call S 0-monoranked. For Green's relations H,R,L,D and J , we refer to [7] , [8] and [9] . Then we can show the next statement, the last lemma of this section. Therefore, S \ {0} is a group and then S is a 0-group.
Similarly, one can deduce that S is a group provided that S ⊆ M n (F ) is monoranked Clifford semigroup. So the proof is complete 2 Structure of Clifford semigroups of matrices of finite order
Suppose that S ⊆ M n (F ) is a semigroup and there exists a matrix P ∈ GL(n, F ) such that for every a ∈ S, P
. Now we can prove our main theorem of this paper, which characterizes completely the Clifford semigroups of n × n matrices, where n is finite. Proof. Since S is monoraked, S is a group by Lemma 1.3. According to Theorem 2.1, one can easily complete the proof.
The next corollary is an immediate consequence of Theorem 2.1.
Corollary 2.5 Let F be a field and S ⊆ M n (F ) a semigroup. Then S is a maximal Clifford subsemigroup of M n (F ) if and only if S is isomorphic to the 0−group GL n (F ) {0}.
Note that the last corollary generalizes Theorem 7 of [10] , which stated the same result only under the condition that F is a finite field.
Structure of Clifford semigroups of matrices of countably infinite order
Given a finite positive integer n, we define a function φ n : For any s ∈ M X 0 (F ), we can view s naturally as a matrix with the size X 0 ×X 0 .
If S ⊆ M X 0 (F ) is a semigroup, then we call S is matrix semigroup of countably infinite order. Now, we can generalize our main result presented in last section to semigroups of matrices of countably infinite order and obtain the following theorem. This theorem can be proved by the same method as used in the proof of Theorem 2.1, but the Lemma 1.1 should be replaced by the next lemma.
is a Clifford semigroup with a matrix of rank r, then there exists an invertible matrix P of countably infinite order so that for all a ∈ S, there exist an r × r matrix U and a matrix Z of countably infinite such
Proof. Since S is a Clifford semigroup, S is an inverse semigroup. We denote its idempotents by E. If S contains a matrix b of rank r, then bb
It is clear that r(e) = r(bb f is an idempotent from that e is an idempotent. Evidently, r(f ) = r(e) = r.
Thus there exists P 0 ∈ GL(n, F ) so that P
where I is a matrix of countably infinite order all elements of which are 0 but the diagonals are 1s. Then P is an invertible matrix of countably infinite order, and
For any a ∈ S, set P −1 aP = c. Since P −1 SP is isomorphic to S and S is a As an immediate consequence of Theorem 3.1, the following corollary is similar to the Corollary 2.4.
Corollary 3.3 If S ⊆ M X 0 (F ) is a Clifford semigroup and every matrix of S is of rank 1, then S is a commutative group and all matrices of S are diagonalizable simultaneously.
