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We prove three theorems yielding sufficient conditions for a continuous function 
f: X-t Y to have no isolated bounding points (i.e., points at which it is not an open 
mapping), to be interior a L (i.e., f(z) Ef(X)‘), and to have its image cover a 
segment. In the first theorem X and Y are rather general topological spaces and 
some applications to optimal control are discussed. In the second and third 
theorems X an Y are finite-dimensional and we use the concepts of ordinary and 
unbounded derivate containers which are a form of set-valued derivatives. The 
proof of the second theorem also involves the topological degree off: 
1. INTRODUCTION 
Let X and Y be topological spaces, f: X+ Y and X E X. We shall write A’, 
&!,A for the interior, boundary and closure of A and shall refer to a set H 
as a neighborhood (nhd) of a point x or a set A if Ho contains x or A. We 
shall say that 
(a) 3 is a bounding point for f and f is bounding at X iff(2) E af(H) for 
some nhd H of X. If f is not bounding at X we say that f is open at X; 
(b) f is interior at X if f(X) E f(X)“; and 
(c) f is a covering of A if f(X) 2 A. 
A typical application of these concepts is in the context of optimization, 
e.g., if $2 is a Banach space, Y = R x p’, Cc jV and f = (f,, f,). If f is 
open at X then X does not yield a local minimum of f, on the set 
bEXlfi(X)E Cl; and if f is interior at X or is a covering of 
[fo(X) - E, 0] x C for some E > 0 then X does not yield a global minimum. 
These concepts are of particular interest for the theory of optimal control 
which employs open mapping theorems (like the inverse function theorem) as 
a standard tool and where specific covering theorems are also of use (e.g., [3, 
Lemmas 3.3 and 4.3, pp. 554 and 5651). In nonlinear control problems, local 
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or global controllability is related to the property of a function being open or 
interior at a particular control. 
We shall prove three theorems (and a’ corollary) involving these concepts. 
The first theorem, in a rather general setting (but excluding the case Y = R), 
yields sufficient conditions for a function f to have no isolated bounding 
points. It will be seen to be applicable to functions of relaxed controls but 
not to variational problems. The second theorem, based on the theory of the 
topological degree, yields a sufficient condition for a Lipschitzian function in 
R” to be interior at a point. The third theorem, for continuous functions in 
R” with a convex domain, yields a sufficient condition for such a function to 
be a covering of a segment. The last two theorems involve the use of 
ordinary and unbounded derivate containers [3, 5, 61 which are a form of 
set-valued derivatives. 
2. A BOUNDING FUNCTION THEOREM 
We shall refer to a function f: X -+ Y between Hausdorff spaces as locally 
closed if every x E X has a neighborhood H, such that f / H, maps closed 
sets onto closed sets. This will clearly be the case, in particular, if f is 
continuous and X locally compact. 
2.1. THEOREM. Let X be a regular topological space without isolated 
points and Y a Hausdorflspace with a base of topology 9 such that B - { y) 
is nonempty and connected tf y E B E 9. Let f: X + Y be continuous and 
locally closed. Then the set W of bounding points for f has no isolated points. 
We shall first prove a simple lemma. 
2.2. LEMMA. Let Y be a Hausdorff space with a base of topology 9 
such that B - ( y} is nonempty and connected if y E B E 9. Let A c Y and 
y E A r\ C~A, and assume that y is an isolated point of 8A. Then y is an 
isolated point of A. 
Proof: There exists B E .B such that y E B and B - (y} and aA are 
nonempty and disjoint. Thus 
B- {~}cA’U(Y--) 
and, since B - { y} is connected, it follows that either B - { y} c A0 or 
(B - { y)) n x= 0. Since y E A ~7 C?A, the first relation is invalid and 
therefore y is an isolated point of A. Q.E.D. 
2.3. Proof of Theorem 2.1. Assume the contrary, and let w be an isolated 
point of W and V an open nhd of w such that (V- {w))f’W=Izr,fiV 
BOUNDING,lNTERIORANDCOVERING FUNCTIONS 257 
maps closed sets onto closed sets, andf(w) E af(v>. Since X is regular, there 
exists an open nhd U of w such that U c V. We set V,, = I’- {w} and U, = 
U - {w}, and observe that U,, is nonempty, the functionf] V, maps open sets 
onto open sets, and f( V,,) andS(U,J are open. Thus f(w) @ AU,,) andf(w) E 
f(U,), and therefore S(w) is a limit point off(U). It follows, by Lemma 2.2, 
that f(w) is a limit point of af(U). 
Becausef] U,, is an open mapping, we have 
f(w) E af(u) c f(W u If(w) 1 
which shows that f(w), as a limit point of al(U), must also be a limit point 
off(aU). Since f(aU) is closed, we have 
contradictingJ(w) E af(V). Q.E.D. 
A special case of Theorem 2.1 provides information about controllability 
in optimal control problems. Let X be the space 9’ of relaxed controls [2, 
Chap. IV; 9, Sect. 331 which is a compact and convex subset of a normed 
vector space and which may be assumed to contain at least two distinct 
control functions (since otherwise there is nothing to control). A large class 
of control problems involves a continuous function g: y#-+ R” defined by 
solutions of differential or functional-integral equations. The set g(y#) is 
usually referred to as the attainable set or the reachable set, and 8 E y# is 
locally controllable in ,Y# if 8 is not a bounding point for g. Theorem 2.1 
implies that if m > 2 then the set of relaxed controls which are not locally 
controllable has no isolated points. The counterexample below shows that 
this last assertion is not valid for variational problems. 
2.4. COUNTEREXAMPLE. The assumption that f is locally closed was 
used at the end of the proof of Theorem 2.1 in the assertion that f (XT) is 
closed. This assumption cannot be dropped as shown by the following coun- 
terexample. Let X = C( [0, l]), Y = IR’, f = (f,, f2), fi(x) = JA x(t)* dt, f2(x) = 
s:” x(t) dt. Since f,(x) > 0 for all x, the function X= 0 is a bounding point 
for J Furthermore, usual variational considerations and embedding theorems 
(e.g., [2, V.2.3, p. 3031) h s ow that a point 2 E X is a bounding point for f 
only if there exist Lagrange coefficients A, and I, such that ]A, ] t ]A, ] # 0 
and 
5 AiD!(-f; U) = 1’ [22,2(t) +A2Xro,V2I(t)] u(t) = 0 (UEm, c*> 
i=l 0 
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where Dj$?; U) = Urn,,,,, or-‘[f@ + au) - f#)] and ~,,,,,~l is the charac- 
teristic function of [0, l/2]. Relation (*) implies that 
24-w = -&Xw/2](f) a.e. in [0, 11. (**I 
Since II, ] + (A, ] # 0, the only continuous function ,? satisfying (**) is 2 = 0. 
Thus 0 is an isolated (and, in fact, the only) bounding point forf. 
3. AN INTERIOR MAPPING THEOREM 
The results of this and the next section involve the concepts of an 
unbounded derivate container and of a derivate container. 
3.1. DEFINITION [6]. Let m and it be positive integers, Vc [R” an open 
set, and f: V+ I?“. A collection (/i’f(x) 1 E > 0, x E V} of nonempty subsets 
Y(lR”, IR”‘), also denoted by A% is an unbounded derivate container for f if 
A’f(x) CA’)-(X) (E’ > E) and for every compact v* c V there exist a 
sequence (f’) of C’ functions defined in some nhd of P and numbers 
i(e, P) and a(&, Vyc) > 0 (E > 0) such that limifi = f uniformly on P and 
f:(Y)E~'f(x) (i > i(E, v*), x E P’, y E V, )x - y 1 < &E, v*)). 
If all the sets A’f(x) are closed and uniformly bounded then A'f is a 
derivate container. We then write Af (x) = 0, >0 &j(x). We recall [ 61 that f 
has an unbounded derivate container (a derivate container) if and only if it is 
continuous (Lipschitzian). 
We denote by d(x, y) (d[x, A]) the distance of two points (a point and a 
set), by B(x, r) @(x, r)) the open (closed) ball of center x and radius r, and 
write 
B(A,r)={yld[y,A] <r), B(A,r)={yId[y,Al<rl. 
We denote by ( a I an arbitrary norm in F?” and the corresponding norm in 
Y(IR”, F?“) (the space of n x n matrices). We write IM-‘1 = cc if 
M E .F(lR”, IR”) is singular. We write J,(x) for the Jacobian determinant off 
at x (i.e., the determinant off’(x)), and define the terms “measurable,” “a.e.” 
and “almost all” and the integral l h(x) dx in the sense of the Lebesgue 
measure on k?“. 
3.2. THEOREM. Let z E U c VC R”, V be open, U measurable and 
bounded, and f: V+ R” Lipschitzian. Assume that A’f is a derivate 
container for f and there exist a, p > 0 such that 
B(U, a) c V, W’l <P (x E B(dU, a), M E /if(x)) 
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and either 
(a> d[z, au] < a/2 
or 
(b) d[z, SJ] > a/2 and there exists a measurable subset B of 
P E u I If(x) - fWl < a/W 
such that 
[ J,(x) dx . I’ J,(x) dx > 0, 
“EUP . BUN 
where 
P= (XE U(.qx)> O}, N={xEU~J~x)<0}. 
Then 
Theorem 3.2 will be proved by using certain elementary properties of the 
topological degree off as defined and discussed in [ 1, 4.1.26, p. 3831. For 
any bounded measurable A c V, we set 
d(f,A y) = \‘ 
x&+(y) 
sign ./xx). 
3.3. LEMMA. Let V c R” be open, f: V+ R” Lipschitzian, and A c V 
bounded and measurable. Then 
(a) d(f, A, y) is defined for almost all y E R”; 
(b) for every connected component H of IF?” -f (aA) there exists a 
constant dH such that 
d(f,A,y)=d, for almost all y E H, 
(c) Hcf(A) ifd,#O; 
Cd) s, JXx) dx = J-m) W A, Y> dye 
Proof. Statements (a) and (b) are well known [ 1, 4.1.26, p. 3831. If H is 
a component of R” - f(aA) and dH # 0 then for almost every y E H there 
exists at least one x E A such that y = f (x). If JE H then there exist 
convergent sequences (yj) in H and (xj) in A such that d(f, A, yj) is defined 
for each j, yj = f (xj), lim, yj = ~7, and X = lim xj E x - 8A. It follows that 
~7= f(X) E f(A’) which proves (c). 
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To prove (d) we observe that 
d(f, B u C, Y) = d(f, B, Y) + 4.L ‘G Y> 
if B and C are disjoint, bounded and measurable and either side of the 
equality is defined. Furthermore, 
d(f, B, Y) = N(f, B+, Y) - W.L B-3 Y) 
whenever d(f, B, y) is defined, where 
B+ = {xEBjJ,(x) > O), B-=(xEB/JAx)<O), 
and N(f, C, y) is the number of elements of C fl f - ‘( y). It follows now from 
[ 1, 3.2.3, p. 2431 and [ 1, 2.10.25, p. 1971 that 
j 
A 
Jjw dx = j 
A+ 
= 
I ) 4.L A 9 Y) dY. 
Q.E.D. 
Fin 
3.4. Proof of Theorem 3.2. Let y E I!? and s, = d[ y, au] <a/2. Then 
IM-‘]<~forallxE~(y,a--s,)cVandallMEAf(x). 
It follows then, by [6, Theorem I], that 
W(Y), (a - sJP> cf(B(~, a - sy)) MB(Uy a>> cf(r3. (2) 
Thus relation (1) follows from (a). 
Since Xl is compact, there exists a point VE XJ such that 
dIf(z), f(W I = W(z), f(Y)>. 
If W(z), .fW)] < a/W then, by (4, 
Bcf(~>~ a/V> =Q.f(7h a/P> cf@(U a>> cf(V. 
Thus it remains only to examine the case when (b) holds and 
4f(z)9 fW-41 > a/W (3) 
It follows from (3) that every point in @f(z), a/2/?) belongs to the same 
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connected component H of R” -f(aU). This implies, by Lemma 3.3, that 
there exists a constant d,, such that 
d(f, U, Y> = 4, for almost all y E H. 
Now let A = U f? f -l(H). Then, by Lemma 3.3, 
j J,Wdx=j 4.64, Ady=j d(f, CAY)& 
A f(A) f(A) 
= dH measdf(A)). 
Furthermore, sincef(B) c &j(z), a/2/3) c H and I3 c U, we have B c A and 
therefore 
j 
N-B 
J,(x)dx<j J,(x)dx-j J,(x)dx= j J,(x)dx 
A B A-B 
<j, BJ,Wx. 
Thus 
I‘ J,(x) dx < jA J,(x) dx = d,, meas(f(A)) < j Jxx) dx 
. BUN BvP 
which, together with (b), implies that 
dH meas( # 0; hence dH # 0. 
This shows that 
&I-(z), c&V) c H c f(u) c fV’>. Q.E.D. 
3.5. EXAMPLE. Let R2 be provided with the euclidean norm, and let 
0 < Q < b, v, = B(O, b) c R2, f = (J-1 3 .cJ, 
f,(x, ,x2) = 3(x: - -4) + a2x2, .f2(x*~x*)=x! +x,. 
We shall apply Theorem 3.2 to show that for every choice of b > 0 there 
exists ab such that 0 < ab < b andfl V* is open provided 0 < a Q tzg. 
Let b be fixed and 0 <a < b. We have 
2 
.r(x, 5 x2) = 
Xl 
1 
Jkx,, x2) = xf + xi - a*. 
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Thus f] V, is open except possibly at (x,, x2) E a&O, a). Now let 
2 E aqo, a), u= B(0, b/2) and a = b/4. Then J,(x,, x2) is positive and -- 
uniformly bounded away from 0 in B(U, a) for all a E [0, b/8]. Sincefhas a 
Lipschitz constant L independent of a for a E [0, b/8], it follows that there 
exists p > 0 such that 
If’(X,I %-‘I GP if (x, , x2) E B(XJ, a). 
This shows that IM-‘( (j? if x= (x,,x*) E B(aU, a) and ME/if(x) if we 
set A’f(x) = {f’(v) 11 y -xl < E} which clearly defines a derivate container 
for the C’ function f] Vb. 
We now set ab = min(ol/8pL, 6/8) and, for a E [0, a,], 
R = a + a/8/3L, B = B(0, R). 
Then zEB and If(x)-f(z)l<Llx-zI < [2a+a/4PL]L,<a/2~ for all 
x E B. Furthermore, if we define P and N as in Theorem 3.2, then 
N=B(O,u)cB, 
d[z, Xl] = (b/2) - a > 3b/8 > b/8 = a/2, 
j.mpJkx)dx>j 
BUN 
JAx)dx=J (x:+x;-d)dx,dx, 
B 
.2n 
-R = 
! J 
d6 r(r2 - a’) dr = 2&R’ - fa2R2) 
0 0 
= $R2(R - a fi)(R + u \/z) > 0. 
It follows, by Theorem 3.2, that 
which proves our contention. 
3.6. COROLLARY. Let UC VC W, V be open, U bounded and 
measurable, f: V -+ IR” Lipschitziun, A’f a derivate container for f, and 
JAx) > 0 u.e. in U, pf-‘I< co 
Then there exists c > 0 such that 
(x E au, M E Af (x)). 
Proof. Since V is open and 0 compact, there exists q > 0 such that -- 
B(U, 27) c V. Let (fi) be a sequence of C’ functions converging uniformly to 
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-- 
fon B(U, 277) as in the definition of A’$ Then, for every E > 0 there exist i(s) 
and B(E) such that 0 < B(E) < v and 
f;(x) Em-(w) if i > i(e), w E 0 and Ix - w 1 < 8(s). 
By assumption, for every w E 8l.J there exists a positive finite k,, such that 
(M-‘1 <k,. for all M E /If(w). 
Since Atf(w) is compact for each E > 0, there exist E,, > 0 such that 
/M=‘I<2k,, if ME A’l~~(w). 
We may therefore determine i,,. = i(c,,,) and 6,. = &E,,) > 0 such that 
IfilW’l < %,. if Ix-w~<~~ and i>i,,. 
The compact set aU can be covered by finitely many of the open sets 
B(w, S,) (w E au), say by B(wj, Jwj) (j= l,..., k). If we set V, = B(u, 247), 
a = 4 mini 6,, i, = maxj i,,, conclude that 
B< U, a) c I’, and 
/I= 2 maxj k, then we 
Ifx4-‘I GP if xE&HJ,2a) and i>,i,. 
We can define a derivate container /if f for fl I’, by setting 
AtS(w)=closure{f;(x)Ii>&,i> 1/&,1x-wl<e,xE V1) 
and conclude that 
W’l <P if x E @au, a) and M E A ,f(x). 
We shall next verify that the other assumptions of Theorem 3.2 are 
satisfied with V and A’freplaced by V, , Atf, respectively, and z an arbitrary 
element of U. Indeed, let d[z, XT] > a/2. We denote by L = Lip(f) the least 
Lipschitz constant off and set 
r = min(a/2, a/2/3L), B = B(z, r). 
Then B c (x E U I If(x) -f(z)1 < a/2/3}, J,(x) > 0 a.e. in B, and the set N 
(as defined together with the set P in Theorem 3.2) has measure 0. It follows 
that 
1 J,(x) dx . I’ J,(x) dx > 0. 
BUP . BUN 
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Thus all the assumptions of Theorem 3.2 are satisfied and therefore 
Our conclusion now follows by setting c = a/2/?. Q.E.D. 
3.7. COUNTEREXAMPLES. The condition ]iW’I < co (x E W, ME 
cif(x)) of Corollary 3.6 cannot be dispensed with even if f is C’ in which 
case we may set lif(x) = {f’(x)}. Let b > 0, and let V=B(O, b) c Rz and 
f = (f,,fJ: V-t iR* be defined by 
fl(x, Y) = x2ey, fi(x, Y) = my. 
(Again, we provide R* with the euclidean norm.) Then J,(x, y) = x2eZy and 
we have J,(x, y) > 0 except if x = 0. However, 
because f,(x, y) > 0 = f,(O, 0). 
Here the conditions of Corollary 3.6 are violated because every open 
neighborhood U of (0,O) in V is disconnected by the line x = 0 on which Jf 
vanishes, and thus ]S(x)’ / = co at two or more points of au. However, 
Corollary 3.6 may be violated without the set U being disconnected by the 
set {x E V 1 J,(x) = 0). Consider again b > 0, V = B(O,6) and the C’ function 
f = (f, ,f2): V+ R* defined by 
f,(x, Y> = Ix’ + O)leyy f2(x, v) = xey, 
where h(y) = -y* + 2y - 2 + 2eey if y < 0 and h(y) = 0 if y > 0. Then 
f(O, 0) = (070) E afv), 
while Jxx, y) = e2y[x2 - h(y) - h’(y)] > 0 except if x = 0, y > 0. 
4. A COVERING THEOREM 
The following theorem is a generalization of a previous result [3, 
Lemma 3.3, p. 5541 that was motivated by a “nonsmooth” problem of 
optimal control. 
4.1. THEOREM. Let C be a closed convex cone in R”, Co # 0, a > 0, 
A =Cn&O,a), aE R”, Ial = 1, f: A -+ R” continuous, and Ay an 
unbounded derivate container for f 1 A’. Assume that either 
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(4 P = su~,,~o inf,., sup{ (M-i ) JM E A’f(x)} < 00 and there exists 
E,, > 0 such that 
M-‘a E c (x E AO, ME /ifof(x 
or 
(b) A’f is a derivate container for f 1 A0 and 
M- ‘a E Co, W’l <P (x E A’, M E /if(x)). 
Then 
f(O) + P, @I a c J-64 1. 
Proof. Step 1. Let 4: A + R” be C’ and 
g’(x)-‘a E C, Id’W’l <c (xEA). 
Then, by [3, Lemma 3.2, p. 5531, 
Step 2. Assume that (a) holds, and let p be an interior point of C with 
Ipl=l,O<~<a/2and 
A,=qp+AnB(O,a-2~). 
Then A, is a closed convex set, Ai # 0, A, cA”, A, - qp cA and /I= 
lim m +. + b(a), where 
b(w)= ylJ hf, sup{l~-‘/I~Em-(x)}. 
w 
Now let (J;:) be the sequence corresponding to P = A,, as in 
Definition 3.1. We shall show that there exists i, such that 
Ifi(‘I <WI) + r (i > i,, x E A,,). (1) 
Indeed, otherwise there exist sequences (il, i, ,...) increasing to co and (xi) in 
A, such that 
If:pj)- l I > m) + II (j = 1, 2,...), (2) 
and we may assume that (xi) converges to some X in the compact set A,,. We 
have 
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and therefore there exists E, > 0 such that 
W’ I < NV) + v/2 (A4 E A’ff(X)) 
It follows then from Definition 3.1 that there exist i* = i(cl, A,) and 
6” =B(ci,A,) such that 
ifi (xl- ’ I < WI) + 59 if i>i* and /x-Xl<6*, 
contradicting (2). Thus (1) must be valid. 
We may choose i, so that i, > i(c,,, A,) and then relation (1) and (a) yield 
K’(x)- l I ,< WI) + % m- ‘a E c (xEA.,i>i,). (3) 
If we choose i > i,, and set 
!e> = si(llP + xl (x+4--P) 
then Step 1, with A, a, c replaced by A, - qp, a - 2~, b(r) t 9 yields 
fi(rlP> + [O, (a - 2rl)/(b(rl) + ?I)] a cJ;.(A pj - VP)* 
Since lim,f;, = f uniformly on A,, we derive the conclusion of the theorem 
by first letting i -+ co and then q -+ Of. 
Step 3. Now assume that (b) is satisfied, let 0 < r] < a/2 and let A, and 
(A;:) be defined as in Step 2. We shall show that there exists i, such that 
f;(x)-‘u E c, Ifx-w <P + II (i>i,,xEA,). (4) 
Indeed, otherwise there exist sequences (i,, i, ,...) converging to 03 and (xj) in 
A 9 converging to some x E A, such that 
f$xj)-‘a 6Z C or If~Jxj>-‘l > P + rl (j = 1) 2,...). (5) 
Since A’f(x) are compact, for every r > 0 there exists E(T) > 0 such that 
P’f(2) c S(Af(X), r). s ince, furthermore, (IM-’ 11 M E /If@)} is bounded, 
there exists E, > 0 such that 
M- ‘a E co, IM-‘lGPt11/2 (M E A f ‘f(Z)). 
Thus we can determine k,, 6, > 0 such that 
-&(x)-b E co, lf,‘(x>-‘Ia+ VP (i Z k,, lx -Xl < So), 
contradicting (5). 
This shows that relations (4) are valid, and the argument continues as in 
Step 2. Q.E.D. 
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