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In the ﬁrst part of this paper, we introduce the notion of δ-dual of a quasi-
unipotent a b-module and prove a formula for its spectrum. In the second part,
we show that the a b-module associated with an isolated hypersurface singu-
larity of dimension n is n + 1-selfdual. From these two independant facts, we
conclude with the classical symmetry property of the spectrum of the singularity.
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1. INTRODUCTION
Le pre´sent article s’organise en trois parties.
Dans une premie`re partie, le but principal est l’introduction de la notion
de δ-dual d’un a b-module quasi-unipotent ainsi que le calcul de son
spectre (cor. 2.2.4). Dans [G], F. Geandier e´tablit que le spectre d’un a b-
module quasi-unipotent est e´gal a` l’ensemble des poids (pour la valua-
tion asymptotique) des e´le´ments d’une bonne base. Nous introduisons ici
la notion de base triangulaire qui est un rafﬁnement de la notion de bonne
base (et dont l’existence est essentiellement due a` un remaniement de la
preuve de F. Geandier de l’existence des bonnes bases: prop. 2.2.2). Nous
prouvons ensuite (thm. 2.2.3) que c’est la bonne notion quant au passage
des poids des e´le´ments d’une base vers les poids des e´le´ments de la base
duale.
Dans une deuxie`me partie, on de´montre que le a b-module attache´ a`
une singularite´ isole´e d’hypersurface de dimension n est n + 1-autodual
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(thm. 3.1.1). C’est la formulation dans la cate´gorie des a b-modules des
higher residue pairings de K. Saito ([SK1] et [SM3]).
La conse´quence classique (cor. 3.1.3) qui est la syme´trie du spectre
de la singularite´ ([SK3] et [SM1]) apparaıˆt ainsi de´couler de deux faits
comple`tement inde´pendants: l’un d’origine ge´ome´trique (l’autodualite´
pre´cite´e), l’autre d’origine alge´brique (le calcul du spectre du dual). Nous
espe´rons ainsi clariﬁer une litte´rature quelque peu confuse a` ce sujet.
La troisie`me partie est un appendice visant a` combler quelques lacunes
de la litte´rature sur la re´gularite´ des a b-modules ainsi que sur la ﬁnitude
des modules sur l’anneau des se´ries formelles en une inde´termine´e.
2. DUALITE´ ET SPECTRE
2.1. Rappels et notations
On notera  l’anneau b des se´ries formelles en une inde´termine´e
b et a` coefﬁcients dans .  de´signera le corps des fractions b b−1
de .
Soit  l’anneau non commutatif a b	 des polynoˆmes a deux
inde´termine´es, dans lequel la multiplication est re´gie par la re`gle a b 
=
ab− ba = b2.
On notera  le comple´te´ formel de  pour la topologie b-adique.  est
alors un sous-anneau de  et  un sous-anneau du localise´  
= b−1
de .
Pour tout m ∈ ∗, on notera Mm (resp. Mm) l’anneau des matri-
ces carre´es de taille m et a` coefﬁcients dans  (resp. ). Pour X et Y dans
Mm XY  de´signera leur commutateur XY − YX.
Par ailleurs, on a un endomorphisme -line´aire de 
 ϕ −→ ϕ′ (associe´
a` la de´rivation des se´ries) et un automorphisme d’anneau de 
 ϕ −→ ϕ˘,
ou` ϕ˘b 
= ϕ−b. On notera X −→ X ′ et X −→ X˘ leurs extensions
respectives a` Mm. On retiendra alors l’identite´ dans Mm
bX˘′ = bX ′ˇ ∀X ∈Mm
et la suivante dans Mm
b−1aX = Xb−1a+ bX ′ ∀X ∈Mm
ou` l’abus de notation consiste e´videmment a` confondre b−1a avec la matrice
scalaire correspondante.
De´ﬁnition. On rappelle (cf. [B1], [B2]) qu’un a b-module E est un
-module, libre de rang ﬁni sur .
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E est alors dit a` poˆle simple si aE ⊂ bE. Plus ge´ne´ralement, E est dit
re´gulier s’il existe un sous -module de type ﬁni F du localise´ Eb−1 tel
que E ⊂ F et aF ⊂ bF . Cela e´quivaut bien suˆr a` dire que le sature´ de E
E˜ 
= ∑
r∈
b−1arE
est de type ﬁni sur  ou encore (cf. [B, prop. 2.1]) qu’il existe r ∈ ∗ tel
que
b−1arE ⊂
r−1∑
s=0
b−1asE
Pour tout ν ∈ , on pose
Hν 
= ⋃
r∈
Ker
(b−1a− νr 
 Eb−1 −→ Eb−1)
Les e´le´ments de Hν\0 sont dits homoge`nes de poids ν. A noter que si x
est homoge`ne de poids ν, alors bx est homoge`ne de poids ν+ 1, du fait des
relations
b−1a− ν − 1rb = bb−1a− νr 
Rappelons alors le the´ore`me de de´composition spectrale (cf. [B1, thm. 1.1]
et e´galement [SM2]):
The´ore`me. Soit E un a b-module re´gulier. Alors tout x ∈ Eb−1 s’´ecrit
d’une manie`re unique comme se´rie convergente ( pour la topologie b-adique)
x = ∑
λ j∈x×
xλ+j ou` xλ+j ∈ Hλ+j ∀λ j
x e´tant une partie ﬁnie de .
De´ﬁnitions. 1. Sous les hypothe`ses du the´ore`me pre´ce´dent, on
notera
Vx 
= λ+ j λ j ∈ x × et xλ+j = 0
et on dira que x ∈ Eb−1 est quasi-unipotent si et seulement si Vx ⊂ .
Dans ce cas, on pose
νx 
= inf Vx et σx 
=
∑
λ+j=νx
xλ+j 
L’e´le´ment σx est appele´ la partie principale de x et l’on a e´videmment
les identite´s νbx = νx + 1 et σbx = bσx.
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2. Un a b-module re´gulier E est dit quasi-unipotent si et seulement
si tout x ∈ Eb−1 l’est. Il sufﬁt e´videmment pour cela qu’il existe une -
base de E constitue´e d’e´le´ments quasi-unipotents. On peut alors de´ﬁnir une
ﬁltration (indexe´e par ) sur E (cf. [SM2] et [G])
V αE 
= x ∈ E νx ≥ α et V >αE 
= x ∈ E νx > α
et donc un gradue´ Gr•V E 
=
⊕
α∈Gr
α
V E, ou`
GrαV E 
=
V αE
V >αE

Sachant que νbx = νx + 1, la multiplication par b fournit des injec-
tions -line´aires
b
 GrαV E −→ Grα+1V E ∀α ∈ 
3. Le spectre d’un a b-module quasi-unipotent E est de´ﬁni comme
e´tant l’ensemble de rationnels (compte´s avec multiplicite´s) suivant
ExpE 
= ∑
α∈
dαα
ou` la multiplicite´ dα vaut
dα 
= dim
GrαV E
bGrα−1V E

4. Une -base w = w1     wm d’un a b-module quasi-
unipotent E est dite bonne base si le syste`me des parties principales
σw 
= σw1     σwm
est libre sur .
Ces deux notions sont bien relie´es, comme le de´montre F. Geandier:
The´ore`me (cf. [G, thm. 1.3.3 et cor. 1.4.3]).
(i) Tout a b-module quasi-unipotent E admet des bonnes bases.
(ii) Pour toute bonne base w = w1     wm de E, on a
ExpE = νw 
= νw1     νwm
(en comptant les multiplicite´s).
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2.2. Dualite´ et Spectre
Abordons, a` pre´sent, la dualite´ des a b-modules. Pour tout δ ∈ , on
note δ un a b-module e´le´mentaire (c’est-a`-dire re´gulier de rang 1) de
spectre δ. Concre`tement, on a δ =  sur le lequel l’action de a est de´ﬁnie
par
aϕ = δbϕ+ b2ϕ′ ∀ϕ ∈ 
On de´ﬁnit alors, pout tout a b-module E, le δ-dual de E
E˘δ 
= 	
Eδ
sur lequel la structure de a b-module est de´ﬁnie comme suit
(cf. [B2, p. 30])
ϕεx 
= ϕ˘εx = εϕ˘x
aεx 
= εax − aεx
pour ε ∈ E˘δ x ∈ E et ϕ ∈ .
Notons que pour toute -base w = w1     wm de E, on a la -base
w˘ 
= w˘1     w˘m de E˘δ, dite base duale de w et de´ﬁnie par
w˘iwj = δij ∀ i j
On aura a` utiliser le lemme suivant:
Lemme 2.2.1. Soit w = w1     wm une -base d’un a b-module E
et soit S ∈Mm la matrice ve´riﬁant
b−1aw = Sw
Alors la base duale w˘ de E˘δ ve´riﬁe
b−1aw˘ = T˘ w˘
ou` T ∈Mm est la matrice
T 
= δ−t S
Preuve. On sait que
b−1aεx = b−1aεx − εb−1ax ∀ x ε ∈ E × E˘δ
Si Sij sont les coefﬁcients de S, on aura donc
b−1aw˘iwj = b−1aδij − w˘i
(
m∑
k=1
Sjkwk
)
= δδij − Sji
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Sachant que, pour ϕ ∈ , l’on a
ϕεx = ϕ˘εx = εϕ˘x ∀ x ε ∈ E × E˘δ
on obtient alors, pour tout i,
b−1aw˘i = δw˘i −
m∑
j=1
S˘jiw˘j
ce qui ache`ve la preuve.
De´ﬁnition. Une -base w = w1     wm d’un a b-module
re´gulier E est dite triangulaire s’il existe une matrice A ∈ Mm tri-
angulaire et unipotente telle que
σw = Aw
Remarque. Une telle matrice A e´tant inversible, une base triangulaire
est ne´cessairement une bonne base.
La proposition suivante est due a` F. Geandier:
Proposition 2.2.2. Tout a b-module quasi-unipotent E admet des
bases triangulaires. Par ailleurs, si w = w1     wm est une -base triangu-
laire de E et si Aij ∈  1 ≤ j < i ≤ m, ve´riﬁent
σwi = wi +
i−1∑
j=1
Aijwj ∀ i
alors, on a ne´cessairement
νwi − νwj < νAij ∀ i j
(ou`, pour tout ϕ ∈  vϕ de´signe sa valuation en b).
Preuve. La premie`re assertion est une conse´quence de la de´monstration
que fait F. Geandier de l’existence des bonnes bases ([G, thm. 1.3.3]). Nous
allons reprendre les arguments de cette de´monstration. Rappelons qu’on
part d’un syste`me libre de vecteurs homoge`nes x = x1     xm de E (tels
que xi /∈ bE pour i = 1    m). On construit alors (apre`s une e´ventuelle
permutation du syste`me x) une base w = w1     wm ayant les proprie´te´s
suivantes (ou` l’on a pose´ Ei =
⊕i
j=1wj), pour i = 1    m:
• wi = b−nixi + zi−1 ou` zi−1 ∈ Ei−1 ni ∈ 
• σwi = b−nixi + ζi−1 ou` ζi−1 ∈ σEi−1
• σx ∈⊕ij=1xj =⊕ij=1σwj ∀x ∈ Ei
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Pour e´tablir la proposition, il sufﬁt donc de prouver, par re´currence sur i:
• σwi = wi +
∑i−1
j=1Aijwj avec Aij ∈ 
• σx ∈⊕ij=1wj ∀x ∈ Ei
Pour i = 1, ceci est e´vident car w1 = x1 est homoge`ne. Supposons donc les
deux proprie´te´s e´tablies pour tout entier infe´rieur ou e´gal a` i ∈ 1m− 1.
On sait que σwi+1 = b−ni+1xi+1 + ζi, ou` ζi ∈ σEi. L’hypothe`se
de re´currence donne alors C1     Ci ∈  tels que ζi =
∑i
j=1 Cjwj .
Mais on sait aussi que wi+1 = b−ni+1xi+1 + zi, ou` zi ∈ Ei. Il existe donc
D1    Di ∈  tels que zi =
∑i
j=1Djwj . En conse´quence, on a
σwi+1 = wi+1 +
i∑
j=1
Ai+1 jwj
ou` Ai+1 j 
= b−ni+1Cj −Dj. Soit maintenant x ∈ Ei+1. On sait de´ja` que
σx ∈⊕i+1j=1σwj. Or, on vient d’e´tablir que σwj ∈⊕jk=1wk, pour
j = 1     i + 1. On en de´duit que σx ∈ ⊕i+1j=1wj , ce qui ache`ve la
preuve de cette assertion.
Passons a` la seconde et supposons que pour un certain entier i ∈ 1m,
l’ensemble
J 
= {j ∈ 1 i− 1 νAij ≤ νwi − νwj}
soit non vide. En particulier, pour j ∈ J, la se´rie Aij ∈  est non nulle;
notant cijb
kij sa partie principale, on a donc cij = 0 et kij = νAij. On
pose alors
K =
{
j ∈ Jkij + νwj = inf
l∈J
kil + νwl
}

De la relation σwi = wi +
∑i−1
j=1Aijwj et des ine´galite´s kij + νwj ≤
νwi pour j ∈ J, on obtient ne´cessairement
∑
j∈K cijb
kijσwj = 0, ce qui
est absurde car le syste`me σw est libre sur . Ceci e´tablit la deuxie`me
assertion et termine la preuve de la proposition.
On peut alors e´noncer le re´sultat principal de ce paragraphe:
The´ore`me 223 Soit E un a b-module quasi-unipotent. Alors, pour
tout δ ∈ , le δ-dual E˘δ est quasi-unipotent. Par ailleurs, pour toute base
triangulaire w de E, la base duale w˘ est triangulaire. De plus, on a l’´egalite´
νw˘ = δ− νw
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Le paragraphe 2.3 sera entie`rement consacre´ a` la de´monstration de ce
the´ore`me. Pour l’imme´diat, on peut en tirer la conse´quence suivante:
Corollaire 224 Pour tout a b-module quasi-unipotent E et pour
tout δ ∈ , les spectres ExpE et ExpE˘δ sont relie´s par la formule
ExpE˘δ = δ− ExpE
En particulier, s’il existe un isomorphisme de a b-modules E −→ E˘δ, alors
ExpE est invariant par la syme´trie λ → δ− λ.
2.3. Preuve du the´ore`me 223
Pour cette preuve, on aura besoin de deux lemmes:
Lemme 2.3.1. (i) Soient deux matrices VN ∈Mm telles que
bN ′ = VN
Alors on a ne´cessairement bNr′ = VNr, pour tout r ∈ .
(ii) Soient E un a b-module et u = u1     um un syste`me de
vecteurs du localise´ Eb−1. Supposons qu’il existe VN dans Mm telles
que
bN ′ = VN et b−1a− V u = Nu
Alors on aura ne´cessairement b−1a− V ru = Nru, pour tout r ∈ .
(iii) Sous les meˆmes hypothe`ses que (ii), si de plus N est nilpotente
et V est diagonale a` coefﬁcients constants V = Diagν1     νm, alors
ne´cessairement ui est homoge`ne de poids νi, pour i = 1    m.
Preuve. (i) Se de´montre par re´currence sur r. Pour r = 1, c’est
l’hypothe`se. Soit donc un entier r tel que
bNr′ = VNr = VNr −NrV
Or, on a aussi bN ′ = VN = VN −NV . On en de´duit donc que
bNr+1′ = bN ′Nr +NNr′
= bN ′Nr +NbNr′
= VN −NV Nr +NVNr −NrV 
= VNr+1 −Nr+1V = VNr+1
dualite´ et spectres des a b-modules 201
(ii) Se de´montre e´galement par re´currence sur r. Soit donc r tel
que b−1a − V ru = Nru. Or, on a b−1a − V Nr = Nrb−1a + bNr′ −
VNr dans Mm. Mais i assure que bNr′ = VNr = VNr −NrV . Il
s’ensuit que b−1a− V Nr = Nrb−1a−NrV = Nrb−1a− V , d’ou`
b−1a− V r+1u = b−1a− V b−1a− V ru
= b−1a− V Nru
= Nrb−1a− V u = Nr+1u
(iii) De´coule imme´diatement de ii, ce qui termine la preuve.
Lemme 2.3.2. Soient E un a b-module quasi-unipotent de rang m et
u = u1     um un syste`me libre sur  de vecteurs homoge`nes de Eb−1.
Soit V la matrice diagonale Diagνu1     νum. Alors l’unique matrice
N ∈Mm telle que
b−1a− V u = Nu
est nilpotente et ve´riﬁe, de plus, bN ′ = VN.
Preuve. Le syste`me u e´tant libre, il engendre Eb−1 sur . Il existe
donc une unique matrice M ∈ Mm telle que b−1au = Mu. Si l’on note
Mij ses coefﬁcients, on a b−1aui =
∑m
j=1Mijuj i = 1    m. Posons νi =
νui pour tout i. Fixons i et posons J = j νi − νj ∈  et kj = νi − νj
pour j ∈ J. Prouvons que Mij = 0 si j /∈ J et Mij ∈ bkj si j ∈ J. Les Mij
e´tant dans , on a Mij =
∑
k∈ c
k
ijb
k ckij ∈ . On pose dkij = 0 si j ∈ J et
k = kj dkij = ckij sinon. On a donc
b−1aui −
∑
j∈J
c
kj
ij b
kjuj =
∑
j k
dkijb
kuj
Il sufﬁt donc d’annuler le premier membre de l’e´galite´ pre´ce´dente. La nul-
lite´ cherche´e est due a` l’unicite´ dans le the´ore`me de de´composition spec-
trale. En effet, le premier membre est dans Hνi alors que bkuj ∈ Hνj+k et
νj + k = νi si j k /∈ j kj j ∈ J.
En conse´quence, on a bM ′ij = νi − νjMij , pout tout i j. Par ailleurs,
il est e´vident que VM = νi − νjMiji j , ce qui donne bien
bM ′ = VM
Or la matrice N de l’e´nonce´ est e´gale a` M − V . Comme V est constante
et V V  = 0, on a les e´galite´s
bN ′ = bM ′ et VN = VM
Reste donc a` ve´riﬁer la nilpotence de N . Soit alors r ∈ ∗ tel que b−1a−
νirui = 0 i = 1    m. On aura alors, d’apre`s le point ii du lemme 2.3.1,
Nru = b−1a− V ru = 0
Ceci donne Nr = 0 car u est libre sur . Et cela termine la preuve.
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Preuve du the´ore`me 223 Soit w = w1     wm une base triangulaire
de E et soit A ∈ Mm une matrice triangulaire infe´rieure et unipotente
telle que
σw = Aw
Posons v 
= tA˘−1w˘ et admettons pour l’instant que
∗ vi est homoge`ne de poids δ− νwi ∀ i ∈ 1m
La re´gularite´ de E˘δ pourrait en de´couler, comme l’explique la propo-
sition A.1.3 mais en fait il en existe une preuve inde´pendante (cf.
prop. A.1.5). Quant a` la quasi-unipotence de E˘δ, on pourrait l’obtenir
en utilisant les identite´s (provenant de la relation w˘ = tA˘v)
w˘j = vj +
m∑
i=j+1
A˘ijvi ∀ j ∈ 1m
En effet, ces identite´s fournissent les de´compositions spectrales des w˘j
(il sufﬁt, en effet, de de´velopper les A˘ij par rapport aux puissances de b!).
L’assertion ∗ explique alors que les w˘j sont quasi-unipotents. Par ailleurs,
les meˆmes identite´s nous donnent
σw˘j = vj ∀ j ∈ 1m
du fait des ine´galite´s fournies par la proposition 2.2.2. En effet, les e´galite´s
νwi − νwj = νvj − νvi impliquent νA˘ij + νvi > νvj, pout tout
i j, ce qui prouve bien que νw˘j − vj > νvj, pour tout j ∈ 1m. On
obtient donc, en conse´quence,
σw˘ = tA˘−1w˘ et νw˘ = δ− νw
et les assertions due the´ore`me sont alors toutes de´montre´es.
Reste donc a` e´tablir l’assertion ∗. Pour cela, nous nous servirons de la
dernie`re partie du lemme 2.3.1. Soit donc S ∈Mm telle que
b−1aw = Sw
On en de´duit que
b−1aσw =Mσw ou` M = ASA−1 + bA′A−1
On note V 
= Diagνw1     νwm et N 
=M − V . On a e´videmment
b−1a− V σw = Nσw
L’unicite´ dans le lemme 2.3.2 nous donne
bN ′ = VN et N est nilpotente
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On pose B 
= tA−1. On a donc v 
= B˘w˘. Mais on sait, par le lemme 2.2.1,
que
b−1aw˘ = T˘ w˘ ou` T = δ− tS
On aura donc b−1av = P˘v, ou` P ∈Mm ve´riﬁe les identite´s
P˘ = B˘T˘ B˘−1 + bB˘′B˘−1
= B˘T˘ B˘−1 + bB′ ˘B˘−1
= BTB−1 + bB′B−1˘
Par suite P = BTB−1 + bB′B−1. Mais on a, par ailleurs,
tB′B−1 =t B−1tB′ = AA−1′ = −A′A−1
On obtient donc ﬁnalement
P = ttB−1tT tB + btB′B−1
= tAδ− SA−1 − bA′A−1
= δ−t ASA−1 + bA′A−1
= δ−t M = δ− V −t N
En posant
Q 
= −tN et W 
= δ− V = Diagδ− νw1     δ− νwm
on aura donc, par construction,
b−1a−W v = Q˘v
Or, N est nilpotente et donc Q˘ l’est aussi. Par ailleurs, on a
bQ˘′ = bQ′ ˘ = −tbN ′˘ = −tVN˘
= −tV−tN ˘ = −VQ˘ = WQ˘ = W Q˘
Le lemme 2.3.1 s’applique donc comme pre´vu a` vW Q˘ pour e´tablir ∗.
Et ceci ache`ve la preuve du the´ore`me.
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3. AUTODUALITE´ DU RE´SEAU DE BRIESKORN
3.1. Enonce´s principaux
Soit f un germe de fonction holomorphe a` singularite´ isole´e a` l’origine
dans n+1. On notera 6• le complexe des germes de formes holomorphes
a` l’origine. D de´signera le re´seau de Brieskorn
D 
= 6
n+1
df ∧ d6n−1 
D est muni d’une structure naturelle de -module. L’ope´rateur a est associe´
a` la multiplication par f . Quant a` l’ope´rateur b, il est de´ﬁni comme suit.
Soient w ∈ 6n+1, et v ∈ 6n tel que w = dv. On pose bw = df ∧ v (ou`
[u] de´signe la classe de u ∈ 6n+1 dans D. Cet ope´rateur correspond bien
e´videmment a` l’inverse de la connexion de Gauss-Manin. On de´signera par
E le comple´te´ de D pour la topologie b-adique. L’absence de b-torsion dans
D permet aise´ment de voir que E est un a b-module (cf. cor. A.2.4). On
notera Dk 
= D/bk+1D, pour tout k. On a alors les re´sultats suivants:
The´ore`me 3.1.1. Il existe un isomorphisme naturel de a b-modules
7
 E −→ E˘n+1
Corollaire 3.1.2. L’isomorphisme 7 du the´ore`me pre´ce´dent donne nais-
sance a` une suite d’accouplements non de´ge´ne´re´s
7k
 Dk ×Dk −→  ∀k ∈ 
ayant les proprie´te´s
7kbww′ = 7k−1ww′ = −7kw bw′
7kaww′ − 7kw aw′ = n+ k7k−1ww′
Preuve. L’existence des 7k repose sur le the´ore`me 3.1.1 et sur le fait
que, pour tout a b-module F , on a des isomorphismes F˘δ/bk+1F˘δ 
F/bk+1F∗ de´ﬁnis par ε → x → coefﬁcient en bk de εx). Les
proprie´te´s cite´es sont la traduction de la a b-line´arite´ de 7.
Remarque. Les 7k constituent les higher residue pairings de K. Saito
(cf. [SK1], [N], [SM3]). Un calcul a` la Bochner-Martinelli prouve que le 70
correspond a` la dualite´ locale de Grothendieck (sur le quotient D/bD =
6n+1/df ∧6n).
Corollaire 3.1.3. Le spectre de E est invariant par la syme´trie
λ → n+ 1− λ
Preuve. De´coule imme´diatement du the´ore`me 3.1.1 et du corol-
laire 2.2.4 (voir [SM1] et [SK3]).
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Preuve du the´ore`me 311 Cette de´monstration consistera a` construire
une suite d’isomorphismes naturels de a b-modules
E F1 F2
F3
E˘n+1 F5 F4
α β
γ
δ
ηζ
On occupera les paragraphes suivants a` de´crire les a b-modules Fi i =
1     5, et a` e´tablir les isomorphismes αβ γ δ η ζ. Les Fi sont con-
struits comme des cohomologies de complexes. L’ide´e est de´ja` utilise´e dans
[SK1] pour F1 et F4. F2 et F3 sont associe´s a` des complexes de courants, γ
apparaissant comme un edge de suite spectrale.
Pour e´tablir sans peine la a b-line´arite´ dans le diagramme pre´ce´dent,
il est commode de construire des structures de -modules en amont des
cohomologies.
3.2. Cas du couple (F1 α)
6̂•  ∂ de´signera le complexe 6̂• 
= 6•b des se´ries formelles en b et
a` coefﬁcients dans 6•, ou` ∂ est de´ﬁnie par
∂
(∑
wk ⊗ bk
)

=∑dwk−1 − df ∧wk ⊗ bk
Nous avons choisi (et nous le ferons pour tous les complexes a` venir) de
rajouter le symbole ⊗, entre bk et le coefﬁcient correspondant, pour e´viter
les ambigu¨ıte´s inhe´rentes a` d’autres e´critures.
Chaque 6̂p est muni d’une unique structure de -module pour laquelle
l’action de  est l’action naturelle et l’ope´ration a prolonge la multiplica-
tion par f sur 6p, c’est-a`-dire ψ =∑k ψkbk ∈ 
ψ
(∑
wk ⊗ bk
)

=∑(∑ψiwk−i)⊗ bk
a
(∑
wk ⊗ bk
)

=∑fwk + k− 1wk−1 ⊗ bk
On ve´riﬁe, en effet, aise´ment que ab − ba = b2 sur 6̂p. La diffe´rentielle
∂ est e´videmment -line´aire mais, a` de´faut d’eˆtre a-line´aire, elle ve´riﬁe
la relation de commutation a ∂ = b∂ = ∂b, relation qui explique que a
passe ne´anmoins a` la cohomologie car Ker∂ et Im∂ sont a-invariants.
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Lemme 3.2.1. Le complexe 6̂•  ∂ est acyclique en degre´ = n+ 1.
Preuve. C’est essentiellement duˆ a` l’acyclicite´ de 6̂•df∧ en degre´ =
n+ 1. Fixons p ∈ 0 n et soient wk ∈ 6p k ∈ , tels que wˆ =
∑
k wk⊗ bk
ve´riﬁe ∂wˆ = 0. Or, on a ∂wˆ = ∑kdwk−1 − df ∧ wk ⊗ bk. Ainsi
dwk−1 − df ∧ wk = 0, pour tout k. Il existe d’abord v0 ∈ 6p−1 tel
que w0 = −df ∧ v0. Supposons donc avoir de´ja` construit v0     vj ∈
6p−1 tels que wk = dvk−1 − df ∧ vk, pour k = 0     j. On aura
df ∧ dvj − wj+1 = dwj − df ∧ wj+1 = 0. Il existe donc vj+1 ∈ 6p−1
tel que wj+1 = dvj − df ∧ vj+1. Par re´currence sur j, on construit ainsi
vˆ =∑k vk ⊗ bk ∈ 6̂p−1 tel que wˆ = dvˆ.
On notera F1 le n + 1e groupe de cohomologie hn+16̂•, i.e. F1 =
6̂n+1/∂6̂n. On sait que F1 est un -module. L’inclusion 6n+1 ↪→ 6̂n+1w →
w⊗ 1 passe aux quotients pour donner une ﬂe`che
α
 D −→ F1
En effet: df ∧ du⊗ 1 = ∂−du⊗ 1. De plus, α est -line´aire. En effet, si
w = dv, on aura
αaw = αfw = fw⊗ 1 = aw⊗ 1 = aαw
αbw = αdf ∧ v = df ∧ v⊗ 1 = dv⊗ b− ∂v⊗ 1
= dv⊗ b = w⊗ b = bw⊗ 1 = bw⊗ 1 = bαw
Et comme a est continu pour la topologie b-adique abn = bna+ nb α
se prolonge en un morphisme -line´aire entre les comple´te´s b-adiques. On
aura alors besoin du lemme suivant:
Lemme 3.2.2. Le -module F1 est b-se´pare´ et bF1 est de codimension
(dans F1) ﬁnie sur .
Preuve. Pour la b-se´paration, il sufﬁt de ve´riﬁer que ∂6̂n est ferme´
(pour la topologie b-adique). Soit donc wˆ =∑k wk⊗ bk ∈ 6̂n+1 un e´le´ment
adhe´rent a` ∂6̂n. Il existe donc, pour tout m ∈  vˆm = ∑k vmk ⊗ bk ∈ 6̂n
tel que
wˆ − ∂vˆm ∈ bm+16̂n+1
Il s’ensuit que wk = dvmk−1 − df ∧ vmk , pour tout m et tout k ≤ m. On aura
donc, en particulier,
−df ∧ vm+10 = w0 = −df ∧ vm0 ∀m ∈ 
Il existe donc, pour tout m ∈  um+10 ∈ 6n−1 tel que
vm+10 = vm0 − df ∧ um+10 ∀m ∈ 
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Supposons donc que, pour un certain entier j, l’on ait construit um+k+1k ∈
6n−1m ∈  k = 0     j, tels que
vm+k+1k = vm+kk + dum+k+1k−1 − df ∧ um+k+1k ∀m ∈  ∀k = 0     j
En particulier, on a, pour tout m ∈ ,
dv
m+j+2
j = dvm+j+1j + df ∧ dum+j+2j 
Paralle`lement, on sait que l’on a, pour tout entier m,
dv
m+j+1
j − df ∧ vm+j+1j+1 = wj+1 = dvm+j+2j − df ∧ vm+j+2j+1 
On en de´duit l’existence, pour tout m ∈ , de um+j+2j+1 ∈ 6n−1 tel que
v
m+j+2
j+1 = vm+j+1j+1 + dum+j+2j − df ∧ um+j+2j+1 ∀m ∈ 
Retenant de cette construction re´currentielle les e´le´ments vkk et u
k+1
k k ∈
 de 6n et 6n−1 respectivement, on pose alors vk = vkk − dukk−1 et vˆ =∑
k vk ⊗ bk. On obtient bien
wk = dvkk−1 − df ∧ vkk = dvk−1k−1 − df ∧ vkk − dukk−1
= dvk−1 − df ∧ vk ∀k ∈ 
i.e. wˆ = ∂vˆ ∈ ∂6̂n. Par ailleurs, il est a` peu pre`s e´vident que
F1
bF1
 6̂
n+1
b6̂n+1 + ∂6̂n
 6
n+1
df ∧6n 
Ainsi s’ache`ve la preuve du lemme.
F1 est par conse´quent b-complet (cf. lem. A.2.1 et lem. A.2.3). La
pre´ce´dente ﬂe`che α
 D −→ F1 induit donc un morphisme -line´aire (note´
encore α)
α
 E −→ F1
Proposition 3.2.3. Cette ﬂe`che est un isomorphisme de a b-modules.
Preuve. Il est clair que α se de´crit comme suit
α
(∑
bkwk
)
=
[∑
wk ⊗ bk
]
(les crochets signiﬁant les classes dans les quotients correspondants). α est
alors e´videmment surjective. Soit donc w = ∑k bkwk tel que αw =
0. Il existe donc vˆ = ∑k vk ⊗ bk ∈ 6̂n tel que ∑k wk ⊗ bk = ∂vˆ. Cela
donne wk = dvk−1 − df ∧ vk, pour tout k. On en de´duit que wk =
dvk−1 − df ∧ vk = dvk−1 − bdvk, pour tout k. Ainsi
∑m
k=0 b
kwk =
−bm+1dvm, pour tout m. En conse´quence, w ∈ ∩mbmE = 0.
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3.3. Cas du couple F2 β
b• (resp. b• •) de´signera le complexe (resp. le bicomplexe) des ger-
mes de courants a` l’origine. L’injection 6• ↪→ b• donne e´videmment nais-
sance a` un morphisme de complexes A
 6• −df∧ −→ b• d′′ − df∧.
Signalons d’abord le re´sultat suivant:
Lemme 3.3.1. Le morphisme de complexes A est un quasi-isomorphisme.
Preuve. Fixons p ∈ 0 2n + 2. Notons hp kp les groupes de coho-
mologie respectifs et encore A
 hp → kp le morphisme associe´. Pour p = 0,
il est clair que h0 ⊂ k0. Et si T ∈ k0, alors T ∈ b et l’on a e´videmment
d′′T = df ∧ T = 0. Il s’ensuit, par le lemme de Dolbeault-Grothendieck
(nous y re´fe`rerons par la suite de la façon abre´ge´e: D.G.), que T ∈ h0.
Cas p ∈ 1 n+ 1. Traitons l’injectivite´ de A d’abord. Soit w ∈ 6p tel
que df ∧ w = 0 et supposons qu’il existe T ∈ bp−1 tel que d′′T − df ∧
T = w. Cela s’e´crit en composantes bihomoge`nes
• −df ∧ Tp−1 0 = w d′′T 0 p−1 = 0
• d′′Tqp−1−q − df ∧ Tq−1 p−q = 0 ∀ q = 1     p− 1
Pour p = 1, par D.G., v 
= T 0 0 ∈  et w = −df ∧ v. Supposons donc
p ≥ 2. Par une utilisation re´pe´te´e de D.G., en partant de T 0 p−1, on con-
struit Sqp−2−q ∈ bqp−2−q q = 0     p− 2 v ∈ 6p−1 de sorte que
• Tp−1 0 = v − df ∧ Sp−2 0 T 0 p−1 = d′′S0 p−2
• Tqp−1−q = d′′Sqp−2−q − df ∧ Sq−1 p−1−q ∀ q = 1     p− 2
Alors S 
= ∑p−2q=0 Sqp−2−q ∈ bp−2 ve´riﬁe T = v + d′′S − df ∧ S. Ainsi
w = −df ∧ v. Prouvons la surjectivite´ de A maintenant. Soit T ∈ bp tel
que d′′T − df ∧ T = 0. Cela se traduit par
• df ∧ Tp 0 = 0 d′′T 0 p = 0
• d′′Tqp−q − df ∧ Tq−1 p+1−q = 0 ∀ q = 1     p
Comme pre´ce´demment, on construit Sqp−1−q ∈ bqp−1−q q = 0     p−
1 w ∈ 6p tels que
• Tp 0 = w − df ∧ Sp−1 0 T 0 p = d′′S0 p−1
• Tqp−q = d′′Sqp−1−q − df ∧ Sq−1 p−q ∀ q = 1     p− 1
Ainsi S 
=∑p−1q=0 Sqp−1−q ∈ bp−1 ve´riﬁe T = w + d′′S − df ∧ S.
Cas p ∈ n+ 2 2n+ 2. Dans ce cas, si T ∈ bp est tel que d′′T −
df ∧ T = 0, on aura d′′Tqp−q − df ∧ Tq−1 p+1−q = 0, pour q = p −
n     n+ 1. De nouveau, D.G. donne Sqp−1−q ∈ bqp−1−q q = p− n−
1     n+ 1, tels que
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• Tp−n−1 n+1 = d′′Sp−n−1 n
• Tqp−q = d′′Sqp−1−q − df ∧ Sq−1 p−q ∀ q = p− n     n+ 1
Il s’ensuit que S 
= ∑n+1q=p−n−1 Sqp−1−q ∈ bp−1 ve´riﬁe T = d′′S − df ∧ S.
Ceci ache`ve la preuve.
Dans la continuite´ des ide´es du paragraphe 3.2, on conside`re le complexe
̂b• ∂, ou` ̂b• 
= b•b est l’espace des se´ries formelles en b et a`
coefﬁcients dans b• ∂ e´tant de´ﬁnie par
∂
(∑
Tk ⊗ bk
)

=∑d′Tk−1 + d′′Tk − df ∧ Tk ⊗ bk
On a e´videmment un morphisme de complexes
β
 6̂• ∂ −→ ̂b• ∂
Lemme 3.3.2. Cette ﬂe`che est un quasi-isomorphisme.
Preuve. Fixons p ∈ 0 2n + 2. Notons hp kp les groupes de coho-
mologie respectifs et encore β
 hp → kp le morphisme correspondant.
Prouvons l’injectivite´ de β. On peut supposer 1 ≤ p ≤ n + 1. Soit donc
wˆ = ∑k wk ⊗ bk ∈ 6̂p et supposons qu’il existe T̂ = ∑k Tk ⊗ bk ∈ ̂bp−1
tel que wˆ = ∂T̂ . Ceci se traduit donc par les identite´s d′Tk−1 + d′′Tk − df ∧
Tk = wk, pour tout k. Si p = 1, on obtient d′′Tk = 0 et par D.G., T̂ ∈ 6̂0.
Supposons donc p ≥ 2. Pour k = 0, le lemme 3.3.1 fournit S0 ∈ bp−2
et v0 ∈ 6p−1 tels que T0 = v0 + d′′S0 − df ∧ S0. Supposons donc avoir
construit S0     Sj ∈ bp−2 v0     vj ∈ 6p−1 tels que
Tk = vk + d′Sk−1 + d′′Sk − df ∧ Sk ∀k = 0     j
Alors wj+1 − dvj = d′′Tj+1 − d′Sj − df ∧ Tj+1 − d′Sj. De nouveau, le
lemme 3.3.1 fournit Sj+1 ∈ bp−2 vj+1 ∈ 6p−1 tels que
Tj+1 = vj+1 + d′Sj + d′′Sj+1 − df ∧ Sj+1
Par re´currence sur j, on construit donc Ŝ = ∑k Sk ⊗ bk ∈ ̂bp−2 ainsi que
vˆ =∑k vk ⊗ bk ∈ 6̂p−1 tels que T̂ = vˆ + ∂Ŝ et par suite wˆ = ∂vˆ.
Prouvons la surjectivite´ de β a` pre´sent. Soit T̂ = ∑k Tk ⊗ bk ∈ ̂bp tel
que ∂T̂ = 0. Ceci donne d′Tk−1 + d′′Tk − df ∧ Tk = 0, pour tout k. Si
p = 0, on a d′′Tk = 0 et donc T̂ ∈ 6̂0. Supposons donc p ≥ 1. Pour k = 0,
le lemme 3.3.1 donne S0 ∈ bp−1 w0 ∈ 6p si p ≤ n + 1 et w0 = 0 sinon,
tels que T0 = w0 + d′′S0 − df ∧ S0. Supposons avoir construit S0     Sj ∈
bp−1 w0     wj ∈ 6p (nuls si p ≥ n+ 2) tels que
Tk = wk + d′Sk−1 + d′′Sk − df ∧ Sk ∀k = 0     j
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Ainsi dwj + d′′Tj+1 − d′Sj − df ∧ Tj+1 − d′Sj = 0. De nouveau, le
lemme 3.3.1 donne Sj+1 ∈ bp−1 wj+1 ∈ 6p (nul si p ≥ n+ 2) tels que
Tj+1 = wj+1 + d′Sj + d′′Sj+1 − df ∧ Sj+1
Par re´currence sur j, on construit Ŝ 
= ∑k Sk ⊗ bk ∈ ̂bp−1 et wˆ =∑
k wk ⊗ bk ∈ 6̂p (nul si p ≥ n + 2) tels que T̂ = wˆ + ∂Ŝ. Ceci ache`ve la
preuve.
Les lemmes 3.2.1 et 3.3.2 expliquent donc que ̂b• ∂ est acyclique
en degre´ = n + 1. On notera F2 son n + 1e groupe de cohomologie
hn+1̂b•. Comme annonce´, F2 est muni d’une structure de a b-module
provenant de la structure de -module sur chaque ̂b
p
, de´ﬁnie de la façon
suivante (ψ =∑k ψkbk ∈ )
ψ
(∑
Tk ⊗ bk
)

=∑(∑ψiTk−i)⊗ bk
a
(∑
Tk ⊗ bk
)

=∑fTk + k− 1Tk−1 + τTk−1 ⊗ bk
ou` τT  
= ∑pq=0 qTp−q q, si Tp−q q sont les composantes bihomoge`nes
de T . De meˆme que pour 6̂• ∂, on ve´riﬁe que ∂ est -line´aire et que
a ∂ = b∂ = ∂b. Par ailleurs, le morphisme de complexes β est clairement
-line´aire en tout degre´. Cela fournit donc un morphisme de -modules
β
 F1 −→ F2
La proposition 3.2.3 et le lemme 3.3.2 donnent alors la proposition suivante:
Proposition 3.3.3. Cette ﬂe`che est un isomorphisme de a b-modules.
3.4. Cas du couple F3 γ
Commençons d’abord par le lemme suivant:
Lemme 3.4.1. Pour tout q ∈ 0 n + 1, le complexe b• qdf∧ est
acyclique en degre´ = 0.
Preuve. Soit C• le complexe •E vf , ou` pE de´signe l’ensemble des
germes a` l’origine de p-champs de vecteurs holomorphes et vf la contrac-
tion avec la forme df . L’hypothe`se de singularite´ isole´e implique que C•
est acyclique en degre´ = 0. Pour l’assertion du lemme, il sufﬁt alors de
remarquer que
b• qdf∧ = 	omC•b0 q
et que b0 q est -injectif.
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On introduit, en conse´quence, les sous-espaces de courants (porte´s par
l’origine)
•0 
= Ker
(
b0 •
df∧−→ b1 •)
Puis, en utilisant le lemme pre´ce´dent, on construit la suite croissante
•kk∈N de sous-espaces de b0 •, caracte´rise´e par df ∧•k+1 = d′•k, pour
tout k. Il est aise´ de ve´riﬁer que chaque •k est stable par d
′′. Les com-
plexes •kd′′ seront e´tudie´s au paragraphe suivant. Le but du pre´sent
paragraphe est de relier F2 aux 
•
k. Cela va se faire au moyen de la
structure de bicomplexe sur ̂b
•
, de´ﬁnie par
∂′
(∑
Tk ⊗ bk
)

=∑d′Tk−1 − df ∧ Tk ⊗ bk
∂′′
(∑
Tk ⊗ bk
)

=∑d′′Tk ⊗ bk
Il est clair que ∂′∂′′ + ∂′′∂′ = 0. On notera ′hpq le groupe hp̂b• q ∂′.
On ve´riﬁe e´videmment que ∂′ et ∂′′ sont -line´aires et que
a ∂′ = b∂′ = ∂′b a ∂′′ = b∂′′ = ∂′′b
Ceci explique que les ′hpq ainsi que leurs ∂′′-cohomologies sont bien munis
de structures de -modules. Ce sera donc e´galement le cas du quotient
F3 
=
′h0 n+1
∂′′′h0 n 
Le re´sultat suivant (aide´ des lemmes 3.2.1, 3.3.2 et 3.5.2) explique que F3
est le seul terme a` retenir de la suite spectrale correspondante.
Lemme 3.4.2. Pour tout q ∈ 0 n + 1, les groupes ′hpq sont nuls en
degre´ p = 0. De plus ′h0 q peut eˆtre de´crit comme suit
′h0 q =
{
T̂ =∑Tk ⊗ bkTk ∈ qk df ∧ Tk+1 = d′Tk ∀k ∈ }
Preuve. La description est e´vidente a` partir de la de´ﬁnition des •k.
Quant a` la premie`re assertion, elle se de´montre sur le meˆme sche´ma que
le lemme 3.2.1, en partant du lemme 3.4.1. Fixons p ≥ 1 et q ≥ 0 et prenons
T̂ =∑k Tk ⊗ bk ∈ ̂bp q tel que ∂′T̂ = 0. On a alors d′Tk−1 − df ∧ Tk = 0,
pour tout k. Le lemme 3.4.1 donne S0 ∈ bp−1 q tel que T0 = −df ∧ S0.
Supposons avoir construit S0     Sj ∈ bp−1 q, tels que
Tk = d′Sk−1 − df ∧ Sk ∀k = 0     j
Cela donne, en particulier,
df ∧ Tj+1 = d′Tj = df ∧ d′Sj
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De nouveau, le lemme 3.4.1 fournit Sj+1 ∈ bp−1 q tel que
Tj+1 = d′Sj − df ∧ Sj+1
Par re´currence sur j, on construit ainsi un e´le´ment Ŝ = ∑k Sk ⊗ bk de
̂b
p−1 q
ve´riﬁant T̂ = ∂′Ŝ.
L’injection ̂b
0 n+1 ⊂ ̂bn+1 permet de de´ﬁnir l’edge
′h0 n+1
∂′′′h0 n −→ h
n+1̂b•
(puisque ∂′′ est nul sur ̂b
0 n+1
et que ∂′′Ker∂′ ⊂ Im ∂. Cet edge est en
fait un morphisme de -modules
γ
 F3 −→ F2
Proposition 3.4.3. Cette ﬂe`che est un isomorphisme de a b-modules.
Preuve. C’est la traduction de la de´ge´ne´rescence de la suite spectrale
e´voque´e.
3.5. Cas du couple F4 δ
Dans toute la suite, X de´signera un polydisque quelconque centre´ a`
l’origine et sur lequel f admet un repre´sentant. Ceci permet de conside´rer
le complexe 	n+10 X6• df∧ (nous noterons d’une manie`re identique
les germes 6•b•b• • et les faisceaux sur X correspondants). On a
un premier re´sultat:
Lemme 3.5.1. Le complexe 	n+10 X6• df∧ est acyclique en degre´ = 0.
Preuve. Cela se de´montre par un diagram-chasing, en se basant sur deux
faits: l’acyclicite´ de 6• df∧ en degre´ = n + 1, la nullite´ des groupes
	
q
0 X , pour q = 0 et  un faisceau porte´ par l’origine, ou q = n+ 1 et
 un faisceau -localement libre.
On introduit donc le sous-espace suivant de 	n+10 X
G0 
= Ker
(
	n+10 X
df∧−→ 	n+10 X61
)

Puis, en utilisant le dernier lemme, on construit la suite croissante Gkk∈
de sous-espaces de 	n+10 X, caracte´rise´e par df ∧Gk+1 = dGk, pour
tout k. Il est a` noter que les Gk re´sident en fait dans la partie alge´brique
	n+10 X de la cohomologie locale. Il est en effet facile de ve´riﬁer que
Gk est annule´ par  2k+1, si  est l’ide´al Jacobien de f . Un premier lien avec
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ce qui a pre´ce´de´ se fait de la façon suivante. Conside´rons l’augmentation
naturelle
δ
 	00 Xb0 n+1 −→ 	n+10 X
qui s’explicite au moyen de la formule
δ
(∑
αβ
cαβ∂
α∂¯βδ0dz¯
)
=∑
α
−1#α#α!cα 0
zα+11

On obtient alors un morphisme de complexes de -modules
δ
 	00 Xb0 • d′′ −→ 	n+10 X−n− 1
et on a le lemme suivant:
Lemme 3.5.2. La ﬂe`che δ est un quasi-isomorphisme. De plus, elle donne
naissance a` une suite de quasi-isomorphismes
δ
 •k d′′ −→ Gk−n− 1 ∀k ∈ 
Preuve. La premie`re assertion est un fait connu. En effet, 	n+10 X
est identiﬁable a`
lim
k→∞
n+1 /mk
Le lemme de D.G. et l’injectivite´ (sur ) des ﬁbres de b prouvent alors
l’assertion. Le meˆme argument est utilisable pour le cas k = 0 de la seconde
assertion. En effet, si  est l’ide´al Jacobien de f , on a
•0 = 	om/b0 •
On obtient ainsi
•0 d′′ = R	om/ = n+1 /−n− 1
= 	om/	n+10 X−n− 1
= Ker
(
	n+10 X
df∧−→ 	n+10 X61
)
−n− 1
= G0−n− 1
Pour k ≥ 1, la preuve (utilisant une re´currence sur k) est laisse´e au lecteur;
il est a` noter cependant qu’il n’est point possible d’invoquer le sche´ma du
calcul pre´ce´dent car Gk n’est pas un -module pour k ≥ 1.
214 r. belgrade
Il apparaˆıt maintenant naturel d’introduire le complexe 	̂• ∂, ou` 	̂• 
=
	n+10 X6•b de´signe l’espace des se´ries formelles en b et a` coefﬁcients
dans 	n+10 X6• ∂ e´tant de´ﬁnie par
∂
(∑
χk ⊗ bk
) 
=∑dχk−1 − df ∧ χk ⊗ bk
Comme pour 6̂• et ̂b•, on a une structure de -module sur chaque 	̂p,
de´ﬁnie comme suit ψ =∑k ψkbk ∈ 
ψ
(∑
χk ⊗ bk
) 
=∑(∑ψiχk−i)⊗ bk
a
(∑
χk ⊗ bk
) 
=∑fχk + n+ kχk−1 ⊗ bk
De meˆme que pour les pre´ce´dents complexes, on ve´riﬁe que ∂ est -line´aire
et que a ∂ = b∂ = ∂b. Les cohomologies hp	̂• he´ritent donc de struc-
tures de -modules. Comme on s’y attend, on a le re´sultat suivant:
Lemme 3.5.3. Le complexe pre´ce´dent est acyclique en degre´ = 0. De plus,
on a la description suivante de h0	̂•
h0	̂• =
{
χ̂ =∑χk ⊗ bkχk ∈ Gk df ∧ χk+1 = dχk ∀k ∈ }
Preuve. Se de´montre sur le meˆme sche´ma que le lemme 3.2.1, en util-
isant le lemme 3.5.1. Soit p ≥ 1 et prenons χ̂ = ∑k χk ⊗ bk ∈ 	̂p tel
que ∂χ̂ = 0. Cela se traduit par dχk−1 − df ∧ χk = 0, pour tout k. Le
lemme 3.5.1 donne ξ0 ∈ 	n+10 X6p−1 tel que χ0 = −df ∧ ξ0. Supposons
avoir construit ξ0     ξj ∈ 	n+10 X6p−1 tels que
χk = dξk−1 − df ∧ ξk ∀k = 0     j
Ainsi df ∧ χj+1 − dξj = dχj + df ∧ ξj = 0. Il existe, par conse´quent,
ξj+1 ∈ 	n+10 X6p−1 tel que
χj+1 = dξj − df ∧ ξj+1
Par re´currence sur j, on construit donc un e´le´ment ξ̂ =∑k ξk⊗ bk de 	̂p−1
ve´riﬁant χ̂ = ∂̂ξ.
On notera F4 le groupe h0	̂•. Les lemmes 3.5.2 et 3.5.3 montrent alors
que l’application
δ
 F3 −→ F4[∑
Tk ⊗ bk
]
−→∑ δTk ⊗ bk
est bien de´ﬁnie. Ve´riﬁons directement qu’elle est, de plus, -line´aire. Soient
donc T̂ =∑k Tk ⊗ bk ∈ ′h0 n+1 et ψ =∑k ψkbk ∈ . On sait que l’on a les
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e´galite´s ψT̂ = ∑k(∑ψiTk−i) ⊗ bk et aT̂ = ∑kfTk + n + kTk−1 ⊗ bk.
On obtient donc bien
δψT̂  =∑(∑ψiδTk−i)⊗ bk = ψδT̂ 
δaT̂  =∑fδTk + n+ kδTk−1 ⊗ bk = aδT̂ 
On a alors la proposition suivante:
Proposition 3.5.4. La ﬂe`che pre´ce´dente est un isomorphisme de a b-
modules.
Preuve. Traitons la surjectivite´ d’abord. Soit χ̂ = ∑k χk ⊗ bk ∈ F4.
Comme χ0 ∈ G0, le lemme 3.5.2 fournit T0 ∈ n+10 tel que δT0 = χ0. Sup-
posons alors que, pour un certain entier j, l’on ait construit Tk ∈ n+1k  k =
0     j, tels que δTk = χk et d′Tk−1 = df ∧ Tk, pour k = 0     j.
Comme Tj ∈ n+1j , on sait qu’il existe Sj+1 ∈ n+1j+1 tel que d′Tj = df ∧ Sj+1.
On en de´duit que df ∧ χj+1 = dχj = dδTj = df ∧ δSj+1, i.e.
χj+1 − δSj+1 ∈ G0. Toujours d’apre`s le lemme 3.5.2, il existe U ∈ n+10
tel que χj+1 − δSj+1 = δU. Il s’ensuit que Tj+1 
= Sj+1 + U ∈ n+1j+1 et
ve´riﬁe δTj+1 = χj+1 et d′Tj = df ∧ Sj+1 = df ∧ Tj+1. Ceci permet donc
de construire T̂ =∑k Tk ⊗ bk ∈ ′h0 n+1 tel que δT̂  = χ̂.
Prouvons l’injectivite´ maintenant. Soit T̂ = ∑k Tk ⊗ bk ∈ ′h0 n+1 tel que
δT̂  = 0. D’abord δT0 = 0 donne, d’apre`s le lemme 3.5.2, S0 ∈ n0
tel que d′′S0 = T0. Admettons donc que pour un certain entier j, l’on ait
construit Sk ∈ nk k = 0     j, tels que d′′Sk = Tk et d′Sk−1 = df ∧ Sk,
pour k = 0     j. Si Uj+1 ∈ nj+1 ve´riﬁe d′Sj = df ∧ Uj+1, on aura df ∧
Tj+1 = d′Tj = −d′′d′Sj = df ∧ d′′Uj+1, i.e. V 
= Tj+1 − d′′Uj+1 ∈ n+10
et donc δV  = δTj+1 = 0. Toujours d’apre`s le lemme 3.5.2, il existe
W ∈ n0 tel que d′′W = V . On en de´duit que Sj+1 
= Uj+1 + W ∈ nj+1
ve´riﬁe d′′Sj+1 = Tj+1 et d′Sj = df ∧Uj+1 = df ∧ Sj+1. On e´tablit ainsi, par
re´currence sur j, l’existence de Ŝ = ∑k Sk ⊗ bk ∈ ′h0 n tel que ∂′′Ŝ = T̂ .
Ceci termine la preuve de la proposition.
3.6. Cas du couple F5 η
Le the´ore`me de dualite´ locale donne une bijection -line´aire
η
 	n+10 X −→ 6n+10 ′
de la cohomologie locale sur le dual topologique de 6n+10 pour sa topologie
canonique de Fre´chet-Schwartz (cf. [Ba, cor. 2.14, p. 39]).
Le sous-espace G∞ 
= χ ∈ 	n+10 X df ∧ dχ = 0 ve´riﬁe
e´videmment l’inclusion ηG∞ ⊂ D′, vis-a`-vis du dual topologique D′
du re´seau de Brieskorn.
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Sachant que 	q0 X = 0 pour q = 2n+ 2 et 	q0 X6• = 0 pour q =
n+ 1, un diagram-chasing permet de voir que le complexe 	n+10 X6•d
est acyclique en degre´ = n+ 1. En particulier, la suite
0 −→ 	n+10 X
d−→ 	n+10 X61
d−→ 	n+10 X62
est exacte. On en de´duit que π 
= d−1df∧ est bien de´ﬁni sur G∞. La
formule de Stokes permet de voir que π ainsi que l’adjoint b∗ ∈ EndD′
de b font commuter le diagramme
G∞
η−→D′
π
 −b∗
G∞ D′
−→
η
Il est e´galement clair que Gk ⊂ G∞ et que Gk = π−1Gk−1 G−1 
=
0, pour tout k. Une autre formulation du a b-module F4 est alors la
suivante
F4 =
{
χ̂ =∑χk ⊗ bk ∈ G∞bπχk = χk−1 ∀k ∈ }
Par ailleurs, si l’on pose Dk 
= D/bk+1D = E/bk+1E =
 EkD−1 = E−1 =
0, on a des inclusions E∗k ⊂ D′ et E∗k = b∗−1E∗k−1, pour tout k. Comme η
de´ﬁnit un isomorphisme entre G0 et E
∗
0 , on en de´duit, par une re´currence
sur k, une suite d’isomorphismes η
 Gk → E∗k, rendant commutatifs les
diagrammes
Gk
η−→ E∗k
π
 −b∗
Gk−1 E
∗
k−1
−→
η
Analysons maintenant le rapport a` l’ope´rateur a sur E. La ﬂe`che initiale η
ve´riﬁe ηgχw = ηχgw, pour χ ∈ 	n+10 X w ∈ 6n+1 et g ∈ . La
multiplication par f laissant stable G∞, celle-ci et l’ope´rateur adjoint a∗ de
a sur D font commuter le diagramme
G∞
η−→D′
f
 a∗
G∞ D′
−→
η
Mais a conserve la b-ﬁltration et passe donc aux quotients Ek; ainsi a∗
conserve E∗k. Comme il est a` peu pre`s clair que f conserve Gk, on obtient
dualite´ et spectres des a b-modules 217
une suite de diagrammes commutatifs
Gk
η−→E∗k
f
 a∗
Gk E
∗
k
−→
η
Ceci justiﬁe l’inte´reˆt pour l’ensemble suivant
F5 
=
{
eˆ =∑ ek ⊗ bk ∈ E∗b b∗ek = −ek−1∀k ∈ }
puisque l’application
η
 F4 −→ F5∑
χk ⊗ bk →
∑
ηχk ⊗ bk
est bien de´ﬁnie et clairement bijective. Elle sera manifestement -line´aire,
si l’on munit F5 de la structure de -module suivante
ψ
(∑
ek ⊗ bk
) 
=∑(∑ψiek−i)⊗ bk
a
(∑
ek ⊗ bk
) 
=∑a∗ek + n+ kek−1 ⊗ bk
pour ψ =∑k ψkbk ∈ . On a ainsi de´montre´ la proposition suivante:
Proposition 3.6.1. La ﬂe`che pre´ce´dente η est un isomorphisme de a b-
modules.
3.7. Cas du couple E˘n+1 ζ
Prenons eˆ =∑k ek ⊗ bk ∈ F5 et x ∈ E. Notons ζeˆx l’e´le´ment suivant
de 
ζeˆx =∑
k
−1kekxbk
Ve´riﬁons que ζeˆ
 E −→  est -line´aire. Si ψ =∑k ψkbk ∈ , on aura
ζeˆψx =∑
k
−1kekψxbk
Or ekbx = −ek−1x, pour tout k. On obtient, par conse´quent,
ekψx = ek
(∑
i
ψib
ix
)
=∑
i
−1iψiek−ix
et par suite
ζeˆψx =∑(∑−1k−iψiek−ix)bk = ψζeˆx
Ainsi ζeˆ ∈ E˘n+1, ce qui donne une ﬂe`che bien de´ﬁnie
ζ
 F5 −→ E˘n+1
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Proposition 3.7.1. Cette ﬂe`che est un isomorphisme de a b-modules.
Preuve. La bijectivite´ est e´vidente; l’inverse ζ−1 peut, en effet, s’e´crire:
ζ−1ε = ∑k−1kckε ⊗ bk, ou` ckε est le coefﬁcient en bk de ε. Prou-
vons la -line´arite´. Soient eˆ = ∑k ek ⊗ bk ∈ E5 x ∈ E et ψ = ∑k ψkbk ∈
. On a
ψζeˆx = ζeˆψ˘x =∑−1kekψ˘xbk
Mais ekψ˘x = ek
∑
i−1iψibix =
∑
i ψiek−ix. En conse´quence
ψζeˆx =∑−1k(∑ψiek−ix)bk = ζψeˆx
et donc ψζeˆ = ζψeˆ. Par ailleurs
ζaeˆx =∑−1kekax + n+ kek−1xbk
=∑−1kekaxbk −∑−1k−1n+ kek−1xbk
= ζeˆax − aζeˆx
= aζeˆx
et donc aζeˆ = ζaeˆ. Ceci ache`ve la preuve de la proposition.
APPENDICE
Le but de cet appendice est d’e´tablir quelques re´sultats sur la re´gularite´
des a b-modules, ainsi que des re´sultats concernant les -modules.
A.1. Re´gularite´
Lemme A.1.1. Soit λ un nombre complexe. Alors, pour tout ψ =∑
k ψkb
k ∈ , l’´equation diffe´rentielle bϕ′ − λϕ = ψ a toujours une solution
dans  sauf si λ ∈  et ψλ = 0.
Preuve. C’est e´le´mentaire.
De ce lemme, on tire une conse´quence importante:
Proposition A.1.2. Soit E un a b-module a` poˆle simple de rang m.
Alors il existe une -base v = v1     vm de E telle que b−1a − νivi =∑i−1
j=1ψijvj , ou` νi ∈  ψij ∈ bνi−νj si νi − νj ∈  et ψij = 0 sinon.
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Preuve. La preuve se fait par re´currence sur m. Soit ν1 un sous a b-
module de E, e´le´mentaire et normal (cf. [B1, prop. 2.2]). Prenons un
ge´ne´rateur v1 de ν1 tel que b−1a − ν1v1 = 0. Le quotient F 
= E/ν1
est e´videmment a` poˆle simple et de rang m − 1. En utilisant l’hypothe`se
de re´currence pour F , on construit donc une -base v1 w2     wm
de E telle que b−1a − νiwi =
∑i−1
j=2 ψijwj + φiv1, pour i = 2    m,
ou` φi ∈  νi ∈  ψij ∈ bνi−νj si νi − νj ∈  et ψij = 0 sinon. Soit
k ∈ 1m− 1. Si k ≥ 2, supposons que l’on ait construit ϕ2     ϕk ∈ 
tels que les vecteurs vi 
= wi + ϕiv1 i = 2     k, ve´riﬁent
b−1a− νivi =
i−1∑
j=1
ψijvj
ψi1 ∈ bνi−ν1 si νi − ν1 ∈  et ψi1 = 0 sinon. On en de´duit que b−1a −
νk+1wk+1 =
∑k
j=2 ψk+1 jvj + θk+1v1, ou` θk+1 = φk+1 −
∑k
j=2 ψk+1 jϕj .
Posons vk+1 
= wk+1 + ϕk+1v1. On aura alors
b−1a− νk+1vk+1 =
k∑
j=1
ψk+1 jvj
ou` ψk+1 1 = bϕ′k+1 − νk+1 − ν1ϕk+1 + θk+1. Le lemme pre´ce´dent permet
alors d’afﬁrmer qu’il est possible de choisir ϕk+1 ∈  de sorte que ψk+1 1 ∈
bνk+1−ν1 si νk+1 − ν1 ∈  et ψk+1 1 = 0 sinon. On conclut alors par une
re´currence sur k.
Remarque. Les e´le´ments d’une base fournie par la proposition A.1.2
sont ne´cessairement homoge`nes (cf. cor. 2.3.1).
Proposition A.1.3. Un a b-module E est re´gulier si et seulement s’il
existe une -base de Eb−1 constitue´e de vecteurs homoge`nes.
Preuve. La condition est e´videmment ne´cessaire, puisque la proposi-
tion A.1.2 s’applique au sature´ de E (voir la remarque pre´ce´dente). Sup-
posons maintenant qu’il existe une -base v = v1     vm de Eb−1 r ∈
∗ et νi ∈  i = 1    m, tels que l’on ait b−1a − νirvi = 0. On pose
vi s 
= b−1a− νisvi, pour i = 1    m et s = 0     r. On note F le sous
-module de Eb−1 engendre´ par les vi s. Alors F ve´riﬁe aF ⊂ bF . En
effet, si
v =
m∑
i=1
r−1∑
s=0
ψi svi s ou` ψi s ∈ 
on aura b−1av = ∑mi=1∑r−1s=0bψ′i s + νiψi svi s + ψi svi s+1 ∈ F . Par
ailleurs, si e est une -base de E, il existe n ∈  tel que e ⊂∑mi=1 b−nvi ⊂
b−nF . En conse´quence E ⊂ G 
= b−nF ; mais comme b−1ab−n =
b−nb−1a− nG ve´riﬁe aussi aG ⊂ bG et donc E est re´gulier.
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Remarque. Cette proposition nous aurait imme´diatement permis de
constater la re´gularite´ de E˘δ, dans la de´monstration du the´ore`me 2.2.3, de`s
que l’on avait e´tabli que les vecteurs vi e´taient homoge`nes. Mais en fait il y
a une autre de´monstration de la re´gularite´ des duaux et plus ge´ne´ralement
des 	omab• • (voir [B2, p. 31]), par de´vissage et qui va eˆtre donne´e a`
la proposition A.1.5. Pour cela, on aura besoin de la proposition suivante:
Proposition A.1.4. Soit une suite exacte de a b-modules
0 −→ F −→ E −→ G −→ 0
Alors E est re´gulier si et seulement si F et G sont re´guliers.
Preuve. (i) Supposons E re´gulier. Il est a` peu pre`s e´vident que la suite
exacte donne une injection F˜ −→ E˜ et une surjection E˜ −→ G˜. On conclut
alors par noetherianite´ de  (en fait cette implication est de´ja` prouve´e dans
[B1, lem. 2.1 et 2.3] mais l’implication inverse n’y est pas traite´e).
(ii) La deuxie`me implication de la proposition se de´montre par
re´currence sur m 
= rangF. En effet, admettons l’assertion pour
rangF ≤ m − 1 ou` m ≥ 2. Prenons ν un sous a b-module de F ,
e´le´mentaire et normal. Alors il est clair que ν est aussi normal dans E et
que F ′ 
= F/ν est normal dans E′ 
= E/ν (cf. [B1, lem. 2.5]). On a les
suites exactes
0 −→ ν −→ F −→ F ′ −→ 0
0 −→ ν −→ E −→ E′ −→ 0
0 −→ F ′ −→ E′ −→ G −→ 0
La premie`re de ces suites nous dit, graˆce a` i), que F ′ est re´gulier. Les deux
dernie`res nous disent successivement (graˆce a` l’hypothe`se de re´currence)
que E′ puis E sont re´guliers.
Il reste donc a` e´tablir l’assertion pour m = 1. On sait alors (cf. [B1,
cor. 2.1]) qu’il existe un ge´ne´rateur e de F tel que b−1a− νe = 0 ν ∈ .
On pose
E˜r =
r∑
s=0
b−1asE G˜r =
r∑
s=0
b−1asG ∀ r ∈ ∗
Par re´gularite´ de G, il existe (cf. [B1, prop. 2.1]) r ∈ ∗ tel que G˜r ⊂ G˜r−1,
i.e. b−1arG ⊂ G˜r−1. On aura e´tabli la re´gularite´ de E si l’on prouve que
b−1a2rE ⊂ E˜2r−1. Pour cela, soit x ∈ E. En prenant sa classe dans G, on
construit des e´le´ments y0     yr−1 de E tels que
y 
= b−1arx−
r−1∑
s=0
b−1asys ∈ b−rF
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Il existe donc c1     cr ∈  z ∈ F tels que y = z + 
∑r
l=1 clb
−le. On
a bien e´videmment b−1a + l − νb−le = 0 et e´galement Pb−1az ∈ F ,
pour tout polynoˆme P ∈ X F est a` poˆle simple!). En particulier,
pour le polynoˆme unitaire de degre´ r PX 
= Nrl=1X + l − ν, on
aura Pb−1ay = Pb−1az ∈ F ⊂ E, ce qui implique e´videmment que
b−1ary ∈ E˜r−1. En de´ﬁnitive, on aura
b−1a2rx = b−1ary +
r−1∑
s=0
b−1ar+sys ∈ E˜2r−1
ce qui ache`ve la preuve de la proposition.
Proposition A.1.5. Pour tout a b-module re´gulier E, pour tout δ ∈ ,
le δ-dual E˘δ est re´gulier. Plus ge´ne´ralement, pour tout couple E, F de a b-
modules re´guliers, le a b-module 	omabEF est re´gulier.
Preuve. La premie`re assertion se de´montre par une re´currence sur m 
=
rangE. Conside´rons un sous a b-module de E, e´le´mentaire et normal
ν. La proposition pre´ce´dente nous dit que le quotient G 
= E/ν est
re´gulier de rang m− 1. Par ailleurs, il est facile de ve´riﬁer que le δ-dual de
ν est e´gal au a b-module e´le´mentaire δ−ν. On a donc une suite exacte
de a b-modules
0 −→ G˘δ −→ E˘δ −→ δ−ν −→ 0
L’hypothe`se de re´currence permet alors d’utiliser la proposition pre´ce´dente
pour conclure.
La deuxie`me assertion se de´montre par une re´currence surm 
= rangF.
Prenons un sous a b-module de F , e´le´mentaire et normal δ. La propo-
sition pre´ce´dente nous dit que le quotient F ′ 
= F/δ est re´gulier de rang
m− 1. On obtient alors une suite exacte
0 −→ 	omabEδ = E˘δ −→ 	omabEF −→ 	omabEF ′ −→ 0
D’apre`s la premie`re assertion, le premier terme est re´gulier. On peut alors
conclure car l’hypothe`se de re´currence permet d’utiliser la proposition
pre´ce´dente.
A.2. Finitude et compl´etion
Rappelons (cf. [At]) que pour un anneau commutatif  et un ide´al  ,
un -module F est dit se´pare´ pour la topologie  -adique si et seulement
si le sous-module ∩k∈ kF est nul. F est dit complet si et seulement s’il
est e´gal a` son comple´te´ F̂ pour la dite topologie.
Lemme A.2.1. Soit E un -module. On a alors les e´quivalences
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(i) E est de type ﬁni si et seulement s’il est b-se´pare´ et bE est de codi-
mension ﬁnie sur .
(ii) E est libre de type ﬁni si et seulement s’il est b-se´pare´, sans b-torsion
et bE est de codimension ﬁnie sur .
Preuve. (i) %⇒ : D’abord la b-se´paration de E est due a` [At, prop.
10.20, p. 111]. Par ailleurs, si p −→ E est surjective, alors p/bp −→
E/bE est surjective aussi, ce qui prouve le deuxie`me point.
⇐% : Soient x1     xm ∈ E tels que x˙1     x˙m est une -base de
E/bE. Prouvons que x1     xm engendre E. Soit donc x ∈ E. Il s’agit de
construire ψ1     ψm ∈  tels que l’on ait x =
∑m
l=1ψlxl. Or il existe, par
hypothe`se, ψ0l ∈  l = 1    m, tels que x −
∑m
l=1ψ
0
l xl ∈ bE. Supposons
donc avoir construit ψkl ∈  l = 1    m k = 0     j, tels que y 
= x−∑m
l=1
∑j
k=0ψ
k
l b
kxl ∈ bj+1E. Ainsi, y = bj+1z avec z ∈ E. Il existe donc
ψ
j+1
l ∈  l = 1    m, tels que z−
∑m
l=1ψ
j+1
l xl ∈ bE. En conse´quence, on
aura x −∑ml=1∑j+1k=0ψkl bkxl ∈ bj+2E. Une re´currence sur j permet donc
de construire ψl =
∑
k ψ
k
l b
k ∈  l = 1    m, tels que x −∑ml=1ψlxl ∈
bj+1E, pour tout j ∈ . E e´tant se´pare´, on aura bien x =∑ml=1ψlxl.
(ii) %⇒ : Evident, graˆce a` (i), car libre implique sans torsion.
⇐% : Soient x1     xm ∈ E tels que x˙1     x˙m est une -base de
E/bE. On sait, par i), que x1     xm engendre E. Il sufﬁt alors de prou-
ver que x1     xm est une -base E. Soit alors une relation
∑m
l=1ψlxl =
0 sur . Si ψ1     ψm = 0, il existe j ∈  tel que ψ1     ψm ∈
bjm\bj+1m. Les ϕl 
= b−jψl ve´riﬁent donc ϕ1     ϕm ∈ m\bm et
aussi bj∑ml=1 ϕlxl = 0. L’absence de b-torsion pour E donne∑ml=1 ϕlxl = 0
dans E et donc
∑m
l=1 ϕ˙lx˙l = 0 dans E/bE, ce qui donne ϕ˙l = 0 dans
/b l = 1    m. Ceci contredit le fait que ϕ1     ϕm /∈ bm et ter-
mine donc la preuve.
Lemme A.2.2. Soit D un -module tel que b
 D −→ D est injectif et bD
est de codimension ﬁnie sur . Alors le comple´te´ D̂ pour la topologie b-adique
est un a b-module.
Preuve. D’abord D̂ est b-complet et donc b-se´pare´ (cf. [At, prop. 10.5
et son commentaire p. 105]). Par ailleurs, D̂/bD̂ = D/bD (cf. [At. cor. 10.4,
p. 105]); l’assertion sera conse´quence du lemme pre´ce´dent, de`s qu’on aura
e´tabli que
b
 D̂ −→ D̂
est injectif. Ceci peut se faire comme suit. D̂ peut eˆtre conside´re´ (cf. [At,
p. 102–103]) comme l’espace des suites de Cauchy dans D modulo celles qui
convergent vers 0 dans D. Soit donc x ∈ D̂ tel bx = 0. Prenons xnn∈ ∈
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D une suite de Cauchy repre´sentant x. La condition bx = 0 se traduit par
la convergence vers 0 de bxnn∈, i.e.
∀k ∈  ∃ q ∈  ∀n ≥ q bxn ∈ bk+1D
Or, b 
 D −→ D est injectif. On obtient ainsi
∀k ∈  ∃ q ∈  ∀n ≥ q xn ∈ bkD
et donc xn converge vers 0 (dans D); par conse´quent sa classe x dans D̂
est nulle, ce qui termine la preuve.
Lemme A.2.3. Tout -module de type ﬁni est b-complet.
Preuve. En effet, on sait que si q
φ−→ p −→ E −→ 0 est exacte,
alors la suite correspondante ̂q
φ−→ ̂p −→ Ê −→ 0 l’est aussi ([At,
prop. 10.12, p. 108]). Or, ̂ = . Ainsi Ê = Cokerφ = E
Re´seau de Brieskorn
Soit f un germe de fonction holomorphe a` singularite´ isole´e a` l’origine
dans n+1. Alors le re´seau de Brieskorn
D 
= 6
n+1
df ∧ d6n−1
est muni d’une structure naturelle de -module. En effet, pour w = dv,
on pose
aw = fw et bw = df ∧ v
Ces ope´rations sont clairement bien de´ﬁnies et l’on a bien
b2 + badv = bdf ∧ v + f ∧ dv = bdfv
= df ∧ fv = adf ∧ v = abdv
Par ailleurs, D/bD est de dimension ﬁnie sur , e´gale au nombre de Milnor
car
D/bD  6
n+1
df ∧6n 


ou`  est l’ide´al Jacobien de f . Et enﬁn b
 D −→ D est injectif. En effet, soit
w = dv ∈ D tel que bw = df ∧ v = 0. Il existe donc z ∈ 6n−1 tel que
df ∧ v = df ∧ dz. Par conse´quent, df ∧ v − dz = 0. Comme 6•df∧
est acyclique en degre´ = n+ 1, il existera u ∈ 6n−1 tel que v− dz = df ∧ u
et donc w = dv = −df ∧ du ∈ df ∧ d6n−1, i.e. w = 0. On a donc, en
conse´quence, le fait suivant:
Corollaire A.2.4. Le compl´ete´ D̂ pour la topologie b-adique du re´seau
de Brieskorn est un a b-module (de rang le nombre de Milnor).
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