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Abstract
We prove a Noether-type symmetry theorem and a DuBois-Reymond necessary optimality
condition for nabla problems of the calculus of variations on time scales.
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1 Introduction
The theory of time scales was born with the 1989 PhD thesis of Stefan Hilger, done under super-
vision of Bernd Aulbach [8]. The aim was to unify various concepts from the theories of discrete
and continuous dynamical systems, and to extend such theories to more general classes of dynam-
ical systems. The calculus of time scales is nowadays a powerful tool, with two excellent books
dedicated to it [13, 14]. For a good introductory survey on time scales we refer the reader to [1].
The calculus of variations is well-studied in the continuous, discrete, and quantum settings
(see, e.g., [9, 18, 20]). Recently an important and very active line of research has been unifying
and generalizing the known calculus of variations on R, Z, and qN0 := {qk|k ∈ N0}, q > 1, to an
arbitrary time scale T via delta calculus. Progress toward this has been made on the topics of
necessary and sufficient optimality conditions and its applications – see [11, 12, 16, 21, 23] and
references therein. The goal is not to simply reprove existing and well-known theories, but rather
to view R, Z, and qN0 as special cases of a single and more general theory. Doing so reveals richer
mathematical structures (cf. [12]) which has great potential for new applications, in particular in
engineering [26] and economics [6, 7].
The theory of time scales is, however, not unique. Essentially, two approaches are followed in
the literature: one dealing with the delta calculus (the forward approach) [13]; the other dealing
with the nabla calculus (the backward approach) [14, Chap. 3]. To actually solve problems of
the calculus of variations and optimal control it is often more convenient to work backwards in
time, and recently a general theory of the calculus of variations on time scales was introduced via
the nabla operator. Results include: Euler-Lagrange necessary optimality conditions [5], necessary
conditions for higher-order nabla problems [25], and optimality conditions for variational problems
subject to isoperimetric constraints [4]. In this note we develop further the theory by proving two
of the most beautiful results of the calculus of variations — the Noether symmetry theorem and
the DuBois-Reymond condition [30] — to nabla variational problems on an arbitrary time scale
T. Our main tool is the recent duality technique of M. C. Caputo [15], which allows to obtain
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nabla results on time scales from the delta theory. Caputo’s duality concept is briefly presented in
Sec. 2; in Sec. 3 our results are formulated and proved; in Sec. 4 an illustrative example is given.
We end with some words about the originality of our results and the state of the art (Sec. 5).
2 Preliminaries
We assume the reader to be familiar with the calculus on time scales [13, 14]. Here we just review
the main tool used in the paper: duality.
Let T be an arbitrary time scale and let T∗ := {s ∈ R : −s ∈ T}. The new time scale T∗
is called the dual time scale of T. If σ and ρ denote, respectively, the forward and backward
jump operators on T, then we denote by σ̂ and ρ̂ the forward and backward jump operators of
T
∗. Similarly, if µ and ν denote, respectively, the forward and backward graininess function on
T, then µ̂ and ν̂ denote, respectively, the forward and backward graininess function on T∗; if ∆
(resp. ∇) denote the delta (resp. nabla) derivative on T, then ∆̂ (resp. ∇̂) will denote the delta
(resp. nabla) derivative on T∗.
Definition 2.1. Given a function f : T→ R defined on time scale T we define the dual function
f∗ : T∗ → R by f∗(s) := f(−s) for all s ∈ T∗.
We recall some basic results concerning the relationship between dual objects. The set of all
rd-continuous (resp. ld-continuous) functions is denoted by Crd (resp. Cld). Similarly, C
1
rd (resp.
C1ld) will denote the set of functions from Crd (resp. Cld) whose delta (resp. nabla) derivative
belongs to Crd (resp. Cld).
Proposition 2.2 ([15]). Let T be a given a time scale with a, b ∈ T, a < b, and f : T→ R. Then,
1. (Tκ)∗ = (T∗)κ and (Tκ)
∗ = (T∗)κ;
2. ([a, b])∗ = [−b,−a] and ([a, b]κ)∗ = [−b,−a]k ⊆ T
∗;
3. for all s ∈ T∗, σ̂(s) = −ρ(−s) = −ρ∗(s) and ρ̂(s) = −σ(−s) = −σ∗(s);
4. for all s ∈ T∗, ν̂(s) = µ∗(s) and µ̂(s) = ν∗(s);
5. f is rd (resp. ld) continuous if and only if its dual f∗ : T∗ → R is ld (resp. rd) continuous;
6. if f is delta (resp. nabla) differentiable at t0 ∈ T
κ (resp. at t0 ∈ Tκ), then f
∗ : T∗ → R is
nabla (resp. delta) differentiable at −t0 ∈ (T
∗)κ (resp. −t0 ∈ (T
∗)κ), and
f∆(t0) = −(f
∗)∇̂(−t0) (resp. f
∇(t0) = −(f
∗)∆̂(−t0)) ,
f∆(t0) = −((f
∗)∇̂)∗(t0) (resp. f
∇(t0) = −((f
∗)∆̂)∗(t0)) ,
(f∆)∗(−t0) = −((f
∗)∇̂)(−t0) (resp. (f
∇)∗(−t0) = −(f
∗)∆̂(−t0)) ;
7. f belongs to C1rd (resp. C
1
ld) if and only if its dual f
∗ : T∗ → R belongs to C1ld (resp. C
1
rd);
8. if f : [a, b]→ R is rd continuous, then∫ b
a
f(t)∆t =
∫ −a
−b
f∗(s)∇̂s ;
9. if f : [a, b]→ R is ld continuous, then∫ b
a
f(t)∇t =
∫ −a
−b
f∗(s)∆̂s .
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Definition 2.3. Given a Lagrangian L : T × Rn × Rn → R, we define the corresponding dual
Lagrangian L∗ : T∗ ×Rn ×Rn → R by L∗(s, x, v) = L(−s, x,−v) for all (s, x, v) ∈ T∗ ×Rn ×Rn.
As a consequence of Definition 2.3 and Proposition 2.2 we have the following useful lemma:
Lemma 2.4. Given a continuous Lagrangian L : R× Rn × Rn → R one has∫ b
a
L
(
t, yσ(t), y∆(t)
)
∆t =
∫ −a
−b
L∗
(
s, (y∗)ρ̂(s), (y∗)∇̂(s)
)
∇̂s
for all functions y ∈ C1rd ([a, b],R
n).
Definition 2.5. Let T be a given time scale with at least three points, n ∈ N, and L : R×Rn×Rn →
R be of class C1. Suppose that a, b ∈ T and a < b. We say that q0 ∈ C
1
rd is a local minimizer for
problem
I[q] =
∫ b
a
L(t, qσ(t), q∆(t))∆t −→ min
q(a) = qa , q(b) = qb ,
(1)
if there exists δ > 0 such that
I[q0] ≤ I[q]
for all q ∈ C1rd([a, b],R
n) satisfying the boundary conditions q(a) = qa, q(b) = qb and
‖ q − q0 ‖:= sup
t∈[a,b]κ
| qσ(t)− qσ0 (t) | + sup
t∈[a,b]κ
| q∆(t)− q∆0 (t) |< δ ,
where | · | denotes a norm in Rn.
The following result, known as DuBois-Reymond equation or second Euler-Lagrange equation,
is a necessary optimality condition for optimal trajectories of delta variational problems.
Theorem 2.6 (DuBois-Reymond equation for delta problems [10]). If q ∈ C1rd is a local minimizer
of problem (1), then q satisfies the equation
∆
∆t
H(t, qσ(t), q∆(t)) = −∂1L(t, q
σ(t), q∆(t)) (2)
for all t ∈ [a, b]κ, where H(t, u, v) = −L(t, u, v) + ∂3L(t, u, v)v + ∂1L(t, u, v)µ(t).
3 Main Results
Our focus is Emmy Noether’s theorem, a fundamental tool of modern theoretical physics and the
calculus of variations, which allows to derive conserved quantities from the existence of variational
symmetries (see, e.g., [17, 29, 30]). We prove here a Noether’s theorem for variational problems
with nabla derivatives and integrals (Theorem 3.4).
Let T be a given time scale with at least three points, n ∈ N, and L : R×Rn × Rn → R be of
class C1. Suppose that a, b ∈ T and a < b. We consider the following nabla variational problem
on T:
I[q] =
∫ b
a
L(t, qρ(t), q∇(t))∇t −→ min
q∈Q
, (3)
where
Q = {q | q : [a, b]→ Rn, q ∈ C1ld, q(a) = A, q(b) = B}
for some A,B ∈ Rn, and where ρ is the backward jump operator and q∇ is the nabla-derivative of
q with respect to T. Let V = {q | q : [a, b]→ Rn, q ∈ C1ld}, and consider a one-parameter family
of infinitesimal transformations{
t¯ = T (t, q, ǫ) = t+ ǫτ(t, q) + o(ǫ) ,
q¯ = Q(t, q, ǫ) = q + ǫξ(t, q) + o(ǫ) ,
(4)
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where ǫ is a small real parameter, and τ : [a, b] × Rn → R and ξ : [a, b] × Rn → Rn are nabla
differentiable functions. We assume that for every q and every ǫ the map [a, b] ∋ t 7→ α(t) :=
T (t, q(t), ǫ) ∈ R is a strictly increasing C1ld function and its image is again a time scale with
backward shift operator ρ and nabla derivative ∇.
Definition 3.1. Functional I in (3) is said to be invariant on V under the family of transforma-
tions (4) if
d
dǫ
{
L
(
T (t, q(t), ǫ), Qρ(t, q(t), ǫ),
Q∇(t, q(t), ǫ)
T∇(t, q(t), ǫ)
)
T∇(t, q(t), ǫ)
} ∣∣∣
ǫ=0
= 0 .
Remark 3.2. Functional I in (3) is invariant on V under the family of transformations (4) if
and only if
∂1L(t, q
ρ(t), q∇(t))τ(t, q(t)) + ∂2L(t, q
ρ(t), q∇(t))ξρ(t, q(t))
+ ∂3L(t, q
ρ(t), q∇(t))ξ∇(t, q(t)) + L(t, qρ(t), q∇(t))τ∇(t, q(t))
− q∇(t)∂3L(t, q
ρ(t), q∇(t))τ∇(t, q(t)) = 0
for all t ∈ [a, b]κ and all q ∈ V , where ∂iL denotes the partial derivative of L(·, ·, ·) with respect to
its i-th argument, i = 1, 2, 3, and
ξρ(t, q(t)) = ξ(ρ(t), q(ρ(t))) , ξ∇(t, q(t)) =
∇
∇t
ξ(t, q(t)) .
Definition 3.3. We say that function q ∈ C1ld is an extremal of problem (3) if it satisfies the
nabla Euler-Lagrange equation
∂3L(t, q
ρ(t), q∇(t))−
∫ t
a
∂2L(τ, q
ρ(τ), q∇(τ))∇τ = const ∀t ∈ [a, b]κ . (5)
Theorem 3.4 (Noether’s theorem for nabla variational problems). If functional I in (3) is in-
variant on V in the sense of Definition 3.1, then
∂3L(t, q
ρ, q∇) · ξ(t, q) +
[
L(t, qρ, q∇)− ∂3L(t, q
ρ, q∇) · q∇ + ∂1L(t, q
ρ, q∇) · ν(t)
]
· τ(t, q)
is constant along all the extremals of problem (3).
Proof. Let q0 be an extremal of problem (3). Then q
∗
0 is an extremal of problem
I∗[g] =
∫ −a
−b
L∗(t, gσ̂(t), g∆̂(t))∆̂t −→ min
g∈C1
rd
g(−b) = B , g(−a) = A ,
i.e.,
∂3L
∗
(
t, (q∗0)
σ̂ (t) , (q∗0)
∆̂(t)
)
−
∫ t
−b
∂2L
∗
(
τ, (q∗0)
σ̂ (τ) , (q∗0)
∆̂(τ)
)
∆̂τ = const ∀t ∈ [−b,−a]κ .
Now we note that if I is invariant on V under the family of transformations (4), then I∗ is invariant
on U = {g | g : [−b,−a]→ Rn, g ∈ C1rd} under the family of transformations{
t¯ = t− ǫτ∗(t, g) + o(ǫ) ,
g¯ = g + ǫξ∗(t, g) + o(ǫ) ,
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where τ∗(t, u) = τ(−t, u) and ξ∗(t, u) = ξ(−t, u). Hence, by [11, Theorem 4] on delta problems
we can conclude that
∂3L
∗(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t)) · ξ∗(t, q∗0(t)) +
[
L∗(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t))
− ∂3L
∗(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t)) · (q∗0)
∆̂(t)− ∂1L
∗(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t)) · µ̂(t)
]
· (−τ∗(t, q∗0(t)))
is a constant. Having in mind the equalities
(q∗0)
∆̂(t) = −q∇0 (−t) , (q
∗
0)
σ̂
(t) = qρ0(−t) , µ̂(t) = ν(−t) ,
∂1L
∗(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t)) = −∂1L(−t, q
ρ
0(−t), q
∇
0 (−t)) ,
∂3L
∗(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t)) = −∂3L(−t, q
ρ
0(−t), q
∇
0 (−t)) ,
L∗(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t)) = L(−t, qρ0(−t), q
∇
0 (−t)) ,
τ∗(t, q∗0(t)) = τ(−t, q0(−t)) ,
ξ∗(t, q∗0(t)) = ξ(−t, q0(−t)) ,
we obtain that
−∂3L(−t, q
ρ
0(−t), q
∇
0 (−t))·ξ(−t, q0(−t))+
[
L(−t, qρ0(−t), q
∇
0 (−t))−∂3L(−t, q
ρ
0(−t), q
∇
0 (−t))·q
∇
0 (−t)
+ ∂1L(−t, q
ρ
0(−t), q
∇
0 (−t)) · ν(−t)
]
· (−τ(−t, q0(−t)))
is constant. Let s ∈ [a, b]κ and set s = −t. Then,
− ∂3L(s, q
ρ
0(s), q
∇
0 (s)) · ξ(s, q0(s)) +
[
L(s, qρ0(s), q
∇
0 (s))− ∂3L(s, q
ρ
0(s), q
∇
0 (s)) · q
∇
0 (s)
+ ∂1L(s, q
ρ
0(s), q
∇
0 (s)) · ν(s)
]
· (−τ(s, q0(s)))
is constant, which proves the desired result.
Noether’s theorem explains all conservation laws of mechanics. However, the most important
conservation law — conservation of energy, which is obtained in mechanics from Noether’s theorem
and invariance with respect to time translations – is typically obtained in the calculus of variations
as a corollary of the DuBois-Reymond condition [30]. We now obtain a nabla version of DuBois-
Reymond condition on time scales.
Definition 3.5. We say that q0 ∈ Q is a local minimizer for problem (3) if there exists δ > 0
such that
I[q0] ≤ I[q]
for all q ∈ Q satisfying
‖ q − q0 ‖:= sup
t∈[a,b]κ
| qρ(t)− qρ0(t) | + sup
t∈[a,b]κ
| q∇(t)− q∇0 (t) |< δ ,
where | · | denotes a norm in Rn.
Theorem 3.6 (DuBois-Reymond condition for nabla variational problems). If q ∈ Q is a local
minimizer of problem (3), then q satisfies the equation
∇
∇t
H(t, qρ(t), q∇(t)) = −∂1L(t, q
ρ(t), q∇(t))
for all t ∈ [a, b]κ, where
H(t, u, v) = −L(t, u, v) + ∂3L(t, u, v) · v − ∂1L(t, u, v)ν(t) ,
t ∈ T, and u, v ∈ Rn.
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Proof. Let q0 be local minimizer of problem (3). Then q
∗
0 is a local minimizer of problem
I∗[g] =
∫ −a
−b
L∗(t, gσ̂(t), g∆̂(t))∆̂t −→ min
g∈C1
rd
subject to g(−b) = B and g(−a) = A, t ∈ [−b,−a]κ. By the second Euler-Lagrange equation for
delta problems (2) we conclude that
∆̂
∆̂t
H(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t)) = −∂1L
∗(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t)) (6)
for all t ∈ [−b,−a]κ, where
H(t, u, v) = −L∗(t, u, v) + ∂3L
∗(t, u, v) · v + ∂1L
∗(t, u, v)µ̂(t) .
Note that
H(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t)) = H
∗
(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t))
with H∗(t, u, v) = H(−t, u,−v). Since
(H
∗
)∆̂(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t)) = −H
∇
(−t, qρ0(−t), q
∇
0 (−t))
and
∂1L
∗(t, (q∗0)
σ̂(t), (q∗0)
∆̂(t)) = −∂1L(−t, q
ρ
0(−t), q
∇
0 (−t)) ,
equation (6) shows that
H
∇
(−t, qρ0(−t), q
∇
0 (−t)) = −∂1L(−t, q
ρ
0(−t), q
∇
0 (−t)) .
Making −t = s ∈ [a, b]κ it follows that
H
∇
(s, qρ0(s), q
∇
0 (s)) = −∂1L(s, q
ρ
0(s), q
∇
0 (s)) ,
which proves the intended result.
4 An Example
Let T =
{
0, 18 ,
1
4 ,
3
8 ,
1
2 ,
5
8 ,
3
4 ,
7
8 , 1
}
and consider the following problem on T:
I[q] =
∫ 1
0
[
(q∇(t))2 − 1
]2
∇t −→ min ,
q(0) = 0 , q(1) = 0 ,
q ∈ C1ld(T;R) .
(7)
The Euler-Lagrange equation (5) takes the form
q∇(t)
[
(q∇(t))2 − 1
]
= const , t ∈ Tκ , (8)
while our DuBois-Reymond condition for nabla variational problems (cf. Theorem 3.6) asserts
that [
(q∇(t))2 − 1
] [
1 + 3(q∇(t))2
]
= const , t ∈ Tκ . (9)
The same conservation law (9) is also obtained from our Noether’s theorem for nabla variational
problems (cf. Theorem 3.4) since problem (7) is invariant under the family of transformations
t¯ = t + ǫ and q¯ = q, for which τ(t, q) ≡ 1 and ξ(t, q) ≡ 0. Let q˜(t) = 0 for all t ∈ T \
{
1
8 ,
7
8
}
,
and q˜
(
1
8
)
= q˜
(
7
8
)
= 18 . One has q˜
∇
(
1
8
)
= q˜∇
(
7
8
)
= 1, q˜∇
(
1
4
)
= q˜∇(1) = −1, and q˜∇
(
i
8
)
= 0,
i = 3, 4, 5, 6. We see that q˜ is an extremal, i.e., it satisfies the Euler-Lagrange equation (8).
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However q˜ cannot be a solution to the problem (7) since it does not satisfy the DuBois-Reymond
condition (9). In fact, any function q satisfying q∇(t) ∈ {−1, 0, 1}, t ∈ Tκ, is an Euler-Lagrange
extremal. Among them, only q∇(t) = 0 for all t ∈ Tκ and those with q
∇(t) = ±1 satisfy
our condition (9). This example shows a problem for which the Euler-Lagrange equation gives
several candidates which are not the solution to the problem, while the results of the paper give
a smaller set of candidates. Moreover, the candidates obtained from our conservation law lead us
directly to the explicit solution of the problem. Indeed, the null function and any function q with
q(0) = q(1) = 0 and q∇(t) = ±1, t ∈ Tκ, gives I[q] = 0. They are minimizers because I[q] ≥ 0 for
any function q ∈ C1ld.
5 Final Comments
The question of originality of nabla results on time scales after previous delta counterparts have
been proved is an important issue. During recent years several mathematicians have tried to
obtain a satisfactory answer to the problem. To the best of the authors knowledge there are now
six techniques to obtain directly results for the nabla or delta calculus. These six approaches were
introduced, respectively, in the following references (ordered by date, from the oldest approach to
the most recent one): [2] (the alpha approach); [27] (the diamond-alpha approach); [3] (Aldwoah’s
or generalized time scales approach); [24] (the delta-nabla approach); [15] (Caputo’s or duality
approach); [19] (the directional approach). Paper [2] introduces the so-called alpha derivatives,
where the σ operator in the definition of delta derivative (or ρ in the definition of nabla derivative)
is substituted by a more general function α(·); paper [27] proposes a convex combination between
delta and nabla derivatives: f⋄α(t) = αf∆(t)+ (1−α)f∇(t), α ∈ [0, 1]. Both alpha and diamond-
alpha approaches have been further investigated in the literature, but they are not effective in
the calculus of variations due to absence of an anti-derivative (see, e.g., [22, 28]). Aldwoah’s PhD
thesis [3] proposes an interesting generalization of the definition of time scale and develops on it a
generalized calculus that gives, simultaneously, the delta and nabla calculi as particular cases. It
provides a very elegant and general calculus, but it is more complex than all the other approaches.
In some sense Caputo’s approach [15] is just a particular case of Aldwoah’s one. More than that,
Aldwoah gives all the necessary formalism and all the proofs, while the duality of Caputo is based
on a principle (the duality principle): “For any statement true in the nabla (resp. delta) calculus
in the time scale T there is an equivalent dual statement in the delta (resp. nabla) calculus for
the dual time scale T∗.” Such principle is illustrated in [15] by means of some examples, but is
never proved (it is a principle, not a theorem). In [19] it is studied the problem of minimizing or
maximizing the composition of delta and nabla integrals with Lagrangians that involve directional
derivatives. In our paper we promote Caputo’s technique, showing how her approach is simple and
effective. To the best of our knowledge, while all the other approaches (alpha, diamond-alpha,
Aldwoah’s, delta-nabla, and directional approaches) have already been further explored in the
literature, Caputo’s idea is, to the present moment, voted to ostracism. Our work contributes to
change the state of affairs, illustrating the duality approach in obtaining a nabla Noether-type
symmetry theorem and a nabla DuBois-Reymond necessary optimality condition. The duality
approach [15] we are promoting in our work is not the only approach in the literature; it is not
the oldest or the most recent one; it is also not the most general; and probably others will appear.
However, the duality approach is simple and beautiful, making possible short and elegant proofs.
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