A set of experiments has been performed on the High-Current Experiment (HCX) facility at LBNL, in which the ion beam is allowed to collide with an end plate and thereby induce a copious supply of desorbed electrons. Through the use of combinations of biased and grounded electrodes positioned in between and downstream of the quadrupole magnets, the flow of electrons upstream into the magnets can be turned on or off. Properties of the resultant ion beam are measured under each condition. The experiment is modeled via a full three-dimensional, two species (electron and ion) particle simulation, as well as via reduced simulations (ions with appropriately chosen model electron cloud distributions, and a high-resolution simulation of the region adjacent to the end plate). The three-dimensional simulations are the first of their kind and the first to make use of a timestep-acceleration scheme that allows the electrons to be advanced with a timestep that is not small compared to the highest electron cyclotron period. The simulations reproduce qualitative aspects of the experiments, illustrate some unanticipated physical effects, and serve as an important demonstration of a developing simulation capability. * Electronic address: rcohen@llnl.gov 1 LBNL-56496 HIFAN 1372 Report to DOE
I. INTRODUCTION
As was noted in a previous milestone report [1] , stray electrons are becoming increasingly recognized as a factor that must be accounted for in heavy-ion fusion (HIF) accelerators, such that a quantitative understanding is essential. Electron clouds have already been recognized as an issue for accelerator applications such as high-energy physics and spallation neutron sources [2] . The common thread in these contexts is that the electron cloud is an uncontrolled source of negative charge that can alter the ion beam dynamics, possibly leading to increased beam emittance and halo generation, and also potentially driving electron-ion instabilities.
For an application such as heavy-ion fusion where there is an economic imperative to have the ion beam fill as much of the cross section of the beam line as possible, electron cloud effects can be a significant factor in limiting the beam pipe fill factor.
The Heavy-Ion Fusion Virtual National Laboratory (HIF-VNL) has been developing both experimental and simulation capabilities in this area, and these capabilities have advanced to the point where a first comparison of simulation and experiment is now possible. This report describes an experiment on the High-Current Experiment (HCX) facility, which is explicitly designed to produce large electron-physics effects, and our efforts to model it. It also summarizes the advances in simulation capability that have brought us to this point.
The remainder of this report is organized as follows: Section 2 describes the experimental setup and results. Section 3 summarizes the advances in electron-physics simulation capability that have occurred over the past year. Section 4 describes our first 3-dimensional simulation of the experiment, which is also our first simulation that self-consistently couples electron and ion physics in a magnetic-focusing accelerator. The simulation results have some points of contact with the experimental results but disagree in other aspects, which we attribute to deficiencies in the employed simulation model. To address these deficiencies, we have undertaken subsidiary calculations with reduced models, which are described in Section 5: ion slice simulations with specified electron clouds that approximate the electron distribution we expect when we have runs with improved physics, and high-resolution simulations of the end region to elucidate a suitable electron injection model. four magnetic quadrupole magnets (MA1-4) on the High Current Experiment ( shown in Fig. 1 . (These magnets follow 10 HCX electrostatic quadrupoles thro the beam was transported with little or no degradation, [L. Prost, et al., Submit PRST-AB].) During our first tests of diagnostics for measuring electrons in the 1 MeV, 174 beam in HCX we found evidence of anomalous beam transport through the 4 q magnets. An example is shown in Fig. 2 , where the beam goes through Phase-1 diagnostics (5.4 cm diameter, 48 cm long tubes in MA3 and MA4), before inst suppressor and clearing electrodes. This picture shows a single beam pulse, thr vertical slit onto the optical imaging diagnostic (a portion of a horizontal slit sc complete horizontal scan of the slit shows a Z-shaped X-X' phase space distrib is shorthand for dX/dx, and represents the transverse angle of an ion to the bea is related to the transverse beam temperature, which can limit the final focus sp Vertical scans of a horizontal slit did not show the Z-shaped phase space, and e pulse showed a single line. 
II. EXPERIMENT
Electron studies are performed in four magnetic quadrupole magnets (MA1-4) on the High Current Experiment (HCX) facility, as shown in Fig. 1 . These magnets follow 10 HCX electrostatic quadrupoles through which the beam was transported with little or no degradation [3] . pulse showed a single line.
Removal of the Phase-1 diagnostics opened up the aperture to an ellipse of 6 x 10 cm principal axes. This changed the beam distortions, but did not eliminate the splitting of velocity space into 3 components, Fig. 3 .
Realizing that there was likely to be electron emission from the slit plate during beam impingement, and that this emission might be the cause of the beam trifurcation, we installed a suppressor ring between the final magnet MA4 and the slit plate. The expectation was based on our measurements of electron emission (and gas desorption) from 1 MeV K+ ions impinging upon a stainless plate near grazing incidence [5] . Extrapolating those results to normal incidence yielded an electron emission coefficient of 6 (this coefficent agrees with theoretical estimates [4] , although other HIF experiments have suggested that electron emission coefficients can be as high as 10-30).
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Operation with the suppressor ring, biased to -10 kV elim distortion, yielding a single image of the slit. This demons ion beam is caused by electrons emitted off the end wall ( electrons might fill the field-free drift region between the quadrupole magnet. Some of the electrons could drift ups Operation with the suppressor ring biased to -10 kV eliminated the phase space distortion, yielding a single image of the slit; see Fig. 4 . This demonstrates that trifurcation of the ion beam is caused by electrons emitted off the end wall (in this case, the slit plate). Such electrons might fill the field-free drift region between the slit plate and the end of the last quadrupole magnet. Some of the electrons could drift upstream through the magnets.
We recently repeated these runs in one day, with magnetic quad diagnostics still removed, and testing the effects of varying combinations of the suppressor and clearing electrodes.
With all the electrodes biased, V s = −10 kV, V ca = V cb = V cc = +9kV, we saw a single image of a slit, Fig. 5 . Leaving the suppressor on, but turning off the clearing electrodes gave a similar result, shown in Fig. 6 . Leaving the suppression and all clearing electrodes off gave the result shown in Fig. 7 , which is similar to that shown in Figs. 2 and 3.
Utilizing all shots from a scan, one can reconstruct the full x−x phase space; an example, with the suppression off, and only the first clearing electrode (a) of Fig. 1 biased (at +9 kV), is shown in Fig. 8 .
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Similarly, the electron current from the end can be expressed in terms of the electron density n e and drift velocity v d as
Electrons drift through quadrupole magnets via E × B and ∇B (including curvature) drifts. Dividing the second equation by the first, we obtain
The electron current in past year are that the long-timestep electron dynamics capability ("interpolated drift" on the chart) is now operational; the volumetric electron source (from ionization of gas) is partially implemented; the wall electron source module is implemented and being tested;
and models to describe neutral gas generation and evolution and a more accurate model of ion reflection at walls are in active development. These advances are each briefly described below.
A. Interpolated mover
Over the past year we have developed and done limited testing of a mover for electrons that interpolates between full electron dynamics and drift kinetics. The algorithm is briefly described in a paper submitted for publication [6] , and will be more extensively detailed in an invited talk at the forthcoming American Physical Society Division of Plasma Physics meeting and the associated Physics of Plasmas paper. The algorithm builds upon the observation by Parker [7] that the conventional Boris particle advance scheme, when run with time steps large compared to the cyclotron period, continues to exhibit correct drift velocities, but causes particles to gyrate with a radius that is large compared to the physical gyro orbit, and with a frequency that is lower than the physical gyrofrequency. Our interpolation scheme corrects the former deficiency, preserving a physical gyroradius, and is thus well suited for simulating particles that move through regions of strong, weak, and no magnetic field such as we have in HIF accelerators. The timestep is set by the requirement of resolving the next-shorter timescale of interest, which is the time for electrons to transit across the ion beam. The mover has been tested extensively with respect to single-particle dynamics;
we find that it agrees well with small-timestep solutions for drift and bounce velocities and gyration radius, and also exhibits a transition from adiabatic (conserving magnetic-moment)
to nonadiabatic (large jumps in magnetic moment) behavior at about the correct value of the particle energy (or equivalently, at about the correct distance of closest approach to the center of a quadrupole magnetic field). We have also tested the interpolated mover by comparing, with results from small-timestep simulations, its prediction for the spatial electron distribution produced by two different kinds of electron sources: (1) electrons desorbed from walls upon ion impact (as calculated from a WARP ion slice simulation, including a crude model of first-flight scattered ions); and (2) a source that is uniform out to a specified radius equal to the nominal ion beam radius (an approximate model for electrons produced by ionization of gas). The comparisons are shown in Figs. 12 and 13; the electron distributions in both cases are almost indistinguishable from the small-timestep results. Checks of the interpolating mover in a self-consistent simulation are just beginning; in fact the first real test is a limited version of the 3-D WARP simulation described in the next section. In that test, a single HCX magnet and the end tank were simulated using the interpolating mover (with a maximum timestep half the cyclotron period) and using the conventional mover (with a timestep 5 times smaller). Preliminary comparison of the results shows no evidence of numerical instability and nearly identical scatter and contour plots.
Further tests are planned.
B. Neutral gas module
A neutral desorption model was developed at U.C. Berkeley in collaboration with the HIF-VNL. The scheme treats electronic sputtering induced by impact of energetic ions relevant to heavy ion fusion beams. The model includes angle-of-impact dependencies, and generates distributions of neutrals desorbed from the surface. The neutrals are returned as standard WARP particles, and can be followed in time using the standard WARP particle integration routines, using the standard WARP routines to compute surface interactions.
WARP interpolation functions are used to weight the particles to an arbitrary mesh, and 13 then to interpolate neutral density to continuum locations of the charged particles for use in a Monte Carlo collision scheme.
The model is partially complete. Presently the neutral desorption routines have been implemented in C, and a Python interface for calling the functions has been created. Completion of the model will require integration of Python arrays for returning the created neutral velocities for use in WARP. The model can be easily extended to modify the created distributions and yield based on experiments currently underway in the HIF-VNL.
C. Desorbed electron source module
Tech-X Corporation, in collaboration with researchers from the HIF-VNL, is developing computer models of electron effects relevant to transport of high-current ion beams. These models include secondary electron production, ion-induced electron production, ion stopping in and scattering off beam pipe walls, and impact ionization of background gas.
The secondary electron production routines are those from the POSINST code from high energy physics. These routines accurately model both the number and energy distribution of secondary electrons produced when an ion collides with the beam pipe wall. Currently, the routines include parameters for stainless steel and copper surfaces. We are researching parameters for titanium nitride.
The ion stopping routines are based on the CRANGE routines developed for astrophysics.
The rate of stopping is the basis for determining the rate of ion-induced electron desorption [4] .
D. Volumetric (ionization) electron source
The impact ionization routines use cross sections based on fitting parameters from the Null Collision algorithm for efficient calculation of the number of collisions. Currently, the algorithms include parameters for electron impact ionization of hydrogen, helium, neon, and argon, and parameters for ion impact ionization of hydrogen, helium, neon, nitrogen, argon, carbon monoxide and carbon dioxide.
We used these routines to create a first estimate of the expected rate of electron production due to impact ionization in the end region of HCX (where the beam is incident normally on the end plate), and that estimate predicted the rate of electron production from impact ionization will be somewhat smaller than the rate of direct electron desorption (six electrons per incident ion).
E. Reflected ions
We are also developing models of ion scattering from metal surfaces. Because the beam velocity parallel to the beam pipe is much larger than the velocity perpendicular to the pipe, the ions strike the beam pipe wall at grazing angles. At these angles, the chance is high that the ions will scatter from the surface rather than penetrate into it. The SRIM code models such scattering events, but SRIM runs only on the Windows platform, and this precluded its direct use. To bridge the gap to other platforms, we have developed databases and access routines for using SRIM data in a cross-platform way. These databases and access routines are written in Python and therefore easily integrate with the WARP simulations.
IV. THREE-DIMENSIONAL, TWO SPECIES SIMULATION
A. Simulation setup
The experimental setup described in Fig. 1 The simulation as presented has several points of contact with the experiment: the electron density in the fourth quadrupole and in the end region is comparable to the ion density, and produces a significant distortion of the ion beam phase space, with a tendency toward a "Z"-shaped x − x phase-space plot such as inferred from the experimental slit data (see Fig. 8 ). The simulation also indicates that, despite an electron density comparable to the beam density in the last magnet and the end region, the beam is able to propagate without significant loss to the end wall, again in agreement with the experiment. Finally, the electron density in the first three quadrupoles is approximately constant, as is also the case for the experiment.
However, there are several points of discrepancy: most notably, the observation from the experiment is that, when the suppressor ring is unbiased, the current collected at the biased clearing electrode is about the same regardless of which electrode is biased, and is consistent with an electron density comparable to the ion density traveling at a drift velocity (electric plus magnetic) of order of that which would be obtained from the beam potential. the biased clearing electrode. In contrast, the simulation shows a precipitous drop off in electron density as one exits the fourth magnet in the up-stream direction.
Examination of the y − z particle scatter plot superimposed on equipotentials (Fig. 16), and examination of an x − y scatter plot, color-coded to reveal the z location of the particles ( in the magnets but not in the gaps, the potential at a given radius is more negative in the gaps than in the quadrupoles. Consequently there is a z (beam-wise) component of the electric field which produces a radial electric drift. The radial electric drift is proportional to E z B θ /B 2 . E z becomes appreciable in the fringe magnetic-field region at the end of the quadrupole, where B is decreasing. Hence the E × B drift gets larger as an electron moves further into the fringe field. As enough electrons move outward in this region, they alter the charge distribution in a way that further enhances E z and the radial drift. It can be seen in the figure (by examining the left boundary of the "red" region) that the electron density tracks well with the equipotential contours, as one expects from the observation that the E × B drift moves particles on equipotential surfaces. Also, as one moves further into the fringe fields, the weakening of the magnetic field renders electrons more nonadiabatic: they begin to undergo pitch angle "scattering" from interaction with the magnetic field (see, e.g.,
Ref. [8] ), with the result that, after some number of bounces, any electron which has enough kinetic energy to reach the wall will do so.
That the above mechanism should lead to electron loss is an artifact of the simple (absorbing) model for electrons used in the simulation. In reality there is an appreciable probability of re-emission of an electron, either through generation of secondary electrons or scattering or reflection. These processes are included in the POSINST models now in WARP, but have not been used to date. We are in the process of preparing runs that include this physics. In the mean time, we have done ion slice simulations with a specified electron cloud shape that
anticipates the results we expect from the improved electron-wall interaction model; these are presented in the following section.
Another deficiency of the current simulation is the treatment of the ion-induced electron desorption at the end wall. Electrons in the simulation are born a few cells away from the wall and quickly form a virtual cathode, with the result that subsequent electron creation is at an artificially negative potential (relative to ground). As a result, electrons everywhere away from the virtual cathode region have an anomalously large kinetic energy. This can lead to quantitative errors in the electron density distribution anywhere; it can lead to 20 qualitative errors in the calculation of electron loss to bounding surfaces around magnets.
To fix this difficulty requires emitting electrons at the wall and resolving the resultant sheath potential, or deploying a reduced model of the near-surface region. This model must account for higher-than-one-dimensional effects, as the ability of electrons to leak out the sides of a virtual cathode region has an important impact on the character of the region. The need to develop such a model motivates the end-region simulations also described in the following section.
Another point of discrepancy between the simulation and the experiment is that the deformation of the electron phase space is less severe in the simulation than is inferred from the experiment, even for the experimental case where the clearing electrode between the third and fourth quadrupoles is biased so that there should only be electrons in the fourth quadrupoles. This aspect of the simulation is also inconsistent with the corresponding fixedelectron simulation described in the next section. We do not yet understand this discrepancy.
A possible resolution with the experiment is that the simulation is done with an idealized (semi-Gaussian) beam injected just before the first magnetic quadrupole, whereas the phase space of the experimental beam is likely already somewhat distorted by mismatch of the electric and magnetic sections and other non-ideal effects.
V. REDUCED CALCULATIONS
We consider two classes of reduced simulations which address current deficiencies in the full 3-dimensional simulation. The first, ion slice simulations with prescribed electron clouds, are aimed at predicting the effects on the ion beam for the electron distribution we anticipate from the corrected 3-D simulation. The second, fine-scale simulations of the end region, are aimed at developing insights into and a model for the emission from the end-wall, including the effects of any virtual cathode that forms.
A. Fixed-electron slice simulations
We report here on a series of simulations with a fixed distribution of negative charge in and between magnets, chosen to be representative of the electron cloud distributions we expect in the experiment and ultimately in the self-consistent simulations.
We begin with a discussion of the electron distribution to be expected in this system.
Around six electrons are emitted from the end wall for every incident ion, and these electrons will fall through the beam potential and travel upstream (relative to the ions) with a speed of order (2eφ beam /m e ) 1/2 . (The suppressor ring near the end-wall is negatively biased or grounded to repel electrons emitted from the slit plate) But they are then largely reflected by the quadrupoles (in two quadrants of the quadrupoles, the electric drift will not admit electrons; in the other two, electrons are admitted slowly relative to their speed in the end region). Consequently we expect the electron density n e in the end region to build up to a level comparable to the beam density n b , specifically until the beam potential is reduced to the point that electrons are no longer well-confined by the beam potential and are lost at the same rate as they are injected. A similar argument says that electrons should populate the two allowed quadrants of the quadrupoles (the quadrants where the drifts admit electrons)
up to a density again of order of the beam density. For the case where the clearing electrode between the third and fourth magnets is biased positive, the electron density will then be of order of the ion density in the two quadrants of magnet 4 where the drift is upstream, and approximately zero in the other two quadrants and everywhere upstream of magnet 4. For the case where the clearing electrode between magnets 3 and 4 is not positively biased, we expect that the gap in this region will, in time, fill up to n e ∼ n b for the same reason as in the end tank, and that the remaining quadrants of magnet 4 will then also fill up.
Hence our general picture is that if a particular clearing electrode is turned on, the quadrant immediately downstream of it will have two quadrants appreciably populated with electrons, and two empty quadrants, whereas magnets further downstream will be populated (with n e ∼ n b ) in all four quadrants, and all gaps downstream from the biased clearing electrode will be filled with n e ∼ n b . All magnets and gaps upstream from the biased clearing electrode can be taken as empty. slivers in two quadrants, with the density vanishing on the quadrupole cusp line. In other quadrupoles the electrons live on back-to-back hyperbolic slivers on opposite sides of the cusp line, with no gap in between. Specifically, in the latter case we take n e = N (x, y), with
and r 0 and L h and n 0 are constant parameters, and in the former case, we take n e = |ψ| 1/2 N (x, y)θ(σψ), where θ is the Heaviside function and σ alternates between +1 and -1 in successive quadrants (such that n e is non-zero in quadrants where the electric and magnetic drifts for a circular beam are upstream). The two kinds of distributions are illustrated in Fig. 18 . In between magnets, the electron distribution is a cylindrically symmetric Gaussian with a mean radius of 1 cm.
We show, in Figs. 19, 20, 21, and 22, scatter plots for transverse position, velocity, and x and y phase space for three situations of experimental interest: (1) no electrons; (2) electrons in only the fourth quadrupole, and in only two quadrants, corresponding to the experiment with the third clearing electrode biased; (3) electrons in the second, third, and fourth quadrupoles but only in two quadrants of the second quadrupole, corresponding to the experiment with the first clearing electrode (between the first and second quadrupoles) biased; and (4) electrons in all quadrants of all four quadrupoles, corresponding to the experiment with none of the clearing electrodes being biased; in this case electrons should bounce off of the last electrostatic quadrupole (which is negatively biased) further upstream and return to fill the first magnetic quadrupole. In each case the peak electron density is equal to the ion density (and the average is somewhat less). What is evident from these simulations is that there is a noticeable effect on the ion phase space even for one quadrupole filled with electrons, but the size of the effect increases with the number of quadrupoles filled. For electrons in one quadrupole, x versus x indicates a small degree of multi-valued character, involving a relatively small number of ions, and a noticeable "z-ing" (bending) of the main part of the ion distribution, similar to what is observed in the three-dimensional simulation. With no electrons, the small amount of multivaluedness, involving the last few ions (black in the figure) persists, but the main part of the distribution is quite straight. We recall that multivalued x is the condition that leads to multiple stripes in the slit experiments described in Sec. II. Also we call attention to the similarity of the phase space plot for the simulation with four quadrants having electrons (Fig. 22 ) and the phase plot reconstructed from the experimental slit data shown earlier, Fig. 8 .
These simulations reaffirm that the electron cloud levels that are inferred from the experimental data are consistent with sizeable changes in the ion phase space as indicated by the data. They also indicate that multiple images from slit experiments could be obtained, as observed on HCX.
We have not attempted a more quantitative comparison at this point because to do so would be premature. The 2-D model employs only an approximate description of the electron cloud shape; electron dynamics are not included; and the ion beam injection distribution is likely too idealized. We will undertake such comparisons when we have 3-D simulations in hand that address the deficiencies noted above.
B. Detailed simulations of end region
In this section, simulations of virtual cathode formation, performed in a collaboration between U.C. Berkeley and the Virtual National Laboratory, are described. The goal is to investigate the formation of a virtual cathode due to emission of secondary electrons gener- The study of the virtual cathode formation, and means of getting the macroscopic physics correct for the election population without the computational expense of resolving the virtual cathode, is still ongoing. We will consider a scheme of injecting only sufficient electron charge to reduce the field to zero at the wall; such a scheme is used in microwave beam models for primary electron emission due to strong field effects at cold cathodes. 
VI. FUTURE PLANS
There are a number of action items planned for the immediate future to improve our simulation capability. These include: (1) released when electrons strike the beam pipe; (3) Simulations which take, as input, the ion beam distribution that is calculated to emerge from the electrostatic focusing section of HCX. We will undertake new 3-D two-species simulations with these capabilities and compare with experimental results.
We will also perform timestep-variation studies to assess the limits of validity of the interpolating electron mover. We have very limited data at the present time.
Over the next year we expect to complete the installation of the gas, reflected ion, and ionization modules and begin full-physics simulations of the programmatically more interesting case of electrons resulting from ion scrape-off at the beam pipe (with electrons resulting from direct desorption and from ionization of desorbed gas). Initially we will study situations with deliberately enhanced scrape-off, such that effects could be observed on experimental facilities as short as HCX. At some level these simulations can be done on workstations.
We also expect the code to be fully operational on NERSC's Seaborg and other parallelcomputing platforms. This entails resolving load-balancing issues that are complicated by the presence of the electrons. With a fully functioning parallelized code, we will be able to explore the more long-term issues of electron cloud effects from the levels expected through 32 normal levels of ion scrape-off, requiring excellent statistics.
