Abstract. For a matrix coalgebra C over some field, we determine all small subcoalgebras of the free Hopf algebra on C, the free Hopf algebra with a bijective antipode on C, and the free Hopf algebra with antipode S satisfying S 2d = id on C for some fixed d. We use this information to find the endomorphisms of these free Hopf algebras, and to determine the centers of the categories of Hopf algebras, Hopf algebras with bijective antipode, and Hopf algebras with antipode of order dividing 2d.
Introduction
The free Hopf algebra H(C) on a coalgebra C (over some base field k) was introduced by Takeuchi in [Ta] , and this construction was used to give the first example of a Hopf algebra with non-bijective antipode: if n > 1, Takeuchi shows that the antipode of H(M n (k) * ) is not bijective. Later, Nichols ([Ni] ) constructed bases for H(M n (k) * ), and showed that for n > 1 the antipode is injective.
In [Sc] , Schauenburg constructed the free Hopf algebra with bijective antipode on a Hopf algebra. This can be combined with Takeuchi's construction to yield a left adjoint for the forgetful functor from the category of Hopf algebras with bijective antipode to that of coalgebras ( [Sc, Lemma 3.1] ). In the same paper, a basis for the free Hopf algebra with bijective antipode (which we will denote by H ∞ (C)) on a matrix coalgebra C was constructed, by methods analogous to those used by Nichols in [Ni] , and used to give the first examples of a Hopf algebra with surjective, non-injective antipode.
In this paper we study the subcoalgebras and endomorphisms of these objects, and also of the free Hopf algebra H d (M n (k) * ) with antipode whose order divides 2d (n > 1). This seems not to have been done in too much detail in the literature. Further motivation comes from the desire to study the so-called centers of the categories appearing in the above discussion, i.e. their monoids of self-natural transformations of the identity functor: the category HopfAlg of Hopf algebras, HopfAlg ∞ of Hopf algebras with bijective antipode, and HopfAlg d of Hopf algebras with antipode of a given order 2d (for some positive integer d).
For a justification for the term "center", notice that if our category is a monoid (i.e. a oneobject category), then its center is precisely the center of the monoid. As another example, notice that there is an obvious isomorphism between the center of the category A M of left modules over a ring A, and the center of A.
One would expect, for example, that the center of HopfAlg is the free monoid on one element generated by the square of the antipode, together with a "multiplicative 0", the (natural transformation induced by the) trivial endomorphism. It is obvious from this statement that antipodes cannot all be bijective, so it can be regarded as a natural generalization of Takeuchi's results in [Ta] . We prove this result and the analogous ones for HopfAlg ∞ and HopfAlg d below, using the fact that, as will become apparent, the free Hopf algebras mentioned above on an n × n matrix coalgebra (n > 1) have, in a certain sense, "no more endomorphisms than expected" (in most cases).
The paper is organized as follows:
In Section 1 we introduce the notations and conventions to be used throughout, and recall a few facts on free Hopf algebras.
In Section 2 the main results are proven. We show that the free Hopf algebra H(C), the free Hopf algebra with bijective antipode H ∞ (C), and the free Hopf algebra H d (C) with antipode of order 2d ≥ 4 on an n × n matrix coalgebra C (n > 1) contains no subcoalgebras of dimension ≤ n 2 , other than the 1-dimensional coalgebra k and the iterates of C by the antipode. d = 1 is a little trickier, so in this case, we prove our result only for n > 2 or in characteristic zero. We then use this to prove that the Hopf algebra endomorphisms of H(C), H ∞ (C) and H d (C) are precisely those we would expect, in most cases (i.e. apart from d = 1, n = 2, positive characteristic): the compositions of those induced by the (anti)endomorphisms of C with the powers of the antipode, and also the trivial endomorphism (unit composed with counit); note that an antiendomorphism of C is required if we are to compose with an odd power of the antipode.
In Section 3, the results outlined above are used to determine the centers of the categories HopfAlg, HopfAlg ∞ , and HopfAlg d . Again, the final result is exactly as expected: in all three cases we have the (natural transformations induced by) the trivial endomorphism, and the even powers S 2t of the antipode S. Of course, in the three cases in question, t ranges through the appropriate sets: the non-negative integers, the integers, and Z/2d respectively.
Finally, in Section 4 we look at the exceptions mentioned before: d = 1, n = 2, positive characteristic. It is shown that indeed, there are counterexamples to the results in Section 2 in characteristic 2 or 3.
Preliminaries
We work over some fixed field k. Algebras, coalgebras, Hopf algebras, etc. are over k, and all (co)algebras are (co)unital and (co)associative. We assume familiarity with basic Hopf algebra theory, as in [Sw, A] or [Mo] , for instance. We denote the categories of Hopf algebras, Hopf algebras with bijective antipode, and Hopf algebras with antipode S such that S 2d = id (d ≥ 1) by HopfAlg, HopfAlg ∞ and HopfAlg d respectively. We reserve the usual notations for other categories that might appear (CoAlg is the category of k-coalgebras, for example). The usual symbols are used for the structure maps of our coalgebras, bialgebras, etc.: ∆, ε, S denote the comultiplication, counit and respectively the antipode of an appropriate object. We might use the name of the object as a subscript for the structure map: S H is the antipode of the Hopf algebra H, for example.
Recall ( [Ta] ) that the forgetful functor HopfAlg → CoAlg has a left adjoint; there is a free Hopf algebra H(C) on any coalgebra C, with the usual universal property. Similarly ( [Sc] ), there is a free Hopf algebra H ∞ (C) on any coalgebra C. Using the exact same techniques as in those papers, or, alternatively, just factoring H ∞ (C) through the appropriate ideal, we have the following result: Proposition 1.1. For every positive integer d, the forgetful functor HopfAlg d → CoAlg has a left adjoint.
We denote this left adjoint by H d (−). The proof is entirely routine, and is left to the reader; one simply factors H ∞ (C) (or even H(C)) through the appropriate ideal to get H d (C). When we wish to state a result in a unified manner for H, H ∞ and H d all at once, we use the notationH(C) to stand for either one of them.
In most cases for us (but not always), C will be an n × n matrix coalgebra for some n > 1. This is the dual M n (k) * of the matrix algebra M n (k); it has a basis (t ij ) n i,j=1 , with the coalgebra structure given by
where δ ij is the Kronecker delta, as usual.
An important tool for us will be the k-basis constructed by Nichols for H(M n (k) * ) ( [Ni] ), and the analogous bases for H ∞ ( [Sc] ) and H d . To my knowledge, the H d case has not appeared in the literature, but the calculations are mostly parallel to those used for H and H ∞ , and we do not repeat those here. The only problem when trying to adapt the proof in [Ni] to H d arises when d = 1. We address this briefly below, again, omitting the verifications.
Recall the notationH introduced above. Below, it is understood that r ranges through the non-negative integers ifH = H, through Z ifH = H ∞ , and through Z/2d ifH = H d . Consider the set X = {x r ij , | i, j = 1, n, r}. We now work inside the free algebra k X on X , and seek to writeH(M n (k) * ) as a quotient of k X , using Bergman's diamond lemma ( [Be] ). The images of x 0 ij inH(M n (k) * ) are supposed to be matrix generators for M n (k) * , and we want the antipode to act by sending x r ij to x r+1 ji . The diamond lemma comes in when trying to factor out the relations imposed by the condition that this map be an antipode. In [Ni, Sc] , this is done as follows (forH = H and H ∞ , respectively):
Following [Sc] , we say that a monomial w in the free monoid X on X is less than another monomial w ′ if either w is shorter than w ′ , or if they have the same length, the same sequence of r-indices, and the sequence of i, j indices of w is lexicographically less than that of w ′ . Now consider the reductions 
It is shown in [Ni] that this data satisfies the hypotheses of the diamond lemma (although Nichols uses a slightly but not essentially different semigroup partial order), and hence the irreducible words (i.e. those which contain no subwords as in the left-hand-sides of the reductions above) form a k-basis for H(M n (k) * ) (with r ∈ N). In [Sc] it is claimed that the same is true for H ∞ (M n (k) * ) with r ∈ Z, and we claim here that this holds for H d and r ∈ Z/2d as well, and hence that the irreducible words form a basis forH.
As mentioned before, there are some problems when d = 1: more ambiguities appear in this situation, which would not appear otherwise. This means that we need to check that these ambiguities are resolvable (using the language of [Be] ). One obvious example of such an ambiguity is x r nn x r+1 nn , since for d = 1 both (2) and (3) can be used to reduce this word. Similarly, another example (and the most tedious to resolve) of ambiguity which doesn't arise in general is x r in x r+1 nn−1 x r n−1n−1 x r+1 n−1j . Although, luckily, the new ambiguities do resolve under the reductions above, we do not perform the long but entirely straightforward calculations here.
By a slight abuse of notation, we denote the images of the x r ij 's in the quotientH of k H by the same symbols. As noted above, the Hopf algebra structure is given by the fact that for every r, the x r ij behave as the usual generators of an n × n matrix coalgebra (as in (1)), and the antipode acts by
, and hence {x r ij } i,j are its iterates through the antipode. Again, we refer to [Ni, Sc] for details.
In order to deal effectively with monomials in the x r ij 's, we use the following notation: bold letters such as r and i represent vectors of indices, i.e. r = (r 1 , r 2 , . . . , r t ). By x r ij we mean the monomial x
Note that the length of a vector i may vary, but in order for x r ij to make sense, i, j and r must all have the same length. Notice also that given a fixed vector r as above, the linear span of the monomials x r ij is a subcoalgebra C r ofH(M n (k) * ). Moreover,H(M n (k) * ) is the sum of all C r 's, so every simple subcoalgebra is contained in one of the C r 's.
The notation introduced above will be used freely throughout the rest of the paper. Here are a few more observations on free Hopf algebras which will be useful in the sequel: Remark 1.2. It is shown in [Ta] that the functor H(−) behaves well with respect to scalar extension to a larger field. More precisely, if k → K is a field extension, then H(C) ⊗ K is naturally isomorphic to H(C ⊗ K). The analogous results forH are very easy to prove, using the universal property ofH(C). Remark 1.3. Also in [Ta] , it is shown that for any coalgebra C, if C 0 denotes its coradical and C = C 0 ⊕ V for some vector space V , then H(C) is H(C 0 ) T (V ) as an algebra. Here, T (V ) is the tensor algebra on V and the coproduct is in the category of algebras. The same is in fact true if we replace H withH. This can be seen by examining Takeuchi's proofs ( [Ta, Lemmas 26, 27, 28] ) and checking that they work in general.
In particular, it follows easily from this that an inclusion of coalgebras C → D induces an inclusionH(C) →H(D).
Main results
As outlined in the introduction, the purpose of this section is to find all small subcoalgebras and all endomorphisms ofH(M n (k) * ). The latter will be a consequence of the former, since, by the universality property ofH, an endomorphism ofH(C) is the same as a coalgebra map from C toH(C). We will first state the main result; as before,H(−) is one of
We have mentioned before that the cases d = 1, n = 2, positive characteristic pose some problems. It will be convenient to have a short phrase which refers to all other cases; hence, we say that we are in a tame case or situation if either d ≥ 2, or n > 2, or char(k) = 0. Otherwise, we say that we are in a wild case.
Theorem 2.1. Let n > 1 be a positive integer. In a tame situation, the only subcoalgebras ofH(M n (k) * ) of dimension ≤ n 2 are k and the iterates of M n (k) * ⊂H(M n (k) * ) by the antipode.
Remark 2.2. In fact, it turns out that everything works fine as long as the characteristic is not 2 or 3. However, I've chosen to state the theorem as above, in order to keep the proof shorter (it is long enough as it is), and because it did not seem worthwhile to insist on the greatest possible generality.
Before going into the proof of the theorem, we record the desired consequences, namely the determination of the endomorphisms ofH(M n (k) * ) in a tame case. By the functoriality ofH, an (anti)endomorphism of C induces an (anti)endomorphism ofH(C). We identify these, to avoid having to repeat the words "induced by" all the time.
Proposition 2.3. Let n > 1 be a positive integer. In a tame case, the endomorphisms of H(M n (k) * ) are of one of the following types:
. Remark 2.4. By the Skolem-Noether Theorem, the automorphisms of M n (k) * are precisely the conjugations by GL n (k). But it is easily seen that in general, for a coalgebra C, a map C → k is convolution-invertible if and only if it factors through some algebra mapH(C) → k (forH(−) = H(−), for example, this follows immediately from [Ta, §2, Proposition 4] , which characterizes algebra maps out of H(C) in terms of maps out of C). This means that the automorphisms α in the statement of Proposition 2.3 are precisely the inner automorphisms ofH(M n (k) * ), in the sense that they are the conjugations (under convolution) by the algebra mapsH(M n (k) * ) → k.
Proof of Proposition 2.3. As observed before, an endomorphism ofH(C) is determined uniquely by a coalgebra map C →H(C), so we focus on finding these. Of course, the image of a coalgebra map C = M n (k) * →H(C) is a subcoalgebra of dimension no larger than n 2 , so Theorem 2.1 applies. We thus find that our maps go either to k (in which case it can only be the counit of C, and we are in situation (a)), or to some iterate S r (C).
Up to an automorphism of C = {x 0 ij | i, j}, the map in question is x 0 ij → x r ij . This is exactly S r if r is even, and S r • T if r is odd.
For the proof of Theorem 2.1, we'll need some auxiliary results. The following lemma is an elementary linear algebra fact, whose proof we leave to the reader:
Lemma 2.5. Let V, W be vector spaces, and X ≤ V , Y ≤ W vector subspaces. Suppose we have an element
where a i ∈ V are linearly independent, and similarly, b i ∈ W are linearly independent. Then, both X and Y have dimension ≥ p.
We now prove a result in some sense weaker than the statement of Theorem 2.1, but which holds in wild cases too. Proposition 2.6. Let n > 1 be a positive integer. The subcoalgebras ofH(M n (k) * ) different from k have dimension ≥ n 2 .
Proof. By Remark 1.2, it suffices to consider the case when our base field k is algebraically closed. This is to ensure that simple coalgebras are actually matrix coalgebras, which will be useful in the proof. Hence, throughout the rest of the argument, k is assumed to be algebraically closed.
Let H =H(M n (k) * ), and consider an arbitrary element x ∈ H. x can be written as a linear combination of irreducible monomials in the standard algebra generators x r ij introduced before. Let x r ij be such a monomial, having maximal length ℓ among the monomials appearing in x. We assume ℓ ≥ 2.
We look at ∆(x), using the matrix comultiplication
and expanding. To get the final result in reduced monomials, we might have to reduce some of the monomials we get by expansion. Now fix a pair (α, β) of distinct indices in 1, n, and consider the vector u = (α, β, α, β, . . .), having the same length ℓ as r. The term x r iu ⊗ x r uj will appear in ∆(x) (after all the reductions have been made). This follows because on the one hand x r iu and x r uj are reduced (as a consequence of the fact that x r ij was reduced and the form of the reduction rules (2), (3), etc.), and on the other hand because of the maximality of the length of x r ij , which implies that x r iu and x r uj cannot be non-trivial reductions of some other monomials we run into when trying to compute ∆(x).
Applying this argument to all n(n − 1) ordered pairs (α, β) of distinct indices in 1, n, we find that ∆(x), in its unique form as a linear combination of tensor products of reduced monomials, contains all x r iu ⊗ x r uj (as before, having fixed the pair (α, β), we set u to be (α, β, α, . . .)). Now consider a simple subcoalgebra C ⊂ H. C is a matrix coalgebra, because k is algebraically closed. Assuming C is neither k nor one of the coalgebras {x r ij } i,j , all of its elements contain monomials of length ≥ 2. In conclusion, the argument above applies to all elements x ∈ C. If C is, say, an m × m matrix coalgebra, then we can find an element x ∈ C such that ∆(x) ∈ M ⊗ N , where M, N are linear spaces of dimension m (for example, x can be part of a system of matrix generators, such as the t ij in (1)). Pick a monomial x r ij for x, using the notations above. Let P ≤ H (resp. Q ≤ H) be the linear subspace generated by all monomials not of the form x r iu (resp. x r ij ), where u, as before, ranges through (α, β, α, . . .). Now, applying Lemma 2.5 to V = H/P , W = H/Q, X = M + P/P and Y = N + Q/Q, we conclude that the dimension of M + P/P (and hence that of M ) is at least n(n − 1). Hence, m ≥ n(n − 1) ≥ n.
This proves that simple subcoalgebras of H are either k, one of the iterates of {x 0 ij } through the antipode, or m × m matrix subcoalgebras with m ≥ n(n − 1) ≥ n. This implies that any subcoalgebra C of H of dimension ≤ n 2 is either connected with coradical k, or an n × n matrix coalgebra. The former is impossible, however, unless C = k, because H has no nonzero primitive elements: such a primitive element x would have to contain a monomial of length ≥ 2, and the argument above would show that the image of ∆(x) in (H/P ) ⊗ (H/Q) is non-zero; but 1 ∈ P ∩ Q, so the image of 1 ⊗ x + x ⊗ 1 is (H/P ) ⊗ (H/Q) is zero.
This finishes the proof of the proposition.
The argument used in the previous proof is the essential ingredient in Theorem 2.1, and it will appear in various guises throughout the rest of our proof of the main theorem. As a consequence of this argument, we already have the following partial result:
Corollary 2.7. The conclusion of Theorem 2.1 holds if n > 2.
Proof. Again, we may as well assume the base field k is algebraically closed.
We remarked in the last paragraph of the proof for Proposition 2.6 that (a) the simple subcoalgebras ofH(M n (k) * ) different from k or {x r ij } i,j are m × m matrix coalgebras with m ≥ n(n − 1) (which is strictly larger than n if n > 2) and (b) there are no subcoalgebras with coradical k. The conclusion is now clear.
In view of this corollary, we can focus on the case n = 2, although the simplification is only notational. The following lemma will also come in handy:
Lemma 2.8. Suppose n = 2, and let r = (r 1 , r 2 , . . .) be a vector of length at least 2, of elements of N, Z or Z/2d according asH(−) is H(−), H ∞ (−) or H d (−), respectively. In a tame case, the linear span D = D r of the four elements x r ij where i and j are alternating vectors of the form (1, 2, 1, . . .) or (2, 1, 2, . . .) is not a subcoalgebra ofH(M 2 (k) * ).
Proof. Remember that by our conventions at the beginning of this section, and considering that n = 2, being in a tame case means that eitherH(−) is not H 1 (−), or that we are working in characteristic zero.
Assume first thatH(−) is not H 1 (−). This means that we can find consecutive entries r i and r i+1 of the vector r (which has length at least 2, by the hypothesis) such that either r i+1 = r i + 1, or r i+1 = r i − 1. To fix ideas, suppose, for example, that r 2 = r 1 + 1; the general case is entirely analogous.
Just as before, in the proof of Proposition 2.6, we are going to try to compute ∆(x r ij ) for some monomial in D by using the matrix comultiplication rules and expanding. Let u be the vector (2, 2, 1, 2, . . .) of the same length as r. u has 2 as its first entry, and then alternates, starting with 2 again. Because of our assumption on r, the monomial x r iu is reduced (this is easily seen by examining the reduction rules (2)- (5)). Moreover, the same reduction rules imply that x r iu cannot be obtained as a non-trivial reduction from another monomial appearing in our computation of ∆(x r ij ). It follows then that after reducing everything in the expression of ∆(x r ij ), there will be at least one term of the form ±x r iu ⊗ • left. This term is not an element of D ⊗ D (because u is not alternating), and we are done. Now assumeH(−) = H 1 (−), but char(k) = 0. Because the entries of the vector r are elements of Z/2, there's no difference now between r i + 1 and r i − 1. The previous argument still works if two consecutive entries of are equal, but not if is an alternating vector (i.e. any two consecutive entries are different). Nevertheless, we try to apply the same technique, and compute ∆(x r ij ) for some reduced monomial in D. Let u be the vector (1, 1, 1, . . .) , of the same length as r. Notice that by the reduction rules (2) -(5), for any vector v of the same length, the coefficient of x r iu in the reduced form of x r iv is equal to the coefficient of x r uj in the reduced form of x r vj . It follows then, because we are working in characteristic zero, that after performing all the reductions, the coefficient of x r iu ⊗ x r uj in ∆(x r ij ) is positive. In particular, ∆(x r ij ) does not belong to D ⊗ D. Remark 2.9. We will see below, in Section 4, that the tame case hypothesis is necessary.
Finally, we are ready now to finish the proof of the main theorem.
Proof of Theorem 2.1. As remarked repeatedly before, we can assume the base field is algebraically closed. We already know, from the proof of Proposition 2.6, that (for the purpose of our theorem) it suffices, over an algebraically closed field, to look only at matrix subcoalgebras of H =H(M n (k) * ). Also, we assume n = 2, as permitted by Corollary 2.7. Finally, by an observation made at the end of Section 1, a matrix subcoalgebra of H is contained in some C r , the linear span of the monomials x r ij for some fixed r. In line with the previous paragraph, let C ⊆ C r ⊂ H be an m × m matrix subcoalgebra of H, with m ≤ n. We may as well assume that the length ℓ of r is at least 2. Pick an x ∈ C, and let x r ij be a reduced monomial appearing in x. We saw in the proof for Proposition 2.6 that after performing all the reductions, ∆(x r ij ) contains both terms of the form x r iu ⊗ x r uj , where u is one of the two alternating vectors of length ℓ (either (1, 2, 1, . . .) or (2, 1, 2, . . .) ).
The proof for Proposition 2.6 (more specifically the part of the proof which used Lemma 2.5, contained in the last two paragraphs of the proof) also shows that if ∆(x r ij ) were to contain x s ab ⊗ x t cd with neither b nor c alternating of length ℓ, then x could not be one of the matrix generators of C. It follows that for any such generator, all the terms of ∆(x) (after all the reductions have been made) are multiples either of x r iu ⊗ • or • ⊗ x r uj , with u alternating of length ℓ. But because of the maximality of the length of x r ij in x, it's clear that the only possible such terms are the multiples of x r iu ⊗ x r uj (in other words, if x r ij ⊗ • were to appear in ∆(x), the only possibility for • would be x r uj ). In conclusion, for matrix generators x of C, ∆(x) is a linear combination of the two x r iu ⊗x r uj , with u alternating of length ℓ. But by using the counit identities on x, we see that this implies that x is a member of what in the statement of Lemma 2.8 was denoted by D r , and hence that our C ⊆ C r be D r . But Lemma 2.8 says precisely that in a tame case, D r is not a subcoalgebra (for r of length ≥ 2). This finishes the proof of the theorem.
As a final remark, we record the following consequence of Theorem 2.1: Corollary 2.10. Let n > 1 be a positive integer. In a tame case, the only right comodules over H =H(M n (k) * ) of dimension ≤ n are (a) the direct sums of ≤ n copies of the trivial comodule, and (b) the iterated duals of the n-dimensional comodule obtained by scalar corestriction from M n (k) * → H.
Proof. Let M be a right comodule over H, of dimension m ≤ n, with comodule structure map ρ : M → M ⊗ H. If e i , i = 1, m is a basis for M , then we get elements c ij of H by
It's easy to see that the c ij satisfy matrix coalgebra-type relations, as in (1), or, in other words, we have a coalgebra map from M n (k) * to H sending the standard generators t ij to c ij . But this means that the c ij form a subcoalgebra of H of dimension ≤ n 2 , and the conclusion follows immediately from Theorem 2.1.
Centers of some categories
Here, as an application of Theorem 2.1, we determine the centers of the categories HopfAlg, HopfAlg ∞ and HopfAlg d . Because these centers are all monoids with a "multiplicative zero", namely the natural transformation which is given on each Hopf algebra (or Hopf algebra with bijective antipode, or Hopf algebra H with S 2d H = {id}) by the composition between the unit and the counit, it will be convenient to have a notation for this phenomenon. Hence, we introduce the following notation:
For a monoid M , denote by M + the monoid which as a set is M ∪ {0}, with multiplication defined by the one in M and by 0x = x0 = 0, ∀x ∈ M.
In other words, M + is obtained from M by appending a multiplicative zero.
In the following statement, N, Z and Z/2d are monoids with their usual additive structure. Notice that in each of our categories, there is an endo-natural transformation of the identity functor given by the square of the antipode on each object of the category. To avoid cumbersome language, we refer to this natural transformation as being the square of the antipode.
Theorem 3.1. The centers of HopfAlg, HopfAlg ∞ and HopfAlg d are N + , Z + , and (Z/2d) + , respectively, where N, Z and Z/2d are generated by the square of the antipode. In all three cases, the multiplicative zero is given by the trivial endomorphism.
Proof. We prove the statement for HopfAlg; the proofs in the other two cases are entirely parallel.
First, looking at the action of the antipode on our elements x 0 ij in some H(M n (k) * ), it's clear that the different powers of the antipode induce different endo-natural transformations of the identity, and hence the monoid generated by S 2 and the trivial endomorphism is indeed N + . The interesting part is showing that conversely, every element of the center is either trivial or induced by some even power of the antipode.
Let η be an endo-natural transformation of the identity functor on HopfAlg. This means that for every Hopf algebra H, we are given an endomorphism η H of H such that
commutes for every Hopf algebra map f : H → K. Let us look at what η H might be for H = H(M n (k) * ) for some fixed n > 1 (we would take n > 2 if we were dealing with HopfAlg 1 instead of HopfAlg, to make sure we are in a tame situation). Theorem 2.1 says that there are three cases:
(1) η H is of the form S 2t • α for some automorphism α of M n (k) * . It is clear (for example from the structure of the basis of H we've been working with) that the map Aut(M n (k) * ) → End(H(M n (k) * )) given by β → S 2t • β is injective. From this and the commutativity of the diagram above for η H = S 2t • α and f = β ∈ Aut(M n (k) * ) it follows that α is in the center of Aut(M n (k) * ). This implies α = id, and hence η H is an even power of the antipode.
(2) η H is of the form S 2t+1 • T • α, where T is the transposition on M n (k) * , and α is an automorphism of the matrix coalgebra. Just as before, consider our commutative diagram with K = H and f = β, some automorphism of M n (k) * . The same argument as in (1) (and the fact that every endomorphism of H commutes with the antipode) shows that T αβ = βT α for arbitrary β. This is easily seen to be impossible for n > 2, and hence (2) is ruled out.
(3) η H is the trivial endomorphism of H.
Denote η H , H = H(M n (k) * ) by η n . We now know that η n is either S 2r for some r or trivial (for n > 2, at least). I claim that either we have the same r for all n, or η n is trivial for all n. First, notice that the claim finishes the proof. To see this, suppose, for example, that η n = S 2r for every large n (the case where η n are all trivial is similar). Now, by the commutativity of the square diagram above, η K is going to be S 2r K for every quotient of a Hopf algebra of the form H(M n (k) * ) for large n. But on the one hand, every finitedimensional coalgebra is a quotient of some M n (k) * , and on the other hand, every Hopf algebra is the union of its finite-dimensional subcoalgebras; this implies that every Hopf algebra is a union of quotients of Hopf algebras of the form H(M n (k) * ), and we are done.
All that remains is to prove the claim. Say for some fixed n > 2, η n is S 2r , while η n+1 is S 2s (again, the case when one of η n , η n+1 is trivial is analogous). This means, in terms of our standard algebra generators {x r ij } for H(M n (k) * ) and {y r ij } for H(M n+1 (k) * ), that η n is the endomorphism induced by x 0 ij → x 2r ij , while η n+1 is induced by y 0 ij → y 2s ij . Now let C be the quotient of M n+1 (k) * by the coideal spanned by y 0 n+1j , j = 1, n. We denote the images of y 0 ij in C by the same symbols. η H will be S 2s for H = H(C). At the same time, however, we have an inclusion H(M n (k) * ) → H(C) (Remark 1.3) given by the inclusion M n (k) * → C given as x 0 ij → y 0 ij , i, j = 1, n. It follows now that η n is both S 2r and S 2s . As the S i are different for different i on H(M n (k) * ) (by looking at how the powers of the antipode act on the x 0 ij ), we get r = s, as desired.
4. What about H 1 (M 2 (k) * ) in positive characteristic?
The purpose of this short section is to point out that, as mentioned several times before, the tame case hypothesis in Theorem 2.1 is actually necessary. More specifically, we have counterexamples in characteristics 2 and 3. We observed in Remark 2.2 that in fact Theorem 2.1 works even for H 1 (M 2 (k) * ) in positive characteristic as long as it is different from 2 or 3, but we will not prove this here. The proof consists of making a slightly more detailed analysis of what can go wrong with the arguments in Section 2, using the same techniques as before.
Example 4.1. Suppose the base field k has characteristic 2, and let r be either (0, 1) or (1, 0), where 0, 1 are the elements of Z/2. Then, using the notation from Lemma 2.8, D r is a 2 × 2 matrix subcoalgebra of H 1 (M 2 (k) * ).
Proof. This is a simple verification. Assume for example that r is (0, 1). We check that ∆(x 0 11 x 1 22 ) does indeed belong to D r ⊗ D r , and leave the rest to the reader. Because char(k) = 2, the first and last term in (6) cancel out.
Similarly, we have Example 4.2. Suppose char(k) = 3, and r is one of the alternating vectors (0, 1, 0) or (1, 0, 1) with entries from Z/2. Then, D r is an 2 × 2 matrix subcoalgebra of H 1 (M 2 (k) * ).
