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One of the most used lemmas in the modern theory of ordinary differential 
equations is the Gronwall-Bellman lemma stating that solutions of certain 
integral inequalities are bounded by solutions of the corresponding differential 
or integral equations. Thus, roughly speaking, if f is a continuous vector- 
valued function such that each component of f(t, x) is nondecreasing in the 
components of x, and if ‘p is a continuous function such that 
v(t) d c + ! t f(s, 4s)) ds 
for t 20, 
0 
then q(t) < Q(t) for t 2 0, where Sz is the maximal solution of the initial 
value problem 
x’ = f(t, x), x=c when t =o. (1) 
(Here, of course, inequalities between vectors mean inequalities between 
components.) Similarly, if + is a continuous function such that 
44) > c + St f(s, 444) ds for t 2 0, 
0 
then +(t) > w(t) for t > 0, where w is the minimal solution of (1). This 
lemma has been generalized in a number of directions (indeed, the statement 
above is due to Opial [I] and is already a substantial generalization of the 
original statements of Gronwall [2] and Bellman [3]). In [4], Walter gives a 
detailed account of many generalizations. A key feature in all these generaliza- 
tions, however, is the condition that the components of f(t, x) be non- 
decreasing in the components of x. In this note, we prove a generalization 
that covers the case in which the components of f(t, x) are nonincreasing, as 
well as the case in which they are nondecreasing. 
Let us suppose that c is a point of a convex domain D C Rn, that I = [0, T) 
is a half-open interval of the real line (T may be co), and that f is a continuous 
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function from I x D to Rn. The symbols f(t, x) t x(J x) mean that each 
component of f(t, x) is nondecreasing (nonincreasing) in each component of x. 
For a given continuous function cp with values in D we write, for brevity, 
Pep(t) = c + si f(s, q(s)) ds. This “Picard transformation” of cp takes 
values in D for t in some interval to the right of 0. The Gronwall-Bellman 
Lemma can therefore be worded as follows (see [.5, p. 351 for a proof). 
THEOREM 1 (Gronwall-Bellman-Opial). Suppose f(t, x) t x. I f  the maxi- 
mal solution R of the integral equation x(t) = Px(t) exists in the interval 
[0, b) C [0, T), and if v(t) < h(t) for t E [O, 4 C Wo, b), the-n v(t) < Q(t) 
for t E [0, a). If the minimal solution w of the integral equation x(t) = Px(t) 
exists in the interval [0, b) C [0, T), and if Jr(t) 3 W,(t)for t E LO, 4 C IlO, Q, 
then +(t) > w(t) for t E [0, u). 
Without the hypothesis f(t, x) t x, this theorem is false; in particular, 
it is false if f(t, x) 1 x. In order to cover this latter case, as well as the former, 
we replace P by its first iterate P2 and study the integral equation 
x(t) = Pax(t). (2) 
The substitution y(t) = Px(t) shows that (2) is equivalent to the following 
initial value problem of order 2n: 
x’ = f(t, y) 
y’ = f(t, x) 
(x, Y) = (c, 4 when t = 0. (3) 
In general, a system of differential equations such as (3) need not have 
maximal and minimal solutions, but in the cases we will consider, system (3) 
has extreme solutions with properties given by the following lemmas. 
LEMMA 1. Suppose f(t, u) t u. I f  Sz is the maximal solution in the interval 
[0, b) C [0, T) of problem (l), then (Q, Q) is the maximal solution of problem (3), 
and if p and ‘1 are d#erentiuble functions such that g’(t) < f(t, q(t)) and 
q’(t) < ftt, E(t))for t E [O, a) C [O, b), and S(O) < c, q(O) < c, then E(t) < Q(t) 
and q(t) < Q(t) for each t E [0, u). The analogous result with Q replaced by 
the minimal solution w and < replaced by > is also true. 
PROOF. Since f(t, u) t u, a theorem of Kamke [5, pp. 28-291 asserts the 
existence of maximal and minimal solutions of problems (1) and (3). This 
theorem also says that g(t) and q(t) are bounded above by the components 
of the maximal solution of (3). Hence, we merely need to show that (SZ, SZ) 
is the maximal solution. Suppose (h, p) is the maximal solution. By the sym- 
metry of problem (3), it follows that (p, h) is also a solution, and hence, by 
maximality, h(t) < F(t) and y(t) < X(t). Thus, l(t) = p(t), and so h and lo 
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are solutions of (1). Therefore, h(t) ,< Q(t) and p(t) < Q(t), and since 
(SL, SL) is obviously a solution of (3), we see that it is, in fact, the maximal 
solution. 
LEMMA 2. Suppose f(t, u) J u. Then problem (3) has an extreme solution 
(!A, w) in an interval [0, b) C [0, T) such that if 5 and q are difJerentiable 
functions satisfying the inequalities E,‘(t) <f (t, q(t)) and q’(t) >f(t, g(t)) for 
t E [0, a) C [0, b), and S(0) < c < q(O), then E(t) < a(t) and q(t) > w(t) 
for each t E [0, a). 
PROOF. Since the right-hand side of (3) is nonincreasing, we cannot use 
Kamke’s Theorem directly; we first make the substitution z = - y to 
obtain the system 
x’ = f(t, - z), 2’ = - f(t, x), (x, 2) = (c, - c) when t = 0. 
The right-hand side of this system is nondecreasing, so there is a maximal 
solution (A, I*). If we write the inequalities satisfied by 5 and q in the form 
E’(t) < f(t, - (- rl(t))), (- W’ < - f(t, E.(t)), S(O) < c, and - q(O) < - c, 
then Kamke’s Theorem asserts that s(t) < A(t) and - q(t) < p(t). We 
obtain the conclusion of our lemma by writing (Q, w) for (71, - CL). 
Now we are ready to state and prove our generalization of the Gronwall- 
Bellman Lemma. 
THEOREM 2. If  f(t, x) t x or 4 x, the integraE equation x(t) = Pax(t) 
has a maximal solution fi and a minimal solution w. If Q exists in an interval 
[0, 6) C [0, T) and if cp is a continuous function such that y(t) < P”cp(t) for 
t E [0, a) C [0, b), then cp(t) < O(t) for t E [0, a). I f  w exists in [0, b) C [0, T) 
and if + is a continuous function such that +(t) 3 P”+(t) for t E [0, a) C [0, b), 
then +(t) > w(t)for t E [0, a). 
PROOF. Since problems (2) and (3) are equivalent, Lemmas 1 and 2 
guarantee the existence of Q and w. Suppose that cp(t) < P”cp(t). Set 
q(t) = Pq(t) and g(t) = P?(t) = P”cp(t), and we see that 
v(t) G w (5) 
and 
5’(t) = fk a), q’(t) = f(t, u)(t)), S(0) = q(O) = c. 
If f(t, x) t x, (5) tells us that q’(t) < f(t, g(t)), while if f(t, x) J x, we have 
q’(t) > f(t, E(t)). Th us, the appropriate one of Lemmas 1 and 2 gives us, 
in particular, the inequality E,(t) < n(t). The first part of our thoerem now 
follows from (5). The inequality G(t) 3 w(t) is obtained by a similar argu- 
ment. 
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Notice that Theorem 1 is a corollary of Theorem 2. For if f(t, x) t x and 
v(t) < Pv(t), then v(t) < P”cp(t), and so Theorem 2 and Lemma 1 tell us 
that q(t) < a(t). 
We remarked that Theorem 1 is no longer true if the hypothesis f(t, x) t x 
is replaced by f(t, x) 1 x. In the scalar case (72 = I), however, the replacement 
produces a theorem that is “not entirely false.” 
THEOREM 3. Suppose that n = 1, that f(t, x) 4 x, and that the solution 5 
of the integral equation x(t) = Px(t) exists in the interval [0, b) C [0, T). If 
9, is a continuous function such that q(t) < l+(t) for t E [0, a) C [0, b), then 
J^ t [f (s, v(s)) -f (s, iW)l ds 3 0 for t E [O, u). (6) 0 
Since we are here assuming that f (t, x) J x, we can interpret inequality (6) 
as saying, “On the average, v(s) < f(s) in the interval [0, t] for each t E [0, a).” 
Thus the conclusion of Theorem 1 cannot be entirely contradicted. Theorem 3 
is false for 71 > 1. 
PROOF OF THEOREM 3. It follows readily from the assumption f (t, x) 1 x 
that the integral equation x(t) = Px(t) has, for t > 0, a unique solution 6. 
From the definition of E+(t), we have D&(t) = f (t, q(t)). By hypothesis, 
f (t, x) -1 x and y(t) G b(t), and hence D&(t) > f (t, Pp)(t)), &(O) = c. 
Since n = 1, the monotonicity hypothesis of Kamke’s Theorem is auto- 
matically satisfied, so we see that Rp(t) 3 E(t) for t E [0, u). But this ine- 
quality is equivalent to (6) and hence our theorem is proved. 
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