INTRODUCTION
In this paper we prove the following result: has at most two limit cycles for E small enough.
Our interest in systems (0.1) was motivated by the project to obtain an explicit and sharp bound c(2) for the number of limit cycles in quadratic vector fields which are close to Hamiltonian ones or at least to obtain an explicit sharp bound for the so called Hilbert-Arnold problem [2] for n = 2 (see [9] , [12] , [15] , [16] , [27] for results in this direction). Integrals of this type in studies of limit cycles were introduced by Pontrjagin [23] . The first nontrivial case was considered by Bogdanov [6] .
The existence of an upper bound Z(n) was established by A. Varchenko [25] and Khovanskii [20] . But making this bound explicit seems to be a difficult problem. Quite recently, Yu. Il' yashenko and S. Yakovenko [19] proved a double exponential estimate for Z(n, m) provided H is a fixed Hamiltonian from some dense set of generic Hamiltonians: Z(n, m) 22~~m~ . Although this bound is far from the expected (polynomial) one, up to now this is the best known result.
More generally, one can consider perturbations of integrable systems instead of Hamiltonian ones. In the quadratic case, an essential part of the problem also consists (see [28] ) in counting the isolated zeros of certain (not necessarily Abelian) integrals. Zol~dek has proved [28] that in quadratic perturbations of Lotka-Volterra systems with a center the corresponding integrals will have at most two zeros. Among the remaining three classes of quadratic systems with a center, most of results have been obtained for the Hamiltonian case (see e.g. [17] ). Almost nothing is known about the other two classes, where at least three limit cycles can appear.
PERTURBATIONS OF QUADRATIC HAMILTONIAN SYSTEMS WITH SYMMETRY
In a recent paper [ 16] we found that for generic cubic Hamiltonians with three saddles and one centre the exact value for both c(2) and Z (2) is two.
For the two remaining basic classes of cubic Hamiltonians (namely those with one saddle and one centre and respectively with both two saddles and centres) the problem is still open. Our conjecture is that the exact bound for all generic cases is two (the same bound was conjectured in [28] ). The symmetric Hamiltonians form a co-dimension one subset within the class of Hamiltonians having two saddles and two centres. For many reasons it seems to us that the symmetric case is the one allowing to be treated comparatively easier at least as far as the computations are concerned.
In the statement of Theorem 1 as well as in the above comments we use the notion of "generic" Hamiltonian. There are several definitions of this notion even for quadratic Hamiltonian vector fields. Throughout this paper we say the cubic H is generic if the corresponding Hamiltonian vector field dH = 0 has a centre and does not belong simultaneously to any of the other integrable classes of quadratic vector fields (as listed in [28] System (0.1 ) has attracted the interest of several other authors [4] , [9] , [21] . In particular Bamon [4] found a value of /1 (~c = (4 3 -1) / (4 3 + 1) = 0,227....) and a suitable perturbation for which around one of the foci a saddle loop and at least one limit cycle can coexist. Drachman et al. [9] proved that for close to 1 and for a specific perturbation ( f , g) the system (0.1) has two limit cycles around one of the foci and has no limit cycle around the other one. (In [4] , [9] [7] can be realized. It is also easy to describe all bifurcations when the parameters of ( f , g) vary. Some of these results (for special perturbations) were announced in [21] Perhaps it is worth noticing that system (0.1) falls into class IIIa~o of the Chinese classification [26] . More has no more than two limit cycles.
The techniques we use to get the results of the present paper is a combination of the techniques from [16] with some ideas from [11] (ii) Near the endpoints of L the curvature » is not zero and has the same sign.
It is not hard to see [ 16] that for a given perturbation f, g in (0.1) with ( -I-~,~ j ~ 0, the number of limit cycles in (0. [3] . The proof is similar to that in [16] and exploits ideas from [12] and [22] . [ 11 ] , is based on the fact that the residua of the form w = -,~ dy + 9 dx are linear in hand therefore the second covariant derivative of the Gauss-Manin connection of w has no residua. In In theory the same plan could be applied to all another cases (including the one studied in [16] Using (2. 3) with k = -1 and (2.4) with k = 0 we get the third equation of (2.1). In the same manner applying (2.2) and (2.3) with k = 0 and (2.4) with k == -1 we obtain the second equation of (2.1 this is our basic system which we will study in the next two sections. In particular of a great importance for our analysis will be the properties of the zero isocline Fo of (2.9), given by the points (h, w ) on the algebraic curve (2.10)
We will often consider Fo as the graph of the two-valued function wo (h) determined by P ( h, wo ( h) ) -0 ("+" is always assigned to the upper branch Fig. 2 ). The tangent .~s at the other endpoint goes through the saddle S 1 = (1, 0) and through the centroid of the loop area Zi [16] , but the coordinates of Zi are given by extremely long formulas. Because of this we use another line instead of .~s . The saddle-loop is determined by the equation H = ~. The line x = 2 divides the region inside the saddleloop into two parts Ac and s containing respectively the centre and the saddle. Obviously the reflection of As through the line x = 2 is contained in Ac. This means that ~ ( 6 ) ~. Then using (U) and results from [16] yields that Zi = (~ ( 6 ) , ~ ( 6 ) ) is located inside the triangle with vertices ( 0, 0 ) , ( 2 , 0 ) , ( 2 , -2 Calculation the values of A' at -hs and -he yields:
Finally we substitute h = -h~ in the above formulas and via direct computations find
Repeating the above computation for h = -hs we obtain thus proving the lemma.
THE ZERO ISOCLINE OF THE RICCATI EQUATION
In this section we list a number of properties of the zero isocline Fo of (2.9) supposing (U) hold. In particular decisive for our purposes will be the number and the mutual positions of the minima and maxima of wo ( h) .
We start with the following lemma. (ii) The curves V and have no common point, V Fig. 4, a,b,c,d Further, the same argument shows that the minimum of is negative.
On the other hand the maximum of To is situated and hence below the saddle. The minimum of fb is situated on the arc between SH and So above the saddle. Therefore the maximum of is also negative which proves the corollary.
REGULARITY OF THE CENTROID CURVE
We intend to prove the regularity of the curve L in the general ( [22] . For this reason we need to introduce some notation and recall some notions and results from Picard-Lefschetz theory (see [3] for details). Remark. -There is a general method proposed by S. M. Gusein-Zade [13] , [14] and N. A'Campo [1] ] for computing the intersection matrix for the level lines of functions of two variables (see also [3] 6 ).
LEMMA 5.4. -The functions G1; G2, G3 are holomorphic and singlevalued respectively in D1, D2, D3.
The proof repeats the proof of Lemma 4.4 from [12] . Fig. 7 ). Lemma 4.6 from [12] gives that along the Fig. 7 ). Now the proof of Theorem 5.1' repeats literally that of Theorem 4. F of [16] .
This proves the regularity of L for the case of generic Hamiltonians with both two centres and saddles. [9] to show that L is strictly convex.
In [16] we have derived Picard-Fuchs system of equations for the functions X, Y, M and the auxiliary function K xydxdy (see [ 16] , formula (3.5) The direct proof is based on (6.4), but in fact the statement follows immediately from [9] noticing that our ço (h) equals 1 Fig. 8 ). For this we need the equations of the tangents at the endpoints of L1, L2. Unfortunately it is extremely difficult to obtain the equations of f; and f;. For this reason we use in the above construction instead of the tangent £ § the line m 1 = m from the proof of Lemma 3.1. When H is given by (0.3), the lines .~~ and m1 have equations (3.4) and intersect at a point Oi placed in the fourth quadrant. Moreover, and .~~ are symmetric with respect to the o.rigin; the same is true for m 1 and m2. Then the desired result follows from the fact that the slope of each of these four lines is positive.
As the result just proved is in fact the most essential result of the present paper, we formulate it explicitly: THEOREM 7.5. -Each line can intersect ,C = L1 U L2 in at most two points (counting the multiplicity).
With the result of Theorem 7.5 in hands, we prove our main Theorem 1, repeating the proof from [16] . In fact in order to determine the number of the limit cycles which tend to the centres or to the saddle-loops as E ~ 0 we apply results respectively from [5] and [24] , [ 15] , while the number of the cycles which tend to periodic orbits is given by the number of internal zeros of the Abelian integral I ( h) . More (ii) The [24] ).
Since both of the centroid curves are strictly convex and by Theorem 7.5 the number n of intersection points between f and L satisfies n = ni + n~ + ns 2, Theorem 7.6 yields a bound 2 for the number of the limit cycles in (0.1). Theorem 1 is proved.
