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Abstract–This paper presents the design of an indirect 
adaptive fuzzy sliding mode controller for a vector controlled 
induction motor position servo drive. The proposed adaptive 
controller takes advantage of sliding mode control (SMC) 
and proportional integral (PI) control. The chattering effect 
is attenuated and robust performance can be ensured. 
Moreover, the upper bound of the discontinuous control term 
is assumed to be unknown and adaptive algorithm is applied 
to estimate it. The stability analysis for the adaptive control 
scheme is provided. Simulation example is presented to verify 
the effectiveness of the proposed method. 
Keywords–Sliding mode control, fuzzy logic control, 
induction motor. 
I. INTRODUCTION
Servomotors are widely used in many industrial systems 
including drives for robot manipulators, electric cars, 
machine tool drives, etc. In such applications, the drive 
robustness for system parameter variation and load 
disturbance is very important. It is well known that the 
filed-oriented methods [1-3] have been used in the design 
of induction motor (IM) drives for high performance 
applications. By using these control algorithms, the 
dynamic behavior of the induction motor is similar to a 
separately excited DC motor.  
Sliding mode control (SMC) are widely used in the field 
of induction motor drive [4-6]. However, there exists a 
discontinuous control action, chattering phenomena will 
take place when implementing a sliding mode control. One 
common way to eliminate this drawback is to introduce a 
boundary layer neighboring the sliding surface [6], [7]. 
This method can lead to stable closed loop system with 
avoiding the chattering problem, but there exists a finite 
steady state error due to finite gain in steady state without 
switching control action. 
The adaptive fuzzy controller incorporated with a sliding 
mode control [8]-[10] design to acquire stability and 
consistent performance is energetic in fuzzy control 
research. In order to improve the steady state performance, 
an indirect adaptive fuzzy logic controller that merges a 
proportional plus integral control and SMC is proposed. 
The control scheme can give good transient and robust 
performance and the bound of the external disturbances 
without needing to know the magnitude. Instead, an 
adaptive mechanism is developed such that the bound can 
be estimated. Moreover, the chattering phenomenon is 
alleviated with PI control in the design of sliding mode 
controller. It is proved that the closed-loop system is 
globally stable in the sense that all signals are bounded 
and the system output can track the desired input 
asymptotically with uncertainties and disturbances. 
In this paper, an indirect fuzzy sliding mode control has 
been applied to a position servo that uses vector controlled 
induction motor. The basic concept of sliding mode 
control is presented in Section 2. Mathematical description 
of the induction motor is in Section 3. A brief description 
of fuzzy logic system is in Section 4. In section 5, the 
adaptive fuzzy sliding control is proposed. Simulation 
example for the proposed control concept is shown in 
Section 6. Finally, the paper is concluded in Section 7. 
II. SLIDING MODE CONTROL BASIC CONCEPT
Consider a general class of single-input single-output  
nonlinear systems as follow form [7]: 
( ) ( ) ( ) ( )nx f x g x u d t
y x
  

                                              (1) 
where f and g are unknown nonlinear functions, 
( 1) ]n T 1 2[ , , [ , , , ]
T n
n,x x x x x x x R  
R

u
 is the state 
vector of the systems which is assumed to be available for 
measurement,  and y R are the input and the output 
of the system, respectively. is the unknown external 
disturbance. It is required the system (1) to be controllable, 
the input gain is necessary. The control problem 
is to obtain the state
)(td
0( )g x
x for tracking a desired trajectory dx in
the presence of model uncertainties and external 
disturbance. 
Define the tracking error             
( 1)[ , , , ]n T nde x x e e e R
                              (2) 
A sliding surface in the space of the error state as 
( 2) ( 1)
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s e k e k e k e e
k e
 
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
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where are the coefficients of the 
Hurwitizian polynomial ,
such that all the roots are in the open left half-plane 
and
1 2 1[ , , , ,1]
T
nk k k k  
1 2
1 1( )
n n
nh k  
 
    k
 is a Laplace operator. If the l 
condition 0)0(
initia
e , the tracking problem dx x can be 
considered as the state error vector remaini the 
sliding surface 0)(
ng on 
es for all 0t  . A sufficient condition 
to achieve this performance is to choose the control
approach such that 
21 ( ( )) | |d s
2
e s	
                                                       (4) 
dt 
where 	 is a small positive constant. The system (1) is 
controlled in such a way that the state always moves 
towards the sliding surface (3) and hits it. The sign of the 
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ontrol value must change at the intersection between the 
 c , if 
r
c
state trajectory and sliding surface.  
Consider the ontrol problem of nonlinear systems (1)
the nonlinea functions ( )f x and ( )g x are known. The 
SMC signal guarantees t di ditio*u he sli ng con n of (4).  
1
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g x
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1
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where  
                     (6) 
Define th Lyapunov func
1 for 0
sgn( ) 0 for 0
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Differentiating (7) 
    
with respect to time, along the 
system trajectory as 
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 
ence the SMC input *u can be guaranteed the sliding 
condition of (4). However, the nonlinear functions 
                (8) 
H
f and
g are unknown, it is difficult to apply the control law (5) 
for an unknown nonlinear system. Moreover, the 
switching-type control term will cause chattering problem. 
To solve these problems, the adaptive scheme using the 
zzy system and the PI control law is proposed in section 
V.
III. MATHEMATICAL DESCRIPTION OF THE INDUCTION 
Hz,
120Volt./5Amp.
fu
MOTOR
The induction motor implemented in this paper is a three 
phase star-connected four-pole 600 W, 60
type. The mechanical equation of 
induction servomotor drive can be written as [2]. 
L EJ B T T                                                                (9) 
where J is the moment of inertia, B is the damping 
coefficient, ET represents the electric torque and 
LT denotes the external load disturbance. By using the 
implement d c ntrol [2], the el
torque can be 
ation of field-oriente o ectric 
written as 
*
E T qsT K i                                   (10) 
2
*p m
T ds
r
3
2
N LK i
L
                               (11) 
where T
    
K is the electric torque constant, *qsi is the to ue 
current command, *dsi is the flux current command, 
rq
pN is
the number of pole pairs, mL is the magnetizing inductance 
per phase and rL is the rotor inductance per phase. Then 
the description of the dy
induction motor can be r
namic structure of the control 
epresented in the following form. 
*1 [ ]T qs Li T                                                   (12) 
Define 1x
B K
J

 be the rotor angle of the induction motor 
and 2x   be the motor angular velocity. The dynamic 
equation of system (12) can be w
as follows: 
ritten as the form of (1) 
1x  1
2 2
0 1 0 0
0
x
u d
x xa b c
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where  
/a B J

                       (13) 
  , /Tb K J  , 1/c J   , Ld T  and 
*
qsu i is 
the control command. The control objective is to design a 
ontrol law so that the rotoc
tr
r position tracks the desired 
ajectory. Assu at th arameters of the induction 
otor system ar
nfiguration of the fuzzy logic 
ystem [11] includes a fuzzy base, consists of a
 fuzzy IF-THEN rules: 
The fuzzy logic  m
me th e p
e unknown. m
IV. FUZZY LOGIC SYSTEM
In this section, a brief description of fuzzy logic system is 
considered. The basic co
s  collection 
of
l
nn
ll FxFxR isandandisIF: 11
)( 
        (14) 
 system performs a apping 
from 1
n
nU U U R    to R , where the input vector 
1[ , , ]
T n
n
lBy isThen
x x x R  and the output ariab   v le y R denote 
the linguistic variables associated with the inputs and 
e fuzzy logic system. lioutput of th F and
lB are labels of 
the input fuzzy sets respectively. Let 
1, 2, ,i n
and output 
  denotes the number of input for fuzzy logic 
system and 1,2, ,l m  denotes the number of the fuzzy 
IF-THEN rules. By using the singleton fuzzification, 
product inference and center average defuzzification, the 
athematic equation of th zzy sm e fu ystem can be written as: 
1 1
1 1
( )
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iF
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x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iF
( ( ))l
i
l
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m
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
x is the membership function of the linguistic 
variable ix , and
ly represents a crisp value. By introducing 
the concept of
en as 
               
is a parameter vector and 
 fuzzy basis function (FBF)[11], (15) can be 
rewritt
                                               (16) 
where 1[ , , my y  
( ) ( )Ty x x 
]T
1[ ( ), , ( )]m T( )x x x   is a regressive vector with the 
regressor defined as  
1
1 1
( )
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iF
i
l
i
n
iF
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l
x
x
x

 




                                 (17



)
V. DESIGN OF ADAPTIVE FUZZY CONTROLLER
The result in (5) is possible only while ( )f x and ( )g x are
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well known. To solve the problem of the ideal controller 
cannot be implemented, an indirect adaptive fuzzy 
controller is proposed. We replace the unknown functions 
( )f x and ( )g x by the fuzzy logic system (16). Moreover, a 
PI cont
problem
where
rol term
 by th
of the c
1 2,z s z
 is designed in order to avoid chattering 
e switching
 ontinuou e PI c
                                              (18) 
-type control term. The input and 
output s tim ontroller is in the form 
of:  
1 21 2p p p
u z z     
s  ,
1p
  and 
2p
 are
 as 
 PI control gains. (18) 
can be rewritten
ˆ ( | )pp s                                  (19) 
where 2[ , ]Tp p p R     is an adjustable parameter 
vector and 21 2( ) [ , ]
T z z z R    is a regressive vector. We 
use fuzzy logic system to approximate the unknown 
nction
( )p z
T
( )
1 2
fu f x , ( )g x and design an adaptive PI control term 
iding mode 
. 
e, th lting control law is as follows: 
to attenuate chattering action problem in sl
control
Henc e resu
1
( ) ˆ ( | )nd p
i
x x p s      (20) 
1
ˆ ( | )
( |
n
i
f iu f k eg x
 


 
  
 
                               (21) 
1
)g
 
T
ˆ
where  
ˆ ( | ) ( )Tf ff x x     
ˆ ( | )g g ( )g x                                  (22) 
                                                        
Define maxˆ ( | ) |pp s D
x 
 	     when s  ! in the control 
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linea
(
term.!  is the thickness of the boundary layer and D is the 
upper bound of the external disturbance ( )d t  .
Theorem: Consider the control problem of the non r 
tem (1). If control law 20) is used ˆsys f , gˆ and pˆ are 
given by (19), (21) and (22), the parameters vector ,f g  ,
p and the estimated bound Dˆ are adjusted by the adaptive 
law (23
bound
asympt
f
)-(26
 and
ically
( )
). The cl d loop system signals will be 
 th  error will converge to zero 
.
ose
ed e tracking
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where f f,    ˆD D   . 
, g g,     , p p,     and
Subs e titute (23)-(26) into (33), then we hav
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V
 it the minimum approximation error, (34) is the best we 
can obtain. Therefore, all signals in the system are 
bounded. Obviously, if (0)e is bounded, then ( )e t is also 
bounded for all t . Since the reference signal is bounded, 
then the system states
dx
x is bounded as well. To complete 
the proof an mptotic convergence of the 
trac
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ng error, w
e that | |
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e need pro 0s -  as t -. .ki v
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every term in (33) is bounded. Hence, ,
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o drive. Th
r are [2
of 
ar emm le 
and the error will asym rge to zero.
controller for indu tor positio  serv e 
parameters of indu n m ]:
trajectory
B balat’s l a, ( ) 0s t - as t -. , the syste
ptotic
ction mo
ctio
1078.4 
134.5 
Nm5.0
 let the 
ally conve
VI. SIMULATION EXAMPLE
In this section, we apply our proposed adaptive fuzzy 
n
oto
2s3 /NmJ 
raNms /0 3 dB
ANmKT /4851.0
The example is to rotor angle to track a sin-wave 
)sin(td
TL
x d 1 
sec10 .
e i

nce LT a
. We applied the external load 
disturba t t hoose the sliding surface as 
eeks  1 , 41 k . Th nitial values of p
C
arameters p are 
set by 10
1
p and 5.32 p .The membersh s 
are selected as: 
 there are imate
ns
ip function
2) ]
]2
for system state ix , 2,1i
exp[ (( ix  
((exp[ ix
(exp[ ix
25 rules to a
equent para
( ) / 6) / ( / 24)NM i x 1 1
))24//()12/)( 11 iNS x
]))24//()( 21 xiZ
]))24//()12/((exp[)( 211  iiPS xx
]))24//()6/((exp[)( 211  iiPM xx
then pprox  the system functions. 
The initial co meters of fuzzy rules are 
chosen randomly in the interval [0.5,2]. Let the learning 
rate 1,4 21  "" , 83 " and 104 " . Choose the initial 
condition Tx ]0,4/[ 1 and step size 0.01s. Fig. 1 shows
e tracki
bance.  
Fig. 1 Simulation results for the induction servomotor system 
using the proposed controller. 
VII. CONCLUSION
In this paper, the indirect fuzzy sliding mode control and 
the robust control using the adaptive control strategy are 
proposed. The proposed adaptive fuzzy sliding mode 
control has been applied to position control of induction 
servomotor. Based on the Lyapunov synthesis approach, 
the PI control parameters can be tuned on-line and the 
chattering effect is attenuated and robust performance can 
be ensured. Moreover, the upper bound of the 
discontinuous control term is assumed to be unknown and 
adaptive algorithm is applied to estimate it. The simulation 
results show the effectiveness of the proposed method in 
induction servomotor. 
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