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We present a formalism to calculate the orbital magnetization of interacting Dirac fermions under
a magnetic field. In this approach, the divergence difficulty is overcome with a special limit of the
derivative of the thermodynamic potential with respect to the magnetic field. The formalism satisfies
the particle-hole symmetry of the Dirac fermions system. We apply the formalism to the interacting
Dirac fermions in graphene. The charge and spin orderings and the exchange interactions between
all the Landau levels are taken into account by the mean-field theory. The results for the orbital
magnetization of interacting Dirac fermions are compared with that of noninteracting cases.
PACS numbers: 75.25.Dk,75.70.Ak,71.70.-d,73.22.Pr
I. INTRDUCTION
The study of the properties of interacting Dirac (or
Weyl) fermions in (topological) semimetals under a mag-
netic field is a fundamental subject of the condensed mat-
ter physics [1, 2]. One of the physical themes is to in-
vestigate the orbital magnetization (OM) of the Dirac
fermions (DFs) with Coulomb interactions. The OM of
an electron system is usually defined as [3]
M = −(∂Ω/∂B)T,µ (1)
where Ω = Ω(T, µ,B), as a function of the temperature
T and the chemical potential µ and the magnetic field B,
is the thermal dynamic potential. Equation (1) is equiva-
lent to a statistical average of the OM operator [4]. How-
ever, for Dirac (or Weyl) fermions, Eq. (1) is ill defined
because the occupation of the Landau levels in the lower
band leads to divergence of Ω and thereby M . For non-
interacting DFs in graphene, Ω can be evaluated with a
special method [5–8] by which the field B dependent part
of Ω is separated out. The effects of finite-temperature
occupations and the impurity broadening of the Landau
levels on the OM of the noninteracting DFs have been
studied [7–9]. Nonetheless, for interacting DFs, it is not
easy to separate the B-dependent part of Ω from that of
the independent part. Study of the OM of Dirac fermions
with Coulomb interactions is lacking. How to calculate
the OM of interacting DFs is still an open question. In
this paper, we are developing a general approach for solv-
ing this problem and use it to calculate the OM of inter-
acting Dirac fermions in graphene.
II. FORMALISM
The electrons in graphene are moving on a honeycomb
lattice of carbon atoms. The Hamiltonian of the electrons
with a neutralizing background is
H = −t
∑
〈ij〉s
c†iscjs + U
∑
j
δnj↑δnj↓ +
1
2
∑
i6=j
vijδniδnj
where c†is (cis) creates (annihilates) an electron of spin s
in site i, 〈ij〉 sums over the nearest-neighbor (NN) sites,
t ≈ 3 eV is the NN hopping energy, δnis = nis−ns is the
number deviation of electrons of spin s at site i from the
average occupation ns, and U and vij are the Coulomb
interactions between electrons. In real space, vij = v(rij)
with rij the distance between sites i and j is given by
v(r) =
e2
r
[1− exp(−q0r)],
where q0 is a parameter taking into account the wavefunc-
tion spreading effect in the short-range interactions be-
tween electrons. Here we take q0 = 0.5/a0 with a0 ≈ 2.46
A˚ as the lattice constant of graphene. For carrier concen-
tration close to the charge neutrality point (CNP), one
usually adopts the simplified continuum model. With the
continuum model and using the mean-field theory (MFT,
or the self-consistent Hartree-Fock approximation), we
have recently studied the Landau quantization of the in-
teracting electrons taking into account the charge and
spin orderings and the exchange interactions between all
the levels [10].
According to the many-particle theory [11], the ther-
modynamical potential Ω per unit volume of an electron
system under a magnetic field B is given by
Ω = kBT {Φ− B
2π
∑
kω
exp(iωη)Tr[Σ(k, iω)G(k, iω)
− ln(−G(k, iω))]} (2)
where Φ is the ‘free energy’ functional of the Green’s
function G, Σ is the self-energy, k is the state index, ω
is the fermionic Matsubara frequency, and η is an in-
finitesimal small positive quantity. For Dirac fermions
in graphene, G and Σ are 2 × 2 matrices in the space
of sublattices a and b, and k stands for (n, v, s) with
n, v, s respectively the indexes of the Landau level (LL)
and valley and spin [10]. The self-energy matrix element
Σll′(k, iω) with l(l
′) = a or b is related with Φ by
Σll′(k, iω) = δΦ/δGl′l(k, iω), (3)
which ensures the microscopic conservation law being
satisfied [12]. The point here is, after the summation
2kx
ky
N
N+1
FIG. 1. (color online) Sketch of Landau levels in momentum
space. Under a magnetic field, the states in momentum space
are quantized onto the circles. The red dashed circle between
the Nth and N + 1th Landau levels is the cutoff.
over the Matsubara frequency, Ω can be expressed as
the sum over the LLs from n = 0 to ∞. We will use
the units in which h¯ = e = c = a0 = 1, the energy
unit ǫ0 = h¯v0/a0 = 1 (with v0 the Fermi velocity of
electrons in graphene), and the unit of magnetic field
B0 = h¯c/ea
2
0 = 1.
To get rid of the divergence difficulty, we consider
a system in momentum space containing finite LLs as
shown in Fig. 1. The cutoff momentum is given by
kc =
√
(2N + 1)B where N is the highest Landau in-
dex at the field B. The thermodynamic potential of
this finite system is then given by ΩN (B) (suppressing
the T and µ dependence for brevity). The number N
changes with B varying for fixed kc. When the magnetic
field B varies from B = k2c/(2N + 1) to B + ∆B with
∆B = 2B/(2N − 1), the index of the highest LL changes
to N − 1. We then define the OM of the finite system as
M = −ΩN−1(B +∆B)− ΩN (B)
∆B
. (4)
The ratio given by Eq. (4) with kc → ∞ can be consid-
ered as the special limit of the derivative in Eq. (1). For
sufficient large cutoff kc, this definition should give rise
to the result of the entire system. For low carrier concen-
tration close to the charge neutrality point (CNP), the
cutoff can be taken as kc = 1. Here, we should remark
that our finite system of N LLs is part of the whole sys-
tem of infinite LLs. It does not mean we can consider an
isolated system of only N LLs from the beginning. For
the Dirac fermions, the cutoff for such an isolated system
leads to unphysical results. The consideration of such an
isolated Dirac system is equivalent to thinking only the
top N LLs being occupied with the rest lower LLs as
empty in the lower band. This is apparently unphysical.
Now that ΩN (B) contains N terms, we define
ΩN = BSN (B) (5)
and suppose each term in SN (B) be an analytical func-
tion of B. Write SN−1(B+∆B) = SN (B+∆B)−yN (B+
∆B) with yN the Nth term in the sum SN . Then, by
expanding SN(B+∆B) to order (∆B)
2 and yN(B+∆B)
to order ∆B, the OM can be expressed as
M = −SN(B) − 2N + 1
2N − 1 [BS
′
N (B) +
B2S′′N (B)
2N − 1 ]
+(N + 1/2)[yN(B) +By
′
N (B)/(N − 1/2)] (6)
where the primes mean the derivatives with respect to
B.
III. OM OF NONINTERACTING DIRAC
FERMIONS
As an example, here, we consider the free Dirac
fermions in graphene at zero temperature. The Hamilto-
nian of a single Dirac fermion is
Hv(p) = svpxσ1 + pyσ2, (7)
where sv = 1 (-1) for particle in valley v = K (K
′), the
momentum ~p in each valley is measured from the Dirac
point, and σ′s are the Pauli matrices operating in the
sublattice (a, b) space. Under a magnetic field B applied
perpendicularly to the system plane, the states of the
Dirac fermions are given by the Landau quantization. In
the LL representation, the Hamiltonian (7) reads
Hvn =
√
2Bnσ1, (8)
where n is the LL index. The LLs are obtained as
ǫλ(n) = λ
√
2Bn with λ = ± for n 6= 0, and ǫ0 = 0
for n = 0. At CNP and T = 0, the LLs in the lower band
are fully occupied while the LLs in the upper band are
completely empty. The thermodynamic potential reads
(see Appendix)
Ω =
kBTB
2π
∑
kω
exp(iωη)Tr ln(−G(k, iω))
=
2B
π
∑
n
ǫ−(n), (9)
where the k sum in the first line is understood over the
Landau index n and the valley v and the spin s. The
sum SN(B) is then obtained as [13]
SN (B) = −c0
N∑
n=1
√
n
= −c0[ 2
3
(N + 1/2)3/2 + ζ(−1/2) +O( 1√
N
)]
3with c0 = 2
√
2B/π and ζ(−1/2) = −0.207886225. We
then have 2BS′N(B) = −4B2S′′N (B) = SN (B) and
By′N (B) = yN/2 = −c0
√
N/2. M is calculated as
M = −SN(B){1 + 1
2
2N + 1
2N − 1[1−
1
2(2N − 1)]}
−c0
√
N(N + 1/2)(1 +
1
2N − 1)
=
3c0
2
ζ(−1/2) +O( 1√
N
). (10)
Due to the expansion of SN (B + ∆B) to second order
in ∆B and yN (B +∆B) to linear ∆B, there are precise
cancellations from O(N3/2) to O(1) in Eq. (6). The
result given by Eq. (10) is consistent with the existing
one [7, 8, 14].
At finite doping with chemical potential µ > 0 and
T = 0, the sum SN (B) is given by
SN (B) =
2
π
[
N∑
n=1
(−
√
2Bn− µ) +
NF∑
n=1
(
√
2Bn− µ)− µ]
where the sums in the square brackets are, respectively,
from the lower and upper bands with NF the index of
highest LL below the chemical potential, and the last
term −µ comes from the zero LL. Suppose µ << kc, we
then have NF << N . In the limit B → 0, because of
NF >> 1, we obtain
SN (B) =
2c0
3
[(NF + 1/2)
3/2 − (N + 1/2)3/2 +O( 1√
NF
)]
− 2
π
(N +NF + 1)µ.
The OM is given by
M =
2
π
(NF + 1/2){µ−
√
2B(NF + 1/2)[1 +O(N
−2
F )]}.
As B → 0,M oscillates rapidly between −µ/2π and µ/2π
with period ∆B = 2B2/µ2. This is the de Haas-van
Alphen oscillation. The average of M vanishes, which
leads to the vanishing orbital magnetic susceptibility χ =
0 (defined as the derivative of M with respect to B at
B = 0) at finite doping. On the other hand, at the
CNP, because M ∝ √B as given by Eq. (10), χ diverges
at B = 0. This is consistent with the existing result
[9, 15, 16], χ = −(2/3π)δ(µ), which is obtained by the
response of uniform Dirac fermions to the magnetic field
without considering the Landau quantization [16, 17].
IV. MFT FOR INTERACTING DIRAC
FERMIONS IN GRAPHENE
As in our previous work, we use the MFT to deal with
the interactions between the electrons [10, 18]. By the
MFT, the ‘free energy’ functional Φ is approximated as
shown in Fig. 2(a). The self-energy is then obtained
as in Fig. 2(b), which is independent of the Matsubara
frequency. In terms of G, Φ is given by
Φ =
B
4πβ
∑
kk′,ωω′,ll′
eiωηGll′ (k, iω)vl′l(0)
× eiω′η′Gl′l(k′, iω′)
− B
4πβ
∑
kk′,ωω′,ll′
eiωηGll′ (k, iω)v
x
l′l(k, k
′)
× [eiω′η′Gl′l(k′, iω′)− βδωω′δll′u]
=
Bβ
4π
∑
k
Tr{[Σ(k) + V x/2]F (k)}, (11)
with Σ(k) = ΣH +ΣX(k) and
F (k) =
1
β
∑
ω
eiωηG(k, iω),
ΣH,ll′ =
∑
k′
vll′ (0)Fll′ (k
′)
= (vcρl − sUml)δll′ ,
ΣX,ll′(k) = −
∑
n′
vxll′(k, k
′)[Fll′ (k
′)− δll′/2], (12)
V xll′ = δll′v
x(r)|r=0,
where β = 1/kBT , and ΣH,ll′ has been written in terms
of the charge ρl and the spin ml order parameters with
vc and U the corresponding interaction parameters. The
first sum in the first equal of Eq. (11) is due to the direct
Coulomb interaction, while the second sum comes from
the exchange interaction. Here, vµν(0) and v
x
µν(k, k
′) are
the interaction elements in the LL representation; they
are dependent on the magnetic field B [10]. The appear-
ance of the extra term -1/2 in addition to the diagonal
distribution function Fll(k
′) in Eq. (12) originates from
the interaction form of the system of DFs with a neutral-
izing background given in terms of the density-density
multiplication instead of the normal order of the fermion
operators. Corresponding to this term, there is a shift
V x/2 from the self-energy as shown in Eq. (11); this
shift is not drawn in the diagrams in Fig. 2. Because
of this shift, the particle-hole symmetry of the system is
reflected by the invariance under the transform µ → −µ
with µ = 0 at the CNP [19].
In the LL’s picture, the Green’s function is given by
G(k, iω) =
∑
λ
ψλ(k)ψ
†
λ(k)
iω + µ− ǫλ(k) (13)
where ψλ(k) is the λth eigen-wave function with eigen-
energy ǫλ(k). The LLs ǫλ(k) and the wavefunctions ψλ(k)
are determined by [10]
[
√
2Bnσ1 +Σ(k)]ψλ(k) = ǫλ(k)ψλ(k). (14)
Express the self-energy matrix as Σ(k) = Σ0(k)σ0 +
Σ1(k)σ1 + Σ3(k)σ3. The energy levels for n 6= 0 are
4

(a)
(b)
FIG. 2. (color online) (a) ‘Free energy’ functional Φ under
the MFT. (b) Self-energy. The solid line with an arrow de-
notes the Green’s function. The wave line is the interaction.
The thick wave line is the exchange interaction including the
electron screening effect.
obtained as
ǫλ(k) = Σ0(k) + λ{[
√
2Bn+ Σ1(k)]
2 +Σ23(k)}1/2
≡ Σ0(k) + λE(k), (15)
and the corresponding wavefunctions are
ψ+(k) =
[
R+(k)
R−(k)
]
,
ψ−(k) =
[ −R−(k)
R+(k)
]
, (16)
where R±(k) =
√
1± Σ3(k)/E(k)/
√
2. For n = 0, the
eigenstates are given by
ǫ0(0Ks) = Σbb(0Ks), ψ(0Ks) =
[
0
1
]
,
ǫ0(0K
′s) = Σaa(0K
′s), ψ(0K ′s) =
[
1
0
]
, (17)
in valleys v = K and v = K ′, respectively. The charge
and spin orders are calculated by
ρa =
s0B
4π
∑
lλk
slfλ(k)|ψlλ(k)|2, (18)
ml =
s0B
4π
∑
λk
sfλ(k)|ψlλ(k)|2, (19)
where s0 =
√
3/2 is the area of the unit cell, B/2π is
the spatial degeneracy of the Landau state, ψlλ(k) is the
lth component of ψλ(k) and sl = 1 (-1) for l = a (b),
s = 1 (-1) for spin-up (down), and fλ(k) = f(ξλ) =
1/[exp(βξλ) + 1] with ξλ(k) = ǫλ(k) − µ is the Fermi
distribution function.
Here, we need to pay special attention to the equation
for the self-energy element Σab(k) [= Σba(k)] or Σ1(k)
given by Eq. (12). Using the wavefunctions given by Eq.
(16), we have
Fab(k) = [f+(k)− f−(k)]ǫ1(k) + Σ1(k)
2E(k)
, (20)
with ǫ1(k) =
√
2Bn. Note that Fab(k) goes to −1/2 in
the limit n→∞. Equation for Σ1(k) can be written as
Σ1(k) = −
∑
n′ 6=0
vxvab (n, n
′)[Fab(k
′) + 1/2] + V x1 (n)/2,
(21)
with vxvab (n, n
′) = vxab(k, k
′) and
V x1 (n) =
∑
n′ 6=0
vxvab (n, n
′). (22)
By so doing, the sum over n′ in Eq. (21) converges fast.
For ΣX,ll(k), Eq. (12) is the proper form since Fll(k) −
1/2 goes to zero in the limit n→∞ and therefore the sum
over n′ converges quickly. Usually, the self-energy given
by Eq. (12) is evaluated with a cutoff kc = 1 [20–22].
By the similar treatment, we have solved Eq. (12) with
cutoff kc = 1 for DFs in a magnetic field in our previous
work [10]. This cutoff has little effect on the low energy
levels close to zero. However, it influences substantially
the high levels. In particular, the LLs at the cutoff are
strongly modified. As indicated in Sec. II, we should
solve the equations of the self-energy for the LLs in the
whole range 0 ≤ n <∞. Therefore, the revision given by
Eq. (21) is necessary. The big task now is to calculate
V x1 (n).
To calculate V x1 (n), we first consider the case of B = 0
and look for an approximation scheme from the result.
By the transform T (φv) = Diag[1, exp(iφv)] with φv the
angle of momentum (svkx, ky), the effective mean-field
Hamiltonian reads
T †(φv)H
vs(~k)T (φv) = kσ1 +Σ
vs(k), (23)
which is independent on the angle φv. Here, k is under-
stood as the momentum. The self-energy element Σvsab(k)
reads
Σvsab(k) = −
1
V
∑
k′
vx(|~k − ~k′|) cos θF vsab (k′), (24)
where V is the volume (area) of the two-dimensional sys-
tem, θ is the angle between ~k and ~k′, and F vsab (k) has
the same form as given by Eq. (20) provided the Landau
energy ǫ1(k) is replaced with the energy k. We can revise
Eq. (24) to get a similar form as Eq. (21) and obtain the
5corresponding V1(k) as
V1(k) =
1
V
∑
k′
vx(|~k − ~k′|) cos θ
=
∫ ∞
0
dq
2π
vx(q)f(k, q), (25)
where f(k, q) = [(k−q)K(α)+(k+q)E(α)]/πk withK(α)
and E(α) the elliptic integrals and α = 2
√
kq/(k + q).
Now, for the quantized interaction V x1 (n), a reasonable
approximation is to replace the continuous momentum k
with the quantized one kn =
√
2Bn in V1(k),
V x1 (n) ≈ V1(kn). (26)
V. THERMODYNAMIC POTENTIAL
Using the result (see Appendix)
∑
ω
exp(iωη)Tr ln[−G(k, iω)] =
∑
λ
ln[e−βξλ(k) + 1],
we obtain Ω(B) under the MFT as
Ω(B) = − B
4π
∑
k
{Tr[(Σ− V x/2)F (k)]
+
∑
λ
2
β
ln[e−βξλ(k) + 1]}. (27)
From Eq. (27), we may get ΩN (B). However, to main-
tain the particle-hole symmetry in ΩN (B), we must revise
the form.
We need to write the equations for the self-energy
Σ0,3(k) more clearly
Σ0(k) = −sUm0 −
∑
n′
′{[vv11(n, n′) + vv22(n, n′)][g+(k′) + g−(k′)]/4
+[vv11(n, n
′)− vv22(n, n′)][g+(k′)− g−(k′)]Σ3(k′)/4E(k′)} − g0(0vs)vK22(n, 0)/2,
Σ3(k) = vcρ− sUm3 −
∑
n′
′{[vv11(n, n′)− vv22(n, n′)][g+(k′) + g−(k′)]/4
+[vv11(n, n
′) + vv22(n, n
′)][g+(k
′)− g−(k′)]Σ3(k′)/4E(k′)}+ svg0(0vs)vK22(n, 0)/2, (28)
where ρ = ρa,m0,3 = (ma ±mb)/2, gλ(k) = fλ(k)− 1/2. Note that vK(n, n′) = σ1vK′(n, n′)σ1, we then obtain
∑
k
′
Σ0(k) +
∑
vs
[Σ0(0vs)− svΣ3(0vs)]/2 = −V x
∑
kλ
′
gλ(k)/2− V x
∑
vs
g0(0vs)/2, (29)
where we have used the relation ∑
n′
vKbb (n, n
′) = V x (30)
which is independent on n. Using Eq. (29), we rewrite Eq. (27) in the form
Ω(B) = − B
2π
∑
k
′{
∑
λ
1
β
ln(eβξλ/2 + e−βξλ/2) + Σ0(F0 − 1/2) + Σ1F1 +Σ3F3 + µ− V x/4}
− B
2π
∑
vs
{ 1
β
ln(eβξ0/2 + e−βξ0/2) + (Σ0 − svΣ3)(f0 − 1/2)/2 + µ/2− V x/8}, (31)
where F0,1,3 are distribution functions defined as
F0 = [f+(k) + f−(k)]/2,
F1 =
ǫ0(k) + Σ1(k)
E(k)
[f+(k)− f−(k)]/2,
F3 =
Σ3(k)
E(k)
[f+(k)− f−(k)]/2,
f0 = f0(0vs) is the Fermi distribution function of level
n = 0, and
∑
k
′
means n 6= 0.
Under the transform µ → −µ, the self-energy compo-
nents change as Σ0(nvs) = −Σ0(nvs) and Σ1(nvs) =
Σ1(nvs) and Σ3(nvs) = −Σ3(nv¯s) or Σ1,3(nvs) =
Σ1,3(nv¯s) (with v¯ means K¯ = K
′ and K¯ ′ = K). Note
that the constant terms µ − V x/4 and µ/2 − V x/8 in
Eq. (31) will disappear in the final formula for M be-
cause a cancellation between the terms −SN (B) and
6(N + 1/2)yN(B) as indicated by Eq. (6). We can then
conclude that M is symmetric under the particle-hole
transform. The function SN (B) can now be extracted
from Eq. (31).
For calculating S′N (B) and S
′′
N (B), we need to derive
the equations of the self-energy elements with respect
to B and solve them. The derivation is elementary but
tedious. For brevity of the paper, we will not express
these equations here.
VI. ORBITAL MAGNETIZATION
We have numerically solved the equations for the self-
energy Σ(k), ∂Σ(k)/∂B, and ∂2Σ(k)/∂B2. In the present
calculation, the on-site interaction is set as U/ǫ0 = 2.
The coupling constant of the interaction is e2/a0ǫ0 = 2.2.
With the results for the self-energy and its derivatives,
we calculate the OM at CNP and at finite carrier con-
centration.
Shown in Fig. 3 are the numerical results for the inter-
acting and free DFs at CNP and at T = 0. It is seen that
the magnitude of the OM of interacting DFs (blue solid
circles) is smaller than that of the free DFs (red circles).
At T = 0, there exists antiferromagnetic spin ordering in
the interacting DFs catalyzed by the magnetic field as in-
vestigated in many works [10, 23–32]. This spin ordering
results in the splitting of the zero Landau levels. In the
low energy zero-LL states, the spin-up and down elec-
trons move in the sublattices a and b, respectively. The
spin ordering also modifies the electron distributions in
the two sublattices at other LLs. Overall, in the presence
of the spin ordering, the electrons cannot move freely in
the whole lattice. Since the antiferromagnetic spin order-
ing acts as the obstacle for the orbital circumnutation,
the OM is therefore weakened.
The black line in Fig. 3 represents the analytical for-
mula Eq. (10) for N →∞. In the numerical calculation,
the cutoff N is finite given by N = k2c/2B − 1/2 with
kc = 1 (and B in units of B0 = 1.1 × 104 T). At small
B close to zero, since N is sufficiently large, the numer-
ical result (red circles) for the free DFs is in very good
agreement with the analytical formula. The difference
between them increases with increasing B. For B ∼ 8 T,
the numerical result seems still good.
In Fig. 4, we present the results at T/ǫ0 = 0.01 and
at CNP. Since T is high, there are many LLs within the
temperature range. As a result, the OM of free DFs
varies linearly with B consistent with the existing result
[8]. While for the interacting DFs, the OM is not linear
in B and its magnitude is larger than that of free DFs.
At this high temperature, the spin ordering vanishes but
the LLs of the DFs are strongly changed by the inter-
actions through the self-energy Σ1. Σ1 gives rise to an
enhancement of the velocity [33–35], leading to fast or-
bital circumnutations. The nonlinear behavior ofM with
B implies the renormalized velocity varies with momen-
tum. Because of the vanishing of spin ordering and the
0
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FIG. 3. (color online) Orbital magnetization of interacting
Dirac fermions (blue solid circles with line) compared with
the result for free Dirac fermions (red circles) at CNP and at
T = 0. The black line represents the analytical result given
by Eq. (10) with N → ∞ for the free Dirac fermions.
enhancement of the velocity, the OM of the interacting
DFs is stronger than that of the free DFs.
Figure 5 exhibits the result for the OM of the interact-
ing DFs at finite carrier concentration with µ/ǫ0 = 0.02
and at T/ǫ0 = 0.001. The chemical potential for the free
DFs is set as µ0/ǫ0 = 0.00167 so that the first LL in the
upper band for both interacting DFs and the free DFs has
almost the same position B. At the finite carrier concen-
tration and temperature, the charge and spin orderings
disappear and all the LLs are degenerated with degen-
eracy 4. The index of the first LL in the upper band is
n = 1. With the field B varying, when the LLs pass cross
the Fermi level, the OM shows the de Haas-van Alphen
oscillations. The LL of n = 1 is at about B ≈ 0.97 T.
Above this field, there are no LLs below the Fermi level
in the upper band and the OM decreases monotonically
with B.
For finite doping at very small B and T = 0, there are
rapid de Haas-van Alphen oscillations similarly as that
indicated in Sec. III for noninteracting DFs. For interact-
ing DFs, however, the average of the oscillations should
not be vanishing at small B. According to the perturba-
tion theory, the system shows orbital paramagnetism at
very small B [36]; with the first order perturbation calcu-
lation for Thomas-Fermi screened Coulomb interactions,
it has been shown that the orbital magnetic susceptibility
χ is positive for DFs in doped graphene. Therefore, the
average M should increase from M = 0 with increasing
the field B. At finite T , the oscillations are smeared by
temperature. The averageM should be weakened by the
thermal fluctuations. (We did not perform the calcula-
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FIG. 4. (color online) Orbital magnetization of interacting
Dirac fermions (blue solid circles with line) compared with
the result for free Dirac fermions (red circles) at CNP and at
T = 0.01.
tion at very small B because for which the cutoff number
N is so large that the accuracy requirement for the nu-
merical calculation exceeds the ability of our computer.)
VII. REMARK
In the present approach, the OM is calculated by ex-
panding the sum SN (B+∆B) [and the term yN (B+∆B)]
to second (first) order in ∆B as shown in Eq. (6). The
formalism works only for the system of eigen-energy be-
ing linear in momentum k. For a Dirac or Weyl system
of ǫλ(k)→ λkν as k →∞, the sum SN is order Nν/2+1.
We need to expand SN(B +∆B) [yN (B +∆B)] to mth
(m − 1th) order in ∆B with m = [ν/2] + 2. Here [ν/2]
means the integer part of the number ν/2. For example,
for an L-layered graphene, since it has [L/2] bilayer bands
and L mod 2 monolayer bands [37], we need to expand
SN (B +∆B) to (∆B)
3 and yN(B +∆B) to (∆B)
2. By
so doing, the unphysical part will be eliminated due to
the precise cancellations between these expanded terms.
Though the system of infinitive LLs is considered, the
contribution to the total OM comes mostly from the LLs
below kc = 1 as reflected by the result for free DFs shown
in Fig. 3. In graphene, the Dirac cone approximation to
the energy bands of electrons is valid within the circle
of radius kc = 1 in the momentum space. Therefore,
the present result for the OM is a fairly good measure
of that of electrons in graphene. However, as already
stressed, we cannot isolate the LLs below kc from the
entire system. The reason is that the high LLs (especially
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FIG. 5. (color online) Orbital magnetization of interacting
Dirac fermions (blue solid line) at T/ǫ0 = 0.001 and µ/ǫ0 =
0.02compared with the result for free Dirac fermions (red line)
with µ0/ǫ0 = 0.00167.
the LLs close to the cutoff) are strongly modified by the
isolation. We have performed the numerical calculation
for the isolated system. The consequence of the isolated
system is that the magnitude of the OM is several orders
larger than the result presented here; it becomes bigger
and bigger as B → 0 even not vanishing at B = 0.
VIII. CONCLUSION
We have developed the approach for calculating the or-
bital magnetization of Dirac fermions. The main points
in the formalism are: (1) To overcome the divergence dif-
ficulty due to the occupation in the lower band, the or-
bital magnetization is defined as the special limit for the
derivative of the thermodynamic potential with respect
to the magnetic field. (2) The equations for the self-
energy and its derivatives with respect to the magnetic
field need to be solved. (3) The particle-hole symmetry
should be ensured in the partly sum of the thermody-
namic potential. (4) The system with finite LLs is part
of the entire system but not isolated from the rest of the
entire system.
With the formalism, we have calculated the OM for
interacting DFs in graphene and compared the results
with that of the free DFs. At very low carrier concen-
tration close to CNP, when the antiferromagnetic spin
ordering catalyzed by the magnetic field exists, the OM
is weakened. Without the spin and charge orderings, the
OM is enhanced due to the velocity renormalization by
interactions. At low temperature and finite carrier con-
8centration, the de Haas-van Alphen oscillation appears
in the OM as a function of magnetic field.
The present approach may be extended to study the
OM of Weyl fermions in the topological semimetals as
well.
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Appendix A
1. Matsubara-frequency sum. For calculating Ω, we
need the following sum,
1
β
∑
ω
exp(iωη) ln[−G(k, iω)],
which is usually performed with the loop integral in the
complex z plane,
−
∮
dz
2πi
ezη
eβz + 1
ln[−G(k, z)]
= −
∫ ∞
−∞
dω
π
f(ω)eωηIm ln[−G(k, ω+)]
= −
∑
λ
ψλ(k)ψ
†
λ(k)
∫ ∞
−∞
dω
π
f(ω)eωηIm ln[
1
ξλ(k)− ω+ ]
= −
∑
λ
ψλ(k)ψ
†
λ(k) ln{exp[−βξλ(k)] + 1}/β
where f(ω) = 1/[exp(βω) + 1] and ω+ = ω + 0+. At
T = 0, it reduces to
⇒
∑
λ
ψλ(k)ψ
†
λ(k)[ǫλ(k)− µ]|ǫλ(k)<µ. (A1)
2. Exchange interaction. The exchange interaction
should contain the screening effect due to the electron
density fluctuations. For qualitatively reflecting the
screening, we adopt the Thomas-Fermi form for exchange
interaction given as
vx(q) =
v(q)
1 + qTF /q
(A2)
where v(q) is the Fourier transform of the interaction
v(r). In the continuum model, v(q) is given by
v(q) =
2πe2
q
− 2πe
2√
q2 + q20
.
By using the long-wavelength limit of the density-density
response function of free Dirac fermions with chemical
potential µ at temperature T [38], the Thomas-Fermi
wave number qTF is obtained as
qTF =
4e2
v20
[|µ|+ 2T ln(1 + e−|µ|/T )].
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