This paper attempts to propose and investigate a modification of the homotopy perturbation method to study hypersingular integral equations of the first kind. Along with considering this matter, of course, the novel method has been compared with the standard homotopy perturbation method. This method can be conveniently fast to get the exact solutions. The validity and reliability of the proposed scheme are discussed. Different examples are included to prove so. According to the results, we further state that new simple homotopy perturbation method is so efficient and promises the exact solution. The modification of the homotopy perturbation method has been discovered to be the significant ideal tool in dealing with the complicated function-theoretic analytical structures within an analytical method.
Introduction
In the mathematical modeling for which the hypersingular integral equations 1 own significant place in different scientific fields, elasticity, solid mechanics and electrodynamics, vibration, active control and nonlinear vibration [2] [3] [4] can be modeled into the hypersingular integral equations. In Liu and Rizzo, 5 a weaker singular form of the hypersingular boundary integral equation which applied to acoustic wave problems, was proposed. Moreover, a hypersingular integral equation for acoustic radiation in a subsonic uniform flow was presented in Zhang and Wu. 6 The role of hypersingular integral equation in the dual boundary element method for the acoustic problem with a degenerate boundary was examined in Chen. 7 In Chang and Yeih, 8 the dual boundary element method was used in conjunction with the domain partition to solve the vibration problem for a rod subjected to a time harmonic loading modelled by this kind of integral equation. In Avramov et al., 9 the system of the hypersingular integral equations with respect to the aerodynamic derivatives of the shell pressure drop is obtained to analyze the interaction of the shallow shell with three-dimensional incompressible potential air flow. This system of the integral equations is very applicable to analyze aeroelastic vibrations of thin-walled structures.
What makes a certain hypersingular integral equation efficient is the extent to which that it could be a significant tool for solving a large class of mixed boundary value problems showing up in mathematical physics; especially, the crack problems of fracture mechanics, or water wave scattering problems concerning obstructions; diffracting electromagnetic waves and also aerodynamics problems might be decreased to hypersingular integral equations rather single or disjoint multiple intervals. Ideally, there is an imperative example of hypersingular integral equations of the first kind which has been exercised in dealing with most problems arising in vibration and active control [10] [11] [12] [13] [14] [15] [16] [17] 1 p Z 1 À1 uðxÞ ðx À yÞ 2 dx ¼ fðyÞ; ðÀ1 < y < 1Þ (1) Here, f(y) and u(x) are presented as a known function and an unknown function on the finite interval ðÀ1; 1Þ considering the end points conditions uðAE1Þ ¼ 0. In equation (1) 
The following equation can be useful in clarifying the exact solution of equation (1) which has been referred in literature. 16, 17 uðyÞ ¼ 1 p
We may say that, in equation (3), evaluating the exact solution could be successful.
Obviously, in the case of evaluating the approximate solution of the hypersingular integral equations, plenty of methods need to be prepared. [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] To improve a solution to a general hypersingular integral equation of the first kind, one simple but precise approximation method is chosen and investigated in Mandal and Bera. 34 Consideration should be given to the kernel which should be divided to hypersingular and regular parts.
The solution of Cauchy type of singular integral equation in two disjointed intervals has been employed by Dutta and Banerjea 35 to solve a hypersingular integral equation in two intervals. On the other hand, Chen and Zhou 36 took account of an efficient method to adequately solve hypersingular integral equation of the first kind. In reproducing kernel space, they aim to disestablish the singularity of the equation. The rough solutions for hypersingular kernels and Fredholm integral equation of second kind have been achieved by Mandal and Bhattacharya 15 using Bernstein polynomials as a basis. Mahmoudi 37 actually formed a new modified Adomian decomposition method to solve a class of hypersingular integral equations of the second kind. Also, Eshkuvatov et al. 13 have presented a work regarding to the modified homotopy perturbation method for solving hypersingular integral equations of the first kind. In the present paper, we consider the method mentioned in literature 33, 37 and then determine a new modified homotopy perturbation method to actually solve hypersingular integral equation of the first kind. The validity and reliability of the new method is not in question and it is simple to be used. To achieve the goals of the paper, we proceed as follows:
In the Preliminaries section, the preliminaries of solving equation (1) by applying the homotopy perturbation method are discussed. In the Modification of the Homotopy Perturbation Method section, identifying the perspective, a new modified homotopy perturbation method is introduced to obtain the solution of equation (1) . The Illustrative examples section dedicates to reveal the simplicity and efficiency of the MHPM by solving some sample examples through the proposed algorithm. In the last, the conclusion remarks are placed in the Conclusion section.
Preliminaries
As time passes, new methods are created and others fall into disfavor. He 38 has observed the homotopy perturbation method which recently has been employed in the literature for seeking the solution to linear and nonlinear problems. We do believe that the HPM aims at coupling a homotopy technique of topology and a perturbation technique. [38] [39] [40] [41] [42] [43] [44] [45] [46] Some of the recent developments of the HPM have been discussed in literature [47] [48] [49] [50] [51] [52] and references therein.
In this work, the proposed scheme is derived and provided in, in essence, bunch of relevant equations which were efficiently taken care of. We should also acknowledge that the coupling of the perturbation method and the homotopy method has been successful in dropping the limitations of the traditional perturbation technique. Accordingly, by using the HPM, we are able to deal with the hypersingular integral equations of the first kind.
Speaking of the basic ideas, the HPM is likely to be discussed by looking at the following equation
Embedding the boundary condition B y; @y @x
where A, B, f(x), C would be called the general differential operator, a boundary operator, a known analytical function and the boundary of the domain X, respectively. Two parts are provided having operator A, namely, L (linear) and N(nonlinear). Following this, equation (4) is broken down to the following LðyÞ þ NðyÞ À fðxÞ ¼ 0
We, on the other hand, may need to establish a homotopy to equation (4), Hðy; pÞ : X Â ½0; 1 ! R, which for x 2 X satisfies Hðy; pÞ ¼ ð1 À pÞ½LðyÞ À Lðu 0 Þ þ p½AðyÞ À fðxÞ ¼ 0
which is equivalent to
where p 2 ½0; 1 is designed to be an embedding parameter and u 0 is regarded to be an initial approximation which fulfills the boundary condition (5). That is, it is acceptable to take equation (8) 
as
Hðy; 0Þ ¼ LðyÞ À Lðu 0 Þ ¼ 0; and Hðy; 1Þ ¼ AðyÞ À fðxÞ ¼ 0
From one point of view, the process of p is turning from 0 into 1 is just that of y(x, p) from u 0 ðxÞ to u(x). In topology, that would be called deformation and LðyÞ À Lðu 0 Þ and AðyÞ À fðxÞ are called homotopic. Besides, the embedding parameter is expected to be defined much more tangible and unaffected by introducing artificial factors; further we shall consider that as a small parameter for 0 6 p 61. The solution of equation (7), in turn, should attempt to be stressed as
Certainly, in making a decision on substituting equation (10) into equation (8) and jumping to new results in terms of relative emphasis placed on powers of p, an infinite number of differential equation is determined. Now, the solution to this simple differential equation with proper initial conditions is then promised. This process is directed in such a way that an approximate solution to equation (4) is introduced as [53] [54] [55] 
The convergence of series equation (10) as p ! 1 has been envisaged by He. 38, 39 In equation (1), it is considered that
where wðyÞ is supposed to be a smooth function. 18 By replacing equation (12) into equation (1), we state
Then, the following definition is required
where from Mandal and Bera, 34 it is essential that we have
Here, some of the first D j 's can be stated as follows
Likewise, applying the new method, the hypersingular integral equations of the first kind mentioned in equation (13) is appropriate to be transformed into the second kind. Such being the case, we may have the following problem
Of course equation (17) is being transformed into the following
Thus, we announce
Now, the HPM is considered to be applied to create a solution to equation (19) which is an integral equation of the second kind. To do so, consider the following
Now, by applying the HPM on equation (19), it is advisable to suppose
Along the same line, we can rewrite equation (19) to the operator form as follows
Now, it is also recommended that, we define the homotopy equation (7) as
Then, substituting this in equation (23) we get
Therefore, we obtain
On the other hand, we write down
. . .
having equation (21), since L is the identity operator, we can jump to the conclusion that u 0 ¼ 0. Performing the modified homotopy perturbation method (MHPM) should be carefully done to ensure that we are able to expand fðyÞ ¼ f 1 ðyÞ þ f 2 ðyÞ and establish the homotopy as follows
After substituting equation (24) and simplification, it can be obtained
which provides w 0 ¼ u 0 À f 1 ðyÞ;
Let us emphasize that selecting the functions f 1 and f 2 is a very vital task to understand the rate of convergence of the MHPM. In fact, they should be chosen in such a way that w 1 ¼ w 2 ¼ Á Á Á ¼ 0. Not any functions can make a suitable performance of the MHPM.
In order to increase the rate of convergence, f 1 and f 2 need to be chosen wisely. In the case that f(y) is a polynomial, the new method is going to be employed. The MHPM is required to be named in which to be helpful in choosing f 1 and f 2 conveniently.
Modification of the homotopy perturbation method
Based on the assumption that the function f can be broken down into two parts, such as f 1 and f 2 , the modified form of the HPM was established. Having this assumption we can write
As mentioned above, selecting the functions f 1 and f 2 is a very vital task to understand the rate of convergence of the MHPM. Still there are not such rules to be followed. Now,using Mahmoudi 37 in two manners will give us the best resultswhere f in equation (1) is either a polynomial or a non-polynomial analytic function, such procedure should be accomplished as follows.
Case I: Let f be a polynomial of degree n. We employ the new method for the case that f(y) be a polynomial. Thus
Equation (1) is altered into equation (31) . Having equation (12), we get
Then, considering equation (19), we state
At the same time, we add q n ðyÞ and subtract to the left side of equation (33) . Now, we have
ðwðxÞ À wðyÞÞdx þ q n ðyÞ À q n ðyÞ (34) where q n ðyÞ represents a complete standard form of polynomial with coefficients b i , i ¼ 0; 1; 2; . . . equal to the order of polynomial p n ðyÞ as
It is considered that, in the HPM, the following relation provides the infinite series of solution for the function which is unknown. When we replace equation (23) with equation (34), it is clear that
Substituting equation (24) and of course, simplifying, serves the benefit of following set
which illustrate w 0 ¼ u 0 þ q n ðyÞ;
It seems very important to note that, the rate of convergence of the MHPM depends on selecting the functions f 1 and f 2 . They are usually chosen in such a way that w 1 ¼ w 2 ¼ Á Á Á ¼ 0. In performing the MHPM, of course, it is difficult to choose f 1 and f 2 in such a way that the rate of convergence could be increased. To be clear on determining the method, we set w 0 ðyÞ ¼ q n ðyÞ;
The unknown coefficients of the polynomial q n ðyÞ is promised by solving w 1 ðyÞ ¼ 0, through the fact that f is a polynomial, the exact solution is obtained with no error around. In comparison with the HPM, two terms of the series are calculated. Thus, in this method calculating and finding the solutions are straightforward. The MHPM is applied to some examples; therefore, the capability of this method will be noticed. Note that the method of standard HPM to solve equation (32) converges if f is a polynomial of degree zero, otherwise diverges. 
It can be stated that, fðyÞ ' f n ðyÞ, now we can elicit from equation (34) as follows
where q n ðyÞ, whose formula is mentioned in equation (35), refers to a complete standard form of polynomial equal to the order of polynomial f n ðyÞ. Substituting equation (24) and of course, simplifying, serves the benefit of following set
which gives
À q n ðyÞ;
In Taylor series expansion of the function for f(y) in equations (41), (45) and (45), the function we get depends on choosing point n that can be written as 
The unknown coefficients of the polynomial q n ðyÞ will be provided by reaching the solution to w 1 ðyÞ ¼ 0.
Lemma 1. Let f in equation (1) be a polynomial of degree n, and considering fðyÞ ¼ P n i¼0 a i y i , and using the MHPM, the exact solution of equation (32) is obtained. Proof. If f in equation (1) is a polynomial of degree n, as in equation (40) then, considering equation (46) , in this case we say that
By understanding equation (46), we equip with the following statement
Considering the nature of the MHPM with respect to w 1 ðyÞ ¼ 0 lies in the system n þ 1 leading to
where we regard a i as known and b i as unknown (i ¼ 0; 1; . . . ; n) through the system which required to be determined. Now, to reach the values to a i and b i , we should go through the following term (50), we obtain
Hence
Thus
If that was the case, we should think of equation (54) 
As we are interested in applying backward substitution, equation (55) should be written as follows
Having
, since D i ðyÞ is a polynomial of degree i þ 1, and consistently D ii 6 ¼ 0. Finally, the exact solution to equation (1) is clarified as follows
determined the corrections. Lemma 2. If f is an analytic function and, subject to fðyÞ ¼ f n ðyÞ þ r n ðyÞ, where f n ðyÞ and r n ðyÞ are presented as truncated Taylor series of f(y) and the remaining part and u n ðyÞ respectively, (u n (y) is the approximate solution of equation (1) Proof. Let f be an analytic function, and fðyÞ ¼ f n ðyÞ þ r n ðyÞ, where f n ðyÞ is plugged in equation (32) , and assuming that u n ðyÞ is the approximate solution to the MHPM, the following would be written 
where
By supporting the idea of subtracting both sides of equation (59), the following is recommended to be made
Furthermore, based on the integration of both sides with respect to t that lies in the interval ðÀ1; þ1Þ and employing Cauchy-Schwarz inequality, the following relation is obtained
Note that the norm used in the computation is of the L 2 and assistance of numerical integration MAPLE software has been employed. Then, checking equation (60), the approximate value of C is promised as follows
With these pieces of information from the above theorem, when n increases since f n tends to f, therefore u n tends to u, too. The following results are obtained. Corollary 1. If f refers to a polynomial of order n, in equation (1) and finally giving equation (1) the exact solution to equation (32) is supposed to be of degree n. Corollary 2. If f refers to a polynomial of degree n, however, the approximation error from the MHPM falls to zero.
Illustrative examples
The purpose of this section is to develop some of the most common examples to prepare the overriding characteristics of efficiency and simplicity of the MHPM to provide the appropriate solution to hypersingular integral equations of the first kind. In order to solve the following examples, we have used the MAPLE package throughout the paper. where fðyÞ ¼ À1 refers to a polynomial of zero degree. Now plugging the HPM in equation (66), and checking equation (19) and equation (27) we develop
and w 0 ðyÞ ¼ 0;
Having equation (24) we state
Following the steps which are mentioned above is an important task, so we are able to achieve the solution of the integral equation (65) as uðyÞ ¼ wðyÞ
which is the exact solution of the integral equation.
Next we use the MHPM in equation (66) along with equation (34) we write
By employing the repeated scheme mentioned in equation (39) we now illustrate that
By placing w 1 ðyÞ ¼ 0, and according to equation (55), the following system is written, b 0 ¼ 1. And then
and next
Example 2. The hypersingular integral equation (1) is supposed to be as 
where fðyÞ ¼ 4y refers to a polynomial of order one, then plugging the HPM in equation (76), and considering equation (19) and equation (27) we get the following
and w 0 ðyÞ ¼ 0; 
which is written as a divergent series.
Employing the MHPM in equation (75) along with equation (34) we write
By employing the repeated scheme equation (39), we now illustrate that
By placing w 1 ðyÞ ¼ 0, and according to equation (55), the following system is written
Given equation (56), we find
Àb 0 ¼ 0;
Having b 1 ¼ À2 and b 0 ¼ 0, then
next uðyÞ ¼ ðÀ2yÞ
Example 3. Considering the following hypersingular integral equation of the first kind 17 1 p
Plugging uðyÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi 1 À y 2 p wðyÞ in equation (84), it is written as 1 p
where fðyÞ ¼ À 3y 2 þ 1 2 À Á , to be a polynomial of order 2. Now plugging the HPM in equation (85), and having equations (19) and (27) it is illustrated that
Then employing equation (24) we consider
Which is known as a divergent series. And next, utilizing the MHPM to equation (85) along with equation (34), we write
By employing the recursive scheme in equation (39), we now illustrate that Given equation (56), we get
Giving
is the exact solution of equation (84). 
where fðyÞ ¼ e y expanded using Taylor-polynomial
Running the MHPM, applying the equation (34) for n ¼ 5, the following statement is written
By employing the repeated scheme mentioned in equation (46), we can say that Given equation (56), we get
Giving b 5 ¼ À having the proposed procedure, applying equations (3) and (46) , the absolute errors of the approximate solution via the MHPM are illustrated in Table 1 for the given y and n. Also, the graph of u n ðyÞ for different n is to be illustrated in Figure 1 . Example 6. The following hypersingular integral equation of the first kind 33 can be worked out
in which fðyÞ ¼ siny expanded using Taylor-polynomial
Running the MHPM, using equation (34) for n ¼ 5, the following statement is promised
By employing equation (46) , it is suitable to announce By applying equations (3) and (46) , the absolute errors of the approximate solution via the MHPM are illustrated in Table 2 for the given y and n. Also, the graph of u n ðyÞ for different n is plotted in Figure 2 .
Conclusion
A vigorous research was provided here to propose a new modified homotopy perturbation method which happened to vacillate achieving solution to a class of hypersingular integral equations of the first kind. Then, the MHPM to which more researchers refer, was discovered to be the most ideal tool in dealing with the complicated functiontheoretic analytical structures within an analytical method. Ideally, in this new method, the MHPM, reaching the exact solution can be accomplished where two terms of the series are feasible to be calculated. In addition, results obtained from considerable examples report a high degree of validity and accuracy of the MHPM.
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