The text sentiment analysis has been relatively mature in English environment, so many researchers now have focused on the study of Chinese sentiment analysis. This paper mainly summarizes and concludes on the existing Chinese sentiment analysis research status and progress, summarizes and analyzes relevant research methods based on the deep learning. Finally, the paper compares the performance of several general deep learning methods through a set of experiments.
Introduction
With the vigorous development of the Internet, especially the rise of micro-blog, forums and other social platforms, hundreds of millions of users in these social platforms spread political topics, sports topics, and entertainment topics every day. They express their emotions through these texts, followed by lots of comments with analytical value. These comments contain lots of emotional information and viewpoints. It is difficult to collect and process the massive information on the Internet manually. A variety of sentiment analysis methods emerged.
Sentiment analysis is also known as the tendency analysis or opinion mining. It is the process of analyzing, processing, summarizing and reasoning the subjective text with emotion. The sentiment analysis task can be divided into word level, phrase level, sentence level and chapter level according to the fine granularity of the research object. According to the category of the processed text, it can be divided into the sentiment analysis based on product reviews and sentiment analysis based on news comment. According to the type of research task, it can be divided into emotional information classification, emotional information extraction and emotional information retrieval and induction. The general process is shown as Figure 1 . The classification of emotional information can be broadly divided into two categories: one is the subjective and objective information of the binary classification; the other is the subjective information of sentiment classification, including the most common classification of praise and more subtle classification. For the subjective classification task, there are two kinds of research methods: based on sentiment dictionary and rules and based on machine learning.
In recent years, with the advent of deep learning in the field of machine learning, many researchers began to try to use the deep learning methods to achieve text sentiment analysis. Sentiment analysis based on deep learning is essentially based on the deep neural network to analyze the text emotion. In many neural network models, convolution neural network (CNN) and recurrent neural networks (RNNs) are more popular in natural language processing, especially in text emotion classification. This paper summarizes and analyzes the existing main depth learning methods in text sentiment analysis, and compares their performance with a set of experiments.
Review of Deep Learning
CNN has played an important role in the image field, and has also been prominent in the text sentiment classification task. Xiao-ying Su et al. [1] used a convolution neural network structure model to perform sentiment analysis of micro-blogging text. Zhao Chen et al. [2] combined emotion dictionary and convolution neural network, which has achieved better performance than the current convolutional neural network and Naive Bayesian, SVM in the COAE2014 micro-blogging data set. Long-fei Liu et al. [3] also studied the feasibility of micro-blogging emotional tendencies using convolution neural networks. The character-level word vector and the word-level word vector were used as primitive features. The experimental results indicated that character-level word vector did better than word-level word vector. On this basis, Hui-ping Cai et al. [4] added the word vector training of the data set, and proposed the text emotion classification model based on word embedding and convolution neural network. Chang-shun Du et al. [5] used the segmented pooling strategy to consider the sentence structure, and extracted the main features of different structures of sentences. The Dropout algorithm was introduced to avoid the model overfitting and enhanced the generalization ability. Sheng-yu Wang et al. [6] studied the CNN parameter selection problem on Chinese text sentiment analysis, with the word embedding dimension, word embedding training scale, sliding window size and regularization method as factors of different models. The sensitivity of various parameters and the optimization of specific model parameters were obtained. RNN and variant LSTM have been used by many researchers in Chinese sentiment analysis because of their advantages in time series analysis. Jun Liang et al. [7] integrated the Recursive Autoencoder model into the emotional polarity transfer model in the Chinese micro-blogging sentiment analysis to achieve good results. As a special RNN, LSTM can learn long-term dependence. Liang Jun et al. [8] proposed a polar transfer and LSTM recursive network model LSTM-RNN. Then combined with emotional polarity shifting phenomenon, the PLSTM-RNN model was proposed. Tang et al. [9] used LSTM to study context-dependent sentiment analysis, without syntactic analysis or external emotional dictionaries.
Compared with the machine learning method, the deep learning methods have a qualitative leap in the expressive ability. Using the semantic synthesis principle, the low-level word embedding is applied to synthesize the high-level text emotion semantic feature vector through different deep models and get high-level semantic expression. There is still no good solution to cross-domain sentiment analysis problem. And deep learning method relies heavily on large-scale labeled training data, so the lack of large-scale training data becomes the bottleneck in the sentiment classification problem.
Introduction to the Deep Learning Framework of Text Sentiment Analysis

Convolution Neural Network
CNN mainly includes the following four layers. The first layer is the word embedding layer. Each word in the document will be mapped to the word embedding space. Assuming that the word vector is k-dimensional, then a h * k dimension matrix is generated after h words are mapped. The matrix can be thought as an image. The second layer is the convolution layer. The convolution layer is used as a feature extraction layer. Multiple sets of local feature maps are extracted through the convolution kernel function and output to the subsampling layer. The third layer is the subsampling layer (also called the pool layer). In this layer, the feature maps are down-sampled through the convolution layer. The Max-over-time pooling is used to perform the pooling operation to extract the most representative features of each feature graph. The last layer is a fully connected softmax layer. The output is the probability of each class. Its structure is shown as Figure 2 . 
Recurrent Neural Network
In Natural Language Processing, RNNs are more popular. Its function is similar to CNN. The input of the matrix is encoded into a one-dimensional vector of the lower dimension, retaining most useful information. The difference is that CNN pays more attention to the global fuzzy perception, while RNNs focus on the reconstruction of adjacent positions. In language, words are always composed of adjacent characters. Adjacent words constitute phrases, and adjacent phrases constitute Sentences. It is necessary to use effectively the location of the information, which is called reconstruction. Therefore, RNNs are more persuasive.
The RNNs concrete form is that the network will remember the previous information and apply it to the calculation of the current output. The nodes between the hidden layers are no longer connectionless but connected, and the input of the hidden layer includes not only the output of the input layer but also the output of the hidden layer at the last time. A typical RNN is shown in Figure 3 . 
Long-Short Term Memory
As a variant of RNNs, the long-short term memory network (LSTM) has a chain structure similar to traditional RNNs. But its repetitive modules have different structures. It resolves the problem that RNNs cannot learn long-term dependencies. The standard LSTM network consists of three basic layers, namely, the input layer, the output layer and the hidden layer. The structure is shown in Figure  4 . The hidden layer is mainly controlled by the input gate, the forgotten gate, the output gate and a memory unit. The internal structure is shown in Figure 5 . 
Sentiment Analysis Experiments
In order to compare the several depth learning methods mentioned above, a set of emotional classification experiments are performed. The main data set is compiled by Jian-lin Su, the author of the scientific space. Six areas of product reviews are involved. There are 21105 comments in total. 10677 comments are positive and 10428 comments are negative. According to the random ratio of 80: 20, the data will be divided into training set and testing set. The experiment is repeated several times. Before the network training, the data preprocessing should be carried out, including word segmentation, denoising, removing the stop word and so on. The word segmentation is realized by using jieba toolkit. After data preprocessing, the word embedding training is carried out by the word2vec toolkit, and then the neural network model is constructed. The neural network model is constructed using the open source framework keras.
Some parameters are set as follows: The results of CNN, RNNs, LSTM and GRU (variant of LSTM) models are shown in Figure 6 . But considering the LSTM's own time series characteristics, LSTM is also popular in the text field. Many researchers try to combine and optimize different networks. The experimental results of some combination network models are shown in Figure 7 . Both the accuracy and the speed are improved.
Summary
Traditional sentiment analysis method usually requires artificial constructive emotional dictionary, so there are some limitations, the specific research areas need to construct a specific emotional dictionary, the process is cumbersome, so later, most researchers began to use machine learning methods for studying the sentiment analysis, and deep learning can be said to be a branch of machine learning, also has its own limitation. But anyway, deep learning can be said that the machine learning field in the past decade the most successful research direction, and gradually applied to natural language processing. From the current research status, the research results of natural language processing have not been widely and aptly applied in the analysis of textual sentiment tendencies. Therefore, it is necessary to further study the relationship between emotional tendencies and traditional natural language processing and inheritance, make full use of natural language processing research results, on the one hand can make more language technology is used for emotional tendency analysis, improve the level of the technology research; on the other hand, also make the natural language processing results in the specific application shows its important value.
