Current Static Timing Analysis (STA) techniques allow one to verify the timing of a circuit at different process corners which only consider cases where all the supplies are low or high. This analysis may not give the true maximum delay of a circuit because it neglects the possible mismatch between drivers and loads. We propose a new approach for timing analysis in which we first identify the critical path(s) of a circuit using a power-supply-aware timing model. Given these critical paths, we then take into account how the power nodes of the gates on the critical path are connected to the power grid, and re-analyze for the worst-case time delay. This re-analysis is posed as an optimization problem where the complete operation of the entire circuit is abstracted in terms of current constraints. We present our technique and report on the implementation results using benchmark circuits tied to a number of test-case power grids.
INTRODUCTION
Timing of modern integrated circuits is becoming increasingly sensitive to supply voltage fluctuations. Circuit timing is highly effected by even the smallest drop in V dd . Thus, in the analysis and verification of high performance chip design, it is essential that timing analyzers take into account power supply variations. This is a formidable task due to the increasingly large size of power grids and the difficulty of obtaining all possible circuit behaviors that may be used to set up the right simulation in order to compute an accurate worst-case delay for a circuit.
Voltage fluctuations within on-chip power grids, are a result of many sources such as IR-drop, Ldi/dt drop, and resonance between the grid and the package. It is common, especially at frequencies below a GHz, that inductance is neglected and simulation of the power grid is focused on only IR-drop given the RC structure of the grid. Most simulation techniques for power grid analysis model the power grid as an RC network and use some form of circuit simulation to complete the simulation. Unfortunately, given the very large number of possible circuit behaviors, one needs to simulate the circuit (for the currents) and the grid (for the voltage drops) for a large number of clock cycles or vector sequences, which is impractical.
We are interested in the possibility of determining how the voltage fluctuations of the grid will affect circuit delay without having complete knowledge of the circuit currents. We will assume that only incomplete information of circuit currents is available in terms of current constraints [5] . These constraints essentially are the upper bounds on the currents. Furthermore, we study the effect of variations of the grid voltages on the circuit timing, and develop a static timing analysis (STA) approach that takes these variations into account. We begin by assuming that the exact voltage drops are not known, but that the ranges of voltage drops are specified. As well, we first assume that the power supply nodes of the gates in the circuit are totally independent in order to identify the worst-case voltage configuration that causes a logic circuit to exhibit its absolute worst-case delay. Then, considering how the supplies of the gates on a critical path are connected to the power grid, we re-analyze the delay on that path, based on knowledge of the grid and the circuit current constraints. The delay time re-analysis is done by using the delay model developed in [1] . This approach has been formulated as a nonlinear programming problem, which we solve for the maximum delay subject to the current constraints.
Consider the diagram in Fig. 1 , where an inverter is shown with its input and output waveforms. The power supply nodes of the inverter are considered, the reference V dd and
Vih
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Vss Vss Vdd Vdd Figure 1 : Modeling parameters Vss, and the input is assumed to rise from V il to V ih . The output of the inverter, as does the output of its fanout interconnect network, falls from V dd to Vss. It is instructive to consider what is a practical range of variations of the power supply values. In order for the circuit to function properly, the transistors must be able to turn off, which sets a limit on how large the supply variations may be. For one thing, we should have |Vss − V il | < Vtn and |V ih − V dd | < |Vtp|. In the worst-case, if we consider opposite variations for (Vss, V il ) and (V ih , V dd ), then:
(1)
Throughout this work, we have used 0.13µm CMOS technology, with a nominal supply voltage of 1.2V , and we assumed ±12.5% variation around V dd and Vss. This is equivalent to 0.15V drop or increase around the nominal power supply and ground respectively. Therefore, V ih and V dd can vary from 1.05V to 1.35V , and V il and Vss can vary from −0.15V to +0.15V . Thus, in order for the analysis to be meaningful, one must first check whether the voltage drops resulting from the specified current constraints satisfy these voltage drop ranges. In our work, once we have found a critical path and determined the supply nodes to the gates on that path, we perform voltage optimization on the grid to find the worst-case voltage drop on those nodes as in [5] . If the maximum voltage drop on those nodes does not exceed the allowable ranges, we proceed to our timing re-analysis. If a voltage exceeds the range then the grid should be corrected and rechecked for maximum voltage drop.
METHODOLOGY DEFINED
As an overview, our proposed timing verification flow is as follows:
1. Abstract the entire behavior of circuit in terms of current constraints at the power taps of all the gates in the circuit.
2. Extract the critical path(s) of the circuit using specified upper/lower bound ranges of supply variations.
3. Verify that the voltage of the supply nodes of the critical path(s) are within bounds.
4. Solve for the maximum delay of path(s) given current constraints.
Our approach integrates some of the work presented in [1] and [5] , leading to an approach where timing analysis is performed taking the power grid into account. In the following, after introducing the power grid model in section 3, we will summarize elements from [5] in section 4 and some of the concepts from [1] in section 5. This material is needed to describe our approach. We then discuss the new contribution of this paper starting with section 6.
POWER GRID MODELING
We consider an RC model of the power grid, where each branch of the grid is represented by a resistor and where there exists a capacitor from every grid node to ground. In addition, some grid nodes have ideal current sources (to ground) representing the current drawn by the circuit tied to the grid at that point, and some grid nodes have ideal voltage sources (to ground) representing the connections to the external voltage supply.
Let the power grid consist of n + p nodes, where nodes 1, 2, . . . , n have no voltage sources attached, and nodes (n + 1), (n + 2), . . . , (n + p) are the nodes where the p voltage sources are connected. Let c k be the capacitance from every node k to ground. Let i k (t) be the current source connected to node k, where the direction of positive current is from the node to ground. We assume that i k (t) ≥ 0 and that i k (t) is defined for every node k = 1, . . . , n so that nodes with no current source attached have i k (t) = 0, ∀t. Let i(t) be the vector of all i k (t) sources, k = 1, . . . , n. Let u k (t) be the voltage at every node k, k = 1, . . . , n, and let u(t) be the vector of all u k (t) signals, k = 1, . . . , n. Applying Modified Nodal Analysis (MNA) [7] , leads to:
where G is an n × n conductance matrice, C is an n × n diagonal matrix of node capacitances, and V dd is a constant vector each entry of which is equal to V dd . The matrix G has several useful properties. It is symmetric positive definite [4] and can be shown to be an M-matrix [2] which means, among other things, that its inverse consists of only non-negative values.
to be the voltage drop at node k, and let v(t) be the vector of voltage drops, then the system equation can be written as:
This is a revised system equation which one can solve directly for the voltage drop values. Notice that the circuit described by this equation consists of the original power grid, but with all the voltage sources set to zero (short-circuit) and all the current source directions reversed. In the following, we will mainly be concerned with this modified power grid and the revised system of equations (4). Based on the monotonicity property of the power grid, [8, 6, 5] , we can now make a couple of statements that will be useful below. Let I k be an upper bound on i k (t) over the time period of interest, say 0 ≤ t ≤ ∞. Let I1, I2, . . . , In form a n × 1 vector I and let V be the solution of the system when the DC currents I are applied as inputs, which may be found by solving the DC system:
Then, from the monotonicity property, it is clear that i(t) ≤ I, ∀t ≥ 0 leads to v(t) ≤ V, ∀t ≥ 0. Finally, another related result is that, considering the DC system (5), if I * ≥ I, then V * ≥ V.
PEAK CURRENT CONSTRAINTS
In order to abstract the behavior of the entire chip we will use the two related notions of an incomplete current specification, referred to as current constraints: local constraints, and global constraints.
Local Constraints
A local constraint relates to a single current source. For instance, one may specify that current i k (t) never exceeds a certain fixed level
This upper bound may be simply known from prior simulation, if the cell or block is already available, or it may be a best-guess based on the area of the cell or block and on perhaps the power density of the design (total power divided by total area). If further information is available on the circuit behavior over time, then the user may be able to specify an upper bound waveform, as a time function, so that
We assume that every current source tied to the power grid has an upper bound associated with it. If a grid node does not have a current source attached to it, i.e., i k (t) = 0, ∀t ≥ 0, then we specify a fixed zero-current upper bound for that node, I L,k = 0. In this way, we have a local constraint associated with every node of the power grid. We express these constraints in vector form as:
Global Constraints
It is useful to express constraints related to all current sources or to sub-groups of current sources. For instance, if the total power dissipation of the chip is known, even approximately, then one may say that the sum of all the current sources is no more than a certain upper bound. In general, a global constraint corresponds to the case when the sum of the currents for a group of current sources is specified to have an upper bound. The upper bound for example, corresponding to the jth global constraint, may be a fixed bound IG,j , or a waveform bound iG,j (t). If m is the number of available global constraints, then we express all the global constraints in matrix form as:
where U is a m × n matrix that contains only 0s and 1s.
Combining Constraints
The local and global constraints can be combined into a single matrix inequality, as follows:
where L is an (n + m) × n matrix of 0s and 1s, whose first n rows form an identity matrix (1s on the diagonal and 0s everywhere else) and whose remaining m rows correspond to the matrix U, and where Im and im(t) are (n + m) × 1 vectors.
Voltage Formulation
By making use of the relationship I = GV, we can express the DC constraints in terms of voltages:
LGV ≤ Im, V ≥ 0 (9)
TIME DELAY MODELING
In order to develop a timing analysis approach in presence of power supply and ground voltage fluctuations, one needs to first develop a delay model for logic cells that is dependent on these voltages. In this section, we will first define delay in a variable voltage environment and then introduce our delay models. 
Gate delay model
Signal delay needs careful attention when the supplies are potentially different between the driver and the load. Consider the typical timing waveforms in Fig. 1 . The gate delay is defined as t d1 = t2 − t1, where t1 is the time at which the input signal reaches (V ih + V il )/2 and t2 is the time at which the output reaches (V dd + Vss)/2. Based on this gate delay definition, the gate delay model will be introduced.
The gate delay depends on the traditional parameters of input signal slope and output load. In addition, in this work, we model the dependence of gate delay on the four supply voltages defined above, in Fig. 1 . Thus, six parameters are considered as part of the gate delay model: the input high signal level (V ih ), the input low signal level (V il ), the gate's power supply (V dd ), the gate's ground (Vss), the input slope (Sin), and the gate's output load (C l ). The input slope is defined as the slope (dV /dt) of the input waveform at the time when it crosses (V il + V ih )/2.
It is instructive to consider how variable the cell delays are, and how strong is their sensitivity to the supply voltages. To this end, we have built a library of cells, containing 2-input and 3-input input NAND, NOR, AND, OR and NOT gates. In our experiments, the load, transistor widths, and four voltage levels of the gates were varied across their valid ranges. Transistor width was allowed to vary from 160nm (the minimum size for 0.13µm technology) to 2400nm, and the loads from 1fF to 32.5 fF (as a comparison, the input capacitance of a minimum size gate for this tech-nology is near 1fF). Furthermore, different combinations of consecutive gates were tested. Fig. 2 shows all possible gate type combinations along with valid parameters ranges. Normalized delay of gates in our library shows that the delay can change by up to 240% (2.4X) due to a 12.5% variation of the supply and ground around their nominal values.
Modern cell libraries represent the delay of cells using four 2-dimensional tables for each timing arc (a timing arc is an input-output node pair). In case of a falling output, one table gives the propagation delay and another gives the output slope. Another two tables correspond to the rising output case. Each table covers the range of valid input slope and output load values. Simple extension of this model to our case would require 6-dimensional tables, which would be impractical in terms of model size and cost of building the model. In order to simplify the model, we found that the delay dependence on each voltage is near-linear in the (narrow) range of valid voltages. However, to be more accurate, we have used a quadratic polynomial to represent the dependence of delay on each voltage, and made allowance for cross-product terms, by using a template expression for delay as follows:
where α k ∈ R, and (10)
The regression coefficients α k are found by using a standard Least Mean Square (LMS) regression method [9] . The regression is performed for each grid point in the [ 
. , αm.
A similar model to this gives the output slope in terms of all four voltages and input slope and output load. We characterized (built the delay models for) all the cells in our library, then tested the error in delay between HSPICE and the library model. The results are shown in Fig. 3 for the propagation delay. It is seen that the model has very good accuracy. The output slope component of the model was also tested, and it shows an error of under 3%, which also is good.
STA Worst-case delay
Given a logic gate with variable supplies, it is important to look for the supply configuration that gives the worstcase gate delay. The situation is complicated, due to the number of variables involved, especially for complex CMOS gates. Analysis of empirical data shows that delay has a monotonous curve versus each of voltages; therefore, the sensitivity of the delay to a given voltage variable does not change sign as that voltage is varied across its whole range [1] .
It was also shown in [1] that , for a multi-gate path composed of all inverting gates with independent supplies, the worst-case voltage setting for a falling input is given by the staggered arrangement:
and, for a rising input, it is given by the alternate staggered arrangement: 
WORST-CASE DELAY WITH GRID
Having found an accurate model of path delay in terms of supply voltage fluctuations, we are now interested in finding the maximum possible delay, given the current constraints which abstract the behavior of the entire circuit.
Time delay problem
Firstly the current constraints have to be checked to make sure that they do not lead to voltages on the grid that exceed the bounds of the worst case voltage allowed in the development of the gate timing model. This is done by first extracting the set of nodes that supply the path (vi, vj , . . . , vm LGV ≤ I V ≥ 0
If any of the the voltages exceed the model bounds then the grid needs to be fixed and the supply nodes verified again. We solve this maximization by using an interior point method that maximizes the voltage drop of the connecting supply nodes of the critical path. Once the supply nodes have been verified, that they are within the bounds of the model, then we may proceed to our nonlinear optimization. We may now pose the worst case time delay as a nonlinear programming (NLP) problem in the form of:
LGV ≤ I V ≥ 0 where t d is the delay of a specific critical path. An impor- tant property of this optimization problem is that, due to empirically observed sensitivity properties of delay of logic gates, it has no local maxima and only one global maximum. The reasoning for this is as follows. We assume that a "fine" grid model is in use so that a node on the grid is connected to no more than one logic gate or cell. Thus, the voltage on a node on the grid would appear as a voltage variable in only two gates (or blocks) in the path, namely the gate it is directly connected to (we call this the driver gate), and the gate that is driven by that gate (we call this the load gate). We will show that, for any pair of gates in a driver-load arrangement, the delay of the combination of the two gates is monotone in any of the supply voltages that are connected to the driver gate.
Consider the delay of two connected inverters with independent supplies and grounds in presence of 12.5% voltage variation around the nominal values. Fig. 4 shows that the delay of two consecutive gates is always monotone due to variations of power supply and ground voltages and the sensitivity is positive or negative depending to the signal polarity. Delay sensitivities of all gates and gate combinations in our library (for example as in Fig. 5 ) have been checked and it is confirmed that the sensitivity of the delay to a given voltage variable does not change sign as that voltage is varied across the whole range.
As a result, the maximum delay always occurs at a corner of the voltage domain and, therefore, any local maximum of the optimization problem is also a global maximum.
The absence of local maxima eliminates the use of heuristics and instabilities associated with many NLP solvers which try to find global solutions. We use the SNOPT solver [3] for our optimization which can only find local solutions. We pre-generate the functions of all the gradients of our objective to improve efficiency. Since only our objective function is nonlinear, the problem is linearly constrained which tends to solve more easily than general nonlinear programs with nonlinear constraints. The solver uses a sparse sequential quadratic programming method using limited memory quasi-Newton approximations to the Hessian of the Lagrangian.
Transient Analysis
Even though our technique is based on using worst case DC current constraints, which we know from the monotonicity of the power grid will result in perhaps somewhat pessimistic estimates, it is possible to remove some of the pessimism by extending the analysis to the transient current domain, as follows. If current profiles are known for certain blocks or nodes, we may run our optimization on a clock cycle by cycle basis. Extracting the DC upper bound currents of all the current profiles within a clock period and running our analysis, will yield a delay time that would be better (shorter) than a delay time associated with general DC constraints but would still be a worst-case estimate for that clock cycle.
EXPERIMENTAL RESULTS
Our technique was implemented and tested on the IS-CAS85 and the combinational parts of the ISCAS89 benchmarks. Not having access to power grids from industrial designs and in order to test our approach under different conditions, we have opted to generate a number of grids ourselves. The grid generation process is automatic, and employs a random number generator, as well as user-specified technology and topology parameters. Starting with a square uniform grid of a given size, we proceed to randomly delete a user-specified percentage of nodes, thus rendering the grid structurally non-uniform. Typical geometric and physical grid characteristics (e.g. grid dimensions) as well as characteristics of the fabrication process (e.g. sheet resistance of a particular level of metallization) are given by the user, leading to an initial value of the conductance of every branch. When a node is deleted, the conductances of the remaining surrounding edges (branches) are increased by a random amount around a user-specified percentage of their initial values. The rationale behind this is to allow the nonuniform grid to be loaded with currents comparable to its uniform predecessor while exhibiting comparable IR-drops. The number of V dd sites and current sources are supplied by the user; and are then distributed at random over the grid nodes. The supplies of the critical paths extracted from the ISCAS benchmarks were then randomly connected to our power grids. This random process of circuit to power grid connection was done in order to best emulate all the possible designs that could be encountered from critical paths within specific blocks to paths that may span the geometry of the entire chip.
Experiments were run on a 1 GHz Sun machine with 4 GB memory. Table 1 shows some of our results. A number of benchmark critical paths randomly connected to varying sized power grids, from 1000 nodes to 40,000 nodes, were simulated using our NLP approach. The worst case delay found under the influence of power grid is smaller than that found using STA analysis with independent supplies. The difference is seen to vary between 2% to 20%. The computation time for the solve of each delay time is seen to be a minimal 1 to 4 seconds. This reported time is only the time required to solve for the optimal solution of each critical path. It does not include the time required to perform a preconditioning on the linear component of the problem which may run in the order of 10 to 15 minutes for the larger sized grids. This computational time overhead, however, would only be required once for any power grid. Once it is computed it may be reused over and over for numerous critical paths within the chip or even with the same path should that path undergo design changes. Further, it was observed that our technique used about 100Mb of memory for the large grids, thus, that it may be easily applied to even larger grids. As for the computational cost times of up-front verification, that the node voltages do not violate the feasibility bounds, we borrowed the method in [5] but also improved it significantly by implementing an Interior Point Method with sparse matrix techniques. As a result, the time required for one check of a node voltage is in the order of half a minute for a 40,000 node grid. This check may be easily extended to larger grids as well. Fig. 6 shows a comparison of calculated delay times of each of our test circuits using the minimum supply values, independent supplies and our power grid approach, normalized to the time delay of the nominal supply voltage. It is significant to observe that our approach finds a delay time that falls between the delay times of the minimum supply and the worst case independent method.
CONCLUSION
In todays integrated circuit designs, timing and its sensitivity to supply voltage fluctuations is a key concern. Analysis of voltage variations by simulation is a complicated task due to the requirement of stimulus (vectors, patterns, waveforms) in order to complete the simulation. It is hard in practice to obtain such stimulus and further, even if it were made available, the simulation would be required to run for prolonged periods of time with high computational cost overhead. We have proposed a method whereby we abstract circuit behavior in the form of user-supplied current constraints. By using a delay model that is expressed in the form of supply voltage variations of the path and running a nonlinear program, we may solve for the worst-case time delay.
