Abstract. We study the E-theory group E [0, 1] (A(x) , B(y)) = 0 for all x, y ∈ [0, 1]. This result applies whenever the fibers satisfy the UCT, their K0-groups are free of finite rank and their K1-groups are zero. In that case we show that E [0,1] (A, B) is isomorphic to Hom(K0(A), K0(B)), the group of morphisms of the K-theory sheaves of A and B. As an application, we give a streamlined partially new proof of a classification result due to the first author and Elliott.
Introduction
A deep isomorphism theorem of Kirchberg [7] states that if A and B are strongly purely infinite, stable, nuclear, separable C*-algebras with primitive ideal spectrum homeomorphic to the same space X, then A ∼ = B if and only the group KK X (A, B) contains an invertible element, where KK X (A, B) denotes the bivariant K-theory for C*-algebras over a space X. This leads to the question of computing KK X (A, B) and finding simpler invariants to understand this object. In the present paper we focus mainly on the case when X is the unit interval.
Recall that a C*-algebra over a locally compact, Hausdorff space X is one that carries an essential central action of C 0 (X), and by the Dauns-Hofmann theorem, every C*-algebra with a Hausdorff spectrum X can be thought of as a continuous C 0 (X)-algebra (see Definition 2.1).
In this paper, we obtain information on KK X (A, B) using the E-theory groups E X (A, B), [8] , [4] . It is known [8, Theorem 4.7] that E X (A, B) coincides with KK X (A, B) when X is a locally compact Hausdorff space and A is a separable continuous nuclear C 0 (X)-algebra. Furthermore, the fact that E-theory satisfies excision for all extensions of C 0 (X)-algebras enables us to compute the E [0,1] -group for a class of elementary C[0, 1]-algebras using the E-theory of their fibers and the E-theory classes of the connecting maps. We make crucial use of the generalization of E-theory to C*-algebras over non-Hausdorff spaces, as developed in [4] . Elementary C[0, 1]-algebras, studied in [2] , [3] and [5] , act as basic building blocks for more complex C[0, 1]-algebras (see [3, Theorem 6.2] ) and this paper should be viewed as a stepping stone towards that more general situation. As a first application of our calculations,
In contrast, the corresponding six-term exact sequence in E * X is exact. This property plays an important role in our investigation of C[0, 1]-algebras with finitely many singular points. The paper is organized as follows: In Section 2, we revisit the construction of E-theory for C*-algebras over a space X and establish some preliminary lemmas. In Section 3, we use the results in [4] to describe E X (A, B) where A is a sky-scraper algebra (Theorem 3.2). Section 4 contains the main result of this paper (Theorem 4.13), where we compute E X (A, B) for two elementary C[0, 1]-algebras A and B whose fibers satisfy the condition E 1 (A(x), B(y)) = 0 for all x, y ∈ [0, 1]. In Section 5, we apply these results to the case where the fibers satisfy the UCT of [10] , whose K 0 -group is free of finite rank, and whose K 1 -group is zero. In this case, we show (Theorem 5.6) that the natural map Γ A,B : E X (A, B) → Hom(K 0 (A), K 0 (B)) is an isomorphism. The fact that this map is surjective was proved, through different means, in [3] . The merit of our arguments is that, not only were we able to show that the map is also injective, but we showed it using more natural methods. Also, the fact that we do not require the UCT in Theorem 4.13 is a marked difference from [3] .
The authors are thankful to the referee for the suggestion to revisit the classification result of [3] .
E-theory over a topological space
We recall some basic definitions and facts from [4] .
Let A be a C*-algebra, and let Prim(A) denote its primitive ideal space equipped with the hull-kernel topology. Let I(A) be the set of ideals of A partially ordered by inclusion. For a space X, let O(X) be the set of open subsets of X partially ordered by inclusion. Then there is a canonical lattice isomorphism [6 
Definition 2.1. Let X be a second countable topological space. A C*-algebra over X is a C*-algebra A together with a continuous map ψ : Prim(A) → X. If in addition X is locally compact and Hausdorff, then this is equivalent to a *-homomorphism from C 0 (X) to the center of the multiplier algebra of A such that C 0 (X)A = A. In this case, A is called a C 0 (X)-algebra.
Both A(U ) and A(F ) are C*-algebras over X.
If X is Hausdorff, A(U ) = C 0 (U )A. We write π x for the quotient map A → A({x}) and we say that A is a continuous C 0 (X)-algebra if the function x → π x (a) is continuous for all a ∈ A.
Definition 2.
2. An asymptotic morphism between two C*-algebras A and B is a family of maps ϕ t : A → B, for t ∈ T := [0, ∞) such that t → ϕ t (a) is a bounded continuous function from T to B for each a ∈ A, and
converge to 0 in the norm topology as t → ∞ for each a, b ∈ A and λ ∈ C.
Equivalently, an asymptotic morphism can be viewed as a map ϕ :
Two asymptotic morphisms ϕ t and ϕ ′ t are called equivalent (in symbols,
Definition 2.3. Let A and B be C*-algebras over a second countable topological space X.
If X is second countable, then an asymptotic morphism ϕ :
is approximately X-equivariant if and only if it satisfies (2) for only those open sets U n in a countable subbasis (U n ) n of the topology of X.
If in addition X is a locally compact Hausdorff space, then by [4, Lemma 2.11] ϕ is an approximately X-equivariant morphism if and only if ϕ is an asymptotic C 0 (X)-morphism in the sense of [8, Definition 3.1] . i.e. ϕ(f a) − f ϕ(a) ∈ C 0 (T, B) for all f ∈ C 0 (X) and a ∈ A. 
.
Then ψ U := s •ψ is an asymptotically X-equivariant asymptotic morphism equivalent to ψ sinceψ U =ψ. Moreover, we have that It is immediate that equivalent asymptotic morphisms are homotopic.
Definition 2.6. Let X be a second-countable topological space and let A and B be separable C*-algebras over X. Define
By [4, Theorem 2.25], there is a composition product
and E X (·, ·) is the universal half-exact, C*-stable homotopy functor on the category of separable C*-algebras over X. There are six-term exact sequences in each variable of E * X (A, B). 
On the other hand ψ t is approximately Y -equivariant, if and only if
and hence ψ t will be approximately X-equivariant as well. The converse is obvious since every open set in Y is already open in X. Since the same argument applies to homotopies
, we obtain (3). With a view to apply the lim ← − 1 -sequence from [4, Theorem 3.2], we define X n := (X, τ n ), where the topology τ n is generated by the sets {U 1 , U 2 , . . . , U n }. We now claim that
As before (omitting suspensions), we consider an asymptotic morphism ψ t : i x (D) → B, and note that, since U n ⊂ U i for each i ≤ n, ψ t is approximately X n -equivariant if and only if
Since U n ⊂ X n is open, we may apply Lemma 2.4 to obtain a map
We claim that η is bijective: Suppose that ψ 
and hence η is injective. For surjectivity, we observe that any given asymptotic morphism ϕ t : D → B(U n ), can be viewed as an X n -equivariant asymptotic morphism ψ t : i x (D) → B. We are now in a position to complete the proof. Since the collection {U n } forms a countable basis for the topological space Y, we may apply [4, Theorem 3.2] to obtain a short exact sequence
By our earlier identifications, this reduces to
We now list some corollaries of Theorem 3.2 which will be useful to us in the next section.
Proof. There exists an open neighbourhood
and the result follows from Theorem 3.2.
Corollary 3.4. Let A, B, D, {U n } n and x be as in Theorem 3.2. Suppose that the all the inclusions B(U n+1 ) ֒→ B(U n ) are equivalences in E-theory. Then, for any fixed k ∈ N:
Proof. The assumption that the inclusion maps B(U n+1 ) ֒→ B(U n ) is an equivalence in Etheory implies that lim
The conclusion follows now from Theorem 3.2.
Proof. Suppose that U = (a, b), then by Proposition 2.8, we may assume without loss of generality that a = 0 and b = 1. Now by Theorem 2.7 
, and since the proofs are identical, we assume that U = [0, a). Furthermore, by using Proposition 2.8, we may assume without loss of generality that a = 1. Now the proof is identical to the first part, except that we use the short exact sequence
If A is not locally trivial at x, we say that x is a singular point of A.
By an elementary C[0, 1]-algebra, we mean an algebra which is locally trivial at all but finitely many points and moreover the algebra has a specific structure at the singular points as described below in Definition 4.2. The importance of such algebras comes from the following theorem due to the first author and Elliott. 
A similar result is valid if one assumes that all the C*-algebras in C are stable rather than unital. 
Write F := {x 1 , x 2 , . . . , x n }. We define a C[0, 1]-algebra which is locally trivial at all points except possibly this finite set F and has fibers in the class F.
Suppose that we are given C*-algebras
In other words, A is the pull-back of the diagram
-algebra A as above that is associated to the partition P with fibers in F and which satisfies the condition that for each i ∈ {1, 2, . . . , n}, either γ i,0 or γ i,1 is the identity map, is called an elementary C[0, 1]-algebra. We denote the class of all such algebras by E(P, F). Note that if P 1 is a refinement of P 2 , then E(P 2 , F) ⊂ E(P 1 , F) since we may add singularities by choosing the maps γ i,j to be the identity maps. We define E(F) := P E(P, F) = class of all elementary C[0, 1]-algebra with fibers in F.
When we write A, B ∈ E(F), we implicitly mean that we are choosing a common partition P as above.
We are now concerned with computing E X (A, B) for A, B ∈ E(F). In order to simplify our future work, we fix A as above, and define B as
In other words, the fibers of A will be D i or H j and the connecting maps will be γ i,j , while the corresponding fibers of B will be D ′ i or H ′ j , and the connecting maps of B will be γ ′ i,j .
Now consider the partition P as above, and write
yields a long exact sequence in E-theory
whose boundary map we denote by
As we will show later, this map δ holds the key to understanding E X (A, B). We begin by identifying the domain of this map.
Lemma 4.3. The inclusion map B(U ) ֒→ B induces an isomorphism
Proof. The first isomorphism follows from Proposition 2.7. Furthermore, since E X (A(U i ), B(U j )) = 0 if i = j, by additivity of E X in each variable:
(by Proposition 2.8) 
By Lemma 4.3, the vertical map on the left is an isomorphism, so
We now compute the map ∆ A . Consider the short exact sequence
and the boundary element in E-theory obtained from this sequence,
and note that ∆ A is given by multiplication by this element
The next two lemmas help us compute this map.
Proof. By additivity of E
Proof. The isomorphism from the statement follows from Lemma 4.5 applied for B = A. In order to compute the image of δ A under this isomorphism, we need the following notation:
For each i ∈ {1, ..., n} and j ∈ {0, 1} consider the extension of
and the corresponding element δ i,j that belongs to E 1 X (A(x i ), A(U i+j )) which we may regard as direct summand of E 1 X (A(F ), A(U )). We are going to show that
To this purpose we will write explicitly an expression for the Connes- 
It is now clear that γ t decomposes in orthogonal sum of components
But we now recognize γ i,j t as representing the Connes-Higson asymptotic morphism defined by the extension (7). Next we are going to identify its class. We focus on the point x i , and consider the map of extensions
We apply the functor E X (·, A(U i+j )) to this sequence, and consider the relevant part of the resulting commutative diagram
where the map δ i,j is given by multiplication by the boundary element
(by Corollary 3.4). If j = 0, δ t corresponds under this isomorphism to the boundary map of the extension 0
which can be identified with the element − id ∈ E(H i , H i ). This accounts for the sign of the term γ i,0 in the expression (6).
Similarly, if j = 1, δ t corresponds to the boundary map of the extension of C*-algebras
which can be identified with the element id ∈ E(H i+1 , H i+1 ). This accounts for the difference in sign.
The next lemma now follows from Remark 4.4 and Lemmas 4.5, 4.6
Lemma 4.7. There is a commutative diagram
Under this isomorphisms, ∆ A corresponds to the map
Remark 4.8. We saw in Remark 4.4 that
is induced by the inclusion B(U ) ֒→ B. In order to compute this kernel, consider the following long exact sequence coming from the extension 0 → B(U ) → B → B(F ) → 0 :
where ∆ B is given by multiplication by the boundary element
X (B(F ), B(U )) As in Lemma 4.6, we have
and under this isomorphism
Lemma 4.9.
and under these isomorphisms
The map ∆ B is induced by the product
We have already described all the terms that appear in this composition. 
Proof. By Remarks 4.4 and 4.8
The expression in (9) now follows from the description of ∆ A and ∆ B from Lemmas 4.7 and 4.9.
Definition 4.11. We now specify a type of class F for which we can explicitly compute E X (A, B) for any A, B ∈ E(F) using the machinery developed above. Let F be a class of separable C*-algebras such that
Lemma 4.12. If A, B ∈ E(F) with F as in Definition 4.11, then E X (A(F ), B) = 0.
Proof. By the additivity of E X (·, B)
Choose ǫ > 0 small enough so that (
Assume first that γ ′ i,0 is the identity map (the case where γ ′ i,1 is the identity is entirely similar), and consider the short exact sequence
Recall that if B ∈ E(F), then by Definition 4.2 for each i ∈ {1, 2, . . . , n}, either
is the identity map. The corresponding index is denoted by j(i) and j ′ (i) = 1 − j(i). In particular this means that
Theorem 4.13. If A, B ∈ E(F) with F as in Definition 4.11, then
Proof. By Lemma 4.12 and the exact sequence (5), we see that
But ker(δ) was computed in Theorem 4.10. We deduce that
The various maps in this description of E X (A, B) are illustrated in the diagram below.
Let us note that the equations
determine α i uniquely since either γ ′ i,0 = id or γ ′ i,1 = id. Indeed, using the notation introduced above, we deduce from (11) that α i = β i+j(i) • γ i,j(i) . Then we substitute this expression in the equation
Conversely, if (12) is satisfied for all i, then α i := β i+j(i) • γ i,j(i) will satisfy both equations from (11). 
The statement follows now immediately, since by Theorem 4.13 we have that for each sub-interval I as above
: (β i ) satisfy (12) .
Morphisms of the K-theory sheaf
In this section, we apply Theorem 4.13 to compute the group E [0,1] (A, B) using K-theory. More precisely, we show that if A and B are elementary C[0, 1]-algebras whose fibers satisfy the UCT and have K 0 -groups that are free of finite rank and zero K 1 -groups, then there is a natural isomorphism
where K 0 (·) denotes the K-theory pre-sheaf, an invariant for C[0, 1]-algebras introduced in [3] . As an application, we give a partially new proof of the main classification result of [3] which does not require two technical results, Theorem 2.6 and Theorem 8.1, from [3] and instead it uses results of Kirchberg [7] .
We recall the following definition from [3, §4].
Definition 5.1. Let X denote the unit interval and let A be a C[0, 1]-algebra. Let I denote the set of all closed subintervals of X with positive length. To each I ∈ I, associate the group K 0 (A(I)), and to each pair I, J ∈ I such that J ⊂ I, associate the map
The set of all such morphisms, denoted Hom(K 0 (A), K 0 (B)), has an abelian group structure.
Note that, by [4, Proposition 2.31], for each I ∈ I, there is a natural restriction map
Multiplying K 0 (A(I)) = E(C, A(I)) with E(A(I), B(I)) gives a map
Furthermore, if J ⊂ I, then the naturality of the restriction map ensures that the diagram (13) commutes. Hence, we have a natural map
Definition 5.2. We now introduce a class of algebras for which this map is an isomorphism. Let F 0 be the class of separable C*-algebras D satisfying the UCT and such that K 0 (D)
is free of finite rank, and K 1 (D) = 0. We define E(F 0 ) to be the class of all elementary C[0, 1]-algebras whose fibers lie in F 0 .
Remark 5.3. Let us note that the UCT implies that if D, H ∈ F 0 , then E 1 (D, H) = 0 and hence that F 0 ⊂ F. Thus the results from the previous section apply to members of E(F 0 ). Furthermore, for any H, H ′ ∈ F 0 , the UCT gives us an isomorphism
Our goal is to show that the map Γ A,B is an isomorphism if A, B ∈ E(F 0 ). In order to do this, we begin by choosing a subset of closed intervals which, roughly speaking, will allow us to capture the K-theory pre-sheaf from a finite amount of data: For each i ∈ {1, 2, . . . , n}, choose closed subintervals
is a nondegenerate interval. Using the notation from Theorem 4.13, we consider the group 
The result follows now from Theorem 4.13 and the isomorphism (14). The map θ is induced by the functor that takes an E-theory element to the morphism that it induces on K-theory groups.
We now construct a map ν :
is welldefined and injective.
Proof. For any closed interval I = [a, b] ⊂ (x i−1 , x i+1 ) with x i ∈ I, we use the extension
On the other hand consider the inclusion V i+1 ⊂ V i,1 , and note that
We now see that the restriction map
is given by [γ i,1 ]. A similar property holds for B. Since any ϕ ∈ Hom(K 0 (A), K 0 (B)) is compatible with the restriction maps, the following diagram is commutative.
(15) Applying the same argument to the inclusion V i ⊂ V i,0 , we get
We saw that
. This shows that ν is well-defined. Now to prove injectivity, suppose that ϕ V i = 0 for all i. We need to show that ϕ I = 0 for any non-degenerate interval I ⊂ [0, 1]. Suppose first that I contains at most one point of F . If I ∩ F = ∅, then ϕ I = ϕ V i for some i, and there is nothing to prove. So suppose that x i ∈ I and that no other point of F is in I. In that case,
and ϕ I can be identified with both ϕ V i,0 and ϕ V i,1 , as seen earlier in the proof. Hence, one of the equations (15) or (16) (depending on which γ ′ i,j is the identity map) would ensure that ϕ I = 0. Now consider any nondegenerate interval I ⊂ [0, 1] with |I ∩ F | ≥ 2, and write I = I 1 ∪ I 2 , where I 1 and I 2 are two closed intervals such that I 1 ∩ I 2 = {x} and x / ∈ F , and I 1 contains exactly one point of F . Then, A(I) can be described as a pull-back
Applying the Mayer-Vietoris sequence in K-theory, and using the fact that K 1 (A(x)) = 0, we see that
) Hence, it follows that if ϕ I 1 = ϕ I 2 = 0, then ϕ I = 0. We know from the first part that ϕ I 1 = 0, so it suffices to prove that ϕ I 2 = 0. We then break up I 2 as we did with I before and repeat the same process until we reach an I k such that I k contains at most one point of F , in which case ϕ I k = 0 and we can stop the inductive process. This proves the injectivity of ν.
Proof. The maps θ : E X (A, B) → G(A, B) and ν : Hom(K 0 (A), K 0 (B)) → G(A, B) satisfy ν • Γ A,B = θ. By Lemma 5.4, θ is bijective, and hence Γ A,B is injective. By Lemma 5.5, ν is injective, and hence Γ A,B is surjective as well. Our definition of elementary C[0, 1] algebras given in Def. 4.2 is a bit more general that the definition of elementary algebras in the sense of [3] . To make the distinction we will call the latter special elementary. Suppose that A is a special elementary continuous field of Kirchberg algebras. This means that A is defined as the pullback of a certain diagram D. Here is the description of D where we adapt the notation from [3] to the present setting.
Consider a partition 0 = x 0 < x 1 < . . . < x n+1 = 1, where n = 2m. Let A be as in Def. 4.2, but we require that 
Consider the diagram D given by
Given D as above, and B a continuous field over [0, 1], we denote by DB the diagram
Recall from [3] that a fibered morphism ϕ ∈ Hom D (A, B) is given a commutative diagram Let us also note that a morphism β ∈ Hom(K 0 (B), K 0 (B ′ )) induces by restriction a morphism Dβ ∈ Hom(K 0 (DB), K 0 (DB ′ )). To simplify notation, we will often write β in place of Dβ. . In other words, each A k is the pull-back of a diagram D k , and each ϕ k,k+1 ∈ Hom(A k , A k+1 ) is induced by a fibered morphism ϕ k,k+1 ∈ Hom D k (A k , A k+1 ). Moreover ϕ k,∞ ∈ Hom D k (A k , A) and ϕ k+1,∞ • ϕ k,k+1 = ϕ k,∞ . The fibers of A k are stable Kirchberg algebras whose K 0 -groups are free of finite rank and their K 1 -groups vanish. Similarly, let (B n ) be a sequence approximating B, where B n is the pull-back of the diagram D ′ n , and ψ n,n+1 ∈ Hom D ′ n (B n , B n+1 ), ψ n,∞ ∈ r r r / / . . . / / K 0 (B)
By Theorem 5.6, we replace the diagonal arrows by E X -theory elements and hence by KK Xelements, since all involved continuous fields are nuclear [8] . By Kirchberg's results [7] , we can further replace these KK X -elements by morphisms of fields which are fiberwise injective and moreover, each triangle is commutative up to asymptotic unitary equivalence. This yields an isomorphism φ : A → B with φ * = α, by applying Elliott's intertwining argument [9, Sec. 2.3].
