A new type of instability in coupled reaction-diffusion-advection systems is analysed in a one-dimensional domain. This instability, arising due to the combined action of flow and diffusion, creates spatially periodic stationary waves termed flow and diffusion-distributed structures (FDS). Here we show, via linear stability analysis, that FDS are predicted in a considerably wider domain and are more robust (in the parameter domain) than the classical Turing instability patterns. FDS also represent a natural extension of the recently discovered flow-distributed oscillations (FDO). Nonlinear bifurcation analysis and numerical simulations in one-dimensional spatial domains show that FDS also have much richer solution behaviour than Turing structures. In the framework presented here Turing structures can be viewed as a particular instance of FDS. We conclude that FDS should be more easily obtainable in chemical systems than Turing (and FDO) structures and that they may play a potentially important role in biological pattern formation.
Introduction
The spontaneous formation of mesoscopic patterns in far-from-equilibrium systems has in recent decades been studied intensively in reaction/diffusion (RD) systems with fast inhibitor diffusion [1, 4, 5, 7, 25 ]. Turing's diffusiondriven instability [1] , which gives rise to stationary structures by symmetry breaking of the homogeneous reference state, is arguably the most influential model of this kind. Turing developed the theory in an attempt to explain morphogenesis, the development of shapes and forms in biology from undifferentiated tissue. Although to date no chemical has been conclusively identified as a morphogen, there do exist a number of candidates (see the books by Harrison [2] and Goodwin [3] ).
Reaction-diffusion models exhibit a great variety of spatial patterns (see, for example [7, 25] for a review). However, their relevance to biological systems has been criticised due to their extreme sensitivity to parameter values. Murray [8] illustrated this by linear stability analysis and showed that the parameter regime in which a number of reaction-diffusion models gave rise to diffusion-driven instability is really very small.
On the other hand, the role of flow on pattern formation has been studied only recently. A differential-flow, that is flow of activator and inhibitor species at different rates, was shown [9] to have a similar destabilising effect on the homogeneous steady state of a reaction-diffusion-advection (RDA) system as differential diffusion has in the Turing case [10] . The result of the differential-flow instability (DIFI) are periodic travelling waves.
More recently, Andresen et al. [11] (see also [12] ), carried out a linear stability analysis of the RDA equations which describe the open flow of oscillating medium with fixed boundary conditions at the inflow. Their analysis predicted stationary waves even though all transport coefficients were equal. This seemed paradoxical since at the time only the Turing and Turing-like mechanisms involving fast inhibitor diffusion gave rise to stationary structures. Kaern and Menzinger [13] realised that the physical mechanism is essentially kinematic and they experimentally confirmed the predicted wave patterns. In the kinematic limit of sufficiently high flow rate the flow distributes the temporal oscillation, whose phase is fixed in space at the inflow boundary. Therefore, they refer to these stationary structures as flow-distributed oscillations or FDO. A necessary requirement for FDO is that the uniform reference state lies in the oscillatory (Hopf) domain.
At the same time Satnoianu and Menzinger [14] generalised this result to RDA systems with differential transport, i.e. with different diffusion and flow rates of the key reacting species. To distinguish the resulting waves from the FDO waves, the latter have been termed flow-distributed structures or FDS. The analysis of a generic reaction-diffusion-advection model led to the determination of the boundary in parameter space of the domain in which FDS patterns occur and clarified its relation to Turing and DIFI patterns. In particular, it was shown that the new FDS waves exist only for regions in parameter space that lie outside the Turing domain, and that the region where stationary Turing patterns are observed, in the absence of bulk flow, may be greatly expanded by the presence of a flow. It was found that an unstable (Hopf) reference state is not necessary for FDS to occur and that the parameter domain wherein FDS occurs extends into the region in which the reference state is stable.
In this paper we extend the analysis of [14] in two directions: first, we compare the parameter regimes in which FDS occurs with those in which Turing patterns occur, focusing on their parametric sensitivity; second, we assess the influence on FDS and Turing instabilities of the form of the nonlinearity in the kinetics. All our analysis is carried out on a one-dimensional domain. We find that FDS yield a richer class of patterns than those obtained from Turing instability, and the resultant patterns are supported in a larger parameter space. This is shown by the linear analysis and numerical simulations in Sections 2 and 3. In Section 4 we consider the nonlinear problem for the FDS where we seek to investigate the solution properties away from the primary FDS bifurcation point. In Section 5 we discuss the possible implications of our results to applications in biology. We conclude that the FDS mechanism is a robust morphogenetic mechanism which is more flexible in comparison with the classical Turing scenario. In fact we argue that the Turing patterns should be understood as a particular instance of the FDS mechanism. Therefore, we expect that the realisation of FDS waves should be quickly accessible in chemistry and we indicate a practical reaction mechanism to this end. Our results point to the ubiquity of FDS waves in nature.
A reaction-diffusion-advection system with unequal diffusion and flow rates: an ionic chemical system with combined quadratic and cubic autocatalytic step
In [14] a differential-flow reactor was modelled by using as a prototype the action of an electric field coupled to a reacting medium with an ionic version of cubic autocatalator (or Gray-Scott (GS)) kinetics (we refer the reader to [15] for details of this model and the references therein, and [16] for more information on the effect of the electric fields). This is probably the most realistic, though relatively simple physically, differential-flow system where the component species can attain different advection rates. The same physical model will be applied repeatedly here except that now we shall consider a variety of different kinetics laws for the governing chemistry.
Our first question relates to the difference in behaviour between the cases when the main kinetics step is either quadratic or cubic. To be specific we consider a model in which it is assumed that a precursor P + is present in excess. To maintain electroneutrality we also require a further species Q − to be present in the reactor at a concentration similar to that of P + , though this species does not take part in the reaction. We assume that P + decays at a constant rate to form the substrate A + via
where p 0 is the initial concentration of the reservoir species P + . The substrate A + and autocatalyst B + subsequently react by following a linear combination of quadratic and cubic steps according to the scheme
where k i are the constants and a, b are the concentrations of A + and B + , respectively. With P + and C + present in excess, so that reactions (2.2) and (2.3) make only a small net contribution to the overall ionic balance, we can invoke the constant field approximation used extensively in previous models. A formal justification for this approximation is given in [16] . We take the reactor to be such that transverse variations in concentration can be ignored and to be sufficiently long for end effects to be negligible [17] so, effectively, we are considering a semi-infinite domain. This leads to the dimensionless reactor model (see [15] for the derivation of these equations and the influence of the electric field on their form)
where a, b, t and x are the dimensionless concentrations, time and distance along the reactor, respectively, with t > 0 and 0 < x < ∞. Here, δ = D A /D B is the ratio of diffusion coefficients of substrate A + and autocatalyst B + , respectively, and φ is a parameter denoting the intensity of the applied electric field (this can also be interpreted as the dimensionless drift velocity) which we use as the main bifurcation parameter. In [16] it is shown that the dimensional electric field intensity is computed according to the relation: E = z B F Σ/R g T , where Σ is the applied electric field strength, F the Faraday constant, R g the universal gas constant, T the absolute temperature (supposed constant) and z B the ionic charge of B (which is 1 in our case). Without any loss of generality we assume that φ > 0. The parameter p ∈ [0, 1] measures the strength of the quadratic step against the cubic step. For p = 1, the nonlinearity in the kinetics is purely quadratic, while for p = 0, it is purely cubic. Since δ couples the differential-diffusion and flow (through the δφ term in Eq. (2.4)) it is also called the differential transport ratio. On putting δ = 0 in Eqs. (2.4) and (2.5) we recover the model discussed in [17, 18] . Before going further it is worth commenting here on the relevance of considering the mixed-order autocatalysis kinetics given in Eqs. (2.4) and (2.5). In [19] the same mixed-order autocatalytic step was considered in the context of pure reaction-diffusion without any source terms and/or decay steps in the species kinetics. The interest there was to analyse the existence of constant speed travelling waves in such systems and in particular the dependence of the speed on the form of the autocatalytic step. A real life example where mixed-order autocatalysis was employed successfully is the iodate-arsenite reaction studied extensively in [20] .
We are concerned here with the signalling problem whereby a small, constant time perturbation is imposed at the boundary x = 0 for a long, but finite time (τ > 0, say). Therefore, to close the problem (2.4) and (2.5) we specify the following boundary conditions:
for any t > 0, where
and where ε 1 , ε 2 are small, (|ε 1 |, |ε 2 | 1) constant perturbations. Initially the system is considered to be in the uniform, unperturbed state
where a s and b s are spatially uniform steady state values (that is, the constant solutions to Eqs. (2.4) and (2.5)) of a and b, respectively. A problem similar to (2.4)-(2.7) but with boundary condition (2.6) replaced by a periodic temporal small perturbation has been analysed for the model (2.4) and (2.5) with p = 0 and δ = 0 in [18] . Problem (2.4)-(2.7) is a well posed problem for which results pertaining to local existence and uniqueness of solutions are standard [21] . The global existence of solutions and hence their uniqueness can be established by applying the results of [22] .
We note that the kinetic (ODE) system ((2.4) and (2.5)) has a (spatially uniform) steady state
which exists for all 0 ≤ p ≤ 1. A standard local stability analysis for S shows that, for given p in this range, S is stable for all
and undergoes a Hopf bifurcation in a domain included in
In particular S is stable for any µ > 0 if p = 1 (pure quadratic case) and µ 0 (0) = 1 (corresponding to the pure cubic case). In fact the case of pure cubic autocatalysis was analysed in great detail in the literature (for example [23, 24] ). From these studies it is known that for p = 0, S is stable for µ > 1 and undergoes a supercritical Hopf bifurcation at µ = 1. This leads to stable limit cycles in the interval µ 1 < µ < 1 (µ 1 ∼ = 0.9003). For µ < µ 1 the kinetic system does not have a long time steady state with a ∼ µt, b → 0 as t → ∞. Apart from the linear interpolation between cubic and quadratic steps considered above there are obviously other ways to combine such steps, at least at this theoretical, speculative stage. Because of this arising complexity we would like to begin in the next section with the most general situation and to return to the particular case given by system ((2.4) and (2.5)) later. In doing so we shall be able to obtain the necessary and sufficient conditions for FDS instability for any given type of nonlinearity in the kinetics (ODE) system accompanying a reaction-diffusion-advection system of the form in (2.4) and (2.5). These conditions will be illustrated below in a series of applications through a variety of kinetics schemes/nonlinear models including some widely used in the mathematical modelling of biological systems [7] .
The FDS primary instability

Linear analysis for pattern instability in a general reaction-diffusion-advection system
FDS instability
In the following we shall continue to use the notation S for a generic (spatially uniform) steady state solution to a system like (2.4) and (2.5) but with general kinetics terms. To be specific the form we consider is the following:
We assume that the nonlinear functions f and g are such that the results for global existence of the solutions derived in [22] can be applied. In particular these require that f and g are Lipschitz continuous functions in the variables a, b and that there is some control for the growth parts of f and g as functions of a and b. All these requirements are usually satisfied in practice and are easy to check for the model examples used in Section 3.2 to illustrate the theory. Whenever this is the case we note that the reaction-diffusion-advection system ((3.1) and (3.2)) is the most realistic and still general set-up which gives rise to possible spatial and/or spatio-temporal instabilities such as Turing [1] , DIFI [9] and/or FDS [14] . Our goal here is to establish the necessary conditions on the form of the nonlinear functions f and g which promote FDS. Previous studies on the FDO instability [11] have claimed (without proof) that a necessary kinetic condition for the appearance of the FDO instability as a primary bifurcation from the steady state is that S should lie in the Hopf (oscillatory) instability regime. As we deal here with a more general case the situation is more complicated.
As usual, the stability of S is determined by analysing the behaviour of the linearised system around S. To do this we set
where |A| a, |B| b. Substituting Eq. (3.3) into Eqs. (3.1) and (3.2) we obtain, after linearising,
subject to the boundary conditions Here we assume that the perturbation is applied at the inflow boundary x = 0 for a long but finite time. This allows us to take the boundary perturbation data with time-compact support (and to be extended, if necessary, by periodicity to the whole of R). Therefore, the conditions of the Fourier theorem are met and we seek the general solution to Eqs. (3.4) and (3.5) as a superposition of normal modes
From our assumptions it follows that the functions A 0 (ω), B 0 (ω) (in Eq. (3.7)) are analytic functions in the complex ω-plane. By the inverse Fourier transform from Eqs. (3.6) and (3.7) we have
Expression (3.7) is a solution provided ω and k satisfy the quadratic dispersion relation in ω:
where Tr = a 11 + a 22 , ∆= a 11 a 22 − a 12 a 21 (3.10)
Since we are interested in stationary-space periodic solutions (i.e. ω = 0) we require the coefficient of ω 0 in the dispersion relation (i.e. the free term in the quadratic in ω in Eq. (3.9)) to be zero at the bifurcation boundary giving (see [14] for full details)
Solutions that bifurcate to space-periodic structures will have purely imaginary wave numbers k c = iz c , z c > 0. A short calculation reveals that
It is instructive to note that the critical FDS wave number at Eq. (3.12) coincides with the critical wave number of the Turing theory [7] . In fact at criticality we obtain three possible wave numbers given by 0 (corresponding to the uniform steady state S) and ±iz c (corresponding to the bifurcating FDS solutions). This is the signature of a typical pitchfork bifurcation with the FDS bifurcation behaving similarly to the Turing bifurcation. Note that this bifurcation can only exist when δ > −(a 11 /a 22 ). Putting this value of k into Eq. (3.11) gives the neutral curve of the boundary-forcing problem, i.e. the curve φ * = φ(δ, f, g) that corresponds to the bifurcation to stationary (FDS) solutions:
for δ = 0 and a 11 + δa 22 = 0. We remark here that there is no such instability associated with the steady state solution of a single, scalar equation (i.e. we require at least two species for the instability to occur). We can compute explicitly the eigenvalues by straightforward but involved algebra. Defining
it is easy to see, from Eqs. (3.9) and (3.10) , that the eigenvalues are
In particular, when φ = φ * , we have that Re(ω + ) = Im(ω + ) = 0 at k = k c defining the critical boundary for the FDS bifurcation to stationary solutions. Furthermore, calculations for the model kinetics systems used to illustrate the present theory in Section 3.3, show that (d Re(ω + )/dφ)(φ * ) > 0 when all the other parameters are kept fixed. This shows that the FDS bifurcation is expected to occur in the region φ ≥ φ * in generic cases (i.e. a supercritical bifurcation). This is therefore similar to the case of a Turing bifurcation (the latter occurs in the domain δ ≥ δ T with δ T defined in Eq. (3.24)). Now we look in more detail at expression (3.13). We have two cases to consider: (2) we require that δ > 1. In this case the first condition in (2) implies that δ lies between the two roots of the quadratic:
Eq. (3.16) actually corresponds to the case φ = 0 in Eq. (3.11) with the subsequent requirement that the resulting quadratic in k 2 has a double root (Turing instability). Consequently we see from Eq. (3.16) that this is possible only when the discriminant
Because ∆ > 0 from our assumption we see from Eq. (3.17) that the cross-diagonal terms in the Jacobian must have opposite signs. This then leads to the two possible types of kinetic interactions, namely pure activator-inhibitor and cross activator-inhibitor [7, 8] . These are the only two types of nonlinear structure able to sustain the Turing instability. However, we note that in our case the parameter space for FDS instability is disjoint from the Turing domain. Let δ 1 ≤ δ 2 be the two (real) roots of Eq. (3.16). With conditions (3.16) and (3.17) satisfied we then have the condition for the spatial FDS instability (condition of the diffusion ratio and flow rates):
where φ * = φ * (δ, f, g) was given in Eq. (3.13). Condition (3.19) is equivalent to the requirement that Eq. (3.11) with conditions (3.15), (3.17) and (3.18) has a solution with Re(ω) ≥ 0 and Im(k) > 0 giving spatial instability (see the discussion in the paragraph following Eq. (3.13)). Of course, it may be possible to have a subcritical bifurcation at φ = φ * but this cannot be determined by linear analysis. In fact, using weakly nonlinear analysis, we find that for the pure cubic model this is possible (full details will be presented elsewhere [37] ). We note that condition (3.19) is satisfied in all the calculations presented below for all the different kinetics schemes used. 2.2 Tr = a 11 + a 22 ≥ 0. In this case S is temporally unstable. In generic cases the condition Tr = 0 corresponds to a locus for a Hopf bifurcation so that the homogeneous steady state undergoes an oscillatory motion in the absence of any spatial instabilities. From Eq. (3.15) we still require Eq. (3.17) to be satisfied, i.e. the cross-diagonal elements of the Jacobian must have opposite signs. If all these restrictions are satisfied then FDS instability is possible. We shall require again that
for S to be linearly unstable to spatial perturbations leading to FDS. Condition (3.21) is established in the same way as for Eq. (3.19) . A surprising consequence of this case is the possibility of FDS being promoted even if the ODE system associated with (3.1) and (3.2) does not have an activator-inhibitor structure. This is so whenever a 11 and a 22 have the same sign (either positive or negative). We also note that this subcase allows for situations when δ ≤ and/or > 1 which is in marked contrast to the similar conditions for a Turing bifurcation [7, 8] . However, in order to make a fair comparison between the Turing and the FDS spatial instability mechanisms it is clear that one needs to extend the Turing case to allow for spatial patterning even when, initially, the uniform steady state of the system is temporally unstable. This is what we do now.
Turing instability
We define an extended Turing bifurcation as a bifurcation to stationary space periodic solutions in a coupled RD system from a spatially homogeneous reference state (which may be temporally stable or unstable).
To analyse the extended Turing bifurcation appropriate boundary conditions must be augmented to the system depending on the geometry and the spatial configuration of the system. Here, we analyse the extended Turing bifurcation for system ((3.1) and (3.2)) with the same boundary and initial conditions as for the previous case but with φ = 0. The analysis is entirely similar to that for FDS so we only summarise the results. The stability of the steady state S is again determined by analysing the Eqs. (3.4) and (3.5) but now with φ = 0. For these conditions in exactly the same manner as for the FDS case the linear solutions are given by
where
and where η i are small, smooth, compact supported functions in 0 ≤ t < ∞. Following the standard pattern of analysis as for the FDS above we deduce from Eq. (3.22) the required dispersion relation. As before we are looking for stationary solutions so again we set the coefficient of ω 0 in the dispersion relation to zero to obtain:
From Eq. (3.23) the neutral curve for instability is
whose minimum
is the same value as in the FDS case. (3.19) and the condition for Turing instability is given by δ ≥ δ 2 with δ 2 being defined as the larger root of Eq. (3.16) (see [7] ). In the latter case we have conditions (3.20) and (3.21) for FDS, with the same condition δ ≥ δ 2 for the Turing instability. In this latter case both instabilities can occur with δ < 1 and the activator-inhibitor structure is no longer necessary.
The stability analysis for FDS shows that φ * = 0 ⇔ (a 11 + δa 22 ) 2 − 4δ∆ ≥ 0. We can interpret this in two ways, namely for parameter values inside the (extended) Turing domain we can either have no FDS instability or FDS coinciding with the (extended) Turing instability. The latter formulation is what we prefer as then the classical Turing patterns can be truly seen as a particular FDS solution. In this way, we can say that there is one general patterning process due to the combined action of diffusion, flow and local kinetics, which produces patterns that we propose to call flow and diffusion distributed structures. Therefore, the same nomenclature FDS is operable but under this more general understanding.
We also note that relation (3.13), for the critical neutral curve, can be arranged in a different way. We see from Eq. (3.13) that for given values of the kinetics parameters and a given flow rate there is a range of values for the diffusion ratio δ: δ 1 φ,f,g ≤ δ ≤ δ 2 φ,f,g such that inside this interval linear analysis predicts FDS instability. For the corresponding classical Turing case we need to satisfy δ ≥ δ 2 . We have that δ 2 0,f,g = δ 2 . Therefore, for the case when S is stable (which is the case with applications in morphogenesis), the FDS instability improves considerably one of the main requirements in the Turing scenario [7] , namely that the ratio of the diffusivities δ > δ 2 ≥ 1. As it is known, for the latter it is found that the difference is a few orders of magnitude making this stringent assumption a major handicap for practical applications of the Turing theory. By contrast in the FDS case the minimum diffusion value is controlled via Eq. (3.18) by the ratio −a 11 /a 22 > 1. From Eq. (3.18) this not only is a smaller value than the Turing minimum value δ 2 but is also of simpler structure and easier to control.
Illustrations
We explore now the consequences of the above theory for a variety of kinetics models. The goal is to determine the domains in parameter space where FDS and/or Turing structures occur for a set of widely employed kinetics models. We aim to find which particular nonlinearity generates spatial patterns in a robust manner and thus can be chosen as a likely candidate to guide the experimental realisation of the FDS patterns. In particular, the analysis below shows that pure quadratic nonlinearity does not promote spatial patterning.
Quadratic-cubic linear interpolation model (2.4) and (2.5)
The model (2.4) and (2.5) has a generic substrate-activator type kinetics given by f (a, b
In Fig. 1a we have plotted, for the case δ = 0.5, the boundaries of the FDS domain in the (µ, p)-parameter plane. These are given by the two curves δ 2 = δ 2 (µ, p) = 0 (labelled as curve 1) and h(µ, δ) = a 11 + δa 22 = 0 (labelled as curve 3). It is instructive to discuss the location of the FDS domain in relation to the Hopf domain. For p = 0 (cubic autocatalysis) the Hopf domain lies in the interval µ 1 ∼ = 0.9003 < µ ≤ 1 (in Fig. 1a µ 1 is labelled by  H) . We see that the FDS domain does not intersect the Hopf domain. This will remain true at least in a certain vicinity around p ∼ 0. We conjecture that this can be true for all of 0 < p < 1. What is important from Fig. 1a is that the FDS domain is located in the region of parameter space in which the uniform steady state is locally unstable.
If we now vary δ we see that the right hand side boundary h(µ, δ) = 0 is shifted further to the right (for δ > 1) or, respectively, to the left (for δ < 1) from the boundary h(1, µ) = Tr = 0 corresponding to δ = 1, which marks the case of no differential transport [11, 13] and corresponds to the boundary of the Hopf domain. The FDS domain for δ = 5.0 is shown in Fig. 1b . In this case it contains a region disjoint from the Hopf region. However, this time (for example for all 1 < µ ≤ 2.23 . . . in the case p = 0) the difference with Fig. 1a is that the FDS domain is located in the parameter region where S is temporally stable. Both these results are very surprising in view of the results presented in [11, 13] where the existence of the flow sustained stationary waves has been claimed to require the presence of the Hopf conditions. It is also somewhat unexpected compared with [14] where the FDS domain was understood to be residing in a certain vicinity of the Hopf domain even if it could have portions outside it. We show here, for the first time, that this is not the case and in fact we can realise stationary waves for a generic reaction-diffusion model for which these waves are born out from the perturbations of the steady state when this steady state is temporally stable only. It cannot produce these solutions when the steady state is in the Hopf instability regime. Clearly this leads to the question of experimental verification of this prediction in view of the fact that the results in [13] do not apply.
We also note that for the two cases presented in Fig. 1a and b (i.e. when δ is not too large) we have potential FDS instability for (µ, p) ∼ (0.0, 0.0), i.e. for almost cubic type kinetics and weak production of the A precursor. This is surprising and a new feature for this type of model as it is known [23, 24] that for the pure kinetics system ((2.4) and (2.5)) there is no bounded attractor with the solution evolving as (a, b) ∼ (µt, 0) as t → ∞. Thus, the inclusion of diffusion and advection increases the domain of pattern formation considerably. A key issue is to compare the extent of the FDS and the Turing domains (and implicitly the locations of their boundaries) when the two kinetics parameters (µ, p) vary in the region where the steady state (a s , b s ) is temporally stable. This is shown in Fig. 1c for the case δ = 10.0. We see that the domains for FDS and for Turing instabilities are separated by the boundary δ 2 (µ, p) = 0 (see [26] for details on Turing instabilities for the pure cubic model). Clearly the former is considerably larger than the latter. This is further substantiated in Fig. 1d , which displays the boundaries of the FDS and Turing domains in the (δ, p)-plane for a fixed value of the kinetics parameter µ. Clearly the size of the FDS region is greater than the corresponding Turing region. The calculations also show that both curves approach p = 1 as δ → ∞ monotonically. However, note the rapid increase in the FDS boundary up to δ ≈ 8.5 followed by a slow, almost flat approach to p = 1. In contrast, the Turing curve starts off only at δ ≈ 13.5 and remains always below the FDS boundary. This behaviour occurred in all the calculations we performed leading us to conjecture that it is a generic feature.
Also from Fig. 1a-d we can make a qualitative comparison between the influence of the nonlinearity for these two spatial instability mechanisms. Fig. 1d shows that increasing the differential transport between the two key species (i.e. increasing δ) leads to an increase in the likelihood of pattern formation in both the FDS and the Turing cases.
The features seen in these graphs can be readily understood from the general theory of the previous section. For the present kinetic scheme, relation (3.12) gives the critical wave number for FDS instability as
This can exist only when a 11 + δa 22 > 0 and approaches µ/(2δ) as p → 1 − . The latter condition leads to a quadratic in p with the condition that the FDS instability exists only for values of p lying between the two roots of this quadratic. As one root is negative we obtain the condition
for the domain of the kinetic parameters (µ, p) for which the instability exists. We see, for example, that there is no FDS instability for the pure quadratic case (p = 1) since, from Eq. (3.28), this would require
implying that 1 < 0. However, for any ε > 0 with 0 
Thus, we have shown that neither FDS nor Turing instabilities can exist for the pure limiting case of quadratic autocatalysis (this is consistent with the plots in Fig. 1c and d for system (2.4) and (2.5)). This type of nonlinearity isolates itself as a singular case (which is also consistent with previous studies on this type of autocatalysis in other contexts [19] ). However, there is still one marked difference here. From Fig. 1c and d and also more generally for all the other cases tried, we have found that the FDS domain asymptotically approaches values of (µ, p) with p → 1 as δ → ∞ 'before' the Turing domain does so. This of course requires, from Eq. (3.13), that the corresponding flow rate φ * = φ * (µ, p) → ∞ as O(δ). Thus, the pure quadratic case itself is a limiting case which does not promote FDS. This strengthens our conclusion that it is much easier to sustain stationary patterns via the FDS route than the Turing scenario. Fig. 1e summarises our main result. It displays the universal behaviour of the FDS mechanism which incorporates the Turing instability as a particular case. Note the balance in the spatial transport needed to achieve nonuniform patterns: φ * → ∞ as δ becomes small and φ * → 0 as δ → ∞ giving hyperbolae-shape behaviour. As we shall show in [37] the new FDS domain constitutes to date the most general spatial patterning domain that incorporates all the known available mechanisms: Turing, DIFI and FDO.
We have explored numerically the spatio-temporal behaviour of the above model, using Typical results are shown in Fig. 2a-c . Fig. 2a is a plot of the profiles of the solutions for system ((2.4) and (2.5)) for a point in the FDS-Hopf region (Fig. 1c) . Note that the solutions are neither in phase nor out of phase, but that the phase shift lies between 0 and π [40] . This is the hallmark of reaction-diffusion-advection systems as compared to reaction-diffusion systems. Fig. 2b illustrates the solutions for a point in the Turing region in Fig. 1c . Here the solutions oscillate in opposite phase-a typical feature of a Turing solution for this type of kinetics. Finally, Fig. 2c shows a plot of the solutions for a point in the full FDS region in Fig. 1c . Note the flow driven resonance phenomenon in the solutions leading to greatly enhanced amplitude in the autocatalyst concentration. We have also explored FDS solutions for pure quadratic autocatalysis numerically but found that the boundary perturbation imposed in the system is washed out leading to decay to the steady, uniform state in accord with the theory above. It is worth commenting here upon a particular feature of the FDS solutions. As it was defined the instability mechanism relies on the constant boundary source signal (Dirichlet boundary condition). We wanted to see if similar behaviour could be obtained if one changes the location of the signal from the boundary to some internal point(s) in the domain. A few numerical simulations (where the same system (2.4) and (2.5)) was solved but with condition (2.6) replaced by zero flux at x = 0 instead) have shown that indeed the behaviour is similar to the original, as expected. Our considerations in Section 5 explain that this is linked with the convective nature of the FDS instability. This may have important implications for biological modelling. For example many biological morphogenetic processes proceed in a sequential order (e.g. limb and organ development in animals or plant development) and thus require the spatial instability of the model to have a convective character. As Turing instability is absolute [15] these phenomena cannot be easily modelled in a standard reaction-diffusion context.
We have also attempted a test for the sensitivity to parameter variation of the FDS and Turing mechanisms. There are many ways in which this could be done. A difficulty here is to find a test which allows for a consistent comparison of the spatial mechanisms. One simple one is illustrated in Fig. 2d . From the patterning domains given in Fig. 1c we can fix a set of parameter values (well inside each domain for each case). One then asks what are the changes in solution characteristics when the parameters are varied in some range, say within ±20% from their initial values. This was implemented by studying in detail the variation in pattern wavelengths computed from the numerical solutions. Fig. 2d illustrates the result for a typical case. The y-axis displays the average percentage change in the wavelength as a function of the percentage change in parameter. This measure resembles a linear correlation coefficient between the two quantities. One sees that both mechanisms are relatively robust to the changes in parameters with all the cases showing that the solutions are less than proportional to changes in the input values. For both FDS and Turing solutions the response to changes in p is very small; variations in µ give a response of about 50% change; variations in the diffusion ratio δ lead to a change of about 30%. We draw attention to the fact that the sensitivity of the patterns in the Turing case is always greater than for the FDS solution for comparable parameters (φ = 0). This is best illustrated in Fig. 2e . This displays the concentration profile in the autocatalyst species for the two cases of FDS and Turing, respectively, when all the parameters are fixed except p (which is related to the linear interpolation in the kinetics steps). We clearly see the high sensitivity in the amplitude of the .5)). Here φ c ≈ 0.28 and we are in the FDS-Hopf region in Fig. 1c . In Fig. 1(a)-(c) the solution was plotted after a sufficiently long time had elapsed to allow the structure to reach a steady form. solution for the Turing case as compared to the FDS case illustrating the robustness of the patterning mechanism in the presence of both flow and diffusion. However, there is a relatively large change in the mean wavelength as the advection rate is varied. The reason for this is our previous findings [14] that the selected wavelength pattern scales proportionally with the flow rate (hence the values close to 1, or linear dependence in the sensitivity analysis).
To summarise, the above the parameter constraints for FDS instability giving rise to stationary, spatially varying patterns for the case of S being initially temporally stable are much less stringent than those for Turing instability [7] . Specifically, the requirement on the diffusion ratio δ is less restricted thus making FDS easier to be physically realised [13, 14] . The requirements on the nonlinearity are also more flexible and the kinetics parameter domain is considerably extended. Our pattern sensitivity studies illustrated in Fig. 2d show that the FDS mechanism is more robust to variations in parameters despite using one more parameter and having enhanced spatial dynamics requirements (i.e. variations in both diffusion and flow). All these properties make the FDS instability a robust phenomenon. The numerical simulations strongly suggest that the FDS parameter domain is of considerably greater extent than the Turing domain. On the basis of the above generic model, given the more enhanced likelihood for the FDS waves to occur in pattern formation than the corresponding Turing waves, we conclude that the FDS mechanism is a more robust pattern generator than the Turing mechanism.
Quadratic-cubic power interpolation model
We now consider a different type of nonlinearity still based on the generic steps in Eqs. (2.4) and (2.5). Specifically we replace the two steps in reactions (2.2.1) and (2. It is again instructive to compare the Turing and FDS domain sizes. In Fig. 3c we plot the Turing domain boundary δ 2 = δ 2 (µ, m) = 0 (curve 1), the Hopf domain boundary (curve 2) and the right-hand side boundary of the FDS 5) and (3.6) ). The labelling of the curves is as defined in Fig. 1a. (b) Plot of the FDS domain (shaded region between curves 1 and 2 (or 3-for this case curves 2 and 3 coincide)) for δ = 1.0 for the power interpolation model described in Section 3.2.2. The labelling of the curves is as defined in Fig. 1a . Fig. 3c it is also clear that the extent of the FDS domain is much greater than the corresponding size of the Turing domain hence the results are similar to those from the previous application. We found this to be true for all values of δ > 1 tried.
Comparison with other classical kinetic models
Following the general results above we have explored the FDS and Turing patterning domains for a variety of nonlinear kinetics schemes that are used widely in chemistry and biology. These include the following systems: Gierer-Meinhardt, Schnakenberg, CIMA and Thomas kinetics [7, 8, 28, 29, 33, 36] . Our two previous schemes have served as generic templates for comparison between domains. The CIMA system (chlorite-iodide-malonic acid-starch reaction) is relevant since it was used for the first experimental realisation of Turing structures [5, 6] . A two variable model for the CIMA reaction is presented in [29] . Starch immobilises molecular iodine by forming an inclusion compound. This increases the ratio of diffusion coefficients and moves the parameters into the regime of Turing instability. The dimensionless governing equations are:
Here, a is the dimensionless concentration of ClO 2 − (chlorite ion, which is an inhibitor) and b is the dimensionless concentration of I − (iodide ion). This models a special type of self-inhibitory kinetics similar, for example, to the Thomas kinetics [7, 8] employed in biochemical modelling. The nonlinearity is inhibitory in both equations whereas all previous examples employed the so-called cooperative activation type nonlinearity. Eqs. (3.32) and (3.33) admit the uniform steady state
and we can apply the general results above to determine parameter domains for spatial instability. Such a result is shown in Fig. 4 for δ = 15.0, a value typical for the experiments. The FDS instability is predicted for both the cases when S is temporally stable and unstable (Hopf domain), respectively. There is an "angular" shaped region on the right-hand side of this figure (between curves 2 and 3) where S is stable and Turing patterns are predicted. It is clear that the FDS domain is much larger in size than the corresponding Turing region. As the two key parameters α and β are increased from zero we see that the FDS region is predicted to occur well before the Turing instability. Again it is also possible to have FDS instability even when Turing instability does not exist (for cases when FDS is entirely included in the Hopf domain or when it intersects it). The linear stability calculations backed by simulations reveal that the qualitative picture of the spatial instability domains is similar for all these models. In all the cases the domain in parameter space for FDS instability is much larger than the corresponding domain for the Turing instability. Starting from a parameter set which does not allow patterning, as δ is increased through 1 to larger values, we found that instability always occurs first via the FDS route. However, between them, the CIMA and Thomas schemes allow the largest parameter domains in comparison to Gierer-Meinhardt or Schnakenberg schemes. We also note that between the two generic schemes studied in Sections 3.2.1 and 3.2.2 the power interpolation model generates smaller patterning domains than the linear interpolation counterpart. Finally, preliminary studies reveal that FDS waves exist for both bistable and excitable kinetics (for example, FitzHugh-Nagumo FHN [40, 41] and Belousov-Zhabotinskii BZ [42, 43] 
kinetics).
A more detailed analysis of these cases will be presented elsewhere [38] .
Nonlinear analysis of the FDS solutions
We now look at the FDS solutions in more detail. The previous linear analysis determined the regions in parameter space where the FDS solutions are expected. However, in order to gain insight into the form of these periodic solutions we need to consider the full nonlinear system. Our goal is to understand the variations in the solution characteristics (wavelength, amplitude) with the parameters. The method we use can be applied to any bifurcation to stationary solutions and therefore is applicable for analysing both FDS and Turing patterns. The idea is to regard the bifurcation to stationary space periodic solutions in the PDE case as corresponding to a Hopf bifurcation to periodic solutions for the reduced elliptic, ODE system. For the latter we can use a standard continuation method which follows nontrivial branches of bifurcating solutions (stationary, spatial periodic) from the Hopf point corresponding to the FDS bifurcation. This is complemented by a shooting method to integrate the nonlinear system as described below. This method reduces the analysis of the full PDE system to that of the associated elliptic ODE part which is considerably easier. Furthermore, it has the advantage of giving quantitative insight into the solution structure in a wider parameter space than that which is accessible through an envelope equation formalism. By way of illustration, we carry out the analysis for the main model used here ((2.4) and (2.5)). We shall do this for the case p = 1 (cubic case) but there is no difficulty in extending this to other values of p, 0 < p < 1.
Suppose that the system ((2.4) and (2.5)) has stationary solutions of the form a = a(x), b = b(x). Then
where prime denotes differentiation with respect to x. Since we are looking for stable periodic solutions to Eqs. (4.1) and (4.2) we solve the above system subject to periodic boundary conditions
(since we are looking for periodic solutions there is no loss in generality in taking the left boundary condition to be at x = 0). In Eq. 
where 0 < |A| a, 0 < |B| b. The resulting linear system in (A, B) is solved by looking for solutions proportional to e γ x . We find that the eigenvalue γ must satisfy the quartic
At the Hopf bifurcation we require that γ is purely imaginary, γ = iη, η = (2π/λ) > 0. This leads to the two conditions
From Eq. (4.6) we obtain the neutral curve (the value of φ at the bifurcation point)
The neutral curve (4.7) is the same as the one obtained from the linear theory in Section 3, as expected. We deduce that stationary periodic solutions appear only when the right hand side of Eq. (4.7) is positive and we expect that φ ≥ φ c (µ, δ). This is confirmed by the numerical results below. Furthermore, from Eq. (4.6) we find also the value of the Hopf frequency η as
and therefore the wavelength of the periodic solution at bifurcation is
These results agree with our previous calculations in [14] . To continue the bifurcating solutions beyond the Hopf point we have to resort to numerical techniques. We determine the bifurcating branch by using the bifurcation package LOCBIF [30] . This has the advantage of providing further details about the nature/stability of the solution. A typical bifurcation diagram is shown in Fig. 5a in the (φ, µ)-plane and reveals that there is a minimum value of µ, µ min , such that periodic solutions exist for µ ≥ µ min for all φ > 0. Although the Hopf curve is defined for all φ > 0 the results in Fig. 5a suggest that there is also a maximum value of µ, µ max , with periodic solutions (stationary waves) existing only for µ ≤ µ max . These observations agree with our analytical results in Section 3. The calculations also show that the Hopf bifurcation is supercritical generically with only a relatively small range 0.909 < µ < 1.145 where the bifurcation is subcritical (denoted by two small segments on the Hopf curve in Fig. 5a ). 3) using a standard shooting method as implemented by the NAG library routine DO2AGF. The results are illustrated in Fig. 6 for two representative cases. In Fig. 6a we show a graph of the amplitude of the stationary, space periodic solutions for b for a range of values of flow rates, starting from the Hopf point and increasing the flow rate inside the oscillatory domain. This curve has the characteristic form of a Hopf bifurcation curve. Fig. 6b shows profiles of b for four flow rates chosen from the values used in Fig. 6a . We can see clearly the change in the solution profile from a harmonic type wave (for φ = 1.84 close to the Hopf point in this case) towards a wave type with a rapid "burst spike" followed by a longer decay tail reminiscent in form of waves seen in excitable media. Finally in Fig. 6c we show the solutions for a case when the uniform steady state of the system ((2.4) and (2.5)) with p = 1 is temporally stable. This figure clearly shows that when a decays b grows and vice versa even if here the solution profiles differ in phase by a quantity which is not an integer multiple of π. Our results confirm the linear dependence of the wavelength with the flow rate for the cases tried. 
Conclusions and discussion
Our analysis has highlighted key features of the new FDS spatial instability mechanism. For the models studied here, which all employ generic kinetics steps, and for the case when the uniform steady state is temporally stable (which is the more relevant case in applications to morphogenesis) the parameter regime in which the FDS instability occurs is much larger than that for the Turing instability. In particular, we have shown that the restrictions on the differential diffusion rate required for Turing is considerably relaxed for FDS. The most striking result of the analysis is the greater ease, compared to pure diffusion, with which the combined action of advection and diffusion induces spatial instability. In particular, FDS always sets in at lower values of the transport ratio δ than does the Turing instability. This means that FDS is more likely to occur in biological and artificial reaction-advection-diffusion systems, particularly since FDS may be realised even when δ < 1. The case δ = 1 (no differential transport) has been analysed before by linear stability [11, 12] and by phase dynamics [27, 38] and it has been realised by experiment [13, 27] . On the other hand, when S is temporally unstable, the FDS and Turing domains are similar. For comparison purposes we have extended the Turing case to this latter situation. Our analysis has clearly shown that one can naturally introduce the FDS concept across the whole range of 0 < δ < ∞ (Fig. 1e) . This makes it appealing in a biological modelling context where one has to deal with species with very different transport properties, be it through their different molecular weights or through selective immobilisation. Moreover the signal can be located anywhere in the spatial domain (not necessarily at the inflow boundary). This highlights the flexibility of the above mechanism in comparison with the Turing case when the uniform steady state is temporally stable. However, it should be noted that varying the form of the boundary conditions can enhance the parameter domain in which Turing instabilities occur [31, 36] . A similar study remains to be done for the FDS.
This analysis has obvious application to chemistry. Following their theoretical prediction, the rapid experimental realisation of FDO waves in an open flow reactor [13] raises hopes that FDS can also be readily observed. In contrast the severe parameter restrictions in the Turing case were the main obstacle that delayed its experimental realisation by several decades. It is usual that reactions occur with the key species having comparable diffusion rates thus making Turing structures difficult to obtain. Our new differential transport mechanism does not suffer this restriction.
To compare FDS and Turing we have specifically considered quadratic and cubic nonlinearities, our motivation being the results in [32, 33] which show that the form of the nonlinearity can greatly affect the type of pattern exhibited as a result of a Turing bifurcation. The latter focussed on pattern selection on two-dimensional domains but our analysis here was for a one-dimensional domain. We are presently carrying out a nonlinear bifurcation analysis of the FDS instability to see if similar conclusions on the effect of nonlinearity can be drawn. The study in the present paper enables us to analyse the diversity of reaction kinetics ranging from purely quadratic to purely cubic. For the purely quadratic case both FDS and Turing instabilities are impossible.
Although both FDS and Turing patterns are stationary the character of the spatial instability is different in these two cases at least when the uniform steady state is stable. While any Turing pattern (from the discussion after Eq. (3.26), this requires δ ≥ δ 2 ) is the result of an absolute instability it is possible to show that FDS occurs via a convective instability for 1 < δ ≤ δ 2 . Full details will be presented elsewhere [36] . This is to be compared with the DIFI bifurcation, which can arise either as a convective or an absolute instability [17] .
Our study also shows that the spatial structures formed by FDS are richer than those formed from the Turing instability, including, for example, phase differences between the maximum in the amplitude of the key species and modulation in their amplitudes. In contrast it is known that in the vicinity of primary bifurcation points, the chemical concentration profiles exhibited in a Turing system of two chemical species are either spatially in phase, or 180 • out of phase. In the FDS case, other phase differences are possible. Perumpanani et al. [34] showed that this was also the case for a DIFI bifurcation. It has been hypothesised that cells may interpret chemical pre-patterns via phase differences rather than absolute concentration value and this has been used to account for segmentation patterning in insects [35] . However, the appropriate solutions obtained in [34] are extremely sensitive to parameter values. Here we have presented for the first time a viable, robust mechanism for generating stable phase differences between stationary wave solutions to reaction-diffusion equations. Organisms may use such phase shifts [35, 39] to encode positional information with high spatial resolution.
Extensions of the current FDS scenario that allow for periodic boundary forcing may be important for biological applications [27, 38] . This external forcing can replace the unstable internal modes of the system [38] . Periodic boundary forcing of active media is believed to play a key role in the formation of somites in chick and mouse [27, 38] .
