Mantel's Theorem asserts that a simple n vertex graph with more than 1 4 n 2 edges has a triangle (three mutually adjacent vertices). Here we consider a rainbow variant of this problem. We prove that whenever G 1 , G 2 , G 3 are simple graphs on a common set of n vertices and
Introduction
Throughout we shall assume that all graphs are simple. For a positive integer r we let K r denote a complete graph on r vertices and we let K r,r denote a balanced A B C Figure 1 : Graphs G 1 , G 2 , G 3 on V = A ∪ B ∪ C, with edges of G 1 , G 2 , G 3 depicted by colors red, green and blue respectively.
complete bipartite graph with r vertices in each part. A triangle in a graph G is a subgraph isomorphic to K 3 . The starting point for this work is the following classical theorem, one of the first results in extremal graph theory.
Theorem 1.1 (Mantel [7] ). If G is a graph on n vertices with |E(G)| > To see that this bound is best possible, observe that when n is even, the complete bipartite graph K n 2 , n 2 has n 2 4 edges but no triangle. In this article we consider a colourful variant of the above. Let G 1 , G 2 , G 3 be three graphs on a common vertex set V and think of each graph as having edges of a distinct colour. Define a rainbow triangle to be three vertices v 1 , v 2 , v 3 ∈ V so that v i v i+1 ∈ E(G i ) (where the indices are treated modulo 3). We will be interested in determining how many edges force the existence of a rainbow triangle. Is it true that if |E(G i )| > 1 4 n 2 for 1 ≤ i ≤ 3, then there exists a rainbow triangle? By taking G 1 = G 2 = G 3 we return to the setting of Mantel's Theorem. In general, however, the answer to the former question is negative, as shown by the following construction.
Let n be an integer and let 0 < t < 1 2 have the property that tn is an integer. Let V be a set of n vertices, and partition V into {A, B, C} where |B| = |C| = tn and |A| = (1 − 2t)n. Construct three graphs G 1 , G 2 , G 3 on V as follows: Let G 1 consist of a clique on A plus a clique on B, let G 2 consist of a clique on A plus a clique on C, and let G 3 consist of all edges except for those with both ends in A (see Figure 1) . A simple check reveals that there is no rainbow triangle for this triple of graphs. Furthermore |E(G 1 )| = |E(G 2 )| = It is easy to verify that 2 − 8t + 10t 2 > 1 and 8t − 8t 2 > 1 whenever t satisfies . Thus, for sufficiently large n and 0.147 < t < 0.155, there are graphs G 1 , G 2 , G 3 on a common set of n vertices without a rainbow triangle that satisfy |E(G i )| > 1 4 n 2 for 1 ≤ i ≤ 3. However, a slight increase in the number of edges forces the occurence of a rainbow triangle. Throughout the paper we fix the value τ = 4− √ 7 9
, so τ 2 ≈ 0.0226, and ≈ 0.2557. Theorem 1.2. Let G 1 , G 2 , G 3 be graphs on a common set of n vertices. If |E(G i )| > 1+τ 2 4 n 2 for 1 ≤ i ≤ 3, then there exists a rainbow triangle.
Only after finishing the paper we have learned about work of A. Diwan and D. Mubayi [5] (see also https://faculty.math.illinois.edu/~west/regs/turancol. html). They consider two-colored variants of Turán's theorem, prove a couple of them and pose a problem about three-colored version of Mantel's theorem. Thus, the above theorem is an asymptotically tight solution to their problem. Theorem 1.2 is sharp in the sense that τ 2 cannot be replaced by a smaller constant. To see this, note that t = τ is the unique solution to the quadratic equation 2 − 8t + 10t 2 = 8t−8t 2 with 0 < t < 1 2 . For this number τ both sides of this quadratic equation are equal to 1 + τ 2 . It follows by the construction showed above (taking n large and t close to τ ) that for every > 0 there exist simple graphs G 1 , G 2 , G 3 on a common set of n vertices without a rainbow triangle that satisfy |E(G i )| > ( 1+τ 2 4 − )n 2 for 1 ≤ i ≤ 3.
We were also able to use some of the ideas in our proof to obtain a new short proof of Mantel's Theorem. We include this proof at the beginning of the main section since it provides a nice example of a technique later used to prove Theorem 1.2.
Since τ 2 is not rational, there does not exist a graph G with |V (G)| = n and |E(G)| = 1+τ 2 4 n 2 , and thus there is no finite tight example for our problem. This inconvenience is removed in the setting of graph limits and graphons: a growing sequence constructed as in the previous paragraph would converge to three graphons, each with density
and without a rainbow triangle. In this setting, Razborov's flag algebra machinery may give an alternative proof of our result, and be useful in extending it. Indeed, a flag-algebra proof has already been obtained (independently from us) by E. Culver, B. Lidický, F. Pfender, and J. Volec [3] . To further explore this area of "rainbow extremal graph theory" each approach has its pluses and minuses, ours has the advantage of being verifiable by hand. We suggest some potential interesting directions to proceed with the following problems.
Problem 1.3.
For what real numbers α 1 , α 2 , α 3 > 0 is it true that every triple of graphs G 1 , G 2 , G 3 satisfying |E(G i )| > α i n 2 must have a rainbow triangle?
Turán's Theorem generalizes Mantel's Theorem by proving that for every integer r ≥ 2, a simple n vertex graph with more than (1 − there exists a rainbow K r , i.e., a set of r vertices and one edge from each G i that together form a clique on this set of vertices.
We can also consider this problem for the number of graphs (colours) being different from r 2 , with appropriately modified notion of "rainbow". For r = 3 and more than three graphs the answer is δ r = 1/4 (J. Volec [8] ). When the number of graphs is less than r 2 , one can study the existence of other colour patterns. For r = 3 and two graphs a problem with such a flavor was considered in [4] .
We will finish this section by a sample of other results and conjectures that can be described as rainbow. Perhaps historically first is a result of Bárány [2] in combinatorial geometry. He obtained a rainbow (also termed colourful) version of Carathéodory theorem; see also [6] .
More recent, and closer to our present topic, is the study of rainbow Erdős-KoRado theorems. Let us use f (n, r, k) to denote the EKR number -the smallest m such that every r-uniform hypergraph with n vertices and m edges has a matching of size k. (Recall that the classical Erdős-Ko-Rado theorem states that f (n, r, 2) = n−1 r−1 (but simpler) approach to obtain a short proof of Mantel's Theorem. Lemma 2.1. Let G be a graph and P be the set of pairs of distinct vertices {x, y}
Proof. Let M = {e 1 , e 2 , . . . , e k } be a maximal matching of G. Since M is maximal, we know that every edge e ∈ E(G) has at least one endpoint in common with an edge of M . For e ∈ E(G) \ M , let s(e) be the smallest integer such that e ∩ e s(e) = ∅, and take f (e) = e e s(e) . It is easy to see that f : E(G) \ M → P is an injective function, and the result follows.
Proof of Theorem 1.1. Let G be a triangle-free graph and M a maximum matching of G. Since G has no triangles then |P | + |E(G)| ≤ There are a great many proofs of Mantel's Theorem and we borrow ideas from a few. In particular, the following lemma we require is a variant of an "entropy minimizing" proof. For a graph G and a set X ⊆ V (G) we let G[X] denote the subgraph of G induced on X and we let e
and y ∈ Y }|. As usual, if the graph G is clear from context, we drop the subscript G. Lemma 2.2. Let G be a graph and let {Z 0 , Z 1 } be a partition of V (G). If for i = 0, 1, every z ∈ Z i has the property that N (z) ∩ Z 1−i is a clique, then
Proof. We say that two vertices z, z ∈ Z i are clones if they have the same closed neighbourhood,
. Observe that being a clone is an equivalence relation. Now, assume (for a contradiction) that the lemma is false, and choose a counterexample G so that
(2) The total number of pairs of vertices that are clones is maximum (subj. to (1)).
Let w , w ∈ Z i be adjacent and consider the graph G (G ) obtained from G by deleting w (w ) and adding a new vertex and making it a clone of w (w ). It is immediate from this construction that both G and G satisfy the condition that N (z) ∩ Z 1−j is a clique for every j = 0, 1 and z ∈ Z j . If one of G or G is superior to the original graph G for the first optimization criterion (1) we have a contradiction. It follows that all three graphs G, G , and G are tied relative to this criteria. If w and w are not clones, then one of G or G is superior to G relative to the second optimization criterion (2) . Note: If x, y ∈ Z 1−i are clones in G, then they are also clones in G and in G . It follows that w and w must be clones. We conclude that the graph G is a disjoint union of complete graphs. Consider a component H of G with |V (H)∩Z 0 | = and |V (H)∩Z 1 | = m. In this case the sets C = E(H)∩E(Z 0 , Z 1 ) and D = E(H) \ C satisfy
and the lemma follows by summing these inequalities over each component.
Any counterexample to Theorem 1.2 would immediately imply the existence of large counterexamples by way of "blowing up" vertices. More precisely, suppose that G 1 , G 2 , G 3 contradict the theorem, and let k be a positive integer. Now replace every vertex v by a set X v consisting of k isolated vertices, and for each graph G i , replace every edge uv by all possible edges between the sets X u and X v . This operation magnifies the number of vertices by a factor of k and the number of edges in each G i by a factor of k 2 , and thus yields another counterexample. Moreover, if min 1≤i≤3
= then this property will also be preserved. So, the resulting graph on kn vertices will exceed the bound by k 2 n 2 edges ( is positive, as τ 2 is irrational). The condition in Theorem 1.2 implies |E(
n 2 for all 1 ≤ i < j ≤ 3. Hence, by the above observation, to prove Theorem 1.2 it suffices to establish the following result.
n holds for every 1 ≤ i < j ≤ 3, then there exists a rainbow triangle.
Note that the statement of the above lemma replaces a bound on the number of edges in each graph G i by a bound on the sum of the number of edges in any two such graphs. This adjustment will allow us to forbid certain types of induced subgraphs of a possible minimal counterexample, as demonstrated by Lemma 2.4 below.
To proceed, we need some further notation. For the remainder of this article we will be focusing on the proof of Lemma 2.3, so we will always have three graphs G 1 , G 2 , G 3 on a common set of vertices V . Abbreviating our usual notation, if X ⊆ V and 1 ≤ i ≤ 3 we will let e i (X) = e G i (X) and we define e(X) = e 1 (X) + e 2 (X) + e 3 (X). Similarly, if Y ⊆ V is disjoint from X, then we let e i (X, Y ) = e G i (X, Y ) and we define e(X, Y ) = e 1 (X, Y ) + e 2 (X, Y ) + e 3 (X, Y ). We also let E i = E(G i ).
Lemma 2.4. A counterexample to Lemma 2.3 with n minimum does not contain a proper nonempty set of vertices X for which G i [X] has a perfect matching for all 1 ≤ i ≤ 3.
Proof. Let G 1 , G 2 , G 3 be a minimal counterexample to Lemma 2.3. Suppose (for a contradiction) that there is a set of vertices X, such that every colour induces a graph with a perfect matching on X. Let |X| = and let M be a perfect matching in the graph G 3 [X]. If xx ∈ M and y ∈ V \ {x, x }, then e 1 (y, {x, x }) + e 2 (y, {x, x }) ≤ 2 (otherwise there would be a rainbow triangle). Summing this over all edges of M and y ∈ V \ X gives us e 1 (X,
If uu , vv ∈ M and uv ∈ E 1 ∩ E 2 , then uv , vu ∈ E 1 ∪ E 2 . This implies that on average, an edge in E(X) \ M contributes at most 1 to e 1 (X) + e 2 (X); obviously an edge of M contributes at most 2. Hence e 1 (X) + e 2 (X)
. Therefore
It follows from the same argument applied to the other two pairs of colours that the graphs G 1 − X, G 2 − X, and G 3 − X form a smaller counterexample, contradicting minimality.
Observation 2.5. Let G 1 , G 2 , G 3 be a counterexample to Lemma 2.3 for which n is minimum and suppose that disjoint sets X, X ⊆ V satisfy |X| = |X | = 2. Suppose also that n ≥ 5. If e(X) = e(X ) = 2 and {i, j, k} = {1, 2, 3} then we have:
1. If e i (X) = e j (X) = e i (X ) = e j (X ) = 1, one of the following holds (see Figure 2 ):
(c) e k (X, X ) = 2 and e i (X, X ) = e j (X, X ) = 0.
2. If e i (X) = e j (X) = e i (X ) = e k (X ) = 1, one of the following holds (see Figure 3 ): The three situations described in the first instance of Observation 2.5. Colors i, j and k are depicted by green, red and blue respectively. If an edge is not depicted it means that the edge is not present, if it is dashed it indicates that it may be present.
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(a) e(X, X ) ≤ 4, or (b) e(X, X ) = 5 where e i (X, X ) = 3 and e j (X, X ) = e k (X, X ) = 1.
Proof. The first part follows from the observation that the graph induced on X ∪ X cannot have two nonadjacent edges of colour k (otherwise Lemma 2.4 would be violated) and a straightforward case analysis (leaning on the assumption that there is no rainbow triangle).
To show the second part, recall that Lemma 2.4 implies there is no pair of vertices adjacent in all three colors. We make a similar case analysis, obtaining that the only configuration with e(X, X ) = 5 is the one depicted in Figure 3 (b) .
Proof of Lemma 2.3. Suppose (for a contradiction) that Lemma 2.3 is false, and choose a counterexample G 1 , G 2 , G 3 with common vertex set V so that n = |V | is minimum. It follows that n > 5 (otherwise the given bound for the number of edges is greater than 2 n 2 ). Recall that by Lemma 2.4 there does not exist a pair of vertices adjacent in all three graphs G 1 , G 2 , G 3 . Say that a set X ⊆ V with |X| = 2 is a digon if e(X) = 2. Now, choose a maximum size collection M of pairwise disjoint digons. For 1 ≤ i < j ≤ 3 define M i,j to be the subset of M consisting of those digons X so that e i (X) = e j (X) = 1. For every 1 ≤ i < j ≤ 3 let X i,j be the union of the digons in M i,j and let Figure 3: The two situations described in the second instance of Observation 2.5. Colors i, j and k are depicted by green, red and blue respectively. If an edge is not depicted it means that the edge is not present, if it is dashed (gray) it indicates that it may be present in any color (as soon as no rainbow triangle appears).
2. If X ∈ M i,j and y ∈ D satisfy e(X, y) ≥ 3, then e k (X, y) = 0 (with {i, j, k} = {1, 2, 3}).
3. For every X ∈ M there is at most one vertex y ∈ D for which e(X, y) = 4.
Proof of Claim 1. The first part follows from the maximality of M . For the second part, if X = {x, x } and, say, xy ∈ E k then x y / ∈ E i ∪ E j , thus e(X, y) ≤ 2. For the last part, assume again X = {x, x } ∈ M i,j . For contradiction, suppose there are distinct y, y ∈ D such that e(X, y) = e(X, y ) = 4. By the second part of Claim 1, this is possible only if all edges between X and {y, y } are in E i ∩ E j . Then the digon X can be replaced in M by the two edges {x, y}, {x , y }, contradicting the maximality of M .
In order to simplify calculations we next replace the graphs G i by graphs having simpler structure. First off, for every X ∈ M , if there exists y ∈ D with e(X, y) = 4, then delete one edge between X and y. (Note that by the above claim this removes at most n 2 edges in total.) Next suppose that {i, j, k} = {1, 2, 3} and X, X ∈ M i,j satisfy e k (X, X ) > 0. In this case we delete all edges between X and X (in all three graphs) and then add back three edges between X and X in G i and three such edges in G j . Note that in this case the first part of Observation 2.5 implies that the sum of the edge-count for any two of the graphs does not decrease. Let G 1 , G 2 , G 3 be the graphs resulting from applying these operations whenever possible. By the above, min 1≤i<j≤3 |E(G i )| + |E(G j )| ≥ 1+τ 2 2 n 2 + n.
let G 1 , G 2 , G 3 be the graphs resulting from our operation, we have:
Using the identity . (To check this by hand, square both sides of (7) and observe that the left and right sides are degree 4 polynomials in d with matching highest order terms and matching constants; cancel these terms, divide by d and apply the quadratic formula.)
