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Abstract 
Hysteretic models with slip are frequently used to predict the non-linear behaviour of many structural 
systems, for example wood buildings and reinforced concrete structures. A model, called SL model, which 
can describe the pinching of most practical hysteresis loops perfectly was proposed by Baber and Noori. 
This model is characterised by control parameters that have to be identiﬁed from observed experimental 
data. A method of estimating the parameters of SL model on the basis of input–output data based on 
Bayesian state estimation and bootstrap ﬁlter is suggested in this paper, which has the great advantages of 
being able to handle any functional non-linearity and system and measurement noise of any distribution. A 
numerical simulation shows its suitability and effective for the system even in the case of very severe 
material non-linearity. 
1. Introduction 
Many civil engineering structures exhibit hysteresis when subjected to severe dynamic 
loading, i.e., the restoring force of structure depends not only on the instantaneous deform­
ation but also on the past history of deformation. As a result, the hysteretic restoring force 
cannot be expressed by an algebraic function of the instantaneous displacement and velocity. 
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This memory nature renders the hysteretic systems more difﬁcult to model and analyse than 
other non-linear systems, especially for the hysteresis with slip. The modelling and identi­
ﬁcation of these hysteretic systems is a problem of considerable theoretical and practical interest 
over the years because of its importance in response prediction, structural control and health 
monitoring. 
The class of hysteretic systems is typical of non-linear systems which involve non-linearity both 
in damping and stiffness. Much effort has been devoted by numerous investigators to develop 
models of hysteretic systems and a few models were proposed [1]. One of the widely accepted 
model is a differential model originally proposed by Bouc [2] and further developed and 
generalised by Wen and his colleagues [3,4]. In this model, the restoring force and the deformation 
are connected through a non-linear differential equation containing unspeciﬁed parameters. By 
choosing the parameters suitably, it is possible to generate a large variety of different shapes of the 
hysteresis loops. Based on the Bouc–Wen model, a smoothed hysteretic slip model, which can 
describe the pinching of hysteresis loops perfectly was proposed by Baber and Noori [5]. The 
model, called SL model, consists of a non-pinching hysteretic element in series with a ‘slip-lock’ 
element and contains six loop parameters. Here the parameter identiﬁcation of this model is to be 
considered. 
Identiﬁcation is the process of developing an accurate mathematical model for a system, given a 
set of inputs and corresponding output measurements. As an on-line identiﬁcation method, 
extended Kalman ﬁlter has received much attention and has been used successfully in the 
parameter estimation problems over the past years by regarding each of the parameters involved 
in the system as an augmented state variable [6,7]. There the estimation problem is linearised 
about the predicted state so that the Kalman ﬁlter can be applied and the required PDF is still 
approximated by a Gaussian, which may be a gross distortion of the true underlying structure and 
may lead to estimation divergence. 
A ﬁltering method, called bootstrap ﬁlter, based on Bayesian state estimation and Monte-Carlo 
method was proposed by Gordon [8], which has the great advantage of being able to 
handle any functional non-linearity and system and/or measurement noise of any distribution. 
Another similar method is the Monte-Carlo ﬁlter proposed by Kitagawa [9]. The central 
idea of these methods is to represent the required PDF as a set of random samples, rather 
than as a function over state space to avoid the limitations mentioned above. As the number of 
samples becomes very large, they can effectively provide an exact, equivalent, representation 
of the required PDF. Estimations of states can be obtained directly from the samples. Using 
these ﬁltering techniques, methods or identiﬁcation of parameters of non-linear andf
non-Gaussian models subjected to dynamic forces were discussed by Hoshiya and others 
[10–13]. 
In the past decades, efforts have been devoted to developing the identiﬁcation procedures for 
non-linear hysteretic systems [14–17]. But most of them were presented by referring to the Bouc– 
Wen model and other linear hysteretic models due to their signiﬁcant advantages. There is seldom 
paper on the estimation of hysteretic systems with slip because of its complexity. 
In this paper, a parametric identiﬁcation method for the SL model based on bootstrap ﬁlter is 
developed. And considering the fact that the SL model is complex and the number of parameters 
in it is large, a method to decide the initial estimates of parameters of this model is suggested to 
obtain stable solutions as well as their fast convergency to the optimal values. 
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2. Hysteretic slip model 
The differential system model proposed by Baber and Noori [5] to describe hysteretical system 
with slip is 
2 2 x. þ 2zo0x’ þ ao0x þ ð1  aÞo0z% ¼ pðtÞ;	 ð1Þ 
n’	 n1  %z ¼ %% x1  %bjA ’ x1j%zj%zj’ x1j%zjg ’ ð2Þ; 
’x2 ¼ f ð%zÞ’ %z; ð3Þ 
x ¼ x1 þ x2; ð4Þ 
in which pðtÞ ¼ PðtÞ=m is the input, a is the ratio of post-yield/pre-yield stiffness and z% is the 
hysteretic restoring force. The overdot denotes the differentiation with respect to time. A; b% ; g% and%
n are model parameters, in which b% ; g% and n determine the hysteresis shape, and A% determines the 
tangent stiffness. Hysteresis loop pinching is added by incorporating a time-dependent ‘slip-lock’ 
element as shown in Figs. 1 and 2, and the relationship between the slip-lock and hysteretic 
restoring force is described by Eqs. (3) and (4) in rate equation form. Here the function f ðz%Þ has 
the following properties: 
(1)	 f ðz%Þ is an, at least, piecewise continuous function, independent of the sign of z% and x2; 
(2)	 f ðz%Þ is zero, or nearly zero everywhere, except within a small region near z% ¼ 0; where it has a 
sharp peak. In the limit, as the slope during slipping goes to zero, f ðz%Þ approaches the delta 
function. In practical situations, a large but ﬁnite peak value is expected. 
For practical modelling purposes, it is convenient to choose f ðz%Þ of the form 
f ðz%Þ ¼ 2sgðz%Þ;	 ð5Þ 
in which s is the magnitude of slip and 2s is the length of the slip zone. gðz%Þ is chosen to have an 
area of 1, in order to allow a total slip of 2s: Thus, it is seen that gðz%Þ has the form of a unimodal 
probability density function, symmetric about z% ¼ 0: Although any function that has the desired 
attributes is suitable for gðz%Þ; the Gaussian density function, with a small value of s to create a 
x1 x2 x(t) 
C 
P(t)K 
m 
(t) (t) 
Fig. 1. System model of SDOF. 
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Fig. 2. Slip-lock series hysteresis. 
sharp peak, has been selected for mathematical tractability. Thus, rﬃﬃﬃ 
z
x2 ¼ z ’%
%
’
22 s 
exp 
 ð6Þ
 
2s2p s 
will give a slip of 2s when z% changes sign. 
By means of the transformation 
¼ ¼2 b; ;zo aoa 0 0
%
2 
A;2 2 z ¼ ð1  aÞo0z%; A ¼ ð1  aÞo0 
’
2n1 2n1b ¼ b%=½ð1  aÞo ; g ¼ g%=½ð1  aÞo ;0 0
the differential equations of system can be rewritten as 
x þ ax þ bx þ z ¼ pðtÞ; 
’z ¼ Ax1  bjx1jzjzjn1  gx1jzjn’
’.
’
ð7Þ
 
; ð8Þ
 
rﬃﬃﬃ 
22 s z 
’x2 ¼ z;’
x ¼ x1 þ x2: ð10Þ 
In general, the magnitude of slip s may be varied with the history of response. In this model, s is 
supposed as a function of the system energy dissipation EðtÞ as follows: 
s ¼ dsEðtÞ; ð11Þ 
where ds is a constant speciﬁed for the rate of varying of slip. 
Eqs. (7)–(11) complete the model, and the parameters need to be identiﬁed are a; b; A; b; g; n; ds 
and s for this model. 
3. Bootstrap ﬁlter 
Prior to discussing the identiﬁcation of hysteretic system with slip, a summary of the bootstrap 
ﬁlter is made. 
exp 
 ð9Þ
 
2s2p s 
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3.1. Bayesian recursion 
The discrete time estimation problem is discussed here. The state vector, xkARn is assumed to 
evolve according to the following system model: 
xk ¼ f ðxk1; wkÞ; ð12Þ 
where f : Rn 	 Rm-Rn is the system transition function and wkARm is zero-mean process noise 
independent of past and current states. The PDF of wk is assumed to be known as pwðwkÞ: At 
discrete times, measurements ykARp become available. These measurements are related to the 
state vector via the observation equation 
yk ¼ hðxkÞ þ uk; ð13Þ 
where hARp is the measurement function and ukARp is the observation noise, assumed to be 
another zero-mean random sequence independent of past and present states and the system noise 
wk: The PDF of uk is assumed to be known as puðukÞ: Sufﬁx k stands for a discrete time in 
sequential order. The available information at time step k is the set of measurements Dk ¼ fyi : 
i ¼ 1; y; kg: It is noted that f ðxk1; wkÞ and hðxkÞ are generally not linear functions and xk; wk and 
uk are not necessarily Gaussian vectors. 
The requirement is to construct the PDF of the current state xk; given all the available 
information: pðxkjDkÞ: In principle, this PDF may be obtained recursively in two stages: 
prediction and update. Suppose that the required PDF pðxk1 j Dk1Þ at time step k  1 is  
available. Then using the system model it is possible to obtain the prior PDF of the state at time 
step k Z 
pðxk j Dk1Þ ¼  pðxk j xk1Þpðxk1 j Dk1Þ dxk1; ð14Þ 
where pðxk j xk1Þ is determined by f ðxk1; wkÞ and the distribution of wk in the system equation 
(12). Then at time step k a measurement yk becomes available and may be used to update the prior 
through Bayes rule 
pð yk j xkÞpðxk j Dk1Þ 
pðxk j DkÞ ¼ R ; ð15Þ 
pð yk j xkÞpðxk j Dk1Þ dxk 
where the conditional PDF of yk given xk; pð yk j xkÞ; is deﬁned by the measurement model and the 
known statistics of uk Z 
pð yk j xkÞ ¼  dð yk  hðxkÞ  ukÞpuðukÞ duk ¼ puð yk  hðxkÞÞ: ð16Þ 
Here dðÞ is the Dirac function. The delta function arises because if xk and uk are known, then yk is 
obtained from a purely deterministic relationship (Eq. (13)). 
3.2. Bootstrap ﬁlter 
For non-linear problems, analytic solutions to Eqs. (15) and (16) are difﬁcult to be gotten and 
here the Monte-Carlo method is used to circumvent these difﬁculties. 
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The bootstrap ﬁlter is a recursive algorithm to estimate the posterior pðxk j DkÞ from a set of 
samples [8]. Suppose we have a set of random samples fxk1ðiÞ: i ¼ 1; y; mg from the PDF 
pðxk1 j Dk1Þ: The bootstrap ﬁlter is an algorithm for propagating and updating these samples 
through the Bayesian recursion to obtain a set of values fxkðiÞ: i ¼ 1; y; mg; which are 
approximately distributed as pðxk j DkÞ: The ﬁlter procedure is as follows: 
(1) Prediction: Each sample from PDF pðxk1 j Dk1Þ is passed through the system model to 
obtain samples from the prior at time step k: 
xk ðiÞ ¼ f ðxk1ðiÞ; wkðiÞÞ; ð17Þ 
where wkðiÞ is a sample drawn from the PDF of the system noise pwðwkÞ: 
(2) Update: On receipt of the measurement yk; evaluate the likelihood of each prior sample and 
obtain the normalised weight for each sample 
pð yk j xk ðiÞÞ qi ¼ : ð18Þ
P m 
j¼1 pð yk j x ð jÞÞk 
kThus deﬁne a discrete distribution over fx ðiÞ: i ¼ 1; y; mg; with probability mass qi associated 
with element i: Now resample m times from the discrete distribution
 to
 generate samples
 
kfxkðiÞ: i ¼ 1; y; mg; so that for any j; Prfxkð jÞ ¼ x ðiÞg ¼ qi: It can be contended that the 
samples xkðiÞ are approximately distributed as the required PDF pðxk j DkÞ:
 
The above steps of prediction and update form a single iteration of the recursive algorithm.
 
Repeat this procedure, we can get fxkðiÞ: i ¼ 1; y; mg at every time steps recursively. To initiate 
ðiÞ are drawn from the known initial PDF pðx1 j D0Þ  pðx1Þ:the algorithm, m samples x1 
4. Identiﬁcation of parameters 
4.1. Basic philosophy 
Regarding the unknown parameters as state variables, one can deﬁne an augmenting state 
vector X as 
X T ¼fx; ’x; z; a; b; A; b; g; n; ds; sg 
¼fx1; x2; x3; y; x10; x11g: ð19Þ 
Eqs. (7)–(10) can then be rewritten in the form of non-linear state equations 
’ X ¼ f ðX ; tÞ; ð20Þ 
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where 8 9 > x2 > 
  > > 
 > > 
 x4x2  x5x1  x3 þ pðtÞ  > > 
 > >  
 > > > 
 
x6  x7 sgnðx2Þjx3jx91 x3  x8jx3jx9  > > 
 rﬃﬃﬃ  x2  
 
2 
 > 2 x > < x10EðtÞ 3 =1 þ exp  ½x6  x7 sgnðx2Þjx3jx91 x3  x8jx3jx9 2f ðX ; tÞ ¼  p x11 2x :11 > > 
 > > 
 0  > > 
  > > 
  > 0 > 
  > > 
  > > 
 > ^  > 
  > > : ;0 
The observation equation here is expressed as 
Y ¼ CX þ V ; ð21Þ 
where C is the observation matrix and V is the observation noise vector. 
Utilising the bootstrap ﬁltering technique in Eqs. (20) and (21), the state vector X ðtÞ can be 
estimated from the input pðtÞ and the observed output fYgi: Hence, the unknown parameters are 
estimated simultaneously. 
4.2. Choice of initial estimates 
To start the identiﬁcation algorithm good initial estimates of parameters are needed. Here a 
method to decide the initial estimates of parameters of this model is suggested. Noting the fact 
that n is a positive real number, one can choose a suitable positive value n0 as an initial estimate of 
n at ﬁrst. The parameters ds and s in this model reﬂect the degree of pinching and the sharpness of  
loop as shown in Fig. 3. It is not difﬁcult for one to get a suitable initial value of ds and 
s according to the degree of pinching and the sharpness of loops as well as the maximum 
 s=0.3, σ=0.8
-0.8 -0.4 0.0 0.4 0.8 
-10 
-5 
0 
5 
10  s=0.3, σ=0.3 z 
x 
Fig. 3. Pinching behaviour of model under different s: 
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displacement and the observed dissipated energy of system. Here the corresponding system
 
displacement xðtÞ of m can be gotten by direct measurement or through integration of .xðtÞ: 
For the choice of initial estimates of a and b; an effective method was obtained in practice by 
ﬁtting a linear model to the data as follows [15]: Z Z Z ZT T T T 
xðtÞ dt þ b#eq x 2ðtÞ dt ¼xðtÞ xðtÞ
0 0 0 0 
Z Z Z ZT T T T 
’. xðtÞ dt þ a#eq pðtÞxðtÞ dt; ð22aÞ 
2ðtÞ dt þ b#eqxðtÞ x xðtÞ dt ¼ 
0 0 0 0 
’’. xðtÞ dt þ a#eq ’ xðtÞ ’xðtÞ dt: 
’xðtÞ and x#ðtÞ deﬁned by 
pðtÞ ð22bÞ
 
’’
xðtÞ; xðtÞ and xðtÞ are replaced, respectively, by xðtÞ; ##.
xðtÞ ¼  xðtÞ dt; xðtÞ ¼  xðtÞ dt 
0 0 
and T is the sample length of the selected initial motion records. One can get suitable initial 
estimates of a and b according to a#eq and b#eq: 
If initial estimates of a; b; ds; n; s; say a0; b0; ds0; n0 and s0; are available, a method to estimate 
#’
the initial values of A; b and g is suggested here. 
x1Þ ¼ sgnðxÞ [5], an equation about z 
##.
’.
#’
Here
 Z Zt t 
According to the Eqs. (8)–(11) and the assumption of sgnð

is yielded as below 
z ¼ Aðx  x2Þ  b sgnð’’’ n1  gð
’
’
’
’
’’
’
’
’
’
’
’
’
x  x2Þj
’
x2ðtÞ is deﬁned by Eq. (9). The initial estimates of A; b and 
g can be gotten by solving the equations from Eq. (23) as follows: 
’
’
z ¼ Axð x2Þ  bx sgnðxÞðx  x2Þ x  x2Þj
’’xz ¼ Axðx  x2Þ  bx sgnðxÞðx  x2Þ x  x2Þj
’
’’
’’x  x2Þ
Here sgnðÞ is the signum function and
Þð’x zjzj nzj : ð23Þ 
n1  gxð’x zjzj nzj ; ð24aÞx
’n1  gxðzjzj nzj ; ð24bÞ 
n1  g .xð’xÞð ’x  ’x2Þ ’x  ’x2Þj’x2Þ  b .x sgnð zjzj zjn: ð24cÞ 
in equations denote the time averages, for example, %x ¼ ð
R T
1=TÞ 0 xðtÞ dt: And 
zðtÞ; #’zðtÞ; #.xðtÞ; #’xðtÞ and #xðtÞxðtÞ; xðtÞ in Eq. (17) are replaced by # respectively, here #zðtÞ 
#.xðtÞ  a0 #’xðtÞ  b0 #xðtÞ; 
zðt  DtÞ 
#xðtÞ are deﬁned as the same 
2Dt 
; 
’xðtÞ; as Eqs. (15). ’x2ðtÞ is 
#’
’
’.

.
#
#’

’
’
x x 
The overbars F 
zðtÞ; xðtÞ;
and z#ðtÞ are deﬁned as 
zðtÞ ¼ pðtÞ 
zðtÞ ¼
z: 
’z ¼ Ax.ð
zðtÞ;
#zðt þ DtÞ  #
in which Dt is the sampling interval and #
#
’
#’
replaced by x# 2ðtÞ deﬁned by rﬃﬃﬃ 
EðtÞ 
x2 ¼ 
22 ds0 #z
22s
exp 

p s0 0 
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Here E#ðtÞ is computed by Z Zt t 
E#ðtÞ ¼  z#ðtÞ dx ¼ z#ðtÞx#’ðtÞ dt: 
0 0 
5. Numerical example and discussions 
In order to validate the proposed identiﬁcation method, a numerical simulation to a single­
degree-of-freedom hysteretic element have been performed. The element was subjected to an 
excitation and its responses recorded. These response records were then used to identify the 
parameter values of this hysteretic element. The model parameters were selected to have the 
following values: 
a ¼ 0:5; b ¼ 30; A ¼ 20; b ¼ 5; g ¼ 5; n ¼ 2; ds ¼ 0:06; s ¼ 0:05 
and the El Centro earthquake (NS, 1940) was used as the input excitation as shown in Fig. 4. 
Eqs. (7)–(11) with these parameters and excitation were solved numerically by using the 
4 
2 
0 
- 2  
- 4 
  
t (s)
 
Fig. 4. El Centro earthquake (NS, 1940). 
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Fig. 5. Hysteresis loops. 
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fourth-order Runge–Kutta method, the interval of time used here was Dt ¼ 0:02 s: The hysteresis 
loops are shown in Fig. 5. 
In this simulation, assume the experimental measurement is the displacement, which is the 
solved xðtÞ (as shown in Fig. 6) contaminated by noise uk: The observation equation (21) is then 
given as follows: 
yk ¼ ½1 0 0 0 0 0 0 0 0 0 0fXgk þ uk: ð25Þ 
Here the noise uk is assumed zero mean random process, which has the Student’s t distribution 
with four degrees of freedom scaled according to the standard deviation of the principal noise 
component. This distribution has heavier tails than the Gaussian and so models occasional, 
exceptionally large measurement errors, i.e., it accommodates the outliers [18]. Thus, the PDF of 
0.10 
0.05 
0.00 
-0.05 
-0.10 
0.015 
0.010 
0.005 
0.000 
- 0.005 
- 0.010 
- 0.015 
n
o
is
e 
(m
) 
x 
(m
) 
0 2 4 6 8 
t (s) 
Fig. 6. Displacement response. 
2 4 6 8 
t (s) 
0 
Fig. 7. A noise sample with t distribution. 
Table 1 
Initial conditions 
Variable x ’x z a b A b g n ds s 
%xðt0 j t0Þ 0 0 0 0.28 35 30 6.5 6.8 1.8 0.03 0.08 
Pðt0 j t0Þ 0.001 0.001 0.001 0.1 80 150 20 20 0.01 0.01 0.01 
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the measurement error is modelled as 
2 2Þðnþ1Þ=2pðuÞpðn þ u =s ; 
where degree of freedom n ¼ 4 and scale s ¼ 0:002: Note that since the update weights are 
normalised (Eq. (18)), the measurement error PDF need only be speciﬁed to proportionality. 
Fig. 7 is a noise sample simulated from this distribution. 
The initial conditions for this analysis were estimated according to the method proposed in this 
paper and given in Table 1. The distributions of all the initial estimations are assumed to be 
Gaussian and the total number of sample realisations m ¼ 1000: It should be noted that the 
assumption of Gaussian distribution here is not a requirement. 
Table 2 
Identiﬁed parameters 
Parameter a b A b g n ds s 
Exact value 0.5 30 20 5 5 2 0.06 0.05 
Identiﬁed value 0.4684 31.3811 17.4806 4.1097 5.8134 1.8833 0.0454 0.0545 
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Fig. 8. Mean of parameter a: 
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Fig. 9. Mean of parameter b: 
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Fig. 13. Mean of parameter n: 
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Fig. 14. Mean of parameter ds: 
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Fig. 16. Comparison of actual and predicted hysteretic restoring force z: 
The parameters are estimated by the identiﬁcation method proposed in this paper, and the 
estimated results are given in Table 2. The distribution of process noise pwðwkÞ is assumed normal 
with zero mean and standard deviation 0.3 in this simulation. Figs. 8–15 show the time histories of 
the mean of estimated parameters. It can be seen that with the improvement of time the 
parameters are convergence to good estimated values, although there are great divergence in 
initial. 
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Fig. 16 compares the actual hysteretic restoring force with the predicted z: The agreement is 
very good. Fig. 17 shows the sample distributions of parameter A at different time step. It can be 
seen clearly that the sample distributions of parameter A are not Gaussian in time direction even if 
the distribution of initial estimation is Gaussian. 
The simulations with the displacement xðtÞ corrupted by different level of noise were also 
carried out and the proposed method can produce effective identiﬁcation results although the 
estimates for the higher level of noise were poor as compared to those with lower noise level and 
the choice of initial estimates are more crucial. 
6. Conclusion 
Using bootstrap ﬁltering technique, a method of estimating the parameters of non-linear 
hysteretic system with slip on the basis of input–output data has been suggested. It is shown that 
the proposed approach can yield reliable estimates of system even in the case of very severe 
material non-linearity. And it is not restricted by model assumption of Gaussian noise. The 
method is ideally suited for the identiﬁcation of non-linear hysteretic systems with slip typically 
encountered in the applied mechanics ﬁeld. 
For the hysteretic slip model presented, the parameters except ds are considered to be constant, 
i.e., these parameters do not vary with the progress of response. But in practice, the parameters 
may be varied as a function of the response history to introduce system deterioration. In general 
the parameters are also supposed as a function of the system energy dissipation EðtÞ: The 
identiﬁcation method presented here is also suitable for this case. The treatments on these 
parameters are as the same as done on the parameter ds: 
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