The Global Positioning System {GPS) carrier phase data are biased by an integer number of cycles. A successful strategy has been developed and demonstrated for resolving these integer ambiguities for geodetic baselines of up to 2000 km in length, resulting in a factor of 3 improvement in baseline accuracy, and giving centimeter-level agreement with coordinates inferred by very long baseline interferometry in the western United States. For this experiment, a method using pseudorange data is shown to be more reliable than one using ionospheric constraints for baselines longer than 200 km. An automated algorithm exploits the correlations between the many phase biases of a GPS receiver network to enable the resolution of ambiguities for very long baselines. A method called bias optimizing has been developed, which, unlike traditional bias fixing, does not require an arbitrary confidence test. Bias optimizing is expected to be preferable to bias fixing for poorly configured networks. In order to enable ambiguity resolution for long baselines, it is recommended that future GPS networks have a wide spectrum of baseline lengths ranging from < 100 to > 1000 km and that GPS receivers be used which can acquire aluM-frequency P code data.
INTRODUCTION
The use of carrier phase data from the Global Positioning System (GPS) has already yielded geodetic baseline estimates with precisions of 1 part in 107 to 1 part in l0 s [e.g., geodetic networks is addressed, where ambiguities may be sequentially resolved over successively longer baselines. The concept of bias optimizing is introduced, which is an alternative approach to traditional bias fixing. Finally, recommendations are given for the design of GPS receiver networks.
• P s OBSERVABLES Observable Types GPS receivers extract phase observables from carrier signms transmitted by the GPS satellites at two L band frequencies [Rernondi, 1985] . These observables precisely track changes in electromagnetic phase delay with subcentimeter precision. Measurements at two frequencies allow for a firstorder calibration of the dispersive ionospheric delay with subcentimeter precision [Spilker, 1980] . A certain class of receiver (of which the Texas Instruments TI-4100 is the most common), also extracts two pseudorange observables by correlating modulations on both carriers with a known code (P code) [Spilker, 1980] . P code pseudorange observables are measurements of satellite to receiver range plus timing offsets. With the TI-4100, the pseudorange precision is about 70 cm in 30 s. Recent tests of the prototype Rogue receiver [Thomas, 1988] with various antenna configurations [Meehan et al., 1987] suggest that precisions least an order of magnitude better than this will soon be routinely available [Blewitt et al., 1988] . Empirically (by plotting appropriate linear combinations of the data), it is known that these offsets are stable to better than a nanosecond; however, their presence prevents the resolution of the integer cycle biases n lk and n2}.
Double-Diff erenced Phase Ambiguity
Double differencing of the phase biases between two receivers (k, l) and two satellites (i, j) results in an integer bias [Goad, 1985] :
where the band subscript (1 or 2) has been dropped from the notation because this equation applies to either band, or any linear combination of bands. Hence it is the doubledifferenced integer cycle ambiguity that can be resolved. Some investigators process double-differenced data, thus their carrier phase biases are naturally integer parameters. The approach taken here is to process undifferenced data and then form double-differenced estimates. The covariance matrix of the estimated parameters is used to select the set of double-differenced biases which are theoretically best determined (as will be explained in later sections and in Appendix B formed from single differences taken at different times, which is more optimal than the traditional double-differencing approach because the ionospheric delay is not generally at a minimum simultaneously for both satellites.
;J is computed as 
Use of Non-P Code Receivers
For presently available non-P code receivers, an ionospheric wide-laning approach must be applied. Moreover, as a result of the codeless technique, the La carrier phase ambiguity wavelength is exactly ,Xa/2, and this has the effect of reducing the wide-lane wavelength by a factor of 2 as well. Hence the tolerable error due to differential ionospheric delay is one half of the tolerable error than when using a P code receiver. This in turn reduces the maximum baseline length for wide-lane ambiguity resolution by a factor of 2.
The narrow-lane wavelength for C/A code receivers is 10.7 cm, the same as for P code receivers. However, for completely codeless receivers, the narrow-lane wavelength is 5.4 cm. A summary of these differences is given in Table 1 . Looking to the near future, there may soon be new receivers generally available, which can construct the full-wave carrier phases at both frequencies without explicit knowledge of the P code. Cross-correlating techniques implemented by the prototype Rogue receiver can be used to extract (P•-Pa) pseudorange observables without explicit knowledge of the P code, hence giving an absolute measurement of the ionospheric delay. An alternative pseudorange wide-laning method could then be applied in which -(Px-Pa)•{ substitutes the term Ii{ in (19). This technique would be effective with good multipath control at the antenna. These codeless capabilities will be important should 
Sequential Adjustment Algorithm
The sequential adjustment algorithm is a means of adjusting a posteriori estimates and covariances and is applicable to the problem of forming new baseline and orbit estimates when new values for double-differenced carrier phase biases are obtained. An important feature of this algorithm is that if the true value of a particular bias can be resolved, its adjustment will in turn improve the estimates of other correlated biases, thus enhancing ambiguity resolution. The sequential adjustment algorithm is described here in a general way, and we shall return later to its application to the specific problem of ambiguity resolution.
Supposing a weighted least squares fit produces an es- of the two techniques at an analytical level is rather difficult, however, since our respective softwares implement different measurement models and estimation strategies. We generally find the formal errors for the biases to be very consistent with the estimated distance to the nearest integer provided a realistic estimation strategy is selected.
Bias fixing is a perfectly adequate means of using the integer nature of the biases provided almost all the biases can be constrained at the integer value with very high confidence. However, we may have a situation where, for a given set of biases, the cumulative probability is too low to justify bias fixing, even though individual biases are quite likely to have the nearest integer value. There may also be the problem that the final solution is sensitive to an arbitrarily chosen confidence test. The bias optimizing method addresses these problems.
Sequential Bias Optimizing Method
Let us define the expectation value as the weighted-mean value of all possible global solutions in a linear system, where the weights are determined by the formal errors derived from a fit in which the parameters are estimated as real-valued. In the case of systems where all the parameters can intrinsically take on any real value, the expectation value corresponds to the initial fit value. It is shown in Appendix A that if the parameters are intrinsically integers, the expectation value is a minimum variance solution. The question of a confidence test never arises, and the implementation is automatic and requires no subjective decisions.
In the limit that the initial solution has very small formal errors for all the biases, this approach becomes equivalent to bias fixing. In the opposite limit of very large formal errors, the initial solution is left unchanged. In between these limits, the expectation value approach gives a baseline solution which continuously varies from the initial to the ideal, bias-fixed solution.
Using the same notation as in (31), the following equations summarize the bias optimizing method (see also (A6) and (A8)):
./=integer j=integer where j=integer Since they are so well determined, each wide-lane ambiguity is first bias fixed before bias optimizing its corresponding ionosphere-free ambiguity. The same order of adjustment is used as was defined for bias fixing.
Global Estimate/Covariance Adjustment
The above descriptions of bias fixing and bias optimizing apply to double-differenced bias estimates, which must first be computed from the undifferenced estimates. The doubledifferenced biases are adjusted, then transformed back to undifferenced estimates before globally adjusting the parameters of interest, including station locations.
The initial weighted least squares estimate X and covariance P are used to compute JR]Z] as defined by (24), (25) and ( It should be pointed out that wide-lane ambiguities are generally not as strongly correlated with each other as the ionosphere-free ambiguities, and so sequential adjustment is of lesser importance for wide-laning. The reason for this is that the ionosphere-free ambiguities are strongly correlated with the baseline and orbit parameters which are sequentially improved; however, the wide-lane ambiguities are independent of these parameters using the pseudorange method, and are only weakly dependent on them using the ionospheric method (through Bc• of (19)). It is likely that the ionospheric method could be significantly enhanced by sequential adjustment of a network if the term I• in (19) were modeled and estimated as a function of time, longitude, and latitude over the area of interest. Another approach to enhancing the sequential adjustment of wide-lane ambiguities is to introduce ionospheric correlations a priori, a framework for which is described by Schaffrin and Bock [1988] .
Of course, reason 1 given above still applies to widelaning. For the pseudorange method this is of no consequence, since it is independent of baseline length; for the ionospheric method it is an important consideration for the design of non-P code receiver networks.
Multidimensional Generalization
The cumulative probability function used for bias fixing, The analysis presented in this paper successfully uses the one-dimensional sequential adjustment technique. For sparse networks, where this type of bootstrapping may not be successfully initiated, a multidimensional search is clearly preferable. However, it is exactly this kind of network which is expected to benefit from the bias optimizing method, so a multidimensional scheme is recommended to fully test the relative merit of bias optimizing.
DATA ANALYSIS AND RESULTS

Software
The GIPSY software (GPS-Inferred Positioning System), 
Parameter Estimation Strategy
The analysis employed a parameter estimation strategy which basically follows Lichten and Border [1987] , except that the parameters were estimated independently for each day. The use of independent data sets strengthens daily repeatability as a test of the improvement in precision. Undifferenced, ionospherically calibrated carrier phase and pseudorange data were processed simultaneously using a U-D factorized batch sequential filter with process noise capabilities. The receiver and satellite clock biases were constrained to be identical for the two data types and were estimated as white noise processes. Unlike techniques which prefit polynomials to the system clocks using the pseudo-range, this method is completely insensitive to discontinuities and other problematic behavior in the clock signatures. This technique can be shown to be identical to using the pseudorange to prefit the station satellite carrier phase biases (rather than the clocks), and subsequently using only carrier phase data to estimate the undifferenced biases with tight constraints at the level of a few nanoseconds (S.C. Wu, Jet Propulsion Laboratory, unpublished work, 1987).
In order to accurately estimate the GPS orbits, and to establish solutions in the VLBI reference frame, the fiducial network concept was implemented, as described Verdes for some of the days. In these cases, a constant residual zenith delay was estimated.
Arabiguity Resolution
Ambiguity resolution techniques were applied to the western United States network for all 4 days using both the sequential bias fixing method of (31) and the sequential bias optimizing method of (32). For the entire experiment, a total of 262 linearly independent, observable doubledifferenced phase biases were formed. The integer used to compute the deviation of the estimate was determined as follows: (1) in 64 out of 72 cases, the rounded integer agreed for both methods and was assumed to be correct and (2) in 5 cases, the rounded integer disagreed, but the estimates disagreed by less than one cycle; in these cases the integer closer to one of the estimates was taken.
In the remaining 3 cases, the estimates disagreed by more than one cycle for the longest 1003 km baseline. For this baseline, it was noted that 5 of the 7 estimates using the pseudorange method were within 0.12 cycles of the nearest integer, and the other 2 were 0.23 cycles from the near- est integer. However, the integers associated with the ionospheric method were not obvious. Moreover, the pseudorange method is independent of baseline length, and based on statistics from shorter baselines, we expect only 0.6 of these 7 estimates to have the incorrect integer. The integers derived from the pseudorange method were therefore assumed to be correct for this baseline.
If this reasoning is correct, Figure 5 shows a breakdown of the ionospheric approach to wide-laning for the 1003 km baseline (Yuma-Fort Davis), using P code receivers. As mentioned previously, this translates to • 500 km for codeless receivers. While the ionospheric approach looks superior for baselines of around 100 km, at 200 km the pseudorange method gives more precise wide-lane estimates. At 699 km (Vandenberg-Hat Creek), despite the fact that the ionosphere method gave correct integer estimates, little confidence could have been placed in the estimates were it not for the verification provided by the pseudorange method. The large difference in ionospheric wide-laning precision between the 699 and 1003 km baselines may be attributed to differences in both baseline length and orientation. Since wide-laning using the pseudorange was more successful, the results that follow pertain to this technique.
Baseline Repeatabilit•t Improvement
The daily repeatability of a component of a baseline is 
Discussion on Network Design
The carrier phase bias parameters can be expressed in terms of linear combinations of the biases which were explicitly resolved. Figure 8 shows all the baselines for which biases were explicitly resolved on June 20, 1986. Sequential ambiguity resolution tends to take a path of least resistance, i.e., biases tend to be resolved between nearest neighbor station pairs. When the neighbors are approximately equidistant from a given station, the automatic selection of biases also depends on more subtle factors such as network geometry, satellite geometry, and data scheduling (for example, look at La Jolla in Figure 8 ). Figure 9 shows the distribution of nearest neighbor distances, which is almost identical to the distribution of lengths from Figure 8 . It is recommended that networks be designed with a similar distribution of nearest neighbor distances, starting with baseline lengths of around 100 km. Since the pseudorange wide-laning method is baseline length independent, wide-laning need not be considered for the design of P code receiver networks. For the ionospheric method, however, the minimum distance between nearest neighboring stations required for wide-lane ambiguity resolution should be anywhere from N 100 to > 1000 km depending on the local time of day, the month of the year, the phase of the solar sunspot cycle, and the geographical location. These conditions are important considerations when deciding on the placement of non-P receivers in a network.
Analltsis of a Well-Configured, Sparse Network
A similar analysis to the one which has been described here in detail was conducted using a subset of the data ac- can be achieved for 700 km baselines with a good fiducial network and as few as two additional, strategically located, •phase-connector"stations.
Comparison of Bias Optimizing and Bias Fixing
In its present implementation using (32), bias optimizing gave baseline solutions within I mm of bias fixing for 3 station subsets of the June 1986 southern California network for which the shortest baseline lengths were about 200 km or less. In these cases, both techniques were almost maximally effective (i.e., all but a few ambiguities could be fixed with very high confidence). Submillimeter agreement was found when the shortest baseline was about 400 km or more, but for a different reason: the uncertainties in the phase biases were large enough that neither bias optimizing nor bias fixing changed the initial filter solution significantly (if at all).
In the intermediate regime, several three-station networks were investigated, for example, the Vandenberg-MojaveMonument Peak triangle, for which the shortest baseline is 274 km. The following general observations can be made about these networks for this particular experiment: (1) a significant number of biases (20-100%) could not be fixed if the shortest baseline length were greater than 200 km, (2) both bias fixing and bias optimizing gave improved baseline accuracies and repeatabilities, especially on the shortest of the three baselines, and (3) most baseline solutions using bias optimizing and bias fixing agreed to better than a centimeter, and neither approach as it stands appears preferable to the other.
In order to better test the hypothesis that bias optimizing is better than fixing for certain sparse networks, a multidimensional search algorithm is currently being developed which should provide a more meaningful realization of the probability function, (41), and the expectation value, (42).
CONCLUSIONS
This analysis shows that using pseudorange for wide-lane ambiguity resolution is a powerful technique, in this case with a success rate of 97% when using a 99% confidence level, and rather poor quality pseudorange data. This technique is important because it is applicable to baselines of any length and requires no assumptions about the ionosphere. Using receivers and antennas which will shortly be commercially available, a 99.9% success rate is certainly possible.
The application of ionospheric constraints appears to be reliable for baselines up to a few hundred kilometers when using P code receivers during good ionospheric conditions (at Californian latitudes, and near the solar sunspot minimum). The pseudorange wide-laning approach appears to be more precise above 200 km. The results of Wu and Bender [1988] tend to support this conclusion. With receivers which do not acquire the P code, apart from the obvious problems that can be encountered under less desirable conditions, the baseline length over which the ionospheric constraint method works is reduced by a factor of 2.
For the ionosphere-free biases, ambiguities were successfully resolved for baselines ranging up to 1933 km in length. The precision of the east baseline component improved on average by a factor of 2.4, and the agreement of the east component with VLBI improved by a factor of 2.8. Vertical accuracy is not significantly affected, because of the small correlation of the vertical component with carrier phase biases. The comparison of GP$ with VLBI suggests that centimeter-level accuracy for the horizontal baseline components has been achieved, corresponding to about 1 part in l0 s for the longer baselines. l•esults using the bias optimizing method indicate that it is a promising approach, giving baseline accuracies comparable to bias fixing. A multidimensional algorithm for computing the expectation value (and also for bias fixing) would more rigorously test the hypothesis that bias optimizing is superior to bias fixing for poorly configured networks.
The importance of ambiguity resolution for high precision geodesy cannot be overstated, and attention should be paid to this in the design of GP$ experiments. These studies show that if 1000 km baselines are to be resolved, the network should also contain baseline lengths as small as 100 km. The
