In this review article, we make an attempt to find out the relationship between separating and cyclic vectors in the theory of von Neumann algebra and entangled states in the theory of quantum information. The corresponding physical interpretation is presented as well.
The center of a von Neumann algebra M is defined by
A von Neumann algebra is called a factor if it has a trivial center, i.e., if C = C1. (A, T) ∈ L (H) × C 1 −→ Tr (AT) .
Definition 1.4. The space of σ-weakly continuous linear functionals on L (H) is called the predual of L (H) and is denoted by L (H) * .
As noted in Proposition 1.3, L (H) * can be canonically identified with C 1 and L (H) = (L (H) * ) * .
Normal states and the predual
If µ is a σ-finite measure, the L ∞ (dµ) forms a von Neumann algebra of multiplication operators on the Hilbert space L 2 (dµ). L ∞ (dµ) is the dual of L 1 (dµ); L 1 (dµ), however, is only a norm-closed subspace of the dual of L ∞ (dµ).
In this section, we single out an analogous subset of the dual of a von Neumann algebra M, called the predual, and study its properties. Note that all elements of ω ∈ M * have the form
where ∑ n |ξ n 2 < +∞ and ∑ n |η n 2 < +∞.
Remark 1.6. Now we remark here that we can construct an operator (in Dirac notation) ∑ n |ξ n η n | when ∑ n |ξ n 2 < +∞ and ∑ n |η n 2 < +∞. Remark 1.8. We recall the following identifications:
Thus the predual M * of von Neumann algebra M can be viewed as an analog of C p -class with p = 1 in L (H). 
By the definition of normal element in M * , there exist a sequence of vectors {|ψ n } in H, ∑ n |ψ n 2 < +∞, such that
Furthermore, setting λ n def = |ψ n 2 > 0 and |ψ n = √ λ n |φ n with φ n = 1, we have 
Tomita-Takesaki modular theory
Tomita-Takesaki Modular Theory has been one of the most exciting subjects for operator algebras and for its applications to mathematical physics. We will give here a short introduction to this theory and state some of its main results.
If von Neumann algebra M is a σ-finite, we may assume that M has a separating and cyclic vector |Ω . In Tomita-Takesaki modular theory, one studies systematically the relation of a von Neumann algebra M and its commutant M ′ in the case where both algebras have a common cyclic vector |Ω . The mapping
then establishes a one-to-one linear correspondence between M and a dense subspace M|Ω of H. This correspondence may be used to transfer algebraic operations on M to operations on M|Ω .
The two anti-linear operators S 0 and F 0 , given by 
1.4 Self-dual cones and standard forms Definition 1.23. The natural positive cone P associated with the pair (M, |Ω ) is defined as the closure of the set
where j : M −→ M ′ is the anti-linear * -isomorphism defined by
Proposition 1.24. The closed subset P ⊆ H has the following properties:
and hence P is a convex cone;
(ii) ∆ it P = P for all t ∈ R; 
(ii) P is a pointed cone, i.e., P ∩ (−P) = {0}. 
The operator-vector correspondence
For the operator-vector correspondence, we distinguish two situations where slight differences occurred in the corresponding definitions.
vec mapping in unipartite operator spaces
It will be helpful throughout this course to make use of a simple correspondence between the spaces L (X , Y) and Y ⊗ X , for given complex Euclidean spaces X and Y. We define the mapping
to be the linear mapping that represents a change of bases from the standard basis of
for all µ ∈ Σ and ν ∈ Γ, at which point the mapping is determined for every A ∈ L (X , Y)
by linearity. In the Dirac notation, this mapping amounts to flipping a bra to a ket:
vec(|µ ν|) = |µ ⊗ |ν ≡ |µ |ν ≡ |µν .
(Note that it is only standard basis elements that are flipped in this way.)
The vec mapping is a linear bijection, which implies that every vector |u ∈ Y ⊗ X uniquely determines an operator A ∈ L (X , Y) that satisfies vec(A) = |u . It is also an isometry, in the sense that
The following properties of the vec mapping are easily verified:
(i) For every choice of complex Euclidean spaces X 1 , X 2 , Y 1 , and Y 2 , and every choice
(ii) For every choice of complex Euclidean spaces X and Y, and every choice of oper-
, the following equations hold:
This includes the special cases vec(|u ) = |u and vec( v|) = |v .
Example 2.1 (The Schmidt decomposition). Suppose |u ∈ Y ⊗ X for given complex Euclidean spaces X and Y. Let A ∈ L (X , Y) be the unique operator for which |u = vec(A). There exists a singular value decomposition
The fact that {|x 1 , . . . , |x r } is orthonormal implies that |x 1 , . . . , |x r is orthonormal as well.
We have therefore established the validity of the Schmidt decomposition, which states that every vector |u ∈ Y ⊗ X can be expressed in the form
for positive real numbers s 1 , . . . , s r and orthonormal sets {|y 1 , . . . , |y r } ⊂ Y and {|z 1 , . . . , |z r } ⊂ X .
vec mapping in multipartite operator spaces
When the vec mapping is generalized to multipartite spaces, caution should be given to the bipartite case (multipartite situation similarly). Specifically, for given complex
is defined to be the linear mapping that represents a change of bases from the standard
where {|n } is an orthonormal basis for X A and {|ν } is an orthonormal basis for X B , while {|m } is an orthonormal basis for Y A and {|µ } is an orthonormal basis for Y B .
Analogously, the mapping is determined for every operator
.
Explicit examples
Example 3.
we have that |Ω is a separating and cyclic vector in H for von
Consider the Tomita-Takesaki modular theory in (π(M), H, |Ω ). According to the Tomita-Takesaki modular theory
which is equivalently described as
If we assume that K is the complex conjugate operator and P is a swap operator, then
which means that S = PK = KP. Similarly, J = S = F = PK = KP, therefore ∆ = 1. In quantum physics, K stands for time reversal operation.
Theorem 3.2. The set of all separating and cyclic vectors in H for π(M) is precisely the set
Thus vec(A) is a separating vector. When X is all over M, we have 
is not a separating and cyclic vector for singular operator B ψ .
Remark 3.3. We recall that the Schmidt rank of pure state |ψ ∈ H is defined by
Hence the above result can be described equivalently as:
Claim: |ψ ∈ H is a separating and cyclic vector for π(M) if and only if SR(|ψ ) = d.
In some sense, separating and cyclic vectors stands for quantum states of most entanglement of measure.
If ω is a state on M, then there exist density matrix
It is known that ω is faithful if and only if
it follows that all states on M are normal.
Consider the normalized vector |Ω Let H be a (complex, separable) Hilbert space of dimension N (finite or infinite) and
|Ω is a separating and cyclic vector π(M).
an orthonormal basis of it. We denote by C 2 the space of all Hilbert-Schmidt operators on H (C 2 ⊂ L (H )). This is a Hilbert space with scalar product: (C 2 , ·, · HS )
The vectors (an element of C 2 is called vector although it is operator on H ),
form an orthonormal basis of C 2 ,
In particular, the vectors,
are one dimensional projection operators on H . In what follows 1 will denote the identity operator on H and 1 2 that on C 2 (in later notation: 1 2 = 1 ⊠ 1).
All bounded linear operator acting on C 2 (i.e., linear super-operators in T (H )) are denoted by L (C 2 ). We identify a special class of linear operators on C 2 , denoted by
, which act on a vector X ∈ C 2 in the manner:
Using the scalar product in C 2 , we see that
Indeed,
There are two special von Neumann algebras which can be built out of these operators. These are, In fact, for any X ∈ C 2 ,
They are mutual commutants and both are factors:
Consider now the operator J : C 2 −→ C 2 , whose action on the vectors E ij is given by
This operator is anti-unitary, and since
we immediately get
• A KMS state.
(N +∞) be a sequence of non-zero, positive numbers, satisfying,
We note the following properties of Ω.
(i) Ω defines a vector state ω on the von Neumann algebra A l . This follows from the fact that for any A ⊠ 1 ∈ A l , we may define the state ω on A l by
(ii) The state ω is faithful and normal. Normality follows from the last equality in Eq. (3.2) and the fact that D ω is a density matrix. To check for faithfulness, note 
Taking A = E kl , we easily get from the above equality, ψ l |X * | ψ k = 0 and since this holds for all k, l, we get X = 0. In the same way, Ω is also cyclic for A r , hence
We shall show in the sequel that the state ω constructed above is indeed a KMS state for a particular choice of λ i .
• Time evolution and modular automorphism.
We now construct a time evolution σ ω t (t ∈ R), on the algebra A l , using the state ω, with respect to which it has the KMS property, for fixed β > 0,
and moreover the function,
is analytic in the strip {z ∈ C : 0 < Im(z) < β} and continuous on its boundaries. We start by defining the operators,
Clearly P ij are projection operators on the Hilbert space C 2 :
Using D ω and for a fixed β > 0, define the operator H ω as:
Next we define the operators:
E ii = 1, we may also write
(ln λ j )P ij .
Thus
Using the operator:
we define a time evolution operator on C 2 :
and we note that, for any X ∈ C 2 ,
so that
It is clearly that Ω commutes with H ω and hence that it is invariant under this time evolution:
Finally, using e iH ω t (Ω) we define the time evolution σ ω on the algebra A l , in the manner:
, and using the composition law, we see that
since D ω and H ω commute. Thus, the state ω is invariant under the time evolution σ ω .
To obtain the KMS condition, we first note that, with A l = A ⊠ 1 and B l = B ⊠ 1,
Hence, 
which is the KMS condition.
• The anti-linear operator S ω .
We now analyze the anti-linear operator S ω : C 2 −→ C 2 , which acts as
Moreover, we may write,
Taking A = E kl and using E kl E ii = δ li E ki , we then get
Since any A ∈ L (H ) can be written as A = ∑ N i,j=1 a ij E ij , where a ij = ψ i |A| ψ j , and furthermore, since P ij (E kl ) = δ ik δ jl E ij , we obtain
which in fact, also gives the polar decomposition of S ω .
Thus, we could have obtained the time evolution automorphisms σ ω t (t ∈ R), by analyzing the anti-linear operator S ω , (since S * ω S ω = ∆ ω ) directly. Also, we see that the modular operator simply defines the Gibbs state corresponding to the Hamiltonian H ω .
• The centralizer.
The centralizer of A l , with respect to the state ω, is the von Neumann algebra,
Let us determine this von Neumann algebra. Writing
Thus, in order for the above expression to vanish, we must have,
and since in general, λ k = λ l , this implies that ψ l |B| ψ k = 0 whenever k = l. Thus,
B is of the general form
In other words, the centralizer M ω is generated by the projectors E l ii = E ii ⊠ 1, i = 1, . . . , N, which are minimal (i.e., they do not contain projectors onto smaller subspaces) in A l . Alternatively, we may write, M ω = H l ω ′′ , where H l ω is the Hamiltonian defined above, so that it is an atomic, commutative von Neumann algebra.
Araki relative modular theory
Consider a von Neumann algebra M in its standard form. If M has the standard form (M, H, J, P), then M acts on the Hilbert space H, J is the modular conjugation, and P is a natural positive cone in H such that every faithful normal state ω has a unique vector representative |Ω in P which is cyclic and separating for M. Given another normal state φ, the densely defined quadratic form
is closable and there exists an associated positive self-adjoint operator ∆. It is characterized by the following properties. M|Ω is a core for ∆ 1 2 and 
where |Φ is the vector representative of φ from P. Namely,
The operators J, ∆ ω,ω and σ ω t are the standard ingredients of the Tomita-Takesaki modular theory with respect to ω or |Ω . The modular group of ω is a one-parameter group of automorphisms of M and it looks like
Another Radon-Nikodym derivative-like object for comparison of two states is the RadonNikodym cocyle discovered by Connes 2 . If φ is a faithful normal state, then
is a σ ω t -cocycle and 
Functional calculus for a class of super-operators
We introduce two linear super-operators on the space
right multiplication by B is denoted R B and defined as
These super-operators are associated with the relative modular operator
introduced by Araki in a far more general context. They have the following properties: (iv) When A 0, the super-operators L A and R A are positive semi-definite, i.e.
for all f : (0, +∞) → (−∞, +∞).
Version of super-operator representation
Suppose that Ω and Φ are separating and cyclic vectors, induced by faithful normal states ω and φ, respectively, in C 2 for A l . Then there exist two non-singular density operators
According the Araki relative modular theory, we have that for any X l ∈ A l and Y r ∈ A r ,
(4.5)
Both expressions are equivalent to
Thus if the dimension of the underlying Hilbert space H satisfies
(4.8)
Version of vector representation
Suppose that |Ω and |Φ are separating and cyclic vectors, induced by faithful normal states ω and φ, respectively, in
Then there exist two non-singular density operators 
(4.9)
(4.12) 
According to the definition of the natural positive cone P associated with the pair (π(M), |Ω ) is the closure of the set:
More concretely,
which indicate that
For any |ξ ∈ P, there exists an element X ∈ M + such that |ξ = vec(X), thus
|ξ , |η are any given vectors in P. There exist two elements X, Y ∈ M + such that |ξ = vec(X) and |η = vec(Y). Then
vec(Z) ∈ P and vec(−Z) ∈ P, which implies that −Z, Z 0, i.e. Z = 0 ⇐⇒ vec(Z) = 0.
Therefore P ∩ (−P) = {0}.
If |ζ satisfies that J|ζ = |ζ , then there is an element T ∈ M such that |ζ = vec(T) and vec(T) = J vec(T), which is equivalent to the following formula:
Now by employing the Jordan decomposition of operators, we have
where T + , T − ∈ M + and T + T − = 0. This means that
and vec(T + ), vec(T − ) = T + , T − HS = Tr (T + T − ) = 0. Denote |ζ 1 = vec(T + ) and |ζ 2 = vec(T − ), then |ζ = |ζ 1 − |ζ 2 with |ζ 1 ⊥|ζ 2 .
For any |ς ∈ H, there is an element Y |ς ∈ M such that |ς = vec(Y |ς ). Now since Y |ς can be represented by at most four positive element in H + , H − , K + , K − ∈ M + as follows:
Setting vec(H + ) = |ς 1 , vec(H − ) = |ς 2 , vec(K + ) = |ς 3 and vec(K − ) = |ς 4 , we have
Clearly, |ς 1 , |ς 2 , |ς 3 , |ς 4 ∈ P. Finally, H indeed is linearly spanned by P.
Since any normal positive form ω ∈ M * ,+ , it follows that |Ω = vec(D 1 2 ω ) is the vector representative of |ω in P:
Given any normal positive forms ω |ξ and ω |η for |ξ , |η ∈ P, thus we have |ξ = vec(X) and |η = vec(Y) for X, Y ∈ M + :
In what follows, we prove the following inequality:
By employing Schwarz inequality, we have
Next, we write the spectral decomposition of X − Y as follows: 
The desired inequality is obtained. , t ∈ (0, +∞), 
