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Abstract 
Complexity in manufacturing arises due to the intertwined relationships between products and their manufacturing systems. If 
the system/product relations can be retrieved automatically and efficiently, complex systems would be better designed and 
utilized to manufacture more products effectively. In this paper, a comprehensive method is used to explore the inter-
relationships in the products domain and machines domain, and map the relations between products and systems. The method 
uses structure learning by Bayesian Networks to capture and analyze these relations, hence facilitating synthesis of new systems 
and product. A case study of parts and respective machines for producing them is used to demonstrate the method. Results show 
that the dependency relations among products and systems features can be extracted by analyzing existing instances of related 
entities such as machines/products and specifications without explicitly identifying the relations between them, which is akin to 
reverse engineering. Using Bayesian Networks and the most probable algorithm, a new composite part is obtained for a 3-axis 
machine with a tool magazine. This new information is based on the inferred Bayesian Network that links products and 
machines. Thus, future manufacturing systems and parts/machines co-design can be done robustly without much human 
interference. 
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1. Introduction  
     In the world of manufacturing, systems are developed 
and/or modified in response to changing products and 
increased variety. Often these systems continue to evolve 
and change rapidly without the complete utilization of their 
capabilities. A new method for mapping/modelling the 
dependency relations between products and manufacturing 
systems is proposed. Should these relations be discovered, 
then co-design of products and corresponding machines is 
facilitated. The proposed method approach discovers the 
different relations that link products with systems and 
predicts the maximum possible features that a part can have 
given the machine capabilities. The relations between 
products and machines are generally not clearly understood 
except by the experts. Hence, a model capable of extracting 
information and simplifying the different relations that exist 
between features of products and the capabilities of 
machines is needed. Such model would be used for 
assigning new parts’ to machines for processing. In the 
context of manufacturing, the concept of Evolving 
Parts/Products families has opened a new and promising 
area of research [1]. Extracting as much information as 
possible from the relations that exist between complex 
systems and products would facilitate the application of this 
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concept. Generally, the problem of designing new artefacts, 
whether they are products or systems, is divided into two 
known domains: analysis and synthesis. Analysis entails 
decomposing bigger wholes into smaller parts that can be 
better understood and manageable. Synthesis is the 
integration of small parts to form one big whole that 
performs a certain function or requirement. classified 
classes of Problems to be synthesized are classified into 
three categories [2]:  
 
x Problems with complete description 
x Problems with incomplete environment description 
x Problems with incomplete specifications and 
environment description 
 
     Ueda proposed a framework to achieve emergent 
synthesis in products’ design, manufacturing systems and 
relational emergence between customers and artefacts, but 
did not include a mathematical algorithm to achieve that 
emergence.  
     It was proposed to capture the relations between 
elements of conceptual design of a fluid power circuit using 
different techniques such as Artificial Neural Network 
(ANN), CN2 algorithm, and COBWEB algorithm, but the 
latter three did not provide satisfactory results unless the 
relations were very clear and could be deduced from the 
data [3]. ANN only dealt with numerical values and the 
weights were vague and not indicative of comprehensible 
physical meaning. In CN2, the rule learning is not 
sufficiently comprehensive to deal with all design situations, 
meaning that its maturity in inferring relations is not robust. 
The COBWEB algorithm classifies qualitative and 
categorical values into similar regions in a hierarchical 
manner [3]. Although the COBWEB algorithm developed a 
full representation of the fluid circuit design based on the 
considered cases in the designer archive, no further 
information was deduced and no conclusions were drawn 
about the causations and relations between different 
elements to help in inferring future circuit designs.  
     Cladistics, a hierarchical classification technique 
extensively used in biology, and trees reconciliation was 
used in comparative biological data analysis, combined with 
associated product features and manufacturing capabilities 
matrices reduction, to infer relations and associations 
between products and their manufacturing systems [1]. This 
method - Cladistics - was applied to a case study of machine 
tools and products. It was able to infer direct relations 
between different elements with good representation. If a 
machine capability appeared in the machine cladogram, then 
a corresponding feature would appear in the products 
cladogram and vice-versa. However, Cladistics method 
cannot determine inverse relations. This is because 
Cladistics does not depend on probabilities which may 
provide direct or inverse correlation.  This new concept of 
inverse relations in the manufacturing systems and products 
domains will be elaborated in the proposed method for 
integrating products and systems dependency modelling, 
analysis and synthesis. The main objective is to relate 
elements in the product-systems domain to each other. This 
necessitates the use of intelligent tools for discovering 
causations and correlations. In the following section, 
application of Bayesian networks will be discussed within 
the context of engineering and manufacturing. Although the 
method depends on extracting useful relations from existing 
products and systems, but it can be used to deduce future 
relations when new combination of products’ features is 
required. Each product feature can have different states 
(on/off, no surface/complex surfaces …etc.), on the other 
side, the examined products’ features do not contain every 
possible combination. Therefore, the designer will be 
provided by automated intelligent insight, to better select 
the machine capabilities that can efficiently produce the 
required product. 
2. Bayesian Network in Engineering and Manufacturing 
A Bayesian Network is a directed acyclic graph used to 
describe uncertainty in representing variables or hypotheses 
[4]. The graph consists of nodes; each node represents a 
discrete or continuous variable. The edges are the relations 
between nodes. The direction of the edge indicates the 
causation, where if AÆB, then A causes B. 
 
     In Fig. 1, there are two groups of nodes, parents and 
children. These names are relative, because, for example, 
the x6 node is the parent of both x11 and x14. The same 
node is the child of x1. The causal relation may be direct or 
inverse.  
 
 
Fig 1. A Bayesian Network  
 
The Bayesian Network can be built in one of two ways 
using: 1) expert knowledge or 2) structure learning from 
data. Expert’s ‘knowledge is often difficult to obtain, filter 
and analyze and is often very detailed. Comprehensive 
questionnaires have to be conducted to capture this 
knowledge. Bayesian Networks (BN) and Bayesian analysis 
have been used for a limited number of applications in 
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Nomenclature 
 
Cn.m       C is the capability 
    n is the capability number  
  m the is sub-capability activated only when    
  more than two states exist. 
Fi.j           F is the feature 
    i is the feature number  
  m the is sub-capability activated only when    
  more than two states exist. 
engineering. Bayesian analysis was used for the detection of 
manufacturing defects such as cracks in steel bars and for 
the inspection and detection of wire bundles in car tire belts 
[5]. BNs were used in the diagnosis of the root cause of  
rejecting castings due to certain casting defects in a pressure 
die casting process [6]. 
    In the field of life cycle engineering, BNs were used to 
select among the best alternatives for the design of oil 
platforms based on expected utility [7]. Simulation and 
Influence Diagrams (BNs coupled with decision making 
based on expected utility) were used to model the 
uncertainties on the shop-floor when considering job 
rescheduling [8]. Ontology and expert reports were used to 
define the appropriate knowledge domains that must be 
used when constructing BN to define the root cause of 
failure of dies used to produce auto parts [9] . The Bayesian 
Network was also used to infer relations between different 
features that can co-exist in a certain product [10]. In this 
paper, it is the first time to infer relations between products 
and their manufacturing systems using Bayesian Networks. 
3. Proposed Model 
     The objective is the mapping of relations between 
product domain and the complex manufacturing systems’ 
domain. These relations are normally captured by designing 
products first then systems and in that sequence, meaning 
that product architecture is used to determine needed 
systems but not the reverse. The main information needed 
to construct the model is the specifications and features of 
the systems and corresponding products. A suitable scheme 
would then be used to represent them. These data are used 
to infer all possible relations based on the Necessary Path 
Condition (NPC) algorithm which is used to construct the 
causal diagram connecting different variables [11]. 
     
In this paper, the different variables will be both of features 
and capabilities of products and machines respectively. The 
level of significance should be around 0.05. As this value 
increases, the NPC tends to assume relations that have no 
grounds. As the level of significance decreases, the model 
tends to assume that the characteristic and feature are not 
related and are completely independent of each other. 
   Fig. 3 is a graphical representation of the necessary steps 
in the proposed method to identify the patterns of both 
products features and system (machines) capabilities as 
detailed next: 
1. The matrix describing the structure and the 
information of both products and features are 
aggregated to form one unified machine-product 
matrix. 
2. Level of significance is determined (most of the time 
and through past empirical experiments it is set from 
0.05 to 0.09) 
3. The Necessary Path Condition algorithm is used to 
determine the causal structure of the Bayesian network 
that describes the relation between features and 
capabilities. 
4. Some ambiguous regions that define different possible 
dependency relations between nodes in the Bayesian 
Network may be formed; this may occur if more data 
is needed.  The more data is used the less ambiguous 
are the formed regions. 
5. For resolving conflicts in ambiguity regions, as an 
example, if a feature A of product 1 has a possible two 
relations: with a feature B of product 1 or with 
capability C of machine 1. Then the relation between 
feature A and capability C is selected. 
6. The Estimation-Maximization algorithm is used to 
determine the joint distribution probability for the 
Bayesian network [12]. 
7. Using the most probable algorithm, the maximum 
possible composite part for a new machine can be 
obtained. 
Different stages of the model are implemented using Hugin 
Lite software [13]. 
4. Case Study 
The case study comprised two different but related 
domains: products and machines (Table 1 and Table 2). 
Each machine has different capabilities that fully define 
them. The representation of these features and capabilities 
follows the OPITZ method of classification  to capture the 
different elements of products/systems, in addition to the 
encoding scheme in [1], which splits capabilities into 
Estimation-
Maximization 
Algorithm 
Bayesian Network 
Most probable configuration algorithm 
Incidence 
matrix for 
products 
features and 
system
Dependency 
relations 
between 
systems and 
Structure learning 
by Necessary Path 
Condition 
Fig. 3. IDEF0 of the proposed model 
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different states as described next. The nomenclature of the 
used symbols is as follows: 
In table 1, all features and capabilities have different states. 
Each state represents a certain variant (e.g. in describing 
machine structures: 0 means a vertical milling machine, and 
1 means horizontal). Some capabilities or features have 
more than two states. For instance, axes of motion (C2) 
have three different states: 
 
    If C2.1 and C2.2 = 0, then the machine has 3 axis of 
motion.  
x If C2.1 = 1 and C2.2 = 0, then the machine has 4 
axis of motion. 
x If C2.1 and C2.2 = 1, then the machine has 5 axis 
of motion. These capabilities, with more than two 
states, when represented in the Bayesian Network 
are represented by the children nodes not the 
parent node. This is because children nodes give 
more information about the machine than the 
parent nodes. Fig. 4 describes an example of 
machine and part encoding.  
 
5. Results  
Table 2 is an incidence matrix describes both of capabilities 
and features. This table is the input from which the 
Bayesian Network is deduced using NPC algorithm (Fig.3).    
In Fig. 5, using the steps detailed in the IDEF0 diagram of 
the proposed model (Fig. 3), different types of nodes are 
shown connected to each other. Each node represents either 
a product feature or a machine characteristic. The software 
by Hugin Lite is used to execute all of the structure learning 
and inference. The NPC algorithm detected a relation 
between machine structure (vertical/horizontal) and product 
special surfaces (presence or absence of grooves/keyways). 
Therefore, when a horizontal machine is used as an input 
(probability = 1) in the inference engine of the most 
probable configuration algorithm, it suggests that, 
according to data, the keyways/ grooves will not be possible 
to machine (probability = 0). 
    Of course this outcome is not universal and will vary 
depending on the data used in the product/ machine matrix. 
The obtained relations can be interpreted as follows: C3Æ 
F6 means that machine characteristic 3 (number of 
machining heads) is an enabler of product feature 6 
(auxiliary holes). If the relation between product feature 6 
and machine characteristic 5 is taken into consideration 
with the latter statement, we can deduce that machine 
capabilities 3 and 5 should appear together when product 
feature 6 appears.  Looking at feature 4.2 (product with 
stepped surfaces in more than one direction) and 5.2 
(products with complex surfaces), it can be observed that 
both of them are separate parents of machine capability 2.1. 
This means that the presence of any of these features will 
necessitate the presence of at least 4 axes of motion in the 
machine. 
 
 
Table 1. Coding of machine/part information (Adapted from [1]) 
 
Machine 
Capabilities 
(C) 
Capabilities 
Types 
Part Features (F) Features Types 
1. Structure 0ÆVertical 
1ÆHorizonta
l 
1. Dimensionality 0ÆRail 
1ÆCube 
2. Axes of 
motion 
 0Æ3 axes 
 1Æ4 axes 
 2Æ5 axes 
2. Shape 0ÆRectangular cross 
section         
1ÆNon rectangular 
 2ÆCompound cross 
section 
3. Number of  
heads 
0Æ1 
Machining 
head          
1Æ2 
Machining 
head 
3. Rotational 
features 
0Æ Don’t exist 
1Æ Exist 
4. Number of 
spindles 
 0ÆNo 
spindle 
 ÆTurning    
spindle 
4. Machined 
surfaces 
0Æ1direction  
1ÆStepped surfaces 
from 1 direction 
2ÆStepped from 2 
directions 
5. Turret/tool 
magazine 
0ÆNon 
1ÆExists 
5. Special surfaces 0ÆNo features 
1ÆKeyways/grooves 
2ÆComplex surfaces 
6. Control 0Æ Manual 
1ÆCNC 
6. Auxiliary holes 0Æ None 
1ÆExist 
 
Milling 
Machine 
NT-CNC4XV 
Part MNT 
F6.1: 
Auxiliary 
Holes 
F4.1: 
Stepped 
from 
one 
direction 
F3.1: 
Rotational 
Features 
F5.2: 
Complex 
Surface 
F1.1: 
Cube 
F2.2: 
Compound 
Block 
C3.1: Two 
Machining 
Heads 
C1.0: 
Vertical 
Structure 
F2.2: 
Compoun
d Block 
C2.1: 4 
axes of 
motion 
C4.1: 
Turnin
g 
Spindle 
Fig.4 Example of a milling machine and part coding 
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F6 F5.2 F4.2 F5.1 F1 
F3 
C5 
C3 C6 
F4.1 
C2.1 
C4 
F2.2 
C2.2 
F2.1 
C1 
Fig. 5. Machines and parts directed acyclic causal graph 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
The proposed model is capable as well of detecting 
relations between the features within the same product. This 
is clear in the relationship between feature 1 
(dimensionality: rail or cube) and feature 2.1 (non-
rectangular cross section shape). This detection can provide 
good insight about the coupling degree of a product design, 
and whether the design is coupled, uncoupled or decoupled. 
For example, when the product features a rail profile, the 
 
 
 
 
 
 
 
 
 
 
 
 
shape most likely will be a non-rectangular cross section or 
a compound block shape with different level surfaces. One 
of the nodes (machine characteristic 2.2 representing 5 axes 
capability) is not connected to any other node because the 5 
axes of motion machines are universal machines and can 
produce any complex shaped part, hence, typically the 
manufacturer does not revert to this solution unless it is 
needed due to its higher operating cost. 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
To test the proposed method, the manufacturer has acquired 
a new 3-axis CNC machine with a tool magazine and 
wishes to determine its full functional capability based on 
earlier products and machines data. Usually, this is done in 
an informal and non-methodical manner, which often 
negatively impacts the machine utilization and increases the 
overhead cost. The new probability of the System-Product 
Bayesian Network is as follows: 
 
x Capabilities 2.1, 2.2 = 0 (3-axis) 
x Capabilities  5, 6 = 1 (Tool magazine, CNC) 
 
    The above values are considered new evidence in the 
Bayesian network probabilities. Then the most probable 
configuration algorithm is used to determine the expected 
and most preferred corresponding part that can be 
manufactured using this machine [14].  
    Table 3 compares the results of the previous knowledge 
discovery method using cladistics [1] and the Bayesian 
Networks method proposed in this paper. Both methods 
agree that the part is Cubic, non-rectangular, and has 
stepped machined surfaces in one direction with no grooves 
or keyways. The difference between the two methods 
appears in product features 2.2 and 6 and the appearance of 
machine characteristic C3. According to the proposed 
model, the horizontal milling machine cannot produce 
compound shapes - only rectangular shapes (capabilities 
2.1, 2.2 = 0), also auxiliary holes can be machined but 
conditional on the presence of machine characteristic C3, as  
was  predicted by [1]. The results and the obtained Bayesian 
network suggest that product feature 2.2 (compound cross-
section) needs machine characteristic C4 (turning spindle) 
in order to access the opposite side of the work piece.  
         Capabilities 
Machines 
C1 C2  C3 C4 C5 C6     Features 
Products 
F1 F2  F3 F4  F5  F6 
  C1.2 C2.2       F2.1 F2.2  F4.1 F4.2 F5.1 F5.2  
 
HRZM-
Conv3XH 
 
1 
 
0 
 
0 
 
0 
 
0 
 
0 
 
0 
 
BLOC-
Block 
 
1 
 
0 
 
0 
 
0 
 
0 
 
0 
 
0 
 
0 
 
0 
VERM-
Conv3XV 
0 0 0 0 0 0 0 BLOK- 
Keyed 
Block 
1 0 0 0 0 0 1 0 0 
HG-CNC3XH 1 0 0 0 0 0 1 BLOS- 
Stairs 
Block 
1 0 1 0 1 0 0 0 0 
NH-CNC4XH 1 1 0 0 0 0 1 ANG- 
Wedge 
0 1 0 0 1 1 0 0 0 
NT-CNC4XV 0 1 0 1 1 1 1 MNT- 
Mount 
Block 
1 0 1 1 1 0 1 1 1 
NMH-
CNC5XH 
1 1 1 0 0 0 1 BLD-
Blade 
0 1 0 0 1 1 1 1 0 
NMV-
CNC5XV 
0 1 1 0 1 0 1 ROT- 
Rotor 
Blade Hub 
1 0 1 1 1 1 1 1 0 
Table 2. The complete information that describes 7 different machines and parts (Adapted from [1]) 
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6. Conclusions and Future Work 
    The extraction, representation, and modelling of existing 
design knowledge regarding both complex systems and 
products are essential for the development and evolution of 
new products and systems. In manufacturing research 
literature, constructing Bayesian Networks depended only 
on expert opinions and surveys. In this paper, for the first 
time, the structure learning NPC algorithm was used to 
model a Bayesian Network that captures/models different 
relations in a manufacturing domain. A case study is used to 
demonstrate the capability of the new developed model.  
 
    The used case study focussed on composite parts and 
milling machines used to produce them where dependency 
and conditional relations were obtained. Using the most 
probable configuration algorithm, a probabilistic inference 
was made using most probable algorithm to obtain new 
part-machine assignment in order to more fully utilize 
machine capabilities. Different kinds of relations were 
obtained regarding inter- and intra-relations in the system-
product domain. This will help in future part assignment 
and the co-design of design of new products and machines. 
Future work includes utilizing more techniques in data 
mining and knowledge discovery, which can help in 
analyzing, understanding, relating and synthesizing 
different components of products and complex 
manufacturing systems. 
7. References  
[1] Algeddawy, T. and ElMaraghy, H. Manufacturing systems synthesis 
using knowledge discovery. CIRP Annals - Manufacturing 
Technology; 2011;  60(Compendex): 437-440. 
[2] Ueda, K. Synthesis and emergence - research overview. Artificial 
Intelligence in Engineering; 2001;  15(Copyright 2002, IEE): 321-7. 
[3] Potter, S., Darlington, M.J., Culley, S.J., and Chawdhry, P.K. Design 
synthesis knowledge and inductive machine learning. Artificial 
Intelligence for Engineering Design, Analysis and Manufacturing: 
AIEDAM; 2001;  15(Compendex): 233-249. 
[4] Haddawy, P. An overview of some recent developments in Bayesian 
problem solving techniques. AI Magazine;1999;  20(Copyright 1999, 
IEE): 11-20. 
[5] Ida, N., Li, M., and Roemer, L.E. Bayesian analysis in manufacturing 
instrumentation for test and evaluation. Electrical Engineering 
Problems in the Rubber and Plastics Industries, 1993., IEEE 
Conference Record of 1993 Forth-Fifth Annual Conference of;  1993 
[6] Lewis, R.W. and Ransing, R.S. Semantically constrained Bayesian 
network for manufacturing diagnosis. International Journal of 
Production Research; 1997;  35(Compendex): 2171-2187. 
[7] Zhu, J.Y. and Deshmukh, A. Application of Bayesian decision 
networks to life cycle engineering in Green design and manufacturing. 
Engineering Applications of Artificial Intelligence; 2003;  
16(Copyright 2005, IEE): 91-103. 
[8] Masruroh, N.A. and Poh, K.L. A Bayesian network approach to job-
shop rescheduling. 2007 IEEE International Conference on Industrial 
Engineering and Engineering Management, 2-4 Dec. 2007, Piscataway, 
NJ, USA, IEEE;  2007 
[9] Pradhan, S., Singh, R., Kachru, K., and Narasimhamurthy, S. A 
Bayesian network based approach for root-cause-analysis in 
manufacturing process. 2007 International Conference on 
Computational Intelligence and Security - CIS 2007, 15-19 Dec. 2007, 
Piscataway, NJ, USA, IEEE;  2007 
[10] Hanafy, M. and ElMaraghy, H., Products’ Features Dependency 
Inference using Bayesian Networks for New Product Designs, in ICMS 
2011 - 44th CIRP Conference on Manufacturing Systems. 2011: 
Wisconcin, USA. 
[11] Steck, H., Constraint-Based Structural Learning in Bayesian 
Networks using Finite Data Sets, in Information Department. 2001, 
Technical Munchen University: Munchen. 
[12] Dempster, A.P., Laird, N.M., and Rubin, D.B. Maximum likelihood  
from incomplete data via the EM algorithm. Journal of the Royal 
Statistical Society. Series B (Methodological); 1977: 1-38. 
[13] Madsen, A.L., Lang, M., Kjaerulff, U.B., and Jensen, F. The Hugin 
Tool for learning Bayesian networks. Symbolic and Quantitative 
Approaches to Reasoning with Uncertainty. 7th European Conference, 
ECSQARU 2003. Proceedings, 2-5 July 2003, Berlin, Germany, 
Springer-Verlag;  2003 
[14] Dawid, A.P. Applications of a general propagation algorithm for 
probabilistic expert systems. Statistics and Computing; 1992;  
2(Copyright 1992, IEE): 25-36. 
 
 
 
 
 New Machine  Deduced Composite Part 
 C1 C2.1 C2.2 C3 C4 C5 C6 F1 F2.1 F2.2 F3 F4.1 F4.2 F5.1 F5.2 F6 
Bayesian Network  1 0 0 1 0 1 1 1 0 0 0 1 0 0 0 1 
Cladistics  1 0 0 0 0 1 1 1 0 1 0 1 0 0 0 0 
Table 3. 3-axis CNC Machine with a tool magazine  
