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Abstract
This chapter provides a brief introduction to the mathematics and
physics of the Kerr spacetime and rotating black holes, touching on
the most common coordinate representations of the spacetime metric
and the key features of the geometry — the presence of horizons and
ergospheres. The coverage is by no means complete, and serves chiefly
to orient oneself when reading subsequent chapters.
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1 Background
The Kerr spacetime has now been with us for some 45 years [1, 2]. It was
discovered in 1963 through an intellectual tour de force, and continues to pro-
vide highly nontrivial and challenging mathematical and physical problems
to this day.
The final form of Albert Einstein’s general theory of relativity was de-
veloped in November 1915 [3, 4], and within two months Karl Schwarzschild
(working with one of the slightly earlier versions of the theory) had already
solved the field equations that determine the exact spacetime geometry of
a non-rotating “point particle” [5]. It was relatively quickly realised, via
Birkhoff’s uniqueness theorem [6–9], that the spacetime geometry in the vac-
uum region outside any localized spherically symmetric source is equivalent,
up to a possible coordinate transformation, to a portion of the Schwarzschild
geometry — and so of direct physical interest to modelling the spacetime
geometry surrounding and exterior to idealized non-rotating spherical stars
and planets. (In counterpoint, for modelling the interior of a finite-size
spherically symmetric source, Schwarzschild’s “constant density star” is a
useful first approximation [10]. This is often referred to as Schwarzschild’s
“interior” solution, which is potentially confusing as it is an utterly distinct
physical spacetime solving the Einstein equations in the presence of a speci-
fied distribution of matter.)
Considerably more slowly, only after intense debate was it realised that
the “inward” analytic extension of Schwarzschild’s “exterior” solution rep-
resents a non-rotating black hole, the endpoint of stellar collapse [11]. In
the most common form (Schwarzschild coordinates, also known as curvature
coordinates), which is not always the most useful form for understanding the
physics, the Schwarzschild geometry is described by the line element
ds2 = −
[
1− 2m
r
]
dt2 +
dr2
1− 2m/r + r
2(dθ2 + sin2 θ dφ2), (1)
where the parameter m is the physical mass of the central object.
But astrophysically, we know that stars (and for that matter planets)
rotate, and from the weak-field approximation to the Einstein equations we
even know the approximate form of the metric at large distances from a
stationary isolated body of mass m and angular momentum J [12–18]. In
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suitable coordinates:
ds2 = −
[
1− 2m
r
+O
(
1
r2
)]
dt2 −
[
4J sin2 θ
r
+O
(
1
r2
)]
dφ dt
+
[
1 +
2m
r
+O
(
1
r2
)] [
dr2 + r2(dθ2 + sin2 θ dφ2)
]
. (2)
This approximate metric is perfectly adequate for almost all solar system
tests of general relativity, but there certainly are well-known astrophysical
situations (e.g., neutron stars) for which this approximation is inadequate
— and so a “strong field” solution is physically called for. Furthermore,
if a rotating star were to undergo gravitational collapse, then the resulting
black hole would be expected to retain at least some fraction of its initial
angular momentum — thus suggesting on physical grounds that somehow
there should be an extension of the Schwarzschild geometry to the situation
where the central body carries angular momentum.
Physicists and mathematicians looked for such a solution for many years,
and had almost given up hope, until the Kerr solution was discovered in
1963 [1] — some 48 years after the Einstein field equations were first devel-
oped. From the weak-field asymptotic result we can already see that angular
momentum destroys spherical symmetry, and this lack of spherical symmetry
makes the calculations much more difficult. It is not that the basic principles
are all that different, but simply that the algebraic complexity of the compu-
tations is so high that relatively few physicists or mathematicians have the
fortitude to carry them through to completion.
Indeed it is easy to both derive and check the Schwarzschild solution
by hand, but for the Kerr spacetime the situation is rather different. For
instance in Chandrasekhar’s magnum opus on black holes [19], only part of
which is devoted to the Kerr spacetime, he is moved to comment:
“The treatment of the perturbations of the Kerr space-time
in this chapter has been prolixius in its complexity. Perhaps, at a
later time, the complexity will be unravelled by deeper insights.
But meantime, the analysis has led us into a realm of the rococo:
splendorous, joyful, and immensely ornate.”
More generally, Chandrasekhar also comments:
“The nature of developments simply does not allow a presentation
that can be followed in detail with modest effort: the reductions
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that are required to go from one step to another are often very
elaborate and, on occasion, may require as many as ten, twenty,
or even fifty pages.”
Of course the Kerr spacetime was not constructed ex nihilo. Some of Roy
Kerr’s early thoughts on this and related matters can be found in [20, 21],
and over the years he has periodically revisited this theme [22–29].
For practical and efficient computation in the Kerr spacetime many re-
searchers will prefer to use general symbolic manipulation packages such as
Maple, Mathematica, or more specialized packages such as GR-tensor. When
used with care and discretion, symbolic manipulation tools can greatly aid
physical understanding and insight.1
Because of the complexity of calculations involving the Kerr spacetime
there is relatively little textbook coverage dedicated to this topic. An early
discussion can be found in the textbook by Adler, Bazin, and Schiffer [14,
1975 second edition]. The only dedicated single-topic textbook I know of is
that by O’Neill [30]. There are also comparatively brief discussions in the
research monograph by Hawking and Ellis [31], and the standard textbooks
by Misner, Thorne, and Wheeler [15], D’Inverno [16], Hartle [17], and Car-
roll [18]. One should particularly note the 60-page chapter appearing in the
very recent 2006 textbook by Pleban´ski and Krasin´ski [32]. An extensive and
highly technical discussion of Kerr black holes is given in Chadrasekhar [19],
while an exhaustive discussion of the class of spacetimes described by Kerr–
Schild metrics is presented in the book “Exact Solutions to Einstein’s Field
Equations” [33].
To orient the reader I will now provide some general discussion, and ex-
plicitly present the line element for the Kerr spacetime in its most commonly
used coordinate systems. (Of course the physics cannot depend on the co-
ordinate system, but specific computations can sometimes be simplified by
choosing an appropriate coordinate chart.)
1For instance, the standard distribution of Maple makes some unusual choices for its
sign conventions. The signs of the Einstein tensor, Ricci tensor, and Ricci scalar (though
not the Riemann tensor and Weyl tensor) are opposite to what most physicists and math-
ematicians would expect.
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2 No Birkhoff theorem
Physically, it must be emphasised that there is no Birkhoff theorem for rotat-
ing spacetimes — it is not true that the spacetime geometry in the vacuum
region outside a generic rotating star (or planet) is a part of the Kerr ge-
ometry. The best result one can obtain is the much milder statement that
outside a rotating star (or planet) the geometry asymptotically approaches
the Kerr geometry.
The basic problem is that in the Kerr geometry all the multipole mo-
ments are very closely related to each other — whereas in real physical stars
(or planets) the mass quadrupole, octopole, and higher moments of the mass
distribution can in principle be independently specified. Of course from elec-
tromagnetism you will remember that higher n-pole fields fall off as 1/r2+n,
so that far away from the object the lowest multipoles dominate — it is in
this asymptotic sense that the Kerr geometry is relevant for rotating stars or
planets.
On the other hand, if the star (or planet) gravitationally collapses — then
classically a black hole can be formed. In this case there are a number of
powerful uniqueness theorems which guarantee the direct physical relevance
of the Kerr spacetime, but as the unique exact solution corresponding to
stationary rotating black holes, (as opposed to merely being an asymptotic
solution to the far field of rotating stars or planets).
3 Kerr’s original coordinates
The very first version of the Kerr spacetime geometry to be explicitly written
down in the literature was the line element [1]
ds2 = −
[
1− 2mr
r2 + a2 cos2 θ
] (
du+ a sin2 θ dφ
)2
+2
(
du+ a sin2 θ dφ
) (
dr + a sin2 θ dφ
)
+(r2 + a2 cos2 θ) (dθ2 + sin2 θ dφ2). (3)
The key features of this spacetime geometry are:
• Using symbolic manipulation software it is easy to verify that this man-
ifold is Ricci flat, Rab = 0, and so satisfies the vacuum Einstein field
equations. Verifying this by hand is at best tedious.
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• There are three off-diagonal terms in the metric — which is one of the
features that makes computations tedious.
• By considering (for instance) the guu component of the metric, it is
clear that for m 6= 0 there is (at the very least) a coordinate singularity
located at r2 + a2 cos2 θ = 0, that is:
r = 0; θ = π/2. (4)
We shall soon see that this is actually a curvature singularity. In these
particular coordinates there are no other obvious coordinate singulari-
ties.
• Since the line element is independent of both u and φ we immediately
deduce the existence of two Killing vectors. Ordering the coordinates
as (u, r, θ, φ) the two Killing vectors are
Ua = (1, 0, 0, 0); Ra = (0, 0, 0, 1). (5)
Any constant-coefficient linear combination of these Killing vectors will
again be a Killing vector.
• Setting a→ 0 the line element reduces to
ds2 → −
[
1− 2m
r
]
du2 + 2 du dr + r2 (dθ2 + sin2 θ dφ2), (6)
which is the Schwarzschild geometry in the so-called “advanced Edding-
ton–Finkelstein coordinates”. Based on this, by analogy the line ele-
ment (3) is often called the advanced Eddington–Finkelstein form of
the Kerr spacetime. Furthermore since we know that r = 0 is a curva-
ture singularity in the Schwarzschild geometry, this strongly suggests
(but does not yet prove) that the singularity in the Kerr spacetime at
(r = 0, θ = π/2) is a curvature singularity.
• Setting m→ 0 the line element reduces to
ds2 → ds20 = −
(
du+ a sin2 θ dφ
)2
+2
(
du+ a sin2 θ dφ
) (
dr + a sin2 θ dφ
)
+(r2 + a2 cos2 θ) (dθ2 + sin2 θ dφ2), (7)
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which is actually (but certainly not obviously) flat Minkowski spacetime
in disguise. This is most easily seen by using symbolic manipulation
software to verify that for this simplified line element the Riemann
tensor is identically zero: Rabcd → 0.
• For the general situation, m 6= 0 6= a, all the non-zero components of
the Riemann tensor contain at least one factor of m.
• Indeed, in a suitably chosen orthonormal basis the result can be shown
to be even stronger: All the non-zero components of the Riemann tensor
are then proportional to m:
Raˆbˆcˆdˆ ∝ m. (8)
(This point will be discussed more fully below, in the section on the
rational polynomial form of the Kerr metric. See also the discussion
in [32].)
• Furthermore, the only nontrivial quadratic curvature invariant is
Rabcd R
abcd = Cabcd C
abcd (9)
=
48m2(r2 − a2 cos2 θ) [(r2 + a2 cos2 θ)2 − 16r2a2 cos2 θ)]
(r2 + a2 cos2 θ)6
,
guaranteeing that the singularity located at
r = 0; θ = π/2, (10)
is actually a curvature singularity. (We would have strongly suspected
this by considering the a→ 0 case above.)
• In terms of the m = 0 line element we can put the line element into
manifestly Kerr–Schild form by writing
ds2 = ds20 +
2mr
r2 + a2 cos2 θ
(
du+ a sin2 θ dφ
)2
, (11)
or the equivalent
gab = (g0)ab +
2mr
r2 + a2 cos2 θ
ℓa ℓb, (12)
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where we define
(g0)ab =


−1 1 0 0
1 0 0 a sin2 θ
0 0 r2 + a2 cos2 θ 0
0 a sin2 θ 0 (r2 + a2) sin2 θ

 , (13)
and
ℓa = (1, 0, 0, a sin
2 θ). (14)
• It is then easy to check that ℓa is a null vector, with respect to both
gab and (g0)ab, and that
gab = (g0)
ab − 2mr
r2 + a2 cos2 θ
ℓa ℓb, (15)
where
(g0)
ab =
1
r2 + a2 cos2 θ


a2 sin2 θ r2 + a2 0 −a
r2 + a2 r2 + a2 0 −a
0 0 1 0
−a −a 0 (sin2 θ)−1

 , (16)
and
ℓa = (0, 1, 0, 0). (17)
• The determinant of the metric takes on a remarkably simple form
det(gab) = −(r2 + a2 cos2 θ)2 sin2 θ = det([g0]ab), (18)
where the m dependence has cancelled. (This is a side effect of the fact
that the metric is of the Kerr–Schild form.)
• At the curvature singularity we have
ds20
∣∣
singularity
= −du2 + a2 dφ2, (19)
showing that, in terms of the “background” geometry specified by the
disguised Minkowski spacetime with metric (g0)ab, the curvature singu-
larity is a “ring”. Of course in terms of the “full” geometry, specified
by the physical metric gab, the intrinsic geometry of the curvature sin-
gularity is, unavoidably and by definition, singular.
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• The null vector field ℓa is an affinely parameterized null geodesic:
ℓa ∇aℓb = 0. (20)
• More generally
ℓ(a;b) =


0 0 0 0
0 0 0 0
0 0 r 0
0 0 0 r sin2 θ


ab
− m(r
2 − a2 cos2 θ)
(r2 + a2 cos2 θ)2
ℓa ℓb. (21)
(And it is easy to see that this automatically implies the null vector
field ℓa is an affinely parameterized null geodesic.)
• The divergence of the null vector field ℓa is also particularly simple
∇aℓa = 2r
r2 + a2 cos2 θ
. (22)
• Furthermore, with the results we already have it is easy to calculate
ℓ(a;b) ℓ
(a;b) = ℓ(a;b)g
bcℓ(c;d)g
da = ℓ(a;b)[g0]
bcℓ(c;d)[g0]
da =
2r2
(r2 + a2 cos2 θ)2
,
(23)
whence
ℓ(a;b) ℓ
(a;b)
2
− (∇aℓ
a)2
4
= 0. (24)
This invariant condition implies that the null vector field ℓa is “shear
free”.
• Define a one-form ℓ by
ℓ = ℓa dx
a = du+ a sin2 θ dφ, (25)
then
dℓ = a sin 2θ dθ ∧ dφ 6= 0, (26)
but implying
dℓ ∧ dℓ = 0. (27)
The Kerr spacetime: A brief introduction Matt Visser 10
• Similarly
ℓ ∧ dℓ = a sin 2θ du ∧ dθ ∧ dφ 6= 0, (28)
but in terms of the Hodge-star we have the invariant relation
∗ (ℓ ∧ dℓ) = − 2a cos θ
r2 + a2 cos2 θ
ℓ, (29)
or in component notation
ǫabcd(ℓb ℓc,d) = − 2a cos θ
r2 + a2 cos2 θ
ℓa. (30)
This allows one to pick off the so-called “twist” as
ω = − a cos θ
r2 + a2 cos2 θ
(31)
This list of properties is a quick, but certainly not exhaustive, survey of the
key features of the spacetime that can be established by direct computation
in this particular coordinate system.
4 Kerr–Schild “Cartesian” coordinates
The second version of the Kerr line element presented in the original arti-
cle [1], also discussed in the early follow-up conference contribution [2], was
defined in terms of “Cartesian” coordinates (t, x, y, z):
ds2 = −dt2 + dx2 + dy2 + dz2 (32)
+
2mr3
r4 + a2z2
[
dt+
r(x dx+ y dy)
a2 + r2
+
a(y dx− x dy)
a2 + r2
+
z
r
dz
]2
,
subject to r(x, y, z), which is now a dependent function not a coordinate,
being implicitly determined by:
x2 + y2 + z2 = r2 + a2
[
1− z
2
r2
]
. (33)
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• The coordinate transformation used in going from (3) to (32) is
t = u− r; x+ iy = (r − ia) eiφ sin θ; z = r cos θ. (34)
Sometimes it is more convenient to explicitly write
x = (r cos φ+a sinφ) sin θ =
√
r2 + a2 sin θ cos[φ−arctan(a/r)]; (35)
y = (r sinφ− a cosφ) sin θ =
√
r2 + a2 sin θ sin[φ− arctan(a/r)]; (36)
and so deduce
x2 + y2
sin2 θ
− z
2
cos2 θ
= a2, (37)
or the equivalent
x2 + y2
r2 + a2
+
z2
r2
= 1. (38)
• The m→ 0 limit is now manifestly Minkowski space
ds2 → ds20 = −dt2 + dx2 + dy2 + dz2. (39)
Of course the coordinate transformation (34) used in going from (3) to
(32) is also responsible for taking (7) to (39).
• The a→ 0 limit is
ds2 → −dt2 + dx2 + dy2 + dz2 (40)
+
2m
r
[
dt+
(x dx+ y dy + z dz)
r
]2
,
now with
r =
√
x2 + y2 + z2. (41)
After a change of coordinates this can also be written as
ds2 → −dt2 + dr2 + r2(dθ2 + sin2 θ dφ2) + 2m
r
[dt+ dr]2 , (42)
which is perhaps more readily recognized as the Schwarzschild space-
time. In fact if we set u = t+ r then we regain the Schwarzschild line
element in advanced Eddington–Finkelstein coordinates; compare with
equation (6).
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• The full m 6= 0 6= a metric is now manifestly of the Kerr–Schild form
gab = ηab +
2mr3
r4 + a2z2
ℓa ℓb, (43)
where now
ℓa =
(
1,
rx+ ay
r2 + a2
,
ry − ax
r2 + a2
,
z
r
)
. (44)
Here ℓa is a null vector with respect to both gab and ηab and
gab = ηab − 2mr
3
r4 + a2z2
ℓa ℓb, (45)
with
ℓa =
(
−1, rx+ ay
r2 + a2
,
ry − ax
r2 + a2
,
z
r
)
. (46)
• Define R2 = x2 + y2 + z2 then explicitly
r(x, y, z) =
√
R2 − a2 +√(R2 − a2)2 + 4a2z2
2
, (47)
where the positive root has been chosen so that r → R at large dis-
tances. Because of this relatively complicated expression for r(x, y, z),
direct evaluation of the Ricci tensor via symbolic manipulation pack-
ages is prohibitively expensive in terms of computer resources — it is
better to check the Rab = 0 in some other coordinate system, and then
appeal to the known trivial transformation law for the zero tensor.
• Consider the quadratic curvature invariant Rabcd Rabcd = Cabcd Cabcd,
which we have already seen exhibits a curvature singularity at (r = 0,
θ = π/2). In this new coordinate system the curvature singularity is
located at
x2 + y2 = a2; z = 0. (48)
Again we recognize this as occurring on a “ring”, now in the (x, y, z)
“Cartesian” background space.
• In these coordinates the existence of a time-translation Killing vector,
with components
Ka = (1, 0, 0, 0) (49)
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is obvious. Less obvious is what happens to the azimuthal (rotational)
Killing vector, which now takes the form
Ra = (0, 0, y,−x). (50)
• Note that in these coordinates
gtt = −1− 2mr
3
r4 + a2z2
, (51)
and consequently
gab ∇at ∇bt = −1− 2mr
3
r4 + a2z2
. (52)
Thus ∇t is certainly a timelike vector in the region r > 0, implying that
this portion of the manifold is “stably causal”, and that if one restricts
attention to the region r > 0 there is no possibility of forming closed
timelike curves. However, if one chooses to work with the maximal
analytic extension of the Kerr spacetime, then the region r < 0 does
make sense (at least mathematically), and certainly does contain closed
timelike curves. (See for instance the discussion in Hawking and El-
lis [31].) Many (most?) relativists would argue that this r < 0 portion
of the maximally extended Kerr spacetime is purely of mathematical
interest and not physically relevant to astrophysical black holes.
So there is a quite definite trade-off in going to Cartesian coordinates — some
parts of the geometry are easier to understand, others are more obscure.
5 Boyer–Lindquist coordinates
Boyer–Lindquist coordinates are best motivated in two stages: First, con-
sider a slightly different but completely equivalent form of the metric which
follows from Kerr’s original “advanced Eddington–Finkelstein” form (3) via
the coordinate substitution
u = t+ r, (53)
in which case
ds2 = −dt2
+dr2 + 2a sin2 θ dr dφ+ (r2 + a2 cos2 θ) dθ2 + (r2 + a2) sin2 θ dφ2
+
2mr
r2 + a2 cos2 θ
(
dt+ dr + a sin2 θ dφ
)2
. (54)
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Here the second line is again simply flat 3-space in disguise. An advantage
of this coordinate system is that t can naturally be thought of as a time
coordinate — at least at large distances near spatial infinity. There are
however still 3 off-diagonal terms in the metric so this is not yet any great
advance on the original form (3). One can easily consider the limits m→ 0,
a→ 0, and the decomposition of this metric into Kerr–Schild form, but there
are no real surprises.
Second, it is now extremely useful to perform a furtherm-dependent coor-
dinate transformation, which will put the line element into Boyer–Lindquist
form:
t = tBL + 2m
∫
r dr
r2 − 2mr + a2 ; φ = −φBL − a
∫
dr
r2 − 2mr + a2 ; (55)
r = rBL; θ = θBL. (56)
Making the transformation, and dropping the BL subscript, the Kerr line-
element now takes the form:
ds2 = −
[
1− 2mr
r2 + a2 cos2 θ
]
dt2 − 4mra sin
2 θ
r2 + a2 cos2 θ
dt dφ (57)
+
[
r2 + a2 cos2 θ
r2 − 2mr + a2
]
dr2 + (r2 + a2 cos2 θ) dθ2
+
[
r2 + a2 +
2mra2 sin2 θ
r2 + a2 cos2 θ
]
sin2 θ dφ2.
• These Boyer–Lindquist coordinates are particularly useful in that they
minimize the number of off-diagonal components of the metric — there
is now only one off-diagonal component. We shall subsequently see
that this helps particularly in analyzing the asymptotic behaviour, and
in trying to understand the key difference between an “event horizon”
and an “ergosphere”.
• Another particularly useful feature is that the asymptotic (r → ∞)
behaviour in Boyer–Lindquist coordinates is
ds2 = −
[
1− 2m
r
+O
(
1
r3
)]
dt2 −
[
4ma sin2 θ
r
+O
(
1
r3
)]
dφ dt
+
[
1 +
2m
r
+O
(
1
r2
)] [
dr2 + r2(dθ2 + sin2 θ dφ2)
]
. (58)
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From this we conclude that m is indeed the mass and J = ma is indeed
the angular momentum.
• If a→ 0 the Boyer–Lindquist line element reproduces the Schwarzschild
line element in standard Schwarzschild curvature coordinates.
• If m→ 0 Boyer–Lindquist line element reduces to
ds2 → −dt2 + r
2 + a2 cos θ2
r2 + a2
dr2 (59)
+(r2 + a2 cos θ2) dθ2 + (r2 + a2) sin2 θ dφ2.
This is flat Minkowski space in so-called “oblate spheroidal” coordi-
nates, and you can relate them to the usual Cartesian coordinates of
Euclidean 3-space by defining
x =
√
r2 + a2 sin θ cosφ; (60)
y =
√
r2 + a2 sin θ sinφ; (61)
z = r cos θ. (62)
• One can re-write the Boyer–Lindquist line element as
ds2 = −dt2 + r
2 + a2 cos θ2
r2 + a2
dr2 (63)
+(r2 + a2 cos θ2) dθ2 + (r2 + a2) sin2 θ dφ2
+
2m
r
{[
dt− a sin2 θ dφ]2
(1 + a2 cos2 θ/r2)
+
(1 + a2 cos2 θ/r2) dr2
1− 2m/r + a2/r2
}
.
In view of the previous comment, this makes it clear that the Kerr
geometry is of the form (flat Minkowski space) + (distortion). Note
however that this is not a Kerr–Schild decomposition for the Boyer–
Lindquist form of the Kerr line element.
• Of course there will still be a Kerr–Schild decomposition of the metric
gab = (g0)ab +
2mr
r2 + a2 cos2 θ
ℓa ℓb, (64)
but its form in Boyer–Lindquist coordinates is not so obvious. In these
coordinates we have
ℓ = dt+
r2 + a2 cos2 θ
r2 − 2mr + a2 dr − a sin
2 θ dφ, (65)
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or the equivalent
ℓa =
(
1,+
r2 + a2 cos2 θ
r2 − 2mr + a2 , 0,−a sin
2 θ
)
. (66)
Perhaps more surprisingly, at least at first glance, because of the m-
dependent coordinate transformation used in going to Boyer–Lindquist
coordinates the “background” metric (g0)ab takes on the form:

−1 − 2mr
r2−2mr+a2 0 0
− 2mr
r2−2mr+a2
(r2+a2 cos2 θ)(r2−4mr+a2)
(r2−2mr+a2)2 0
2mar sin2 θ
r2−2mr+a2
0 0 r2 + a2 cos2 θ 0
0 2mar sin
2 θ
r2−2mr+a2 0 (r
2 + a2) sin2 θ

 .
(67)
This is (arguably) the least transparent form of representing flat Min-
kowski space that one is likely to encounter in any reasonably natural
setting. (That this is again flat Minkowski space in disguise can be
verified by using symbolic manipulation packages to compute the Rie-
mann tensor and checking that it is identically zero.) In short, while
Boyer–Lindquist coordinates are well adapted to some purposes, they
are very ill-adapted to probing the Kerr–Schild decomposition.
• In these coordinates the time translation Killing vector is
Ka = (1, 0, 0, 0), (68)
while the azimuthal Killing vector is
Ra = (0, 0, 0, 1). (69)
• In Boyer–Lindquist coordinates, (because the r and θ coordinates have
not been modified, and because the Jacobian determinants arising from
the coordinate transformations (53) and (55)–(56) are both unity),
the determinant of the metric again takes the relatively simple m-
independent form
det(gab) = − sin2 θ (r2 + a2 cos2 θ)2 = det([g0]ab). (70)
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• In Boyer–Lindquist coordinates, (because the r and θ coordinates have
not been modified), the invariant quantity Rabcd R
abcd looks identical
to that calculated for the line element (3). Namely:
Rabcd R
abcd =
48m2(r2 − a2 cos2 θ) [(r2 + a2 cos2 θ)2 − 16r2a2 cos2 θ)]
(r2 + a2 cos2 θ)6
.
(71)
• On the axis of rotation (θ = 0, θ = π), the Boyer–Lindquist line element
reduces to:
ds2
∣∣
on−axis = −
[
1− 2m/r + a2/r2
1 + a2/r2
]
dt2
+
[
1 + a2/r2
1− 2m/r + a2/r2
]
dr2. (72)
This observation is useful in that it suggests that the on-axis geometry
(and in particular the on-axis causal structure) is qualitatively similar
to that of the Reissner–Nordstro¨m geometry.
• On the equator (θ = π/2) one has
ds2
∣∣
equator
= −
[
1− 2m
r
]
dt2 − 4ma
r
dt dφ (73)
+
dr2
1− 2m/r + a2/r2 +
[
r2 + a2 +
2ma2
r
]
dφ2.
Alternatively
ds2
∣∣
equator
= −dt2 + dr
2
1− 2m/r + a2/r2 + (r
2 + a2) dφ2
+
2m
r
(dt+ a dφ)2. (74)
This geometry is still rather complicated and, in contrast to the on-axis
geometry, has no “simple” analogue. (See, for example, [34].)
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6 “Rational polynomial” coordinates
Starting from Boyer–Lindquist coordinates, we can define a new coordinate
by χ = cos θ so that χ ∈ [−1, 1]. Then sin θ =
√
1− χ2 and
dχ = sin θ dθ ⇒ dθ = dχ√
1− χ2 (75)
In terms of these (t, r, χ, φ) coordinates the Boyer–Lindquist version of the
Kerr spacetime becomes
ds2 = −
{
1− 2mr
r2 + a2χ2
}
dt2 − 4amr(1− χ
2)
r2 + a2χ2
dφ dt
+
r2 + a2χ2
r2 − 2mr + a2 dr
2 + (r2 + a2χ2)
dχ2
1− χ2
+(1− χ2)
{
r2 + a2 +
2ma2r(1− χ2)
r2 + a2χ2
}
dφ2. (76)
This version of the Kerr metric has the virtue that all the metric components
are now simple rational polynomials of the coordinates — the elimination of
trigonometric functions makes computer-based symbolic computations much
less resource intensive — some calculations speed up by factors of 100 or
more.
• For instance, the quadratic curvature invariant
Rabcd Rabcd =
48(r2 − a2χ2)[(r2 + a2χ2)2 − 16r2a2χ2]
(r2 + a2χ2)6
, (77)
can (on a “modern” laptop, ca. 2008) now be extracted in a fraction
of a second — as opposed to a minute or more when trigonometric
functions are involved.2
• More generally, consider the (inverse) tetrad
eAa =


e0a
e1a
e2a
e3a

 (78)
2Other computer-based symbolic manipulation approaches to calculating the curvature
invariants have also been explicitly discussed in [35].
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specified by

√
r2−2mr+a2
r2+a2χ2
0 0 −a(1− χ2)
√
r2−2mr+a2
r2+a2χ2
0
√
r2+a2χ2
r2−2mr+a2 0 0
0 0
√
r2+a2χ2
1−χ2 0
−a
√
1−χ2
r2+a2
0 0
√
1−χ2
r2+a2
(r2 + a2)


,
(79)
which at worst contains square roots of rational polynomials. Then it
is easy to check
gab e
A
a e
B
b = η
AB; ηAB e
A
a e
B
b = gab. (80)
• Furthermore, the associated tetrad is
eA
a =


e0
a
e1
a
e2
a
e3
a

 (81)
specified by

r2+a2√
(r2−2mr+a2)(r2+a2χ2)
0 0 a√
(r2−2mr+a2)(r2+a2χ2)
0
√
r2+a2χ2
r2−2mr+a2 0 0
0 0
√
r2+a2χ2
1−χ2 0
a
√
1−χ2
r2+a2
0 0 1√
(1−χ2)(r2+a2)


.
(82)
• In this orthonormal basis the non-zero components of the Riemann
tensor take on only two distinct (and rather simple) values:
R0101 = −2R0202 = −2R0303 = 2R1212 = 2R1313 = −R2323
= −2mr(r
2 − 3a2χ2)
(r2 + a2χ2)3
, (83)
and
R0123 = R0213 = −R0312 = 2maχ(3r
2 − a2χ2)
(r2 + a2χ2)3
. (84)
(See the related discussion in [32].)
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• As promised these orthonormal components of the Riemann tensor are
now linear in m. Furthermore, note that the only place where any of
the orthonormal components becomes infinite is where r = 0 and χ = 0
— thus verifying that the ring singularity we identified by looking at
the scalar Rabcs R
abcd is indeed the whole story — there are no other
curvature singularities hiding elsewhere in the Kerr spacetime.
• On the equator, χ = 0, the only non-zero parts of the Riemann tensor
are particularly simple
R0101 = −2R0202 = −2R0303 = 2R1212 = 2R1313 = −R2323
= −2m
r3
, (85)
which are the same as would arise in the Schwarzschild geometry.
• On the axis of rotation, χ = ±1, we have
R0101 = −2R0202 = −2R0303 = 2R1212 = 2R1313 = −R2323
= −2mr(r
2 − 3a2)
(r2 + a2)3
, (86)
and
R0123 = R0213 = −R0312 = ±2ma(3r
2 − a2)
(r2 + a2)3
. (87)
7 Doran coordinates
The coordinates relatively recently introduced by Chris Doran (in 2000) [36]
give yet another view on the Kerr spacetime. This coordinate system was
specifically developed to be as close as possible to the Painleve´–Gullstrand
form of the Schwarzschild line element [37–39], a form that has become more
popular over the last decade with continued developments in the “analogue
spacetime” programme.
Specifically, one takes the original Eddington–Finkelstein form of the Kerr
line element (3) and performs the m-dependent substitutions
du = dt+
dr
1 +
√
2mr/(r2 + a2)
; (88)
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dφ = dφDoran +
a dr
r2 + a2 +
√
2mr(r2 + a2)
. (89)
After dropping the subscript “Doran”, in the new (t, r, θ, φ) coordinates Do-
ran’s version of the Kerr line element takes the form [36]:
ds2 = −dt2 + (r2 + a2 cos2 θ) dθ2 + (r2 + a2) sin2 θ dφ2 (90)
+
[
r2 + a2 cos2 θ
r2 + a2
] {
dr +
√
2mr(r2 + a2)
r2 + a2 cos2 θ
(dt− a sin2 θ dφ)
}2
.
Key features of this line element are:
• As a→ 0 one obtains
ds2 → −dt2 +
{
dr +
√
2m
r
dt
}2
+ r2(dθ2 + sin2 θ dφ2), (91)
which is simply Schwarzschild’s geometry in Painleve´–Gullstrand form [37–
39].
• As m→ 0 one obtains
ds2 → ds20 = −dt2 +
[
r2 + a2 cos2 θ
r2 + a2
]
dr2 (92)
+(r2 + a2 cos2 θ) dθ2 + (r2 + a2) sin2 θ dφ2,
which is flat Minkowski space in oblate spheroidal coordinates.
• Verifying that the line element is Ricci flat is best done with a symbolic
manipulation package.
• Again, since the r and θ coordinates have not changed, the explicit
formulae for det(gab) and R
abcd Rabcd are unaltered from those obtained
in the Eddington–Finkelstein or Boyer–Lindquist coordinates.
• A nice feature of the Doran form of the metric is that for the con-
travariant inverse metric
gtt = −1. (93)
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In the language of the ADM formalism, the Doran coordinates slice
the Kerr spacetime in such a way that the “lapse” is everywhere unity.
This can be phrased more invariantly as the statement
gab ∇at ∇bt = −1, (94)
implying
gab ∇at ∇c∇bt = 0, (95)
whence
(∇at) gab ∇b(∇ct) = 0. (96)
That is, the vector field specified by
W a = ∇at = gab ∇bt = gta (97)
is an affinely parameterized timelike geodesic. Integral curves of the
vector W a = ∇at (in the Doran coordinate system) are thus the closest
analogue the Kerr spacetime has to the notion of a set of “inertial
frames” that are initially rest at infinity, and are then permitted to
free-fall towards the singularity.
• Because of this unit lapse feature, it might at first seem that in Do-
ran coordinates the Kerr spacetime is stably causal and that causal
pathologies are thereby forbidden. However the coordinate transfor-
mation leading to the Doran form of the metric breaks down in the
region r < 0 of the maximally extended Kerr spacetime. (The coor-
dinate transformation becomes complex.) So there is in fact complete
agreement between Doran and Kerr–Schild forms of the metric: The
region r > 0 is stably causal, and timelike curves confined to lie in the
region r > 0 cannot close back on themselves.
There is also a “Cartesian” form of Doran’s line element in (t, x, y, z)
coordinates. Slightly modifying the presentation of [36], the line element is
given by
ds2 = −dt2 +dx2 +dy2 +dz2 + (F 2 Va Vb + F [VaSb + SaVb]) dxa dxb, (98)
where
F =
√
2mr
r2 + a2
(99)
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and where r(x, y, z) is the same quantity as appeared in the Kerr–Schild
coordinates, cf. equation (33). Furthermore
Va =
√
r2(r2 + a2)
r2 + a2z2
(
1,
ay
r2 + a2
,
−ax
r2 + a2
, 0
)
, (100)
and
Sa =
√
r2(r2 + a2)
r4 + a2z2
(
0,
rx
r2 + a2
,
ry
r2 + a2
,
z
r
)
. (101)
It is then easy to check that V and S are orthonormal with respect to the
“background” Minkowski metric ηab:
ηab VaVb = −1; ηab VaSb = 0; ηab SaSb = +1. (102)
These vectors are not orthonormal with respect to the full metric gab but are
nevertheless useful for investigating principal null congruences [36].
8 Other coordinates?
We have so far seen various common coordinate systems that have been used
over the past 44 years to probe the Kerr geometry. As an open-ended exercise,
one could find [either via Google, the arXiv, the library, or original research]
as many different coordinate systems for Kerr as one could stomach. Which
of these coordinate systems is the “nicest”? This is by no means obvious.
It is conceivable (if unlikely) that other coordinate systems may be found in
the future that might make computations in the Kerr spacetime significantly
simpler.
9 Horizons
To briefly survey the key properties of the horizons and ergospheres occurring
in the Kerr spacetime, let us concentrate on using the Boyer–Lindquist co-
ordinates. First, consider the components of the metric in these coordinates.
The metric components have singularities when either
r2 + a2 sin2 θ = 0, that is, r = 0 and θ = π/2, (103)
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Outer ergosurface
Inner ergosurface
r+
E
= m+
√
m2 − a2 cos2 θ
r
−
= m −
√
m2 − a2
r−
E
= m −
√
m2 − a2 cos2 θ
z
y
x
Symmetry axis θ = 0, pi
Outer event horizon
r+ = m+
√
m2 − a2
Inner event horizon
Ring singularity
x2 + y2 = a2 and z = 0
Ergoregion
Figure 1: Schematic location of the horizons, ergosurfaces, and curvature
singularity in the Kerr spacetime.
or
1− 2m/r + a2/r2 = 0, that is, r = r± ≡ m±
√
m2 − a2. (104)
The first of these possibilities corresponds to what we have already seen is a
real physical curvature singularity, since Rabcd R
abcd →∞ there. In contrast
Rabcd R
abcd remains finite at r±.
In fact the second option above (r = r±) corresponds to all orthonormal
curvature components and all curvature invariants being finite — it is a
coordinate singularity but not a curvature singularity. Furthermore as a→ 0
we have the smooth limit that r± → 2m, the location of the horizon in the
Schwarzschild geometry. We will therefore tentatively identify r± as the
locations of the inner and outer horizons. (I shall restrict attention to the
case a < m to avoid having to deal with either the extremal case a = m or
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the naked singularities that occur for a > m.)
Consider now the set of 3-dimensional surfaces formed by fixing the r
coordinate to take on some specified fixed value r = r∗, and letting the
other three coordinates (t, θ, φ) run over their respective ranges. On these 3-
dimensional surfaces the induced metric is found by formally setting dr → 0
and r → r∗ so that
ds23−surface = −dt2 + (r2∗ + a2 cos θ2) dθ2 + (r2∗ + a2) sin2 θ dφ2
+
2m
r∗
[
dt− a sin2 θ dφ]2
(1 + a2 cos2 θ/r2∗)
. (105)
Now we could calculate the determinant of this 3-metric directly. Alterna-
tively we could use the the block-diagonal properties of the metric in Boyer–
Lindquist coordinates plus the fact that for the full (3+1) dimensional metric
we have already observed
det(gab) = − sin2 θ (r2 + a2 cos2 θ)2, (106)
to allow us to deduce that on the 3-surface r = r∗:
det(gij)3−surface = − sin2 θ (r2∗ + a2 cos2 θ) (r2∗ − 2mr∗ + a2). (107)
Now for r∗ > r+ or r∗ < r− the determinant det(gij)3−surface is negative,
which is a necessary condition for these 3-surfaces to be (2+1) dimensional
[two space plus one time dimension]. For r∗ ∈ (r−, r+) the determinant
det(gij)3−surface is positive, indicating the lack of any time dimension — the
label “t” is now misleading and “t” actually denotes a spacelike direction.
Specifically at what we shall soon see are the inner and outer horizons,
r∗ = r±, the determinant is zero — indicating that the induced 3-metric
[gij]3−surface is singular [in the sense of being represented by a singular ma-
trix, not in the sense that there is a curvature singularity] everywhere on
both of these 3-surfaces.
In particular, since [gij] is a singular matrix, then at each point in either
of the 3-surface at r = r± there will be some 3-vector Li that lies in the
3-surface r = r± such that
[gij ] L
i = 0, (108)
which implies in particular
[gij] L
i Lj = 0. (109)
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Now promote the 3-vector Li [which lives in 3-dimensional (t, θ, φ) space] to
a 4-vector by tacking on an extra coefficient that has value zero:
Li → La = (Lt, 0, Lθ, Lφ). (110)
Then in the (3+1) dimensional sense we have
gab L
a Lb = 0 (La only defined at r = r±) (111)
That is: There is a set of curves, described by the vector La, that lie precisely
on the 3-surfaces r = r± and which do not leave those 3-surfaces. Further-
more on the surfaces r = r± these curves are null curves and La is a null
vector. Note that these null vector fields La are defined only on the inner an
outer horizons r = r± and that they are quite distinct from the null vector
field ℓa occurring in the Kerr–Schild decomposition of the metric, that vector
field being defined throughout the entire spacetime.
Physically, the vector fields La correspond to photon “orbits” that skim
along the surface if the inner and outer horizons without either falling in or
escaping to infinity. You should then be able to easily convince yourself that
the outer horizon is an “event horizon” [“absolute horizon”] in the sense of
being the boundary of the region from which null curves do not escape to
infinity, and we shall often concentrate discussion on the outer horizon r+.
Indeed if we define quantities Ω± by
Ω± =
a
2mr±
=
a
r2± + a2
, (112)
and now define
La± = (L
t
±, 0, 0, L
φ
±) = (1, 0, 0,Ω±), (113)
then it is easy to check that
gab(r±) L
a
± L
b
± = 0 (114)
at the 3 surfaces r = r± respectively. That is, the spacetime curves
X(t) = (t, r(t), θ(t), φ(r)) = (t, r±, θ0, φ0 + Ω± t) (115)
are an explicit set of null curves (so they could represent photon trajectories)
that skim along the 3-surfaces r = r±, the outer and inner horizons.
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In fact r+ is the “event horizon” of the Kerr black hole, and Ω+ is a
constant over the 3-surface r = r+. This is a consequence of the “rigidity
theorems”, and the quantity Ω+ is referred to as the “angular velocity” of the
event horizon. The event horizon “rotates” as though it were a solid body.
(Somewhat counter-intuitively, the inner horizon also rotates as though it
were a solid body, but with a different angular velocity Ω−.)
Because the inner and outer horizons are specified by the simple condition
r = r±, you might be tempted to deduce that the horizons are “spherical”.
Disabuse yourself of this notion. We have already looked at the induced ge-
ometry of the 3-surface r = r± and found the induced metric to be described
by a singular matrix. Now let’s additionally throw away the t direction, and
look at the 2-surface r = r±, t = 0, which is a 2-dimensional “constant time”
slice through the horizon. Following our previous discussion for 3-surfaces
the intrinsic 2-geometry of this slice is described by [40]
ds22−surface = (r
2
± + a
2 cos2 θ) dθ2 +
(
4m2r2±
r2± + a2 cos2 θ
)
sin2 θ dφ2,
(116)
or equivalently
ds22−surface = (r
2
± + a
2 cos2 θ) dθ2 +
(
[r2± + a
2]2
r2± + a2 cos2 θ
)
sin2 θ dφ2.
(117)
So while the horizons are topologically spherical, they are emphatically not
geometrically spherical. In fact the area of the horizons is [40]
A±H = 4π(r
2
± + a
2) = 8π(m2 ±
√
m4 −m2a2) = 8π(m2 ±
√
m4 − L2). (118)
Furthermore, the Ricci scalar is [40]
R2−surface =
2(r2± + a
2) (r2± − 3a2 cos2 θ)
(r2± + a2 cos2 θ)3
. (119)
At the equator
R2−surface → 2(r
2
± + a
2)
r4±
> 0, (120)
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but at the poles
R2−surface → 2(r
2
± + a
2) (r2± − 3a2)
(r2± + a2)3
. (121)
So the intrinsic curvature of the outer horizon (the event horizon) can actually
be negative near the axis of rotation if 3a2 > r2+, corresponding to a >
(
√
3/2) m — and this happens before one reaches the extremal case a = m
where the event horizon vanishes and a naked singularity forms.
The Ricci 2-scalar of the outer horizon is negative for
θ < cos−1
(
r+√
3a
)
, or θ > π − cos−1
(
r+√
3a
)
, (122)
which only has a non-vacuous range if a > (
√
3/2) m. In contrast, on the
inner horizon the Ricci 2-scalar goes negative for
θ < cos−1
(
r−√
3a
)
, or θ > π − cos−1
(
r−√
3a
)
, (123)
which always includes the region immediately surrounding the axis of rota-
tion. In fact for slowly rotating Kerr spacetimes, a ≪ m, the Ricci scalar
goes negative on the inner horizon for the rather large range
θ . π/2− 1
2
√
3
a
m
; θ & π/2− 1
2
√
3
a
m
. (124)
In contrast to the intrinsic geometry of the horizon, in terms of the Carte-
sian coordinates of the Kerr–Schild line element the location of the horizon
is given by
x2 + y2 +
(
r2± + a
2
r2±
)
z2 = r2± + a
2, (125)
which implies
x2 + y2 +
(
2m
r±
)
z2 = 2mr±. (126)
So in terms of the background geometry (g0)ab the event horizons are a much
simpler pair of oblate ellipsoids. But like the statement that the singularity
is a “ring”, this is not a statement about the intrinsic geometry — it is
instead a statement about the mathematically convenient but fictitious flat
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Minkowski space that is so useful in analyzing the Kerr–Schild form of the
Kerr spacetime. The semi-major axes of the oblate ellipsoids are
Sx = Sy =
√
2mr± ≤ 2m; (127)
and
Sz = r± ≤
√
2mr± ≤ 2m. (128)
The eccentricity is
e± =
√
1− S
2
z
S2x
=
√
1− r±
2m
. (129)
The volume interior to the horizons, with respect to the background Minkowski
metric, is easily calculated to be
V ±0 =
4π
3
(2m)r2±. (130)
The surface area of the horizons, with respect to the background Minkowski
metric, can then be calculated using standard formulae due to Lagrange:
A±0 = 2π(2m)r±
[
1 +
1− e2±
2e±
ln
(
1 + e±
1− e±
)]
. (131)
This however is not the intrinsic surface area, and is not the quantity relevant
for the second law of black hole mechanics — it is instead an illustration and
warning of the fact that while the background Minkowski metric is often
an aid to visualization, this background should not be taken seriously as an
intrinsic part of the physics.
10 Ergospheres
There is a new concept for rotating black holes, the “ergosphere”, that does
not arise for non-rotating black holes. Suppose we have a rocket ship and
turn on its engines, and move so as to try to “stand still” at a fixed point in
the coordinate system — that is, suppose we try to follow the world line:
X(t) = (t, r(t), θ(t), φ(r)) = (t, r0, θ0, φ0) . (132)
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Are there locations in the spacetime for which it is impossible to “stand still”
(in this coordinate dependent sense)? Now the tangent vector to the world
line of an observer who is “standing still” is
T a =
dXa(t)
dt
= (1, 0, 0, 0), (133)
and a necessary condition for a physical observer to be standing still is that
his 4-trajectory should be timelike. That is, we need
g(T, T ) < 0. (134)
But
g(T, T ) = gab T
a T b = gtt, (135)
so in the specific case of the Kerr geometry (in Boyer–Lindquist coordinates)
g(T, T ) = −
(
1− 2mr
r2 + a2 cos2 θ
)
. (136)
But the RHS becomes positive once
r2 − 2mr + a2 cos2 θ < 0. (137)
That is, defining
r±E(m, a, θ) ≡ m±
√
m2 − a2 cos2 θ, (138)
the RHS becomes positive once
r−E(m, a, θ) < r < r
+
E(m, a, θ). (139)
The surfaces r = r±E(m, a, θ), between which it is impossible to stand still,
are known as the “stationary limit” surfaces.
Compare this with the location of the event horizons
r± ≡ m±
√
m2 − a2. (140)
We see that
r+E(m, a, θ) ≥ r+ ≥ r− ≥ r−E(m, a, θ). (141)
In fact r+E(m, a, θ) ≥ r+ with equality only at θ = 0 and θ = π (corresponding
to the axis of rotation). Similarly r−E(m, a, θ) ≤ r− with equality only at the
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axis of rotation. (This inner stationary limit surface touches the inner horizon
on the axis of rotation, but then plunges down to the curvature singularity
r = 0 at the equator, θ = π/2.)
Restricting attention to the “outer” region: There is a region between
the outer stationary limit surface and the outer event horizon in which it is
impossible to “stand still”, but it is still possible to escape to infinity. This
region is known as the “ergosphere”. Note that as rotation is switched off,
a → 0, the stationary limit surface moves to lie on top of the event horizon
and the ergosphere disappears. (Sometimes one sees authors refer to the
stationary limit surface as the “ergosurface”, and to refer to the ergosphere
as the “ergoregion”. Some authors furthermore use the word “ergoregion” to
refer to the entire region between the stationary limit surfaces — including
the black hole region located between the horizons.)
• By setting r = r±E(m, a, θ) and then replacing
dr → dr±E =
(
dr±E
dθ
)
dθ = ± a
2 cos θ sin θ√
m2 − a2 cos2 θ dθ (142)
one can find the intrinsic induced 3-geometry on the ergosurface. One
form of the result is
ds23−geometry = −2a sin2 θ dt dφ (143)
+
2m3r±E
m2 − a2 cos2 θ dθ
2 + 2
[
mr±E + a
2 sin2 θ
]
sin2 θ dφ2.
This result is actually quite horrid, since if we wish to be explicit
ds23−geometry = −2a sin2 θ dt dφ (144)
+
2m3(m±√m2 − a2 cos2 θ)
m2 − a2 cos2 θ dθ
2
+2
[
m(m±
√
m2 − a2 cos2 θ) + a2 sin2 θ
]
sin2 θ dφ2.
• By now additionally setting dt = 0 one can find the intrinsic induced
2-geometry on an instantaneous constant time-slice of the ergosur-
face [41]. One obtains
ds22−geometry = +
2m3(m±√m2 − a2 cos2 θ)
m2 − a2 cos2 θ dθ
2
+2
[
m(m±
√
m2 − a2 cos2 θ) + a2 sin2 θ
]
sin2 θ dφ2.
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• The intrinsic area of the ergosurface can then be evaluated as an explicit
expression involving two incomplete Elliptic integrals [41]. A more
tractable approximate expression for the area of the outer ergosurface
is [41]
A+E = 4π
[
(2m)2 + a2 +
3a4
20m2
+
33a6
280m4
+
191a8
2880m6
+O
(
a10
m8
)]
.
(145)
• The 2-dimensional Ricci scalar is easily calculated but is again quite
horrid [41]. A tractable approximation is
R+E =
1
2m2
[
1 +
3(1− 6 cos2 θ)a2
4m2
− 3(1− 5 cos
2 θ + 3 cos4 θ)a4
8m4
+O
(
a6
m6
)]
. (146)
On the equator of the outer ergosurface there is a simple exact result
that
R+E(θ = π/2) =
4m2 + 5a2
4m2(2m2 + a2)
. (147)
At the poles the Ricci scalar has a delta function contribution coming
from conical singularities at the north and south poles of the ergosur-
face. Near the north pole the metric takes the form
ds2 = K
[
dθ2 +
(
1− a
2
m2
)
θ2 dφ2 +O(θ4)
]
, (148)
where K is an irrelevant constant.
• An isometric embedding of the outer ergosurface and a portion of the
outer horizon in Euclidean 3-space is presented in figure 2. Note the
conical singularities at the north and south poles.
• The same techniques applied to the inner ergosurface yield
A−E = 4π
[
2
√
2− 1
3
a2 +
12
√
2− 13a4
20m2
+
292
√
2− 283a6
280m4
+O
(
a8
m6
)]
,
(149)
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Figure 2: Isometric embeddings in Euclidean space of the outer ergosurface
and a portion of the outer horizon. For these images a = 0.90 m. A cut
to show the (partial) outer horizon, which is not isometrically embeddable
around the poles, is shown. The polar radius of the ergosurface diverges for
a→ m as the conical singularities at the poles become more pronounced.
and
R−E = −
2(5− 2 cos2 θ)
(2− cos2 θ)2a2 −
76− 198 cos2 θ + 128 cos4 θ − 25 cos6 θ
2(8− 12 cos2 θ + 6 cos4 θ − cos6 θ)m2
+O
(
a2
m4
)
. (150)
• At the equator, the inner ergosurface touches the physical singularity.
In terms of the intrinsic geometry of the inner ergosurface this shows up
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as the 2-dimensional Ricci scalar becoming infinite. The metric takes
the form
ds2 = a2(θ−π/2)2dθ2+a2{2−3(θ−π/2)2} dφ2+O[(θ−π/2)4], (151)
and after a change of variables can be written
ds2 = dh2 + {2a2 − 6a|h|} dφ2 +O[h2]. (152)
At the poles the inner ergosurface has conical singularities of the same
type as the outer ergosurface. See equation (148).
• Working now in Kerr–Schild Cartesian coordinates, since the ergosur-
face is defined by the coordinate condition gtt = 0, we see that this
occurs at
r4 − 2mr3 + a2z2 = 0. (153)
But recall that r(x, y, z) is a rather complicated function of the Carte-
sian coordinates, so even in the “background” geometry the ergosurface
is quite tricky to analyze. In fact it is better to describe the ergosurface
parametrically by observing√
x2E + y
2
E =
√
rE(θ)2 + a2 sin θ; zE = rE(θ) cos θ. (154)
That is√
x2E + y
2
E =
([
m±
√
m2 − a2 cos2 θ
]2
+ a2
)
sin θ; (155)
zE = (m±
√
m2 − a2 cos2 θ) cos θ. (156)
So again we see that the ergosurfaces are quite tricky to work with. See
figure 3 for a polar slice through the Kerr spacetime in these Cartesian
coordinates.
Putting these particular mathematical issues aside: Physically and astro-
physically, it is extremely important to realise that (assuming validity of the
Einstein equations, which is certainly extremely reasonable given their cur-
rent level of experimental and observational support) you should trust in the
existence of the ergosurface and event horizon (that is, the outer ergosurface
and outer horizon), and the region immediately below the event horizon.
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Figure 3: Polar slice through the Kerr spacetime in Cartesian Kerr–Schild
coordinates. Location of the horizons, ergosurfaces, and curvature singularity
is shown for a = 0.99 m and m = 1. Note that the inner and outer horizons
are ellipses in these coordinates, while the inner and outer ergosurfaces are
more complicated. The curvature singularity lies at the kink in the inner
ergosurface.
However you should not physically trust in the inner horizon or the inner
ergosurface. Although they are certainly there as mathematical solutions
of the exact vacuum Einstein equations, there are good physics reasons to
suspect that the region at and inside the inner horizon, which can be shown
to be a Cauchy horizon, is grossly unstable — even classically — and unlikely
to form in any real astrophysical collapse.
Aside from issues of stability, note that although the causal pathologies
The Kerr spacetime: A brief introduction Matt Visser 36
[closed timelike curves] in the Kerr spacetime have their genesis in the max-
imally extended r < 0 region, the effects of these causal pathologies can
reach out into part of the r > 0 region, in fact out to the inner horizon at
r = r− [31] — so the inner horizon is also a chronology horizon for the maxi-
mally extended Kerr spacetime. Just what does go on deep inside a classical
or semiclassical black hole formed in real astrophysical collapse is still being
debated — see for instance the literature regarding “mass inflation” for some
ideas [42]. For astrophysical purposes it is certainly safe to discard the r < 0
region, and almost all relativists would agree that it is safe to discard the
entire region inside the inner horizon r < r−.
11 Killing vectors
By considering the Killing vectors of the Kerr spacetime it is possible to
develop more invariant characterizations of the ergosurfaces and horizons.
The two obvious Killing vectors are the time translation Killing vector Ka
and the azimuthal Killing vector Ra; in addition any constant coefficient
linear combination aKa + bRa is also a Killing vector — and this exhausts
the set of all Killing vectors of the Kerr spacetime.
The time translation Killing vector Ka is singled out as being the unique
Killing vector that approaches a unit timelike vector at spatial infinity. The
vanishing of the norm
gab K
a Kb = 0 (157)
is an invariant characterization of the ergosurfaces — the ergosurfaces are
where the time translation Killing vector becomes null.
Similarly, the horizon is a null 3-surface (since it is defined by a set of
photon trajectories) that is further characterized by the fact that it is invari-
ant (since the photons neither fall into no escape from the black hole). This
implies that there is some Killing vector aKa + bRa that becomes null on
the horizon (a result that holds in any stationary spacetime, and leads to the
“rigidity theorem”). Without loss of generality we can set a→ 1 and define
b→ ΩH so that the horizon is invariantly characterized by the condition
gab (K
a + ΩH R
a) (Kb + ΩH R
b) = 0. (158)
It is then a matter of computation to verify that this current definition of
ΩH coincides with that in the previous discussion.
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12 Comments
There are a (large) number of things I have not discussed in this brief intro-
duction, but I have to cut things off somewhere. In particular, you can go
to several textbooks, the original literature, and the rest of this book to see
discussions of:
• The Kerr–Newman geometry (a charged rotating black hole).
• Carter–Penrose diagrams of causal structure.
• Maximal analytic extensions of the Kerr spacetime.
• Achronal regions and chronology horizons (time travel) in the idealized
Kerr spacetime.
• Extremal and naked Kerr spacetimes; cosmic censorship.
• Particle and photon orbits in the Kerr black hole.
• Geodesic completeness.
• Physically reasonable sources and possible “interior solutions” for the
Kerr spacetime.
• Penrose process — energy extraction from a rotating black hole.
• Black hole uniqueness theorems.
• Singularity theorems guaranteeing the formation of black holes in cer-
tain circumstances.
• The classic laws of black hole mechanics; area increase theorem.
• Black hole thermodynamics (Hawking temperature and Bekenstein en-
tropy).
These and other issues continue to provoke considerable ongoing research —
and I hope this brief introduction will serve to orient the reader, whet one’s
appetite, and provoke interest in the rest of this book.
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