Large volume of educational data has led to more challenging in predicting student's performance. In Malaysia currently, study about the performance of students in Malaysia institutions is very little being addressed. The previous studies are still insufficient to identify what factors contribute to student's achievements and lack of investigations on exploring pattern of student's behaviour that affecting their academic performance within Malaysia context. Therefore, predicting student's academic performance by using decision trees is proposed to improve student's achievements more effectively. The main objective of this paper is to provide an overview on predicting student's academic performance using by using data mining techniques. This paper also focuses on identifying the pattern of student's behaviour and the most important attributes that impact to the student's achievement. By using educational data mining techniques, the students, lecturers and academic institution are able to have a better understanding on the student's achievement.
Introduction
Student academic performance is important either to student itself or to a country development. This is because one of the component for a high ranking university is based on its excellent record of academic performances. Generally, students who get a better result in higher learning institution are more likely to be employed and have high salaries. Based on the previous literature, there are a lot of definitions on student's performance. Mat et al. (2013) stated that student's performance can be obtained by measuring the learning assessment and co-curriculum. However, most of the studies mentioned about graduation being the measure of student's success.
Currently, there are many techniques being utilized to analyse student's performance. Data mining is one of the most popular techniques to evaluate student's performance in educational area recently. Data mining is a process used to find hidden interesting information and patterns from a huge database Romero and Ventura (2010) . As a result, the useful information and patterns would help the students, lecturers and universities in improving an effective teaching and learning approach. This study will focus on:
1. Identifying the significant variables used in analysing student performance 2. Developing decision tree models for predicting student performance 3. Identifying the best decision tree model for predicting student performance The next section will focus on previous works related to decision tree and student academic performance. Then, a discussion on research methodology will be described in Section 3. Lastly, in Section 4, the detail results on the decision tree prediction methods are discussed and future work are outlined.
Literature Review
This study was aiming to compare and evaluate nine different type of decision tree model as to classify the student's Cumulative Grade Point Average (CGPA) into groups either below or above CGPA of 3.00. However, it is better to start with reviewing previous work that related to this study. Han and Kamber (2001) describe data mining as a tool that help the users to analyse data from different dimensions, categorize it and summarize the relationships which are identified during the mining process. Shana and Venkatachalam (2011) , utilized difference feature selection methods and have found that the influence of features give an impact on accuracy of the student performance model. Baradwaj and Pal (2011) analysed a data set of 50 Post Graduate students for mining students' performance using Decision tree method. They used different attributes that are not taken into consideration were economic background, technology exposure etc. Ruby and David (2015) , conducted a research on the predicting the students' academic performance and identified that 7 factors out of 16 initial factors are high influencing factors using various feature selection techniques like Chi square, Information Gain, Correlation, Linear Regression and Gain Ratio. Ramaswami and Bhaskaran (2010) have presented a predictive model using data mining approach to discover students' performance patterns in Maths, English and programming courses.
El-Hales (2008) did a study on evaluating student behaviour with identified factors that includes only personal and academic details of 151 students. Classification based on Decision tree was done followed by clustering and outlier analysis. Mohammed et al. (2012) applied the support vector machine and K-Nearest neighbour for discovering knowledge of graduate students' performance where the data had been collected for a period of 15 years [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] . Nguyen et al. (2007) , compared the efficiency of decision tree and Bayesian technique for predicting the academic performance of Under Graduate and Post Graduate students. They found that the decision tree provided better accuracy than the Bayesian. Ruby and David (2015) compared difference data mining algorithms and proved that multilayer perceptron neural network shows a best prediction which is followed by decision tree.
In educational data mining, there are several algorithms under classification task that have been applied to predict student's performance. Among the algorithms used are Decision tree, Artificial Neural Networks, Naive Bayes, K-Nearest Neighbor and Support Vector Machine. This study was aiming to compare and evaluate nine different type of decision tree model as to classify the student's CGPA into groups either below or above CGPA of 3.00. Decision Tree is one of a popular technique for prediction. Most of researchers have used this technique because of its simplicity and comprehensibility to uncover small or large data structure and predict the value (Kuyoro and Nnicolae, 2013; Vasile, 2007) . Romero and Ventura (2007) said that the decision tree models are easily understood because of their reasoning process and can be directly converted into set of IF-THEN rules. Examples of previous studies using Decision Tree method are predicting drop out features of student'sdata for academic performance Agarwal et al. (2012) , predicting third semester performance of MCA students Ajith et al. (2013) and also predicting the suitable career for a student through their behavioral patterns Al-Radaideh et al. (2006) .
Methodology
The dataset used for this study was taken from Universiti Utara Malaysia (UUM). The dataset consists of 7672 cases of intake, which included gender, ethnics, entry level, program, parents' income and age as explanatory variables, whereas the Response variable will be students' CGPA in the binary target (1 -low achiever, 0 -high achiever) as shown in Table 1 . The influencing attributes are selected and are used to classify and predict the student performance using SAS data mining tool. From the data, it was found that more female is enrolled in degree compared to male. As for the entry level of intake, most were from STPM, followed by Matriculation, Diploma, and others. The mode of the parents' income is at the range of RM1001.00 to RM2000.00, followed by RM501.00 to RM1000.00, RM2001.00 to RM3000.00, RM3001.00 to RM4000 and so on, whereas the least income range is RM10001.00 and above. The methodology will be described according to the SEMMA procedure where the input data will first be identified, followed by data description and pre-processing of the dataset. Next, the process used to develop the decision tree models where to classify the CGPA of the student into two groups which are below 3.00 and above 3.00.
Figure-2. Flow chart of the research process
We have tested different criterion for each of the method. For decision tree, we have tested several combinations of the number of branches (2, 3 and 4 branches) and different target splitting rules (Entropy, Gini, and Probability Chi-square). The steps required to develop the model are as shown:
Step 1: Let N-a (70%)as training sets and a (30%) as test sets, where N is the number of cases.
Step 2: Design the decision tree that consists of 2 branches with a maximum depth of 4.
Step 3: For Entropy impurity,
where c is the number of classes.
Step 5: Calculate weighted average impurity, choose the parent's node with lowest weighted average impurity.
where I(.) is the impurity measure of a given node, N is the total number of records at the parent node, k is the number of attributes value (class), ( )is the number of records associated with the child node .
Step 6: Determine the gain of each independent variable, the highest gain will be chosen as a first child node.
Step 7: Repeat the steps until reaches a depth of 4 branches. We have ran total of nine type criterion for decision tree methods. At last, we continue with the model comparison to compare the result that are obtain from these 9 models to find out the best fit model and have the best solution for our classification problem. In the comparison, we will choose the best solution based on the misclassification rate, the lowest rate of training and testing data is desired.
Results and Conclusions
In this study, there are nine decision tree models were tested by different combination of number of branches and interval splitting rules. Thus, based on the Table 3 , the decision tree model with 2 branches + Probability Chisquare splitting method, and the decision tree model with 3 branches + Probability Chi-square splitting method have the smallest misclassification rate in testing data which is 29.79%. However, decision tree model with 3 branches + Probability Chi-square splitting method have smaller misclassification rate in training data than decision tree model with 2 branches + Probability Chi-square splitting method (28.18% < 28.41%). Thus, decision tree model with 3 branches + Probability Chi-square splitting method is chosen as the best model to classify student performance among decision tree models. Based on the best model chosen (3 branches + ProbChisq), we can classify the students into high achiever (3.00 pointer and above) and low achiever (3.00 pointer and below) precisely. According to the Figure 3 , the most important variable in the best model is ethnics. Therefore, the parent node of this decision tree model is ethnics. This also represent the race of student is the most important variable to predict the CGPA of students either higher or lower than 3.00. However, the variable parent's income, age and entry level showed zero importance. In other words, the parent's income, student's age and admission qualification are the least important variables in this model and are excluded in this model.
Figure-3. Variable importance
There are seven leaf nodes generated from the decision tree model. Some of the interesting rules generated from the decision tree are shown in the Table 3 . In conclusion, after we compared nine decision tree models to classify student's academic performances in term of CGPA, we found that the decision tree with 3 branches and Probability Chi-square is the best technique among other models to predict either above (higher achiever) or below (lower achiever) CGPA of 3.00. Therefore, this decision tree model able to help us to determine the important variable that affecting academic performance as to furnish the higher-level education sectors with better investment in fostering a bunch of quality undergraduates. With using decision tree model, university authority or the Kementerian Pendidikan Malaysia will have a better understanding on the factors affecting students' CGPA so that further actions can be more effective and impactful in building a better generation.
As a recommendation for further research, we would suggest that more factors that can be used in this study such as socio-economic factors, socio-cultural factors or external and internal factors since we just focus on demographic factors in this study.
