Abstract-WiFi transmission can consume much energy on energy-constrained mobile devices. To improve energy efficiency, the Power Saving Management (PSM) has been standardized and applied. The standard PSM, however, may not deliver satisfactory energy efficiency in many cases as the wakeup strategy adopted by it cannot dynamically adapt to traffic pattern changes. Motivated by the fact that it has been more and more popular for a mobile device to have both WiFi and other low-power wireless interfaces such as Bluetooth and ZigBee, we propose a ZigBee-assisted Power Saving Management (ZPSM) scheme, leveraging the ZigBee interface to wake up WiFi interface on demand to improve energy efficiency without violating delay requirements. The simulation and prototype-based experiment results have shown that ZPSM can save energy significantly without violating delay requirements in various scenarios.
INTRODUCTION
P SM has been widely used in WiFi devices for power saving. With the standard PSM, a client periodically wakes up to receive beacon frames from its access point (AP). If there is an incoming packet buffered at the AP, the client retrieves the packet; otherwise, it goes to sleep. Although PSM can reduce energy consumption, the energy efficiency varies greatly under different traffic patterns. For example, suppose a client wakes up every 0.1s (default value) to receive beacons and its packet arrival rate is 1pkt/s on average (e.g., web browsing). Then, the achieved energyefficiency, defined as the ratio of useful wakeups (i.e., the number of wakeups during which the client has packets retrieved from the AP) to the total number of wakeups, is only 10%. This is because clients do not know the arrival time of incoming packets at the AP and thereby need to wake up periodically, resulting in an inefficient utilization of energy. To improve the energy efficiency, adaptive PSM schemes [1] have been proposed and widely applied. The basic idea is to let the WiFi radio switch between the PSM and CAM (constantly awake mode) modes according to some heuristics. However, high energy efficiency may still not be achieved when the traffic pattern drastically changes.
Meanwhile, mobile devices are increasingly equipped with multiple network interfaces [2] , [4] . It has been common for a mobile device (e.g., smart phone, PDA and laptop) to have both WiFi and Bluetooth interfaces. As the ZigBee technology becomes more and more mature, embedded ZigBee interfaces have emerged and been equipped in wireless devices. With the unveiling of the first Android phone with ZigBee capability (TazTag TPH-One [3] ), the ZigBee interface is expected to be more and more commonly embedded in wireless devices together with WiFi interface in near future. With the ZigBee interface, mobile devices can communicate with various electrical and electronic appliances to realize smart home entertainment and control, home awareness, mobile services, commercial building and smart industrial plants [5] .
Motivated by this trend, we propose a ZigBee-assisted power saving management (ZPSM) for WiFi devices, aiming to deliver energy efficiency with bounded packet delivery delay. The key idea is to use the low-power ZigBee radio to dynamically wake up asleep high-power WiFi radio for packet transmission between the AP and clients. Unlike the standard PSM, ZPSM system presents a wakeup strategy which is adapted to both packet arrival rate and delay requirements in order to maximize energy efficiency. Moreover, ZPSM is built atop the standard PSM, and thereby, requires no change to the WiFi standard.
A prototype of the designed system has been developed, and experiments based on the the prototype have been conducted to evaluate the feasibility and performance of the design. In addition, to evaluate the performance of ZPSM in a large-scale network, a detailed ns2-based simulator is built and extensive simulations have been conducted. The results show that our proposed system can significantly reduce power consumption in a wide range of scenarios, compared to the standard PSM, and achieve a level of energy efficiency approximating an optimal value derived from our theoretical analysis.
In the rest of the paper, Section 2 presents preliminaries, followed by theoretical analysis in Section 3. Section 4 elaborates the proposed design of ZPSM. The results of comprehensive simulation and prototype implementation are reported in Sections 5 and 6, respectively. Section 7 summarizes related work, and finally Section 8 concludes the paper.
PRELIMINARIES 2.1 Power Management for WiFi Devices
WiFi devices usually support two power management modes: power saving mode (PSM) in which the radio periodically wakes up to receive data packets so as to reduce idle listening and thereby energy consumption, and constantly awake mode (CAM) in which the radio keeps awake and therefore data packets can be received promptly at the cost of high power consumption.
In PSM, the AP broadcasts beacon frames every beacon interval (BI); each client wakes up every certain number of BIs, called listening interval (LI), to check whether it has data packets buffered at the AP. The AP indicates the presence of buffered packets by setting the Traffic Indication Map (TIM) fields in the beacon frame. If a client finds its corresponding TIM field set, it sends a Power Save Polling (PS-POLL) frame to retrieve buffered packets. The AP also uses MORE bit in a data packet to indicate if more packets are buffered, helping the client to decide whether it can go to sleep after receiving the packet. By default, BI is fixed to 100ms. Parameter LI is configurable, and its setting influences the performance.
With PSM, clients are allowed to retrieve packets only after receiving a beacon frame. In the worst case, a packet may have a delay up to two BIs, i.e., one BI delay for the AP to wait for client to wake up and one BI delay for the client to be served by the AP as there may exist other clients to be served simultaneously. Hence, PSM may not be able to guarantee packet delivery delay lower than two BIs. For example, a TCP data packet typically requires to be ACKed within 200ms; otherwise, a TCP retransmission is triggered. Thus, PSM may have to switch to CAM sometimes (as in widely-used adaptive PSM [1] ). However, this may waste lots of energy on idle listening, especially when the traffic rate is low.
Based on the desired delivery delay bound, we classify data packets into two categories: short delay (SD) data packets (with a delay shorter than two BIs) and long delay (LD) data packets (with a delay bound longer than two BIs). Applications that can tolerate relative long delay may include text messaging with which users typically spend seconds or longer for typing or thinking before sending out a message and email client which checks the server for newly arriving emails only every several minutes. In these scenarios, a message delivery delay of a few seconds could be acceptable. Other examples include UDP-based file transfers during web browsing where in between two requests there is a relatively long period of inactivity or think time, video streaming in which data are intermittently buffered in advance for users, and so on. In this paper, we study the delay-bounded delivery of both SD and LD data packets.
A Realistic Concern: Interference
To utilize the co-existence of WiFi and ZigBee interfaces, a practical concern is how severely they can interfere with each other, as both ZigBee and WiFi interfaces work on the 2.4 GHz frequency band. Experiments [6] , [7] have shown that WiFi communication can interfere ZigBee communication severely if their working channels overlap. However, if their channels do not overlap, the interference becomes insignificant. To verify the validity of the above observation when WiFi and ZigBee interfaces are co-located in the same mobile station, we further conducted experiments. The experimental results indicate that, when ZigBee and WiFi interfaces use non-overlapping channels, the packet delivery ratio of ZigBee communication is high (> 95%) and the WiFi communication is nearly not affected, which not only motivates but also supports our leveraging the co-existed ZigBee interface to facilitate the WiFi power management.
System Model
In our proposed system, each of the AP and clients has a ZigBee (IEEE 802.15.4) and a WiFi (IEEE 802.11) interface. The WiFi interface is for data transmission while the ZigBee interface is for power management. The WiFi and ZigBee interfaces of the AP are always awake, but the interfaces of clients are awake intermittently for energy conservation. In addition, each client can run either the standard PSM (SPSM) or the ZigBee-assisted PSM (ZPSM). Particularly, when a client is out of the ZigBee range (but still in the WiFi range) of the AP, it defaults to SPSM.
Each client i has a desired delay bound for downlink packet transmission. Specifically, the percentage of packets received with a delay lower than the desired delay bound d i among all incoming packets should be at least δ i (called delay-meet ratio), where 0 < δ i < 1. This is called delay requirement. Here, the delay is defined as the time elapsed from the arrival of a packet at the AP to the receipt of the packet at the destination client. Besides, client i is called short delay (SD) client if d i is smaller than two BIs; otherwise, it is called long delay (LD) client.
As with the SPSM, we assume all clients are time synchronized with the AP. In addition, due to the unreliable link quality of ZigBee channel, ZigBee transmission may fail; also, as the ZigBee interface at a client may be used for other purposes, packets transmitted by the ZigBee interface at the AP may fail to reach the client occasionally. We use the link quality p i to represent the probability that a packet sent by the AP through its ZigBee interface arrives at client i successfully. Note that the value of p i may vary over time.
The AP is static while the clients can be mobile. We assume that the mobility of clients is relatively low. For example, the mobile WiFi devices may be carried by people who stay in conference rooms, libraries, cafe shops, stadiums, etc., where it is typical that a client is static, or moves for a while and then pauses for a while and so on and so forth, following the well-known random waypoint model.
Design Objectives
• Energy Efficiency: Through minimizing unnecessary wakeup and idle listening, our design should decrease the overall power consumption (including both WiFi and ZigBee power consumption) of clients in various scenarios.
• Bounded Delay: Our system should be able to satisfy the delay requirements for each client.
• Compatibility: Due to the popularity and diversity of the WiFi devices, our system should not demand changes to the IEEE 802.11 standards. The system should be built atop the standard PSM and transparent to the underlying standard PSM.
Wakeup Strategies
To successfully transmit a data packet from the AP to a client, the WiFi interface of the client should be turned on. This can be achieved by using the following two wakeup strategies.
• Regular wakeup: The client's WiFi interface wakes up every one LI to retrieve buffered data packets from the AP. This proactive wakeup strategy has been supported by the SPSM.
• On-demand wakeup: The client's WiFi interface is woken up on demand by the AP through the ZigBee communication. This is a reactive (on-demand) wakeup strategy proposed in this paper. With this strategy, the ZigBee interface of the AP is always awake and broadcasts a wakeup frame every certain time interval, called wakeup interval (WI), through its ZigBee interface. A wakeup frame contains information about when each client should wake up. Once a client receives a wakeup frame indicating a wakeup request, it turns on its WiFi interface to retrieve buffered data packets at the specified time. On-demand wakeup works differently for SD and LD clients, as elaborated below.
-SD client: The AP indicates an on-demand wakeup request in wakeup frame once there is an incoming SD data packet. Thus, once the target SD client receives the wakeup frame, it immediately turns on its WiFi interface and sends a PS-POLL to the AP to retrieve the packet, as the example shown in Fig 1. With on-demand wakeup strategy, SD client spends less time staying in CAM than if it adopts adaptive PSM in which it should stay in CAM all the time. -LD client: Since LD client can tolerate a relatively long delay, it does not need to wake up The AP broadcasts a beacon frame. (7) Upon receiving the beacon frame, client i sends a PS-POLL and retrieves all buffered packets from the AP.
immediately once there is an incoming packet. Instead, it can let the AP wait for longer time as long as the corresponding delay requirements can be satisfied. In this way, more packets may be buffered and retrieved at once, which can reduce unnecessary wakeups and thereby improve energy efficiency. Besides, for compatibility, LD client always wakes up at the beginning of specified BI to retrieve data packets following SPSM. An example is shown in Fig 2. Apparently, using on-demand wakeup only can maximize energy efficiency as clients wake up their WiFi interfaces only when necessary. However, due to the unreliable link quality of ZigBee channel and occasional unavailability of ZigBee interface at a client, the delay requirements may not always be satisfied. On the other hand, the regular wakeup strategy can guarantee certain delay bound by setting appropriate LI, but this strategy may spend much energy on unnecessary wakeups. Hence, our proposed design aims to employ these two approaches in a combined manner to strike a balance between energy consumption and delay.
As the AP needs to dynamically determine the best time to wake up LD clients while SD clients simply are woken up upon packet arrival, optimizing wakeup behaviors of LD clients is more complex than that of SD clients. Thus, in the following, we focus our study on LD clients. However, our practical design is extended to support SD clients as well. Unless specified otherwise, we use LD client and client interchangeably.
THEORETICAL STUDY
To provide a theoretical foundation, this section develops an optimization problem step by step to formulate the design challenge in our proposed system. The analysis results are used as a guide to design a practical scheme and as a reference to evaluate the practical design.
Problem Definition
The problem to be solved in our proposed system is how to schedule the regular and on-demand wakeups for each client so as to minimize the overall energy consumption (including both WiFi and ZigBee) of all clients while satisfying their delay requirements.
For simplicity, we only consider the behaviors of ZPSM clients when the system is in steady state. The notations used are listed in the following table.
Assumptions
The following assumptions are made to simplify the analysis, though the practical design to be presented in the following section is not restrained by these assumptions.
• Uplink data traffic (i.e., data traffic from clients to the AP) and the data traffic to/from CAM clients are not considered.
• Downlink data packets for each client arrive at the AP following the Poisson process [4] , [8] , [9] .
• Ideal WiFi channel conditions, meaning no packet loss, are assumed. The packet delay due to contention can be either negligible or constant.
• The size of all data packets is the same.
• The system is not saturated and no packet is dropped due to overflow of the queue. Thus, the buffered packets for clients will be eventually sent.
Delay Analysis
We first analyze the relation among m (i.e., the length of a WI), x i (i.e., the number of successful on-demand wakeups of client i during one LI) and y i (i.e., the number of BIs contained in one LI of client i) that should be satisfied in order to meet the delay requirements.
Consider the packet transmission between the AP and a ZPSM client i during a LI. Without loss of generality, the period is assumed to be from time instant 0 to y i B. Let λ i denote the average arrival rate of packets targeted at client i. Then, the number of packets whose delay bound can be guaranteed through regular wakeup is (d i − B)λ i , because all packets arriving between time y i B − (d i − B) and y i B can be transmitted during the BI following the next regular wakeup (i.e., between time y i B and y i B+B) with a delay less than d i . Thus, the number of packets that need on-demand wakeup during a BI is
As the ZigBee transmission may fail, on-demand wakeup cannot be always guaranteed. To deal with this, we assume that, once the AP sets the corresponding bit in wakeup frame, it keeps that bit set until the AP receives a PS-POLL (indicating the client wakes up and retrieves packets) from that client, which can be modeled as Geometric distribution. Besides, instead of staying awake all the time, the ZigBee interface of each client wakes up every wakeup slot (denoted by W) to save energy. In this paper, W is set to 40ms (i.e., the typical time to exchange one message between the AP and a client via their ZigBee interfaces). The AP broadcasts wakeup frame every certain number of wakeup slots, denoted by m. Thus, wakeup interval can be computed as mW. Then, for a client i with link quality p i , the success probability of any on-demand wakeup, denoted by θ i , can be computed as
This is because any packet arriving d i −B time before an ondemand wakeup can be transmitted during the BI following that wakeup with a delay less than d i . Therefore, the delay requirements of client i can be defined as
From Eq. (2), we can solve y i and get
and
For Eq. (4), there exist the following two cases.
• Case I: if δ i ≤ θ i , the inequality always holds regardless the value of y i . This indicates that the delay requirements can be satisfied through only on-demand wakeup. Since the IEEE 802.11 standard only specifies 2 bytes to represent the LI parameter, y i ≤ Y max = 2 16 − 1, where Y max denotes the maximum LI. Combining it with Eq. (3), we have
which indicates that on-demand wakeup alone cannot satisfy the delay requirements without using regular wakeup. In addition, the expected time interval between two ondemand wakeups of client i, denoted by τ i , consists of two parts. One is the expected time of the first packet arrival after one on-demand wakeup, which is 1/λ i . The other is the expected time between the first packet arrival and the next on-demand wakeup of client, which can be computed as follows. If the client is woken up before the deadline (with the probability of θ i ), the client has to wait for at most d i before its wakeup; otherwise (with the probability of 1−θ i ), based on the memoryless property of Geometric distribution, the waiting time can be computed as where 1/p i is the expected number of attempts to wake up the client after deadline. Hence,
For any LI, it holds that
Energy Consumption Analysis

WiFi Energy Consumption
For a given BI j, suppose there are n j clients woken up to retrieve packets. Then, n j can be computed as ∀i∈Z
. The overall energy consumption of all clients consists of three parts as follows.
• n j · E 0 : the total energy consumed by all clients for receiving beacon frames and sending PS-POLLs, where E 0 is the energy for receiving a beacon frame and sending a PS-POLL. Specifically, let T B and T POLL denote the durations for receiving a beacon frame and sending a PS-POLL, respectively. Then, E 0 = T B · P rx + T POLL · P tx + SIFS · P idle , where P tx , P rx and P idle are the rates of energy consumption (in Watt) for WiFi interface to transmit, receive and stay idle listening, respectively.
• l j · E D : the total energy consumed by all clients for receiving data packets from the AP, where E D is the energy consumption for receiving a data packet and l j is the total number of packets to be retrieved during BI j. Specifically, let T D and T ACK denote the durations for receiving a data packet and sending an ACK, respectively. Then,
• Let E idle denote the energy consumed by a client in idle listening while other client is retrieving one data packet. Then, E idle = (T D + T ACK + DIFS + SIFS)P idle . Then, the overall energy consumed for idle listening is computed as follows. Upon receiving beacon frame that indicates data packets buffered at the AP, each client sends a PS-POLL to compete for the channel. The total time duration for all clients to send PS-POLL is n j E POLL , where E POLL = T POLL P idle . After that, the client that wins the competition starts to retrieve all its data packets from the AP, while others are idly listening to the channel during the transmission. This process continues until all clients finish their transmission. Generally, there are n j ! possible transmission sequences, as illustrated in Fig. 3 . Let denote such set of sequences, where each sequence π ∈ occurs with the probability of 1/n j !. Then, the total energy consumption of all clients for idly listening data packet transmission is denoted by X, whose expectation can be computed as
Here, L π,i is the total time that the i th client in π spends in retrieving data packets from the AP, and L π is the total time that all clients spend in idle listening by following sequence π. Hence, the overall WiFi energy consumption, denoted by E wifi , for BI j, is given by
where l j = B · ∀i∈Z λ i , which is constant.
ZigBee Energy Consumption
In addition to WiFi energy consumption, each client also consumes energy for receiving ZigBee wakeup frames. To save energy, once a client receives a wakeup frame, it can completely turn off its ZigBee radio until it has retrieved the data packets from its AP. After the completion of packet transmission, it wakes up for a short duration at the beginning of each wakeup slot to sense the channel. If the channel is idle, indicating no wakeup frame is to be received, then the ZigBee radio goes to sleep. Note that, as to be presented in the following section, m may change over time as the packet rate and ZigBee link quality may vary over time. Thus, clients do not have exact knowledge of m used by the AP for broadcasting wakeup frame and thereby need to sense the channel for possible incoming wakeup frames. For any given LI, the expected number of wakeup frames received by client i within a BI is . Hence, the overall ZigBee energy consumption in a BI, denoted by E zigbee , can be computed as
where E wakeup and E sense denote the energy consumed for receiving and sensing a ZigBee wakeup frame, respectively.
Summary
Minimizing the overall energy consumption (i.e., E wifi + E zigbee ) is equivalent to minimizing
where x i , y i ∀i ∈ Z and m are unknown.
Optimization Problem
Based on the above analysis, we can get the following optimization problem. Here, = {m} ∪ {(x i , y i ) | ∀i ∈ Z} represents wakeup schedule for the system.
Objective: Find to minimize E overall s.t.,
Obviously, this problem is non-linear and hard to be solved. However, a numerical method can be adopted to solve the problem after we transform the problem. Specifically, we first transform the above problem to an equivalent problem by letting x i = x i /y i and y i = 1/y i . Then, based on the observation that m can be any integer within the range of {1, 2, . . . , max
}, which is a small set in practice, we can solve the transformed problem for all possible m efficiently and get the solution that yields the smallest objective value as the optimal solution to the original problem.
DESIGN
From the above analysis, we can see that appropriate scheduling of regular and on-demand wakeups is the key to minimize energy consumption while satisfy delay requirements. To achieve this, we present a practical scheme that dynamically adjusts the regular and on-demand wakeups of WiFi interfaces. Fig. 4 shows the architecture of the ZPSM system, which consists of three components. The framework configurator component periodically configures LI and WI for each client and the AP (called wakeup framework), respectively. Under the configured wakeup framework, the delay requirements can be satisfied by adopting our proposed wakeup strategies. Based on this framework, the wakeup scheduler component dynamically schedules on-demand wakeup (called wakeup dynamics) for minimizing energy consumption, if a client cannot meet the delay bound of its incoming data packets through regular wakeup. Finally, the ZigBee controller component, implemented on both AP and client sides, is responsible for exchanging control messages and waking up client at scheduled BIs.
Overview
In this section, we first focus on LD clients and present how to set up the wakeup framework to meet their delay requirements, and then propose a scheduling algorithm to deal with wakeup dynamics to minimize energy consumption. After that, we extend our design to support SD clients. Finally, we briefly describe the protocol for membership management in the ZPSM network.
Wakeup Framework
An optimal solution to the scheduling problem defined in Section 3.5 consists of three parts: m for the AP, y i and x i for each client i. m and y i explicitly determine the periodic wakeup behaviors of the AP's ZigBee interface and the client's WiFi interfaces, respectively. Thus, they together constitute the wakeup framework of ZPSM. Besides, x i characterizes the behavior of on-demand wakeup for client i, which can be changed frequently to adapt to dynamic traffic and link quality. This is called wakeup dynamics presented in the next subsection.
In the proposed system, the AP periodically solves the optimization problem with inputs λ i and p i , which are measured online. The resulting optimal solution is used to determines the values of m and y i for each client i. To reduce computational overhead, the wakeup framework dose not change over frequently and the updated interval is predetermined (e.g., 10 seconds in this paper). Moreover, since our system directly adopts the configurations (i.e., m and y i ) from optimal solution and the delay requirements given by Eq. (2) only depends on m and y i , the delay requirements can be satisfied under our proposed wakeup framework.
Wakeup Dynamics
The wakeup framework only defines the time points at which the AP is allowed to wake up clients on demand. In this subsection, we present the scheme to determine when each client should wake up to minimize energy consumption.
Insights
Consider any k consecutive BIs in our ZPSM system. The total number of incoming packets during k BIs, denoted by L, can be computed as kB· ∀i∈Z λ i . Let n be a random variable representing the total number of wakeups of all clients during these k BIs, n j be the total number of awake clients and l j be the total number of data packets transmitted at the j th BI (j = 1, . . . , k) . Then, by Eq. (9), the total WiFi energy consumption E of these BIs can be computed as
Ignoring the constant term, i.e., (
2 )L, we can get the following scheduling problem as follows. Objective: minimize energy consumption
Treating n as a constant and applying Lagrange Multiplier, we can get that E is minimized if
), which is a function of n and it is minimized if the following two conditions are satisfied.
• Condition I: the wakeup frequency is minimized.
• Condition II: the product of the number of awake clients and transmitted packets (i.e., n j l j , called transmission workload) is balanced among different BIs. Note: Although the above analysis only deals with minimizing WiFi energy consumption, the goal of minimizing ZigBee energy consumption can also be accomplished. This is because, given m and y i , minimizing ZigBee energy consumption is equivalent to minimizing x i by Eq. (10), namely, minimizing wakeup frequency (Condition I).
Representation of Wakeup Schedule
The scheduling algorithm is run by the AP at the beginning of each WI. Let a first,i denote the first packet arrival for client i since its last regular wakeup. If the next regular wakeup time of client i, say time t wakeup , is one BI before the packet's delay bound, all packets of client i that arrive between a first,i and t wakeup can be delivered before their deadline as well. Otherwise, client i needs to be woken up on demand, and the corresponding bits in wakeup frame are set immediately to ensure the delay requirements. Besides, to minimize energy consumption, the scheduling algorithm is used to determine a BI at which a client should be woken up, which is also indicated in wakeup frames. The set of candidate BIs for client i includes all whole BIs contained between a first,i and t wakeup . Following time order, the j th BI in the set is denoted by b i,j for j = 1, . . . , B max,i . Fig. 5 shows an example, the set of candidate BIs are b i,1 , b i,2 and b i,3 , and B max,i = 3. Note that wakeup frame may be received by client i after the scheduled BI, in which case client i wakes up at the next immediate BI to retrieve packets from the AP.
To wake up a client, the AP should send a wakeup frame through its ZigBee interface. In the wakeup frame, the AP allocates a certain number of bits to represent the scheduled BI at which a client should wake up. Due to limited bandwidth of the ZigBee channel, the size of wakeup frame should not be too large. In our paper, we use default ZigBee data payload of 29 bytes to contain a wakeup frame. Particularly, if the maximum possible BI index (B max,i ) for client i exceeds the largest number K that can be represented by the allocated bits, then each number between 1 and K represents B max,i /K consecutive BIs.
Moreover, to locate the corresponding bits in a wakeup frame without consuming extra bits, each client is assigned a unique index i, where i = 1, . . . , n and n is the total number of ZPSM clients, when it joins the ZPSM network. The index serves as an offset into wakeup frame to locate the corresponding bits for a client. The details on the index maintenance in the ZPSM network will be presented in Section 4.5.
Scheduling Algorithm
Intuitively, to minimize average wakeup frequency (Condition I), each client should be woken up as late as possible, i.e., b i,B max,i . However, simply adopting this wakeup strategy for every client may result in long idle listening if multiple clients are woken up at the same BI and all have many packets to retrieve. To address this problem, the idea of transmission workload balancing (Condition II) can be used to stagger the on-demand wakeups of different clients so as to improve energy efficiency. Based on these observations, we propose a scheduling algorithm executed by the AP at the beginning of each WI, say time t. The key idea is to balance transmission workload among different clients by incurring the minimal number of wakeups.
The algorithm considers the wakeup BIs of clients one by one. Suppose client i is considered. Let i,j and P i,j denote the increment of transmission workload and the probability if client i is woken up at b i,j , respectively. Specifically, i,j can be derived by synthesizing current traffic (λ i ), the expected number of on-demand wakeups in a LI (x i obtained from the optimal solution) and the already determined wakeup schedules (y i and on-demand wakeup BIs of scheduled clients); P i,j can be computed as
, where t 1 is the time that the first candidate BI (i.e., b i,1 ) begins. As mentioned before, if client i fails to receive the wakeup frame before b i,j , it should wake up at next immediate BI b i,k , where k = j + 1, . . . , B max,i , upon receiving the wakeup frame. Thus, the probability Q i,k that client i is woken up at b i,k can be computed as
, which is the product of the probability that the transmission of wakeup frame fails before b i,k and the probability that the transmission succeeds during b i,k . For example, as illustrated in Fig. 5 , where B max,i = 3. If client i is scheduled to b 2 (starting from t 2 ), then we have N-
Algorithm 1 describes our proposed scheduling algorithm. Imitating the greedy approach for solving partition problem, it goes through the clients in descending order with respect to their resulting Normalized Transmission Workload INcrement (N-TWIN) and schedules each of them to whichever BI that has the smallest transmission workload. Particularly, if a BI has been just assigned to a client that has lots of packets to retrieve, then the likelihood that the BI will be allocated to another client becomes low.
Formally, the N-TWIN of client i if it is scheduled to wake up at b i,j , denoted by N-TWIN(i, j), is defined as
which is the expected sum of all possible transmission workload increments (from b i,j till b i,B max,i ) normalized to their corresponding BI index. The rationales behind the using of N-TWIN as the greedy metric are as follows: (1) Due to varying link quality of the ZigBee channel, on-demand wakeup may fail and the client may not be able to wake up at its scheduled BI. Hence, both the success and failure cases should be taken into account. (2) By normalizing transmission workload to BI index, it is fair to combine the transmission workload Z sched = Z sched \ {z} 6: end while increments of different BIs together, because a client may have more data packets to retrieve and thereby incur more transmission workload if it is scheduled to wake up at a later BI (with a larger index) than an earlier BI (with a smaller index). (3) As N-TWIN(i, j) is the sum of all possible transmission workload increments starting from b i,j till b i,B max,i , the candidate BI with a large index is more likely to result in a small N-TWIN and thereby to be chosen, which complies with the goal of reducing wakeup frequency.
Briefly, the algorithm first finds for each client a BI that has the smallest N-TWIN at each round in line 3, with the purpose of minimizing wakeup frequency. Then, it schedules clients in the descending order with respect to their smallest N-TWIN round by round in line 4, with the purpose of balancing transmission workload. In addition, the computation of N-TWIN at the current round is based on the transmission workload of the clients scheduled in previous rounds. Therefore, it is less likely to schedule a client to most recently scheduled BIs, since this may result in a larger increment on transmission workload due to the nonlinear increase of transmission workload according to the definition.
Estimation of Link Quality and Traffic Rate
As mentioned in Section 4.2, the global parameter WI (or m) is updated every a certain long period of time, called update interval (UI). The AP notifies each client of the change by piggybacking current WI in wakeup frame. With the knowledge of current WI, each client is able to know when it should receive wakeup frames. Therefore, it can estimate the ZigBee link quality between the AP and itself as follow. Once a client knows the updated WI after the beginning of UI i, it records the expected number of receptions of wakeup frames r i and the actual number of receptions of wakeup frames r i until the end of UI i. Then, r i /r i gives one estimation of the current link quality between the AP and that client.
In our system, each client always maintains N (e.g., 50 in this paper) most recently estimates (i.e.,p i for i = 0, . . . , N− 1), which are synthesized through exponential moving average to derive actual link quality p i . Particularly, let P i be the estimated link quality by synthesizing the first i estimates. P i is computed as
where P 0 =p 0 and α i is the smoothing factor between 0 and 1, defined as
With moving averaging, the impact of time elapsing and sample size are considered by giving a bigger weight to more recent estimates with larger sample size while a smaller weight to older ones with smaller sample size. Finally, the estimated link quality p i is quantified as p i = P N−1 , which is reported to the AP through ZigBee communication.
Similarly, traffic rate (i.e., packet arrival interval 1/λ i ) of each client i can be also estimated through moving averaging certain number of most recently packet arrivals.
Extension for SD Clients
To improve energy efficiency of SD clients, we propose an adaptive ZPSM to dynamically switch SD clients between ZPSM and CAM toward minimizing proportion of time that they stay in CAM. Specifically, the AP broadcasts wakeup frame every WI. During the wakeup slots that are not scheduled for wakeup frame transmission for LD clients according to the above design, the AP delays wakeup frame transmission for a while (i.e,. the time to sense a wakeup frame). Hence, LD clients go to sleep and avoid receiving unnecessary wakeup frames to save energy consumed by ZigBee. In these wakeup frames dedicated to waking up SD clients, only one bit is used to indicate whether there is a buffered packet for a SD client. If the client successfully receives a wakeup frame and the corresponding bit is set, the client turns on its WiFi interface and sends a PS-POLL to retrieve the buffered packet from the AP immediately.
Since ZigBee link quality may change over time, using only on-demand wakeup may not satisfy the delay requirements. Thus, regular wakeup should also be used. Formally, in a LI (i.e., y i B) of SD client i, there are y i B W on-demand wakeups and one regular wakeup. Thus, the probability that a wakeup is an on-demand wakeup is 1 − 
According to currently estimated ZigBee link quality, SD client i computes and uses the maximum value of y i using Eq. (23). Since there may exist multiple clients in the network, client i may need to wait for a while before it is served by the AP, which may incur some additional delay for packet transmission. Thus, the derived LI may not be able to satisfy delay requirements. To deal with this problem, each SD client records most recently received R (e.g., 50 in the simulation and experiments of this paper) data packets, based on which current delaymeet ratio can be estimated. If the estimated delay-meet ratio is lower than δ i , y i is decreased to max{1, y i /2 }. When y i = 1 and the resulting delay-meet ratio is still below δ i , client i switches to CAM. After a while, if ZigBee link quality becomes better such that the resulting LI is no less than 2 according to Eq. (23) (to avoid switching between ZPSM and CAM frequently), client i switches back to ZPSM.
Membership Management
Due to mobility, each client needs to broadcast beacon message through its ZigBee interface so as to announce its presence; a ZPSM client may move out the ZigBee range of its AP and becomes a normal SPSM client; a SPSM client may discover an AP in its ZigBee range and join the ZPSM network maintained by that AP.
Beacon Exchanging
To announce its presence and report other scheduling related information to the AP, each client periodically (e.g., 1 s in the simulation and experiments of this paper) broadcasts beacon messages through it ZigBee interface. The beacon message contains: BSSID of the network that the client belonging to, estimated link quality and unique index assigned by the AP for locating scheduling information in wakeup frame. With client's index periodically reported, the AP can ensure the consistency of indices among all clients. For a client, the wakeup frames broadcast by the AP serve as beacon messages from the AP. Thus, both the AP and clients can have enough knowledge about the ZigBee network topology, which facilitates clients' joining and leaving.
Client Joining
When a SPSM client overhears a wakeup frame from the AP, it sends an association request packet, containing the identity of itself. Upon receiving the association request packet, the AP first checks if the client is already associated with the WiFi network (i.e., wireless LAN) managed by itself. If so, the AP accepts the association request and sends an association response packet containing the unique ID of the network (i.e., BSSID) as well as a unique index (typically the smallest unused index in the network) assigned to the client. Once the index packet is successfully received by the client, it switches to ZPSM mode. The AP can be informed about this from the beacon messages (containing BSSID) sent by that client. Note that since there may exist multiple APs nearby, a client needs to first join a WiFi network following the standard 802.11 procedure before it is allowed to join the ZigBee network managed by the same AP.
Client Leaving
When a ZPSM client with index i finds it has moved out of the ZigBee range of its AP, i.e., failing to receive wakeup frames for a certain period of time (e.g., a whole UI in this paper), it can default to either SPSM or CAM, depending on the delay requirements. On the other hand, if the AP cannot receive the beacon message from client i for a certain period of time, it automatically de-associates with client i and assigns the index i to the client with the largest index in the network by sending a re-association packet. The goal is to keep continuity of indices in the network, which can ensure the efficiency of utilizing the bits of wakeup frame. Meanwhile, since it is likely that the AP cannot receive beacon messages from the client but the client can receive wakeup frames from the AP, the AP sends a ZPSM deassociation packet to the client through its WiFi interface so as to make sure that the client is aware of this and switches to SPSM or CAM accordingly. In addition, to avoid interference with wakeup frames, all ZigBee control packets (i.e., association request, association response and re-association packets) and beacon messages are always sent during the gap between any two consecutive wakeup frames.
SIMULATION
To evaluate the proposed system, we conduct extensive simulation based on ns2. In the simulation, we measure two performance metrics:
• Per-packet energy consumption (mJ/pkt) is defined as the total energy consumption (including both WiFi and ZigBee) divided by the total number of data packets transmitted. The energy consumed by the WiFi and ZigBee interfaces is measured according to the specified power consumption rate of SX-SDWAG 802.11g wireless module [10] and CC2530 RF transceiver [11] , respectively, as shown in Table 1 .
• Actual delay-meet ratio is defined as the total number of data packets that meet their delay requirements (at the client side) divided by the total number of data packets transmitted. The packet arrival is modeled as Poisson process [4] , [8] , [9] . WiFi transmission may fail due to interference or collision. In the simulation, we adopt the random waypoint mobility model, where the pause time is fixed to 10s and the moving speed is randomly chosen from 0 to 3m/s. The standard IEEE 802.11g is used for WiFi transmission. The detailed settings for our simulation are shown in Table. 1. To facilitate our evaluation, network-wide average packet arrival rate λ, average delay bound d, average link quality p and average required delay-meet ratio δ are specified. Each client is randomly configured with a packet arrival rate, a required delay bound, a ZigBee link quality and a required delay-meet ratio within (0.5λ, 1.5λ), (0.5d, 1.5d), (p − 0.1, p + 0.1) and (δ − 0.05, δ + 0.05), respectively. Besides downlink traffic, uplink traffic is also generated at each client and the average rate is 0.1λ. In the following, we first study the performance of our proposed ZPSM system; then, we compare it with other schemes. Fig. 6(a) shows that the energy consumption decreases as the required delay bound increases. This is because, as the delay bound increases, clients wake up less frequently, which reduces the wakeup overheads for turning on/off WiFi, receiving beacon and sending/idly listening PS-POLL (i.e., E 0 + E POLL ). Moreover, due to balanced transmission workload, the contention among clients does not degrade energy efficiency, even when clients have many buffered packets to retrieve at each wakeup. We can also observe that, as packet rate goes up, the energy consumption drops. The reasons are as follows: the wakeup overheads (or wakeup frequency) remain almost the same since it mainly depends on delay bound; when packet rate increases, the per-packet energy consumption naturally becomes smaller as the wakeup overheads are averaged over more packets. Particularly, when the average delay bound drops below 0.4s, some clients are SD clients requiring a delay bound shorter than two BIs. Consequently, the overall energy consumption increases rapidly since SD clients may enter CAM from time to time. Fig. 6(b) shows that the energy consumption decreases as ZigBee link quality increases. This is because, as link quality increases, clients can have more chances to utilize on-demand wakeup to reduce the wakeup frequency of the WiFi interface and balance transmission workload, which can result in higher energy efficiency. Besides, better link quality can also reduce ZigBee communication overheads for retransmission. We can also observe that, when packet rate is low, this trend is more evident as the saved energy is averaged over few packets. Besides, all clients have an actual delay-meet ratio above 0.95. Due to space limitation, we do not show the results. Fig. 6 (c) and (d) show the energy consumption and actual delay-meet ratio as the required delay-meet ratio increases, respectively. Fig. 6(c) shows that the energy consumption slightly increases as the required delay-meet ratio gets higher. By Eq. (6), we can see that as the required delay-meet ratio increases the LI becomes smaller in order to ensure delay requirements. As a result, wakeup overheads get higher, leading to higher energy consumption. In addition, Fig. 6(d) shows that our proposed ZPSM can always achieve an actual delay-meet ratio that is about 0.05 higher than the required one. This is because our design always presumes the worst case, that is, packet transmission is always finished at the end of BI; however, through balancing transmission workload, packet transmission may be finished earlier. Therefore, the actual waiting time can be shorter. Fig. 7 plots the portion of energy that WiFi and ZigBee interfaces consume. Generally, in our simulated scenarios, the WiFi interface consumes the energy that is 20∼38 times more than the ZigBee interface does. In Fig. 7(a) , as delay bound becomes smaller, both WiFi and ZigBee interfaces consume more energy due to increased wakeup overheads. In Fig. 7(b) , as link quality gets better, the energy consumption of both interfaces decreases.
Performance Study of ZPSM
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Performance Comparison
Moreover, we compare our proposed ZPSM against SPSM, optimal solution (OPT) as well as a simplified ZPSM (S-ZPSM), which uses the same wakeup framework as ZPSM except that each client is always scheduled to wake up at the latest BI (i.e., it reduces wakeup frequency without balancing transmission workload). To distinguish from S-ZPSM, our proposed ZPSM is labeled as advanced ZPSM (A-ZPSM). Particularly, if SPSM client has a delay bound smaller than two BIs, it runs CAM in order to ensure delay requirements.
Per-packet Energy Consumption
Fig. 8 compares the energy consumption of different schemes with different packet rates and delay bounds. Generally, our proposed A-ZPSM achieves a level of energy consumption that is very close to OPT and much lower than SPSM and S-ZPSM. In Fig. 8(a) and (b) , when traffic rate increases, the per-packet energy efficiency of all schemes decreases because the energy efficiency is averaged on more packets. A-ZPSM outperforms SPSM because SPSM always uses a fixed BI (typically 100 ms), without adapting to actual delay requirements, and hence introduces higher wakeup overheads. A-ZPSM outperforms S-ZPSM since S-ZPSM does not consider transmission workload balancing and therefore may result in more contention among clients, leading to long idle listening and thereby high energy consumption. Note that the energy efficiency of ZPSM in long delay scenarios (e.g. , Fig 8(b) ) is higher than that in short delay scenarios (e.g. , Fig 8(a) ), because more packets can be transmitted at each wakeup, resulting in less wakeup overheads. However, in the short delay case, the energy saving of ZPSM over SPSM is still as high as 60% on average.
In Fig. 8 (c) and (d), when the average delay bound is below 0.4s, some ZPSM clients are SD clients. With SPSM, these clients must stay in CAM all the time to ensure bounded delay. With ZPSM, these clients only need to enter CAM temporarily when ZigBee link quality is bad, resulting in significantly lower energy consumption. However, when the required delay bound is too short (e.g., d = 100ms in the simulation), our proposed ZPSM cannot ensure delay requirements with current ZigBee link quality. In this case, ZPSM clients have to switch to CAM and consume the same amount of energy as SPSM.
In sum, our proposed ZPSM can deliver much higher energy efficiency than SPSM for both SD and LD data traffic. Fig. 9 shows the actual delay-meet ratio achieved by different schemes. Obviously, SPSM always delivers the largest delay-meet ratio (≈ 1) since it requires the highest wakeup frequency. Nevertheless, when the required delay-meet ratio is 90%, A-ZPSM can also achieve an actual delaymeet ratio above 95% in various scenarios. In particular, A-ZPSM achieves a slightly higher delay-meet ratio than S-ZPSM because of the shorter waiting time resulted from reduced contention.
Actual Delay-meet Ratio
IMPLEMENTATION
As a proof of concept, we implement a prototype of our proposed ZPSM system in a testbed with 9 DELL D-Series laptops, each running the Ubuntu Linux 10.04. Each laptop is also equipped with a D-Link WNA-2330 wireless adapter (802.11g, Atheros chipset, PCMCIA) and a Crossbow ZigBee-enabled telosB mote. The system is implemented upon MadWiFi [12] , the ZigBee communication is implemented upon TinyOS 2.1.1 platform. Particularly, we have implemented SPSM, S-ZPSM and A-ZPSM. To measure the energy consumption, we first measure the time that each client spends for transmission, reception, sleeping and idle listening, which is a good indicator of the power consumed by the radio interface [13] . Then, the energy consumption is computed according to Table 1 .
In our experiments, 9 laptops form a wireless LAN, where there is one AP and 8 clients. The WiFi interfaces are tuned to Channel 8 (the least used channel near our testbed to minimize the interference from other co-existing wireless LANs), and the ZigBee interfaces are tuned to Channel 26. Client's ZigBee runs a TDMA-like protocol (i.e., wake up every wakeup slot to receive possible wakeup frame from the AP as described in Section 3) while the underlying MAC protocol is CSMA/CA specified by the IEEE 802.15.4 standards.
Comparison
In the experiment, we also compare A-ZPSM with SPSM and S-ZPSM. Specifically, we first study the performance of the system where all clients are LD clients. Then, we investigate the performance of the system where all clients are SD clients. 
LD Clients
To emulate the heterogeneity of clients in realistic environment, we configure 8 clients with different settings as shown in Table 2 . For each client i, δ i is fixed at 0.9.
From the results shown in Fig. 10 , we can see that A-ZPSM outperforms SPSM and S-ZPSM in terms of energy consumption and has a delay-meet ratio comparable with SPSM. Similar to the above simulation results, the clients with lower packet rate or smaller delay bound have higher per-packet energy consumption. Compared to these two factors, the impact of link quality is less significant, which implies that A-ZPSM is able to tolerate bad ZigBee link quality. On average, our proposed A-ZPSM can save 83.9% and 39.5% more energy than SPSM and S-ZPSM, respectively.
SD Clients
To study the performance of A-ZPSM with SD clients, we associate four SD clients with the AP and set their delay bound to 100 ms, 125 ms, 150 ms and 200 ms, respectively. Two sets of experiments (with λ = 1 pkt/s and λ = 10 pkt/s, respectively) have been conducted by configuring all clients to A-ZPSM and SPSM, respectively. The results are shown in Tables 3 and 4 .
From the results, we can see that with A-ZPSM only one client (i.e., Client 1) always stays in CAM. However, with SPSM three clients (i.e., Client 1, 2 and 3) need to run CAM as using only SPSM cannot satisfy their delay requirements. Particularly, the energy consumption of Client 2 with A-ZPSM is slightly higher than that of Client 4 with SPSM. This is because Client 2's delay requirement is very tight. Thus, Client 2 with A-ZPSM sets its LI to 1 to wake up every BI, which is exactly the same as SPSM. Meanwhile, on-demand wakeup is also performed every wakeup slot. However, with SPSM, Client 2 is forced into CAM due to low delay, which consumes much more energy. Also, we can see that when delay bound is set to 100 ms (e.g., Client 1) our proposed ZPSM cannot ensure delay requirements and thereby rollbacks to CAM.
In addition, with A-ZPSM, Client 1 achieves a delaymeet ratio of nearly 1 as it is always in CAM. The delaymeet ratio of all others are above 0.95. With SPSM, all clients have a delay-meet ratio close to 1. However, much TABLE 4 Energy Consumption with λ = 10 pkt/s more energy is wasted on staying in CAM. Due to space limitation, we do not show the detailed results.
Impact of Background CAM Traffic
To focus on the impact of coexisting CAM traffic on pure ZPSM system (i.e., no client runs CAM at any time), we use the same experimental setup shown in Table. 2. In the experiment, we let the AP send data traffic to a dummy client, which runs CAM all the time. Fig. 11 shows the performance of ZPSM as the CAM traffic rate increases. As we can see, the performance degrades as the CAM traffic rises. This is because as the background CAM traffic increases, the contention between CAM and PSM clients gets more intensive, leading to longer waiting time and thereby lower delay-meet ratio and higher energy consumption. Particularly, in response to the growth of CAM traffic, the delay-meet ratio decreases approximately linearly. The energy consumption is increased to 2.19 mJ, which is still much lower than 10.37 mJ of SPSM.
Client Joining
To study the stability of our protocol in mobile environment, we let all clients initially run SPSM and then join to ZPSM system one by one. The corresponding energy consumption of SPSM and ZPSM clients is measured and shown in Fig. 12(a) . From the results, we can see that the overall energy consumption decreases significantly as more clients join our proposed ZPSM system. At the same time, the energy consumption of SPSM slightly increases while that of ZPSM slightly decreases. This is because the SPSM clients suffer more from ZPSM traffic while ZPSM clients suffer less from SPSM traffic. while the energy consumption grow obviously. For delay-meet ratio, since the impact is negligible, we do not show the results. 
Packet Arrival Model
Besides, we also study the energy performance of ZPSM under different traffic models. From the results shown in Fig. 12(b) , we observe that the energy consumption with Poisson arrival model is the lowest. The reason is found to be that the Poisson model generates traffic with a larger variance than other models.Thus, it is more likely that some BIs have zero packet arrival while others have many. In this case, our proposed ZPSM can be taken full advantage of to avoid more unnecessary wakeups, resulting in higher energy efficiency.
Wakeup Frequency in Varying Traffic Patterns
To study more detailed wakeup behaviors of individual client, we customize a sequence of packet arrivals, based on which the AP generates traffic to one of the clients in the system. Specifically, the packet sequence consists of four subsequences. Each is a sequence of 500 packet arrivals following a certain packet arrival model, as shown in Fig. 13(a) . The wakeup frequency for the client to retrieve every 100 packets is plotted in Fig. 13(b) .
On average, the overall wakeup frequency is close to our expected wakeup frequency, i.e., 1/d = 0.5, as our proposed ZPSM adapts wakeup frequency to delay bound for power saving. When the Poisson arrival model is used, the wakeup frequency gets lower. This complies with the above results.Besides, the frequencies of on-demand and regular wakeup are also measured to demonstrate how the ZigBee and WiFi interfaces collaborate together to save energy. From the results, we can see that when packet rate is high, ZigBee is used more frequently for on-demand wakeup since the expected interval between two on-demand wakeups (i.e., τ i ) decreases according to Eq. (7). As the overall wakeup frequency remains almost the same, the frequency of regular wakeup decreases, resulting in less energy consumption. Particularly, when packet rate changes to 10 pkt/s, the LI is configured to the maximum (i.e., Y MAX ) in order to maximize system performance. As a result, the regular wakeup frequency approaches zero.
RELATED WORK
Numerous work has been conducted to improve WiFi energy efficiency in mobile devices, especially for web browsing applications. For example, authors in [1] , [14] proposed to minimize the energy consumption with bounded slowdown. To reduce the congestion at the AP and thus improve the performance of the standard PSM, an opportunistic PSM is proposed in [15] to allow one download at any time. One common shortcoming of these schemes lies in that, their savings largely depend on the accuracy in predicting client network usage patterns, because they are not able to wake up asleep clients at will without the assistance of additional interfaces. Thus, their performance is limited.
Besides, GreenCall [16] has been proposed to save energy consumption while preserving quality of VoIP application in wireless LANs by leveraging PSM. Cell2Notify [17] takes advantage of cellular network to improve energy efficiency of VoIP over WiFi enabled smartphones. Different from these work which target at real-time applications, ZPSM is also applicable to delay tolerant applications, such as short file transfers, web browsing, video streaming, etc.
Research has also been conducted to investigate colocated interfaces to assist WiFi transmission. One of the first work that brought forth the idea is CoolSpots [18] , which proposed some basic policies to enable a mobile device to automatically switch between multiple radio interfaces such as WiFi and Bluetooth, in order to increase battery lifetime. Blue-Fi [2] uses the co-located Bluetooth to predict the availability of the WiFi connectivity, which allows the device to intelligently turn the WiFi interface on only when there is WiFi connectivity available. Another Bluetooth assisted protocol has been proposed in [4] to reduce power consumption of WLAN by using Bluetooth to form a cluster, called Bluetooth Personal Area Network (PAN). The cluster head acts as a gateway between the PAN and the WLAN, enabling clients to access the AP via low-power Bluetooth. Different from these work, our system uses ZigBee interface, which has a much longer communication range. Thus, it can provide better communication capability under the mobile environment. Because of using different hardware and methodologies, the accomplishment is also different.
ZiFi [19] was proposed to utilize ZigBee radios to identify the existence of WiFi networks through WiFi beacons. WiZi-Cloud protocols [20] were proposed to use WiFi and ZigBee radios on mobile phones and APs to achieve ubiquitous connectivity, high energy efficiency, real time intradevice/inter-AP handover. Besides infrastructure WLAN, a Z-WiFi system was proposed in [21] to leverage the ZigBee interface to improve throughput and energy efficiency in IEEE 802.11 ad hoc network. Unlike these work, our work leverages the ZigBee interface to improve energy efficiency while ensuring requirements on delay bound in infrastructure WLAN.
CONCLUSION
In this paper, we proposed and prototyped a ZigBeeassisted PSM system to improve energy efficiency in WiFi communication. Results of simulation and prototype-based experiment have shown significant improvement on energy consumption compared to the standard PSM system. For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
