Introduction
An [n, k, d; p] code is a k-dimensional subspace of F n p with minimum(Hamming) distance d. Let A i denote the number of codewords with Hamming weight i in a code C of length n. The weight enumerator of C is defined by 1 + A 1 x + A 2 x 2 + · · · + A n x n .
The sequence (1, A 1 , · · · , A n ) is called the weight distribution of the code, which is an important parameter of a linear block code. In fact, the minimum distance d determines the error correcting capability of the code C. Furthermore, under some algorithms, we can compute the error probability of error detection and correction. An [n, k, d; p] linear code C is called cyclic if (c 0 , c 1 , · · · , c n−1 ) ∈ C implies that (c n−1 , c 0 , c 1 , · · · , c n−2 ) ∈ C (gcd(n, p) = 1). Using the vector space isomorphism from F m p to the principal ideal ring R n := F p [x]/(x n − 1) (a 0 , a 1 , . . . , a n−1 ) −→ a 0 + a 1 x + · · · a n−1 x n−1 ,
C is an ideal. The generator g(x) of this ideal is called the generating polynomial of C, which satisfies that g(x)|(x n − 1). When the ideal is minimal, the code C is called an irreducible cyclic code. For any v = (c 0 , c 1 , · · · , c n−1 ) ∈ C, the weight of v is wt(v) = #{c i = 0, i = 0, 1, . . . , n − 1}.
Many authors have studied how to determine the weight distributions of cyclic codes. MacWilliams and Seery [17] gave a procedure for binary cyclic codes, but it can be implemented only on a powerful computer. The problem of computing weight distributions is connected to the evaluation of certain exponential sums McEliece, Rumsey [20] and Van Der Vlugt [23] , which are generally hard to determine explicitly. In [21] , Schoof studied its relation with the rational points of certain curves. For the weight distributions of the cyclic codes with three nonzeros, please refer to Feng, Luo [10] and Zeng, Hu, etc. [11] . The related problems in the binary cases with two nonzeros, were analyzed in Johansen, Helleseth, Kholosha [10, 11] .
Assume that p is an odd prime, q = p m for a positive odd integer m. Let π be a primitive element of F q . This paper determines the weight distributions of cyclic codes C 1 and C 2 over F 3 with nonzeros π −2 , π −4 , π −10 and π −1 , π −2 , π −4 , π −10 respectively, the weight distributions of which are verified by two examples using matlab. Note that the length of the cyclic codes is l = q − 1 = 3 m − 1 and 3 ∤ m. In the following, Section 2 presents the basic notations and results about cyclic codes. Section 3 focus on the class of cyclic code C 1 . Section 4 is on the class of cyclic code C 2 . Final conclusion is in Section 5.
Preliminaries
In this section, relevant knowledge from finite fields is presented first for our study of cyclic codes in Section 2.1. Then some results about the calculations of exponential sums are presented in Section 2.2. Section 2.3 concerns the sizes of cyclotomic cosets and the ranks of certain quadratic forms.
Finite fields and cyclic codes
Here, some known properties about the codeword weight are listed, and the mathematical tools exponential sums and quadratic forms are introduced. For more researches about cyclic codes, refer to [5, 6, 9, 19] for the irreducible case, and [8, 15, 24, 25] for the reducible case.
For an odd prime p and a positive integer m, let the cyclic code C over F p be of length l = q − 1 = p m − 1 with non-conjugate nonzeros π −s λ , where 1 ≤ s λ ≤ q − 2(1 ≤ λ ≤ ι) and π is a primitive element of F q . Then the codewords in C can be expressed by
where
Tr(α λ π is λ )(0 ≤ i ≤ l − 1) and Tr : F q → F p is the trace mapping from F q to F p . Therefore the Hamming weight of the codeword c = c(α 1 , . . . , α ι ) is:
and
For general functions of the form f α,...,γ (x) = αx
and corresponding symmetric matrices
satisfying that F α,...,γ (X) = XH α,...,γ X T = Tr(f α,...,γ (x)). It is known that there exists M α,...,γ ∈ GL m (F p ) such that
where a i ∈ F * p (1 ≤ i ≤ r α,...,γ ) and r α,...,γ = rankH α,...,γ . Let ∆ = a 1 · · · a r α,...,γ (set ∆ = 1 for r α,...,γ = 0), and ∆ p
denotes the Legendre symbol. The following result is about the exponential sum corresponding to the symmetric matrix H α,...,γ [8] , see also [13] .
Otherwise
Results about exponential sums
In this subsection Lemma 2 and Remark 1 are from [14] , also refer to [8] for the calculations of exponential sums that will be needed in the sequel.
Lemma 2 For the quadratic form F α,...,γ (X) = XH α,...,γ X T corresponding to f α,...,γ (x), see (4) (i) if the rank r α,...,γ of the symmetric matrix H α,...,γ is even, which means that
(ii) if the rank r α,...,γ of the symmetric matrix H α,...,γ is odd, which means that
where ε = ±1 and
Lemma 3 Let F α,...,γ (X) = XH α,...,γ X T be the quadratic form corresponding to f α,...,γ (x), see (4) . If the rank r α,...,γ of the symmetric matrix H α,...,γ is odd, then where
Proof Choose a quadratic nonresidue a ∈ F * p , then the symmetric matrix corresponding to af α,...,γ (x) is aH α,...,γ which also has rank r α,...,γ , and
Since r α,...,γ is odd, 
. . , aγ, aδ) (equation (2)). From Lemma 1, there are four cases to be considered where the first two equations are for the case with symmetric matrices H of even rank and the last two equations for the case of odd rank.
•
In the above, r ′ is a positive integers, c ∈ F * p , p * = −1 p p and ε = ±1.
Cyclotomic cosets and the ranks of certain quadratic forms
The cyclotomic coset containing s is defined to be
where m s is the smallest positive integer such that p m s · s ≡ s (mod p m − 1). In the following, Lemma 4 and Lemma 5 are from [14] , also refer to [2] for the binary case of Lemma 4.
Lemma 4 If
If m = 2t + 2 is even, then for l i = 1 + p i , the cyclotomic coset D l i has size
\{(0, 0, . . . , 0)}, the following result is about its rank.
The following corollary is a special case of Lemma 5.
has five possible values:
3 The cyclic code C 1
This section investigates the weight distribution of the cyclic code C 1 over F 3 with length l = 3 m − 1 and nonzeros π −2 , π −4 and π −10 , where π is a primitive element of the finite field F 3 m for an odd integer m satisfying 3 ∤ m.
First, Lemma 6 and Lemma 7 are stated about the number of solutions of quadratic equations over finite field. Secondly moments of exponential sum S(α, β, γ) are calculated in Section 3.1 and Section 3.2, which provide four equations and one equation for the weight distributions respectively. Finally, some relevant results about quadratic forms are presented in Section 3.3 which provides another two equations using association schemes, and main results are provided by using the seven equations in Theorem 1 of Section 3.4.
Definition 1 For any finite field F q the integer-valued function υ on F q is defined by υ(b) = −1 for b ∈ F * q and υ(0) = q − 1.
Lemma 6 (Theorem 6.26., [13] ) Let f be a nondegenerate quadratic form over F q , q odd, in an even number n of indeterminates. Then for b ∈ F q the number of solutions of the equation
where η is the quadratic character of F q and ∆ = det(f ).
Lemma 7 (Theorem 6.27., [13] ) Let f be a nondegenerate quadratic form over F q , q odd, in an odd number n of indeterminates. Then for b ∈ F q the number of solutions of the equation
Moments of the exponential sum S(α, β, γ)
For an odd prime p, this subsection calculates the first three moments of the exponential sum S(α, β, γ) (equation 3).
Lemma 8 Let p be an odd prime satisfying p ≡ 3 mod 4, and q = p m where m is an odd integer with property 3 ∤ m. Then there are the following results about the exponential sum S(α, β, γ) (equation 3) corresponding to f
Proof From definition, changing the order of summations, (i) can be calculated as follows
Equation (ii) can also be calculated in this way
where M 2 is the number of solutions to the equation system
Since it is assumed that p ≡ 3 mod 4 and m is an odd integer, there is not an element x 0 ∈ F q satisfying x 2 0 = −1. The only solution to above system is x = y = 0, that is M 2 = 1.
As to (iii), we have
and T 3 is the number of solutions of
To study equation system (11), consider the last two equations. Canceling y there is (x p+1 + 1)
Since 3 is not a divisor of m, from (12) it can be checked that x ∈ F p . In the same way, it implies that y ∈ F p . Since a p = a for any a ∈ F p , we only need to consider the first one of system (11) . In case of Lemma 6, ∆ = 1, b = −1, n = 2 and −1 is a quadratic nonresidue of F p . So |T 3 | = p + 1, and then
Substituting to equation (10), the third statement of the lemma is obtained. ⊓ ⊔
Corresponding to Lemma 1 and Corollary 1, we introduce the following notations for convenience. Let
where ε = ±1 and j = 1, 3. Also, denote n ε,j = |N ε,j | for j = 1, 3. And
for j = 0, 2, 4, where i is the imaginary unit. By Lemma 3, set
, since m − j is odd. Using the above notations, Lemma 8 can be restated as follows.
Lemma 9 Let p be an odd prime satisfying p ≡ 3 mod 4, and q = p m where m is an odd integer with property 3 ∤ m.
2(n
Proof Substituting the symbols of (14) and (15) to Lemma 8, we have the following four equations
where the first one comes from the fact that there are p 3m − 1 elements in the set F 3 q \{(0, 0, 0)}. Also, note that S(α, β, γ) = p m when α = β = γ = 0. Using n j = n ε,j = |N ε,j | for j = 0, 2, 4, the result is obtained by simplification.
⊓ ⊔
The fourth moment of S(α, β, γ)
For the fourth moment of S(α, β, γ) in the particular case of p = 3, we calculate the number of solutions of the following equation system
in Lemma 10, which is denoted by T 4 .
Lemma 10 Let p = 3 and q = p m , then
Proof The following process is composed of three parts: Part I is to find the values of the possible solutions (x 0 , y 0 , z 0 ); Part II is to verify that they are actually a solution of equation (16); Part III is to find the number of the solutions. Part I: To study equation system (16), this part tries to get the formula (20) by using (17, 18, 19) , and then obtain the solution cases (21, 22) . Consider the first two equations
we find that
Substituting (18) to the second one of (17)
that is
For equation (19) , set x = x 0 and consider y as the variable to be determined, then Note that the characteristic of the finite field F q is 3 and the elements in F 3 is 0, 1, 2 = −1. Corresponding to the solutions of equation (19) 2 . That is to say y ′ = y 2 = (x 0 ± 1) 2 , so
Let's consider the first case of (21) where y = y 0 = x 0 ± 1. By the first equation of (17)
i.e., z 2 = (x 0 ∓ 1) 2 and
note that the symbols +, − in (22) are taken with respect to the symbols ± of (21) when we set y = y 0 .
Part II: For (21) and (22) , this part considers two first cases. Now, for the possible solutions x = x 0 , y = y 0 = x 0 ± 1 and z = z 0 = x 0 ∓ 1, substituting to the second equation of (16) (16) is also satisfied. Therefore the possible solutions (x 0 , y 0 , z 0 ) satisfy system (16) .
As to the first case of (21) and the second case of (22), since a 2 = (−a) 2 for any a ∈ F q , it can be checked that x 0 , y 0 = x 0 ± 1, z 0 = −x 0 ± 1 also satisfy (16) . For each x 0 ∈ {0, 1, −1}, there are 4 cases of y 0 in (21), and for each selected y 0 , there are two choices for z 0 in (22) , which leads to 4×2 = 8 solutions of (x 0 , y 0 , z 0 ). So the number of solutions of (16) 
Proof For w = 0, divide the three equations in (23) (16) is obtained, and the number of solutions of which is T 4 by Lemma 10. For w = 0, the number of solutions of (23) is M 3 (equation 13) which assume that m is an odd integer satisfying 3 ∤ m. Altogether, the number of solutions of equation system (23) is
Applying Lemma 11, the following result about the fourth moment of the exponential sum S(α, β, γ) can be obtained.
Lemma 12 Let p = 3 and q = p m where m is an odd integer satisfying 3 ∤ m. Then
Using the symbols of (14) and (15), Lemma 12 can be rewritten as the following corollary.
Corollary 2 Let p = 3 and q = p m where m is an odd integer satisfying 3 ∤ m. Then
Association schemes
The following introduction is about skew-symmetric matrix (Lemma 13) and symmetric matrix (Proposition 1), and a relevant discussion [14] . In fact, they correspond to two association schemes, the fundamental properties of which are referred to [1, 3, 18, 22] . Note that there exists a one-to-one correspondence between the set of alternating bilinear forms and the set of skew-symmetric matrices, and a oneto-one correspondence from the set of quadratic forms to the set of symmetric matrices. A skew-symmetric matrix B = [b i,j ] of order m is a matrix which satisfies
and it has even rank. Let Y m = Y (m, p) denote the set of skew-symmetric matrices of order m over F p . It can be checked that Y m is an
is an association scheme with n classes [4] . The distance distribution of a nonempty subset Y of Y m in the scheme (Y m , R ′ ) is the (n + 1)-tuple a = (a 0 , a 1 , . . . , a n ) of rational numbers a i , where
Easy to see that a 0 = 1, and a 0 + a 1 + · · · + a n = |Y |.
where 1 ≤ d ≤ n. In other words,
For a real number b = 1 and all nonnegative integers k, denote the Gaussian binomial coefficients with basis b by x k b :
Lemma 13 (Theorem 4., [4] )
(ii) In case of equality, the distance distribution of Y is uniquely determined by
The set of symmetric matrices X m = X(m, p) forms a vector space of dimension m(m + 1)/2 over F p . Let
be the set of symmetric relations R i on X m defined by
Comparing to the association scheme (Y m , R ′ ) of skew-symmetric matrices, the following two lemmas are about the scheme (X m , R) [7] . Lemma 14 (Theorem 1., [7] ) (X m , R) forms an association scheme of class ⌊(m+ 1)/2⌋. Lemma 15 (Theorem 2., [7] ) All the parameters (and consequently all the eigenvalues) of the two association schemes (X m , R) and (Y m+1 , R ′ ) of class ⌊(m+1)/2⌋ are exactly the same.
Distance distribution of a nonempty subset X of X m can be defined as that of
where 1 ≤ d ≤ ⌊(m + 1)/2⌋. Similar to Lemma 13, Proposition 1 is about the association scheme (X m , R).
(ii) In case of equality, the distance distribution of X is uniquely determined by
Proof Refer to the proof of Lemma 13 [4] . ⊓ ⊔
Main results
This subsection contains the main results about the cyclic code C 1 . Before going on, Lemma 16 is for the distance distribution of relevant subset X of X m . With notations as in Proposition 1 for m = 2t + 1, we have n = t + 1 and c = p m . In fact, Lemma 9, Corollary 2 and Corollary 3 result in Corollary 4, and then lead to Theorem 1.
Lemma 16
Let m = 2t + 1, t ≥ 2 and q = p m − 1 where p is an odd prime. Let X denote the set of quadratic forms corresponding to f
. Then X is an (m, t− 1)-set, and a n−i is the number of quadratic forms in X with rank 2(n − i) or 2(n − i) − 1 for i = 0, 1, 2.
Proof By Corollary 1, the ranks of the quadratic forms contained in X satisfy
Let X ′ i denote the set of quadratic forms of rank 2(n − i) or 2(n − i) − 1 in X. Easy to find that the sum of two quadratic forms from X also lies in X. For given A ∈ X, we find that (A, C) = (A, A + B) ∈ R n−i for any B ∈ X ′ i , here C = A + B. And no element else in X satisfies this property. So
and a n−i = |X ′ i | by comparing (24) with (25) . ⊓ ⊔ Corollary 3 Let m = 2t + 1, t ≥ 2 and q = p m − 1 where p is an odd prime. The notations in (14) and (15) satisfy 2n 0 = a n , n −1,1 + n 1,1 + 2n 2 = a n−1 , and n −1,3 + n 1,3 + 2n 4 = a n−2 where a n−i is as defined in Proposition 1 for i = 0, 1, 2. (14) and (15) satisfy where r is the rank of the corresponding quadratic form, and ∆ is defined in equation (6) . For clearness, we list the notations of (14) and (15) in Table I .
Proof
For quadratic form F (X) with corresponding symmetric matrix H of rank r, depending on Table I , Lemma 18 considers the exponential sum
where A varies over F Table II where
Proof In the following, there are three parts for the proof: Part I is for general analysis and the case where (28) is not solvable; Part II gives the counting formula for the times that S ′ (α, β, γ, δ) takes each possible value according to the rank of corresponding quadratic form; Part III presents the calculation of the counting formula. 
Since A varies over the elements of F It can be checked that equation (29) is solvable only when the elements of the last m − r coordinates of A ′ are 0, and in this case for any such A ′ the number of solutions of equation (29) (ii) The rank r of the corresponding quadratic form is odd.
• For the case of c = 0, equation (31) • For the case of c = 1, the number of solutions is Part III: This part considers the calculation of above counting formulas in the two cases when r = m and r = m − 1 for odd and even ranks respectively.
(i) For the case of r = m, assume that ∆ = 1, then S(α, β, γ) = ip
