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Abstract 
Let P, and C, denote the path and cycle of order n. In [6], Guo and Li conjectured that ifG is 
a 2-regular graph without subgraph isomorphic to C4, then the complement of G is chromat- 
ically unique. In this paper, we present aproof of this conjecture. We also obtain that if ni is even 
and ni ~ 4 mad 10, then the complement of ~ ~= 1 P,, is chromatically unique. A new parameter 
~(G) of graph G and some recursive formulas are introduced as tools, and connected graphs 
with ~(G) = 0 or 1 are characterized. The chromatic uniqueness of certain kinds of graphs is 
also discussed. 
1. Introduction 
All graphs considered are finite and simple. Notat ion and terminology will conform 
to that in El]. Let P(G, 2) or simply P(G) denote the chromatic polynomial of graph G. 
A graph G is said to be chromatically unique, in short, z-unique, if H ~ G for any 
graph H with P(H,2) = P(G,2). Let v(G) and e,(G) denote ]V(G)I and ]E(G)[, respec- 
tively, and z(G) the chromatic number of G. Let GE be the edge subgraph of G. When 
G = O, (the empty graph of order n), set GE = Kt. G c represents the complement of 
G and d = (GC)E. K, - E(G) denotes the graph obtained from K,  by deleting all the 
edges of a subgraph isomorphic to G. GwH denotes the union of G and H with 
G~H = 0. Let N~(v) be the set of all the vertices of G adjacent o v. G + e and G ~- e 
(e ~ E(G~)) stand for the graph obtained from G by adding e to G and by identifying the 
two end vertices of e, respectively. Let [-x] denote the largest integer less than or equal 
to x and 3( f )  the order of the polynomial f. 
The a-polynomial a(G) of graph G was introduced by Korfhage [7]. Let 
P(G, 2) = Y~=0 ai(2),_i, where (2)0 = 1, (2)i = )~(2 - 1) ... (2 - i + 1), i 7> 1, n = v(G), 
k = n - z(G). Then a(G) can be written as Y,~=o a~ ak-~. It is known that ai >~ 1 (0 ~< i ~< k), 
ao = 1, al = e(G), For convenience, set ai =0 if i¢{j [0 ~<j ~ k} and write a(G)= 
k {a~} i= o and 6(G) = a(G°). A graph G is said to be a-unique if H ~ d for any graph H with 
a(H) = a(G). If G is a-unique then it is z-unique, but the converse is not true. 
0012-365X/96/$15.00 © 1996 Elsevier Science B.V. All rights reserved 
SSDI 0012-365X(95)00308-8  
110 Q. Du / Discrete Mathematics 162 (1996) 109-125 
Farrell and Whitehead conjectured that C,, n :~ 4, is z-unique [5]. In [6], Guo and 
Li gave a proof of this conjecture. Furthermore, they conjectured that if G is 2-regular 
and without subgraph isomorphic to C4, then d is z-unique. Using the results in [6], 
Liu and Bao proved that if G is a 2-regular graph without subgraph isomorphic to C4 
or C3, then d is z-unique [8]. But there are faults in [6]. One can identify their 
mistakes by making a comparison between Lemma 3.10 in [6] and Theorem 5.4 in 
this paper. We present a proof of Guo and Li's conjecture here. We also obtain that if 
n~ is even and n~ 4mod 10, then the complement of k U i= 1 P,, is z-unique. 
In this paper, a new parameter n(G) of G and some recursive formulas are 
introduced as tools, and connected graphs with n(G) = 0 or 1 are characterized. The 
chromatic uniqueness of certain kinds of graphs are discussed. 
Since quite a few nomenclature and notations are involved, we include an index of 
terminology and notations used, at the end of the paper to facilitate reading. 
2. Def in i t ions 
Def in i t ion 2.1. Let G be a graph, e = vlvz ~ E(G). Let H = G,  e be the graph defined 
as follows: 
V(H) = (V(~) - {Vl, v~})u{v}, vCV(~). 
E(H) = {el eeE(G), e is not incident with vl or vz}u{uvl ueNG(vl)~NG(v2)} 
G.  e is said to be the graph obtained from G by c-contracting e.
It is easy to prove that 
Proposit ion 2.2. (G o e) c = (G c) * e, (G * e) c = (G c) o e. 
Def in i t ion 2.3. Let G be a graph. G is said to be irreducible if #(G) is an irreducible 
polynomial over the rational number field. G is said to be indivisible if for any graphs 
GI and G2, 6(G) = 6(G1)a(G2) implies that 6(G1) = 1 or 6(G2) = 1. 
Obviously, every irreducible graph is indivisible. But the converse is not necessarily 
true. For example, 0(C6) = (a + 2)(a 2 + 4a + 1) and a 2 + 4a + 1 is not a a-poly- 
nomial of a graph, C6 is indivisible but not irreducible. Let P, be the path of order n. 
One can check that P,(n = 2, 3, 4, 6, 10, 12) are irreducible. It is easy to see that: (1) If 
G is indivisible then G is connected, (2) For any a-unique graph G, if G is connected, 
then G is indivisible. 
Def in i t ion 2.4. The sequences of polynomials fk = fk(a) and gk = gk(a) are defined by 
recursive formulas as follows: 
A = f ~A- ,  
+ A-2,  
~aA-  1 + f , -2 ,  
k is odd 
for k ~> 2, (1) 
k is even 
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fo=f l  = 1. 
Igk -1 + Ok-2, k is odd gk = {. Ggk-  1 At- gk -  2, k is even for k 1> 2, (2) 
go = 2 and gl = 1. 
We introduce some notations: 
(1) For  a graph G and e = vlv2eE(G),  set NG(e) = NG(vl)wNG(v2) - {vl, v2} and 
d(e) = dG(e) = ISo(e)l. 
(2) Let AG denote the number  of subgraphs isomorphic to K 3 in G and 3o the 
number  of components isomorphic to K 3 in G. 
(3) Let ink(G) denote the number  of k-matchings of G. 
(4) Let {di} be the valency sequence of G, set D2(G) 1 = ~E i(di - 2) 2. 
(5) Let 6(G) a k = { i}/=0 and 6i(G) = ai(O <~ i <<, k). Define n(G) = 62(G) - r(e(G)), 
where z(x) = (x 2 - 3x)/2. 
The following Proposit ion is obvious. 
Proposition 2.5. e(G • e) = e(G) - (do(e) + 1). 
We list some classes of graphs: 
(1) P, denotes the path of order n, and write ~ = {P, ln >~ 2}. 
(2) C, denotes the cycle of order n, and write ~ = {C.I n >/4}. 
(3) Q,(n ~ 4) denotes the graph obtained from K3 and P , -  2 by identifying one vertex 
of  K 3 with an 1-valent vertex of P._ 2, and write ~ = {Q, I n >1 4}. 
(4) 3-3 denotes the set of the trees exactly with three 1-valent vertices. 
(5) Q'n(n >~ 6) denotes the graph obtained from K3 and Q, -  2 by identifying one vertex 
of K3 with an 1-valent vertex of Qn-2 ,  and write ~' = {Q',ln >t 6}. 
(6) Let £P denote the set of graphs defined as follows: H ~ ~ if and only if for any 
component Hi of H, 
Hi E ~c~u-~=.~'u  {K3, Kg ,  K4}, 
where KT, = K4 - e, e~ E(K4). 
3. Some iemmas 
Lemma 3.1 (Korfhage [-7]). 
a(a(G o e)) = t. Then 
Let G be a graph and e eE(G),  
a(G + e) + a(Goe) 
o(G) = f aa(G + e) + a(G o e) 
I a(G + e) + aa(G o e) 
(where aa(G) = a x a(G)). 
for s=t+l ,  
for s = t, 
for s=t+2 
3(a(G + e)) = s and 
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Lemma 3.1 can be written in the fol lowing form. 
s t Lemma 3.2. Let G be a graph and e E E(G), ~(G - e) = {ai} i= o and 6(G • e) = {bi} i= o. 
k Then 6(G) = {a~ + bi-1}i=o, where k = max{s , t  + 1}. 
Choose e ~ E(Pm)(m >>- 3), d(e) = 1, by Lemma 3.2 and by induct ion we obtain 
Proposition 3.3. a(Pm) m-~ k = {( i )}i=o, where m >1 2 and k = [m/2]. 
Similarly, we have 
Proposition 3.4. 6(Cm)  {m/(m . m- i  k = -- t)( i )}/=0, where m >~ 4 and k = [m/2]. 
Lemma 3.5 (Korfhage [7]). Let G, G1 and G2 be graphs, G = G1uG2. Then 6(G) = 
e(G1)e(G2). 
Lemma 3.6. Let {di} denote the valency sequence of graph G. Then 
Proof.  ff2(G) = m2(G) + AG (refer to [9]) and m2(G) = (~a)) _ 52 i (~,), so the temma 
follows. [ ]  
Lemma 3.7. Let G and H be graphs, {d~} and {d~ + k~} be the valency sequences of 
G and H, respectively. If62(G) = ffz(H), v(G) = v(H) and e(G) = e(H), then 
An -- A~ = ½ Z ( k2 + 2dikl). 
i 
Furthermore, if G is regular, then An - AG = ½ ~i k2 
Proof.  Since e(G) = e(H), ~ik i  = 0. By Lemma 3.6, 
= 1 Z ( k2 + 2d, k,). 
2 i  
When G is regular then Z~ 2dik~ = O. Hence, 
1 
A~ - AG = ~ ~ k~. [] 
Q. Du / Discrete Mathematics 162 (1996) 109-125 113 
4. Recursive formulas 
Lemma 4.1. (1) fk = 6(Pk),for k >1 1. 
(2) Ok = fk + fk-2, for k >f 2. 
(3) Ok = e(Ck), for k >~ 4. 
Proof. (1) Obviously, f l  = 1 = O(P1) and f2 = ¢ + 1 = 6(P2). For k ~> 3, choose 
eeE(Pk),  such that d(e)= 1. Then ~(Pk -- e) ---- a(Pk- x), O(Pk*e)=~(Pk-2) .  Let 
O(O(Pk-1)) = nl and 0(a(Pk-2)) = n2, then nl = [(k - 1)/2] and n2 = [(k - 2)/2] by 
Proposit ion 3.3. Hence, nl --- n2 + 1 when k is odd and nl = n2 when k is even. By 
Lemma 3.1, 
~o(Pk-1) + e(P~-2), 
e(Pk) = [,7o(Pk_ 1) + e(Pk-2), 
k is odd, 
k is even. 
Hence fk = #(Pk), k ~ 1. 
(2) Set hk = fk + fk-2, k >I 2. Then h2 = f2  d- fo  = o" + 2 --- g2 and h3 = f3 + f l  = 
+ 3 = g3- When k ~> 4, 
= ~hk- 1 d- hk- 2, k is odd, 
hk [ahk-  1 -[- hk- 2, k is even.  
Hence h k = gk, when k ~> 2. 
(3) Let e ~ E(Ck) (k >1 4), then O(Ck -- e) = 6(Pk) and 6(CR * e) = 6(Pk- 2); ?(a(Pk)) = 
3(tY(Pk-2)) + 1. And so O(CR) = a(Pk) + a(Pk-2) = fk + fk -2  = gk by (1) and (2) and 
Lemma 3.1. []  
Lemma 4.2. Let m >1 1 and k >>. 1. Then 
l a fk fm+ fk - l fm-X,  k and m are both odd, 
fk+m = fkfm + a fk - jm-1 ,  k and m are both even, (3) 
(fkf , ,  + fk -  l fm- 1, otherwise, 
I trgkfm d-gk- l f ra-- l ,  k and m are both odd, gk+,, = Igkfm + agk- l fm-X,  k and m are both even, (4) 
[ gkfm + gk- Xfm- l, otherwise. 
Proof. The proofs of (3) and (4) are similar, we only prove (4) by induction on m. 
When m = 1, 
= ~Ggk + gk- 1 = O'gkfl -~ gk- lfO, k is odd, 
gk+l [gk_ l _gk_ l=gkf l _ t _gk_ l fo ,  k is even. 
The lemma holds obviously. 
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When m = 2 and  k is odd, gk+2 ----- gk+l  "~- gk = (O'~k "Jr- gk - l )  "~- gk = ((7 "1- l)gk + 
gk-1 ~- gkf2 "~- gk- l f l ,  the  lemma sti l l  ho lds .  
When m = 2 and  k is even,  gk+2 : O'gk+ 1 -~- gk = o'(gk "~- gk-1)  "~- ~k : ((7 -~- 1)g k + 
(Tgk-I : gkf2 "~ (Tgk- I l l ,  the  lemma is again true.  
For  m t> 3, using the induction hypothesis, we distinguish the following cases. 
Case 1: k and m are both odd. 
gk+m = agk+m-1 + gk+,,-2 = a(Vkfm-1 + gk- l fro-2) + ((Tgkf~-2 + gk - l f , , -a )  
= agk(fm-1 + fro-2) + gk- l (a fm-2 + fro-a) = agkfm + gk- l fm-1.  
Case 2: k and m are both even. 
gk+m ---- O'gk+m- 1 + gk+m-2 = (7(gkfm-1 + gk - l fm-2)  + (gkfm-2 + gk - l fm-3)  
= gk((Tfm-t + fro-2) + agk- l ( fm-2 + fm-a) = gkfm + gk- l fm-1.  
Case 3: k is odd and m is even. 
gk+,, = gk+m-1 + gk+m- 2 = ((Tgkfm-1 + gk- l fm-2)  + (gkfm-2 + gk - l fm-s )  
= gk((Tf,.-1 + fro-2) + gk-x( f . , -2  + fro-S) = gkf,. + gk- l fm-x.  
Case 4: k is even and m is odd. 
gk +m = gk-m-1  + gk +m- 2 = (gkfm-1 + (Tgk- xf , , -  2) + (gkfm- 2 + gk- l f , , -  s) 
= gk(fm-1 + fm-2) + gk- l ( fm-2  + (Tfm-a) = gkfm + gk- l fm- l "  
Hence the lemma is true in every case. []  
Let (g, f )  denote the greatest common factor of g and f, and g l f  means that g 
divides f. 
Lemma 4.3. (fk, fk -  1) = 1 and (gk, gk- 1) = 1 for k >1 1. 
Proof. By the definitions of fk and gk, we have (fk, fk -1 )=( fk - l ,  fk-2)  . . . . .  
(f l, fo )= 1. Similarly, (g~, gk -1)= 1. [] 
Lemma 4.4. (I) f2k+l = fkgk+l, 
(2) gkJgtk, where t is odd, 
(3) fklf.  i f  and only i fn  = (k + 1)t + k, t ~> 0, 
(4) /ffklg.,  where k >~ 2, and n >~ O, then k = 3. 
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Proof. (1) By Lemmas 4.2 and 4.3, 
Ak+, = AA+, + A-, f~ =f~(A+,  + A- , )  = Agk+,. 
(2) By induction on t. When t = 1 the result is obvious. Suppose t >~ 3. gtk = 
f2kg(t-2)k -}- f2k- lg ( t -2)k -1  : f2kg(t-2)k q- fk - lgkg( t -2 )k - I  by (1) and Lemmas 4.2. 
By the induction hypothesis gklgtt-2)k, SO (2) is true. 
(3) Suppose n = (k + 1)t + k. By induction on t. When t = 0, k = n, and the result 
is obvious. 
When t ~> 1, set m = (k + 1)t. Then f , , -1 = f(k+ l)(t- l)+k. So fk l f~-  I by the induc- 
tion hypothesis. 
Since, 
f .  = f ro+,  = 
f , f .  + f~-if.-~, 
or  afkfm + fk-rfm-,, 
or  fkf. + afk-rfm-l, 
we have fklf. .  
Conversely, let fklf~. By induction on n, when k - n, the result is true. Assume 
n~>k+l :  
t 
L-kA + L -k - ,A - , ,  
f~ = f~.-k)+k = or a f , -k fk  +L-k - l fk - , ,  
or f . -k fk  + t r f , -k - l f k - , .  
Since (fk, A - I )  = 1 and (fk, a) = 1, f~lA-k-1. 
By the induction hypothesis, there exists t' such that n - t - 1 = (k + 1)t' + k, 
namely n = (k + 1)(t' + 1) + k. 
(4) By contradiction. Suppose that there exists k/> 2, k ¢ 3, and n >1 0 such that 
fklg.. Choose n as the smallest nonnegative integer with fklg.. Note that 
t~(Jk+2) :> t~(gk); d(fk) = d(gk) and gk =/=fk when k/> 2; ~(fk+l) /> d(gk) and fk+l ¢ gk 
when k ¢ 2. 
So we have k < n. Set n = l + k(l >~ 1). 
glfk + Or- l fk-  1, 
g. = gl+k =/or  ag~fk + gt- l fk-1,  
[or  g'fk + agt - l fk - l .  
Since (J~, fk-  l) = 1 and (fk, a) = l, fklgl- 1. AS 0 ~< l -- 1 < n, a contradiction to the 
choice ofn.  []  
Theorem 4.5. (1) I f  Pn, n >t 4, is irreducible, then n + 1 is a prime. 
(2) C,, n >I 3, is irreducible if and only if n is a prime or a power of 2. 
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Proof. (1) Suppose the result is not true, then n + 1 = st, where s >t 3 and t i> 2. 
Namely, n =s( t -1 )+(s -  1). By Lemma 4.4, f~- l l f ,  = 6(P,) and 0(fs-1)/> 1, 
a contradiction. 
(2) By Lemmas 4.1 and 4.4(2), the necessity is obviously true. 
Conversely, when n = 3, ~(C3) = 0 -2 + 3a + 1 is irreducible. When n/> 4, by Prop- 
osition 3.4, ~(G,) = {ai}k=0 = {n/(n -- i) ("}-i)}k=0, where k = [n/2]. Note that, when 
n is a prime, a~, 1 ~< i ~< k, is a multiple of n and ak = n; when n is a power of 2, ai, 
1 ~< i ~< k, is even and ak = 2. By Eisenstein's Theorem, 9k is irreducible. []  
Lemma 4.6. Let fl(f,) and fl(9.) denote the smallest real roots o f f .  and 9,, respectively. 
Then 
(1) //(f.) < / / ( f . _  0, n ~> 3. 
(2) //(O,) </ / (9, -1) ,  n ~> 3. 
Proof.  (1) We prove (1) by induction on n. When n = 3, f3 = tr + 2 and f2 = a + 1. 
Hence the lemma is true. By the induction hypothesis we assume that 
/ / ( L - l )  =//1 </ / ( f . -2 )  =//2,  n t> 4. 
Distinguish the following cases: 
Case 1: a(f,) is even. By the definition, 
~af.-1 + f.-2, 
f" = l or  f . -1  + f . -2 .  
Since O(f.) = O(f"-2) + 1, f . -2  ~-  oo as a --*-  o0. Since /11 </ / (L -z ) ,  f " -2 ( / /0  
< 0: 
~f laf , -  1(fii) + f " -z ( f i l )  
f ,(f l l)  = (o r  f . - l ( f l l )  + f . -2 ( f l0  = f"-2(f l , )  < 0. 
Since f .  ~ + oo as a --, - 0% f l( f . )  < fll = / / ( f . -  1). 
Case 2: t?(f,) is odd. This case is analogous to Case 1. 
(2) The proof of (1) is entirely similar to that of (1). We omit it. [] 
Theorem 4.7. (1) Let G = [)k= 1 C,, and H = 0 ti=l Cm,, where ni, mi >>-3; (2) Let 
G = (J k= 1 P,, and H = [.) I=i Pro,, where n,, m, >>. 2; 
In (1) and (2),/f ~(G) = ~(H), then G ~ H. 
Proof .  (1) By Lemma 4.1 6(C3) = ~(P4) = f4 and #(C.) = 9,, n/> 4. Note that f4 is 
irreducible and (f4, Y,) = 1 by Lemma 4.4(4). Hence, the theorem follows by Lemmas 
2.5 and 4.6. 
(2) The proof of (2) follows by Lemma 4.6 immediately. []  
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5. Main results and proofs 
Theorem 5.1. Let  G be a graph and G = ~)k=l  G i. Then n(G) = ~=~ n(Gi). 
Proof. It suffices to prove the case k = 2. By Lemma 2.5 6(G) = ff(G1)ff(G2), ff2(G} = 
52{=06f(G~)#2_~(G2). Since, 6o(H) = 1 and 61(H) = e(H) for any graph H, 62(G) -- 
a2(G1) + az(G2) + e(G1)g(G2). Note that r(m~ + m2) = r(ml) + r(m2) + mlm2 and set 
~(G1) = ml, e(G2) = m2, then ff2(G) = 62(G1) + 02(G2) + marne = (z(ml) + n(Ga)) + 
(r(m2) + n(G2)) + m~m2 = r(m~ + m2) + n(G~) + n(G2). Hence, n(G~) + n(G2) -- 
~2(G) - r(m~ + m2) = 62(G) - "c(e(G)) = n(G). [] 
Proposition 5.2. Let  G be a graph and e~ E(G). Then de(e) = n(G - e) - n(G) + 1. 
Proof. By Lemma 3.2, ~Y2(G) = d2(G - e) + 61(G,e) .  Let e,(G) = m, then e,(G*e) = 
m - (dG(e) + 1) by Proposit ion 2.5, so r(m) + n(G) = "c(m - 1) + n(G - e) + ~,(G * e). 
Hence, n(G-e) -n (G)+ l =r (m) - r (m-1) - r , (G*e)+ l=m-e(G*e) -  l -- 
da(e). [] 
Theorem 5.3. Let  G be a connected graph. Then 
(1) n(G) ~ 1, and the equality holds i f  and on ly / f  Ge:~u{K3}.  
(2) n(G) =- 0 i f  and only i f  G~y3w~'w~u{K1}.  
Proof. We prove (1) by induction on e(G). Since 7z(K1) = 0 and n(K2) = 1. Hence (1) 
holds when ~,(G) ~< 1. 
Suppose e(G)>~2. Choose e~E(G)  such that (G-e )e  is connected. Clearly, 
d~(e) ~> 1. As n(K1) = 0, n(G - e) = n((G - e)E) by Theorem 5.1. By the induction 
hypothesis, n(G - e) ~< 1. By Proposit ion 5.2, n(G - e) - n(G) + 1 = da(e) >/1. So 
n(G) <<, n(G - e) ~ 1. 
When n(G) = 1, n(G - e) = n((G - e)e) = 1 and da(e) = 1. By the induction hy- 
pothesis, (G-e)ee~u{Ka}.  As G is connected and dG(e)----1, (G -- e )ee.~.  
Therefore, Ge~ or G ~ K3 (only if (G - e)e ~= P3), 
Conversely, suppose Ge~u{K3}.  If g (G)= 1, then n(G)= 1. When a(G)>~ 2, 
choose ee E(G) such that da(e) = 1. By Proposit ion 5.2 n(G) = n(G - e) - dG(e) + 1, 
so n(G) = n(G - e). Observe that (G - e )ee~,  so n(G - e) = n((G - e)e) = 1 by the 
induction hypothesis. Hence n(G) = 1. 
(2) Can also be proved by induction on e(G). 
Suppose n(G) = 0. Since n(K1) = 0 and n(K2) = 1, for a(G) ~< 1 the result is clearly 
true. Let g(G) >~ 2. Choose e e E(G) such that (G - e)e is connected, so n(G - e) ~< 1 by 
Theorem 5.3(1). Since n(G) = 0, we have n(G - e) = da(e) - 1 by Lemma 5.2. Clearly, 
da(e) >~ 1, therefore 0 ~ da(e) - 1 = n(G - e) ~< 1 and it is only necessary to consider 
the following two cases: 
Case 1: n(G - e) = 1 and de(e) = 2. 
By Theorem 5.3(1), (G - e)E e~@w{K3}. Hence, G e,Y--3wcg or G ~ Q4. 
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Case 2: n(G - e) = 0 and do(e) = 1. 
By the induct ion hypothesis, (G-  e)Ee~'-3wCgw.~w{K1}. As do(e)= 1, (G-  e)E 
K I  and (G-  e )e~.  Hence, G~ J -3u.~.  
Conversely, when G = K1, the result is obvious. Suppose G E~-3u~U,,~. Distin- 
guish the following cases: 
Case 1: Ge  J3w~ - {$4, Q4} ($4 is a star of order 4). 
In this case we choose e e E(G) such that do(e) = 1 and (G - e)e e 3-  3 w-~. By Lemma 
5.2, n(G) = n(G - e). According to the induct ion hypothesis, n((G - e)e) = 0, and so 
n(G) = O. 
Case 2: G~Cgw{S4, Q4}. 
In this case, we choose eeE(G)  such that d~(e)= 2 and (G-  e )~w{K3}.  So 
n(G-e)=n( (G-e)E)= l  by Theorem 5.3(1), and n(G)=n(G-e) - I  by 
Lemma 5.2. Hence, n(G) = O. [] 
Theorem 5.4. Let G be a graph, e(G) = v(G) - m(m >~ O) and Ao = l. Then Aa <<. 
D2(G) -- m + l, with the equality holding if and only if Ge~q ~ and n(G) = rn + I. 
Proof. (1) The proof  of the sufficiency of the equal ity holding. 
Note  that 7z(K3)= 1, rc (Kz ) - - -1 ,  / z (g4)=-2 ,  lr(en)= 1, n ~ 2, n (C , )= 0 
n(Q,) = 0 and rc(Q',) = -1 .  By Theorem 5.1 and the definitions of D2(G) and Ao it is 
easy to check that if GE~ and n(G) = m + l then Ao = D2(G) -- m + I. 
(2) The proof  of the inequal ity and the necessity of the equality holding. 
We proceed by induct ion on v(G). When v(G) = 1, the theorem holds trivially. Now 
consider the graph G with v(G) ~ 2. 
If 1 ~< do(v)~< 2 for all v~E(G),  then it is obvious that Ge~,  D2(G)= m, AG = 
D2(G) -- m + l and ~z(G) = m + I. 
Hence we assume that there exist u, v~ V(G) such that do(u) ~< 1 and do(v) >1 3. 
Dist inguish the following cases: 
Case 1: do(u) = 0. We choose e = vweE(G)  such that do(v)/> 3 and z~n = l, where 
H = (G - u) - e. Let k = [Na(v)~N~(w)[. 
Then e(H)=v(H) -m,  An=l ,  AH=Aa-k  and D2(H)=D2(G) - (d~(v)+ 
d~(w) - 3). By the induct ion hypothesis An ~< D2(H) -- m + l. Thus, Ao -- k = 
An~<D2(H) -m+l=D2(G) - (dG(v)+d~(w) -3) -m+l ,  namely, A~<D2(G)  
- (dG(v) + d~(w) - k - 3) - m + l. Since do(v) 1>3 and dG(w) - k >~ l, AG < 
D2(G ) -- m + 1. 
Case 2: d6(u) = 1. Let e = uw ~ E(G). 
Subcase 2.1. do(w) >~ 2 and set H = G - u. 
Then e(H) = v(H) - m, An = l or l + 1, AH = A6 and D2(H ) --- D2(G ) - -  
(do(w)  - 2). 
Subcase 2.1.1. An = I. By the induct ion hypothesis An <~ D2(H) -- m + I. So A~ = 
An ~< DE(H) - m + l = DE(G ) - (d~(w) - 2) - m + l ~< DE(G) - m + I. If the equal- 
ity holds then An = D2(H) - m + I and do(w) = 2. By the induction hypothesis H e ~¢ 
and 1t(H) = m + I. Hence, G ~ ~ and re(G) = m + I. 
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Subcase 2.1.2. An = l + 1. In this subcase d~(w) = 3. By the induct ion  hypothes is  
Art <~ Dz(H)  - m + (l + 1). Hence, A~ = An <~ D2(H) -- m + (l + 1) = D2(G) - (dG(W) 
- -2 ) - -m+( l+ 1)=D2(G) -m+l .  If the equal i ty  ho lds  then An=D2(H) -  
m + (l + 1). By the induct ion  hypothes is  H ~ ~ and 7r(H) = m + (l + 1). Hence, G ~ 5( 
and rr(G) = rr(H) - 1 = m + l. 
Subcase 2.2. dG(w) = 1. We choose e = vv'~ E(G) such that  dG(v) >~ 3 and An = l, 
where n = (G - {u, w}) - e. Let  k = IN~(v)nNG(v')l. 
Then e(H)=v(H) -m,  An=l ,  An=A~-k  and De(H)=D2(G) - - (d6(v )+ 
dG(V') -- 4). 
By the induct ion  hypothes is  An <~ De(H)  - rn + I. Since d~(v) ~> 3 and dG(v') -- 
k ~> 1, AG -- k = An ~< D2(H)  - -  m + 1 = Dz(G ) - (dG(V) -k- d~(v')  - 4) - m + l ~< 
De(G) - k - m + I. Namely ,  AG ~< Dz(G) -- m + 1. If the equal i ty  holds then 
An = D2(H) - m + I and  dG(v) + dG(v') -- k + 4 = 0( . ) .  By the induct ion  hypothes is  
H~L.q ~ and n(H)  = m + I. 
Thus,  all poss ib le  so lut ions of (*) are as fol lows: 
(1) d~(v) = 3, dG(v') = 1 and k = 0, 
(2) d~(v) = dG(v') = 3, and  k = 2, 
(3) dG(v) = 3, d~(v') = 2 and k = 1. 
We c la im that  (1) is not  true. Otherwise,  dn(v') = 0. It is a cont rad ic t ion  to H e 5 a. If 
(2) ho lds  then there exists a component  H '  of H, H '  - C4 or K~ such that  v, v' ~ V(H').  
Thus,  H '  + e ~ K,~ or K4.  Hence,  G~5 a and 7z(G) = 7z(H) = m + I. 
If (3) ho lds  then there exists a component  H '  of H, H '  ~ ~w°A, such that  v, v' ~ V(H').  
Thus, H '  + e~w~' .  Hence,  G~5 ° and n(G) = z~(H) = m + I. [ ]  
Lemma 5.5. Let  G = U~=,F i ,  where FisCgw.~. Set ~ = {F, IF, e~-  {Q4}} and 
h = l J f l ,  mi = e(Fi), 1 <<. i <~ k, rn = ~= l rn i. 
Then ~3(G) = ff3(Qm) + (h - 1). 
In particular, 63(Cm) = 63(Q,,) - 1 when m >~ 5. 
Proof .  Dist ingu ish  the fo l lowing cases: 
Case 1: )ff 4: 0, and assume F 1 ~ J~(. We prove this case by induct ion  on k. 
The case k = 1 is trivial. Suppose  k = 2, G = F lwF2.  Obvious ly ,  we can choose 
eEE(Q, , )  and f~E(F2)  such that  Qm-e~-G- f .  By Lemma 3.2, ~3(Qm)= 
ff3(Qm - e) + ~3(Qm * e) and ~3(G)  = ~3(G - e) + ~2(G * e). Note  that  dQ.,(e) = d~( f )  
= 2, we have e(Qm. e) = e(G * f )  by Propos i t ion  2.5. Note  also that  7z(Q,, • e) = 1 and 
7z (G* f )={~ when F2¢~ef ,  
when F2 ~ ~,  
we have 
f f2(G*e) = ~62(Q,, *e) when F2 q~ ~¢{ ~,
(az (Q, . *e )+ 1 when F2~,  
and  therefore 03(G) = a3(Q,.) + (h - 1) when k = 2. 
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Now suppose that k ~> 3. Let G~ = ~ k-1 k-1 ~= ~ F~ and rfi = Y,~= ml. By the induction 
hypothesis, we have 
~ty3(Q~ ) + (h - 1) when Fk¢~, 
~3(G1) = [~3(Qrh) q- (h 2) when Fke~. 
Observe that e(Qna) = e(G1) and ~z(Qa) = n(Gl) = 0, so 6i(Q,a) = (~i(G1) for 0 ~< i ~< 2. 
By the case k=2,  when Fk¢~,  63(Qm)=63(Q,a~Fk)=Y',~=o~i(Q,~)63-1(Fk)= 
Y~ 3=ofi(Ga)63_i(rk ) - (h - 1) = 53(G1~Fk) - (h - 1) = 63(G) - (h -- 1). 
Similarly, when Fk~ffg, 53(Q,n) + 1 = ~3(Q~,wFk) = 63(G) - (h  - 2). Therefore, 
63(G) = ff3(Qm) + (h - 1). Thus, we complete the proof  of case 1. 
Case 2. ~ = 0. When k = 1, G = F1 = C,n. Choose e~E(Qm) and f6E(Cm) such 
that Qm-e~-Cm- f .  Note that e(Qm.e)=e(Cm. f ) ,  u (Qm.e)=2 and 
u(Cx* f )  = 1, we have (r3(Cm) = (z3(Qm) - 1, and the result is true. When k/> 2, by 
case 1 we have 53(Q,,+~)=63(Q~wG)=~,~=o~I(Q~)g3-1(G) and 53(Q,n+~)= 
63(Q~wC,,) = y, 3=0 ~i(Q5)68-~(c,,). Since 6i(G) = ~(Cm) for 0 ~< i ~< 2 and 53(Q5) = 1, 
we have t73(G ) = t73(Cm). Therefore, 63(G ) = t73(Qm ) - 1 = ffa(Qm) q- (h - 1). [ ]  
F rom Lemma 5.5, we have 
k Corollary 5.6. Let G = U ki=l Cm, and m = Y~i=l mi. (ml >~ 4). Then ~i(G) = ~i(Cr,) 
for O <. i <~ 3. 
Lemma 5.7. Let 
(1) H1 = Qk+4, H2 = K2WPk, k >1 2. 
(2) H1 = Qk+t, HE = Q'luPk, k >>- 2. 
(3) H1 = K4wPk+t,  H2 = K4t-)PkwPt, k, l >~ 2. 
Then (i) 6(H1) = 6i(H2), 0 ~< i ~< 2; (ii) 63(H~) ~ 63(H2),for (1)-(3). 
Proof. (i) It is clear that e(H1) = e(H2), and n(H1) = n(H2) = 0. So (i) is true. 
(ii) Note that in each of these three cases we can choose eeE(HO and feE(Hz)  
such that H1 - e ~- HE -- f. Thus, e(H1 * e) = e(H2 * f )  and re(H1 * e) <<. re(H2 * f) .  So 
6z(H1 *e) ~< 62(HI * f ) .  Note that 63(G) = t73(G - e) d- 6z(G*e) for any graph G, we 
have t73(H1) ~< t73(H2). [ ]  
Lemma 5.8. Let G = U k:l Cni, ni >>-4, H~Sf ,  re(H)= O, An = 0 and e(G)= e(H). 
Then 63(G) ~< 03(H), and the equality holds if and only if H = U l=ICm,,mi >>" 4. 
Proof. Since •(H) = 0, H can be expressed as ~)iC,,,~UiHi, where Hi are the graphs 
defined in Lemma 5.7. Note that if 6(G) = 6(G1)6(G2), then tf3(G ) only relies on 6i(Gk), 
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0 ~< i ~< 3, 1 ~< k ~< 2. By Lemma 5.7, 63(~iCm,w~)iFi) <~ 63(UiCm,w~iHi), where 
Fi e,~ and g(Fi) = e(Hi). By Lemma 5.5, c?3(G ) ~< tY 3 (H), and the equality holds if and 
only if H = U ti= l Cr,,, mi >~ 4. [] 
Theorem 5.9. Let G = ~ ~= 1C,,, n i :/: 4, then C, is z-unique. 
Proof. Suppose that there exists a graph F such that P(F) = P(G). Let H = F c, then 
if(H) = if(G) and v(H) = v(G). Let G = G'wlC3 where zla, = 0. Since G is 2-regular, 
1 d AH = -2~i( i -- 2) 2 + AG = D2(H) + A~ by Lemma 3.7. Since f4 = 6(C3) is irredu- 
cible, (if(C3), ~(C,)) = (f4, g,) = 1, n ~> 4, by the Lemma 4.4(4). Thus, (if(C3)) ~+ 1X6(G) 
= 6(H) and An ~ zTa = 1. By Theorem 5.4, An ~< D2(H) + ZJH, SO AH = D2(H) + ZIH 
and zln = zla = I. Also by Theorem 5.4 H~AP and n(H) = I. Let H = H'wlC3, then 
~(H') = 6(G'). Thus H'  e AP, n(H') = 0 and zln, = 0. By Lemma 5.8, H'  = ~) '~_ ~ Cm, 
and by Lemma 4.7, H'  - G'. Hence, H ~ G and F ~ G. [] 
Since P(Q4) = P(C4), nl --# 4 is necessary in Theorem 5.9. We also have that the 
regular graph kC4 is not z-unique. 
Theorem 5.10. Let G = um=IPn,~IC3, where ni is even and n ip  4modl0 .  Then 
G is z-unique. 
Proof. Suppose that there exists a graph F such that P(F) = P(t~). Let H = F c, then 
~(H) = ~(G) and v(H)= v(G)= v. Let {di} be the valency sequence of H. By 
Lemma 3.7, 
AIt--  Ac, = ~ \i= 1 
i=2m+l  i= I  
+ ~, 2(di - 2) 
i=2m+l  
_1(~ ) 
-2\ /=l(di -1)  2+i=2,.+1~ (d l -2 )  2 -/=1 ~ (d i -1 )  
v 
= "2 i y'~7"1 (d, - 2) 2 - m 
= D2(H) -- m. 
Since f4 = t7(C3) is irreducible and n~ 4 mod 10, (6(C3)  , 6(Pn))= ( f4 ,  fn )= 1 by 
Lemma 4.4(3). Thus, (6(C3))~+l,t '6(G)=6(H) and z]n~<L]o=l .  Since e (H)= 
v(H) - -m,  by Theorem 5.4, An~<D2(H) -m+An,  so z ]n=z~G=l  and 
AH=D2(H) - -m+I .  Also by Theorem 5.4, HeA p and n(H)=m+l .  Let 
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H = H'uIC3 and G = G'ulCa, then ~(H ' )= tY(G'). Thus, H 'eL ,  e, n (H ' )=m and 
An, = 0. Note that the constant coefficient of #(G) is 1, so for any component  H~ of H', 
the constant coefficient of O(Hi) must be 1. Therefore, H~C#u{K2},  and if 
H~e~u.~u.~' ,  then e(H~) is odd. Let kl, k2, k3 and k4 denote the numbers of 
components H~ of H', Hi e ~,  Hi e .~, H~ e .~' and H~ = K4, respectively. Then 
nr  
kl k2 k3 
U P , ,u  (9 Qm, u ~ Q'~,uk, K , .  
i=1  i=1 i=1 
Note that n(P,) = 1, n ~ 2, ~r(Q,) = 0, rc(Q',) = - 1 and n(K4) = -2 ,  by n(H')  = m 
and Theorem 5.1, we have m = kl - k3 - 2k4. 
kt k2 k3 
~g(H') = ~ Og(P.,,) + ~ O~(Q.,,) + ~, Ocy(Q~,,)+ k40g(K4) 
i=1  i=1 i=1 
kl k2 k3 
(s(P,,,,) + 1)/2 + ~ (s(Q,,,,) + 1)/2 + ~ e ' ((Qm,) 4- 1)/2 + k4e(K,)/2 
i=1 i=1 i=1 
= (e(H') + kl + k2 4- ka)/2. 
Since t3#(G') = (s(G') + m)/2, m = kl + k2 4- k 3. Note that m = kl - k3 - 2k4, it fol- 
lows that m = kl and k 2 = k3 = k4 = 0. Thus, H '  = U ~= 1 Pro,. By Lemma 4.7, H '  - G', 
and soH-GandF~G.  []  
Corollary 5.11. I f  n is even and n~ 4 mod 10 then P, is z-unique. 
Turan graphs T (n, k), 1 ~< k ~< n are defined as follows: For  given n and k, the vertex 
set of T (n, k) consists of k classes; each of the first r classes contain q + 1 vertices and 
each of the remaining k - r classes contain q vertices, where integers q and r satisfy 
n = qk + r with 0 ~< r < k. Two vertices are connected by an edge if and only if they 
belong to different classes, clearly, v(T(n, k)) = n. 
Fol lowing Turan's Theorem [10], Chao and Novacky pointed out that T(n, k) is 
z-unique [2]. In particular, K,  -- E( lKawmK2) (3 /+ 2m = n) and K,  - E(mK2) are 
;(-unique. Note that K3 = Ca, K2 = P2 and P2 is irreducible, so these conclusions are 
also implied by our Theorems 5.10 and 5.15. 
Theorem 5.12. (1) Let m >~ 7. I f  m is odd, then P,, is not z-unique. 
(2) /~5 is z-unique but not a-unique. 
(3) C,, n ~ 4, is z-unique but not a-unique. 
Proof. (1). By Lemma 4.4(1), ~(P2k+l)=~(Ck+l)#(Pk). Note 
V( Ck + 1 U Pk), so P( P2k + 1) = P( Ck + l WPk)(k >>- 3), the result is true. 
that v(P2k + 1) = 
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(2) Suppose that there exists a graph G satisfying P(G) = P(P--~). So 6(G) = 6(P5) 
and n(G) = n(Ps). If G is connected then G --- P5 by Theorem 5.3. Hence G - Ps. Since 
a(Ps) = ~($4)6(P2) = (o + 3)(a + 1), if G is not connected then G _--- S4uPz .  So 
v(tT) = 6, this is a contradict ion to v(G) = v(Ps) = 5. 
As a(Ps) = #(S~wP2),  P5 is not o-unique. 
(3) By Theorem 5.9, C., n ¢ 4 is z-unique. When n = 3, ~(C3) = a(P4), so C3 is not 
a-unique. Let Y,, n >~ 3, denote the graph obtained by identifying the 2-valent vertex 
of Pa with a 1-valent vertex of P,_ 2. We have #(Y, + 1) = 8(C,),  n >1 4, but II, + 1 ~ C,. 
Hence, C, is not o-unique when n/> 4. []  
It is easy to prove that K,  - E(G) is z-unique for all n >1 v(G) implies that d is 
a-unique. With regard to a-uniqueness of/~., we have the following results. 
Theorem 5.13. Let  m be even and m ~ 4. I f  there is no h, l >~ 2, such that fhfzlf ,~, then 
K .  -- E(P,,) is z-unique. 
Proof. Suppose G = K .  -- E(P,,) and graph H are such that P(G) = P(H).  Let F =/7  
and Fi, 0 <~ i <<. 1, be components of F, mi = e(Fi). So ~(P,,) = ~(F) = f,, and Si=ll mi 
= m -- 1. By the condition of the theorem, there is at most one of F~ (assume it is F1 if 
so) such that 6(F i )  = fro,+ 1" SO n(F1) ~< 1 and n(Fi) <<. 0 by Theorem 5.3. As • i=l 1 rc(Fi) 
= n(P , , )=  1, we have n(F1)= 1 and n(F i )=O (2 ~ i  ~< l). By Theorem 5.3, 
Fx 6~w{Ks} and F ieYswcgw.~,  (2 ~< i ~< 1). Let t3(fm) = k, ~3(ff(Fi)) = ki(1 <~ i <~ 1). 
Then k l = Y~= 1 k~ and ~k(Pm) = I]ti= 1 6k,(F,). Since 6k(Pm) = 1, 6k,(F~) = 1 (1 ~ i ~< 1). If 
F ie  ~-" 3 and Ok, = 1 (namely, F~ has unique max imum edge matching), it is easy to 
prove that m~ is odd and ki = (m~ + 1)/2. Since ~k,(Fi) = 1, F~¢C~(2 <<. i <~ l). If F~ e 
and ~k,(Fi)= 1, then mi is also odd and ki =(mi  + 1)/2. Since F le~w{K3} and 
ak~(F1) = 1, we have again that ml is odd and kl = (ml + 1)/2. Hence, m/2 = k = 
= ~,i= i (ml + 1)/2 = m/2 + (l - 1)/2. Thus, l = 1 and F -_ P,, or  g 3. AS m ~ 4, 
e(F) = e(Pm) ~ 3 and F ~ K3. Thus, F -  P,,. Note that v(H) = n, therefore 
H~-  K , -  E(Pm). [] 
Corollary 5.14. I f  m + 1, m ~ 4, is a prime, then K ,  - E(P,.) is z-unique. 
Proof. This is an immediate consequence of Theorem 5.14 and Lemma 4.4. []  
By Theorem 5.13 and Lemma 4.4 we can also conclude that K,  - E(Ps), K,  - 
E(P14), K .  - E(P2o), ... , are z-unique. 
Theorem 5.15. Let  G = U li= 1Pro,, where mi ~ 4. I f  Pro,(1 <<, i <~ 1) are irreducible pathes, 
then K ,  - E(G) is z-unique. 
Proof. Let H = K . -  E(G) and suppose that graph K satisfies P(K)= P(H).  Set 
F = /( and let F~(1 ~< i ~< t) be components  of F. Hence, t ~(Fi) = lqi=l 1 6(P,,,). l~ i= l  
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Since Pm,( l~ i~ l )  are irreducible, ~(Fi)=I]kk~ff(Pm,), where U~I=I{iil 
l~ j~k ,}={i ] l~ i~ l}  and Zl=lki=l. Since n(F~)~<l and n(F~)= 
y k,= ~ n(Pm,) = k~, ki = 1 and 5(F~) = 5(Pro,). As e(F~) = e(P,,,) and n(Fi) = 1, Fi = ~ P,,,,) 
by Theorem 5.3. Since [-[~=lS(Fi) = 1-[~i=la(P,,,), we have t = l  and 
U zi= ~ Fi = [.J ti= ~ P,,,. Hence, F ~ G and K ~ H. [] 
Theorem 5.16. Let G = U k= 1 Gi, where Gi ~ ~wcg satisfies that v(Gi) ~ 4 and is even, 
or Gi ~- C3. I f  Gi, 1 <~ i <~ k, are irreducible, then G is z-unique. 
Proof. Suppose that there is a graph H such that P(H) = P(G). Let F = I7 and let Fi, 
1 ~< i ~< l, be the components ofF. Since if(F) = if(G), ~li= 1 d(Fi) = I]k=l 6(Gi). As G i 
is irreducible, we have ff(Fi) = I-lk'-_l ff(Gi,), where UI=I {ijll ~<j ~< k,} = {il 1 ~< 
i~<k} and ~ l=ak i=k .  As z~(Fi)~<l and 0~<n(Gij)~<l, we have 0~<n(F~)<~ 
1(1 ~<i~< 1). When n(Fi)= 1, we may assume that n(Gil)= 1 and n(Gi,)= 0 
(2 ~<j ~< ki). By Theorem 5.3, Fi, GqE~A{C3} and Gi~6cg(2 <<.j <~ ki). As g.(Fi) = 
= = , = l e(G~j), e(Fi) is odd. Let O(~(Fi)) nl and t3(ff(Gi)) hi,, we have 6,(Fi) 6,,, 
(Gq) = 1, 6,,~(G/j) = 2(2 ~j  ~ ki) and 6.,(Fi) = FIk21 ff~,~(G/j). Hence ki = 1 and 
5(F,.) = 5(Gi~). Since e(Fi) = e(Gi,) and v(Gq) 4: 4, v(Gi~) ~ v(Fi). 
When n(Fi) = 0, then n(Gij) = 0(1 ~j  ~ ki). By Theorem 5.3, F i~Y-3w~w.~ and 
Gij 6~(1 ~ j ~ ki). So 2~21 v(Gi,) = zk'=l e(Gij) = e(F,.) ~ v(Fi). 
l k, <~ l v(Fi) = v(F). Note that v(F) <~ v(H) = Hence v(G) = ~i=1 ~j=l  v(Gi~) -.  ~,i=~ 
v(G) = v(G), we have v(F) = v(G), v(Gq) = v(Fi) (when n(Fi) = 1) and v(Fi) = e(Fi) 
(when n(Fi) = 0). 
Therefore, we have the following two cases: 
(1) When n(Fi) = 1, Fi ~ Gq. (2) When n(Fi) = O, Fi~Cgw~. In this case, ki = 1 and 
F~ ~ Gq by Lemma 5.5. 
As  l k 1~ i= 1 °(El) k -----~VII= 1 ff(Gi), we have l=  k and i= 1 Fi U k= 1 Ci. Therefore, 
F ~- G and H ~- G. [] 
As P(/513 ) -- P(CTwP6) (see Proposition 5.12 and Cv and P6 are irreducible, the 
condition of v(Gi) being even in Theorem 5.16 is necessary. 
On indivisibility property of graphs, we have the following results. 
Theorem 5.17. (1) l f  Pm, m ~ 4, is indivisible, then K,  -- E(P,,) is z-unique. 
(2) I f  Q,, is indivisible, then Qr~ is z-unique. 
Proof. (1) Suppose that there is graph H such that P(H)= P(K , -  E(P,,,)). Then 
6(/7) = if(P,,) and n(/7)--n(P,,)= 1. As Pm is indivisible,/7 is connected. And by 
Theorem 4.3(1),/7 ~ Pro. Since v(H) = n, H ~ K,  - E(P,,). 
(2) Suppose P(H)= P(Qr,), then 6(/7)= 5(Q,,) and n(/7)= n(Q,,)= 0. As Q. is 
indivisible,/7 is connected, and by Theorem 4.3(2), /7e3-3wcgw.~. Since e(Q,~)= 
e(/7) <<. v(/7) <~ v(H) = v(Qm) = v(Q,,) = e(Q,,), e(/7) = v(/7). Hence /7~w.~.  Since 
d(C,) ~ 6(Q,)(n ~ 4) by Lemma 5.6,/7 ~ Q, and H ~ Q,. [] 
Q. Du/Discrete Mathematics 162 (1996) 109 125 125 
Whether is it true that K.  - E(Pm), m even and m # 4, is z-unique? Or for any P,,, 
m even, is P,, indivisible? 
These problems remain unsolved. 
Index of Terminology and Notations 
Name Page Name Page Name Page Name Page 
v(G) 109 zl~ 111 G + e 109 j-3 111 
e(G) 109 mi(G) 111 G e 109 ~'~ 111 
P(G) 109 ~i(G) 111 G*e 110 /~ l l0 
a(G) 109 r(x) 111 ~(f) 109 ,qk 111 
~(G) 109 7c(G) 111 fl(f) 116 z-unique 109 
GE 109 ~ 111 d~(e) 111 a-unique 109 
G c 109 ~ 111 D2(G) 111 Irreducible graph 110 
(~ 109 ~ 111 Ac, 11t Indivisible graph 110 
GuH 109 ~' 111 
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