Abstract. We introduce new efficient integral representations and methods for evaluation of pdfs, cpds and quantiles of stable distributions. For wide regions in the parameter space, absolute errors of order 10 −15 can be achieved in 0.005-0.1 msec (Matlab implementation), even when the index of the distribution is small or close to 1. For the calculation of quantiles in wide regions in the tails using the Newton or bisection method, it suffices to precompute several hundred values of the characteristic exponent at points of an appropriate grid (conformal principal components) and use these values in formulas for cpdf and pdf, which require a fairly small number of elementary operations. The methods of the paper are applicable to other classes of integrals, especially highly oscillatory ones, and are typically faster than the popular methods.
Introduction
Stable Lévy processes and densities appear in various fields of natural sciences, engineering and finance. See, e.g., [9, 10, 17, 18, 23, 20, 21, 22, 19, 11, 1] and the bibliographies therein. Recall that the Lévy density of a one-dimensional stable Lévy process X of index α ∈ (0, 2) is of the form ν(dy) = |y| −α−1 (c + 1 (0,+∞) (y) + c − 1 (−∞,0) (y))dy, (1.1) where c ± ≥ 0 and c + + c − > 0. The Lévy-Khintchine formula (1.2) ψ(ξ) = R (1 − e iyξ + iyξ1 (−1,1) (y))ν(dy) − ibξ, for the characteristic exponent ψ of a pure jump Lévy process, definable from E e iXtξ = e −tψ(ξ) , ξ ∈ R, allows one to calculate the characteristic exponent ψ st of a stable Lévy process. If α = 1, then ψ st (ξ) = −iµξ + ψ 0 st (α, C + , ξ), where µ can be expressed in terms of α, c ± and b, (1.3) ψ 0 st (ξ) = C + |ξ| α 1 (0,+∞) (ξ) + C − |ξ| α 1 (−∞,0) (ξ),
In this revised version, the scheme for the polynomial acceleration is improved, and wrong numbers in several lines of Table 1 . This is a version of Zolotarev's parametrizations [25] for stable processes of index 1; for processes of index α = 1, the corresponding parametrization used in [23] For our approach to the calculation of pdf p, cpdf F , quantiles, and other quantities related to X 1 (we normalize t to 1), it is important to regard p, p ′ and F as functions of x ′ = x − µ rather than of the pair (x, µ): (Here v.p. denotes the Cauchy principal value.) Furthermore, some of the constructions and proofs in the paper are simpler in terms of C + , |C + | and ϕ 0 = arg C + = − arctan(β tan(απ/2)). Parameterizations (1.5) and (1.6) are convenient in the case α = 1, when the rescaling ξ → aξ, where a > 0, is needed to change the ratio x ′ /C + . As we will explain in the main body of the text, the rescaling allows one to decrease the number of terms in the quadrature procedures that we will construct. If α = 1, the rescaling is not so useful.
For wide regions in the parameter space, the integrands in (1.8)-(1.11) are highly oscillatory, and standard numerical quadratures face serious difficulties. Zolotarev [25] used the method of stationary phase to reduce the calculation of pdf to evaluation of an integral of a positive function, which has exactly one point of maximum (see [20] for a variation of this approach). Unfortunately, in many cases, the spike of the integrand is very high, and popular numerical algorithms can miss the spike and underestimate the integral. To avoid this problem, one needs to find the point of maximum numerically and compute the integral as a sum of two integrals. The procedure becomes computationally expensive. In addition, the new integrand is given by a complicated expression, hence even the computational cost of evaluation at one point is non-negligible. See [25, 23, 20, 21, 1] and the bibliographies therein for details. Finally, this approach is very difficult to generalize for the case of mixtures of stable distributions, which arise in applications to signal processing [11] , because there may be several points of local extremum.
In a recent paper [1] , the authors analyze difficulties of numerical realization of (1.8)-(1.11) for several classes of popular quadrature methods and asymptotic expansions, and suggest a small collection of quadrature rules and asymptotic expansions which allow one to evaluate the integrals (1.8)-(1.11) for large regions in the parameter space. The class of quadrature schemes in [1] is an extension of the classical Gaussian quadrature schemes, which require the precalculation of nodes and weights with sufficiently high precision; the calculations are rather involved. The authors state that, in the asymmetric case, the set of quadrature rules in [1] is efficient if α ∈ [0.5, 0.9] ∪ [1.1, 2.0]; in the symmetric case, the asymptotic formulas are efficient for small α, and the quadratures for α ∈ [0. 5, 2] . The numerical experiments reported in [1] produce the pdf for α ∈ [0.5, 0.9] ∪ [1.1, 2.0] and the cpdf for α ∈ [1.1, 2] with absolute errors of order 10 −14 . For the cpdf in the range α ∈ [0.5, 0.9], absolute errors of order 10 −8 are documented.
In the present paper, we introduce families of changes of variables which lead to integrals that can be calculated quickly using the simplified trapezoid rule. This approach does not rely on very accurate evaluation of auxiliary quantities such as the point of maximum in [25, 20] , allows for fast oscillation of the integrand, and, unlike the stationary phase method, is fairly flexible as far as the choice of an approximately optimal change of variables is concerned. In fact, a couple of the most efficient integral representations which we derive (see (2.20) and (4.15)) involve factors of the form sin(a sin(be αy )), where a, b > 0, α ∈ (0, 1); as y → +∞, the integrands oscillate widely. Methods developed in the present paper allow one to calculate p, F and derivatives of p w.r.t. x and α, σ, β accurately and quickly for α close to 1 (e.g., α = 0.998) or 0 (e.g., α = 0.1), and/or large |x ′ | using fairly simple schemes which require 1-2 hundred terms in the simplified trapezoid rule to satisfy error tolerance of order 10 −15 (for cpdf, 10 −12 ); in some regions, several dozen of terms suffice. In 90-95% cases, the CPU time is in the range of 5-100 microseconds, and, with the exception of a very small region {α ∈ (0, 1/3), 0 < βx ′ << 1}, not more than several msec. suffice. Typically, the universal procedures designed in the paper allow one to choose the parameters of the schemes automatically, and double-check the accuracy of the results if desired.
The main ingredient of the first method is a conformal change deformation of the contour of integration in (1.8) , the corresponding change of variables of the form (1.12) ξ = χ ω 1 ,ω;b (y) = iω 1 + b sinh(iω + y),
where i = √ −1, ω 1 , ω ∈ R, b > 0 (sinh-acceleration), and the simplified trapezoid rule in the y-coordinate. The sinh-acceleration is possible if the characteristic exponent admits analytic continuation to a union of a strip containing the real line or adjacent to the real line and a cone (see [7] for applications of the sinh-acceleration to several problems in finance). In the case of completely asymmetric Lévy processes (either c + = 0 or c − = 0), the characteristic exponent admits analytic continuation to the complex plane with a cut along one of the imaginary half-axes, hence sinh-acceleration is possible. The parameters of the change of variables and the grid for the simplified trapezoid rule needed to satisfy the desired error tolerance can be calculated quickly and easily; the summation in the simplified trapezoid rule admits a straightforward vectorization. Furthermore, one can use two changes of variables to doublecheck the accuracy of the calculations: the probability that two sums for two different changes Figure 1 . Stylized regions, for β > 0. E: where the exponential acceleration and simplified conic trapezoid rule are efficient. P: the polynomial acceleration is more efficient. Crosses: where the sub-polynomial acceleration is more efficient. E is the union of 1) the vertical solid segment and the region to the left of it; 2) the region to right of the solid curve; 3) line of circles and the region above this line and dash-dotted line.
of variables agree up to, e.g., 10 −13 purely by chance is negligible unless each sum has an error of the order of 10 −13 . In applications to evaluation of complicated integrals arising in computational finance, the efficiency of this approach as compared to popular quadratures is demonstrated in [5, 14, 12, 2, 15, 6, 16, 13, 7] . Note that in op.cit. (with exception of [7] ), a family of conformal changes of variables (called fractional-parabolic)
where ω ∈ R, a > 1, b > 0, was used. The sinh-acceleration and fractional-parabolic change of variables are applicable iff the characteristic exponent admits analytic continuation to the union of a strip and cone containing R or adjacent to R. If the parameters are chosen correctly, then the oscillating factor becomes fast decaying one, and the rate of the decay of the integrand at the infinity increases exponentially in the case of the sinh-acceleration and polynomially in the case of the fractional-parabolic change of variables. Stable Lévy processes of index α ∈ (0, 2) with c ± > 0 do not admit analytic continuation to a strip around or adjacent to the real axis, hence, the sinh-acceleration can be applied only after an approximation of ψ 0 st by functions that do enjoy this property. In the first version [8] of the present paper, we use slight modifications of the characteristic exponents of KoBoL processes [3, 4] 
where ν ∈ (0, 2), ν = 1, c ± ≥ 0 and c + + c − > 0 (if ν = 1, the expression is different). We calculated the approximate values for several small values of λ = λ + = −λ − using sinhacceleration, and applied Richardson's extrapolation. Our numerical experiments show that the method based on Richardson extrapolation is less efficient than the methods explained below.
We modify the sinh-acceleration, fractional parabolic acceleration, and the third type of the conformal changes of variables
where m > 1, b > 0 (this is similar to the hyperbolic change of variables introduced in [5] , in addition to the fractional parabolic change of variables). Here, the acceleration of the rate of convergence is sub-polynomial but, as we will explain in the paper, in some cases, the change of variables (1.14) is preferable. Similarly, as examples in [7] demonstrate, typically, (1.12) is more efficient than (1.13), but this is not always the case. We use the following one-sided counterparts of (1.12), (1.13), (1.14).
(E) We make the exponential change of the variable ξ = e iω+y in the integral (1.9)
where the choice of ω is determined by a cone where the integrand decays quickly, and apply the simplified trapezoid rule in the y-coordinate (simplified conic trapezoid rule)
In many cases, the integrand in the y-coordinate decreases more slowly as y → −∞ than as y → +∞, hence, we have to choose N − >> N + . To decrease N − , we calculate several terms of the asymptotic expansion of the truncated part of the infinite sum in the neighborhood of y = −∞, and add the result to the sum in the simplified trapezoid rule. For the scheme to be efficient, we need to derive sufficiently simple and approximately optimal prescriptions for the choice of the cone of analyticity of the initial integral, and for the choices of ω and ζ, N . These choices rely on the analysis of the cone of analyticity of the initial integrand, and bounds for the discretization error (in terms of the Hardy norm) and truncation error.
(P) If x ′ < 0, we make the change of variables
where a ∈ (1, 2), m ≥ 1 and b > 0; if x ′ > 0, we use
This counterpart of (1.13) is of a more general form than (1.13); the latter can be generalized in the similar vein. After that, we apply an additional change of variables
and apply the simplified trapezoid rule. The generalization (1.17)-(1.18) is crucial in this paper because if m = 1, then N − in the simplified trapezoid rule is too large. Contrary to (E), the terms of the asymptotic expansion are not given by simple explicit analytical expressions. They are expressed in terms of Riemann zeta function.
(SubP) We make the change of variables (1.14), then the change of variables
choose an appropriate line of intregration {Im y = ∓D/2} (the choice of sign depends on the sign of the product x ′ β), and, finally, apply the simplified trapezoid rule. The terms of the asymptotic expansion are expressed in terms of Riemann zeta function and its derivatives.
In the case of cpdf, it is useful or even necessary to make simple preliminary transformations and after that apply the conformal changes of variables.
Thus, we have 3 two-sided conformal acceleration methods, which can be applied to completely asymmetric Lévy processes (and many classes of Lévy processes with exponentially decaying tails used in finance), and 3 one-sided versions, which increase the rate of decay of the integrand exponentially (E), polynomially (P), and sub-polynomially (SubP). If the cone of analyticity, where the integrand decays fast at infinity, is not too narrow, then (E) is strictly better than (P), and (P) is better than (SubP). However, if the cone is too narrow, then the mesh size in (E) is much smaller than in (P) and (SubP), and, for a given error tolerance, the number of terms in (P) or (SubP) can be significantly smaller. See Fig.1 for a stylized description of the regions where this or that method is advantageous.
The rest of the paper is organized as follows. In Sect. 2-3, we apply the exponential change of variables and simplified trapezoid rule to pdf. In Sect. 4-5, the same scheme is applied to the cpdf. In Sect. 6, we explain how to modify the method of the paper for calculation of the derivatives of pdf and cpdf w.r.t. x ′ and parameters of the distribution. In Sect. 7, we outline the procedure for evaluation of quantiles in the tails, and applications to the Monte Carlosimulations. An application of the sinh-acceleration in the case of completely asymmetric Lévy processes is outlined in Sect. 8. Polynomial and sub-polynomial accelerations are explained in Sect. 9 and 10. Numerical examples are in Sect. 11. Sect. 12 summarizes the results of the paper.
2. Exponential acceleration. PDF, α = 1 If x ′ = 0, the pdf p(x ′ ) can be calculated explicitly:
Hence, in this section, we assume that x ′ = 0. is a subset of an appropriate Riemann surface.
Since x ′ = 0 and α = 1, an equivalent condition for the decay at infinity is: for any ϕ ∈ (γ
Hence, (i) holds with the choice γ
, can imply very large Hardy norms (hence, very small mesh sizes), and very large truncation parameters. The number of terms N in the resulting simplified trapezoid rule becomes very large. If C + and x ′ are of approximately the same order of magnitude, the following choice is approximately optimal in the sense that no other choice can significantly decrease N needed to satisfy a given error tolerance:
If C + and x ′ are not of the same order of magnitude but α is not too close to 1, we can use the rescaling ξ → aξ in the initial formula for the stable density (with a >> 1 and a << 1 in the first case and the second case, respectively), and reduce to the case of C + and x ′ of the same order of magnitude.
If α is close to 1, the rescaling is inefficient, and it is simpler to use γ − 0 , γ + 0 such that both (i) and (ii) hold. Explicitly, c. if
can be used for all α = 1, and, in the majority of cases, do not lead to significant increases of the number of terms in the simplified trapezoid rule. The "exceptionally bad" regions, where simple prescriptions c.-d. lead to unnecessary narrow strips of analyticity in the y-coordinate, hence, unnecessarily large numbers of terms in the simplified trapezoid rule, are the ones where x ′ and ϕ 0 are of the opposite sign, |ϕ 0 | is close to π/2, and the ratio C + /x ′ is very small (resp., large) if α > 1 (resp., α < 1). Equivalently, the number of terms is very large if either (1) α > 1 is close to 1, β is close to −sign x ′ , and C + /x ′ is very small, or (2) α < 1 is close to 1, β is close to sign x ′ , and C + /|x ′ | is very large.
In these cases, the following simple recommendation allows one to reduce the number of terms in the simplified trapezoid rule:
e. if α > 1 is close to 1, find the maximal subinterval (γ [24] and Appendix in [14] for a simple proof). In some cases, the Hardy norm of the integrand as a function on a maximal strip of analyticity is infinite. In such cases, in order that the universal bound for the discretization error be applicable, one has to apply the bound to functions on a narrower strip of analyticity; this explains our choice d < d 0 . We use an approximate upper bound
and c ∞ (ϕ) = |C + | cos(ϕ 0 + ϕα). To derive approximate bounds for H ± , one can use any simple quadrature or design simple general prescriptions. We consider separately cases α ∈ (1, 2], α ∈ (0, 1).
where
If B ± ≤ 0, the integral on the RHS of (2.8) is bounded by 1; if B ± ≤ 1/2, then by 2. (3) In both cases (1) and (2) , to obtain a bound for H ± when B ± in the region (1/2, +∞), one can store the values of the integrals for several values of B ± and use a simple interpolation procedure. It is evident that the integral can be very large if α is close to 1 or B ± is very large, this is why, for α close to 1, we recommend to choose γ ± 0 so that B ± ≤ 0, and, in the cases of large positive B ± , make the preliminary rescaling so that the new B ± are not too large. (4) In Cases e.-f., the choice of γ ± 0 is made so that (2.3), equivalently, (2.4) holds, and the simplified bound is via
We set ζ = 2πd/ ln(10(H + + H − )/ǫ), where ǫ > 0 is the error tolerance for the discretization error. 
where Λ 1 = e Λ , and Λ = N ζ. To derive approximate bounds for Λ 1 (we do not need accurate ones; relative errors of the order of 1000% are admissible and can be taken into account introducing an additional factor 10), one needs to consider separately several cases.
(1) If A := −x ′ sin ω > 0, and B := c ∞ (ω) > 0, we find Λ 1 from the equation
where ǫ is the error tolerance for the truncation error, equivalently, as the positive solution of the equation
where C = max{1, ln(1/ǫ 1 )} > 0. The solution can be easily found using Newton's method. Since there is no need to know Λ 1 with high precision, we define
Assuming that α is not very close to 1, we can find an approximation to Λ 1 as follows. First, we find Λ 11 such that, for ρ ≥ Λ 11 ,
and then set Λ 1 = max{Λ 11 , Λ 12 }.
. In (2.10), we change the variable c ∞ (ω)ρ α = u:
Assuming that α is not very close to 1, we can find an approximation to Λ 2 as follows. First, we find Λ 21 such that, for u ≥ Λ 21 , B ± u 1/α − u ≤ −u/2, next, find Λ 22 from the condition
We can use Λ 22 = 2 ln(1/ǫ 2 ) as an upper bound for the solution; a more accurate bound can be obtained solving the equation
Then we set Λ 2 = max{Λ 21 , 
We find Λ 1 , and set Λ = ln(Λ 1 ), N + = ceil(Λ/ζ).
2.4.
Choice of N − . A reasonably accurate approximation to N − can be found as follows: Λ − = − ln(ǫπ), N − = ceil(Λ − /ζ). We see that if α ∈ (1, 2] or α ∈ (0, 1) and |x ′ | is large, then for a small error tolerance, e.g., 10 −15 , N + can be several dozen and smaller whereas N − is 1-2 hundred. To decrease Λ − , hence, N − , we use
The term p(0) is calculated explicitly (2.1), and the second term on the RHS is calculated applying the simplified conic trapezoid rule to the integral on the RHS:
where N − = 0.5ceil (ln(|x ′ |/(ǫπ))/ζ), and
The key parameters γ ± 0 should be chosen so that both Re(ix ′ e iϕ + C + e iαϕ ) and Re(C + e iαϕ ) are positive for any ϕ ∈ (γ − 0 , γ + 0 )} (the choice c.-d. in Sect. 2.1). Then we may use the same approximate recommendations for ζ and N + as above, but decrease N − . We start with (2.12) and note that (2.14)
where C(y) → 1 as y → −∞, and R 2 (y) admits the upper bound
The representation (2.14) and similar expansions in the next sections allows one to add correction terms to the simplified conic trapezoid rule. These terms are of the form a rs S rs (ζ, N − ), where a rs ∈ C are independent of ζ and N − (some of a rs depend on x ′ ), and
If (2.12) is used,
2.5. The case of α < 1 and large |x ′ |. In this case, it is advantageous to transform (1.15) as follows. If x ′ > 0, then ω ∈ (−π, 0), and if x ′ < 0, then ω ∈ (0, π). In both cases,
Since Re(1/(πix ′ )) = 0, we may rewrite (1.15) as follows
where f (y) = e y−ix ′ e iω+y −C + e α(iω+y) − e y−ix ′ e iω+y . We use the recommendations in Subsection 2.1 to choose γ ± 0 , ω, d 0 . The choice of N + is modified in the evident manner, and N − depends on the order of the asymptotic expansion. We use the Taylor expansion of the exponent of order 1 or 2.
1 The reader can easily derive expansions of higher order; in our numerical experiments, these expansions did not bring sizable advantages, and, naturally, if |x ′ | is very large, even the expansion of order 3 should be avoided.
The case
) is positive and not very small, then (2.18) can be simplified using ω = −sign x ′ π/2; the number of elementary operations needed to calculate the individual terms in the simplified trapezoid rule decreases. Since there is no sizable loss in the width of the strip of analyticity, the number of terms remains approximately the same, and the total CPU time decreases.
If x ′ < 0, then ω = π/2, and d 0 ≤ π/2 needed to choose ζ is found from the condition
The formula for the pdf becomes
If x ′ > 0, then ω = −π/2, and d 0 ≤ π/2 needed to choose ζ is found from the condition
2 ) e αy − e y−x ′ e y dy (2.20)
We leave to the reader the application of the simplified trapezoid rule and straightforward calculations of the real parts of the coefficients in the improved formula for the pdf.
Remark 2.2. The integral on the RHS of (2.19) and (2.20) are highly oscillatory but if −x ′ is relatively large w.r.t. |C + | cos(ϕ 0 + απ/2) (resp., x ′ is relatively large w.r.t. |C + | cos(ϕ 0 − απ/2)), then the integrands in the formulas for the Hardy norm and the truncation error decay very fast at infinity, hence, a small number of terms in the simplified trapezoid rule suffices to satisfy a small error tolerance. If |x ′ | is insufficiently large, then the formulas in this subsection are inefficient.
3. Exponential acceleration. PDF, α = 1
In the symmetric case c + = c − , the pdf of the stable Lévy process of index 1 can be easily calculated, hence, we consider the asymmetric case c + = c − . Since we cannot calculate p(0) in the closed form, we replace the straightforward analog of (2.12) with
where C 0 is in the open right half-plane, and apply the simplified conic trapezoid rule to the integral on the RHS. To make the impact of the additional term under the integral sign on the choice of the parameters of the simplified conic trapezoid rule as small as possible, we choose C 0 in the form c 0 e −iω , where c 0 > 0 is moderately large. The result is the formula
Let ϕ ∈ (−π/2, π/2), and ξ = ρe iϕ . As ρ → +∞,
The leading term of asymptotics is ie iϕ (2β/π)ρ ln ρ, and we need to deform the contour to the region where
Hence, if β > 0 (resp., β < 0), we deform the contour downward, and use γ 
in the region of large ρ and x ′ s.t. |x ′ | >> σ|β|2/π ln ρ. Hence, in this case, we need to choose γ
In order to take these subtleties into account, we give the following recommendations (in some cases, they are inefficient, but fairly safe). 
to derive an approximation for the Hardy norm H ≤ H + + H − , where
.
We set ζ = 2πd/ ln(10H/ǫ). Using the bound
we derive an approximation to the truncation parameter Λ. First, we define
and then set Λ 1,
, where Λ − = ln(1/ǫ), which requires an unnecessary large N − . To decrease N − , we use the asymptotic expansion
We write the RHS of (3.4) as a 0 + a 1 |y| + a 2 y 2 , define Λ −,1 = ln(3a 0 /(ǫπ))/3, find Λ −,j as an approximate solution to e −3Λ Λ j = ǫπ/(3a j ), j = 1, 2, set Λ − = max Λ −,j , N − = ceil (N − /ζ). Then we calculate S 20 (ζ, N − ) (see (2.16)), and S 1 2 (ζ, N − ), where S 1 n (ζ, N − ) is given by
To derive a formula for S 1 (ζ, N − ), we differentiate the equality
Substituting q = e −nζ , we obtain
Finally, we obtain the formula similar to (3.1), with two additional terms:
where 
We calculate the derivative
The function F 1 (x ′ ) can be calculated as the integral on the RHS of (2.12). The simplified trapezoid rule is
where f (y) = e −ix ′ e iω+y −C + e α(iω+y) − e −C + e α(iω+y) . Parameters γ ± 0 , ω, d are chosen as for the pdf. We use an approximate bound for the Hardy norm H ≤ H + + H 0 + + H − + H 0 − , where H ± are the same as in the case of the pdf, and H 0 ± = (1 + e x ′ sin(ω±d) )e −c∞(ω±d) . As in Sect. 2.2, we set ζ = 2πd/ ln(10H/ǫ). The limits in the simplified conic trapezoid rule are defined as follows. First, N − = ceil (ln(|x ′ |/(ǫπ))/ζ). Next, the truncation parameter Λ + = N + ζ, hence, N + , is determined from Λ + = ln Λ 1 , where Λ 1 satisfies
Asymptotic expansions in the left truncated tail of the sum can be done similarly to the case of the pdf. As y → −∞,
and C(y) → 1. Hence, we set Λ −,12 =
, and add the term −ix ′ e iω S 10 (ζ, N − ) inside the brackets on the RHS of (4.5):
4.2. The case of α < 1 and large |x ′ |. Let c 0 > 0 and ω 0 ∈ (−π/2, π/2). Similarly to (4.2) and (4.4), we calculate
and obtain
We choose γ ± 0 , ω and d as in the case of the pdf, and change the variable ξ = e iω+y :
We set c 0 = |x ′ |, and pass to the limit ω 0 → sign x ′ π/2:
where f (y) = e −ie iω x ′ e y (e −C + e iαω e ay − 1). Next, we apply the simplified trapezoid rule.
The parameters d, ζ, N + are chosen as in the case of the pdf -see Sect. 2.5, and the asymptotic expansions and corresponding choices of N − are modified in the straightforward fashion. In all cases, the operator Re is replaced by − Im, the factor e iω+y is absent, hence, the tail decreases slower, the coefficients have to be multiplied by e −iω , and
We use the Taylor expansion of the exponent of order 1 or 2.
, and then
and S 02 (ζ, N − ), and then
) is positive and not very small, then we simplify (4.11) letting ω = −sign x ′ π/2; the number of elementary operations needed to calculate the individual terms in the simplified trapezoid rule decreases. The parameter d 0 needed to choose ζ is determined as in Sect. 2.6. Since there is no sizable loss in the width of the strip of analyticity, the number of terms remains approximately the same, and the total CPU time decreases. Then we change the variable to obtain, for ±x ′ > 0,
2 e αy − e −|x ′ |e y dy. (4.14)
The second term under the integral sign is real and can be omitted:
The representation of the integrand in the form (4.14) is convenient for the choice of the parameters of the simplified trapezoid rule (and justification of the application of this rule) because f (y) = e −|x ′ |e y −C + e ∓i απ 2 e αy − e −|x ′ |e y decays fast as y → ∞ remaining in a strip around the real axis, and the upper bounds are easy to obtain. Should we decide to write the imaginary part of the integrand explicitly, the derivation of the upper bounds would be not so straightforward. We leave to the reader the substitution ω = −sign x ′ π/2 in the coefficients on the RHSs of (4.12) and (4.13).
Exponential acceleration. CPDF, α = 1
We modify (4.10)
where C 0 = c 0 e −iω , c 0 > 0, ω is chosen as in the case of the pdf,
is calculated similarly to J −1 (α, C + ) (see (4.4)): we differentiate the integral w.r.t. C 0 , calculate the derivative and integrate. The result is
The integral on the RHS of (5.1) is calculated using the simplified conic trapezoid rule:
(we take into account that − exp(−c 0 e y ) is real, hence, can be omitted). As an approximate upper bound for the Hardy norm, we take H ≤ 4 + |f (−id)| + |f (id)| + H + + H − , where H ± are the same as in the case of the pdf. Then we set ζ = 2πd/ ln(10H/ǫ). For simplicity, we use the same truncation parameters Λ 1,+ and Λ + = ln Λ 1,+ , hence, N + , as in the case of the pdf. However, if Λ 1,+ is large, this prescription yields an unnecessary large N + . For large Λ 1,+ , a simple fairly accurate improvement can be obtained as follows: find Λ 1,+ = Λ 1,+ (ǫ) using the procedure for the pdf, then reassign ǫ := ǫΛ 1,+ , and apply the prcedure for the pdf with the new ǫ. Finally, set Λ + = ln Λ 1,+ , N + = ceil (Λ + /ζ). We can use (5.2) with N − = ceil (Λ − /ζ), where Λ − = ln(1/ǫ), which requires an unnecessary large N − . To decrease N − , we use the asymptotic expansion
where C(y) → 1 as y → −∞, and R 2 (y) admits the upper bound (3.4). We write the RHS of (3.4) as a 0 + a 1 y + a 2 y 2 , define Λ −,1 = ln(3a 0 /(ǫπ))/2, find Λ −,j as an approximate solution to e −2Λ Λ j = ǫπ/(3a j ), j = 1, 2, set Λ − = max Λ −,j , N − = ceil (Λ − /ζ). We obtain the formula similar to (5.2), with two additional terms:
3) can be simplified letting c 0 = |x ′ | and passing to the limit ω → −sign x ′ (π/2). We obtain
. Below, we consider the case x ′ > 0, β > 0; the case x ′ < 0, β < 0 is by symmetry.
Using the second order Taylor expansion of the exponential function, we derive from (5.3)
Here N + is as above, and
, and Λ 2,− is the solution of the equation e −3Λ Λ 3 = ǫπ/B 2 , where
6. Derivatives of PDF and unification
The methodology is essentially the same as in the case of the pdf. Calculation of the terms of the asymptotic expansion for the integral on the RHS of (1.10) is essentially the same (an additional factor −iξ appears), and the residual term is calculated using the same γ ± 0 , ω, d. The bound for the truncation error requires a marginally larger Λ due to an additional factor −iξ which increases at infinity. A small increase in N + is compensated by a sizable decrease in N − .
Evaluation of
The integrals on the RHS of (6.1) and (6.2) are calculated using the simplified conic trapezoid rule. The parameters γ where v = α ∈ (0, 1), v 1 , a, A ∈ C. If α ∈ (1, 2), then, in all the integrals above, one can justify the change of variables C + ξ α = y, and reduce to the calculations to an integral of the form (6.3), where v = 1/α ∈ (0, 1), v 1 , a, A ∈ C. Hence, one can design a general procedure for all integrals in the case α = 1. We will study this possibility in the future. If the exponential change of variables is inefficient, it may be advantageous to use the polynomial or sub-polynomial acceleration. If α < 1 is small, then both require an unnecessary large number of terms. The number of terms can be made much smaller using the preliminary changes of variables: either C + ξ α = iξ 1 , or C + ξ α = −iξ 1 , where ξ 1 runs over R + . The first one is applied if x ′ < 0 and β > 0, and the second one is applied if x ′ > 0, β < 0. In both cases, the change of variables is possible only if α ∈ (1/3, 1) The resulting integrals can be formally interpreted as the ones for stable Lévy processes of index α ∈ (1, 3) . Naturally, stable Lévy processes of order α ≥ 2 do not exist, but the integrals that define the pdf and cpdf are well-defined for any α > 0, hence, there is no contradiction in this approach.
Quantiles and Monte Carlo simulations
We consider evaluation of quantiles x a , that is, solution of the equation F (x) = a, where a ∈ (0, 1) and F is the cumulative distribution function; once an efficient procedure for quantile evaluation is available, the procedure can be used for the Monte Carlo simulations.
If Z is any random variable with continuous distribution, one can simulate Z sampling a uniformly distributed random variable U on (0, 1) and calculate F −1 (U ), where F denotes the cumulative distribution function of Z. When an explicit formula for F −1 is not available, it becomes important to be able to calculate its values very quickly and sufficiently accurately. A straightforward approach that was used with a limited success 2 for simulation of stable Lévy processes is as follows. One tabulates the values of F on a sufficiently long and fine grid of points x 0 , x 1 , . . . , x M on the real line and approximates F −1 using linear interpolation. This method is very attractive from the practical viewpoint, because the values F (x i ) only have to be calculated once, and afterward the computational cost of each simulation of Z is extremely low: one has to draw a sample a of U , find j satisfying F (x j ) ≤ a < F (x j+1 ) (which requires about log 2 (M ) comparisons) and perform 4-5 arithmetic operations required for linear interpolation to find x a . If a < F 1 , one assigns x a = x 1 , and if a > F M , then one assigns x a = x M .
In the application to the Monte Carlo simulations, this method has 3 sources of errors: (1) truncation error; (2) errors of linear interpolation; (3) errors of evaluation of F k . The simplified conic trapezoid rule allows us to calculate F k = F (x k ) very accurately and fast; if α ∈ (0, 1) is not too close to 1, then the calculations are especially fast for x k large in absolute value.
Numerical experiments demonstrate that, given the parameters of the distribution, one can use the same grid of a moderate size (150-300) for calculations in a very large region in the tail of interest; furthermore, the parameters that define the grid vary slowly as the parameters of the distribution vary. Hence, one can precalculate the expression in the exponent (bar the factor e −ix ′ ξ(y) ), and the factor(s) outside the exponential sign needed for the calculation of the pdf and cpdf at points of an appropriate grid (we suggest to call these precalculated arrays conformal principal components) and use these arrays to calculate the pdf and cpdf very fast for x that will appear in the iteration procedure for the calculation of the quantile. In addition, one needs to precalculate several scalars used in the correction terms.
Thus, it is unnecessary to truncate the state space. Instead, it suffices to store the array of values in a region Below, we give an explicit scheme for calculation quantiles in the left tail, for processes of index α ∈ (0, 1). We assume that the quantiles of interest are in a region of x a such that after a rescaling ξ → 10 Nsc ξ, x ′ /(C + σ α ) is not small so that the simplest choice ω = π/2 is possible. The scaling parameter N sc should be moderate, e.g., in the region [−2, 10] .
Assume that, for a given a, one knows an interval [x − , x + ] ⊂ (−∞, 0) where x a is. As the numerical examples shown in Tables 12-14 demonstrate, efficient calculations are possible even if the interval is very wide. Assuming that the simplified conic trapezoid rule is applicable for x + , with ω = π/2, the same rule is applicable for all x < x + . Typically, for x < x + , ζ and Λ + are smaller than for x + , and Λ − larger. To calculate the conformal principal components which can be used to evaluate p(x) and F (x) for all x ∈ [x − , x + ], we must use one set of parameters of the simplified trapezoid rule. Algorithm for calculation of quantiles in the left tail, for processes of order α ∈ (0, 1). 
6. Calculate and store arrays y = ζ * (N − : 1 : N + ), E y = exp( y), EC α = Re(C + e iωα ) * exp(ν * y), SIN α = sin(Im(C + * e iωα ) * exp(α * y)). 7. Calculate and store scalars S jk (ζ, N − ) needed to correct the truncation errors of the simplified trapezoid rule for pdf and cpdf, and the correction terms independent of x ′ . 8. If the Newton method is used, write the function
At each step of the iteration procedure, use this function and add correction terms. 9. If the bisection method is used, write the function x ′ → F 0 (x ′ ). At each step of the iteration procedure, use this function and add correction terms.
Completely asymmetric stable Lévy processes
If X is completely asymmetric, that is, β = −1 or β = 1, equivalently, either c + = 0 or c − = 0, then the characteristic exponent admits analytic continuation to the complex plane with the cut along of one of the imaginary half-axis, hence, the sinh-acceleration can be applied. By the symmetry argument, it suffices to consider the case β = −1. In this case, there exists a ≥ 0 s.t. p(x ′ ) = 0 for x ′ > a. Case α = 1, β = −1. We choose the parameters of the sinh-acceleration so that ω 1 +b sin ω ′ < 0 for any ω ′ ∈ [−ω, ω]. Deforming the contour of integration, making the change of variable ξ = iω 1 + b sinh(iω + y), we obtain
The parameters ω, b, ω 1 are chosen as follows. We choose γ − 0 and γ + 0 as in Sect. 2.1 for the case x ′ < 0. We set ω = (γ
In order that the Hardy norm be finite and not exceedingly large, it is necessary that the integrand in the y-coordinate decays fast as y → ∞ along the boundaries Im y = ±d of the trip of analyticity. Hence, we take
If ǫ > 0 is the error tolerance for p(x ′ ), then ǫ 1 = ǫe −ω 1 x ′ is the error tolerance for p norm (x ′ ). We calculate H ± as in Sect. 2.2, and set
We calculate Λ 1 as in Sect. 2.3, for the error tolerance ǫ 1 , and set Λ = ln(2Λ 1 /b), N = ceil (Λ/ζ). Then we apply the simplified trapezoid rule
Since we have to use ω 1 < 0, and b < −ω 1 / sin(ω), it follows that for the calculations in the left tail, a very large number of terms in the simplified trapezoid rule is needed. Hence, if x ′ is very large in the absolute value, we have to use a very small ω 1 , and then N is large. For the cpdf, the calculation is similar
and f 1 is the same as in the case of pdf. The choice of the parameters of the sinh-acceleration is a modification of the choice in Sect.5 similar to the modification in the case of pdf. The simplified trapezoid rule is
Case α = 1, β = −1. Deforming the contour of integration, and changing variable ξ = iω 1 + b sinh(iω + y), we obtain
where ψ(y) = −ib sinh(iω + y)x ′ + i(iω 1 + b sinh(iω + y))c − ln(−ω 1 + ib sinh(iω + y))).
For the cpdf, the calculation is similar, and the choice of the parameters is modified in the same manner as in the case α = 1.
Polynomial acceleration
For the sake of brevity, we apply polynomial acceleration in the case α = 1 only.
9.1. Preliminaries. Using (2.1), (4.1), (4.3), (4.4), we have
Polynomial and sub-polynomial accelerations can be advantageous only in cases when the exponential acceleration may require very large number of terms of the simplified trapezoid rule. These cases are Case (++) α ∈ (0, 1),
In Cases (−+) and (−−), we make the change of variables (1.17), and in Cases (+−) and (++), the change of variables (1.18). After that, in all cases, we make the change of variables (1.19) . The choice of the parameters a, m, b is determined by the requirement that, in the y-coordinate, both of the factors e −ix ′ ξ(η(y)) and e −C + ξ(η(y)) α decay in any strip S (−d,d) , d ∈ (0, 1) as y → ∞ remaining in the strip; it is important that the rate of decay is as large as possible. Note that if α < 1 is sizably smaller than 1, then it is advantageous to make a preliminary change of variables and reduce to the case α > 1. The reduction can be justified if |ϕ 0 | < π(α − 0.5); this condition implies that α > 1/3. As y → ∞ remaining in the strip so that Re y → −∞, the LHS of (9.3) tends to 0, and as y → ∞ remaining in the strip S (−1,1) so that Re y → +∞, the imaginary part of the LHS of (9.3) tends to 0. Hence, there exists L such that ( If x ′ < 0 (resp., x ′ > 0), we make the change of variables (1.17) (resp., (1.18)). In both cases, as Re y → +∞ and y remains in the strip S (−1,1) , we have Proof. If x ′ > 0, hence, ϕ 0 < 0 and (1.18) is used, an equivalent condition is Re
. Hence, the necessary and sufficient condition on a is a ∈ [1, min{3, 1 + 1/α + 2ϕ 0 /(πα)}). Similarly, if x ′ < 0, hence, ϕ 0 > 0 and (1.17) is used, an equivalent condition is a ∈ [1, min{3, 1 + 1/α − 2ϕ 0 /(πα)}).
Setφ 0 = ϕ 0 −signx ′ (a−1)απ/2, and c ∞ := c ∞ (a) := |C + | cosφ 0 . We choose a ∈ [1, min{3,ā}) equal to 1 or close to 1 so that c ∞ := c ∞ (a) > 0 is not too small. 9.2. Choice of ζ and N + . Choose d ∈ (0, 1), e.g., d = 0.8, and, if x ′ < 0, setφ 0 = ϕ 0 + (a − 1)απ/2; if x ′ > 0, setφ 0 = ϕ 0 + (1 − a)απ/2. Set c ∞ = |C + | cosφ 0 . Denote by f (y) and f 1 (y) the integrands in (9.1) and (9.2), in the y-coordinate. As Re y → +∞ and y remains in the strip S (−1,1) , f (y) and f 1 (y) are O(e −c∞|y| maα ), where the constant in the O-term is 1 and < 1, respectively. Hence, the Hardy norm admits an approximate bound via
We set ζ = 2πd/ ln(10H/ǫ). The reader observes that if α > 0 is small, H can be very large and ζ very small; a similar integral appears below, when we derive an approximation to N + . This explains why it is advantageous to reduce to the case α > 1 if the initial α is too small; but this reduction is possible only if α ∈ (1/3, 1). We find Λ + as an approximate solution of 
If the change of variables (1.17) is made, then, as η → 0,
and, therefore, as y → −∞,
Thus, in the y-coordinate, the integrand in (9.1), denote it f (y), has the following asymptotics as y → −∞: 
Therefore, in the case of pdf, if no leading term is separated, we define
Note that when calculating f (y), we use
with the choice a = 1, b = 1, m = 2, the calculations are faster than with the other choices:
In the case of cpdf, the real part of the integrand in (9.2) in the y-coordinate, denote it Re f 1 (y), has the asymptotics
Therefore, in the case of cpdf, if no leading term is separated, we define
If the change of variables (1.18) is made, then
and the calculations above modify in a straightforward fashion (it suffices to replace a − 1 with 1 − a where a − 1 appears).
9.4.
How to decrease N − using Riemann zeta function. Typically, N − >> N + . The following simple trick allows one to decrease N − , in the case of the cpdf especially. In the case of pdf, for a chosen m, we precalculate C 0 f , C α f , ζ R (3m + 1) and ζ R (m(2 + α) + 1), where ζ R (s) = +∞ j=1 j −s is Riemann zeta function (we add the subscript R to distinguish Riemann zeta function from the mesh size ζ). Next, we define
, and calculate
In the case of cpdf, if only one leading term is separated, we precalculate ζ R (m + 1) and C 0 f 1 , define
If 4 first terms of the asymptotics of the integrand are taken into account, then N − decreases significantly. We use an approximate prescription
and the formula
Remark 9.2. Note that the use of 4 terms and more is efficient only if x ′ is not large in absolute value, hence, in the cases (++) and (−−) (implying α ∈ (0, 1)). It follows that, in cases (+−) and (−+), when |x ′ | is very large, it may be advantageous to reduce the case α ∈ (1, 2] to the case α ∈ [0.5, 1). This can be done similarly to the reduction of the case α < 1 to the case α > 1, which we consider below.
9.5. Reduction of case α < 1 to case α > 1. If α < 1 is small, then the integrands decay slowly, and it is advantageous to reduce the calculations to the case α > 1.
Case (++), PDF.. In (1.9), we change the variable C + ξ α = −iξ 1 , where ξ 1 runs over R + (for justification, we deform the line of integration to −iR + ), equivalently, |C + |e iϕ 0 ξ α = e −iπ/2 ξ 1 , and, finally,
The deformation and change of variables can be justified if
A necessary and sufficient condition is ϕ 0 < π(α − 0.5); this condition implies that α > 1/3. Assuming that ϕ 0 < π(α − 0.5), we calculate
,
If |C + | is small, then it is advantageous to calculate the integral directly using the changes of variables for x ′ := −1: ξ 1 = i(−1+(1−ibη m ) a ) with a > 1 s.t. (π/2)(1−a)α+φ 0 ∈ (−π/2, π/2), and (1.19). To derive an approximate bound for the Hardy norm and the truncation parameter Λ + , we use c ∞ = − cos(aπ/2). The asymptotics of the integrand as ξ 1 → 0 is
Deriving the asymptotics for ξ 1 (η(y)) as y → −∞, and substituting into the above formula, we can obtain the leading terms for the truncated part of the infinite sum in the neighborhood of y = −∞ and significantly decrease N − . The details are left to the reader.
If |C + | is not small, then it may be advantageous to make the following reduction. Since
Re e −i(π/2+ϕ 0 )α
Case (−−), PDF.. We change the variable C + ξ α = iξ 1 , where ξ 1 runs over R + (for justification, we deform the line of integration to iR + ), equivalently, |C + |e iϕ 0 ξ α = e iπ/2 ξ 1 , and, finally, tends to +∞ as ξ 1 → +∞, equivalently, −π/2 < −π/2 + (π/2 − ϕ 0 )/α < π/2. Since ϕ 0 ∈ [0, πα/2], a necessary and sufficient condition is −ϕ 0 < π(α − 0.5); this condition implies that α > 1/3. Assuming that −ϕ 0 < π(α − 0.5), we calculate
If |C + | is small, then it is advantageous to calculate the integral directly using the changes of variables for x ′ := 1:
and (1.19).
Re e i(π/2−ϕ 0 )α
We can calculatep(±1) using the same changes of variables as in the case α > 1, x ′ = ±1, withα in place of α. The choice of parameters modifies in the trivial manner; instead of ǫ, ǫ = ǫα|C + |α must be used. Case (++) , CPDF.. In the integral on the RHS of (9.2), we make the change of variables (9.4) and use (9.5) and the same notationα,φ 0 ,C + as in Case (++) for pdf:
We calculate the integral using the changes of variables for x ′ := −1:
and (1.19) . To derive an approximate bound for the Hardy norm and the truncation parameter Λ + , we use c ∞ = − cos(aπ/2). The asymptotics of the integrand as ξ 1 → 0 is
Deriving the asymptotics for ξ 1 (η(y)) as y → −∞, and substituting into the above formula, we can obtain the leading terms for the truncated part of the infinite sum in the neighborhood of y = −∞, and significantly decrease N − . The details are left to the reader. Case (−−), CPDF.. We make the change of variables (9.6)-(9.7) and use the same notationα, ϕ 0 ,C + as in Case (−) for pdf. We calculate the integral using the changes of variables for x ′ := 1: ξ 1 = i(1 − (1 + ibη m ) a ) and (1.19) . After that, we continue similarly to the case (++).
10. Sub-polynomial acceleration 10.1. One-sided stable Lévy distributions. If x ′ is large in absolute value, then the sinhacceleration and polynomial acceleration can be inefficient due to the presence of the factor e ω 1 x ′ . In order that this factor be neither extremely small nor extremely large, ω 1 must be very small in absolute value. But then the strip of analyticity that can be used to derive the error bound for the Hardy norm is very narrow, hence, the mesh size is very small and the number of terms in the simplified trapezoid rule is very large. To tackle this difficulty, we use the change of variables of the form ξ = y ln m (a 2 + y 2 ), where a > 0 and m ≥ 1, and integrate along an appropriate line {Im y = ω}. The idea is as follows. As y → ±∞, the leading term of the asymptotics of the real part of
is x ′ ω(2 ln y) m . Hence, if we choose the strip of analyticity S (ω−d,ω+d) of the integrand in the y-coordinate so that x ′ (ω ± d) < 0, then the integrand is uniformly bounded by a small or moderately large constant and decays fast as y → +∞ in the strip. The logarithm of the integrand tends to −∞ as exp[−ψ 0 st (|y| ln m |y|)], hence, much faster than the integrand in the ξ-coordinate, and the number of terms in the simplified trapezoid rule decreases significantly. In the context of KoBoL and other Lévy processes with exponentially decaying tails, similar changes of variables were used in [5] . The change is useful when the simplified conic trapezoid rule can be applied with a very narrow cone only, and the strip of analyticity in the y-coordinate ξ = e ıω+y is too narrow, hence, ζ too small and the number of terms too large.
General stable Lévy distributions of index
where f 0 (ξ) = e −(ix ′ +σ)ξ e −i 2σβ π ξ ln ξ − 1 . In integrals (10.1)-(10.2), we change the variables
and the simplified trapezoid rule for pdf is of the form
Clearly, the rate of decay of the integrand increases with m and the strip of analyticity of the integrand widens as d 0 increases. Hence, large m and d 0 decrease the number of terms in the simplified trapezoid rule (given the error tolerance). However, approximate bounds for the Hardy norm, hence, for the discretization error, and bounds for the truncation errors, that we derive, become too inaccurate for large m and d 0 . In numerical experiments, we observed that the choice of m ≥ 2.5 is unsafe for relatively large |x ′ |, and the choice of d 0 ≥ 2.5 can also be unsafe. Typically, the choice m = 2 and d = 2 and approximate recommendations that we derive are safe. Choice of the strip of analyticity and ζ. For the proof, it suffices to consider y in the right half-plane. But then arg(y + (1 + y 2 ) 1/2 ) ∈ (−π/2, π/2), and arg(y + (1 + y 2 ) 1/2 ) 2 ∈ (−π, π).
Proof. We have
and Re(−ix ′ ξ) ∼ (2 ln y) m x ′ ω(1 + m/ ln y).
Lemma 10.3. For any ω ∈ (−2d 0 , 2d 0 ), as y → +∞,
Proof. We have −ξ ∼ y(2 ln y) m , and
Re(−i(2σβ/π)ξ ln ξ) ∼ (2 ln y) m+1 2ωσβ/π.
and use the line of integration {Im ξ = ω} and the strip S (ω−d,ω+d) to derive the error bound for the infinite trapezoid rule and recommendation for the choice of ζ. In the case of pdf (resp., cpdf), the integrand is
(resp., f 1 (y) := f (y)/ξ(η(y))). The analysis of the proofs of Lemmas 10.2-10.3 shows that both functions are uniformly bounded by a small or moderately large constant and uniformly decay as Re y → +∞ and y remains in the strip. As a simple bound for the Hardy norm, we use
/σ in the case of pdf; in the case of cpdf, we replace f with f 1 . Then we set ζ = 2πd/ ln(10H/ǫ), where ǫ is the error tolerance. The bound can be easily improved, and larger ζ used. Choice of Λ + and N + . As Re y → +∞, (dη/dy)(y + iω) ∼ 1, and (dξ/dy)(y + iω) ∼ (2 ln y) m . Hence, we start with a simple approximate equation Let Y + = ln Λ + . We have the equation
which can be solved using the Newton method. When Y + is calculated with a moderate precision, we set Λ + = exp Y + , N + = ceil (Λ + /ζ). Note that this prescription may lead to a serious overkill, in the case of cpdf and large |x ′ | especially. Choice of Λ − and N − . We calculate the asymptotics of η(y + iω), ξ(η(y + iω)), their derivatives and f (y + iω) as y → −∞:
where g 0 (y) = O(1) and g −2 (y) = O(y −2 ) are real-valued functions. We conclude that
where g(y) = ig −1 (y) + g −2 (y), and
are real-valued functions, and
Finally,
and, therefore,
Using the asymptotic formula (10.3), we find the truncation parameter Λ − in the simplified trapezoid rule for pdf as a solution of the inequality
Integrating by parts, we see that, as an approximation, we may use the solution of the equation
which is equivalent to
An approximate solution can be easily found using the Newton method. In the case of the cpdf, we similarly derive
(2m + 1) 2 , and find Λ − as an approximate solution of
as j → −∞ is larger than the rate of decay of f 1 (y j ). Hence, we may use an approximate equation Λ − − ln Λ − /(2m + 1) + ln(ǫ 1 (2m + 1))/(2m + 1) = 0 to define Λ − and then N − , and the formula for the cpdf becomes
Remark 10.1. One can decrease N − further still deriving several terms of the asymptotics of f (y) and f 1 (y) as y → −∞ and generalizations of (10.5) with several correction terms expressible in terms of Riemann zeta function and its derivatives. 10.3. Stable Lévy distributions of index α = 1. In integrals (9.1) and (9.2), we make the same change of variables as in Section 10.2, and choose the same strip of analyticity S (ω−d,ω+d) . We omit the details because in our numerical experiments, the polynomial acceleration required less time than the sub-polynomial one.
Numerical examples
11.1. General remarks. The calculations in the paper were performed in MATLAB 2017b-academic use, on a MacPro with a 2.8 GHz Intel Core i7 and 16 GB 2133 MHz LPDDR3 RAM. Errors Err are differences between p(x) (or F (x)) calculated for the parameters of the scheme indicated in the tables and the benchmark; the latter satisfies the error tolerance smaller than the errors shown. In all cases, σ = 0.001, and α, β, x ′ vary. Thus, x ′ ≈ −5000 in Table 1 corresponds to x ′ ≈ 5 · 10 6 with the normalization σ = 1. The CPU time is in microsec. In all cases, the location parameter µ is 0 in the S 0 Nolan's parametrization, hence, x in the S 0 parametrization and x ′ are related as x ′ = x + σβ tan(πα/2).
In order that the reader could compare the results in the paper to the results produced by John Nolan's program stable.exe (N) (available at http: //fs2.american.edu/jpnolan/www/stable/stable.html), in all the tables but two we calculate pdf and cpdf as functions of x. As we explained in the main body of the text, many computational difficulties arize in a small neighborhood of x ′ = 0; to illustrate these difficulties, in Table 4 and 5, we show pdf and cpdf as functions of x ′ .
The tables illustrate the following practical implications of the theoretical analysis of errors of the methods of the paper: if α ∈ (0, 1), the serious problems are in a right vicinity of x ′ = 0 if β > 0 and a left one if β < 0; the vicinity becomes rather large if α < 1 is close to 1. If α > 1 is close to 1, then the number of terms becomes very large if β and x ′ are of the opposite sign, and |x ′ | is large. The same problem appears when α = 1. Thus, the bad region is where x ′ β tan(πα/2) < 0, and |x ′ | is small if α ∈ (0, 1) and large if α ∈ [1, 2). As a side remark: this observation explains why it may be more natural to use −β instead of β for α ∈ (0, 1); then, in all cases, the bad region from the point of view of difficulties for the numerical realizations is a subset of a region where x ′ β < 0. In Tables 7 and 8 , we show that accurate calculations in this region are difficult not only for the methods of the present paper but for popular methods as well. In some cases, the errors of the popular methods are sizable. For pdf, the errors are less pronounced, and, typically, if α is not small, then, in the regions that are good for our methods, the errors of (N) are of the same order of magnitude as of the methods of the current paper. If α is close to 1, then the methods of the present paper are more accurate.
We compare the performance of several realizations of the simplified conic trapezoid rule: ConicE(k γ , N sc , ord): simplified conic trapezoid rule with the universal choice e.-f. of the cone of analyticity. The k γ means that, in the general procedure for the parameter choice, γ ± 0 replaced with k γ γ ± 0 , where k γ ∈ {1, 1.02, 1.05, 1.1}, the scaling ξ → 10 Nsc ξ is made, and the Taylor expansion of order ord is used in the truncated part of the left tail in the simplified conic part. ConicC(k γ , N sc , ord): simplified conic trapezoid rule with the universal choice c.-d. of the cone of analyticity; the meaning of k γ , N sc , ord is the same. ConicA(N sc , ord): simplified conic trapezoid rule with the universal choice ω = ±π/2 of the line of integration; the meaning of N sc , ord is the same. In the cases α = 1 and α close to 1, we also include the results obtained with the subpolynomial method SubP and polynomial P, in the bad region where the simplified conic trapezoid rule is very inefficient.
In the tables, ζ is the mesh size, −N − and N + are the bounds in the sum of the simplified conic trapezoid rule; the total number of terms is N + +N − . Due to the rescaling, in some cases, N + is negative. Unless otherwise stated, ζ, N ± are chosen using the general prescriptions in the paper. In many cases, the total number of terms and the CPU time can be made smaller, sometimes, significantly.
In the tables, pdf and cpdf values used as the benchmark are obtained using one of the realizations of the simplified conical trapezoid rule. The results obtained with these realizations agree very well (typically, the absolute differences are of the order of 10 −15 − 10 −18 for pdf and 10 −12 −10 −15 for cpdf) with the ones obtained with the other realizations, hence, when different contours of integration and different additional sources of errors. In the tables, typically, ζ is in Table 1 . PDF and errors of ConicA(N sc, 2) with the meshes recommended for the error tolerance e-15. N sc = −3, −1, 4, 0 for x ∈ [−5000, −100], (−100, −5), [−0.0025, 0.0025], [5, 100] , respectively. S 0 -parameters: α = 0.15, β = 0.75, σ = 0.001, µ = 0. Benchmark values are calculated using ConicE(1.1, N sc, 2) with meshes longer and finer than recommended. T: CPU time in microsec., the average over 100k runs. Mesh size ζ is rounded. 11.2. Case of α ∈ (0, 1). Tables 1-2 demonstrate that if index α is small, tail calculations of pdf and cpdf are easy and can be made fast. A neighborhood of 0 where accurate calculations require very large N ± shrinks as α → 0 but, in this neighborhood, N ± and CPU time may become very large. The scaling can help to alleviate this problem if α is not close to 1. The error tolerance of the order of 10 −15 and even less can be satisfied with 100 − 300 terms; the CPU time is 12-30 microseconds for the pdf; for cpdf, the CPU time is 2-3 times larger. Typically, for ConicA(N sc , ord), the CPU time is approximately 3 times less than the CPU time for ConicE(k γ , N sc , ord), because we can use especially simple formulas, which require operations over reals only. ConicC(k γ , N sc , ord) uses the most conservative choice of the cone of analyticity, hence, both ζ and Λ ± = N ± ζ are larger; the CPU time is larger as well.
11.3. Case α ∈ (0, 1), α very close to 1. Table 3 demonstrates that even if α is very close to 1, namely, α = 0.998, and β = 0.75, that is, the asymmetry is sizable, accurate and fast calculations in the tails are possible. The real difficulties arise when x ′ > 0 is small (Tables 4-5 ). Since α is very close to 1, the rescaling helps if we use the safest choice of the cone but not other choices. However, if the polynomial acceleration is used, then the number of terms decreases Table 2 . CPDF and errors of ConicE(1.0, 4, 2) for |x| ≥ 0.01 and ConicE(1.0, 5, 2) for |x| < 0.01, with the meshes 2 times finer and longer than recommended for the error tolerance e-15. S 0 -parameters: α = 0.15, β = 0.75, σ = 0.001, µ = 0. Benchmark values are calculated using ConicE (1.1, 4, 2) and ConicE(1.1, 5, 2), respectively, with meshes longer and finer than recommended. T: CPU time in microsec., the average over 100k runs. Mesh size ζ is rounded. Table 3 . PDF and errors of ConicE(1.0, −2, 2) with the mesh recommended for the error tolerance e-15. S 0 -parameters: α = 0.998, β = 0.75, σ = 0.001, µ = 0. Benchmark values are calculated using ConicE(1.1, −2, 2) with the mesh longer and finer than recommended. T: CPU time in microsec., the average over 100k runs. Mesh size ζ is rounded. by two orders of magnitude, and accuracy and speed of calculations increase as x ′ → 0 (see Table 6 ). In Table 7 , we compare the results with John Nolan's program stable.exe.
11.4. Case α = 1. To save space, we show the results for the cpdf only. In a certain sense, the case α = 1 is extreme. As x ′ < 0 decrease, the number of terms in the simplified conic trapezoid rule increases and becomes extremely large; and the CPU time is measured in seconds; if x ′ > 0, and not too small, it suffices to sum up several dozen of terms to satisfy the error tolerance of the order of E-15 and smaller; the CPU time is about 5 microseconds. Sub-polynomial Table 4 . PDF and errors of ConicE(1.0, 0, 2) with the mesh recommended for the error tolerance e-15, for x ′ close to 0 (x ∈ (−0.2407, −0.2367)). S 0 -parameters: α = 0.998, β = 0.75, σ = 0.001, µ = 0. Benchmark values are calculated using ConicE(1.1, 0, 2) with the mesh longer and finer than recommended. T: CPU time in microsec., the average over 100000 runs. Mesh size ζ and N ± for x ′ > 0 are rounded. e-14 40 1e-4 1.386099077465777e-3 e-4 110k,383k e-11 29k 1e-3 1.39652771252394e-3 e-4 110k,383k e-9 30k 2e-3 1.4082546893007e-3 e-4 110k,383k e-10 29k Table 5 . CPDF and errors of ConicC(1.0, 3, 2) with the mesh recommended for the error tolerance e-15, for x ′ close to 0 (x ∈ (−0.2407, −0.2367)). S 0 -parameters: α = 0.998, β = 0.75, σ = 0.001, µ = 0. Benchmark values are calculated using ConicC(1.1, 3, 2) with the mesh longer and finer than recommended. T: CPU time in microsec., the average over 10k runs. Mesh size ζ and N ± for x ′ > 0 are rounded. Table 6 . CPDF and errors of polynomial acceleration with the parameters (a, m, b) = (1, 2, 1) and the mesh recommended for the error tolerance e-15, for x ′ very close to 0. S 0 -parameters: α = 0.998, β = 0.75, σ = 0.001, µ = 0. Benchmark values are calculated using several sets of parameters (a, m, b) and fine and long grids; the differences are smaller than e-12. T: CPU time in microsec., the average over 10k runs. Mesh size ζ is rounded. N) and ConicE with the mesh recommended for the error tolerance e-15. S 0 -parameters: α = 1, β = 0.25, σ = 0.001, µ = 0. Benchmark values are calculated using the general recommendation with the scale parameter 10 4 for x ′ < −3, and 1 for x > −3. Errors of the benchmark: of the order of e-10-e-11 for x ′ > −3, and of the order of e-11-e-15 for x ′ < −3. N + + N − decreases as x increases: at x = −1, ≈ 110mln, at x = −1, ≈ 50k, at x = −0.01, ≈ 6k, at x = 0.01, N ± = 35, and at x = 1000, N + = 42 and N − = 3. T : CPU time in microsec., the average over 1000 runs. Table 9 . CPDF and relative errors of sub-polynomial acceleration with a moderate number of terms. Relative errors of the benchmark values are in the range 2e − 14 − 2e − 13. The parameters of the distribution are as in Table 8 . CPU time (the average over 10k runs) is in the range 0.9-1.2 msec Tables 12-14 , we use the algorithm in Sect. 7 for stable processes of index α ∈ (0, 1). 
Conclusion
In the paper, we suggested three families of conformal deformations of the contours of integration and the corresponding changes of variables in the Fourier representations of the pdf and cpdf of stable Lévy distributions and their derivatives w.r.t. x and the parameters of a stable Lévy distribution, and developed numerical schemes for efficient numerical evaluation of the resulting integrals. An appropriate change of variables ξ = ξ(y) having being made, we Table 12 . Quantiles x a , errors w.r.t. the benchmark and CPU time. Table 13 . Quantiles x a , errors w.r.t. the benchmark and CPU time. where y j = iω + jζ, and ω ∈ R. The first family increases exponentially the rate of decay of the integrand at infinity (exponential acceleration), the second one leads to a polynomial increase of the rate of decay (polynomial acceleration), and the third one increases the rate of decay but slower than polynomially (sub-polynomial acceleration). Each family is divided into two: the first sub-family can be applied to completely asymmetric stable Lévy distributions and other Lévy distributions whose characteristic functions admit analytic continuation to a union of a strip around the real axis or adjacent to it and a cone, while the second sub-family is applicable to general stable Lévy distributions. For sub-families of the first kind, the rate of decay of the integrand in the new variable y is the same as y → ±∞ (we call them two-sided versions of the corresponding families), and one can take N − = N + . For sub-families of the second kind, the rate of decay as Re y → −∞ is smaller than the rate of decay as Re y → +∞, hence, typically, N − ≫ N + . Fortunately, one can derive asymptotic expansions for the truncated part of the infinite trapezoid rule at −∞, calculate the corresponding sums, and significantly decrease N − . In the case of the one-sided exponential acceleration, these sums are easy to calculate, and in the cases of the polynomial and sub-polynomial accelerations, the leading terms are expressible in terms of Riemann zeta function and its derivatives, which can be precalculated.
The exponential and polynomial accelerations are possible if the initial integrand admits analytic continuation to a cone, and decays as ξ → ∞ remaining in the cone; sub-polynomial acceleration works in some important cases where such a cone does not exist. Clearly, if all types of acceleration are applicable, then, asymptotically, exponential acceleration is superior to polynomial acceleration, and the latter is superior to sub-polynomial one. However, for a fixed error tolerance (even very small, e.g., e-15), the mesh size ζ can make the number of terms in the simplified trapezoid rule much larger if exponential acceleration is applied. This happens if the "width of the cone" (the length of the intersection of the cone with the unit circle) is very small; sometimes, the polynomial and sub-polynomial accelerations allow one to use ζ hundreds times larger than required by the exponential acceleration.
We described the regions in the parameter space where the most efficient exponential acceleration is preferable, and where the other types are. In our numerical experiments, we observed that the polynomial and sub-polynomial accelerations work well where the exponential acceleration is very inefficient. If α ∈ (0, 1), then, for wide regions in the (σ, β, x ′ )-space, very simple formulas can be used to calculate p, p ′ , F and quantiles. For processes of index α ∈ (1, 2), appropriate changes of variables can be used to reduce calculations to integrals similar to the ones in the case α ∈ (0.5, 1). In cases when exponential acceleration is inefficient, similar changes of variables reduce calculations in the case α ∈ (1/3, 1) to the case α ∈ (1, 3) . Of course, the case α > 2 is unrelated to stable distributions but the integrals that define the pdf and cpdf make sense for α > 2 as well.
For a wide region in the parameter space (about 90 percent of the total), summation of 70-300 terms gives the pdf with the absolute error of order 10 −15 − 10 −18 , and the cpdf with the absolute error of order 10 −12 − 10 −15 ; the CPU time is in the range 0.005-0.04 msec. Only for a relatively small region in the parameter space (index α = 1 is very close to 1, x ′ /σ is not large, and x ′ β tan(απ/2) < 0; if α = 1, the condition is x ′ β < 0) the number of terms is measured in thousands and more. However, the relative area in the parameter space where more than 1 msec is needed is less than several percent.
The methods of the paper can be applied to evaluation of various highly oscillatory integrals and special functions, as well as to accurate and fast evaluation of Wiener-Hopf factors, hence, to pricing barrier options, lookbacks, American options, and other general first passage problems. In many cases, our methods are faster and more accurate than the saddle point method and methods based on the reduction to an appropriate cut in the complex plane. Contrary to Gaussian quadrature schemes and their generalizations, no precalculation of nodes and weights with sufficiently high precision is required. On the contrary, the schemes of our methods are flexible and simple, and two realizations can be used to check the accuracy of calculations; the standard repetitions used in adaptive quadratures are unnecessary. For calculation in tails of a stable distribution, 100-300 precalculated values of several simple expressions in the formula for the characteristic exponent at points of an appropriately chosen grid suffice to evaluate pdf, cpdf and quantiles in wide regions not too close to 0, very far in the tails including. We suggest to call these expressions conformal principal components. In many cases, the CPU time is less than 0.1 msec.; hence, in applications to the Monte Carlosimulations, it becomes essentially unnecessary to truncate the state space. For fat-tailed distributions, the truncation is a serious source of errors. More involved conformal changes of variables can be designed to decrease the number of terms and the CPU time; we leave the study of this possibility for the future.
