Abstract. We discuss how to compute certified enclosures for the eigenvalues of benchmark linear magnetohydrodynamics (MHD) operators in the plane slab and cylindrical pinch configurations. For the plane slab, our method relies upon the formulation of an eigenvalue problem associated to the Schur complement, leading to highly accurate upper bounds for the eigenvalue. For the cylindrical configuration, a direct application of this formulation is possible, however, it cannot be rigourously justified. Therefore in this case we rely on a specialized technique based on a method proposed by Zimmermann and Mertins. In turns this technique is also applicable for finding accurate complementary bounds in the case of the plane slab. We establish convergence rates for both approaches.
Introduction
Let Ω ⊂ R 3 . The linearized ideal MHD equation arises in applications from plasma confinement in thermonuclear fusion. The constants µ and γ here denote the magnetic permeability and heat ratio. The smooth function ρ is the density, P > 0 is the pressure and B the divergence-free magnetic field of the given equilibrium, satisfying µ grad P = (curl B) × B.
In the study of this equation a fundamental role is played by the eigenvalue problem associated to K. The appropriate Hilbert space setting ensures that K has a self-adjoint realization. A considerable amount of research has been devoted to the formulation of a rigorous operator theoretic framework for K and to the structure of the spectrum, [17] . Particular attention has been payed to the plane slab (plasma layer) and the cylindrical (plasma pinch) configurations [9, 10, 21, 1] where K is reduced to a block ordinary differential operator matrix. A systematic description (analytical or numerical) of properties of the eigensolutions turns out to be difficult even for these, the simplest configurations. This is due to the presence of regions of essential spectrum near the bottom end of the spectrum.
The plane slab configuration has been the subject of thorough analytical investigation and has become a benchmark model for the top dominant class of block operator matrix, see [26] and references therein. Precise eigenvalue asymptotics can be found in this case by means of the WKB method [17, §7.5] or by means of specialised variational principles, see [26, Theorem 3.1.4] and references therein. The cylindrical configuration is more involved due to the presence of singularities in the coefficients of the differential expression; however, eigenvalue asymptotics are known in this case, [20] .
Specialized variational approaches are extremely useful for examining analytic asymptotics for the eigenvalues in the case of the plasma layer configuration. Unfortunately, as they usually involve a triple variation formulation, it is arguable whether they are well suited for direct numerical implementations.
If a sequence of subspaces is guaranteed not to produce spectral pollution, then the standard Galerkin method can be used. A prescribed recipe for avoiding spurious modes when these subspaces are generated by the finite element method dates back to [22, 10] . In this classical approach convergence is guaranteed, however, it is never clear whether a computed eigenvalue is on the left or on the right of the exact eigenvalue. In this respect the method is not certified.
A technique for finding certified enclosures for the eigenvalues of K in the case of the plane slab configuration was considered in [24] based on the method proposed in [4, 23, 13] . The approach was based on computing the so-called second order spectrum of K for given finite dimensional subspaces generated by the spectral basis. In the present paper we consider a further computational strategy which improves upon this technique in terms of accuracy. Our main approach is to combine two complementary Galerkin-type methods for computing eigenvalue enclosures which, by construction, never produce spectral pollution.
For the plane slab, our method relies on the formulation of an eigenvalue problem associated to the Schur complement, this leads to highly accurate upper bounds. For the cylindrical configuration, a direct application of this formulation is possible, however, it cannot be rigorously justified. Therefore in this case we rely on a specialized technique based on a method proposed by Zimmermann and Mertins [19] as described by Davies and Plum in [6, Section 6] . This approach is intimately related to classical methods, see [11, 16, 8] . We also apply this technique to the Schur complement and find accurate complementary lower bounds for the plane slab.
In Section 2 we give a mathematical formulation of the MHD operators under investigation, and some of their spectral properties. In Section 3 we examine the approximation technique due to Zimmermann and Mertins. We present a formulation of this technique in terms of the Galerkin method which establishes both approximation and, importantly, the convergence of the method. Our main results are contained in Section 4. We present a highly efficient method for obtaining upper bounds for eigenvalues above the essential spectrum of top-dominant block operator matrices, an example of which is the matrix K associated to the plasma layer configuration. We show in Theorem 4.4 that the convergence rate for this approach is the same as that achieved by the Galerkin method when applicable (below the essential spectrum). Our method is therefore extremely efficient. We also combine this approach with the Zimmermann and Mertins technique to obtain complementary lower bounds for the eigenvalues. In Theorem 4.7 we use our results from Section 3 to obtain convergence rates for these lower bounds. In Sections 5 and 6 we apply our results to the plasma and cylindrical configurations, respectively.
One-dimensional MHD operators
The reduction process for the force operator, the precise constraints on the equilibrium quantities and the boundary conditions on Ω, which yield the onedimensional boundary value problems associated to the plane slab and cylindrical configurations, are described in detail in [17, §7.2 and §8.2], respectively. Through this reduction K becomes similar to a superposition of operators which are selfadjoint extensions of block matrix differential operators of the form
acting on L 2 -spaces of a one-dimensional component. For the plasma layer, the components of M 0 are explicitly given by
. Below we will use the fact that d = max Spec(D) = 1 + 17/32 < π 2 .
The plasma pinch configuration yields a differential operator M 0 with singular coefficients,
b(r) and φ(r) are smooth functions with b
The indices R 0 k and m are integer numbers corresponding to the Fourier mode decomposition of K. In order to define rigourously the domain of M 0 for this configuration, a further change of variables r = e s is usually implemented, [9] . Under this change of variables, M 0 becomes similar to an operator acting on [
which is essentially self-adjoint in the space of rapidly decreasing functions at −∞ vanishing at log R 0 , [9, Theorem 2.3] . Operator M 0 is essentially self-adjoint in the pre-image of this space under the similarity transformation. We denote by M c the unique self-adjoint extension of M 0 in the latter domain. The original formulation (5) is numerically more stable for the treatment of the eigenvalues via a projection method. The finite element space generated by Hermite elements of order 3, 4 and 5, subject to Dirichlet boundary conditions at 0 and R 0 , considered below are C 1 -conforming and hence are all contained in Dom(M c ) for the benchmark equilibrium quantities considered in our examples. 
Pollution-free bounds for eigenvalues
The essential spectrum of both operators M s and M c is non-negative. Therefore unstable spectrum can only occur in the discrete spectrum. The eigenvalues below the bottom of the essential spectrum can be computed using the standard Galerkin method. Hence, the stability of the configuration can be determined by means of the Rayleigh-Ritz variational principle.
By contrast, computing the eigenvalues above the essential spectrum is problematic due to the possibility of variational collapse. The technique described in this section avoids spectral pollution and can be implemented on the finite element method. It gives certified enclosures up to machine precision for eigenvalues above the essential spectrum. In Section 4 we argue that this technique should be applied, not only to M s , but also to its Schur complement. In order to keep a neat notation, we formulate the general procedure for a generic semi-bounded self-adjoint operator T acting on a Hilbert space H.
3.1. Basic notation. Let the dense subspace Dom(T ) ⊂ H be the domain of T . For µ = min Spec(T ), let t be the close bilinear form induced by the nonnegative operator T − µ with domain Dom(t) = Dom(|T | 1 2 ). We denote the inner products and norms that render Dom(T ) and Dom(t) with a Hilbert space structure, respectively by u,
Let E be a subspace of Dom(T ). For another subspace L, we denote
Here and elsewhere dist • [φ, L] refers to the Haussdorff distance in the norm · • between {φ} and L. Below we establish spectral approximation results by following the classical framework of [5] . These results will be formulated in a general context for sequences of subspaces L n ⊂ H which are dense as n → ∞ in the following precise senses. We will say
Let L ⊂ Dom(t). Below we denote by Spec(T, L) the spectrum of the classical weak Galerkin problem:
could be a much larger set than (a, b) ∩ Spec(T ). This phenomenon is usually called spectral pollution. See [22] for further details on this in case T = M s and L n chosen as finite element spaces.
The following classical convergence result will play a fundamental role below, see [5, Theorem 6.11] . Assume that
If T is only bounded from below, the condition L n ⊂ Dom(t) and (L n ) ∈ Λ, is typically not sufficient to ensure approximation. By applying the spectral mapping theorem it can be shown that (6) still holds true for a λ < min Spec ess (T ) whenever (L n ) ∈ Λ(t) and δ is replaced by δ t , see for example the trick applied in the proof of [3, Corollary 3.6] . This type of convergence is often called superconvergence.
The Zimmermann-Mertins method.
The following method for computing eigenvalue enclosures originated from [19] and is closely related to the classical Lehmann method. Below we show that it may be described in simple terms by means of mapping theorems at the level of reducing spaces for the resolvent. As we will see subsequently, convergence estimates will follow easily from (6) .
This method turns out to be efficient for computing eigenvalue enclosures for M s and M c in their original matrix formulation. In Section 4 we will discuss a further technique which allows improvement in accuracy for M s and depends on re-writing the eigenvalue problem in terms of the Schur complement.
According to [6, Theorem 11 ] the present approach is equivalent with optimal constant to another method formulated in [4] . The latter is closely related to the so-called second order relative spectrum [23] which was applied to M s in [24] . We should stress that the latter is probably best for obtaining preliminary information about the spectrum, [3, 25] . This a priori information includes a reliable guess on
Note that this condition is certainly satisfied by L = L n for n sufficiently large, if (L n ) ∈ Λ(t). We define two inverse residuals associated to the interval (a, b):
By virtue of (7), we have τ + > 0 and τ − < 0.
For any subspace L ⊂ Dom(T ) satisfying (7) the inverse residuals (8) are such that
Proof. We prove the first inequality, the second my be proved similarly. LetL
Note that
This observation turns out to be useful when studying convergence of the enclosure (9) as L increases in dimension. Below τ
Proof. The condition (7) is satisfied for all sufficiently large n ∈ N, so the left hand side of (10) follows from Lemma 3.1.
, and the right hand side of (10) follows.
By means of an example we now show that (L n ) ∈ Λ(t) and (L n ) ⊂ Dom(T ), is not generally sufficient to ensure a decrease in the size of the enclosure as n → ∞. The crucial point here is that (L n ) ∈ Λ(t) does not ensure that dist T (B, L n ) decrease to 0. 
We show that (L n ) ∈ Λ(t). Let u ∈ Dom(t) and γ j = u, φ j . Then
Choose a = 0 and
Thus (7) is satisfied and we may obtain upper and lower bounds on the eigenvalue λ − 1 from the left side of (10). Let us now prove that the length of the enclosure in (10) does not decrease. Indeed
It is easily verified that
As the following example shows, δ T (ker(T − λ), L n ) and δ t (ker(T − λ), L n ) can converge at the same rate, but the latter may be faster. Therefore, there is a potential loss in convergence of the method when compared with the standard Galerkin method in the case where the latter is applicable. This loss of convergence is compensated by the fact that the enclosures found are certified and free from spectral pollution.
Example 3.4. Let T and φ n be as in Example 3.3. Let ε n = (λ
Operator matrices and eigenvalue enclosures
The linearized MHD operator associated to the plasma layer configuration (2) falls into the class of top dominant block matrices. We show that enclosures for the eigenvalues of M s which lie above the essential spectrum can be obtained from enclosures for the eigenvalues of its Schur complement. Denoted by S(µ), the latter is a µ-dependant holomorphic family of semi-bounded operators. Upper bounds for its eigenvalues can be found from a direct application of the Galerkin method. We show in Section 4.2 that these upper bounds are superconvergent as the dimension of L n increases, hence they turn out to be asymptotically sharper than the upper bounds found from the method of Section 3 applied directly to M s . In Section 4.3, on the other hand, we show how to find lower bounds for the eigenvalues of M s from corresponding lower bounds on the eigenvalues of S(µ). The latter are found from the left side of (9) with T = S(µ) for a particular choice of µ.
Basic notation.
The results established below apply to any block operator matrix M 0 as in (1) which is top dominant in the following precise sense, see [26] .
a) A and D are self-adjoint operators acting on Hilbert spaces H 1 and H 2 , respectively. b) A is bounded from below, D is bounded from above, B is closed and densely defined on a domain of H 2 with values in H 1 . c) Dom(|A| Without further mention, we assume that the entries of M 0 are subject to these conditions. They are satisfied by the plane slab configuration MHD operator, however, for m = 0 the ansatz c) does not hold in general for the cylindrical pinch configuration.
The first condition in c) and the semi-boundedness of A, together, imply the existence of constants α, β ≥ 0 such that
where a is the closure of the quadratic form associated to A. These two constraints also imply that (A − ν) −1 B is a bounded operator, so Dom((A − ν) −1 B) = H 2 , for an arbitrary ν < min Spec(A). The self-adjoint closure of M 0 , which we denote here by M , is explicitly given by 
see [7, Proposition 4.4] . Here, as above, ν < min Spec(A) is fixed, but can be chosen arbitrarilly. We note that for any x ∈ Dom(s) and µ ∈ U ∩ R,
The families s(·) and S(·) are called the Schur form and the Schur complement associated to M 0 , respectively. The form s(µ) is symmetric and semi-bounded whenever µ ∈ R ∩ U . The corresponding operator S(µ) is therefore self-adjoint and bounded from below. We set the spectra of the Schur complement as Spec(S) = {µ ∈ U : 0 ∈ Spec(S(µ))}, Spec dis (S) = {µ ∈ U : 0 ∈ Spec dis (S(µ))} and Spec ess (S) = {µ ∈ U : 0 ∈ Spec ess (S(µ))}. Proof. For the first and third assertions, see [7, Proposition 4.4] . For the second assertion we proceed by contradiction. Suppose there exists λ ∈ (d, λ e ) such that 0 ∈ Spec ess (S(λ)). Since S(λ) = S(λ) * , there is a singular Weyl sequence x n ∈ Dom(S(λ)) such that x n = 1, x n ⇀ 0 and S(λ)x n → 0. Let
Then y n ∈ Dom(M ) and y n ≥ 1. A direct calculation shows that
We prove that y n has a subsequence y n(k) ⇀ 0, which in turn is a contradiction because λ ∈ Spec ess (M ). Let D = (D − λ)Dom(B). By virtue of the second and third ansatz in c), D is a dense subspace of H 2 . Moreover,
According to (11) ,
As the right hand side of this identity is uniformly bounded for all n, there exists a subsequence x n(k) and z ∈ H 2 such that (D − λ) −1 B * x n(k) ⇀ z. Since (18) implies that z = 0, the subsequence y n(k) is as needed.
For µ > d, we denote the spectral subspace of S(µ) corresponding to an interval J by
Here we abuse the notation and write dE λ for the spectral measure associated to the self-adjoint operator S(µ) also. Let the dimension of E (−∞,0) (S(µ)) be
Throughout this section we assume that κ(µ) < ∞ for some µ > d. By We now describe the theoretical framework and basic procedure for approximating a fixed eigenvalue λ m . Denote by E 1 (µ) ≤ · · · ≤ E κ+m (µ) the first κ + m eigenvalues of S(µ) repeated according to their multiplicity. Let L = span{u 1 , . . . , u n } ⊂ Dom(s) where u i , u j = δ ij , be an n-dimensional subspace where n ≥ κ + m. Consider the family of matrices S L (µ) ∈ C n×n whose entries are given by
Denote by E 1 (L, µ) ≤ · · · ≤ E κ+m (L, µ) the first κ + m eigenvalues of S L (µ) repeated according to their multiplicity.
Proof. We suppose that λ m > µ. The Rayleigh-Ritz variational principle ensures that E κ+m (µ) ≤ E κ+m (L, µ) ≤ 0, and therefore
If µ = λ j for some some 1 ≤ j < l 1 (m), then from (20) we have dim E (−∞,0] (S(µ)) = κ+l 2 (j) < κ+l 1 (m), which contradicts (21) . Suppose now that µ ∈ Spec(M ). Then from (17) we have s(µ) ≥ s(λ m ) from which it follows that dim E (−∞,0) (S(µ)) ≤ dim E (−∞,0) (S(λ m )). From (19) we then deduce that dim E (−∞,0) (S(µ)) < κ + m, which contradicts (21).
An upper bound for λ m may be obtained by applying the Galerkin method to the Schur complement, then finding a µ ∈ (d, ∞) such that S(µ) has at least κ + m non-positive eigenvalues via a root finding algorithm. We now turn our attention to the convergence properties of this approach. For this we employ (6) assuming T = S(λ m ) and denote E = ker(T ).
Proof. From (19) it follows that S(λ m ) has κ + l 1 (m) − 1 negative eigenvalues counting multiplicity. Therefore, the density condition (L n ) ∈ Λ(t) implies that for all sufficiently large n ∈ N there are precisely κ + l 1 (m) − 1 elements from Spec(T, L n ) which are negative. Since δ t (E, L n ) = ε n → 0, there are precisely l 2 (m) − l 1 (m) + 1 (= dim E) elements from Spec(T, L n ) which are non-negative and of the order O(ε 2 n ). The result now follows from (6) and (17).
Lower bounds via Schur complement.
In the previous section we found upper bounds for an eigenvalue λ m ∈ (d, λ e ). We now turn our attention to finding complementary lower bounds for this eigenvalue via the method described in Section 3.2.
Proof. Let δ = max{Spec(S(µ))∩[−ε, 0]} and assume that [µ−ε, µ]∩Spec(M ) = ∅. According to [7, Lemma 2.6] , κ(µ) = κ(µ − ε). By virtue of (17) and the RayleighRitz variational principle,
where the right hand side is non-negative. The result follows from the contradiction.
By applying Lemma 4.3, we can find µ ∈ R such that λ m ≤ µ. If S(µ) has κ + l 2 (m) non-positive eigenvalues and b > 0 is such that (0, b] ∩ Spec(S(µ)) = ∅, then we employ the Zimmermann-Mertins method with T = S(µ) to obtain a lower bound on the first non-positive eigenvalue. Combined with Lemma 4.5, this yields a lower bound for λ m . We now find the rate of convergence of this lower bound. Lemma 4.6. Let b > 0 be such that (0, b]∩Spec(S(λ m )) = ∅. Let µ n be a sequence of real numbers such that 0 ≤ µ n − λ m = ε n → 0 as n → ∞. For all n sufficiently large (0, b] ∩ Spec(S(µ n )) = ∅. Moreover,
Proof. We first show that b ∈ Spec(S(µ n )) for all sufficiently large n ∈ N, and that (22) holds true. Let x ∈ Dom(s) and α n = µ n − λ m , then
By virtue of (11), we have
where
as n → ∞.
, and let n ∈ N be sufficiently large to ensure that α n (a n + b n ) < c −1
1 . By virtue of [12, Theorem VI-3.9], we obtain b ∈ Spec(S(µ n )) and
(1 − α n (a n + b n )c 1 ) 2 which immediately implies (22) . It remains to show that (0, b] ∩ Spec(S(µ n )) = ∅ for all sufficiently large n ∈ N. By virtue of [12, Theorem VII-4.2], there exists a constant ν < min Spec(S(µ n )) for all sufficiently large n ∈ N. Let Γ be a circle with center (b + ν)/2 and radius (b − ν)/2, and set
Then α n (a n +b n ) < c
−1
2 for all sufficiently large n ∈ N. Applying the same argument as above, we obtain
The right hand side of converges to zero as n → ∞. Thus, the spectral subspaces of S(λ m ) and S(µ n ) corresponding to the eigenvalues below b have the same dimension for all sufficently large n ∈ N. The desired conclusion follows from (17) and the Rayleigh-Ritz variational principle.
According to Theorem 4.4, if (L n ) ∈ Λ(s(λ m )) and δ s(λm) (E, L n ) = O(ε n ), then we obtain a sequence of upper bounds (24) µ 
x ∈ D and ν < min Spec(A). According to (16) we have
We consider the closed operator
Bx is uniformly bounded in a neighbourhood of µ. Moreover, for any y ∈ Dom(B * ) the function
* is a holomorphic family of type (A).
Let J ⊂ (d, λ e ) be any compact interval containing a neighbourhood of λ m . By virtue of [12, Section VII.2.1], there always exists a constant c 3 > 1 such that
Since the operators B(D − λ m ) −2 B * and S(λ m ) have the same domain D, there exist constantsα,β ≥ 0 such that
Combining (28) with (27), gives
where c 4 ≥ 0 is independent of n ≥ N . Thus (S(λ m )) , the sequences u n and S(λ m )u n are uniformly bounded. Hence, it follows from (29) that
We complete the proof of the theorem as follows. By applying (6) to the operator
. Using Lemma 4.6 and 0 ≤ µ
. From (30), (31) and the Rayleigh-Ritz variational principle, it becomes clear that 
Numerical examples: plane slab configuration
An optimal strategy in terms of convergence for calculating enclosures for the configuration (2) can be established from the approach in Section 4. We now illustrate the practical applicability of this strategy by performing various numerical experiments on benchmark models. Our equilibrium quantities will be chosen from examples 2.1 and 2.2.
For a fixed µ ∈ (d, ∞), the eigenvalues of S(µ) are simple in both examples. The corresponding eigenvectors are in C ∞ (0, 1) and they satisfy Dirichlet boundary conditions at the endpoints of the interval. We have where each eigenvalue is simple and λ j → ∞. Below we distinguish the model used by denoting these eigenvalues by λ 
Thus S(µ) is positive definite for µ ∈ (d, π 2 ). Hence upper bounds µ + n for λ m can be found from Theorem 4.4 with κ = 0.
In practice we find µ + n as follows. For a fixed L n we compute a few eigenvalues of S(µ) for µ in an uniform partition with p points of a suitable interval (a, b) containing only λ m . We then approximate µ + n via one iteration of Newton's method. Below, the integrations involved in the assembling of the matrix problems are set to a tolerance of the order O(τ i ), the eigenvalue solver is set to a tolerance of order O(τ s ) and τ b = (b − a)/p. These are different for the different experiments. By virtue of (17) , the root finding step is accurate to O(τ We consider two canonical basis to generate L n ⊂ D, see (26) . A first natural choice is the sine basis,
Standard arguments show that L n ∈ Λ(S(λ m )) and
where r can be chosen arbitrarilly large. Applying Theorem 4.4 and Theorem 4.7 we obtain µ + n ց λ m , µ − n ր λ m , and µ
This means that the enclosures should converge to zero super-polynomially fast for the family of subspaces L sin n . See Table 1 and Figure 1 . All calculations involving this basis were coded in Matlab. Another natural basis is obtained by applying the finite element method. Let Ξ be an equidistant partition of [0, 1] into n sub-intervals
The L(h, k, r) are the finite element spaces generated by C k -conforming elements of order r subject to Dirichlet boundary conditions at 0 and 1. Then All calculations involving this basis were coded in Comsol. Figure 2 shows that the orders of convergence found in (35) are optimal in the case r = 3 for Hermite elements and m = 1, 2, 3. In order to compare the quality with the exact formula in machine precision. Observe that the upper bounds are all roughly 4 orders of magnitude more accurate than the lower bounds. This is certainly expected from the fact that the calculation of the upper bound involves the solution of a second order problem, whereas that of the lower bound involves the eigenproblem (8) with T = S(µ + n ) which is of fourth order. Here we have purposely chosen large values of h, so the calculation of the bounds for λ 2 and λ 3 is not particularly accurate.
The aim of the experiment performed in Figure 1 is to compare accuracies in the computation of the bounds by picking L n of roughly the same dimension, but generated by different bases. For this we have fixed L n of a given dimension and compute the size of the enclosure (µ − n , µ + n ) relative to the size of the lower bound µ − n . We consider Example 2.2. We have chosen dim L n = 67 for the sine basis and dim L n ≈ 670 for the finite element bases (remember that the sine basis is exponentially accurate).
The accuracy deteriorates (even in relative terms) as the eigenvalue counting number m increases. For the same dimension of L n , accuracy increases as the order of the polynomial r increases. In this figure, the enclosures found for λ m for m < 5 (r = 3), m < 10 (r = 4) and m < 20 (r = 5) should not be trusted and it is just included for illustration purposes. This locking effect is consistent with the fact that the calculation of the enclosures can never be more accurate than a factor of max{τ i , τ s , τ 2 b }. We can examine this phenomenon in more detail from Figure 3 and the blue line in Figure 2 . As the dimension of the test subspace decreases, for each individual eigenvalue, the residual starts decreasing and eventually hits the accuracy threshold. From Figure 2 it should be noted that the lower bound hits the threshold earlier than the upper bound, however this threshold for the lower bound is three to four orders of magnitude larger that that of the lower bound.
Numerical examples: cylindrical pinch configuration
The approach considered in Section 4 cannot be implemented on the cylindrical pinch configuration for m = 0 as the block operator matrix does not satisfy condition c). We now report on a set of numerical experiments performed on the benchmark model in Example 2.3, by directly applying the method described in Section 3 to T = M .
In this case we have chosen L n = L(h, 1, r) × L(h, 1, r) where L(h, 1, r) is defined by (34) and is generated by Hermite elements. The Dirichlet boundary condition inposed at both ends of the interval [0, 1] ensures that L n ∈ Dom(M ). In Table 2 we show computation of the first three eigenvalues above Spec ess (M ). Similar calculations can be found in [10, Table 1 ]. Note that in the latter, for N = 32 the approximated eigenvalue appears to be below λ 1 whereas for N = 64 it appears to be above λ 1 . This phenomenon is not present in the method described in Section 3 as it always provide a certified enclosure for the eigenvalue. Table 2 . Enclosures for the first three eigenvalues in Spec dis (M ) above the essential spectrum for Example (2.3) by direct application of the method of Section 3. For these calculations we have chosen r = 3 and τ i = τ s = 10 −6 .
The eigenfunctions of M associated to λ m possess a singularity at the origin, so neither the upper nor the lower bounds obey an estimate analogous to that of (35). On the left of Figure 4 we show a log-log plot of the size of the enclosure against maximum element size for r = 3 and r = 5. The graph clearly indicates that the order of decrease of the enclosure does not seem to decrease with the order of the polynomial. On the right of Figure 4 
