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1 INTRODUÇÃO
O paradigma conexionista apresenta um forte impacto no campo dacognição porque oferece respostas alternativas a velhas questões e encontrasoluções para problemas ainda não resolvidos. Naturalmente, é necessárioentender o funcionamento dos modelos conexionistas para alcançar suas reaispossibilidades e predizer seu futuro. A distribuição da informação nos neurôniose o processamento em paralelo são características que o distinguem do paradigmasimbólico guiado por regras que combinam os símbolos de forma serial(RUMELHART e MCCLELLAND, 1986; CHRISTIANSEN e CHATER, 1999; PINKER ePRINCE, 1988; PLUNKETT, 2000; POERSCH, 2001).
A modelagem conexionista no processamento cognitivo constitui umaatividade altamente controvertida. Enquanto alguns estudiosos (PLUNKETT, 2000;SEIDENBERG e MACDONALDS, 1999; RUMELHART e MCCLELLAND, 1986)pleiteiam que essa modelagem pode ser entendida em termos conexionistas, outros(SMOLENSKY, 1988; PINKER e PRINCE, 1988) afirmam que os métodos
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conexionistas não conseguem abarcar, de forma completa, nenhum aspecto dalinguagem. A partir da metade da década de 80, várias limitações do conexionismoforam superadas; com isso reabriu-se a possibilidade de alçar esse paradigma nãocomo uma abordagem adicional mas como um modelo alternativo do pensamento.O conexionismo, baseado numa inspiração neuronial, significa que o cérebroconsiste em um grande número de processadores, os neurônios, que se encontrammaciçamente interligados formando uma complexa rede (HAYKIN, 1994).
Muitas dessas redes operam simultaneamente e de forma cooperativa noprocessamento da informação. Os neurônios dessas redes mais parecemcomunicar valores numéricos do que mensagens simbólicas, podendo serconsiderados como fazendo corresponder dados numéricos de entrada comdados numéricos de saída. Dessa forma, a rede constitui um processador totalmentedistribuído, munido de uma propensão natural para armazenar conhecimentoexperiencial e torná-lo utilizável. Assemelha-se ao cérebro sob dois aspectos: 1. Oconhecimento é adquirido pela rede através de um processo de aprendizagem; 2.As forças de conexão interneuronial, conhecidas como pesos sinápticos, sãoutilizadas para armazenar conhecimento.
Enquanto a modelagem simbólica, realizada em computadores digitais,objetiva modelar a mente como um processador de símbolos, o conexionismo(processador de distribuição em paralelo) tem uma origem diferente: procuraprojetar computadores inspirados no cérebro. O número de neurônios queintegram uma determinada rede neuronial está intimamente ligado ao algoritmode aprendizagem utilizado para treinar a rede. Todos os algoritmos estãoestruturados em três camadas: uma camada de neurônios de entrada liga-se auma camada de neurônios de saída. Entre essas duas camadas existem as unidadesintermediárias, responsáveis pelo processo de aprendizagem da rede. Objetiva opresente artigo, com vistas a uma teoria alternativa de aquisição da linguagem,promover uma discussão introdutória dos pressupostos teóricos do paradigmaconexionista e apresentar aspectos da inteligência artificial moderna instanciadospela modelagem cognitiva. Tenta-se, inicialmente, responder à pergunta “Por queum novo paradigma para a cognição?”. À resposta dessa pergunta, segue umavisão panorâmica das características do conexionismo. A seção seguinte abordao tema central do trabalho: o que são simulações conexionistas, como funcioname para que servem? Finalmente são apresentados dados sobre três simulaçõesdesenvolvidas no Centro de Pesquisas Lingüísticas da Pontifícia UniversidadeCatólica do Rio Grande do Sul.
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2 POR QUE UM NOVO PARADIGMA PARA A COGNIÇÃO?
A conceituação de ciência da cognição varia de acordo com o ponto devista adotado. Assim, por exemplo, Simon e Kaplan (1989, p. 3) definem-nacomo o estudo da inteligência e de seus processos computacionais. Para osobjetivos operacionais deste artigo, com base nos achados da neurociência,conceitua-se a ciência da cognição como a área do saber que estuda a entrada, oarmazenamento, o processamento e a recuperação do conhecimento, quer sejaesse conhecimento declarativo ou procedimental, quer seja natural ou simuladoem computador (POERSCH, 1998, p. 37).
A ciência consiste numa constante busca da verdade, isto é, de teorias queexplicam determinados fenômenos da natureza. Somente são científicas as teoriasque apresentam (oferecem) possibilidades de avaliação, teorias cuja veracidadepode ser colocada em dúvida. As teorias existentes devem ser constantementereavaliadas e testadas; assim novas teorias surgirão em função das limitações dasantigas (POERSCH, 1998). Cabe ao cientista descobrir os pontos positivos e aslimitações de cada teoria.
Dentre as teorias de aquisição do conhecimento, há dois paradigmasclássicos, antagônicos e baseados em correntes filosóficas distintas: o behaviorismoe o mentalismo (simbolismo).
O paradigma behaviorista (Fig. 1), baseado na filosofia empiricista, colocaa ênfase nos sentidos, na experiência, ao abordar o processo de aquisição doconhecimento. É um paradigma neuronial; nega a existência da mente (TEIXEIRA,1998). O conhecimento é aprendido através de estímulo e resposta.
Figura 1 – Paradigma Behaviorista
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O paradigma mentalista ou simbólico (Fig. 2) enfatiza o papel da mentenos processos cognitivos. Configura-se dentro da posição dualista cartesiana decorpo e mente (DESCARTES, 1949, p. 24 e 55), exposta em sua Meditatio II: Denatura mentis humanae quid ipsa sit notior quam corpus. Segundo essavisão, mente e cérebro constituem duas realidades de substâncias diferentes; aprimeira é inextensa e imaterial, a segunda é extensa e material (TEIXEIRA, 1998,p. 46). A interface entre essas duas realidades seria a glândula pineal (TEIXEIRA,2000, p. 29 e 55). Os processos cognitivos de nível superior acontecem na menteonde se localiza a memória duradoura. Esse paradigma postula a existência deidéias (regras) inatas. A cognição se processa através da representação do mundona mente mediante o uso de símbolos prontos dispostos serialmente.
Com o aprofundamento dos estudos neurocientíficos, o paradigmasimbólico começou a revelar uma série de limitações, de aspectos inexplicáveis(POERSCH, 1998, p. 40) relacionados basicamente à distinção mente/cérebro,ao armazenamento do conhecimento em forma de símbolos prontos e localizados,à serialidade do processamento mental e à interface entre o pensamento e a fala.Entre as limitações mais significativas arrolamos as seguintes:
a) Como se realiza a passagem do conhecimento codificado nocérebro (substância física) e arquivado na mente (substânciametafísica)?
b) Os conceitos são abstrações. Como é que uma realidade abstrata,que não ocupa lugar no espaço, pode ser armazenada na mente?
Figura 2 – Paradigma Simbólico
1 Em termos da Teoria dos Princípios e Parâmetros (Chomsky, 1993), poder-se-ia substituir
a palavra regras por princípios. Aprender ou adquirir conhecimento seria testar a validade
das hipóteses inatas.
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c) A mente armazena os símbolos que representam a realidade domundo e são objetos do conhecimento declarativo. Como é quepode ser armazenado o conhecimento procedimental, nãorepresentado por símbolos?
d) A fala e a escritura são produtos que se apresentam de formaserial embora sejam o resultado de um sem número de soluçãode problemas que acontecem em paralelo;
e) Como se realiza a passagem do pensamento, realidade abstratae analógica, para a linguagem, realidade concreta e digital?
f) No signo verbal, o símbolo e seu objeto são realidades distintasde natureza concreta; como é que essas realidades podemrelacionar-se na mente sob a forma de signo mental (lingüístico),constituído de conceito e de representação sonora, onde umconstituinte é ativado pelo outro?
Essas limitações forçam os cientistas a pleitearem um novo paradigma.Esse paradigma é o conexionismo.
3 CARACTERÍSTICAS DO CONEXIONISMO
O conexionismo (Fig. 3) é um paradigma cognitivo baseado nos achados daneurociência e não em hipóteses explicativas (o simbolismo hipotetiza a existênciada mente para explicar os processos cognitivos). Todos os processos cognitivosocorrem no cérebro; a mente nada mais é do que o conjunto desses processos. Amente não constitui um ens in se, é um fenômeno que ocorre, é um ens in altero.
O cérebro contém milhões de neurônios ligados em paralelo formandoredes interneuroniais. Cada neurônio (Fig. 4) é constituído de uma massa centrale de dois tipos de filamentos responsáveis pela formação das redes: os axônios,transmissores de eletricidade, e dendritos, receptores de impulsos elétricos. Nospontos onde um axônio encontra um dendrito há um espaço onde se processamreações químicas: as sinapses. Essas reações são responsáveis pelo aprendizado.Aprender significa alterar a força das sinapses (YOUNG e CONCAR, 1992).
O cérebro é munido de um mecanismo inato, um conhecimentogeneticamente engramado que possibilita seu funcionamento. Não existem regrasinatas para o processamento da linguagem (RUMELHART e MCCLELLAND, 1986);
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as regras são inferidas através de um processamento estatístico dos dadosprovindos da experiência (SEIDENBERG e MACDONALDS, 1999). O conhecimentodeclarativo da língua e do mundo, bem como o conhecimento procedimental dasdiversas habilidades, são codificados no cérebro não em forma de símbolosprontos e em lugares determinados mas como elementos atomizados e distribuídosem pontos diferentes conectados entre si. O processamento não ocorre serialmentecomo na teoria da informação mas em paralelo, isto é, diversos processos ocorremsimultaneamente.
Figura 3 – Paradigma Conexionista.
Há estudos importantes para simular o funcionamento do cérebro(RUMELHART e MCCLELLAND, 1986; PLAUT, 1999; SEIDENBERG eMACDONALDS, 1999; PLUNKETT e MARCHMAN, 1993). A modelagem é feita nãoatravés de algoritmos que orientam o funcionamento de forma serial mas através
Figura 4 – Esquema de um neurônio.
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de redes conexionistas neuroniais munidas de um dispositivo para aprender apartir de dados de entrada.
Veremos a seguir o significado e o funcionamento dessas redes.
4 SIMULAÇÕES CONEXIONISTAS
Uma das metas principais do conexionismo é fornecer explicações paraos mecanismos que embasam o processamento cognitivo (POERSCH, 2001). Osconexionistas estão interessados em descrever os processos cerebrais mesmotendo que considerar sua natureza fundamentalmente associativa. Os modelosconexionistas apresentam uma estrutura cada vez mais complexa. No início deseu ressurgimento, os pesquisadores maravilhavam seu público com o fato deque muito podia ser conseguido com modelos relativamente simples, dispensandoparte da bagagem excessiva das teorias cognitivas clássicas. “Atualmenteverificamos o uso de modelos cada vez mais sofisticados pelos pesquisadores quetentar explicar uma série cada vez maior de fatos e explorar o aumento vertiginosodos conhecimentos sobre os sistemas neuroniais no cérebro” (PLUNKETT, 2000,p. 111). Falta verificar se as limitações aparentes na construção dos modelosconexionistas correspondem a uma reinvenção dos princípios propostos pelapsicologia cognitiva de décadas anteriores – mesmo que em termosassociacionistas. A evidência, no entanto, é que o conexionismo se fixou comouma das correntes importantes das ciências cognitivas.
4.1 O que são redes neuroniais?
O reconhecimento de que o cérebro computa informação de uma formatotalmente diferente do computador digital convencional (combinação serial desímbolos) fundamentou a atividade das redes neuroniais. O cérebro possui umaquantidade impressionante de neurônios, sistematicamente interconectados entresi. Disso resulta que ele constitui uma estrutura altamente eficiente.
O cérebro se apresenta como um computador em paralelo de altacomplexidade. Ele é capaz de organizar os neurônios de maneira tal que consigarealizar certas computações muitas vezes mais rápido do que o mais rápidocomputador digital. O que lhe é característico é a capacidade de construir suaspróprias regras a partir da experiência. Essa experiência corresponde aoaprendizado que ele adquire através dos anos. Nos primeiros anos de vida essa
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aprendizagem é dramaticamente significativa produzindo bilhões de sinapses porsegundo.
“As sinapses (Fig. 5) são elementos unitários tanto na sua estrutura quantona sua função; elas medeiam a interação entre neurônios” (HAYKIN, 1994, p. 2).Um processo pré-sináptico libera uma substância transmissora que se espalha najunção sináptica entre os neurônios e provoca um processo pós-sináptico. Dessaforma, um sinal elétrico pré-sináptico é convertido, na sinapse, em uma reaçãoquímica que, por sua vez, novamente produz um impulso elétrico. Admite-se queas sinapses são conexões que provocam uma ativação recíproca entre os neurônios.A plasticidade oferecida pelas sinapses constitui uma característica importante docérebro. Essa plasticidade permite a que o sistema neuronial se adapte ao meioambiente. As sinapses instanciam-se por meio de dois filamentos celulares: oaxônio e o dendrito.
Da mesma maneira como a plasticidade é essencial para o funcionamentodos neurônios no cérebro humano, também o é nas redes neuroniais, construídascom neurônios artificiais. Pode-se afirmar que a rede neuronial constitui umamáquina projetada para simular a maneira como o cérebro realiza uma
Figura 5 – Diagrama da comunicação interneuronial.2
2 Adaptado de users.rc.com/jkimball.ma.ultranet/BiologyPages/N/Neurons.html.
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determinada tarefa ou função. A rede normalmente é implementada porcomponentes elétricos ou simulada em software (programa algorítmico) capazde realizar operações através de um processo de aprendizagem que utilize umamaciça interconexão de unidades simples de processamento.
“Uma rede neuronial constitui um processador totalmente distribuído emparalelo que tem uma propensão natural de armazenar conhecimento experienciale torná-lo utilizável” (HAYKIN, 1994, p. 2). O procedimento utilizado para processaro aprendizado é denominado de algoritmo de aprendizagem; sua função é alteraros pesos sinápticos da rede a fim de atingir um objetivo proposto.
4.2 Como são arquitetadas as redes neuroniais?
No âmago do modelo conexionista existe uma teia interconectada deunidades de processamento. Convém conceber cada unidade de processamentocomo um neurônio ativado por outros neurônios através das conexões sinápticas(Fig. 6). Semelhantemente ao que acontece com os neurônios reais no cérebro,a atividade de um neurônio conexionista depende da quantidade de ativação queo atinge. As sinapses entre os neurônios produzem excitações que variam numcontínuo que vai do máximo até o nulo. O nulo corresponde à uma situaçãoinalterada, de repouso. O padrão de conectividade de uma rede conexionistadetermina a maneira como ela responderá à entrada de informação vinda deoutras redes com as quais ela se comunica.
Um aspecto importante das redes conexionistas é sua capacidade deaprendizagem. A maioria dos modelos conexionistas vem equipados com umalgoritmo de aprendizagem que os habilita a aprender a partir de suasexperiências. Existe uma ampla variedade de algoritmos de aprendizagematualmente em uso. Esses algoritmos alteram a força das conexões na rede comoresposta à atividade neuronial proporcionada por uma informação de entradasobre outras redes. A alteração dos pesos das conexões entre neurônios codifica(engrama), na rede, informação vinda de seu meio ambiente (Fig. 7).
Os modelos conexionistas se apresentam sob diversas formas, cada qualcom sua própria arquitetura, com suas próprias regras e premissas de como omeio ambiente é apresentado ao modelo. Todas essas variáveis restringem a atuaçãodo modelo e sua capacidade de aprender do meio ambiente. Uma escolha
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judiciosa da arquitetura da rede e das regras de aprendizagem é tudo quanto éexigido para assegurar um determinado efeito ao ser dado um conjunto deexperiências. O problema está na identificação clara das características do sistemaque acarretam essas restrições. Essas características oferecem uma ampla estratégiapara investigar uma série de modelos conexionistas e determinar sua ampliaçãopara diferentes tipos de domínios cognitivos e lingüísticos. Uma estratégia comumé procurar o tipo mais simples de estrutura de rede (consistente com oconhecimento da estrutura cerebral) capaz de mapear os dados comportamentaisquando exposta a um meio ambiente estruturado.
Figura 6 – Esquema de uma rede neuronial.3
Figura 7 – O peso das conexões é responsável pelacodificação da informação.4
3 Adaptado de www.Citations.neural/networks/Haykin.html.
4 Adaptado de www.Citations.neural/networks/Haykin.html
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Um aspecto importante é descobrir a transação entre os recursos doambiente e a complexidade da arquitetura, e o ajustamento de tempo da interaçãoentre eles. Os modeladores conexionistas exploram essa transação investigandouma ampla série de premissas conceptuais relacionadas à natureza do ambienteaos aparelhos computacionais e sua respectiva aplicação (PLUNKETT, 2000).
4.3 Os algoritmos de aprendizagem
Os modelos conexionistas podem ser arquitetados e treinados para executaruma vasta gama de atividades como, por exemplo, formar o plural dos substantivos,realizar a concordância sujeito/verbo, adivinhar a palavra seguinte numa frase,recodificar letras em sons na leitura de textos, passar verbos para sua forma dopassado. Qualquer que seja a tarefa, o algoritmo de aprendizagem (Fig. 8) ajusta aforça das conexões na rede até ser alcançado o desempenho desejado. A rede podeser analisada para verificar como ela realiza a tarefa; assim podem, por exemplo, serlevantadas hipóteses sobre a forma como o adulto realiza essa mesma tarefa.
Pode-se, igualmente, examinar as diversas etapas de desenvolvimento darede até chegar ao seu estado final tomando flashes da rede em intervalosregulares. Se, durante o treinamento, o comportamento da rede se assemelhar aocomportamento da criança em seu período de desenvolvimento, possivelmenteesses flashes poderão dizer algo sobre o estado da criança nesses diferentesmomentos do desenvolvimento. De maneira semelhante, se uma alteração artificialintroduzida na rede produzir padrões de desempenho semelhantes aocomportamento de sujeitos possuidores de deficiências, novas explicaçõespoderão ser dadas sobre as causas dessas deficiências.
As redes aprendem alterando a força das conexões como resposta àatividade neuronial. Normalmente, essas mudanças ocorrem gradualmente,determinadas pelo ritmo de aprendizagem. Em termos gerais, a repetição deexperiências de aprendizagem ocasiona um incremento na força das conexões.
O êxito dos modelos conexionistas em reproduzir o desenvolvimentocognitivo e/ou lingüístico deve-se a sua sensibilidade a regularidades estatísticasencontradas na realidade ambiental. É de vital importância escolher o tipoadequado de rede que se ajuste a esses aspectos estatísticos. Uma vez selecionadaa rede (ou sistema de redes), esta pode receber informações de várias fontes e
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sob diversas modalidades a fim de construir representações que não poderiamter emergido de áreas isoladas.
Com base nessas considerações, a modelagem conexionista oferece aolingüista cognitivo uma ferramenta poderosa para descobrir explicações tantointeracionistas quanto epigenéticas de perfis gerais de desenvolvimento, dediferenças individuais na aprendizagem e nos efeitos causados em períodos críticos.
5 A SIMULAÇÃO LEVADA A SÉRIO
Aqui estão três simulações realizadas no Centro de Pesquisas Lingüísticasda Pontifícia Universidade Católica do Rio Grande do Sul (PUCRS) sob a orientaçãode José Marcelino Poersch e com a valiosa ajuda de pesquisadores conexionistasde renomados centros internacionais de pesquisa.
5.1 A aquisição de construções passivas: um estudotranslingüístico
Gabriel (2001) projetou e construiu uma rede neuronial conexionistapara a simulação de sua pesquisa no Departamento de Psicologia Experimentalda Universidade de Oxford com a ajuda de Kim Plunkett, utilizando o programa T-Learn.
Figura 8 – Os algoritmos de aprendizagem.5
5 Adaptado de Plunkett (1997, p. 44).
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Essa investigação pretendeu lançar luzes sobre a compreensão da naturezada linguagem e da mente. A construção passiva constitui um tema de considerávelinteresse na pesquisa psicolingüística nas últimas décadas. Inserida nos estudosde aquisição da linguagem, o objetivo é encontrar resposta para a questão: Comoas crianças aprendem as construções passivas? Para respondê-la, duas técnicasforam utilizadas: análise de dados empíricos e simulação computacional deprocessamento neuronial. Para a coleta dos dados empíricos foi realizada testagemtanto da compreensão quanto da produção de construções ativas e passivas defalantes monolíngües de português e inglês, numa amostra de 300 sujeitosintegrada por crianças variando entre 3 a 10 anos e por adultos. Os resultadosdos estudos translingüísticos forneceram subsídios para a construção de ummodelo de rede neuronial em computador que procurou simular a aquisição e oprocessamento das construções passivas. Concluiu-se dos resultados que o inputlingüístico carrega informações de natureza explícita e implícita e que se ummodelo computacional é capaz de aprender essas informações, por que não oseria também o cérebro humano?
5.2 O aprendizado de estratégias inferenciais em leitura
Sigot (2002) teve a assistência de Walter e Eillen Kintsch e projetou a arquiteturade sua simulação com o auxílio de Reall O’Reilly utilizando o programa LEABRA++ noInstituto de Ciência Cognitiva da Universidade do Colorado em Boulder.
Presume-se que o ambiente no qual estudantes aprendem uma línguaestrangeira influencia o aprendizado da leitura visto estarem expostos a dados e acontextos diferentes. Baseado nessa premissa, foram investigadas as diferençasna construção da representação mental de textos produzidos por estudantesbrasileiros aprendendo o inglês como língua estrangeira no Brasil e nos EstadosUnidos. Procedeu-se a uma análise da inferenciação leitora desses estudantes emdois níveis. Num primeiro nível, procedeu-se à construção da base textual e darepresentação do modelo situacional; num nível mais baixo de análise, utilizaram-se redes conexionistas. Os dados empíricos foram coletados de aprendizes deinglês como língua estrangeira tanto no Brasil quanto nos Estados Unidos. Emseguida, foi realizada uma simulação eletrônica com esses dados e procedeu-se àanálise das diferenças entre os dados empíricos e os dados virtuais. Verificou-seuma clara diferença entre os grupos de estudantes no que se refere àrepresentação textual. Por outro lado, verificou-se que as diferenças observadas
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nos resultados da simulação refletiam as diferenças observadas nos dadosempíricos. Houve diferenças em relação à geração de influências produzidas poradultos aprendendo inglês como língua estrangeira no Brasil e nos Estados Unidos.
5.3 A transferência translingüística dos processos de leituraem uma língua estrangeira
Zimmer (2003) desenhou sua rede neuronial no Departamento dePsicologia da Universidade Carnegie Mellon, sob a orientação de David Plaut,mediante o uso do simulador LENS.
Um dos principais aspectos que diferenciam a aquisição da língua materna(LM) e a aquisição de uma língua estrangeira (LE) é o fato de que padrões deaprendizagem da LM são geralmente transferidos para a LE. Assim, presume-seque conhecimentos sobre a relação letra/som sejam transferidos quando leitoresem língua portuguesa recodificam palavras em inglês. Como a maioria das letrasé comum a ambas as línguas mas os sons correspondentes não o são, muitaspalavras inglesas podem ser pronunciadas com um sotaque português devido àtendência de atribuir às letras da LE sons iguais ou semelhantes àqueles que elesativariam no sistema fonológico na LM. Embora a sonorização das palavras inglesascomo língua materna tenha sido estudada com certa ênfase durante os quinzeúltimos anos, tal sonorização ainda não foi estudada com falantes do inglês comolíngua estrangeira. O objetivo do estudo de Zimmer (2003) consistiu em analisaros processos de transferência dos conhecimentos da relação letra/som doportuguês para o inglês em 157 brasileiros adultos durante sessões derecodificação. O produto oral foi transcrito foneticamente; posteriormente foraminventariados os processos de transferência. Depois de concluída a pesquisaempírica, foi construída a modelagem computacional de leitura em voz alta emportuguês. A análise dos resultados desta pesquisa leva a pesquisadora a afirmarque os aprendizes adultos podem não produzir a leitura oral sem sotaque numasegunda língua porque seu sistema cognitivo foi largamente empregado naresolução de outros problemas – incluindo, em particular, a compreensão e aprodução de sua língua materna, uma vez que a percepção de categoriais acústico-articulatórias da LM enforma o espaço fonético do aprendiz. A criança, por suavez, provavelmente alcança um melhor desempenho porque seu sistema cognitivonão está ainda totalmente entrincheirado no conhecimento da LM. Chega-se,então, a uma formulação conexionista da transferência lingüística como sendo o
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processo de entrincheiramento do conhecimento prévio - da LM e de outraslínguas estrangeiras a que o aprendiz tenha sido exposto – que modula apercepção e a produção dos fones da LE.
6 CONCLUSÃO
A modelagem conexionista do processamento da linguagem temapresentado posições bastante controvertidas. Enquanto alguns estudiososasseveram que nenhum aspecto da linguagem pode ser captado integralmentepor métodos conexionistas, outros afirmam exatamente o contrário.
E a controvérsia fica acalorada porque, para muitos, o conexionismo nãoconstitui um método adicional para o estudo do processamento da linguagemmas uma alternativa para as tradicionais explicações simbólicas. Na verdade,o simples fato de o conexionismo substituir em vez de complementar oscorrentes paradigmas de cognição lingüística, já constitui um assunto dedebate. (CHRISTIANSEN e CHATER, 1999, p. 417)
O conexionismo, diferentemente do simbolismo que projetou computadoresdigitais tradicionais que seguem regras para a combinação de símbolos, elaboroucomputadores inspirados no cérebro, computadores que aprendem a partir dedados de entrada, a partir da experiência. Diferentemente do grupo liderado porFodor e Pylyshyn (1988), Pinker e Prince (1988) e Smolenky (1988) quetipicamente afirmam que a modelagem conexionista deveria começar commodelos de processamento simbólico e ser incrementada por redes conexionistas,e diferentemente de Chater e Oaksford (1990) que argumentam a favor de umainfluência recíproca entre teorias simbólicas e conexionistas, os conexionistasradicais no campo do processamento da linguagem afirmam que o novo paradigmasubstitui a abordagem simbólica em vez de complementá-la.
Seidenberg e MacDonalds (1999) também argumentam que os modelosconexionistas serão capazes de substituir os modelos simbólicos de estrutura ede processamento lingüístico dentro da ciência cognitiva da linguagem.
O conexionismo começa a influenciar consideravelmente a ciência dapsicolingüística. A extensão final dessa influência irá depender do grau dedesenvolvimento que se consiga emprestar à prática dos modelos conexionistas a fimde conseguirem lidar com aspectos complexos do processamento lingüístico de
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maneira realística e psicológica. Se os modelos conexionistas de processamento dalinguagem puderem realmente ser fornecidos, poderá ser exigido um reexame radical,não somente da natureza do processamento da linguagem mas da própria estrutura.
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Title: Connectionist simulations: the modern artificial intelligenceAuthor: José Marcelino PoerschAbstract: During the last two decades, especially after 1986, significant developments in the fieldof the connectionist paradigm were planned and executed. The connectionist simulation tools havehelped to better understand how mental functions are acquired, stored and, in certain cases, lost.
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The connectionist models are based on a parallel distributed processing (PDP). In spite of itsobvious and valuable contributions, the connectionism is far from exhibiting a final solution forcognitive problems. Such a paradigm corresponds more to an explicative power than to a perfectsimulation of real mental processes.Keywords: cognition; simulation; connectionism; artificial intelligence; language.
Tìtre: Simulations connexionnistes: l’intelligence artificielle moderneAuteur: José Marcelino PoerschResume: Dans les deux dernières décennies, surtout à partir de 1986, des progrès importantsdans le domaine du paradigme connexionniste furent conçus et exécutés. Les techniques desimulation connexionniste ont colaboré pour qu’on puisse mieux comprendre la manière selonlaquelle les fonctions mentales sont acquises, retenues et, selon les cas, perdues. Les modèlesconnexionnistes se fondent dans un procès distribué en parallèle (PDP). Malgré ses contributionsévidentes et valables, le connexionnisme se trouve loin de présenter une solution définitive pourles problèmes de cognition. Ce paradigme correspond plutôt à une force explicative qu’à unesimulation parfaite des vrais procès cérébraux.Mots-clés: cognition; simulation; connexionnisme; intelligence artificielle; language.
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