This paper investigates the common set of solutions of a variational inequality, a mixed equilibrium problem, and a hierarchical fixed-point problem in a Hilbert space. A numerical method is proposed to find the approximate element of this common set. The strong convergence of this method is proved under some conditions. The proposed method is shown to be an improvement and extension of some known results. MSC: 49J30; 47H09; 47J20
Introduction
Let H be a real Hilbert space, whose inner product and norm are denoted by ·, · and · . Let C be a nonempty closed convex subset of H and A be a mapping from C into H. A classical variational inequality problem, denoted by VI(A, C), is to find a vector u ∈ C such that v -u, Au ≥ , ∀v ∈ C.
(.)
The solution of VI(A, C) is denoted by * . It is easy to observe that u * ∈ establishes an equivalence between the variational inequalities and the fixed-point problem. This alternative equivalent formulation was used by Lions and Stampacchia [] to study the existence of a solution of the variational inequalities. We introduce the following definitions, which are useful in the following analysis.
Definition . The mapping T : C → H is said to be (a) monotone if
Tx -Ty, x -y ≥ , ∀x, y ∈ C;
(b) strongly monotone if there exists an α >  such that
Tx -Ty, x -y ≥ α x -y  , ∀x, y ∈ C;
(c) α-inverse strongly monotone if there exists an α >  such that
Tx -Ty, x -y ≥ α Tx -Ty  , ∀x, y ∈ C;
(d) nonexpansive if
Tx -Ty ≤ x -y , ∀x, y ∈ C;
(e) k-Lipschitz continuous if there exists a constant k >  such that
Tx -Ty ≤ k x -y , ∀x, y ∈ C;
(f ) contraction on C if there exists a constant  ≤ k <  such that Tx -Ty ≤ k x -y , ∀x, y ∈ C.
It is easy to observe that every α-inverse strongly monotone T is monotone and Lipschitz continuous. A mapping T : C → H is called k-strict pseudo-contraction if there exists a constant  ≤ k <  such that
The fixed-point problem for the mapping T is to find x ∈ C such that
We denote by F(T) the set of solutions of (.). It is well known that the class of strict pseudo-contractions includes the class of Lipschitzian mappings, then F(T) is closed and convex and P F(T) is well defined (see [] ).
The mixed equilibrium problem, denoted by MEP, is to find x ∈ C such that 
where f : C → H is a contraction mapping, and {α n } and {β n } are two sequences in (, ). Under some certain restrictions on the parameters, Yao et al. proved that the sequence {x n } generated by (.) converges strongly to z ∈ F(T), which is the unique solution of the following variational inequality:
In , Ceng et al.
[] investigated the following iterative method:
where U is a Lipschitzian mapping, and F is a Lipschitzian and strongly monotone mapping. They proved that under some approximate assumptions on the operators and parameters, the sequence {x n } generated by (.) converges strongly to the unique solution of the variational inequality 
Preliminaries
In this section, we list some fundamental lemmas that are useful in the consequent analysis. The first lemma provides some basic properties of projection onto C.
Lemma . Let P C denote the projection of H onto C. Then we have the following inequalities:
C × C → R be a bifunction satisfying the following assumptions:
is convex and lower semicontinuous. Let r >  and x ∈ H. Then there exists z ∈ C such that
and for r >  and ∀x ∈ H, define a mapping T r : H → C as follows:
Then the following hold: (i) T r is single-valued;
(ii) T r is firmly nonexpansive, i.e., 
Lemma . [] Suppose that λ ∈ (, ) and μ > . Let F : C → H be a k-Lipschitzian and η-strongly monotone operator. In association with a nonexpansive mapping T : C → C, define the mapping T λ : C → H by
where ν =  - -μ(η -μk  ).
Lemma . []
Assume that {a n } is a sequence of nonnegative real numbers such that
where {γ n } is a sequence in (, ), and δ n is a sequence such that
Then {x n } is weakly convergent to a point in C.
The proposed method and some properties
In this section, we suggest and analyze our method for finding the common solutions of the variational inequality (.), the mixed equilibrium problem (.), and the hierarchical fixed-point problem (.).
Let C be a nonempty closed convex subset of a real Hilbert space H. Let D, A : C → H be θ , α-inverse strongly monotone mappings, respectively. Let Algorithm . For an arbitrary given x  ∈ C, let the iterative sequences {u n }, {x n }, {y n }, and {z n } be generated by
y n = β n Sx n + ( -β n )z n ;
where {λ n } ⊂ (, α), {r n } ⊂ (, θ). Suppose that the parameters satisfy  < μ < η k  ,  ≤ ρτ < ν, where ν =  - -μ(η -μk  ). Also, {α n } and {β n } are sequences in (, ) satisfying the following conditions:
(a) lim n→∞ α n =  and
Remark . Our method can be viewed as an extension and improvement for some wellknown results, for example, the following.
• If A = , we obtain an extension and improvement of the method of Wang and Xu [] for finding the approximate element of the common set of solutions of a mixed equilibrium problem and a hierarchical fixed-point problem in a real Hilbert space. is extended to the cases of the Lipschitzian mapping U with a coefficient constant γ ∈ [, ∞). This shows that Algorithm . is quite general and unifying.
. Then {x n }, {u n }, {z n }, and {y n } are bounded.
Proof First, we show that the mapping (I -r n D) is nonexpansive. For any x, y ∈ C,
Similarly, we can show that the mapping (I -λ n A) is nonexpansive. It follows from Lemma .
Since the mapping A is α-inverse strongly monotone, we have
. Next, we prove that the sequence {x n } is bounded, and without loss of generality we can assume that β n ≤ α n for all n ≥ . From (.), we have
where the third inequality follows from Lemma .. By induction on n, we obtain
Hence, {x n } is bounded and, consequently, we deduce that {u n }, {z n }, {v n }, {y n }, {S(x n )}, {T(x n )}, {F(T(y n ))}, and {U(x n )} are bounded.
and {x n } be the sequence generated by Algorithm .. Then we have:
Proof From the nonexpansivity of the mapping (I -λ n A) and P C , we have
Next, we estimate that
It follows from (.) and (.) that
On the other hand, u n = T r n (x n -r n Dx n ) and u n- = T r n- (x n- -r n- Dx n- ), we have
and
Take y = u n- in (.) and y = u n in (.), we get
Adding (.) and (.) and using the monotonicity of F  , we have
which implies that
and then
Without loss of generality, let us assume that there exists a real number μ such that r n > μ >  for all positive integers n. Then we get
It follows from (.) and (.) that
where the second inequality follows from Lemma .. From (.) and (.), we have
It follows by conditions Next, we show that lim n→∞ u n -x n = . Since x * ∈ F(T) ∩ * ∩ MEP(F  ), by using (.) and (.), we obtain
Then, from the inequality above, we get
Since lim inf n→∞ λ n ≤ lim sup n→∞ λ n < α, {r n } ⊂ (, θ), lim n→∞ x n+ -x n = , α n → , and β n → , we obtain lim n→∞ Dx n -Dx * =  and lim n→∞ Au n -Ax * = .
Since T r n is firmly nonexpansive, we have
Hence,
From (.), (.), and the inequality above, we have
Sx n -x *  http://www.journalofinequalitiesandapplications.com/content/2014/1/154
Since lim n→∞ x n+ -x n = , α n → , β n → , and lim n→∞ Dx n -Dx * = , we obtain
From (.) and the inequality above, we have
Since lim n→∞ x n+ -x n = , α n → , β n → , and lim n→∞ Au n -Ax * = , we obtain Since T(x n ) ∈ C, we have
Since lim n→∞ x n+ -x n = , α n → , β n → , and ρU(x n ) -μF(T(y n )) and Sx n -x n are bounded, and lim n→∞ x n -z n = , we obtain Since {x n } is bounded, without loss of generality we can assume that x n x * ∈ C. It follows
Theorem . The sequence {x n } generated by Algorithm . converges strongly to z, which is the unique solution of the variational inequality
Proof Since {x n } is bounded x n w and from Lemma ., we have w ∈ F(T). Next, we show that w ∈ MEP(F  ). Since u n = T r n (x n -r n Dx n ), we have
It follows from the monotonicity of F  that
Since lim n→∞ u n -x n = , and x n w, it is easy to observe that u n k → w. For any  < t ≤  and y ∈ C, let y t = ty + ( -t)w, and we have y t ∈ C. Then from (.), we obtain
Since D is Lipschitz continuous and lim n→∞ u n -x n = , we obtain lim k→∞ Du n kDx n k = . From the monotonicity of D and u n k → w, it follows from (.) that
Hence, from assumptions (i)-(iv) of Lemma . and (.), we have
which implies that F  (y t , y) + ( -t) Dy t , y -w ≥ . Letting t →  + , we have
which implies that w ∈ MEP(F  ). http://www.journalofinequalitiesandapplications.com/content/2014/1/154
Furthermore, we show that w ∈ * . Let
where N C v := {w ∈ H : w, v -u ≥ , ∀u ∈ C} is the normal cone to C at v ∈ C. Then T is maximal monotone and  ∈ Tv if and only if v ∈ * (see [] ). Let G(T) denote the graph of T, and let (v, u) ∈ G(T); since u -Av ∈ N C v and z n ∈ C, we have
On the other hand, it follows from
Therefore, from (.) and the inverse strong monotonicity of A, we have
Since lim n→∞ u n -z n =  and u n k → w, it is easy to observe that z n k → w. Hence, we obtain v -w, u ≥ . Since T is maximal monotone, we have w ∈ T - , and hence w ∈ * .
Thus we have
Observe that the constants satisfy  ≤ ρτ < ν and
therefore, from Lemma ., the operator μF -ρU is μη -ρτ strongly monotone, and we get the uniqueness of the solution of the variational inequality (.) and denote it by z ∈ * ∩ MEP(F  ) ∩ F(T).
Next, we claim that lim sup n→∞ ρU(z) -μF(z), x n -z ≤ . Since {x n } is bounded, there exists a subsequence {x n k } of {x n } such that
Next, we show that x n → z. We have
We have
It follows that
Thus all the conditions of Lemma . are satisfied. Hence we deduce that x n → z. This completes the proof.
Applications
In this section, we obtain the following results by using a special case of the proposed method for example. Putting A =  in Algorithm ., we obtain the following result which can be viewed as an extension and improvement of the method of Wang and Xu [] for finding the approximate element of the common set of solutions of a mixed equilibrium problem and a hierarchical fixed-point problem in a real Hilbert space. For an arbitrary given x  ∈ C, let the iterative sequences {u n }, {x n }, {y n }, and {z n } be generated by
y n = β n Sx n + ( -β n )u n ;
where {r n } ⊂ (, θ), {α n } ⊂ (, ), {β n } ⊂ (, ). Suppose that the parameters satisfy  < μ < η k  ,  ≤ ρτ < ν, where ν =  - -μ(η -μk  ). Also, {α n }, {β n }, and {r n } are sequences satisfying conditions (a)-(d) of Algorithm .. The sequence {x n } converges strongly to z, which is the unique solution of the variational inequality For an arbitrary given x  ∈ C, let the iterative sequences {u n }, {x n }, {y n }, and {z n } be generated by
where
The sequence {x n } converges strongly to z, which is the unique solution of the variational inequality
Remark . Some existing methods (e.g., [, , , , ]) can be viewed as special cases of Algorithm .. Therefore, the new algorithm is expected to be widely applicable.
To verify the theoretical assertions, we consider the following example.
, and r n = n n+ . We have
The sequence {α n } satisfies condition (a).
Condition (b) is satisfied. We compute
It is easy to show
The sequences {α n } and {β n } satisfy condition (c). We have 
Then, the sequence {r n } satisfies condition (d). We compute
Then, the sequence {λ n } satisfies condition (e).
Let R be the set of real numbers, D = , and let the mapping A : R → R be defined by
let the mapping T : R → R be defined by
let the mapping F : R → R be defined by
let the mapping S : R → R be defined by
let the mapping U : R → R be defined by
and let the mapping F  : R × R → R be defined by
It is easy to show that A is a -inverse strongly monotone mapping, T and S are nonexpansive mappings, F is a -Lipschitzian mapping and   -strongly monotone and U is http://www.journalofinequalitiesandapplications.com/content/2014/1/154 Table 1 The values of {u n }, {z n }, {y n }, and {x n } with initial values x 1 = 30 and x 1 = -30  n -x n u n -x n u n r n + x  n = (u n + u n r n )  -x n (u n + u n r n ) + x  n = (u n + u n r n -x n )  .
We have B(y) ≥ , ∀y ∈ R. If it has at most one solution in R, then = , we obtain . It is easy to show that the parameters satisfy  < μ < η k  ,  ≤ ρτ < ν, where ν =  - -μ(η -μk  ). All codes were written in Matlab, the values of {u n }, {z n }, {y n }, and {x n } with different n are reported in Table  . Figure  show that the sequences {u n }, {z n }, {y n }, and {x n } converge to , where {} = * ∩ MEP(F  ) ∩ F(T).
Remark . Table  and

