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This paper deals with positive solutions of degenerate and strongly coupled quasilinear
parabolic systems ut = vαu+u(a1 −b1u+ c1v), vt = uβv + v(a2 +b2u− c2v) with null
Dirichlet boundary condition and positive initial conditions describing a cooperating two-
species Lotka–Volterra model with cross-diffusion, where the constants ai,bi, ci > 0 for i =
1,2 and α, β are non-negative. The local existence of positive classical solutions is proved.
Moreover, the authors proved that the solutions are global if intra-speciﬁc competition of
the species are strong, whereas the solutions may blow up if the inter-speciﬁc cooperation
are strong and α,β  1.
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1. Introduction
In this paper, we consider the following degenerate and strongly coupled quasilinear parabolic system⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut = vαu + u(a1 − b1u + c1v), x ∈ Ω, t > 0,
vt = uβv + v(a2 + b2u − c2v), x ∈ Ω, t > 0,
u(x, t) = v(x, t) = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ Ω,
(1.1)
where Ω is a bounded domain in RN (N  1) with smooth boundary ∂Ω , α and β are non-negative constants, ai , bi , ci
(i = 1,2) are positive constants. The initial data u(x,0) and v(x,0) satisfy⎧⎨
⎩
u0(x), v0(x) ∈ C1(Ω), u0(x), v0(x) > 0, x ∈ Ω,
u0(x) = v0(x) = 0, ∂u0
∂n
< 0,
∂v0
∂n
< 0, x ∈ ∂Ω, (1.2)
n is the outward normal vector on ∂Ω . This system describes the cooperating two-species Lotka–Volterra model with cross-
diffusion. In biological terms, the unknowns u and v represent the spatial densities of the species at time t and ai is its
respective net birth rate. The coeﬃcients b1 and c2 are intra-speciﬁc competitions, whereas, b2 and c1 are those of inter-
speciﬁc cooperations. The homogeneous Dirichlet boundary conditions in (1.1) imply that the habitat is surrounded by a
totally hostile environment.
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ut = uαvβu + aupvq,
vt = uθ vηv + bur vs,
S. Chen [8] proved that the global existence of the solution to the system depends crucially on the domain Ω and the sign
of the difference (q − β)(r − θ) − (α + 1− p)(η + 1− s). In [4] and [5], the authors studied the case α = η = 0, β = q  1,
θ = r  1 and p = s = 1 respectively.
When α = β = 0, the system (1.1) becomes a mutualistic model given by{
ut = u + u(a1 − b1u + c1v),
vt = v + v(a2 + b2u − c2v).
Pao [2] showed that the solution of this system with any initial data is unique and global when b2c1 < b1c2, while the blow-
up solutions are possible when the two species are strongly mutualistic b2c1 > b1c2. In [3] and [9], the authors extended
the results of [2] to nonlinear parabolic system using upper and lower solution method, and gave the critical exponent for
reaction and absorption terms for the existence of global and blow-up solutions.
As pointed out in [4], system (1.1) is not only degenerate and strongly coupled but also not in divergence form, the
standard comparison principle and upper and lower solutions method may not be used. Here we use the method developed
in [8]. But it is more complex to prove that the solution blows up since (1.1) has absorption terms b1u2 and c2v2.
For the diffusion-related results on the blow-up solutions for nonlinear parabolic systems describing ecological models,
readers may read [10–13] and the references therein.
Our main interests in studying the blow-up properties of solution for system (1.1) are motivated from the above discus-
sions. We will show that if b1c2 > b2c1, the solution of (1.1) is global while if c1 < b1 and c2 < b2 and α,β  1 (which is
a special case of strongly mutualistic), the solution of (1.1) will blow up provided that λ1 < min{(c1 − b1)/α,a1/(1 − α),
(b2 − c2)/β,a2/(1− β)}.
This paper is arranged as follows: in Section 2, we will give the local existence of a positive classical solution. Section 3,
we deals with the global existence and nonexistence of a classical positive solution.
Throughout this paper, we denote by λ1 = λ1(Ω) the ﬁrst eigenvalue of{−ϕ = λ1ϕ, x ∈ Ω,
ϕ = 0, x ∈ ∂Ω,
where ϕ is the normalized positive eigenfunction corresponding to λ1.
2. Local existence
We consider the following regularized system:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut = f(v)u + u(a1 − b1u + c1v), x ∈ Ω, t > 0,
vt = g(u)v + v(a2 + b2u − c2v), x ∈ Ω, t > 0,
u(x, t) = v(x, t) = , x ∈ ∂Ω, t > 0,
u(x,0) = u0(x) + , v(x,0) = v0(x) + , x ∈ Ω,
(2.1)
where f and g are smooth and positive functions satisfying
f(v) =
{
vα , if   v,
(/2)α, if v < /2,
g(u) =
{
uβ , if   u,
(/2)β, if u < /2.
By the classical parabolic theory (see [1]), under (1.2), (2.1) has a unique positive solution (u, v) ∈ C(ΩT ) ∩ C2,1(ΩT ) for
T < T , where 0 < T ∞ is the maximal existence time. From positivity lemma (see [2, P564]), by a direct computation
as in [3], we have the following lower bound of the solution for system (2.1).
Proposition 2.1. If  min{a1/b1,a2/c2}, then u   and v   in Ω × [0, T).
Hence, (u , v) satisﬁes{
ut = vα u + u(a1 − b1u + c1v), x ∈ Ω, t > 0,
vt = uβv + v(a2 + b2u − c2v), x ∈ Ω, t > 0,
(2.2)
with the initial and boundary conditions as in (2.1).
To discuss the convergence of (u , v), we should give some estimates of the lower and upper bounds of (u, v). For
this purpose, we cite the following Maximum principle.
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ci(x, t)  0 in Ω × (0, T ) and bi(x, t) and ci(x, t) are bounded on Ω × [0, T0] for any T0 < T . If functions u, v ∈ C(Ω × [0, T )) ∩
C2,1(Ω × (0, T )) and satisfy⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut  ()a1(x, t)u + b1(x, t)u + c1(x, t)v, x ∈ Ω, 0< t < T ,
vt  ()a2(x, t)v + b2(x, t)v + c2(x, t)u, x ∈ Ω, 0< t < T ,
u(x,0) ()0, v(x,0) ()0, x ∈ Ω,
u(x, t) ()0, v(x, t) ()0, x ∈ ∂Ω, 0< t < T .
Then
u(x, t) ()0, v(x, t) ()0, ∀(x, t) ∈ Ω × [0, T ).
Set M = max{maxΩ u0(x),maxΩ v0(x)} and let ( f (t), g(t)) be the unique solution of the following O.D.E⎧⎪⎨
⎪⎩
f ′ = f (a1 − b1 f + c1g), t > 0,
g′ = g(a2 + b2 f − c2g), t > 0,
f (0) = g(0) = M +max{a1/b1,a2/c2}.
(2.3)
Then f (t) a1/b1 and g(t) a2/c2. Denote by T ∗ , 0< T ∗ ∞, its maximal existence time.
Proposition 2.2. Let  min{a1/b1,a2/c2}, (u, v) be the solution of (2.2). Then we have, for any ﬁxed T , 0< T <min{T, T ∗},
u  f (t), v  g(t), ∀(x, t) ∈ Ω × [0, T ],
which implies that T  T ∗ for all  min{a1/b1,a2/c2}.
Proof. Let w1 = f (t) − u and w2 = g(t) − v , then we have⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
w1t = vα w1 +
[
a1 − b1( f + u) + c1g
]
w1 + c1uw2, x ∈ Ω, 0< t < T ,
w2t = uβw2 +
[
a2 − c2(g + v) + b2 f
]
w2 + b2vw1, x ∈ Ω, 0< t < T ,
w1(x,0) = f (0) − u0 −   0, w2(x,0) = g(0) − v0 −   0, x ∈ Ω,
w(x, t) = f (t) −   0, w2(x, t) = g(t) −   0, x ∈ ∂Ω, 0< t < T .
Lemma 2.1 implies that w1  0,w2  0, and hence the results of this proposition hold. 
Proposition 2.3. Let  min{a1/b1,a2/c2}. There exist positive constants 0 and L, independent of  , such that
u, v  0e−Ltϕk(x) := h(x, t), (x, t) ∈ Ω × [0, T ] (2.4)
for any k > 1.
Proof. For any n > 2, let
hn,(t) =
∫
Ω
ϕkn
un
dx, wn,(t) =
∫
Ω
ϕkn
vn
dx. (2.5)
Differentiating (2.5), substituting the ﬁrst equation of (2.2) into the result integral and integrating by parts, we have
h′n,(t) = −n
∫
Ω
ϕkn
un+1
[
vα u + u(a1 − b1u + c1v)
]
dx
= −n(n + 1)
∫
Ω
ϕknvα
un+2
|∇u |2 dx+ kn2
∫
Ω
ϕkn−1vα
un+1
∇ϕ∇u dx+ αn
∫
Ω
ϕknvα−1
un+1
∇u∇v dx
− n
∫
Ω
ϕkn
un
(a1 − b1u + c1v)dx
= −n(n + 1)
∫
ϕkn−2vα
un+2
|ϕ∇u − ku∇ϕ|2 dx− kn(n + 2)
∫
ϕkn−1vα
un+1
∇ϕ∇u dx
Ω Ω
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∫
Ω
ϕkn−1vα−1
un+1
(ϕ∇u − ku∇ϕ)∇v dx+ kαn
∫
Ω
ϕkn−1vα−1
un
∇ϕ∇v dx
+ k2n(n + 1)
∫
Ω
ϕkn−2vα
un
|∇ϕ|2 dx− n
∫
Ω
ϕkn
un
(a1 − b1u + c1v)dx. (2.6)
Integrating by parts for the second term in the last equality of (2.6), we have
−n
∫
Ω
ϕkn−1vα
un+1
∇ϕ∇u dx = −(kn − 1)
∫
Ω
ϕkn−2vα
un
|∇ϕ|2 dx− α
∫
Ω
ϕkn−1vα−1
un
∇ϕ∇v dx−
∫
Ω
ϕkn−1vα
un
ϕ dx.
(2.7)
The third term in the last equality of (2.6) can be estimated by means of Cauchy inequality as follows:∣∣∣∣αn
∫
Ω
ϕkn−1vα−1
un+1
(ϕ∇u − ku∇ϕ)∇v dx
∣∣∣∣
 n(n + 1)
∫
Ω
ϕkn−2vα
un+2
|ϕ∇u − ku∇ϕ|2 dx+ α
2n
n + 1
∫
Ω
ϕknvα−2
un
|∇v |2 dx. (2.8)
Substituting (2.7) and (2.8) into (2.6), we ﬁnd
h′n,(t)−k(kn − n − 2)
∫
Ω
ϕkn−2vα
un
|∇ϕ|2 dx− n
∫
Ω
ϕkn
un
(a1 − b1u + c1v)dx
+ α
2n
n + 1
∫
Ω
ϕknvα−2
un
|∇v |2 dx− 2kα
∫
Ω
ϕkn−1vα−1
un
∇ϕ∇v dx+ k(n + 2)λ1
∫
Ω
ϕknvα
un
dx. (2.9)
The fourth term in (2.9) can be estimated as follows:∣∣∣∣2kα
∫
Ω
ϕkn−1vα−1
un
∇ϕ∇v dx
∣∣∣∣ 2kα
∫
Ω
ϕknvα−2
un
|∇v |2 dx+ 2kα
∫
Ω
ϕkn−2vα
un
|∇ϕ|2 dx. (2.10)
Since, for any ﬁxed  > 0 and T > 0, u , v and ∇v are bounded on [0, T ] by Proposition 2.2, we can choose n suﬃciently
large such that
2α(α + 2k)vα−2 |∇v |2  n,
where n may depend on −1 near ∂Ω . For suﬃciently large n, using Proposition 2.2, (2.9) becomes
h′n,(t) nLhn,(t) or hn,(t) hn,(0)enLt ,
where L is a positive constant depending on k, λ1 and max{ f (t), g(t), 0 t  T }. Taking nth roots and letting n → ∞, we
have
max
Ω
ϕk(x)
u(x, t)
max
Ω
ϕk(x)
u0(x)
× eLt (2.11)
for all 0 < t  T . By the assumptions on (u0, v0) in (1.2), there exists a positive constant 0 such that u0  0ϕk for all
x ∈ Ω . Hence (2.4) holds for u . Similarly, we can prove that (2.4) holds for v . 
Theorem 2.1. Problem (1.1) has a positive classical solution u, v ∈ C2,1(Ω) × (0, T ∗) ∩ C(Ω × [0, T ∗)).
Proof. For an arbitrary Ω ′ ⊂⊂ Ω and t2 < T ∗ , in view of Propositions 2.2 and 2.3, applying the standard local Schauder
estimates and diagonal method we have that there exist subsequence { ′} of {} and u, v ∈ C2+ν,1+νloc (Ω × (0, T ∗)) such that
(u, v) → (u, v) in
[
C2+ν,1+ν
(
Ω ′ × [t1, t2]
)]2
as ′ → 0+,
for any t1: 0 < t1 < t2 < T ∗ . And hence (u, v) satisﬁes the equations of (1.1). The continuity of u and v up to Ω × {0} is
followed from [5]. The continuity of u and v on ∂Ω × (0, T ∗) can be obtained by similar arguments as in [6,7]. However,
we cannot get the uniqueness result. 
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Theorem 3.1. If b1c2 > b2c1 , then Problem (1.1) has a global solution (u, v) which is uniformly bounded in Ω × [0,∞).
Proof. Let η1 = (a1c2 + a2c1)/(b1c2 − b2c1) and η2 = (a1b2 + a2b1)/(b1c2 − b2c1). Then by the assumption b1c2 > b2c1, we
know that the constants η1 and η2 are positive and satisfy{
b1η1 − c1η2 = a1,
−b2η1 + c2η2 = a2.
Let ( f , g) = (ρη1,ρη2), where ρ > 1 is a constant such that ( f (0), g(0)) (ρη1,ρη2), it is obvious that{
a1 − b1 f + c1g  0,
a2 + b2 f − c2g  0.
Then ( f , g) is a positive upper solution of (2.3). Moreover since f and g are global and uniformly bounded, so are u
and v . 
Theorem 3.2. If b1 < c1, c2 < b2 and α,β  1. Then the solution of (1.1) blows up provided that λ1 < min{(c1 − b1)/α,
a1/(1− α), (b2 − c2)/β,a2/(1− β)}.
Proof. Suppose that there is a global positive solution (u, v). We will prove that it must blow up in a ﬁnite time.
By the continuity of the eigenvalues with respect to the domain Ω , we can ﬁnd a small θ > 0 such that
(4+ λ1)θ + 3θ2 + λ1 <min
{
(c1 − b1)/α, a1/(1− α), (b2 − c2)/β, a2/(1− β)
}
,
and we can deﬁne a domain D ⊂ Ω such that ∂D is located inside of Ω and there exists the ﬁrst normalized eigenfunction
of {−ϕ1 = (λ1 + θ)ϕ1, x ∈ D,
ϕ1 = 0, x ∈ ∂D.
(3.1)
Then u and v are positive in D .
For any positive number n, deﬁne
hn(t) =
∫
D
ϕkn1
un
dx and wn(t) =
∫
D
ϕkn1
vn
dx, (3.2)
where k 1 whose value will be determined later. Calculating as in Section 2, we have
h′n(t) k(n + 2)(λ1 + θ)
∫
D
ϕkn1 v
α
un
dx− k[n(k − 1) − 2− α] ∫
D
ϕkn−21 vα
un
|∇ϕ1|2 dx
− n
∫
D
ϕkn1
un
(a1 − b1u + c1v)dx+
(
αk + α
2n
n + 1
)∫
D
ϕkn1 v
α−2
un
|∇v|2 dx. (3.3)
Since we assume that (u, v) exists for all t > 0 and are positive in D , we can take n suﬃciently large such that
k(n + 2)θ > (k + 1)v−2|∇v|2
in [0, T ] for any T > 0.
Then, using Yong’s inequality, (3.3) becomes
h′n(t) αk(n + 2)(λ1 + 2θ)
∫
D
ϕkn1 v
un
dx+ (1− α)k(n + 2)(λ1 + 2θ)
∫
D
ϕkn1
un
dx
− k[n(k − 1) − 3]∫
D
ϕkn−21 vα
un
|∇ϕ1|2 dx− n
∫
D
ϕkn1
un
(a1 − b1u + c1v)dx
−[(c1 − b1)n − αk(n + 2)(λ1 + 2θ)]
∫
D
ϕkn1 v
un
dx+ b1
∫
D
ϕkn1
vn−1
dx
− [a1n − (1− α)k(n + 2)(λ1 + 2θ)]
∫
ϕkn1
un
dx− k[n(k − 1) − 3]∫ ϕkn−21 vα
un
|∇ϕ1|2 dx. (3.4)
D D
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w ′n(t)−
[
(b2 − c2)n − βk(n + 2)(λ1 + 2θ)
] ∫
D
ϕkn1 u
vn
dx+ c2
∫
D
ϕkn1
un−1
dx
− [a2n − (1− β)k(n + 2)(λ1 + 2θ)]
∫
D
ϕkn1
vn
dx− k[n(k − 1) − 3] ∫
D
ϕkn−21 uβ
vn
|∇ϕ1|2 dx. (3.5)
If α,β = 1, we can take n suﬃciently large such that a2n > b1v and a1n > c2u in [0, T ] for any T > 0. If α,β < 1, We can
take n suﬃciently large such that nθ(1− β) > b1v + 2k(λ1 + 2θ), nθ(1− α) > c2u + 2k(λ1 + 2θ) in [0, T ] for any T > 0 and
nθ > 2(λ1 + θ).
Taking k = (1+ θ) and nθ2 > 4k, adding (3.4) to (3.5), we get
h′n(t) + w ′n(t)−αθn
∫
D
ϕkn1 v
un
dx− θn
∫
D
ϕkn−21 vα
un
|∇ϕ1|2 dx− (1− α)θn
∫
D
ϕkn1
un
dx
− βθn
∫
D
ϕkn1 u
vn
dx− θn
∫
D
ϕkn−21 uβ
vn
|∇ϕ1|2 dx− (1− β)θn
∫
D
ϕkn1
vn
dx. (3.6)
We will prove the case α,β = 0, other cases can be prove similarly. Let Hn(t) = hn(t) + wn(t), by (3.6), we have Hn(t2)
Hn(t1) for any 0 t1  t2  T . Taking nth roots and letting n → ∞, we get
H(t)max
{
max
D
ϕk1
u
,max
D
ϕk1
v
}
max
{
max
D
ϕk1
u0
,max
D
ϕk1
v0
}
. (3.7)
Since (3.7) is independent of T , it holds for all t > 0 and H(t) is decreasing.
Let limt→∞ H(t) = A. If A > 0, then u, v are bounded in D . It follows from (3.6) that Hn(t) < −cn for suﬃciently large
but ﬁxed n. Then we get a contradiction because t cannot approach inﬁnity. If A = 0, then for any N > 1,
ϕk1
u(x, t1)
,
ϕk1
v(x, t1)
 H(t1)
1
N
, or u(x, t1), v(x, t1) Nϕk1 (3.8)
for suﬃciently large t1 and (3.8) holds for all t  t1. To obtain a positive lower bound for (u, v) in D , we can ﬁnd a
domain D1 satisfying Ω  D1  D . Then, it is easy to see that (3.8) holds in D1 with smaller θ in (4 + λ1)θ + 3θ2 + λ1 <
min{c1 − b1,b2 − c2}, which implies that u, v  κ in D for some κ > 1 and t  t1. Denote δ2 = minD{α(ϕ21 + |∇ϕ1|2),
β(ϕ21 + |∇ϕ1|2)} > 0, we have from (3.6) and (3.8)
H ′n(t)−θδ2n
∫
D
ϕkn−21 v
un
dx− θδ2n
∫
D
ϕkn−21 u
vn
dx−Nθδ2n
( ∫
D
ϕkn1
un
dx+
∫
D
ϕkn1
vn
dx
)
. (3.9)
Choosing t1 and N in (3.8) such that Nθδ2 > 1, (3.9) implies that
H ′n(t) < −nHn(t), t1  t,
which implies that Hn(t) Hn(t1)e−n(t−t1) or H(t) H(t1)e−(t−t1) for t1  t . Similar to (3.8), we get
u(x, t), v(x, t) Net−t1ϕk1. (3.10)
Deﬁne a sequence {ti} as ti+1 = ti + 22−i . Then ti converges to t1 + 4 as i → ∞. Substituting (3.10) into (3.9) gives H ′n(t)−net2−t1Hn(t)−n22Hn(t), t2  t , which implies that
Hn(t) Hn(t2)e−4n(t−t2)  Hn(t1)e−4n(t−t2) or u(x, t), v(x, t) Ne4(t−t2)ϕk1  N24(t−t2)ϕk1 (3.11)
when t  t2. Assume that
u(x, t), v(x, t) N2(t−ti)2(2i−2)ϕk1, ti  t, for i  2. (3.12)
Then repeating above procedure yields
H ′n(t)−n2(ti+1−ti)2
(2i−2)
Hn(t) = −n22i Hn(t)−n22i Hn(t), ti+1  t,
or
Hn(t) Hn(ti+1)en(t−ti+1)2
2i
or u(x, t), v(x, t) N2(t−ti+1)22iϕk1, ti+1  t.
Hence, by induction, (3.12) holds for all i  2. Letting i → ∞, we can get a contradiction. This completes the proof. 
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