Abstract. The prediction of a protein's structure from its amino-acid sequence is one of the most important problems in computational biology. In the current work, we focus on a widely studied abstraction of this problem, the 2-dimensional hydrophobic-polar (2D HP) protein folding problem. We present an improved version of our recently proposed Ant Colony Optimisation (ACO) algorithm for this £ ¥ ¤ -hard combinatorial problem and demonstrate its ability to solve standard benchmark instances substantially better than the original algorithm; the performance of our new algorithm is comparable with state-of-the-art Evolutionary and Monte Carlo algorithms for this problem. The improvements over our previous ACO algorithm include long range moves that allows us to perform modification of the protein at high densities, the use of improving ants, and selective local search. Overall, the results presented here establish our new ACO algorithm for 2D HP protein folding as a state-of-the-art method for this highly relevant problem from bioinformatics.
Introduction
Ant Colony Optimisation (ACO) is a population-based approach for solving combinatorial optimisation problems that is inspired by the foraging behaviour of ants. The fundamental approach underlying ACO is an iterative process in which a population of simple agents ("ants") repeatedly construct candidate solutions; this construction process is probabilistically guided by heuristic information on the given problem instance as well as by a shared memory containing experience gathered by the ants in previous iterations ("pheromone trails"). Following the seminal work by Dorigo et al. [5] , ACO algorithms have been successfully applied to a broad range of hard combinatorial problems (see, e.g., [6, 7] ).
In this paper, we present a substantially improved version of the ACO algorithm first proposed in [18] for solving an abstract variant of one of the most challenging problems in computational biology: the prediction of a protein's structure from its aminoacid sequence. Genomic and proteomic sequence information is now available for an increasing number of organisms, and genetic engineering methods for producing proteins are well developed. The biological function and properties of proteins, however,
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are crucially determined by their structure. Hence, the ability to reliably and efficiently predict protein structure from sequence information would greatly simplify the tasks of interpreting the sequence data collected, of designing drugs with specific therapeutic properties, and of developing biological polymers with specific material properties. Currently, protein structures are primarily determined by techniques such as NMRI (nuclear-magnetic resonance imaging) and X-ray crystallography, which are expensive in terms of equipment, computation and time. Additionally, they require isolation, purification and crystallization of the target protein. Computational approaches to protein structure prediction are therefore very attractive. In this work, we focus on one of the most studied simple protein models -the two dimensional Hydrophobic-Polar (2D HP) Model. Even in this simplified model, finding optimal folds is computationally hard ( ¢ ¡ -hard). The remainder of this paper is structured as follows. In Section 2, we introduce the 2D HP model of protein structure, and give a formal definition of the 2D HP Protein Folding Problem as well as a brief overview of existing approaches for solving it. Our improved ACO algorithm for the 2D HP Protein Folding Problem is described in Section 3. (More information on our previous Ant Colony Optimisation algorithm can be found in [18] ). An empirical study of our new algorithm's performance and the role of various algorithmic features is presented in Section 4. In Section 5 we draw some conclusions and point out several directions for future research.
The 2D HP Protein Folding Problem
Since the processes involved in the folding of proteins are very complex and only partially understood, simplified models like Dill's Hydrophobic-Polar (HP) model have become one of the major tools for studying proteins [12] . The HP model is based on the observation that hydrophobic interaction is the driving force for protein folding and the hydrophobicity of amino acids is the main force for development of a native conformation of small globular proteins [12, 15] .
In the HP model, the primary amino-acid sequence of a protein (which can be represented as a string over a twenty-letter alphabet) is abstracted to a sequence of hydrophobic (H) and polar (P) residues, i.e., amino-acid components. The protein conformations of this sequence are restricted to self-avoiding paths on a lattice; for the 2D HP model considered here, a 2-dimensional square lattice is used. An example for a protein conformation under the 2D HP model is shown in Figure 1 .
One of the most common approaches to protein structure prediction is based on the thermodynamic hypothesis which states that the native state of the protein is the one with the lowest Gibbs free energy. In the HP model, based on the biological motivation given above, the energy of a conformation is defined as a number of topological contacts between hydrophobic amino-acids that are not neighbours in the given sequence. More specifically, a conformation . The 2D HP Protein Folding Problem can be formally defined as follows: Given an amino-acid sequence
, find an energy-minimising conformation of
, where ¢ ¡ -hard [11] .
Existing 2D HP Protein Folding Algorithms
A number of well-known heuristic optimisation methods have been applied to the 2D HP Protein Folding Problem, including Evolutionary Algorithms (EAs) [10, 11, 20, 19] and Monte Carlo (MC) algorithms [1, 3, 9, 13, 14 , ?]. The latter have been found to be particular robust and effective for finding high-quality solutions to the 2D HP Protein Folding Problem [9] .
An early application of EAs to protein structure prediction was presented by Unger and Moult [19, 20] . They presented a nonstandard EA incorporating characteristics of Monte Carlo methods, which was able to find high-quality conformations for a set of protein sequences of length up to ¢ ¡ amino-acids (see Table 1 ). Unfortunately, it is not clear how long their algorithm ran to achieve these results.
Various Monte Carlo methods are among the best known algorithms for the 2D HP Protein Folding Problem, including the Pruned Enriched Rosenbluth Method (PERM) of Grassberger et al. [1, 9] . PERM is a biased chain growth algorithm. Using this method, the best known solution for Sequence 7 (¥ Table 1 were found; however, it took £ ¥ hours on a 500 MHz DEC 21264 CPU to obtain the best-known conformation for Sequence 8 [9] .
Other methods for this problem include the dynamic Monte Carlo algorithm by Ramakrishnan et al. [14] , which found conformations with energies ¡ and ¡ ¥ ¡ for Sequence 10 and 11, respectively. Liang et al. [13] introduced the evolutionary Monte Carlo (EMC) algorithm which works with population of individuals that each performs Monte Carlo (MC) optimisation. They also implemented a variant of EMC which reinforces certain secondary structures ( -helices and -sheets). EMC found the bestknown conformation (with energy ¡ ) for Sequence 8 and a conformation with energy § ¦ ¥ for Sequence 9 (with secondary structure constraints), but failed to find the best known conformation for Sequence 7. Chikenji et al. introduced the Multi-self-overlap ensemble (MSOE) Monte Carlo method [3] , which considers overlapping chain configurations; it found a best-known configuration for Sequence 10 (¥ § 5 § ¦ ¢ ) and a sub-optimal configuration for Sequence 11 (¥
" F ¡
). 
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values printed in bold-face are provably optimal.) The first eight instances can also be found at http://www.cs.sandia.gov/tech reports/compbio/tortilla-hp-benchmarks.html, Sequence 9 is taken from [10] , and the last two instances are taken from [14] . Finally, the Core-directed Chain Growth (CG) method of Beutler et al. approximates the hydrophobic core of the protein with a square (this is a very restrictive heuristic that finds only certain native states). CG was able to find optimal or best known conformations for Sequences 1 through 8, except for Sequence 7 [2] .
Currently, none of these algorithm appears to completely dominate the others in terms of solution quality and run-time.
The Improved ACO Algorithm
The ants in our ACO algorithm construct candidate conformations for a given HP protein sequence, apply local search to achieve further improvements, and update the pheromone trails based on the quality of the solutions found, as seen in the outline Figure 2 .
As in [11] , candidate conformations are represented using local structure motifs (or relative folding directions) straight (B ), left (C ), and right (D ) which for each aminoacid indicate its position on the 2D lattice relative to its direct predecessors in the given sequence (see Figure 3) .
Since conformations are invariant with respect to rotations, the position of the first two amino-acids can be fixed without loss of generality. Hence, we represent candidate conformations for a protein sequence of length 
Construction Phase, Pheromone and Heuristic Values
In the construction phase of our ACO algorithm, each ant first randomly determines a starting point within the given protein sequence. From this starting point, the given protein sequence is folded in both directions, adding one amino-acid symbol at a time. The relative directions in which the conformation is extended in each construction step are determined probabilistically using heuristic values 
The case of extending partial conformation
is handled analogously. In the previous version of the ACO algorithm [18] , when folding from a randomly determined starting point ( ( independently chosen for each ant), first, the partial conformation # ) 1 1 1#&
is constructed, followed by the partial conformation
. Here, we consider a new, physically more plausible mechanism, in which folds are probabilistically extended in both directions; more precisely, in each step an extension in each direction is performed with a probability equal to the number of residues left to fold at the respective end divided by the sum of the number of unfolded residues at both ends. As in previous work [18] , we also studied variants of our algorithm in which all ants start their construction process at the same point (left end, middle, or right end of the protein sequence). Performance results for these alternative mechanisms are reported in Section 4. As in our first ACO algorithm for 2D HP Protein Folding [18] , we use a backtracking mechanism in the construction process to recover from infeasible conformations, which are frequently encountered when folding long protein sequences.
Local Search
Similar to other ACO algorithms known from the literature, our algorithm for the 2D HP Protein Folding Problem incorporates a local search phase. In this work, we modified the local search mechanism from our previous ACO algorithm by using a new type of long range move, selective local search, and improving ants that perform probabilistic iterative improvement on the best conformations seen so far.
Long range moves in the local search phase allow for chain reconfigurations even when the protein conformation is very compact. Similar attempts were previously undertaken but different from our approach these involve disconnection of the chain [14] . Conventional short range moves, such as point mutations (i.e., random modifications of the direction of a single residue, which correspond to a rotations) and macro-mutations (sequences of point mutations between two sequence positions) -both types of moves have been employed in EAs for HP Protein Folding -result in infeasible conformation when the protein is already dense. Likewise, standard Monte Carlo moves, such as the end-move, crankshaft move, and corner move [14] , are not powerful enough to change a given configuration significantly.
Therefore, we designed a new type of long range move that closely models the movement of real proteins. First, a sequence position at which the move is going to originate is chosen uniformly at random. 1 Then we randomly modify the direction of the chosen amino-acid and adjust the location of the remaining residues probabilistically as follows. For each subsequent residue, we first attempt to place it using its previous folding direction. If this is infeasible, we refold the residue probabilistically using the same heuristic values as during the initial folding (but ignoring the pheromone values). This initiates a chain reaction that continues until all the residues have found feasible directions. Intuitively, this mechanism mimics the fact that in real proteins, a moving residue will typically push its neighbours in the chain to different positions.
Since these long range moves are computationally quite expensive, our new algorithm applies local search selectively. More precisely, local search is only applied to the best conformations constructed in a given iteration of the algorithm; the fraction of ants that are allowed to perform local search is a parameter of our algorithm. This selective local search mechanism is based on the intuition that the improvement in solution quality that can be achieved by the local search procedure strongly depends on the energy of the given starting conformation; in particular, bad starting conformations can rarely be improved to high quality solutions.
In our original ACO algorithm for 2D HP Protein Folding [18] , we only considered forager ants that perform heuristic conformation construction followed by iterative improvement ("greedy") local search. Here, we additionally introduce improving ants that take the global best solution found so far (or best solution in the current iteration) and apply probabilistic iterative improvement ("randomised greedy") local search to it. Iterative improvement accepts a new conformation generated via long range moves only when the energy of the new conformation £ § improves over the energy of the current conformation, £ . Our probabilistic iterative improvement mechanism accepts worsening steps depending on the respective deterioration of the evaluation function with probability
Algorithm outlines for the iterative improvement and probabilistic iterative improvement local search procedures are given in Figures 4 and 5 . The number of improving ants used in each iteration of our algorithm is specified as a fraction of the total number of ants; empirical results on the impact of this parameter on the performance of our algorithm are reported in Section 4.
Update of the Pheromone Values
After each construction and local search phase, selected ants update the pheromone values in a standard way:
where ¡ ¢ ¢ i s the pheromone persistence, a parameter that determines how fast the information gathered in previous iterations is "forgotten", and
is the relative solution quality of the given ant's candidate conformation £ if that conformation contains 1 We also tested a probabilistic selection of the origin (based on the constrainedness of the residue position), but results were not significantly different from those for uniform random choice. is the known minimal energy for the given protein sequence or an approximation based on the number of H residues in the sequence, in order to prevent premature search stagnation for sequences with large energy values.
Empirical Results
To assess its performance, we applied our improved ACO algorithm to the eleven standard benchmark instances for the 2D HP Protein Folding Problem shown in Table 1 for all experiments; furthermore, a population of ¦ ¢ ¥ ants was used for small sequences (¤ of the total colony size were used for updating the pheromone values. Run-time was measured in terms of CPU time and all experiments were performed on PCs with 1GHz and Pentium III CPUs, 256KB cache and 1GB RAM.
In the following, we report results from several series of experiments that highlight the impact of various features of our new ACO algorithm on its performance. In these experiments we used primarily two test sequences: Sequence ¡ (short sequence, length £ ¥ ) and Sequence ¦ (longer sequence, length ¡ © ); these sequences were chosen since the CPU time required to find the best known solutions was sufficiently small to perform a large number of runs (£ ¥ ¥ -¦ ¢ ¥ per instance). We also tested other benchmark sequences from Table 1 and generally obtained results similar to the ones described below.
ACO algorithms exploit heuristic information as well as information learned over multiple iterations (the latter is reflected in the pheromone matrix). In a first experiment, we investigated the impact of these two components and their relative importance for the performance of our algorithms. Following the methodology of Hoos and Stützle [8] , we measured run-time distributions (RTDs) of our ACO algorithm, which represent the (empirical) probability of reaching (or exceeding) a given solution quality within a given run-time; the solution qualities used here and in the following experiments are provably optimal or best known energies for the respective sequences. All RTDs are based on ¥ -¦ ¢ ¥ successful runs; we generally show semi-log plots to give a better view of the distribution over its entire range.
As can be seen from the results shown in Figure 6 , both, the pheromone values and the heuristic information are important; when ignoring either of them ( F or , respectively), the algorithm performs substantially worse, especially for larger sequences. The optimal settings for and depends on the problem instance; as shown in Figure 6 , the heuristic information seems to be more important than the pheromone information for small sequences. For longer sequences, the pheromone information appears to become more important than the heuristic information. These observations were confirmed for other benchmark instances.
Secondly, we tested how the colony size, i.e., the number of ants that construct candidate solutions in each iteration affects the performance of our ACO algorithm. The proportion of ants that perform local search, the proportion of elitist ants, and the proportion of improving ants was chosen such that in all cases the number of local search ants, elitist ants, and improving ants, remains the same for all colony sizes. (Colony sizes tested were between 15 and 2000 ants.)
As can be seen from the results shown in Figure 7 , there appears to be a single optimal colony size for each problem instance; optimal performance for longer sequences is achieved using larger colonies (
It may be noted that using a single ant only (not shown here) was found to result in extremely poor performance. These results can be intuitively explained as follows. For very few ants, the probability of constructing high quality initial solutions is very small and local search requires substantial amounts of CPU time for finding conformations of the desired quality. Beyond a certain colony size, on the other hand, the computational expense incurred for constructing additional conformations cannot be amortised by reductions in local search cost. The longer the given sequence, the more conformations need to be constructed to obtain the coverage (or exploration) of the corresponding more extensive search spaces required to find good starting points for the subsequent local search phase.
Our next experiment was designed to analyse the effectiveness of the selective local search mechanism used in our new ACO algorithm, in which local search is only performed by a certain fraction of all ants that constructed high quality conformations. The results shown in Figure 8 indicate that there is a small optimal interval for the fraction of local search ants; this optimal fraction depends on colony size and on the given problem instance. Essentially, if the fraction of local search ants is too small, the search process has difficulties in finding high quality conformations (lack of search intensification). On the other hand, if too many ants perform local search, the benefit of the additional local search does not amortise the higher computational cost. Our results indicate that longer sequences require a lower fraction of local search ants than shorter sequences; however, given the the larger optimal colony size, the optimal number of local search ants increases with sequence size. This is consistent with the interpretation that larger sequences require a more diversified search process, as provided by locally optimising a larger number of candidate solutions in each iteration. It is worth noting that without a local search phase, the performance of our ACO method is abysmal.
The use of improving ants that, instead of iteratively constructing conformations, use probabilistic iterative improvement local search on the best conformations seen so far is an important new feature of our new ACO algorithm. Figure 9 illustrates the results from our empirical analysis of the effectiveness of this feature in terms of the impact of the fraction of improving ants on the performance of our algorithm. Overall, the use of improving ants results in an performance increase of our algorithm for all sequences; this effect is especially pronounced for long sequences.
It is interesting to note that the optimal ratio between the number of (forager) ants that perform iterative improvement local search and the number of improving ants performing probabilistic iterative improvement appears to be ¡ S for all sequences. Finally, we studied the effect of the starting point for the construction of conformations on the performance of our improved ACO. It has been shown that real proteins fold by hierarchical condensation starting from folding nuclei; the use of complex and diverse folding pathways helps to avoid the need to extensively search large regions of the conformation space [16] . This suggests that the starting point for the folding process can be an important factor in searching for optimal conformations. We tested four strategies for determining the starting point for the folding process performed in the construction phase of our algorithm: all ants fold forwards, starting at the N-terminus of the given sequence (position ) ; all ants fold backwards, starting at the C-terminus (position ¤ ) ; all ants fold forwards and backwards, starting at the midpoint of the given sequence; and all ants fold forwards and backwards, starting at randomly determined sequence positions. As can be seen from Figure 10 , the best choice of the starting folding point depends on the given sequence, and in general, most consistent performance on all sequences is obtained by allowing all ants start the folding process from randomly chosen sequence positions. This is particularly the case for longer sequences, which require to a larger extent the added search diversification afforded by multiple and diverse starting points. After studying the influence of various parameters on our algorithm we conducted a performance comparison with existing algorithms for the 2D HP Protein Folding Problem. As can be seen from the results reported in Table 2 , our new ACO algorithm found optimal or best known solutions for benchmark sequences 1-8, while our previous ACO algorithm [18] had failed to find optimal solutions for the longer sequences 7 and 8. Moreover, the new algorithm finds best-known solutions in every run, and in cases where both algorithms have a success rate of 100%, it requires substantially less time for finding optimal solutions.
For most GA and MC methods found in literature, including [11, 13, 19, 20] , only the number of valid conformations scanned during the search is reported. This makes a performance comparison difficult, since run-time spent for backtracking and the checking of partial or infeasible conformations may vary substantially between different algorithms. Table 3 illustrates the solution quality reached by various algorithms on the test instances. These results indicate that our new ACO algorithm is competitive with GA and MC methods described in literature; it works very well on sequences of sizes up to 64 amino acids and produces high quality suboptimal configurations for the longest sequences (85 and 100 amino acids) considered here.
We also compared our improved implementation to the best performing algorithm from the literature for which performance data in terms of CPU time is available -PERM [9] (we used the most recent implementation, which was kindly provided by P. Grassberger). PERM is an iterated heuristic construction algorithm; it evaluates partially folded conformations, and creates copies of those partial configurations that have high statistical weight (enrichment, based on energy achieved and folded length), and it eliminates partial conformations with low weight (pruning). After completing the folding of the current configuration, PERM performs backjumping to the next partial configuration that was put on the stack during enrichment (or starts a new chain). It should be noted that tries in PERM are not entirely independent, since some statistical information, including upper and lower thresholds on weights and statistical averages, are kept between tries. Although the PERM algorithm is randomised, as seen from empirical observations the time it takes to find the first optimal conformation has very low variation. The only fair comparison of the new ACO and PERM is by considering time it takes to reach first optimum. As can be seen from Table 4 , our improved ACO algorithm requires less CPU time on average for finding best known conformations for Sequences 5 (slightly) and 8 (significantly); but PERM performs better for Sequences 6 and Sequence 7 (significantly). Sequence 8 has a very symmetrical optimal conformation that, as argued in [9] , would be difficult to find for any chain growth algorithm; our ACO algorithm is able to handle it quite well, since a number of ants folding from different starting points can produce good folding motives with respect to various starting folding points. For the longest sequences (85 and 100 amino acids), our algorithm finds high quality configurations, but does not reach the solution quality obtained by PERM.
Conclusions and Future Work
In this paper we introduced an improved ACO algorithm for the 2D HP Protein Folding Problem that has shown promising performance for an extremely simplified but widely studied and computationally hard protein structure prediction problem. An empirical study of our algorithm demonstrated the effectiveness of the improved ACO approach for solving this problem and highlighted the impact of its new features, including long range moves, improving ants, and selective local search. Long range moves in combination with the non-greedy local search performed by improving ants allows for the re- laxation of compact conformations, which helps the search to escape from local optima encountered by greedy local search. Selective local search reduces the time complexity of the local search phase by performing this time critical operation only on promising, low energy conformations (which provide the best starting points for the optimisation via local search).
In general, we expect that the improvements introduced in this work for an ACO algorithm for the 2D HP Protein Folding Problem can be utilised for solving more traditional artificial intelligence problems (such as constraint satisfaction problems [17] ). For example, the use of improving ants provides a general means of intensifying the search around high quality solutions, while long range moves in local search can be useful for escaping from local optima by considering higher order neighbourhoods relevant to the particular problem.
There are many directions for future research on ACO algorithms for protein folding problems. It might be fruitful to consider ACO approaches based on more complex solution components than the simple local structure motifs used here. Furthermore, separate pheromone matrices could be used for independently reinforcing secondary and tertiary interactions. Finally, it would be interesting to develop and study ACO algorithms for other types of protein folding problems, such as the 3-dimensional HP model [4] .
Overall, we strongly believe that ACO algorithms offer considerable potential for solving protein structure prediction problems robustly and efficiently and that further work in this area should be undertaken.
