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In this note we study the minimal free resolution 9 of a ring T = S/I where S is a positive affine semigroup ring over a field K, and I is an ideal in S generated by monomials.
We will essentially use the fact that the multigraded Betti numbers of T can be computed from the relative homology of simplicial complexes that we shall call squarefree divisor complexes. In a sense, these simplicial complexes represent the divisibility relations in S if one neglects the multiplicities with which the irreducible elements appear in the representation of an element.
The connection between the Betti numbers of multigraded algebras and Betti numbers of simplicial complexes is not new; e.g., it has been applied by Hochster [lo] , Campillo and Marijuan [5] , and Anderson [l] . In Section 1 we will use it to study the dependence of the free resolution on the characteristic of K.
In Section 2 we show that, up to an equivalence in homotopy, every simplicial complex can be 'realized' in a normal semigroup ring and also in a one-dimensional semigroup ring. This result indicates that the divisibility theory of affine, even normal, semigroups is arbitrarily complex: up to homotopy, every simplicial complex arises from the decompositions of their elements into irreducible elements. While the exact classification of the simplicial complexes arising as squarefree divisor complexes is probably very difficult, we succeed in describing all the graphs among them, and also the significantly smaller class of those graphs that appear in normal semigroups.
In Section 3 we deduce assertions about certain simplicial complexes of chessboard type from information about free resolutions of well-understood semigroup rings.
Betti numbers and characteristic
Let K be a field. A subalgebra of the polynomial ring K[Yl, . . . , Y,] over the field K generated by a finite number of monomials yi, _. , yn is called a positive a&k semigroup ring. In the following S will always denote such a ring. The monomials contained in S form a semigroup under multiplication, and the function deg : dl -+ Nm that assigns each monomial its exponent vector maps & isomorphically onto a sub-from a free resolution of either of its arguments, the graded Betti number pih can be determined from the Koszul homology; in fact, as well. (The index ~EH denotes the degree h multigraded component.) In the special situation under consideration where dim, T 5 1 for all h E H, the multigraded components of %(X, T) have a purely combinatorial description. In the following, @ denotes the oriented augmented chain complex, and g the (relative) simplicial homology or cohomology.
Proposition 1.1. For h EH we set rh = {FE Ah: YhJyF E I}. Then the following hold (1) x(x, T)h = (@(Ah,K)/@rh,K))(-I),
Bih=dimK~;__l(Ah,rh,K).
Proof. The ith free module in the Koszul complex X(X) has the multigraded decomposition X;(X) = @ R(-deg yF), and the differentiation z(X) + .&r(X) is given on the component R(-deg yF) + R(-deg yF') as the multiplication by E(F, F')yj where E(F, F') = 0 if F' qZ F and
E(F,F')=(-~)~-'
if F'=F\{jk}, F={jl,...,ji}, jl < ... <ji.
We obtain Z(X,S) and 3?&JC, I) by replacing R by S and by I. Let us fix a degree h E H. In order to have S( -deg yF)h # 0 we must have h -deg yF E H, and this is equivalent to saying that y F 1 Yh. If so, then S( -deg y F )h is a one-dimensional vector space spanned by Yh/yF:
FE& IFI=r
With respect to the K-bases thus specified, the maps in X"(X,S)h are the same as those in @(dh,K)( -1). In fact @(&K) is the complex of vector spaces generated by the basis elements eF, F EC, such that
with differentiation on the component KeF +KeF! given by the assignment eF H E(F, F')e~f . Similar arguments apply to X(X,Z), and the exact sequence then yields the isomorphism (1). Eq. (2) is an immediate consequence of (1). 0
Let A c C be an arbitrary simplicial complex. Then we define the dual complex of A by d={GeC:
@A};
here G denotes the set-theoretic complement of G with respect to the full vertex set {l,...,n}.
Lemma 1.2. Let r c A c C be simplicial complexes. Then
Proof. Let ei, . . . , e, be a basis of the free Z-module L = Z". The exterior products eF = Aj E F ej, FE C, IFI = j are a basis of r\' L. The multiplication in AL and the 'ori- Proof. The assertion is obvious for i = 0 and i = n. In fact, Pch = 1 for h = 0, POT = 0 for h # 0, and flnh is the dimension of a multigraded component of the socle of T. The socle is an ideal generated by the residue classes of all those yq for which g + deg yi ES where 9 is the semigroup ideal generated by the exponent vectors of the monomials in I. Therefore the multigraded structure of the socle is independent of K. It is a well-known topological fact (and an easy exercise in linear algebra) that dimK fia( A, r, K) is independent of K for all simplicial complexes Z c A. This implies the assertion for i = 1, and it also yields the case in which i = n -1 since, by the previous lemma, Hn_-2( A, r, K) S &, (I=, d, K) .
In the situation of (b) one observes that Ah is the simplex on the support of h, i.e. the set {i: hi # 0). Therefore @(Ah,K) is acyclic, and from the long exact homology sequence we get
Part (b) of the theorem was proved by Bruns and Herzog [4] by a more constructive method, namely via a description of the third syzygy module of R/Z. A similar argument as above was given by Hibi and Terai [12] . Pardue [l l] also discusses the question as to what extent the Betti numbers are independent of K in the situation of (b).
We will see below that the theorem cannot be extended to other Betti numbers. Suppose first that h is not squarefree. (We say that h E N" is squarefree if all its entries hj are 0 or 1.) We pick j such that hj > 2, and let h' be any element of N" such that hj = hi for all i fj and hi 2 hj. Then supp h = supp h' and supp(h-g) = supp(h'-g) for every squarefree g. Thus Ah = dht and rh = r;. It follows that the pair (Ah, rh) appears in infinitely many multigraded components of ,X(X,R/l(I7)).
Since only finitely many Betti numbers are non-zero, we see that @(dh,K)/@(rh,K) is acyclic. Remark 1.8. Let m be the maximal ideal of T generated by the monomials # 1, and n the maximal ideal of R generated by the indeterminates. Then 9, is a minimal free resolution of T,,, over R,. Thus it follows from the Auslander-Buchsbaum formula and Theorem 1.3 that the inequality depth r,,, > i is valid or otherwise independently of K for i = 0, 1,2 and, if I = 0, for i = 3. This also holds for the corresponding Serre property (Si) which requires that depth Tp > min(i,dim Tp) for all prime ideals p E Spec T.
Let q be the ideal generated by the monomials E p. Then q is a prime ideal, and dim Tp = dim Y&, + dim R,/qR,, depth Tp = depth Tq + dim R,/qR,.
(See [8, 1.2.2 and 1.2.41. In [3, Section 1.51, we treat the case in which Z is the grading group; the general case can be proved by induction on the rank of the grading group.) Thus it suffices to consider T,. This ring is of the form (A/a), where A is an affine semigroup ring (in the sense of Remark 1.7), a is generated by monomials, and r is the prime ideal generated by all non-invertible monomials. In view of Remark 1.7
we may therefore argue with depth again.
Remark 1.9. An analysis similar to that in Proposition 1 .l can be applied to the graded local cohomology of T. For a face F of the simplex C on { 1,. . . , n} let T,G denote the ring of fractions with respect to the multiplicative system generated by the elements y,, i E F. We define a complex 9' to be the differentiation d' is given on the component Tp + T,E by E(F, F') . nat if F' c F, and 0 otherwise.
Since H&(T) " H' (2) (see [3, 3.5 .61 for the local version of this isomorphism), the multigraded components of H,!,,(T) can also be expressed by simplicial data. Given a degree g E Z"', we set Q, = {F: (SF& = 0} and @,=Q,U{FEC:ZF#&}.
Then 0, and 0, are simplicial complexes, and
H&(T), =Z?l(@g,Q,,K).
It follows by similar arguments as above that the 'numerical structure' of HA(T) is independent from K for i = 0, 1, n-1, n; if I = 0, then 0, = C, and one has independence for i = 2, too. Also Corollary 1.4 has an analogue for local cohomology. A further analysis of the case in which R = S and I is generated by squarefree monomials yields Hochster's description of the local cohomology of Stanley-Reisner rings; see [IO or 3, 5.3.81.
Remark 1.10. Trung and Hoa [13] have shown that the triangulation of [wP2 above can be 'realized' in the local cohomology of an affine semigroup ring. Their example shows that Theorem 1.3(c) cannot be extended to i = n -3 and, simultaneously, that the assertion of the previous remark fails for i = 3.
The realization of simplicial complexes in semigroups
Let 17 be a simplicial complex. In this section we will show that there exists a simplicial complex fi homotopically equivalent to B that appears as a squarefree divisor complex At, in a positive affine semigroup ring R. Furthermore we will exactly characterize those graphs (i.e. simplicial complexes of dimension at most 1) that can be realized as squarefree divisor complexes. We first turn to the question of realizing a simplicial complex up to homotopy.
Of course, this is just a matter of constructing a suitable semigroup; nevertheless, the language of commutative algebra is convenient in its presentation. In order to form fi we choose a new vertex UF for each maximal face of l7, and let fi be the simplicial complex generated by the faces F U {UF} of the enlarged vertex set. Let V={l,..., PZ} be the vertex set of n. Then the ideal
defining the Stanley-Reisner ring of fi is generated by the monomials Xi"iF where F is extended over the maximal faces of n. (As in Section 1, fi is the dual of n.)
We consider the Rees ring 92 = W,(R). It is the R-subalgebra of R[T] generated by the elements TX "iF, F as above, and therefore is the semigroup ring generated over K by these monomials and the indeterminates Xi Part (b) follows from the following proposition, which is a much more precise assertion than needed presently. For convenience we switch to additive notation. 
j=l
This almost solves our problem. But we have to make sure that these are the only decompositions of v(a) as sums of the ~~(a). To achieve this we choose a big enough. First we may assume that the last component of each Uj is larger than the other components of uj. In fact, if this is not the case, then for all j we replace the uj by tlj = (Ujs, . . . , Ujn, Ckujk) E RJ(n+2. Now we choose a E N with a>~,.
Suppose that v(a) = C,"=, cjuj(a) with integers Cj 2 0. Then Assume c/"=, cjunj > v,. Then cy=, v;ai > (v, + l)a", and so C:i,t v,a' > a". This is a contradiction since ai < v, <a for all i. We conclude that C,"=, cjujn 5 v,. Therefore The exact classification of the simplicial complexes dh is presumably very difficult. We have however succeeded in describing all the graphs among them. Let r be a graph. Then we can pass to a homotopically equivalent graph TO by contracting the 'legs' of r into its 'body': we first remove the vertices of degree 1 and the edges adjacent to them, and iterate this procedure until we have obtained a graph I-0 in which all vertices have degree at least 2. We call ro the ho& of G. (The body of a tree is a single vertex.)
To simplify notation in what follows we will almost always identify a vertex of Ah with the irreducible element of H to which it corresponds.
Theorem 2.4. A graph r can be realized as the squarefree divisor complex Ah of an element h of an afine semigroup if and only if it satis$es the following conditions:
(a) each connected component of ro is one of the following graphs: We illustrate the types of graphs appearing in the theorem:
We begin by showing that each of the graphs K(n), K(m,n), Z(n), and IV(n) can be realized.
Proposition 2.5. Let r be one of the graphs K(n), K(m,n), Z(n), or W(n). Then there exists a subsemigroup H of N and an element h E H such that r " Ah.

Moreover, zf r is one of K(l), K(2), K(3), K(m,n), Z(n), and W(n), then H and h can be chosen such that h avoids any jinite number of prime divisors.
Proof. For K(n) we choose pairwise coprime numbers 41,. . . ,qn and set ui = nj,;
q,. The element h = 2ql . . . qn has the decompositions h = qiui + qjuj so that its squarefree divisor complex indeed contains K(n), and very elementary arguments of number theory show that these are the only decompositions of h in the semigroup generated by Ul,.,., ui?. For K(m, n) let pi,. . . , pm and 41,. . . , q,, be pairwise coprime natural numbers. We set U, = (nj+ pi, 0) and ak = (0, n ,Zkql The case of Z(n) is somewhat more complicated. We choose a number i $0, and set ~=31,~-' -(-1)"(3. Therefore Cy=, ai <b is impossible. Finally we observe that K(2) EK( 1,1) and K(3) g Z(3), and that for K( 1) we may pick H to be the semigroup generated by an arbitrary q E BJ, q>O, and h = mq,
m>l. 0
The next lemma enables us to show that the conditions (a) and (b) of Theorem 2.4 are indeed sufficient for the realizability of a graph. To distinguish the vertices and the coefficients with which they appear in the representations of h we denote the coefficients by capital letters in the sequel. 
For (b) we choose a prime number Q not dividing (B-l)p(u)
or Ap(u')+(Bl)p(u),
respectively. Then we set p'(v) = (B -l)p( u or p'(v)=Ap(u') + (B -l)p(u), and )
p'(w) = Qp(w) for all the vertices w of r. The semigroup H' is then generated by p'(v) and the p'(w). The element to be considered is h' = Qh.
In order to simplify the notation we write u for p'(u), v for p'(v), and more generally w for p'(w). Note that h' = u + Qv so that the last condition of (b) is satisfied. Suppose Proof. Suppose that the assertion does not hold. Then it follows from Lemma 2.8 that it does not even hold in one of the cycles Ci, say, Ci . Now, if m 2 3, then the inequality propagates over Ci, and also into the cycle C2, clockwise as well as counterclockwise.
Regardless of whether n = 3 or n > 3, this yields a contradiction. The equalities at u2 and b2 force the equality u~(u,, =)bz so that (u3, b2}, (u2, b3) E f. Lemma 2.9 then yields the final contradiction. 0
Now Lemma 2.7 follows from the Lemmata 2.9 and 2.10 and the next, purely graph theoretic argument.
Proposition 2.11. Suppose that r= ro is a connected graph that is neither of type Z(n) nor W(n). Suppose that {u,b} # {b, } c are edges of r. Then {a, b} and (6, c} are contained in a subgraph that is (i) an n-cycle, n > 4 with a diagonal, or
(ii) the union of an n-cycle, n > 5, and a diagonal thereof, or (iii) a double loop.
Proof. For a vertex v of r we denote by N(v) the set of neighbours of v.
Our first observation is that every cycle C contained in r has a diagonal or is one of the cycles of a double loop. In fact, since r is not a cycle, there exists a vertex w outside C, and we choose a shortest path connecting w with one of the vertices v of C. Then we walk from v to w along the path choosen, and continue our walk without ever turning back at any vertex (such a walk is interesting). This is possible since T=Ts contains no blind alley. If our walk reaches C before it intersects itself, then C has a diagonal. Otherwise we have found a double loop with C as one of its cycles. We now distinguish several cases. .
We then start an interesting walk from c via b and a to z and beyond, and simultaneously an interesting walk from a to d and beyond. In whatever way these two walks intersect each other or themselves, we always obtain the desired conclusion. (If we have formed a single cycle, then we use the previous observation; note that this cycle has at least 4 vertices.)
By symmetry we may from now on assume that N(c) = {a,b}.
( We then arrive at the same conclusion as in case (ii). We now illustrate the difference between the divisibility theory of an arbitrary affine semigroup and that of a normal one by describing the graphs that can be realized in normal semigroups.
Theorem 2.12. Suppose that H is a normal ajine semigroup, and that r = Ah is a graph for some h E H. Let n + 1 be the number of connected components of r. Then n of these are isomorphic to -, and the last is one of l , -, or -. Conversely, each such graph can be realized in a normal semigroup.
We first show that all the graphs listed can indeed be realized. Since we want to argue ring-theoretically we use multiplicative notation. In each of the following cases consider the semigroup generated by the elements given, subject to the relations
(iii) xiy1 = . . .
2_ 2 =x,y,=uv -VW.
It is not hard to see that these relations in each case define a complete intersection R. Furthermore one checks that Serre's condition (RI) is satisfied. Observe R is graded (choose degxi = deg yi = degz = 3 and deg u = deg v = deg w = 2). Altogether it follows that R is a normal domain. Since it is defined by binomial equations, it is a semigroup ring; see [6] . In each case h is the element represented by a single term in the corresponding equation.
For the proof of the necessity the following lemma is crucial. We again switch to additive notation. It is now clear that Ah can only have connected components as described in Theorem 2.12. We leave it to the leader to show that at most one component can be of a type different from -.
(The argument is similar as that used in the proof of Lemma 2.13.)
The vanishing of homology of squarefree divisor complexes
In this concluding section we show that the reduced simplicial homology of a squarefree divisor complex Ah of a normal semigroup vanishes up to an index which can be expressed in terms of h and the semigroup. We apply this result to some specific examples which arise from Segre product constructions.
Of particular interest will be the so-called chessboard complexes which occur in this context. We are grateful to Giinter Ziegler for providing us with information about the literature on chessboard complexes.
Let H be a semigroup, S =K[H] the semigroup ring, F the minimal multigraded free resolution of S with respect to the minimal representation S = R/I. As observed in Section 1, F is multigraded: its ith free module F, decomposes into a direct sum $&HR(-h)P'h with Plh = dimKfii_l(dh).
Here and in the following we always take coefficients in K, unless indicated otherwise. We now assume that H is normal, and denote by relint H the relative interior of H.
We will quote several results about Z-graded canonical modules from [3] . These statements can be carried over accordingly to the multigraded case. In the next proposition we write H additively, and introduce some more notation:
we denote by H,, the set of all non-zero elements of H, and for any two subsets Proof. Suppose /$h # 0. By our assumption S is Cohen-Macaulay, so that the defining ideal of S is perfect. In this situation one has: if Fiji # 0, then there exists g1 E h +H,O such that /?i+lg, # 0. In fact otherwise, the matrix <p defining the differential Fi+l --) Fj would have a zero row. Thus in the R-dual of F there would appear a matrix with a zero column, which is a contradiction, since P' is a minimal free resolution of ~0s.
By induction on the length of the resolution we now see that there exists an inte- Proof. We only need to explain why in the above statement we can write (p-i+ l)H,s instead of (p -i)H,o as in Proposition 3.1. The reason is that the resolution of a Gorenstein complex is self-dual, which in turn implies that the last shift in the resolution differs from the shifts in FP_l by elements in 2H,o. 0
In the proof of Corollary 3.2 we used that the resolution of a Gorenstein ring is self-dual. This implies in particular that FP is cyclic with shift, f = xi"=, hj -g, and that fib = pp__i,f__h for all i and h. Hence We now want to apply Proposition 3.1 and Corollary 3.2 to some specific examples. To begin with we note that certain chessboard complexes may be realized as squarefree divisor complexes. Recall that the collection of all admissible rook configurations on a general n x n chessboard is called a chessboard complex, and is denoted by A,,,. An admissible rook configuration is any non-taking placement of rooks.
For more information about the history and significance of chessboard complexes in combinatorics we refer the reader to [2] .
For the realization of these complexes we fix a field K, and consider the semigroup H,,, generated by all monomials yij = YiZj in K[Yi, . . . , Y,,, Z1 . . ,a,,,, b,,. . ., b,) with Ema, = Clbi. Then h E H,,,.,,, and Ah may be identified with rook configurations on an m x n-chessboard where for i = 1,. . ,m and j = 1,. ,n it is allowed to place at most ai rooks on the ith row and b, rooks on the jth column of the chessboard.
Let us compute relint H,,,,: obviously one has relint N' = ( 1,. , 1) + N' for any r > 1. Thus, if we assume that m < n, then WK[H,,~I is generated by the monomials Y'Z,,...,Z, with /cl = n, and all components of c positive. In other words, relint H,,,, is generated by the elements (c,, . . . , c,, 1,. . . , 1) E Nrn+' with ci > 0 and c,"=, c; = n. Thus Proposition 3.1 implies that Ah is acyclic if a, > n for some i, bj > m for some j, or CE,a; > mn -n. . ,a,,, , . . . , . . . ,a,,, . . ,a+) in FVQ+". tn~, where the sums CyL,aji are independent of j. Then h E H,,, ,. ..,,,, and Ah may be identified with the chessboard complex which is the collection of rook placements on the r-dimensional chessboard of shape n, x n2 x . . . x n, where at most aij rooks belong to the (r -I)-dimensional hyperplane orthogonal to the ith axis of the chessboard, and intersecting this axis in a distance of j units from the origin. We leave it to the reader to formulate a general condition for the acyclicity of Ah, and consider here only the special case that nl = . . = n, = n. We have rclintH,,_., n = g+Hn ,..., n with g = (1,. . . , 1). Since K[Hn . . . . . ,] is an iterated Segre product, we may compute its dimension (assuming n > 2) according to [7 [9] who first showed that the resolution of determinantal rings may depend on the characteristic of the base field. Anderson [l] showed a similar result for symmetric matrices directly by a machine computation of the homology of a squarefree divisor complex.
