Nowadays, mathematical models are widely used to predict climate processes, but little has been done to compare the models. In this study, multiple linear regression (MLR), multi-layer perceptron (MLP) network and adaptive neuro-fuzzy inference system (ANFIS) models were compared for precipitation forecasting. The large-scale climate signals were considered as inputs to the applied models. After selecting the most effective climate indices, the effects of large-scale climate signals on the seasonal standardized precipitation index (SPI) of the Maharlu-Bakhtaran catchment, Iran, simultaneously and with a delay, was analysed using a cross-correlation function. Hence, the SPI time series was forecasted up to four time intervals using MLR, MLP and ANFIS. The results showed that most of the indices were significant with SPI of different lag times. Comparison of the SPI forecast results by MLR, MLP and ANFIS models showed better performance for the MLP network than the other two models (RMSE = 0.86, MAE = 0.74 for the first step ahead of SPI forecasting).
Introduction
Precipitation forecasting has always been one of the most important issues in the hydrological cycle and it is essential in water resource development, planning and management of droughts. In Iran, like many other arid parts of the world, there are regions that have arid climate and drought events. Therefore, it is necessary to give more attention to sparse precipitation. Forecasting of hydrometeorological parameters using global climate indices has become a necessity for water resources management (Abtew et al. 2009 ). In recent decades, many researchers have studied the impact of these signals on hydroclimatic data in different areas (Wallace 2000 , Turkes and Elart 2003 , Seleshi and Zanke 2004 , Grantz et al. 2005 , Cañón et al. 2007 , Kumar et al. 2007 , Abtew et al. 2009 , Kalra and Ahmad 2009 , Fallah-Ghalhary et al. 2010 , Gámiz-Fortis et al. 2010 , Berg et al. 2013 , Kalra et al. 2013 . Trafalis et al. (2002) used linear regression models and feedforward artificial neural networks (ANNs) for precipitation forecasting and the result showed that the performance of ANNs was more accurate than the linear regression. Valverde Ramírez et al. (2005) demonstrated that the ANN was superior to linear regression in rainfall forecasting. Chattopadhyay (2007) also indicated that the feedforward ANN model has lower errors than multiple linear regression (MLR) in predicting average summer monsoon rainfall over India. Dahamsheh and Aksoy (2009) suggested that the ANNs were slightly better than MLR in forecasting the monthly total precipitation of arid regions. Azadi and Sepaskhah (2012) concluded that neural networks did not significantly increase prediction accuracy compared with the multiple regression model. Dastorani et al. (2010) indicated that the potential of ANN for dryland precipitation forecasting is almost the same as that of adaptive neuro-fuzzy inference system (ANFIS) model. Some researchers, such as Fallah-Ghalhary et al. (2010) for rainfall forecasting using large-scale synoptic patterns, El-Shafie et al. (2011) in rainfall forecasting, Sanikhani and Kisi (2012) in the estimation of monthly streamflows, and Jeong et al. (2012) for monthly precipitation forecasting using climatological and hydrological monthly data, have suggested that the ANFIS model can predict precipitation with reasonable accuracy. The main objective of this study was to assess the performance of MLR, multi-layer perceptron (MLP) networks and ANFIS to forecast seasonal precipitation based on different large-scale climate signals.
Methodology

Study area and dataset
The Maharlu-Bakhtegan catchment, having an area of 31 000 km 2 , is located at 29°00'-31°14'N and 51°42'-54°31'W ( Fig. 1) , in the southwest of Iran. This catchment is one of the most fertile agricultural areas of Iran. It includes the three sub-domains of Kaftar, Bakhtegan and Maharlu lakes. The Kor is the most important river in the region. The amount of precipitation in this catchment is variable, between 200 mm in the southeast and 700 mm in the northwest, and mainly occurs in winter and spring.
The maximum elevation of the Maharlou-Bakhtegan catchment is in the northwest (3941 m a.s.l.) in the Sefid mountains, while the minimum elevation is in the southwest (1455 m a.s.l.) at Maharlou Lake.
Since water resources management is necessary in arid regions such as Iran, the water resources managers are interested in long-term forecasts. However, precipitation data with a short time interval, such as daily precipitation, have been mostly used in limited studies (Kim et al. 2008) . So, this study has focused on the seasonal standardized precipitation index (SPI) and climate signals. Precipitation data (from January 1967 to December 2009) were collected from four meteorological stations, Shiraz, Dashtbal, Ali Abad and Dehkadeh Shahid (Fig. 1) . Then, the seasonal SPI was calculated. The average annual precipitation over the catchment is 360 mm. Meanwhile, climate index data were obtained from the US National Oceanic and Atmospheric Administration website (http://www.esrl.noaa.gov/psd/data/climateindices/list/).
Principal component analysis (PCA)
The PCA method is an unsupervised nonparametric multivariate statistical technique (Faria et al. 2007 , Ringnér 2008 ) that is applied to reduce the dimensionality of a dataset by transforming it into a new set of variables (Jolliffe et al. 1980) . In the PCA method, the variables are placed in components, so that the percentage of the variance will decrease from one variable to the next. Therefore, variables included in the first component are the most important. In the PCA method, the number of principal components is less than or equal to the number of original variables and is sensitive to the relative range of the original variables. To produce a reliable result in PCA, large enough sample sizes are required. To detect sampling adequacy the Kaiser-Meyer-Olkin (KMO) (Kaiser 1970 (Kaiser , 1974 measure was used, which varies between 0 and 1, where values closer to 1 are better; a value of 0.6 is a suggested as a minimum. In this study, the most effective large-scale climate signals were determined using the PCA method.
Cross-correlation
Cross-correlation analysis is a standard method for determining the degree of correlation between two variables. Suppose that we have two series x i and y i , where i = 0, 1, 2, . . ., N − 1, and x and y are the average amounts of the x i and y i time intervals. The cross-correlation (CC) at delay d is defined as:
If this equation is clarified for all time delays, d = 0, ±1, ±2, . . ., N − 1, then we have the maximum correlation in one step of the delays. By considering the condition in this equation, these points were not in the focus i < 0 and i ≥ N, so the value of the cross-correlation coefficient will always be À1 CC þ1. In this study we used cross-correlation to determine the correlation between the most effective climate signals and SPI time series at various time lags. Karabork et al. (2005) applied cross-correlation analyses to demonstrate the teleconnections between climatic variables and climatic indices (North Atlantic Oscillation, NAO, and Southern Oscillation, SO).
Multiple linear regression (MLR)
The MLR approach predicts values of a dependent variable Y when independent variables (X 1 , X 2 , . . ., X n ) are given (Quraishi and Mouazen 2013) . In this study, stepwise MLR was used to predict SPI time series using significant climate indices in the cross-correlation. The MLR equation takes the following form:
where y is the dependent variable, a is the constant value or intercept of the regression line and Y axis, b i is the amount the response variable Y changes by the independent variables X i : X 1 , X 2 , . . ., X n . According to this approach, 80% of the data were considered in making the regression equation. Then the variance inflation factor (VIF) was calculated for determining the multicollinearities, as follows:
where r 2 i is the multiple determination coefficient obtained from X i regression on the K − 1 independent variables residual. If VIF = 1, no intercorrelation exists between the independent variables; if VIF stays within the range 1-5, the corresponding model is acceptable; if VIF > 10, the corresponding model is unstable (Famini et al. 1992) . Finally, the regression equation was tested with the remaining 20% of the data.
Adaptive neuro-fuzzy inference system (ANFIS)
The ANFIS model is a multi-layer feedforward network using ANN learning algorithms and fuzzy reasoning to characterize an input space to an output space (Firat and Güngör 2007) .
This system was introduced by Jang (1993) and the main point in designing a neuro-fuzzy system is the selection of a suitable fuzzy inference system (FIS). The basic structure of ANFIS is based on the Sugeno method of FIS, proposed by Takagi and Sugeno (1985) . For the first-order Sugeno FIS, a set of rules consisting of two if-then rules is available:
Rule 1: If x is equal to A 1 and y is equal to B 1 , then p 1 x + q 1 y + r 1 = f 1 Rule 2: If x is equal to A 2 and y is equal to B 2 , then p 2 x + q 2 y + r 2 = f 2 In these rules, A 1 , A 2 , B 1 and B 2 are membership functions for x and y inputs and p 1 , q 1 , r 1 , p 2 , q 2 and r 2 are output function parameters (Kisi and Shiri 2011) .
In the ANFIS model, grid partition (Jang and Sun 1995) and subtractive fuzzy clustering (Chiu 1994) are the most widespread methods that have been proposed to establish the rules. Grid partition is a suitable method for a few input variables, but when there are many input variables we need to consider membership functions for each of them; we cannot use this method because the number of rules will be prohibitive. Calculation of the parameters of the grid partition method with many input variables is very difficult. Therefore, in the present study, subtractive fuzzy clustering was used to establish the rulebased relationship between the input and output variables (Farokhnia et al. 2011) . In this study, a hybrid learning algorithm was used for estimating membership function parameters. The hybrid optimization method is a combination of leastsquares and the back-propagation gradient descent method (Rumelhart et al. 1986 ). The number of membership functions was determined by trial and error, and a Gaussian function was used as the optimal membership function (based on trial and error) whose output can be calculated as follows:
where {c i and σ i } are set parameters and the maximum will be 1 and minimum zero (Jang 1993) . Figure 2 shows the structure of the ANFIS model, where x and y are ANFIS model inputs; A 1 , A 2 , B 1 and B 2 are fuzzy subsets; Π is layer 2 fixed nodes; w i is the weight of a given fuzzy rule f i ; N is layer 3 fixed nodes; w i is normalized weight; f i is the fuzzy rule; and f is the final output of the ANFIS model (Kurtulus and Razack 2010).
Multi-layer perceptron (MLP) network
Neural networks are simplified versions of the human brain and consist of input, hidden and output layers (Günaydın 2009 ). The objective of the neural network is to transform the inputs into meaningful outputs. Multi-layer perceptron (MLP) is the most common neural network model. Figure 3 shows a MLP network where layers are connected by joints with different weights. The neurons are arranged in different layers; in each layer the nodes receive inputs only from the nodes in the preceding layer and pass their outputs only to the nodes of the next layer (Tomassetti et al. 2009 ). Kim and Valdés (2003) indicated that MLP is capable of simulating 90% of the processes associated with climate. The Levenberg-Marquardt algorithm is the fastest method implemented in MATLAB that has high performance for neural Figure 2 . Architecture of an ANFIS model. network training (Huang et al. 2006) . Therefore, in this study, the Levenberg-Marquardt (LM) method was used as the training algorithm in the MLP to obtain the weight of the network, and the Logsig and Purelin transfer functions were applied to the hidden layer and output layer. The number of hidden neurons was determined by trial and error.
The input data for ANFIS and MLP were divided into training, validation and testing sets in the proportions 70, 15 and 15%, respectively. Then the SPI time series was predicted using climate indices up to four seasons ahead. Following the results of Hsu et al. (1995) , the best range for data normalization is 0.05-0.95, as follows:
where, X norm and X are the normalized and the original inputs, and X min and X max are the minimum and maximum of input ranges, respectively. In this paper, the models were evaluated using the root mean square error (RMSE), mean absolute error (MAE) and correlation coefficient (R); these error statistics were calculated using the following formulae:
where N is the number of data points, O i and P i are the observed and predicted values, respectively, O and P are the means of the observed and predicted values, respectively.
Results
PCA results
The Kaiser-Meyer-Olkin (KMO) statistical measure (see Section 2.2) was found to be 0.69 in the present study, so the input variables are suitable for the PCA method (Shrestha and Kazama 2007) . In the PCA method, components that have eigenvalues greater than 1 are selected as the most important components in explaining the variance. The PCA method showed that eight of the 25 principal component axes had eigenvalues greater than 1 and altogether accounted for 81% of the total variance. Eight components were selected based on the best factor loading (% of the variation) after the varimax rotation. Therefore, the AMO, AMM, BEST, NINO3.4, NINO4, NTA, SOI and TNA indices were selected as the most effective climate signals with factor loading of 0.904, 0.826, 0.952, 0.918, 0.855, 0.908, -0.849 and 0.927, respectively.
Cross-correlation and MLR prediction results
The results of cross-correlation revealed that AMO, AMM, NTA, SOI and TNA indices have a negative relationship with SPI, while BEST, NINO3.4 and NINO4 have a positive relationship with SPI time series. Among these indices, correlation of the AMO, NINO3.4, NINO4, NTA and TNA with SPI time series is significant at the 5% level of confidence (all of the meaningful indices are related with SPI at different lag-times (Table 1) but not simultaneously). The goal of the cross-correlation function (CCF) is to determine the best time lag for independent variables that have the most influence on the dependent variable (Sigaroodi et al. 2014) . So, we considered a MLR equation by using these significant climate indices at different lag times. Stepwise MLR was applied on the training set to develop a linear model. According to the analysis of variance, the F ratio (ratio of the mean square regression to the mean square residual) was equal to 8.301, with a P value of 0.005. The P value (0.005) reflects that our observed F ratio is greater than the F critical value (P value for the regression effect is less than 0.01). Therefore, the regression effect is greater than zero and at least one of the predictors accurately forecasts precipitation. The results for the MLR analysis are shown in Table 2 . The indices NINO3.4, NINO4, NTA, TNA and regression constant were excluded from the MLR equation, because a significant number of these indices are less than 0.05, whereas the AMO signal is greater than 0.05. So the MLR equation can be presented with only the AMO signal. Beta is the standard regression coefficient, which helps to clarify the effect of independent variables in the deviations of dependent variables (Beta for the AMO signal is equal to -0.243). Therefore, the MLR equation could be presented in the following form:
If the VIF value for the AMO signal is equal to one, that indicates no intercorrelation exists. The histogram and normal P-P plot were used to ensure the normality of regression residuals. After establishing the MLR equation, its performance was checked with the remaining 20% of the data. Values of RMSE, MAE and R obtained for training data equal 0.931, 0.723 and 0.242, respectively while for testing data they are 0.993, 0.792 and 0.180, respectively.
Results of MLP and ANFIS models
Since the effect of climate signals on precipitation in different areas is not simultaneous and usually depends on the remoteness of the origin of the climate signals, we tested various input combinations from t to (t − 4) in the MLP and ANFIS models, and prediction intervals were performed simultaneously and up to four seasons ahead. Table 3 shows the structure of input, corresponding output and prediction of MLP and ANFIS models up to four seasons ahead.
The performance of MLP and ANFIS models using three global statistics (RMSE, MAE and correlation coefficient, R) is shown in Table 4 , together with optimal number of membership functions and hidden nodes. The ANFIS model has the best accuracy (RMSE = 1.02, MAE = 0.78) for the 4-stepsahead forecasting, while the MLP shows the best performance (RMSE = 0.86, MAE = 0.74) for the 1-step-ahead SPI forecasting. Table 4 clearly indicates that in the training stage the ANFIS models have much better accuracy than the MLP models. In the validation and testing stages, however, the MLP models perform better than the ANFIS models. The SPI RMSE prediction accuracies in the test stage were increased by MLP to 37, 22, 26, 18 and 3% for the t, t + 1, t + 2, t + 3 and t + 4 step ahead forecasts, respectively.
Comparison of MLR, MLP and ANFIS models
Comparison of MLR, MLP and ANFIS models by RMSE and R statistics is presented in Figure 4 , which clearly shows that the MLP network has lower RMSE and higher coefficient of correlation than the ANFIS and MLR models in all forecasting intervals. The MLR model is only able to provide forecasts for four seasons ahead due to the fact that the MLR relationship (equation (9)) was constructed with the AMO signal that is Table 3 . Structure of input, output and prediction of MLP and ANFIS models. significant with an SPI time series at the 5% level of confidence in the 4-seasons-ahead forecast (t + 4). Also, the best performance of the ANFIS model is in the (t + 4) forecast (RMSE = 1.02, MAE = 0.78 and R = 0.3). From the results of Table 4 and Fig. 4 (a) and (b), it can also be seen that the best performance of MLP occurred in the 1-season-ahead forecast (t + 1) (RMSE = 0.86, MAE = 0.74 and R = 0.52).
Inputs Outputs Predictions
Figures 5-7 show the best performance of the MLR, ANFIS and MLP forecasts, respectively, compared with the observations. Figure 5 clearly shows low performance of MLR to predict the SPI fluctuations, whereas ANFIS and MLP performances are satisfactory (Figs 5 and 6 ). So, it seems that forecasting of SPI with climate signals using the nonlinear methods is more efficient. Zientek et al. (2008) , it was noted that Beta weights in MLR are highly dependent on the variable importance. The VIF value for the AMO signal is equal to 1. This means that no intercorrelation exists between the independent variables. Thus, the model could be considered as an optimal regression equation. This equation was constructed with signals from four previous seasons (because cross-correlation showed that the AMO index had a significant relationship with SPI time series for four steps ahead) to predict 4-season ahead SPI. Performance evaluation indicated that the MLP network and ANFIS model gave better results than the MLR (Figs 4-7) . This is in agreement with the results of Trafalis et al. This study indicated that the regression model cannot predict the standard deviation or fluctuations of observational data (Fig. 5) . So, MLR is not capable of forecasting wet years and droughts. Azadi and Sepaskhah (2012) suggested that neural networks did not significantly increase prediction accuracy compared with MLR. Dastorani et al. (2010) concluded that the potential of ANN in dry land precipitation forecasting is almost same as with the ANFIS model. In the present study, error parameters in Table 4 and Figure 4 indicate that the MLP models were found to be better than the ANFIS models in predicting SPI time series, which is in agreement with the results of Abyaneh et al. (2011) . The main reason is the fact that the ANFIS models use a gradient descent algorithm for calculating the membership function parameters, while the MLP networks use the Levenberg-Marquardt method, which is more powerful and faster than the gradient descent algorithm. Also, the ANFIS model can overlearn during training, resulting in reduced performance during testing.
It seems the relationship between precipitation and climate signals is nonlinear. Thus, a linear method is only able to provide prediction for four seasons ahead, which does not mean good performance. In contrast, the cross-correlation analysis resulted in meaningful correlation coefficients between SPI and climate signals in some cases, but values were not high (i.e. from -0.184 to 0.202) (Table 1) . Therefore, the nonlinear relationship between precipitation and climate signals can be considered the reason for the superiority of MLP and ANFIS over MLR.
Conclusion
This paper compares several modelling techniques for predicting seasonal SPI from climate signal datasets and describes an approach based on PCA and cross-correlation. In this study, all the climatic indices were used for precipitation forecasting, whereas previous literature did not consider all signals as inputs. The combination of optimal input data to construct a reliable model was determined by using the PCA method. The cross-correlation analysis was used to investigate the relationship between SPI and climate indices for the construction of a stepwise MLR equation. The prediction results showed that the MLP network and ANFIS models performed better than the MLR model. The ANFIS model results were found to be more reliable than those of the MLP model in the training period, but the MLP model showed better accuracy in both validation and testing periods. Thus, it can be concluded that the MLP model is the most suitable model for the studied area.
Uncertainty is one of the most important issues in dealing with weather data that can influence a model's performance. Although the MLP network had better performance than the ANFIS model, the ANFIS model, due to its fuzzy logic ability, is able to reduce and manage the uncertainty. Therefore, it is necessary to consider the ANFIS model in future studies. For this reason, and because determination of the model structure and input is important in achieving reliable outputs, it is recommended to find the optimum combination and length of data using some other nonlinear methods such as genetic algorithm (GA), gamma test and particle swarm optimization (PSO) in order to improve the prediction accuracy. Many researchers use mathematical models to forecast climate processes, but little has been done to compare the models. It is hoped that this research could be a useful source of important information for other modellers.
