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2. Problem Definition Abstract. This contribution addresses the problem of 
additive noise reduction in speech picked up by a micro-
phone in a noisy environment. Two systems belonging to 
the family of coherence-based noise cancellers are pre-
sented. Suggested systems have the modular structure 
using 2 or 4 microphones and suppress non-stationary 
noises in the range of 4 to 17 dB depending on the chosen 
structure and noise characteristics. The common proper-
ties are acceptable noise suppression, low speech distor-
tion and residual noise. 
Let us take speech s[n] contaminated by an additive 
noise n[n] to get noisy speech  
].[][][ nnnsnx +=  (1) 
or in the spectral domain 
.)()()( fNfSfX +=  (2)   
When speech and noise are uncorrelated then spectral den-
sity of noisy speech x[n] has the form 
,)()()( fPfPssfP NNXX +=  (3) Keywords 
where PSS(f), and PNN(f) are spectral densities (PSD) of 
speech and noise, respectively. Noise reduction, speech enhancement, coherence function, non-stationary noises, spectral subtraction. 
The aim is to get the estimation of speech (enhanced 
speech)  or its spectrum . This problem is known 
as noise reduction or speech enhancement. Now, two basic 
principles used in speech enhancement methods will be 
given. 
][ˆns )(ˆ fS
1. Introduction 
The problem of noise reduction or speech enhance-
ment can be found in various applications of speech proc-
essing. Especially, speech recognizers working in adverse 
conditions or speech pre-processing for hearing impaired 
often include subsystems insuring noise robustness. 
2.1 Two Basic Principles of Noise Reduction 
As mentioned before, there are many techniques for 
noise reduction. These techniques use two basic principles 
for noise attenuation. 
Several techniques have already been developed to 
solve the problems of noise reduction and speech en-
hancement. These techniques may be divided into one- and 
multi-microphone systems. Each technique is applicable 
for certain types of noise environments such as reverbera-
tions in an office, noises in a car cab, and so on. But almost 
all techniques use two basic principles for noise attenua-
tion: a subtraction of an estimated noise floor or filtering 
an input signal. 
A. Spectral subtraction 
The very simple and common principle is spectral 
subtraction and its modifications. The main idea of spectral 
subtraction is to subtract the estimation of a background 
noise spectral density  from the instantaneous input 
spectrum according to 
)(ˆ fPNN
This work deals with noise reduction techniques us-
ing the coherence function that have been proposed in the 
last few years. These techniques are analyzed and experi-
mentally compared with the aim of further modification 
and combination to increase their robustness. As a result, 
modified techniques are proposed as pre-processing sys-
tems for cellular phones in a running car. 
)(ˆ|)(|)(~ fPfXfX NNa −= . (4) 
Discussion: 
1. The phase needed for the enhanced speech 
reconstruction  is taken from the input signal spectrum 
X(f). Then 
][ˆns
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)))(arg(exp()(~)(~ fXjfXfX a=   (5) ),()()(~ iii fGfXfX =  (8) 
2. Spectral density P  is estimated in pauses 
when speech is absent. Thus a reliable voice activity 
detector (VAD) is required. The difference between an 
instantaneous noise spectrum N(f). and its long-term 
estimation  introduces errors known as residual 
noises. The more non-stationary background noise the 
more the stronger residual noises appear.  
)(ˆ fNN
)(ˆ fPNN
where fi is the center frequency of the i-th frequency band 
and G(fi) are known as spectral gains forming usually a real 
transfer function using the Wiener or matched filter. 
Comparison of both principles: 
• Wiener or matched filtration does not require PSD 
rectification (eq. (6) or (7)) but residual noises and 
speech distortion are still present and comparable 
with the distortion caused by spectral subtraction.  3. The PSD )(~ faX must be non-negative thus two 
types of realization of eq. (4) are used 
• half-way rectification (HWR) 
)0),(ˆ|)(max(|)(~ fPfXfX NNa −= , (6) 
• Spectral subtraction is a highly non-linear process due 
to rectification. Filtration is a purely linear process 
and therefore some additional objective measures 
evaluating speech distortion and noise attenuation can 
be used. These measures give additional information 
about system performance (see section 5). • half-way rectification (HWR) 
|))(ˆ|)(|(|)(~ fPfXfX NNa −= . (7) 
2.2 Multi-Microphone Systems 
for Noise Reduction Both procedures cause speech distortion. Therefore the first proposed spectral subtraction method [1] has been 
modified by many authors as in [1], and [2] to reduce this 
distortion. Despite these efforts, this technique has its own 
sizeable residual noise that is called a musical or residual 
noise. Modifications of spectral subtraction try to reduce 
the speech distortion and residual noises using some sort of 
temporal or ensemble averaging of an input signal or en-
hanced speech. As shown in [3] the addition of noise to 
speech causes increasing the mean and variance of spec-
trum X(f). The spectral subtraction performed according to 
equations (4) and (5) recovers the original mean of clean 
speech leaving the variance unchanged. That means the 
background noise spectrum is suppressed but residual 
noises can be heard in the enhanced speech. If some sort of 
averaging is applied to enhanced speech, e.g. [4], [5], [6] 
residual noises can be attenuated at the expense of further 
speech distortion. Therefore one aim of this contribution is 
to use a proper procedure attenuating residual noises and at 
the same time decreasing the speech distortion caused by 
applying eq. (6) or (7), and a temporal or ensemble averag-
ing of enhanced speech. We suggest also not to apply the 
frequently used noise floor masking residual noises [6], [7] 
because this approach decreases the final noise reduction. 
The principles described are used in both one- or 
multi-microphone systems. Multi-microphone schemes use 
these principles in various modifications and represent 
robust techniques for noise reduction. In this case the spa-
tial information can be used to control a directivity pattern 
and thus to increase the efficiency of the whole system. 
Studies for fixed directivity pattern or the adaptive direc-
tivity pattern can be found e.g. in [8], [9], or [11]. More 
inputs enable use of the coherence function between two 
input signals x1[n] and x2[n] defined by [12] 
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where  is the cross power spectral density of input 
signals x
)(
21
fP XX
1[n] and x2[n]. The magnitude of the coherence 
function is equal to one for fully correlated signals and 
zero for uncorrelated signals. A speech signal is more cor-
related than noises in a car cabin thus the coherence fun-
ction can be used as the sensitive measure for the discrimi-
nation between speech and noise or between coherent and 
diffusive noises. The use of this function does not require 
any compensation of a time delay between x1[n] and x2[n]. 
It can be concluded that the spectral subtraction prin-
ciple requires a reliable noise estimation procedure and 
VAD. Therefore a lot of effort has been spent on the de-
velopment of these two parts. 
Having the described advantages of the coherence 
function in our mind we have focused on systems using 
these functions, e.g. [13], [14], [15]. These systems are 
very robust and they are able to suppress diffusive as well 
as coherent noises effectively with a small number of mi-
crophones. In order to optimize these systems it is advanta-
geous to use a modular structure in which all parts of the 
system are well separated. The suggested solution using 
two or four microphones will be described in the following 
sections. 
B. Wiener or matched filtration 
Another principle used is Wiener filtration or more 
generally matched filtration. These approaches decompose 
an input signal into non-overlapping frequency bands and 
attenuate the bands containing strong noises according to 
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3. Suggested Solution of Using  
Two-Microphone Systems 
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To insure a high level of modularity it is advanta-
geous to use a general structure of multi-microphone sys-
tems depicted in Fig. 1: 
• The first part contains at least 2 microphones fol-
lowed by A/D converters, an orthogonal transforma-
tion converting the signal to the frequency domain, a 
voice activity detector (VAD), and a time delay com-
pensation block. This part ensures the proper direc-
tivity pattern of the system but it is not solved in this 
contribution. 
Fig. 2 Simplified two-microphone noise reduction system 
3.1 Noise Estimation Methods 
• The second part performs background noise estima-
tion . In the case of the two-microphone 
method, the best results can be obtained by using co-
herence-based estimators. This part is analyzed in this 
contribution. 
)(ˆ fPNN
As pointed out above the estimation of background 
noise is the key of all noise reduction systems. This contri-
bution is focused on coherence-based estimators requiring 
at least two microphones and ensuring a high level of ro-
bustness. In real environments there are typically two types 
of background noise. Schematically, a diffusive noise is 
typical for large rooms with reverberations while a coher-
ence noise is present in small rooms or a car cabin. A typi-
cal coherent noise is the engine noise in a car interior. 
Unfortunately, there is no coherence-based algorithm ena-
bling the estimate of both types of noise simultaneously. 
One possible solution is to use a filter for noise reduction 
switching between the Wiener filter (for diffusive noises) 
and a coherence filter (for coherence noise) [15]. The solu-
tion used here is to switch between two algorithms for the 
noise spectrum estimation while using one Wiener filter for 
noise reduction. Both algorithms for the noise spectrum 
estimation will be described in the following section. 
• The third part cancels the noise from the input signal. 
This part can be implemented using various methods. 
This paper describes only three methods: spectral 
subtraction as the simplest one, and the adaptive Wie-
ner filter updated by Ephraim-Malah [18] and Akbari-
Azirani [19] approaches as the standard methods. 
While the Ephraim-Malah approach leads to a very 
efficient and robust method, the Akbari-Azirani algo-
rithm represents a simpler but computationally more 
efficient version of Ephraim-Malah method. 
The fourth part is responsible for the attenuation of 
residual noises arising from errors in the background noise 
estimation. 
3.1.1 Estimation of the Diffusive Noise 
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One possible approach is the Dörbecker coherence-
based estimator [16] 
,)(ˆ)(ˆ)(ˆ)(ˆ
212211
fPfPfPfP XXXXXXNN −=  (10) 
Fig. 1. General structure of a multi-microphone noise reduction 
system 
where , and  are power spectral 
densities and cross power spectral density, respectively. 
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Originating from the structure due to M. Dörbecker [16] 
we focus on the simplified structure shown in Fig. 2. This 
structure represents the second part of the noise reduction 
system from Fig. 1 for the case when two microphones are 
used. The system has four independent parts. Thus the 
almost arbitrary combination of algorithms for the blocks 
Noise Estimation, Noise Reduction, and Post-filtering can 
be analyzed and the used algorithms can be optimized 
almost independently. At the same time this structure can 
be easily generalized to a structure with four-microphones 
(see next section). 
The estimation of spectral densities  for k)(ˆ fPXiXj
th 
segment is based on a first-order IIR filter 
,  (11) )()()1()1,(ˆ),(ˆ * fXfXkfPkfP jijXXjXX ii ββ −+−=
where β is a forgetting factor and i,j = 1,2.. 
Algorithm conditions summary: These estimates are 
valid if signals s1[n] and s2[n] are correlated while noises 
n1[n] and n2[n] are mutually uncorrelated and uncorrelated 
with signals si[n]. 
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3.1.2 Estimation of the Coherent 
Noise Spectrum 
Another noise estimation method was proposed by 
Simmer [12]. This method estimates a background noise 
using an addition and subtraction of two input signals de-
fined as follows: a signal Y+(f) is the addition of two input 
signals X1(f) and X2(f) while a residual signal Y-(f) as the 
subtraction of these two input signals.  
The PSD of a noise contained in the signal Y+(f) may 
be expressed by the transformation of the PSD of the re-
sidual signal [17] 
)()()(ˆ fPfHfP YYNN −−= . (12) 
The transfer function H(f) is given by 
( ) ( ){ }( ){ }fC fCfH XX XX 21 211
1
ℜ−
ℜ+=  , (13) 
where  denotes the real part of the coherence 
function C  between both input signals. 
{ )(
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fC XXℜ
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}
The estimation of the short-time coherence function is 
obtained by the PSDs and cross-PSDs of the input signals 
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where k is a segment index. The PSDs P , , 
and  can be estimated using equation (11). 
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Fig. 3. Two-microphone coherence-noise reduction system 
creating Pre-filter Block from Fig. 2 
Algorithm conditions assumption: These estimations are 
valid under the assumptions that the input speech signals 
are correlated, the PSDs of the noises are equal, and the 
estimation  is performed in pauses when no speech 
is present in the input signal. Thus this technique needs a 
VAD. On the other hand, it doesn’t require the time sta-
tionarity of the noise but only the spatial stationarity of the 
noises.  
)(ˆ fPNN
The choice of VAD depends on the application. One-
microphone VADs can be used for higher signal-to noise 
ratio (SNR). These VADs are simple and give relatively 
precise detection of speech activity intervals. When the 
SNR is low (below 0 dB) it is necessary to use two-micro-
phone VADs often using the coherence function. If a co-
herence-based VAD and a coherence–based noise estima-
tion procedure are used then it is possible to save compu-
tational costs. The coherence-based VADs are more robust 
than one-microphone VADs although the localization of 
speech activity segments is not as precise for coherence-
based VADs than for one-microphone VADs [20], [21]. 
The whole structure for the reduction of coherent 
noises is depicted in Fig. 3. The block Noise Reduction is 
realized using later described noise reduction algorithms. 
3.2 Used Noise Reduction Algorithms 
The heart of noise reduction systems is the noise re-
duction algorithm. Many various sorts of these algorithms 
have been published. This contribution, as stated before, is 
focused on spectral subtraction as the simplest method, the 
Ephraim-Malah algorithm as the standard one and its effi-
cient implementation known as the Akbari-Azirani algo-
rithm. A short description of the chosen algorithms will be 
given now. 
3.2.1 Noise Attenuation 
 by Spectral Subtraction 
Spectral subtraction was analyzed in detail in the pre-
ceding text. Here it can be summarized that it is a method 
for the restoration of the power or the magnitude spectrum 
of a signal observed in additive noise, through the subtrac-
tion of an estimate of the average noise spectrum from the 
noisy signal spectrum. 
Spectral subtraction is very simple therefore it may be 
implemented even for systems without powerful hardware. 
The cost for its simplicity, as mentioned above, is signifi-
cant speech distortion and residual noise caused by rectifi-
cation, random noise variations and VAD errors.  
Spectral subtraction using magnitude spectrum and 
full-wave rectification was used in our system. 
3.2.2 Noise Attenuation by Filtration 
The spectral gain G(f) used in equation (8) is com-
puted by the Ephraim and Malah method [18] called the 
MMSE and by Akbari-Azirani method [19]. 
The MMSE method based on modeling speech and 
noise spectra as statistically independent Gaussian random 
variables is one of the best one-microphone noise suppres-
sion methods. The spectral gain depends on two parame-
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ters: the a priori and a posteriori signal to noise ratio. This 
approach has less musical noise than spectral subtraction 
while significantly suppressing color noises. 
In these both cases the noise reduction is better than 
for the two-microphone method while the number of 
needed operations increases slightly (for details see [11]). 
The Akbari-Azirani method is based on Wiener fil-
tering under uncertainty of signal presence. It can be seen 
as a computationally efficient modification of the MMSE 
method with a comparable noise suppression effect. This 
approach allows easier implementation of noise reduction 
systems using digital signal processors. 
5. Experiments and Results 
5.1 Signal Database 
3.3 Post-Filter Reduction of Residual Noises 
The fourth part (see Fig. 2) of suppressing residual 
noise is performed by the Wiener filter [16] 
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Experiments were performed on the database of real 
speech and noise signals picked up by four microphones in 
various types of quiet or running cars. Two types of a mi-
crophone geometry were used - the symmetric geometry 
with equidistant spaced microphones in line or in a square 
and non-symmetric one (details see [11]). In order to 
evaluate the objective criteria for noise reduction and 
speech distortion clean signals were added to noises. Four 
types of noises were used – stationary and non-stationary 
in spectrum, and stationary and non-stationary in energy. 
Gain K used for the scaling of noise before adding it to 
speech was constant or changing with time. 
where ),(~1 kfX  and ),(
~
2 kfX  are short-time spectra 
generated by the Noise Reduction block. 
5.2 Criteria 4. Generalization to Four-Microphone 
Systems Outputs of the noise reduction systems were evaluated by using following criteria: 
The described two-microphone noise reduction sys-
tem can be improved by extending it to four input micro-
phones. Such a system uses the spatial information in a 
more efficient way and therefore has better performance. 
The way to use this information depends on the geometry 
of the microphone array and on the combination of the 
basic building blocks of the system. One possible approach 
is to create all possible pairs of input signals and to filter 
them through Pre-filter Blocks from Fig. 2. Output signals 
from these blocks can be then averaged. This operation 
suppresses residual noise, and at the same time, enlarges 
the level of noise reduction. When input signals are syn-
chronized then the speech distortion caused by this 
averaging is negligible. This approach is efficient when 
noise in all microphones is uncorrelated.  
A. Signal-to-noise ratio enhancement SNRE 
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where N is number of samples in a segment, s[k] and n[k] 
are speech and noise, x[k] is the speech signal disturbed by 
an additive noise, s  is an output speech signal enhanced 
by a noise reduction system. The second term on the right 
hand of equation (16) is the signal-to-noise ratio. 
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The suggested modification increases the required 
number of operations by about one half of the number of 
all possible signal pairs. But the computational costs can be 
decreased by the proper selection of the signal pairs which 
contribute to the final noise reduction is the most impor-
tant. One factor for choosing which pairs should be left out 
is the geometry of a used microphone array. Analyses and 
simulations showed that in the case of 
Fig. 4. The diagram for derivation of the SNR and SNRE criteria 
SNRE measures the efficiency of a speech enhance-
ment system but its correlation with the subjective evalua-
tion of a listener is low. 
B. Segmental SNRE 
• non-symmetric geometry: the microphone closest to a 
speaker serves as a reference microphone and it must 
be used in all signal combinations 
∑
=
=
M
i
iSNRE
M
SSNRE
1
][1 , (17) 
where M is the number of segments, SNRE[i] is SNRE for 
the ith segment. SNRE shows better correlation with sub-
jective hearing. 
• symmetrical microphone array: it is possible to use 
arbitrary one half of all possible combinations.  
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Other used criteria as the speech distortion (SD), and 
the noise reduction (NR) and their segmental versions 
(SegSD or SegNR) require the noise reduction system to be 
the linear system. In this case the weights WF of the adap-
tive system (master) can be copied into two slave systems 
with the inputs s[k] and n[k] (see Fig. 5). Then we assess 
the quality of the speech enhancement system in terms of 
the distortion of the speech signal and noise reduction by 
passing the clean speech signal and the noise through the 
adaptive filters with coefficients WF (slave systems in Fig. 
5). Using enhanced speech s , distorted speech ~s  and 
reduced noise ~n  we can estimate the speech distortion 
and noise reduction according to equations (18) to (21) as 
follows. 
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C. Speech distortion SD 
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D. Noise reduction NR 
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Fig. 6. SSNRE of selected structures for stationary noise 
Abbreviations of the structures are created by the 
following rules. “DO” and “SI” stand for the Dörbecker 
and Simmer noise estimation methods. “SO”, “EP”, and 
“AK” stand for Spectral Subtraction, MMSE, and Akbari 
noise reduction methods. The numbers 2 and 4 equal the 
number of microphones. “P1” and “P0” determine 
whether a system includes Post-filter block or not. “A1” 
and “A0” determine whether outputs are averaged or not. 
For example, the first column (DOSO, 2P0A0) shows the 
SSNRE value of the two-microphone Dörbecker structure 
with Spectral Subtraction, without Post-filter block, and 
without averaging. 
where ][~ ks  and ][~ kn  are clean speech signal or noise, 
respectively, filtered by the adaptive slave filters with 
coefficients WF . 
E. Segmental SegSD or SegNR 
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Fig. 7. Speech Distortion of speech enhancement structures 
Abbreviations of the structures are described in Fig. 6. 
where M is the number of segments, SD[i], NR[i] are the 
SD, NR of the ith segment, respectively. 
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Fig. 8. Noise Reduction of speech enhancement structures 
Abbreviations of the structures are described in Fig. 6. 
5.3 Results 
Typical results for stationary noise are shown in Fig. 
6, 7, and 8. Results for non-stationary noise were similar. 
SegSD and SegNR cannot be evaluated for structures with 
Fig. 5. The structure for the generation of the signals required by 
the NR and SD criteria 
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spectral subtraction since it is not linear. By comparing the 
obtained results the following conclusions can be made: 
• Structures with the Simmer noise estimation method 
(sec. 3.1.2) have better SSNRE values than the struc-
ture with the Dörbecker noise estimation method (sec. 
3.1.1). 
• The spectral subtraction method distorts spectral char-
acteristics of the speech signal, thus the averaging of 
output signals has an important influence. Four-mi-
crophone structures with averaging have much better 
SSNRE values than two-microphone structures. A 
four-microphone with the Dörbecker noise estimation 
method gains about 4.3 dB against the two-micro-
phone structure. A four-microphone structure with the 
Simmer noise estimation method has a roughly 3.3 dB 
better SNRE value than a two-microphone structure.  
• Structures with the Ephraim-Malah method and 
Akbari-Arizani noise reduction methods (sec. 3.2.2) 
have comparable SSNRE values and prove much 
better than the spectral subtraction method. Four-mi-
crophone structures with these noise reduction 
methods behave 1-2 dB better than two-microphone 
structures. Two-microphone structures with the 
Simmer noise estimation method and the 
Aphraim-Malah or the Akbari-Arizani methods give a 
better SSNRE value than the four-microphone struc-
ture with Simmer noise estimation method and spec-
tral subtraction. 
• The last rows in Fig. 7 and 8 show that the four-mi-
crophone structure with the Simmer noise estimation 
method using the Akbari-Arizani noise reduction 
method, with a post-filter and averaging of the output 
signal has the lowest speech distortion value and the 
highest noise reduction value. So this structure should 
be also the best structure by the SSNRE criterion and 
is confirmed by the results in Fig. 6. Of course, this is 
the result of this particular example and the specifi-
cally chosen weighting factor in implementing the 
Ephraim and the Akbari noise reduction methods. Our 
informal listening tests showed that the output speech 
signal is perceptually acceptable and noise is almost 
suppressed. 
6. Conclusion 
Robust two- and four-microphone coherence-based 
methods were suggested and verified.  
The typical signal-to-noise ratio enhancement noise 
varies from 4 to 9 dB depending on the type of structure 
and noise reduction algorithm used. Chosen structure and 
algorithms ensure low speech distortion and residual 
noises. 
Computational and memory requirements of the de-
scribed systems are low enough to enable their implemen-
tation on one signal processor TMS320C30 and to ensure 
real-time processing. 
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