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ON THE JUMPING LINES OF BUNDLES OF LOGARITHMIC
VECTOR FIELDS ALONG PLANE CURVES
ALEXANDRU DIMCA AND GABRIEL STICLARU
Abstract. For a reduced curve C : f = 0 in the complex projective plane P2, we
study the set of jumping lines for the rank two vector bundle T 〈C〉 on P2, whose
sections are the logarithmic vector fields along C. We point out the relations of
these jumping lines with the Lefschetz type properties of the Jacobian module of f
and with the Bourbaki ideal of the module of Jacobian syzygies of f . In particular,
when the vector bundle T 〈C〉 is unstable, a line is a jumping line if and only if it
meets the 0-dimensional subscheme defined by this Bourbaki ideal, a result going
back to Schwarzenberger. Other classical general results by Barth, Hartshorne
and Hulek resurface in the study of this special class of rank two vector bundles.
1. Introduction
Let C : f = 0 be a reduced curve of degree d in X = P2, S = C[x, y, z] be
the polynomial ring with the usual grading, and AR(f) be the graded S-module of
Jacobian syzygies of f , see equation (2.1) below. Let EC be the locally free sheaf
on X corresponding to the graded S-module AR(f), and recall that
(1.1) EC = T 〈C〉(−1),
where T 〈C〉 is the sheaf of logarithmic vector fields along C as considered for instance
in [1, 13, 25]. For a line L in X , the pair of integers (dL1 , d
L
2 ) such that d
L
1 ≤ d
L
2 (resp.
without the condition dL1 ≤ d
L
2 ), and such that EC |L ≃ OL(−d
L
1 )⊕OL(−d
L
2 ) is called
the (ordered) splitting type (resp. the unordered splitting type) of EC along L, see
for instance [16, 26]. Unless we say the opposite, in this paper we use the (ordered)
splitting type. For a generic line L0, the corresponding splitting type (d
L0
1 , d
L0
2 ) is
known to be constant, see Theorem 2.3 (2) below. A line L in X is called a jumping
line of order o(L) for EC or, equivalently, for T 〈C〉, if
o(L) := dL
0
1 − d
L
1 > 0,
see for instance [22, Section 5].
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When the graded S-module AR(f) is free (equivalently, when EC splits as a direct
sum of two line bundles on X), which can be considered as the simplest case, then
the corresponding curve is called free, a notion going back to K. Saito [27]. When
the minimal resolution of the graded S-module AR(f) is slightly more complicated,
we get the nearly free curves considered in [1, 2, 14, 25], see Definition 2.1 below for
details. For a free curve C, there are no jumping lines for EC , while for a nearly
free curve C the jumping lines for EC , if they exist, are of order 1 and form a line L
in the dual projective space P(S1), dual to the jumping point P (C) ∈ X associated
to C by S. Marchesi and J. Valle`s in [25]. In this note we study the set of jumping
lines for EC for any reduced plane curve C. As one motivation for this study, note
that when C is a line arrangement A in X , the question whether the combinatorics
of A determines the generic splitting type of the corresponding vector bundle T 〈A〉
is actively considered, see for instance [5, Question 7.12] or the relation to Terao’s
Conjecture on the freeness of line arrangement explained in [1], see also Remark 2.4.
In section 2 we start by recalling some basic notions and results, in particular
Theorem 2.3 which determines completely the generic splitting type (dL01 , d
L0
2 ) in
terms of the minimal degree r = mdr(f) of a Jacobian syzygy and the degree d of
the curve C. The invariant r also decides whether the vector bundle EC is stable:
the stability holds if and only if 2r ≥ d, see [29] or the discussion below in section
2.
In section 3 we study the Hilbert function {k 7→ h1(P2, EC(k))}. Theorem 3.1,
which treats the case EC stable, is similar to, and can be obtained from, a result
by Hartshorne, namely [21, Theorem 7.4]. The other main result, Theorem 3.2,
which shows that when EC is unstable, the behavior of the above Hilbert function
is very different, is in our opinion completely new. In particular, this gives a partial
strong Lefschetz property of the Jacobian module N(f) in the case EC unstable, see
Corollary 3.3.
In section 4 we relate the integer dL1 to some Lefschetz type properties of the
multiplication by an equation αL of the line L, acting on the Jacobian module
N(f), see Proposition 4.1. Then we define and establish the first properties of the
k-th jumping locus Vk(C) of the curve C, which consists of all lines L in X such that
dL1 ≤ k, see Theorem 4.4. The main results in this section are Corollaries 4.5 and
4.6. We note that the claim in Corollary 4.6 (1) fits perfectly well with a general
result of W. Barth about the pure 1-dimensionality of the set of jumping lines of
stable rank 2 bundles with even first Chern class, see Remark 4.7. For stable rank 2
bundles with odd first Chern class, to get a similar result, K. Hulek has introduced
the notion of jumping line of second kind, and his results in [23] lead again to a
partial strong Lefschetz property of the Jacobian module N(f) in the case EC stable,
see Remark 4.7.
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In section 5 we introduce the main new technical tool, namely the Bourbaki ideal
B(C, ρ1) ⊂ S associated to the curve C and to a minimal degree Jacobian syzygy
ρ1 for f , see Theorem 5.1. This allows us to present the vector bundle EC as an
extension of the ideal of a codimension 2 locally complete intersection by a line
bundle. The general construction of this type goes back to Serre [30], and it was
widely used to construct rank 2 vector bundles on Pn for n ≥ 3, see [26, Chapter 1,
section 5] and the many references given there. The new point in our approach is
the very explicit description of the ideal B(C, ρ1). When r ≤ d/2 (resp. r < d/2),
a line L is not a jumping line if (resp. if and only if) it avoids the support of the
subscheme Z(C, ρ1) of P
2 defined by the ideal B(C, ρ1), see Theorem 5.4, Theorem
5.10 and Corollary 5.5. This result generalizes the result of S. Marchesi and J.
Valle`s in [25] concerning nearly free curves, and in fact goes back to Proposition 10
in Schwarzenberger’s paper [28]. When r > d/2, a line L avoiding the support of the
subscheme Z(C, ρ1) may be a jumping line, but it satisfies d
L
1 ≥ d−r−1, see Theorem
5.7, and this lower bound seems to be strict in many cases. The strong dependence
of the ideal B(C, ρ1) and of the scheme Z(C, ρ1) of the choice of the syzygy ρ1 is
illustrated in Example 6.6. This is not a surprize, since Z(C, ρ1) is exactly the zero
locus subscheme of the section of the vector bundle EC(r) associated to the syzygy
ρ1, as explained in Remark 5.2.
We conclude with five examples in section 6. In the first one, we discuss the case
of smooth curves, and point out in particular, that for d = 2d′+1 odd, the geometry
of the jumping locus curve Vd′−1(C) is quite interesting. This is a special case of
Barth’s result in [3, Theorem 2 and Section 7], saying that a rank 2 stable vector
bundle on P2 with even second Chern class is determined by the associated net of
quadrics, having the curve Vd′−1(C) as its discriminant.
The other four examples discuss singular curves, satisfy all dL01 = 2 and hence
V2(C) = P(S1), the set of all lines in P
2. A quintic C such that EC is semistable
is considered in Example 6.2. In Example 6.3, C is again a singular quintic, the
first jumping locus V1(C) is a smooth conic, hence the 1-dimensional irreducible
components of the jumping loci are not necessarily lines, and this is related to
another general result by W. Barth, on the smoothness of some sets of jumping
lines, see Remark 6.4. In Example 6.5, C is a Zariski sextic with 6 cusps on a conic,
the first jumping locus V1(C) is the union of a line L and two points, and hence
it is not pure dimensional. In Example 6.6, C is another singular sextic, the first
jumping locus V1(C) consists of 11 points, and the 0-th jumping locus V0(C) is one
of the points in V1(C). In the last three examples, the corresponding vector bundles
EC are stable, and hence the structure of the jumping loci can be rather subtle even
in the class of stable rank two vector bundles of type EC
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As shown by these examples, the jumping loci Vk(C) for any plane curve C can
be determined explicitly using a Computer Algebra software, in our case we have
used the package SINGULAR, see [6].
The first author thanks AROMATH team at INRIA Sophia-Antipolis for excel-
lent working conditions, and A. Beauville, L. Buse´, B. Mourrain and C. Pauly for
stimulating discussions. We also thank J. Valle`s, who has helped us with the proof
of Theorem 5.10.
2. Preliminaries
For the coordinate ring S = C[x, y, z] and a graded S-module M , let Mk denote
the homogeneous degree k-part ofM and, for an integer m, define the shifted graded
S-moduleM(m) by the conditionM(m)k =Mm+k for any k. For g ∈ S, let gx, gy, gz
denote the partial derivative of g with respect to x, y, z. Then the graded S-module
AR(f) = AR(C) ⊂ S3 of all Jacobian relations for f is defined by
(2.1) AR(f)k := {(a, b, c) ∈ S
3
k | afx + bfy + cfz = 0}.
Its sheafification EC := A˜R(f) is a rank two vector bundle on P
2, see [1, 27, 29]
for details. More precisely, one has EC = T 〈C〉(−1), where T 〈C〉 is the sheaf of
logarithmic vector fields along C as considered for instance in [1, 13, 25]. We set
ar(f)m = dimAR(f)m = dimH
0(P2, EC(m))
for any integer m. We have the following, see [1, 14].
Definition 2.1. (1) A curve C is free if the graded S-module AR(f) is free, say
with a basis ρ1, ρ2. If deg ρi = di (i = 1, 2), the multiset of integers (d1, d2) is called
the exponents of a free curve C.
(2) A curve C is nearly free if the graded S-module AR(f) has a minimal gener-
ator system of syzygies ρ1, ρ2, ρ3, such that the degrees deg ρi satisfy d1 ≤ d2 = d3
and there is a relation
hρ1 + ℓ2ρ2 + ℓ3ρ3 = 0,
for h ∈ S and independent linear forms ℓ2, ℓ3 ∈ S. The multiset (d1, d2) is called
the exponents of a nearly free curve C.
Let mdr(f) := min{k | AR(f)k 6= (0)} be the minimal degree of a Jacobian
syzygy for f . In this paper we assume that mdr(f) ≥ 1, unless otherwise specified.
Let N(f) = Ĵf/Jf , with Jf the Jacobian ideal of f in S, spanned by the partial
derivatives fx, fy, fz of f , and Ĵf the saturation of the ideal Jf with respect to
the maximal ideal m = (x, y, z) in S. The quotient module N(f) coincides with
H0
m
(S/Jf) and is called the Jacobian module of f , or of the plane curve C, see [29].
The quotient M(f) = S/Jf is called the Jacobian algebra of f , and we denote
m(f)k = dimM(f)k
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for any integer k. Let ν(C) = dimN(f)⌊T/2⌋, where T = 3(d− 2) and note that we
have the following, see [10, Theorem 1.2].
Theorem 2.2. Let C : f = 0 be a reduced plane curve of degree d and let r =
mdr(f). Then the following hold.
(1) If r < d/2, then
ν(C) = τmax(d, r)− τ(C),
where τmax(d, r) = (d− 1)
2 − r(d− 1− r).
(2) If r ≥ (d− 2)/2, then
ν(C) =
⌈
3
4
(d− 1)2
⌉
− τ(C).
Here, for any real number u, ⌈u⌉ denotes the round up of u, namely the smallest
integer U such that U ≥ u. It is known that the curve C : f = 0 is free (resp. nearly
free) if and only if ν(C) = 0 (resp. ν(C) = 1), see [9, 12, 14]. Recall the definition
of the global Tjurina number
τ(C) =
∑
p∈C
τ(C, p)
of the curve C, where τ(C, p) is the Tjurina number of the singularity (C, p), and
the fact that τ(C) is the degree of the Jacobian ideal Jf . This numerical invariant
of C occurs in the following formulas for the Chern numbers of the vector bundle
T 〈C〉(k) = EC(k + 1), namely one has
(2.2) c1(T 〈C〉(k)) = 3− d+2k, c2(T 〈C〉(k)) = d
2− (k+3)d+ k2+3k+3− τ(C),
see for instance in [13, Equation (3.2)]. Associated to the vector bundle EC there is
the normalized vector bundle EC , which is the twist of EC such that c1(EC) ∈ {−1, 0}.
More precisely, when d = 2d′ + 1 is odd, then
(2.3) EC = EC(d
′) and c1(EC) = 0, c2(EC) = 3(d
′)2 − τ(C).
When d = 2d′ is even, then one has
(2.4) EC = EC(d
′ − 1) and c1(EC) = −1, c2(EC) = 3(d
′)2 − 3d′ + 1− τ(C).
Recall that the vector bundle EC is stable if and only if EC has no sections, see [26,
Lemma 1.2.5], and in our case this is equivalent to r = mdr(f) ≥ d/2, see also [29,
Proposition 2.4]. Note that for d even, EC is semistable if and only if it is stable,
while for d = 2d′ + 1 odd, EC is semistable if and only if r ≥ d
′. To see this, use
the characterization of semistable rank 2 vector bundles on Pn given by [26, Lemma
1.2.5]. Theorem 2.2 (2) and the formulas (2.3) and (2.4) imply that, for a stable
bundle EC , one has
(2.5) c2(EC) = ν(C).
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The following result was established in [1], see Theorem 1.1, Proposition 3.1 and
Proposition 3.2.
Theorem 2.3. With the above notation, set r = mdr(f). Then the following hold,
where the line L0 is generic and the line L is arbitrary.
(1) dL1 + d
L
2 = d− 1;
(2) dL01 ≥ d
L
1 ;
(3) max(r − ν(C), 0) ≤ dL1 ≤ d
L0
1 = min(r, ⌊(d− 1)/2⌋) and
0 ≤ o(L) ≤ min(r, ν(C)).
(4) (d− 1)2 − dL01 d
L0
2 = τ(C) + ν(C).
Remark 2.4. The above formulas for Chern classes imply that, for two plane curves
C : f = 0 and C ′ : f ′ = 0 with degC = degC ′ and τ(C) = τ(C ′), the associated
bundles EC and EC′ are topologically equivalent, see for instance [26, Section 6.1]. In
particular, this applies to C,C ′ the pair of line arrangements constructed by Ziegler
in [34], such that degC = degC ′ = 9 and τ(C) = τ(C ′) = 42, see [11, Remark 8.4].
Since 5 = mdr(f) < mdr(f ′) = 6, it follows that EC and EC′ are non-isomorphic
stable vector bundles, even though C and C ′ have the same combinatorics. However,
EC and EC′ have the same generic splitting type (d
L0
1 , d
L0
2 ), as follows from Theorem
2.3 (3) above. It seems that no similar example exists involving unstable vector
bundles.
Let αL be the defining equation of the line L in X . Then one has an exact
sequence
0→ OX(−1)
·αL→ OX → OL → 0,
where the first non-trivial morphism is induced by multiplication by the linear form
αL. Let k be an integer and tensor the above exact sequence by the vector bundle
EC(k). We get
0→ EC(k − 1)
·αL→ EC(k)→ EC(k)|L → 0,
with EC(k)|L ≃ OL(k − d
L
1 ) ⊕ OL(k − d
L
2 ), since we assume as in the Introduction
that EC |L ≃ OL(−d
L
1 )⊕OL(−d
L
2 ). Then we have the following.
Proposition 2.5. The long exact sequence of cohomology groups of the short exact
sequence above starts as follows:
0 → AR(f)k−1
·αL→ AR(f)k
piL→ H0(L,OL(k − d
L
1 )⊕OL(k − d
L
2 ))(2.6)
→ N(f)k+d−2
·αL→ N(f)k+d−1 → · · · .
Moreover, for k = −1, the corresponding morphism N(f)d−3
·αL→ N(f)d−2 is injective
and hence dL1 ≥ 0 for any line L.
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Proof. This is exactly as in the proof of [13, Theorem 5.7]. The key point is the
identification
(2.7) H1(X,EC(k)) = N(f)k+d−1,
valid for any integer k, for which we refer to [29, Proposition 2.1]. For the last claim,
note that N(f)d−3 ⊂ Sd−3 and N(f)d−2 ⊂ Sd−2, as the Jacobian ideal is generated
in degree d− 1. 
Finally, recall the following result, saying that the Jacobian module N(f) enjoys
a weak Lefschetz type property, see [12] for this result and [17, 18, 24] for Lefschetz
properties of Artinian algebras.
Theorem 2.6. If L0 : αL0 = 0 is a generic line in X, then the morphism
N(f)s−1
·αL0→ N(f)s,
induced by the multiplication by αL0, is injective for s < ⌈T/2⌉, and surjective for
s ≥ ⌈T/2⌉.
See Corollary 3.3 and the end of Remark 4.7 for partial strong Lefschetz property
of the Jacobian module N(f), the second one coming from a result by K. Hulek.
3. On the Hilbert function of the Jacobian module N(f)
The study of the dimensions h1(X,EC(k)) or, equivalently, in view of (2.7), the
study of the Hilbert function
n(f)k = dimN(f)k
of the Jacobian module N(f), is a central question in the study of rank 2 (stable)
vector bundles on X , see for instance [21, 22]. One has the following result for
the vector bundle EC , in the stable situation, saying that, in the middle range, the
points (j, n(f)j) lie on an upward pointing parabola.
Theorem 3.1. If r = mdr(f) ≥ d/2, then the following hold for
2d− 4− r ≤ j ≤ d− 2 + r.
(1) For d = 2d′ + 1 odd, one has T = 3(d− 2) = 6d′ − 3 and
n(f)j = 3(d
′)2− (j − 3d′ +2)(j − 3d′+ 1)− τ(C) = ν(C)− (j − ⌊T/2⌋)(j − ⌈T/2⌉).
(2) For d = 2d′ even, one has T = 3(d− 2) = 6d′ − 6 and
n(f)j = 3(d
′)2 − 3d′ + 1− (j − 3d′ + 3)2 − τ(C) = ν(C)−
(
j −
T
2
)2
.
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Proof. The equality of the two formulas for n(f)j in both cases follows from the
formulas for ν(C) given in Theorem 2.2 (2). One can derive a proof for the first
equality in (1) above using [21, Theorem 7.4 (a)], case −t − 2 ≤ l ≤ t − 1, and
for the first equality in (2) using [21, Theorem 7.4 (b)], case −t − 1 ≤ l ≤ t − 1.
We present below an alternative proof. First we check both formulas for a smooth
curve CF : fF = 0, where fF = x
d + yd + zd, when N(f) = M(f), and hence
n(f)k = m(f)k for all k. The formulas for these dimensions are given for instance
in [33, Proposition 2.1], see in particular the explicit form for n = 2 given just after
the proof. Consider now the general case, and note that
n(f)j = m(f)j − dim(S/Jˆf)j .
By the definition of the coincidence threshold ct(f), one has m(f)j = m(fF )j for all
j ≤ ct(f), and
ct(f) = d− 2 +mdr′(f) ≥ d− 2 + r,
where mdr′(f) is the minimal degree of a syzygy in AR(f) which is not in the sub-
module KR((f) ⊂ AR(f) generated by the Koszul relations (fy,−fx, 0), (fz, 0,−fx)
and (0, fz,−fy), see [7, Formula (1.3)]. On the other hand, one has
dim(S/Jˆf)j = τ(C)
for j ≥ T−ct(f) = 3(d−2)−(d−2+mdr′(f)) = 2d−4−mdr′(f), see [7, Proposition
2], and hence in particular for j ≥ 2d − 4 − r. This completes the second proof of
Theorem 3.1.

The case of unstable rank 2 vector bundle on X does not seem to have been
considered until now. In this case, and assuming C is not free, we have the following
result, saying that, in the middle range, the points (j, n(f)j) lie on a horizontal line
segment, with a one-unit drop at the extremities.
Theorem 3.2. If r = mdr(f) < d/2 and e is an integer such that 0 ≤ e ≤ 2, then
the following holds
n(f)d+r+e−5 = n(f)2d−r−e−1 = ν(C)−
(e− 2)(e− 3)
2
+ α(C, e),
where α(C, e) ≥ 0. In particular, we have the following.
(1) For e = 2, we get α(C, e) = 0 and
n(f)j = ν(C) for any j ∈ [d+ r − 3, 2d− r − 3].
(2) For e = 1, either α(C, e) = 1, and then C is free and
n(f)d+r−4 = n(f)2d−r−2 = ν(C) = 0,
or α(C, e) = 0 and then C is not free and n(f)d+r−4 = n(f)2d−r−2 = ν(C)−1.
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Proof. Using the formula (2.2) above and the formulas in [9], (2.3), we get
(3.1) ar(f)k+1 + ar(f)d−5−k +
(
d+ k + 2
2
)
− 3
(
k + 3
2
)
= n(f)d+k + τ(C),
for any integer k. We set k + 1 = d− r − e, for an integer e ≥ 0, and we note that
(3.2) ar(f)d−r−e = dimSd−2r−eρ1 + α(C, e) =
(
d− 2r − e+ 2
2
)
+ α(C, e),
for some integer α(C, e) ≥ 0, if r = mdr(f) and we assume that 2r ≤ d, e ≤ 2. Since
d− 5− k = r+ e− 4 ≤ r− 2, we see that ar(f)d−5−k = 0 and a direct computation
transforms the equation (3.1) into
(3.3) n(f)2d−r−e−1 + τ(C)− α(C, e) = (d− 1)
2 − r(d− r − 1)−
(e− 2)(e− 3)
2
.
Use next the formula for ν(C) in Theorem 2.2 (1) and the well known duality result
for N(f) implying that n(f)j = n(f)T−j for any integer j, see [29]. 
The combination of Theorem 2.6 and Theorem 3.2 yields the following partial
strong Lefschetz property holds for the Jacobian module N(f).
Corollary 3.3. If r = mdr(f) < d/2 and L0 : αL0 = 0 is a generic line in X, then
the morphism
N(f)p
·αq−p
L0→ N(f)q,
induced by the multiplication by αq−pL0 , is an isomorphism for any
d+ r − 3 ≤ p < q ≤ 2d− r − 3.
4. Jumping lines and Lefschetz type properties for the Jacobian
module
The following result relates the splitting type of EC along a line L : αL = 0, to the
Lefschetz properties of the Jacobian module N(f) with respect to the multiplication
by αL.
Proposition 4.1. For any line L : αL = 0 inX, we have d
L
1 = min{mdr(f), k(f, L)},
where
k(f, L) = min{k ∈ N : N(f)k+d−2
·αL→ N(f)k+d−1 is not injective }.
Proof. If k < min{mdr(f), k(f, L)}, the exact sequence (2.6) implies that k < dL1 .
Hence min{mdr(f), k(f, L)} ≤ dL1 . If k = mdr(f) or if k = k(f, L), the same
exact sequence implies k ≥ dL1 . Hence d
L
1 ≤ min{mdr(f), k(f, L)}, which proves our
claim. 
The above proof also implies the following.
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Corollary 4.2. Let C : f = 0 be a reduced plane curve of degree d and set r =
mdr(f). Then the following hold.
(1) If dL1 = r, then L is not a jumping line, ar(f)r ≤ 2, and the equality is
possible only when C is free with exponents (d1, d1), and d = 2d1 + 1 is odd.
(2) If dL1 < r < d
L
2 , then ar(f)r ≤ r − d
L
1 + 1.
(3) If dL2 ≤ r, then ar(f)r ≤ 2r − d+ 3.
The equality ar(f)r = 2r − d + 3 occurs when C is a nearly free curve with
d = 2d1 even and exponents (d1, d1), and in many other cases, see Examples 6.3 and
6.6 below.
Proof. For the first claim note that dL01 ≤ r by Theorem 2.3 (4) or by Proposition
4.1, and hence L is not a jumping line. The inequaltiy ar(f)r ≤ 2 follows from the
exact sequence (2.6) since AR(f)r−1 = 0. If equality ar(f)r = 2 holds, it follows
that f has two linearly independent Jacobian syzygies, both of degree r. Hence the
sum of their degrees is 2r = 2dL1 ≤ d
L
1 + d
L
2 = d − 1. This is possible only when
there are equalities everywhere and the curve C is free with exponents (r, r) by [31,
Lemma (1.1)]. The remaining claims follow along the same lines. 
Remark 4.3. If the morphism N(f)s−1
·αL→ N(f)s is not injective and s ≤ ⌈T/2⌉,
then the morphism N(f)s
·αL→ N(f)s+1 is also not injective. Indeed, let u ∈ N(f)s−1
be a non-zero element, such that u · αL = 0. Then, for a generic line L0 = αL0, the
element u0 = u · αL0 ∈ N(f)s is non-zero by Theorem 2.6. On the other hand, it is
clear that
u0 · αL = u · αL0 · αL = u · αL · αL0 = 0.
In other words, the injective morphism N(f)s−1
·αL0→ N(f)s sends K(αL)s−1 into
K(αL)s, where
K(αL)m = ker{N(f)m
·αL→ N(f)m+1}.
Now we investigate the jumping lines of EC , namely the lines L in X such that
dL1 < d
L0
1 . Any line L in X corresponds clearly to a point in P(S1), corresponding
to a defining linear form αL. For any integer k < mdr(f), consider the linear map
(4.1) λk : S1 → Hom(N(f)d−2+k, N(f)d−1+k),
sending a linear form αL ∈ S1 to the morphism of multiplication by αL. We assume
that d− 2 + k < T/2, i.e. k < (d− 2)/2, and hence
n(f)d−2+k ≤ n(f)d−1+k,
by Theorem 2.6, where n(f)m = dimN(f)m for any integer m. Let
(4.2) Σk ⊂ Hom(N(f)d−2+k, N(f)d−1+k),
JUMPING LINES OF BUNDLES OF LOGARITHMIC VECTOR FIELDS 11
denote the affine variety of linear maps which are not of maximal rank. Recall that
(4.3) codimΣk = n(f)d−1+k − n(f)d−2+k + 1,
when n(f)d−2+k > 0, and Σk = ∅ when n(f)d−2+k = 0.
We define the k-th jumping locus of the curve C : f = 0 to be the set
(4.4) Vk(C) = {L ∈ P(S1) : d
L
1 ≤ k}.
Theorem 4.4. If k ≥ mdr(f), then Vk(C) = P(S1). On the other hand, for k <
mdr(f), the following hold.
(1) If n(f)d−2+k = 0, then Vk(C) = ∅.
(2) If n(f)d−2+k > 0, then Vk(C) = (λ
−1
k (Σk) \ {0})/C
∗ is a determinantal sub-
variety in P(S1) = (S1 \ {0})/C
∗.
(3) ∅ = V−1(C) ⊂ V0(C) ⊂ ... ⊂ VdL0
1
−1
(C) ⊂ V
d
L0
1
(C) = P(S1) = P
2.
(4) If δk = n(f)d−1+k = n(f)d−2+k > 0, then Vk(C) is a curve of degree at most
δk.
(5) If δk = n(f)d−1+k = n(f)d−2+k + 1 > 1, then Vk(C) is either 1-dimensional,
or 0-dimensional and |Vk(C)| ≤ δk(δk − 1)/2 in this latter case.
Proof. The first two claims follow from the exact sequence (2.6). The third claim
follows from the inequality dL1 ≤ d
L0
1 , see Theorem 2.3, (2). To prove (4), note that
in this case Σk is a hypersurface of degree δk and 0 ∈ Σk. Note that Λk = imλk
is a linear space not contained in Σk by Theorem 2.6. It follows that λ
−1
k (Σk) is a
(possibly non-reduced) surface in S1 = C
3, defined by a homogeneous polynomial
of degree δk. The proof of the last claim is similar, in this case Σk has codimension
2, and hence λ−1k (Σk) has codimension either 1 or 2, i.e. it cannot consist only of
the origin 0. When λ−1k (Σk) has codimension 1, it consists of a number of lines,
bounded by the degree of the determinantal variety Σk. This degree is known to be
δk(δk − 1)/2, see [19, Example 19.10]. 
Corollary 4.5. Let C : f = 0 be a reduced plane curve of degree d which is neither
free nor nearly free, and assume that r = mdr(f) satisfies r < d/2. Then the vector
bundle EC is not stable, and it is semistable exactly when d = 2d
′ + 1 is odd and
r = d′. Moreover, the following hold.
(1) dL01 = r and hence Vr(C) = P(S1) = P
2.
(2) The set of jumping lines Vr−1(C) is a curve of degree at most ν(C) in P(S1).
(3) The set of jumping lines of order at least two Vr−2(C) is either 1-dimensional,
or 0-dimensional and in this latter case |Vr−2(C)| ≤ ν(C)(ν(C)− 1)/2 .
In Example 6.2 we have d = 5 > 4 = 2r, ν(C) = 3 and V0(C) consists of 3 points,
hence the bound in Corollary 4.5 (3) is sharp in this case. The curve Vr−1(C) is in
fact a line arrangement in this case, as shown in Theorem 5.10 below.
12 ALEXANDRU DIMCA AND GABRIEL STICLARU
Proof. The first claim in Corollary 4.5 follows from Theorem 2.3 (3), the second
claim from Theorem 3.2 (1) and Theorem 4.4 (4) for k = r − 1, and the final claim
from Theorem 3.2 (2) and Theorem 4.4 (5) for k = r − 2. 
Corollary 4.6. Let C : f = 0 be a reduced plane curve of degree d which is not
nearly free, and assume that r = mdr(f) satisfies r ≥ d/2. Then the vector bundle
EC is stable and the following hold.
(1) For d = 2d′ + 1, one has dL01 = d
′ and set of jumping lines Vd′−1(C) is a
curve of degree at most ν(C) in P(S1).
(2) For d = 2d′, one has dL01 = d
′ − 1 and set of jumping lines Vd′−2(C) is
either 1-dimensional, or 0-dimensional and in this latter case |Vd′−2(C)| ≤
ν(C)(ν(C)− 1)/2 .
In Example 6.1, for the Fermat quartic, we have d = 4 < 6 = 2r and set of
jumping lines V0(C) is the union of 3 lines, hence a pure 1-dimensional variety. In
Example 6.5, we have d = 6 = 2r and set of jumping lines V1(C) is the union of
a line and a point, hence it is 1-dimensional, but not pure 1-dimensional. On the
other hand, in Example 6.6, we have d = 6 < 8 = 2r, ν(C) = 7 and set of jumping
lines V1(C) consists of 11 points.
Proof. The first claim follows from Theorem 3.1 (1) and Theorem 4.4 (4) for k = d′−
1, and the final claim from Theorem 3.1 (2) and Theorem 4.4 (5) for k = d′− 2. 
Remark 4.7. The claims above saying that some jumping sets Vk(C) are pure 1-
dimensional are related to Barth’s Theorem (applied to our setting), see [3], [26,
Theorem 2.2.4] as well as [26], pp. 118-119, saying that if E is a rank 2 vector
bundle on P2, which is semistable and has an even Chern class c1(E), then the set
of jumping lines of E is pure 1-dimensional. In this situation, the equation of the
curve Vd′−1 is given by the determinant of the mapping N(f)3d′−2
·αL→ N(f)3d′−1.
For semistable rank 2 vector bundles E with odd Chern class, i.e. d = 2d′, the
corresponding result to Barth’s Theorem fails. An example of this situation for our
bundles EC is given below in Example 6.5. In this case, K. Hulek has introduced in
[23] the notion of a jumping line L of the second kind, which means that the mapping
N(f)3d′−4
·α2L→ N(f)3d′−2 has not maximal rank. Theorem 2.7 (2) implies that the set
of jumping lines of the second kind is defined by the vanishing of the determinant
∆(a, b, c) of this latter mapping, regarded as a polynomial in the coefficients a, b, c
of the linear form αL. Hence the corresponding jumping set Vk(C) is a (possibly
non-reduced) curve C(EC) of degree 2(ν(C)−1), since this determinant ∆(a, b, c) is
not identically zero by [23, Theorem 3.2.2]. See Example 6.1 below, the case of the
Fermat quartic, for a situation where this curve (considered with reduced structure)
has degree < 2(ν(C)− 1).
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Note also that the non-vanishing of ∆(a, b, c) for a generic line L implies that
N(f)3d′−4
·α2
L→ N(f)3d′−2
is an isomorphism in this case, i.e. a partial strong Lefschetz property holds for the
Jacobian module N(f).
Example 4.8. Let C : f = 0 be a nearly free curve of degree d, with exponents
d1 ≤ d2. When d1 = d2 it is known that there are no jumping lines and the generic
splitting type is (dL01 , d
L0
2 ) = (d1 − 1, d1). The corresponding vector bundles EC is
isomorphic to TX(−d1 − 1), the shifted tangent bundle of X , see for details [1, 25].
Consider now the case d1 < d2, when it is known that the generic splitting type
is (dL01 , d
L0
2 ) = (d1, d2 − 1), and a jumping line L has a splitting type (d
L
1 , d
L
2 ) =
(d1− 1, d2), see [1, 25]. Apply now Theorem 4.4 to this situation. By [14, Corollary
2.17], we know that n(f)m = 1 if d + d1 − 3 ≤ m ≤ d + d2 − 3 and n(f)m = 0
otherwise. If we apply Theorem 4.4 (1) for k = d1 − 2 < mdr(f) = d1, we have
Vk(C) = ∅, i.e. the only possible splitting type is indeed (d
L
1 , d
L
2 ) = (d1 − 1, d2).
Apply now Theorem 4.4 (4) for k = d1 − 1 < mdr(f) = d1, and conclude that
Vd1−1(C) is a line, since δk = 1. A geometric description of this line was given in
[25], and a generalization of this result is discussed in our next section, see Theorem
5.4.
5. Jumping lines and the Bourbaki ideal of the syzygy module
Let C : f = 0 be a reduced plane curve of degree d. For any choice of a nonzero
syzygy ρ1 = (a1, b1, c1) ∈ AR(f)r, where r = mdr(f), we get a morphisms of graded
S-modules
(5.1) S(−r)
u
−→ AR(f), u(h) = h · ρ1.
For any syzygy ρ = (a, b, c) ∈ AR(f)m, consider the determinant ∆(ρ) = detM(ρ)
of the 3× 3 matrix M(ρ) which has as first row x, y, z, as second row a1, b1, c1 and
as third row a, b, c. Then it turns out that ∆(ρ) is divisible by f , see [9], and we
define thus a new morphisms of graded S-modules
(5.2) AR(f)
v
−→ S(r − d+ 1), v(ρ) = ∆(ρ)/f,
and a homogeneous ideal B(C, ρ1) ⊂ S such that im v = B(C, ρ1)(r − d + 1).
The following result, except the claim (2), was stated for line arrangements in [15,
Proposition 2.1].
Theorem 5.1. Let C : f = 0 be a reduced plane curve of degree d and set r =
mdr(f). Then, for any choice of a nonzero syzygy ρ1 ∈ AR(f)r, there is an exact
sequence
0→ S(−r)
u
−→ AR(f)
v
−→ B(C, ρ1)(r − d+ 1)→ 0,
and the following hold.
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(1) The ideal B(C, ρ1) is saturated, defines a subscheme Z(C, ρ1) = V (B(C, ρ1))
of P2 of dimension at most 0, and its degree is given by
degB(C, ρ1) = (d− 1)
2 − r(d− r − 1)− τ(C) = τmax(d, r)− τ(C).
(2) The ideal B(C, ρ1) and the codimension 2 subscheme Z(C, ρ1) are locally
complete intersections.
(3) The ideal B(C, ρ1) and the subscheme Z(C, ρ1) do not depend on the choice
of ρ1 when dimAR(f)r = 1.
(4) The curve C is free if and only if B(C, ρ1) = S.
(5) The curve C is nearly free if and only if the subscheme Z(C, ρ1) is a reduced
point P (C, ρ1) in P
2. The exact sequence and the point P (C, ρ1) are inde-
pendent of ρ1 when 2r < d, i.e. when the exponents of the nearly free curve
C satisfy r = d1 < d2 = d− r.
It follows that B(C, ρ1) is a Bourbaki ideal for the syzygy module AR(f), see
[4], Chapitre 7, §4, Thm. 6, as well as section 3 in [32]. A similar construction for
surfaces in P3 was given in [8]. The dependence of the ideal B(C, ρ1) and of the
scheme Z(C, ρ1) of the choice of the syzygy ρ1 is illustrated in Example 6.6. For
2r < d, it follows from Theorem 2.2 (1) that
degB(C, ρ1) = degZ(C, ρ1) = ν(C).
Proof. We let the reader check that the proof given for [15, Proposition 2.1] works
as well in this more general setting. As for the new claim (2), we proceed as follows.
If we sheafify the exact sequence of graded S-modules from Theorem 5.1, we get an
exact sequence
(5.3) 0→ OX(−r)
u˜
−→ EC
v˜
−→ I(r − d+ 1)→ 0.
Here I is the sheaf ideal in OX associated to the Bourbaki ideal B(C, ρ1), and
hence the support of OX/I coincides with the support of the scheme Z(C, ρ1). If p
belongs to this support, the surjectivity of v˜p implies that the corresponding ideal
Ip is generated by at most two elements. Indeed, EC,p is a free OX,p-module of rank
2. Since the scheme Z(C, ρ1) is 0-dimensional, this yields the claim (2).

Remark 5.2. Note that the syzygy ρ1 determines a section of the bundle EC(r),
whose scheme of zeroes is exactly Z(C, ρ1). In particular, one has
degB(C, ρ1) = degZ(C, ρ1) = c2(EC(r)).
However, the explicit construction of the ideal B(C, ρ1) given above is useful, since
it provides a simple method to obtain a minimal set of generators for this ideal
B(C, ρ1). Let I(ρ1) be the ideal in S generated by the components a1, b1, c1 of
the syzygy ρ1 and let Z(I(ρ1)) be the corresponding subscheme in P
2. Then it
JUMPING LINES OF BUNDLES OF LOGARITHMIC VECTOR FIELDS 15
is easy to see that the support |Z(I(ρ1))| of Z(I(ρ1)) coincides with the support
|Z(C, ρ1)| of Z(C, ρ1) outside C. The example C : f = x
5y2z2 + x9 + y9 = 0,
where ρ1 = (−2xy
2z, 0, 9x4 + 5y2z2), |Z(I(ρ1))| = {(0 : 1 : 0), (0 : 0 : 1)} and
|Z(C, ρ1)| = {(0 : 1 : 0)}, shows that these two supports do not coincide in general.
Note that in this example r = mdr(f) = 4 and ar(f)4 = 1, so the choice of ρ1 is
unique (up to a nonzero factor).
5.3. On lines avoiding the support of the jumping subscheme. We discuss
first the lines disjoint from the support of the jumping subscheme Z(C, ρ1).
Theorem 5.4. Let C : f = 0 be a reduced plane curve of degree d, set r = mdr(f)
and consider the subscheme Z(C, ρ1) introduced above. Any line L in P
2 which
avoids the support of Z(C, ρ1) is not a jumping line if 2r ≤ d. More precisely, the
(unordered) splitting type of EC along L is (r, d− 1− r).
Proof. If we tensor the exact sequence (5.3) by OL, for L a line disjoint from the
support of Z(C, ρ1), we get the following exact sequence
(5.4) 0→ OL(−r)
α
−→ EC |L
β
−→ OL(r − d+ 1)→ 0.
The isomorphism classes of such extensions of OL(r−d+1) by OL(−r) are classified
by
Ext1(OL(r−d+1),OL(−r)) = Ext
1(OL,OL(d−1−2r)) = H
1(L,OL(d−1−2r)) = 0,
see [20, Section III.6], which proves our claim. 
Corollary 5.5. Let C : f = 0 be a reduced plane curve of degree d, such that
r = mdr(f) ≤ d/2. Then the set of jumping lines for the vector bundle EC is
contained in a union of at most (d− 1)2 − r(d− r − 1)− τ(C) lines in P(S1).
Remark 5.6. The condition 2r ≤ d in Theorem 5.4 is necessary, as Example 6.3
below shows.
Theorem 5.7. Let C : f = 0 be a reduced plane curve of degree d and consider
the subscheme Z(C, ρ1) introduced above. Then, if r = mdr(f) > d/2, the splitting
type (dL1 , d
L
2 ) along any line L in P
2 which avoids the support of Z(C, ρ1) satisfies
dL1 ≥ d− 1− r. In particular, if 2r − d ∈ {1, 2}, then d
L
1 ∈ {d
L0
1 − 1, d
L0
1 }.
Examples in the next section shows that this lower bound is sharp in many cases,
e.g. in the situation of the last claim, both values for dL1 are obtained, see the final
parts of Examples 6.3 and 6.6.
Proof. We use the same notation as in the proof of Theorem 5.4. In the exact
sequence (5.4) we have EC |L = OL(−d
L
1 ) ⊕ OL(−d
L
2 ). The surjective morphism
β is induced by a pair of homogeneous polynomials (A1, A2) ∈ Sa1 × Sa2 , where
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ai = r−d+1+d
L
i for i = 1, 2, satisfying the condition G.C.D.(A1, A2) = 1. Indeed,
at the level of sections, the morphism β is given by
(s1, s2) 7→ A1s1 + A2s2.
Note that a1 ≤ a2. If A1 6= 0, then a1 ≥ 0, and this yields the claim of our Theorem.
If A1 = 0, it follows that A2 is a non-zero constant, and hence a2 = 0. This implies
dL2 = d− 1− r <
d− 1
2
,
which is a contradiction. Indeed, dL2 ≥ d
L
1 implies
dL2 ≥
d− 1
2
.
The last claim follows by checking that, in these two situations, one has
d− r − 1 = dL01 − 1.

5.8. On lines meeting the support of the jumping subscheme Z(C, ρ1). Let
L be a line in P2 such that L ∩ |Z(C, ρ1)| = {p1, ..., ps}. For each such point pk
we define its multiplicity as follows. Consider a system of local coordinates (u, v)
centered at pk such the equation of the line L is given by u = 0. The localized ideal
Ipk ⊂ OX,pk = C{u, v}, being a complete intersection, is generated by two analytic
germs, say g(u, v) and h(u, v). Then we set
mk = dimC
C{u, v}
(u, g(u, v), h(u, v))
= dimC
C{v}
(g(0, v), h(0, v))
.
Then clearly 1 ≤ mk < +∞ and one has
C{u, v}
(u)
⊗C{u,v}
C{u, v}
(g(u, v), h(u, v))
=
C{u, v}
(u, g(u, v), h(u, v))
,
and hence the latter ring can be regarded as the local ring of the point pk in the
scheme theoretic intersection Z(C, ρ1)∩L. The ideal Ipk = (g(u, v), h(u, v)) ⊂ OX,pk ,
being a complete intersection, we have a free resolution
0→ OX,pk → O
2
X,pk
→ Ipk → 0,
where the non-trivial morphisms are given by the pair (g(u, v), h(u, v)). When we
tensor by OL,pk , we get the following exact sequence
OL,pk → O
2
L,pk
→ Ipk ⊗OL,pk → 0,
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and the corresponding morphisms are given by the pair (g(0, v), h(0, v)) 6= (0, 0). It
follows that the first morphism is injective, and up-to a change of basis in O2L,pk =
C{v}2 is given by the pair (vmk , 0). It follows that
Ipk ⊗OL,pk = C{v} ⊕
C{v}
(vmk)
.
If we tensor now the exact sequence (5.3) by OL, we get, keeping track of the twists
and using the above local computations, the following result. When the points
pk ∈ Z(C, ρ1) ∩ L are all simple points, then this result is already in [16], see
equation (7).
Proposition 5.9. With the above notation, there is an exact sequence
0→ OL(−r)→ EC |L → OL(r − d+ 1−mL)⊕
(
⊕k=1,s
OL,pk
Mmkpk
)
→ 0,
where mL =
∑
k=1,smk and Mpk ⊂ OL,pk denotes the corresponding maximal ideal.
Using this Proposition and its notation, we can prove the following result.
Theorem 5.10. Let C : f = 0 be a reduced plane curve of degree d, set r = mdr(f)
and consider the subscheme Z(C, ρ1) introduced above. Any line L in P
2 which meets
the support of Z(C, ρ1) is a jumping line if 2r ≤ d− 1. More precisely, the splitting
type of EC along L is (r − mL, d − 1 − r + mL) or, equivalently, the order of the
jumping line L is given by o(L) = mL ≤ r. Moreover, the set of jumping lines
Vr−1(C) is a line arrangement consisting of at most ν(C) lines, dual to the support
of the subscheme Z(C, ρ1).
Proof. It is clear that the splitting type of EC along L is (r−h, d−1−r+h) for some
0 ≤ h ≤ r. If 0 ≤ h < mL, then we have −r + h ≥ r − d+ 1− h > r − d+ 1−mL,
and hence there is no surjective morphism from EC |L to OL(r− d+1−mL), which
is a contradiction in view of Proposition 5.9. It follows that h ≥ mL. Assume now
that h > mL. Then −r > r − d + 1 − h, and hence the first nontrivial morphism
in the exact sequence from Proposition 5.9 is given by a pair (H, 0), where H is a
homogeneous polynomial of degree h > mL. This implies that the torsion part of
the cokernel of this morphism has dimension equal to h > mL, a contradiction.
Since the degree of the subscheme Z(C, ρ1) is ν(C) for 2r ≤ d − 1 by Theorem
5.1 (1) and Theorem 2.3 (3) and (5), the last claim follows as well. 
A computation of the splitting type using this approach can be seen in Example
6.2.
Remark 5.11. (i) Note that the unstable rank 2vector bundles onX = P2 have been
studied by Schwarzenberger in [28] under the name of almost decomposable vector
bundles. The equivalence of the two notions follows for instance from [26, Theorems
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1.2.9 and 1.2.10]. Schwarzenberger has shown that for such a vector bundle, the set
of jumping lines is a union of pencils, that is lines in the dual projective plane, see
[28, Proposition 10]. Since EC is unstable exactly when 2r < d, our Theorem 5.10
can be regarded as a refinement of Schwarzenberger’s result for the bundles EC .
(ii) The example of a nearly free curve C with exponents (d1, d1) discussed in Ex-
ample 4.8, when there are no jumping lines but the scheme Z(C, ρ1) consists of a
simple point, shows that a line L meeting the support of Z(C, ρ1) may not be a
jumping line if r = mdr(f) ≥ d/2. A similar situation is described in Examples 6.3
and 6.5 below. Note that Example 6.5 shows that the set of jumping lines described
in Corollary 5.5 is not necessarily pure 1-dimensional, i.e. it may consists of lines
and isolated points, when r = d/2, unlike the case r < d/2 covered by Theorem
5.10.
6. Some examples
First we consider the smooth curves.
Example 6.1. Let C : f = 0 be a smooth curve of degree d ≥ 3. Then r =
mdr(f) = d − 1 and the graded S-module AR(f) is generated by the Koszul type
syzygies
ρ1 = (fy,−fx, 0), ρ2 = (fz, 0,−fx) and ρ3 = (0, fz,−fy).
With this choice, the Bourbaki ideal B(C, ρ1) is spanned by v(ρ2) = d · fx and
v(ρ3) = d · fy, hence it is a global complete intersection. For the Fermat type curve
C : fF = x
d + yd + zd = 0,
the support of the scheme Z(C, ρ1) is the multiple point p = (0 : 0 : 1). The
line L : z = 0 does not pass through this point and Proposition 4.1 implies that
dL1 = 0 = d − r − 1, i.e. for this line we get equality in the inequality given by
Theorem 5.7.
Case d = 2d′ + 1 odd. Then Corollary 4.6 implies that the set of jumping lines
Vd′−1(C) is a curve in P(S1). The geometry of these curves Vd′−1(C) depends on the
equation f . For instance, in the case of a plane cubic
C : f = x3 + y3 + z3 + 3txyz = 0, where t ∈ C, t3 6= −1,
an easy direct computation shows that
(6.1) Vd′−1(C) : t(a
3 + b3 + c3) + (2− t3)abc = 0,
where (a : b : c) are the coordinates on P(S1). In other words, the jumping variety
Vd′−1(C) determines the complex structure of C up to finite indeterminacy in this
case. This is related to Barth’s result in [3, Theorem 2 and Section 7], saying that
a rank 2 stable vector bundle on P2 with even second Chern class is determined by
the associated net of quadrics, having the curve Vd′−1(C) as its discriminant.
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Case d = 2d′ even. Then Corollary 4.6 implies that the set of jumping lines
Vd′−2(C) is nonempty. For f = x
4 + y4 + z4 and using the usual monomial bases
for N(f) = M(f), we get V0(C) : abc = 0, hence the union of 3 lines. In particular,
V0(C) is pure 1-dimensional in this case. Note that the determinant of the maping
N(f)2
·α2
L→ N(f)4, where αL = ax + by + cz, is given by a
4b4c4. Hence the curve of
jumping lines of second order C(EC) is given by the equation a
4b4c4 = 0, and hence
its support coincides with V0(C) in this case. In other words, we have equality in
[23, Proposition 9.1].
The computations in the following examples were all done using the computer
algebra software SINGULAR, see [6]. The Chern classes of EC can be computed in
each case using (2.2) above, since we give in each example the corresponding global
Tjurina number τ(C).
Example 6.2. Let C : f = 0, where f = x5 + y5 + (x4 + y4)z. Then d = 5,
τ(C) = 9, and r = mdr(f) = 2, therefore the bundle EC is semistable. Theorem 2.3
(3) implies that the corresponding generic splitting type of EC is (d
L0
1 , d
L0
2 ) = (2, 2).
The Jacobian ideal Jf is spanned by fx, fy, fz, and its saturation Ĵf is spanned by
x3, y3. The only non-zero dimensions n(f)m are in this case n(f)4 = n(f)5 = 3 and
n(f)3 = n(f)6 = 2. Moreover, a vector space basis of N(f)3 (resp. of N(f)4) is
given by x3, y3 (resp. x4, x3y, xy3). With respect to these bases, the multiplication
{N(f)3
·αL→ N(f)4}, where αL = ax+ by + cz, is given by
(ax+ by + cz) · x3 = (a−
5c
4
)x4 + bx3y
and
(ax+ by + cz) · y3 = (
5c
4
− b)x4 + axy3.
It follows that V0(C) consists of 3 points, namely (0 : 0 : 1), (0 : 5 : 4), (5 : 0 : 4).
Since ν(C) = 3, it follows that we have equality in Corollary 4.5 (3), hence the bound
there is sharp in this situation. Similarly, a basis for N(f)5 is given by x
5, x3y2, x2y3
and the multiplication {N(f)4
·αL→ N(f)5} is given by (ax+by+cz)·x
4 = (a+b− 5c
4
)x5,
(ax+by+cz)·x3y = (a− 5c
4
−b)x5+bx3y2 and (ax+by+cz)·xy3 = −(b− 5c
4
)x5+ax2y3.
It follows that V1(C) consists of 3 lines, namely L1 : a = 0, L2 : b = 0 and
L3 : 4(a + b) − 5c = 0. The S-module AR(f) has 4 generating syzygies, of degrees
2,4,4,4 and a direct computation shows that the scheme Z(C, ρ1), which does not
depend on the choice of the syzygy ρ1, consists of the simple points P1 = (1 : 0 : 0),
P2 = (0 : 1 : 0) and P3 = (4 : 4 : −5). It follows that the line Lj ⊂ P(S1) above
consists of all the lines in P2 passing through the point Pj , for j = 1, 2, 3. Note
that the corresponding lines L = Li,j in V0(C) pass through the points Pi, Pj in
the support of Z(C, ρ1) = {P1, P2, P3}, and one has mL = r = 2 in this case, as
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predicted by Theorem 5.10. More precisely, one has L1,2 : z = 0, L1,3 : 5y + 4z = 0
and L2,3 : 5x+ 4z = 0.
Example 6.3. Let C : f = 0, where f = 2x5+2y5+5x2y2z. Then d = 5, τ(C) = 10,
and we see that the S-module AR(f) is generated by 4 syzygies ρi, i = 1, ..., 4, all
of degree r = mdr(f) = 3. Hence Theorem 2.3 (3) implies that the corresponding
generic splitting type of EC is (d
L0
1 , d
L0
2 ) = (2, 2). The Jacobian ideal Jf is spanned
by fx, fy, fz, and its saturation Ĵf is spanned by fx, fy, fz, x
3y, xy3. The only non-
zero dimensions n(f)m are in this case n(f)4 = n(f)5 = 2. Moreover, a vector space
basis of N(f)4 (resp. of N(f)5) is given by x
3y, xy3 (resp. x4y, xy4). With respect
to these bases, the multiplication {N(f)4
·αL→ N(f)5}, where αL = ax + by + cz, is
given by
(ax+ by + cz) · x3y = ax4y − cxy4
and
(ax+ by + cz) · xy3 = −cx4y + bxy4.
Using Theorem 4.4 (4) for k = 1, we get that V1(C), the set of jumping lines for
EC , is the smooth conic Q : ab− c
2 = 0 in P(S1).
Hence in this case we have
∅ = V−1(C) = V0(C) ⊂ V1(C) = Q ⊂ V2(C) = P(S1).
Indeed, Theorem 4.4 (1) implies that V0(C) = ∅. If we choose
ρ1 = (0, x
2y,−2(y3 + x2z)) ∈ AR(f)3,
then the corresponding Bourbaki B(C, ρ1) is the ideal (xz, y
2, xy), and hence the
scheme Z(C, ρ1) consists of two points, a simple one at (1 : 0 : 0), given in local
coordinates by an ideal (u, v), and a double point at (0 : 0 : 1), given in local
coordinates by an ideal (u, v2).
Among the lines onQ, only the lines x = 0 and y = 0 meet the support of Z(C, ρ1).
For the other lines in Q, the bound given by Theorem 5.7 is dL1 ≥ d− r− 1 = 1. In
fact, we have equality, hence this bound is sharp in this situation.
Remark 6.4. The smooth conic Q above is one of the smooth degree n curves
occurring as jumping loci, predicted by Barth for stable rank 2 vector bundles E
on P2, with c1(E) = 0 and c2(E) = n, see [3, Application 1, section 5.4]. Indeed,
note that the normalization of our vector bundle EC is EC = EC(2) and it satisfies
c1(EC) = 0 and c2(EC) = 2. Similar remarks apply for the cubic curve in (6.1),
which is smooth for t3 /∈ {−1, 0, 8}.
Example 6.5. Let C : f = 0, where f = (x2 + y2)3 + (y3 + z3)2, i.e. C is a Zariski
sextic with 6 cusps on a conic. Then d = 6, τ(C) = 12, and we see that the S-module
AR(f) is generated by 4 syzygies ρi, i = 1, ..., 4, of degrees r = mdr(f) = 3 = d1 <
d2 = d3 = d4 = 5. Hence Theorem 2.3 (4) implies that the corresponding generic
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splitting type of EC is (d
L0
1 , d
L0
2 ) = (2, 3). The Jacobian ideal Jf is spanned by
fx, fy, fz, and its saturation Ĵf is spanned by g = y
3+z3 and h = (x2+y2)2. The only
non-zero dimensions n(f)m are in this case n(f)3 = n(f)9 = 1, n(f)4 = n(f)8 = 4,
n(f)5 = n(f)7 = 6 and n(f)6 = 7. Moreover, a vector spaces basis of N(f)5 (resp.
of N(f)6) is given by
x2g, y2g, xyg, xzg, yzg, zh,
and respectively by
x3g, x2yg, y3g, x2zg, y2zg, xyzg, z2h.
With respect to these bases, the multiplication {N(f)5
·αL→ N(f)6}, where αL =
ax+ by + cz, is given by the matrix
M(L) =


a 0 0 0 0 0
b 0 a 0 0 0
0 b 0 0 0 0
c 0 0 a 0 0
0 c 0 0 b −b
0 0 c b a 0
0 0 0 0 0 c


Using Theorem 4.4 (5) for k = 1, we get that V1(C), the set of jumping lines for
EC , is the set of lines L such that rankM(L) < 6. A direct computation, shows
that V1(C) consists of the line L : a = 0 and one points, namely P1 = (1 : 0 : 0).
A vector basis for N(f)4 is given by xg, yg, zg, h, and using the given bases, the
multiplication {N(f)4
·αL→ N(f)5}, where αL = ax+ by + cz, is given by the matrix
M ′(L) =


a 0 0 0
0 b 0 −b
b a 0 0
c 0 a 0
0 c b 0
0 0 0 c


Using Proposition 4.1, it follows that V0(C) is the set of lines L such that rankM
′(L) <
4, which implies that V0(C) = {P1, P2, P3}, where P1 is as above, P2 = (0 : 1 : 0)
and P3 = (0 : 0 : 1). Hence in this case we have
∅ = V−1(C) ⊂ V0(C) = {P1, P2, P3} ⊂ V1(C) = {P1} ∪ L ⊂ V2(C) = P(S1).
Since ar(f)3 = 1, there is essentially a unique choice
ρ1 = (yz
2,−xz2, xy2) ∈ AR(f)3.
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Then the corresponding Bourbaki B(C, ρ1) is the ideal (xy
2, xz2, yz2), and hence the
scheme Z(C, ρ1) consists of three points, one nonreduced at p1 = (1 : 0 : 0), given in
local coordinates by an ideal (u2, v2), the other nonreduced at p2 = (0 : 1 : 0), given
in local coordinates by an ideal (u, v2), and a reduced point at p3 = (0 : 0 : 1) given
by (u, v). Note that the line L consists of all the lines passing through the point p1,
the line L1 : x = 0, corresponding to the point P1, passes through the points p2 and
p3, the line L2 : y = 0, corresponding to the point P2, passes through the points p1
and p3, and the line L3 : z = 0, corresponding to the point P3, passes through the
points p1 and p2. None of the points pi is situated on the sextic C.
Example 6.6. Let C : f = 0, where f = x6+y6+3x2y2z2. Then d = 6, τ(C) = 12,
and we see that the S-module AR(f) is generated by 5 syzygies ρ′i, i = 1, ..., 5, of
degrees r = mdr(f) = 4 = d1 = d2 < d3 = d4 = d5 = 5, see their expressions given
below. Hence Theorem 2.3 (4) implies that the corresponding generic splitting type
of EC is (d
L0
1 , d
L0
2 ) = (2, 3). The Jacobian ideal Jf is spanned by fx, fy, fz, and its
saturation Ĵf is spanned by fx, fy, fz, x
3y, x2y2, xy3. The only non-zero dimensions
n(f)m are in this case n(f)4 = n(f)8 = 3, n(f)5 = n(f)7 = 6 and n(f)6 = 7.
Moreover, a vector spaces basis of N(f)5 (resp. of N(f)6) is given by
xy4, x2y3, x3y2, x4y, xy3z, x3yz,
and respectively by
xy5, x2y4, x3y3, x4y2, x5y, xy4z, x4yz.
With respect to these bases, the multiplication {N(f)5
·αL→ N(f)6}, where αL =
ax+ by + cz, is given by the matrix
M(L) =


b 0 0 0 0 −c
a b 0 0 0 0
0 a b 0 0 0
0 0 a b 0 0
0 0 0 a −c 0
c 0 0 0 b 0
0 0 0 c 0 a


Using Theorem 4.4 (5) for k = 1, we get that V1(C), the set of jumping lines for
EC , is the set of lines L such that rankM(L) < 6. A direct computation shows that
V1(C) consists of the following 11 points in P(S1):
P1 = (1 : 1 : 1), P2 = (1 : 1 : −1), P3 = (1 : −1 : 1), P4 = (−1 : 1 : 1),
P5 = (1 : 0 : 0), P6 = (0 : 1 : 0), P7 = (0 : 0 : 1), P8 = (α
2 : α : 1),
P9 = (α : α
2 : 1), P10 = (β
2 : β : 1), P11 = (β : β
2 : 1),
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where α2 + α + 1 = 0 and β2 − β + 1 = 0. A vector basis for N(f)4 is given
by xy3, x2y2, x3y, and using the given bases, the multiplication {N(f)4
·αL→ N(f)5},
where αL = ax+ by + cz, is given by the matrix
M ′(L) =


b 0 0
a b 0
0 a b
0 0 a
c 0 0
0 0 c


Using Proposition 4.1, it follows that V0(C) is the set of lines L such that rankM
′(L) <
3, which implies that V0(C) = P7 = (0 : 0 : 1). Hence in this case we have
∅ = V−1(C) ⊂ V0(C) = {P7} ⊂ V1(C) = {Pj : j = 1, ..., 11} ⊂ V2(C) = P(S1).
The software SINGULAR gives the following minimal system of generators for the
graded S-module AR(f):
ρ′1 = (0,−x
2yz, y4+x2z2), ρ′2 = (−xy
2z, 0, x4+y2z2), ρ′3 = (xyz
3,−x4z, x2y3−yz4),
ρ′4 = (−y
4z, xyz3, x3y2 − xz4) and ρ′5 = (−y
5 − x2yz2, x5 + xy2z2, 0).
Since now ar(f)4 = 2, there are several choices for the syzygy ρ1 in Theorem 5.1.
We discuss three choices.
Choice 1. If we choose ρ1 = ρ
′
1, then the corresponding Bourbaki ideal B(C, ρ1)
is spanned by g2 = v(ρ
′
2) = −xyz, g3 = v(ρ
′
3) = xz
3, g4 = v(ρ
′
4) = −y
3z and
g5 = v(ρ
′
5) = −y
4 − x2z2, where v is the morphism defined in (5.2). Hence the
scheme Z(C, ρ1) consists of two points, both nonreduced, one at p1 = (1 : 0 : 0),
given in local coordinates u, v by an ideal (uv, v2+u4), and another at p2 = (0 : 0 : 1),
given in local coordinates by an ideal (u, v3).
Choice 2. If we choose ρ1 = ρ
′
2, then the corresponding Bourbaki ideal B(C, ρ1)
is spanned by h1 = v(ρ
′
1) = xyz, h3 = v(ρ
′
3) = x
3z, h4 = v(ρ
′
4) = −yz
3 and
h5 = v(ρ
′
5) = −x
4 − y2z2. Hence the support of the scheme Z(C, ρ1) consists of two
points, one at q1 = (0 : 1 : 0), and another at p2 = (0 : 0 : 1), the same point as in
Choice 1.
Choice 3. If we choose ρ1 = ρ
′
1 + tρ
′
2, where t ∈ C
∗, then the corresponding
Bourbaki ideal B(C, ρ1) is spanned by k1 = v(ρ
′
1) = txyz, k2 = v(ρ
′
2) = −xyz,
k3 = v(ρ
′
3) = xz(z
2 + tx2), k4 = v(ρ
′
4) = −yz(y
2 + tz2) and k5 = v(ρ
′
5) = −y
4 −
x2z2 − t(x4 + y2z2) = −y2(y2 + tz2)− x2(tx2 + z2). If we take t = −s4 for s ∈ C∗,
then the support of the scheme Z(C, ρ1) consists of the following 9 points:
i) zj(s) = (ǫj : s : 0) for j = 1, 2, 3, 4, where ǫj are the four roots of ǫ
4 = 1;
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ii) zj(s) = (0 : s
2 : (−1)j), where j = 5, 6;
iii) zj(s) = ((−1)
j : 0 : s2), where j = 7, 8 and
iv) z9(s) = p2 = (0 : 0 : 1).
Theorem 5.1 (1) tells us that degB(C, ρ1) = 9, and hence all these points zj(s)
are simple points. When s → 0, we see that the points 6 points zj(s) for j ∈
{1, 2, 3, 4, 7, 8} converge to the point p1, and the 2 points zj(s) for j ∈ {5, 6} converge
to the point p2 = z9(s). Similarly, when |s| → +∞, the 6 points zj(s) for j ∈
{1, 2, 3, 4, 5, 6} converge to the point q1, and the 2 points zj(s) for j ∈ {7, 8} converge
to the point p2 = z9(s). Moreover, the line L7 : z = 0, corresponding to the point
P7, contains the 4 points zj(s) for j ∈ {1, 2, 3, 4} for any s, the maximal number
of collinear points among the points zj(s). Note that the line L1 : x + y + z = 0
is disjoint from the support of the scheme Z(C, ρ1) for most choices of ρ1, and the
bound given by Theorem 5.7 is dL1 ≥ d− r− 1 = 1. In fact, we have equality, hence
this bound is sharp in this situation as well.
Remark 6.7. (i) In Example 6.6, the stable vector bundle EC admits a unique
jumping line P7 of maximal order o(P7) = 2. Note that condition (a) in [22, Theorem
6.2] is not fulfilled, hence we cannot use this result of Hartshorne to deduce the
unicity of a jumping line of maximal order.
(ii) A twist of the stable vector bundle EC in Example 6.6 admits a section with 9
simple zeros zj(s) as explained in the third choice for ρ1. However, the set of jumping
lines does not coincides with the set of all lines passing through these points, and
the line P7 : z = 0 of maximal order 2 contains 4 of these points zj(s). This should
be compared with [26, Theorem 2.2.5] and the discussion preceding it.
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