Abstract. The trend from single processor to parallel computer architectures has increased the importance of parallel computing. To support parallel computing it is important to map parallel algorithms to a computing platform that consists of multiple parallel processing nodes. In general different alternative mappings can be defined that perform differently with respect to the quality requirements for power consumption, efficiency and memory usage. The mapping process can be carried out manually for platforms with a limited number of processing nodes. However, for exascale computing in which hundreds of thousands of processing nodes are applied, the mapping process soon becomes intractable. To assist the parallel computing engineer we provide a model-driven approach to analyze, model, and select feasible mappings. We describe the developed toolset that implements the corresponding approach together with the required metamodels and model transformations. We illustrate our approach for the well-known complete exchange algorithm in parallel computing.
Introduction
The famous Moore's law states that the number of transistors on integrated circuits and likewise the performance of processors doubles approximately every eighteen months [1] . Since the introduction of the law in 1965, the law seems to have quite accurately described and predicted the developments of the processing power of components in the semiconductor industry [2] . Although Moore's law is still in effect, currently it is recognized that increasing the processing power of a single processor has reached the physical limitations [3] . Hence, to increase the performance the current trend is towards applying parallel computing on multiple nodes. Here, unlike serial computing in which instructions are executed serially, multiple processing elements are used to execute the program instructions simultaneously. To benefit from the parallel computing power usually parallel algorithms are defined that can be executed simultaneously on multiple nodes. As such, increasing the processing nodes will increase the performance of the parallel programs [4] [5] [6] . An important challenge in this context is the mapping of parallel algorithms on a computing platform that consists of multiple parallel processing nodes. In general a parallel algorithm can be mapped in different alternative ways to the processing nodes. Further, each mapping alternative will perform differently with respect to the quality requirements for speedup, efficiency and memory usage that are important in parallel computing [7] . The mapping process can be carried out manually for platforms with a limited number of processing nodes. However, over the last decade the number of processing nodes has increased dramatically to tens and hundreds of thousands of nodes providing processing performance from petascale to exascale levels [8] . As a consequence selecting a feasible mapping of parallel algorithm to computing platforms has become intractable for the human parallel computing engineer. Once the feasible mapping is selected the parallel algorithm needs to be transformed to the target parallel computing platform such as MPI, OpenMP, MPL, and CILK [15] . Due to the complexity and size of the parallel computing platform usually it is not easy to implement the algorithm manually on these platforms based on the selected mapping. Moreover, in case of requirements for changing the implementation platform porting the system to a new platform will be cumbersome.
In this paper we provide a model-driven approach to analyze, model, and select feasible mappings of parallel algorithms to a parallel computing platform. In the approach we provide the steps for defining models of the computing platform and the parallel algorithm. Based on the analysis of the algorithm and the computing platform feasible mappings are generated. The approach is supported by a corresponding toolset that builds on a predefined metamodel. Using model-to-model and model-to-text transformations we provide a solution to the code generation and portability problems. We provide an evaluation of our approach for the well-known complete exchange algorithm in parallel computing. The evaluation considers both the time to generate the alternative mappings, and the feasibility of the generated alternative on a real computing platform with respect to speedup and efficiency performance quality attributes.
The remainder of the paper is organized as follows. In section 2, we describe the problem statement. Section 3 presents the metamodel which is used by the approach that is described in section 4. Section 5 presents the tool that implements the approach. In section 6 we describe the evaluation of the approach. Section 7 presents the related work and finally we conclude the paper in section 8.
Problem Statement
In this section we will describe the problem statement in more detail by considering the mapping of the complete exchange parallel algorithm to a parallel computing platform. Fig. 1 shows the complete exchange algorithm which purpose is to collect all data from all nodes and to distribute data to all nodes [9] [10] [11] . This algorithm is a commonly used parallel algorithm that is often used as part of a bigger parallel algorithm. For instance, in simulation of molecular dynamics, the data of all particles are exchanged with each other to calculate some values like affinity between molecules. The complete exchange algorithm refers to nodes of a computing platform on which
