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This dissertation is devoted to developing multiple access interference (MAI) reduction techniques
for multi-carrier multi-user wireless communication networks. In multi-carrier code division multiple
access (MC-CDMA) systems, a full multipath diversity can be achieved by transmitting one symbol
over multiple orthogonal subcarriers by means of spreading codes. However, in frequency selec-
tive fading channels, orthogonality among users can be destroyed leading to MAI. MAI represents
the main obstacle to support large number of users in multi-user wireless systems. Consequently,
MAI reduction becomes a main challenge when designing multi-carrier multi-user wireless networks.
In this dissertation, first, we study MC-CDMA systems with different existing MAI reduction tech-
niques. The performance of the studied systems can be further improved by using a fractionally
spaced receivers instead of using symbol spaced receivers. A fractionally spaced receiver is obtained
by oversampling received signals in a time domain. Second, a novel circular-shift division multiple ac-
cess (CSDMA) scheme for multi-carrier multi-user wireless systems is developed. In CSDMA, each
symbol is first spread onto multiple orthogonal subcarriers in the frequency domain through repetition
codes. The obtained frequency-domain signals are then converted to a time-domain representation.
The time-domain signals of different users are then circularly shifted by different numbers of loca-
tions. The time-domain circular shifting enables the receiver to extract signals from different users
with zero or a small amount of MAI. Our results show that the CSDMA scheme can achieve a full
multipath diversity with a performance outperforms that of orthogonal frequency division multiple ac-
cess (OFDMA). Moreover, multipath diversity of CSDMA can be further improved by employing the
time-domain oversampling. Performance fluctuations due to a timing offset between transmitter and
receiver clocks in MC-CDMA and CSDMA systems can be removed by employing the time-domain
oversampling. Third, we study the theoretical error performance of high mobility single-user wireless
communication system with doubly selective (time-varying and frequency-selective) fading channel
under impacts of imperfect channel state information (CSI). Throughout this dissertation, intensive
computer simulations are performed under various system configurations to investigate the obtained
theoretical results, excellent agreements between simulation and theoretical results were observed in
this dissertation.
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Chapter 1
Introduction
1.1 Background and Motivation
Orthogonal frequency division multiplexing (OFDM) is a promising multi-carrier candidate for cur-
rent and future multi-user multiple access broadband wireless communication systems [1]. The main
advantage of OFDM is its immunity to inter-symbol interference (ISI) caused by multipath fading.
OFDM is mainly designed to support a single-user transmission, but it can be adapted to support si-
multaneous transmission of multiple users. Orthogonal frequency division multiple access (OFDMA)
is an OFDM-based multi-user wireless communication system. The majority of wideband wireless
communication standards, including the fourth generation (4G) long-term evolution advanced (LTE-
A) and IEEE 802.11ad Wireless Gigabit Alliance (WiGig) systems employ OFDMA to support the
simultaneous access of multiple users. In OFDMA, multiple users simultaneous transmission is ac-
complished through assigning different orthogonal subcarriers to individual users, where the orthog-
onality among users allows simultaneous use of a same channel without multiple access interference
(MAI). Even though the OFDMA system is a powerful multi-user system, it can not achieve the mul-
tipath diversity inherent in a frequency selective fading channel, because in OFDMA, uncorrelated
signals are transmitted over orthogonal subcarriers.
Multi-carrier code division multiple access (MC-CDMA) is another example of OFDM-based
multi-user multiple access wireless communication systems. The MC-CDMA system can be consid-
ered as a combination of the OFDM and the code division multiple access (CDMA) systems [2]. The
MC-CDMA system can achieve multipath diversity, because the same data symbol is transmitted over
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multiple orthogonal subcarriers.
Orthogonal spreading codes are used in the MC-CDMA system to differentiate between different
users at the receiver, however, when the transmission channels undergo a frequency selective Rayleigh
fading, orthogonality among different users might be destroyed leading to MAI. MAI has two major
negative impacts on the MC-CDMA system: first, it causes a serious error performance degradation,
second, it limits the number of supported users. Moreover, in most existing multi-user systems, MAI
increases linearly with the number of users; therefore, MAI reduction arises as the biggest challenge
facing multi-user networks, especially when the number of users is large [3].
Several detection techniques were proposed for multi-user systems including single-user based
detection (SUBD) and multi-user based detection (MUBD) techniques. Most existing MUBD tech-
niques require the knowledge of channel state information (CSI) for all users to make a decision about
a specific user. Multi-user channel estimation errors can severely degrade the detection performance,
in addition, the detection process becomes even more complicated as the number of users increases
[4, 5]. On the other hand, in SUBD techniques, CSI of a desired user is enough to make a decision
about that user, where signals from other users are considered undesirable MAI. Therefore, SUBD
combined with MAI cancellation or reduction technique is likely to be more powerful and promising
approach than MUBD, especially in networks with a large number of users. MC-CDMA systems with
different MAI reduction schemes are proposed in [6]-[10]. In [6, 7], the proposed systems are approx-
imately MAI-free, however, the systems can not achieve the multipath diversity and their computa-
tional complexity is high. Using appropriate spreading code selection priority can effectively remove
MAI in partially loaded MC-CDMA systems [8]-[10]. The proposed systems in [8]-[10] can achieve
multipath diversity. Symbol spaced receivers are considered for all MC-CDMA systems proposed in
[6]-[10]. A fractionally spaced receiver can be obtained by employing a time-domain oversampling
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at the receiver side. A considerable performance improvement in OFDM system with a fractionally
spaced receiver over an equivalent system with a symbol spaced receiver was observed in [11]. The
time-domain oversampling at the receiver side can enhance the collected multipath diversity gain
leading to the performance improvement. Furthermore, employing the time-domain oversampling at
the receiver side can tackle negative impacts of a timing offset between the transmitter and the re-
ceiver sampler clocks [11]. Oversampling in the time domain and a linear signal processing in the
frequency domain can also be employed in multi-carrier multi-user systems to improve their overall
performances.
1.2 Objectives
The main goal of this dissertation is to study and develop multi-carrier wireless systems with MAI
cancellation or reduction capabilities to support multiple users simultaneous access over frequency-
selective Rayleigh fading channels. The particular objectives that lead to accomplish this goal can be
summarized as follows. The first objective is to modify an approximately MAI-free MC-CDMA sys-
tem with a fractionally spaced receiver for uplink wireless communications. To achieve this objective,
we consider the MC-CDMA system with a fractionally spaced receiver and a large number of subcar-
riers at the transmitter. When the number of subcarriers is sufficiently large, the frequency-domain of
a frequency selective fading channel can be approximated by flat fading one leading to the approxi-
mately MAI-free MC-CDMA system as presented in [6] for a system with symbol spaced receiver.
However, the modified system can not achieve a multipath diversity. The second objective is to mod-
ify an MAI-free MC-CDMA system with a fractionally spaced receiver and an ability of collecting
a full multipath diversity. To accomplish this objective, we employ the code priority selection tech-
nique proposed in [8] along with the time-domain oversampling to obtain MC-CDMA system with
a fractionally spaced receiver that can achieve the full multipath diversity. The optimum receivers of
3
the modified systems are derived; the statistical properties of channel coefficients and noise samples
are employed to improve performance. Furthermore, error performance lower bounds are derived
for systems with and without oversampling. Simulation and analytical results are obtained for sys-
tems with and without oversampling under various systems configurations. Our results show that the
employment of the time-domain oversampling enhances system error performance and removes the
performance fluctuations induced by the timing offset between transmitters and the receiver clocks.
The third objective is to propose a new MAI reduction scheme for multi-carrier multi-user wireless
communication system in the uplink direction. The proposed system employs a novel MAI reduction
technique that can completely remove or effectively reduce the MAI when channels experience a fre-
quency selective Rayleigh fading. Furthermore, in all extended and new proposed systems, we focus
on how to achieve a significant performance gain over conventional orthogonal frequency division
multiple access (OFDMA) with the same spectral efficiency. Finally, we present the design of an
optimum receiver for system with imperfect CSI. The impact of various system design parameters
are identified. The optimum receiver is obtained for a single-user system, but it can be extended to
include multi-user systems.
Throughout this dissertation, the above objectives are implemented using theoretical analysis, and
then extensive computer simulations are carried out under various systems parameters and config-
urations to validate the derived analytical results. Also, during simulations, we consider practical
configurations and parameters, such as power delay profiles, transmission energies, filters configu-
rations, and modulation schemes. Therefore, the derived results can be used to anticipate the error




The outline of the rest of this dissertation is summarized as follows.
Chapter 2: In this chapter, we develop approximately MAI-free MC-CDMA system, where over-
sampling in the time domain and a linear signal processing in the frequency domain are employed at
the receiver side. Hadamard-Walsh codes are used to spread data symbols in the frequency domain
before transmission over a frequency selective Rayleigh fading channel. When the number of sub-
carriers is sufficiently large, the frequency-domain of a frequency selective Rayleigh fading channel
can be approximated by a flat fading channel leading to an approximately MAI-free system. The
performance of the system with oversampling outperforms the original system without oversampling,
both systems can support the same number of users with negligible MAI. In addition, the system with
oversampling has immunity to impacts of the timing-offset between transmitter and receiver sampler
clocks.
Chapter 3: In this chapter, we introduce an oversampled multi-carrier code division multiple ac-
cess (OMC-CDMA) system, the system employs Hadamard-Walsh codes to spread symbols in the
frequency domain and to establish orthogonality among different users. When channels experience
frequency selective Rayleigh fading, orthogonality among users could be lost leading to MAI. To
maintain orthogonality among users, Hadamard-Walsh codes can be partitioned into smaller subsets,
then users select their respective spreading codes from the same subset [8]. The partitioning is done
based on the ratio between the total number of subcarriers and the equivalent discrete-time channel
length without oversampling. Our results show that the performance of the system with oversampling
is much better than an equivalent system without oversampling for a typical urban (TU) power delay
profile; both systems with and without oversampling can achieve multipath diversity. In addition, re-
sults show that the system with oversampling is protected against impacts of the timing offset between
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transmitter and receiver clocks. Finally, the maximum number of supported users in this system does
not exceed N/L, where N is the total number of available subcarriers at the transmitter, and L is the
equivalent discrete-time channel length without oversampling.
Chapter 4: In this chapter, a novel circular-shift division multiple access (CSDMA) scheme is
proposed for multi-carrier multi-user wireless communication systems. The system can be used in
the uplink wireless communications. In CSDMA, a time-domain circular shift is employed at the
transmitter to enable the receiver to differentiate signals from multiple users with MAI-free. The
MAI-free system can be obtained when the number of users is equal to or less than M/L, where M is
the number of repetitions in the frequency domain and L is the length of the equivalent discrete-time
channel. In addition, when the number of users exceedsM/L the system will have MAI, the CSDMA
system with MAI is presented in chapter 5. Finally, the CSDMA system can achieve the multipath
diversity gain.
Chapter 5: In this chapter, we extend the CSDMA system presented in Chapter 4 to support a
number of users greater than M/L. To address the MAI problem in the CSDMA system when the
number of users exceeds M/L, proper circular shifting values are proposed for users leading to at
most L mutually interfering users at any given subcarrier. Consequently, the system can be consid-
ered as a multi-input multi-output (MIMO) system, where the optimum detection requires exhaustive
searching. An iterative soft-input soft-output (SISO) block decision feedback equalization (BDFE) is
proposed at the receiver, since it provides a balanced trade-off between performance and complexity
[12]. Our results show that the performance of the CSDMA system with MAI and BDFE receiver is
slightly worse than the CSDMA system without MAI.
6
Chapter 6: Inspired by results obtained in Chapter 4 and Chapter 5, we further extend the CS-
DMA system by introducing oversampling in the time domain combined with a linear signal process-
ing in the frequency domain at the receiver of the CSDMA system. The statistical properties of both
the discrete-time channel and the correlated noise samples are considered in our analysis. An Opti-
mum and sub-optimum receivers are designed for systems without and with MAI, respectively. The
CSDMA system with oversampling shows a significant performance improvement over the CSDMA
system without oversampling.
Chapter 7: In previous chapters, channel coefficients for all users are considered to be perfectly
known at the receiver, which is not the case in practical wireless communication systems. Therefore,
In this chapter, we study a theoretical error performance of high mobility wireless communication sys-
tem with doubly selective (time-varying and frequency-selective) fading channel under the impacts of
imperfect channel state information (CSI). The minimum mean squared error (MMSE) pilot-assisted
channel estimation is employed to detect the channel fast time variations in high mobility wireless
communications. With the help of the statistical properties of the discrete-time system model, we
derive the average mean squared error (MSE) of the MMSE estimator. Also, the impacts of design
parameters, such as Doppler frequency, pilot percentage, and energy allocation factor on the average
MSE and on the system error performance are identified in this chapter. The study is done for a
single-user system with Viterbi equalizer at the receiver. The generated results can be extended to
cover multi-carrier multi-user systems.
Chapter 8: This chapter is dedicated to concluding our research and to present the main contribu-
tions of this dissertation.
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Chapter 2
Repetitively Coded Multi-User Multiple Access (RC-MUMA) System
2.1 Introduction
Orthogonal frequency division multiple access (OFDMA) and multi-carrier code division multiple
access (MC-CDMA) were proposed as a solutions to satisfy the huge demands on broadband multi-
user wireless and mobile communications. In multi-user wireless networks, OFDMA is used to reach
high data rates over multipath fading channels. The IEEE 802.16d and 802.16e standards which
are commonly known as Worldwide Interoperability for Microwave Access (WiMAX) are the first
multiple access standards that employ OFDMA [13]. High spectral efficiency and immunity to inter-
symbol interference (ISI) in a multipath fading environment are the main advantages of the OFDMA
system [3]. However, the OFDMA system can not achieve multipath diversity when the system is
fully loaded, i.e., the number of users equals the number of available subcarriers.
The MC-CDMA system was first proposed for multiple users indoor wireless radio networks [2].
The MC-CDMA system can be considered as an integration between the OFDM and the code division
multiple access (CDMA) systems, consequently, the MC-CDMA system has the advantages of both
systems. Multiple-access capability and robustness against ISI are the main advantages of the MC-
CDMA system, these advantages are provided by CDMA and OFDM, respectively. Multi-carrier
CDMA systems can be divided into two main types: the MC-CDMA system and the multi-carrier
direct sequence CDMA (MC-DS-CDMA) system [3]. In the first type, data symbols are spread in
the frequency domain into multiple chips by means of orthogonal spreading codes. Then these chips
are used to modulate orthogonal subcarriers, where chips belonging to the same symbol modulate
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different subcarriers. In the second type, the spreading is performed in the time domain, then chips
corresponding to the same symbol modulate the same subcarrier [14, 15]. The MC-CDMA system
has the advantage of collecting multipath diversity, because each modulated symbol is transmitted
over multiple orthogonal subcarriers. Achieving multipath diversity is the main advantage of the
MC-CDMA system over the OFDMA system [3]. Despite all advantages of the MC-CDMA system,
the MC-CDMA system is not free of issues; the main issue in the MC-CDMA system is multiple
access interference (MAI). In the MC-CDMA system, orthogonal codes are used to distinguish be-
tween different users at the receiver, however, in the frequency selective Rayleigh fading channels,
orthogonality among different codes might be lost leading to MAI.
Various schemes are proposed in [6]-[9] to tackle the MAI problem in the MC-CDMA system.
In [6, 7], a repetitively coded MC-CDMA (RCMC-CDMA) is proposed, the RCMC-CDMA system
is approximately MAI-free. The number of subcarriers is considered to be large enough to approxi-
mate the frequency selective Rayleigh fading channel by flat fading channel [6]. The RCMC-CDMA
system can achieve high spectral efficiency compared to the conventional MC-CDMA system, how-
ever, the computational complexity of the RCMC-CDMA is high compared to the conventional MC-
CDMA system. Furthermore, The error performance of the RCMC-CDMA system is comparable
to the MC-CDMA system with a linear minimum mean square error (LMMSE) multi-user detector,
but it is better than the error performance of the MC-CDMA system with decorrelating multi-user
detectors [7].
In [8], the Hadamard-Walsh matrix is first split into smaller equal-size submatrices based on the
channel length. Then, the MC-CDMA system is MAI-free if two conditions are satisfied. First, the
number of users is equal to or less than the number of codes per submatrix. Second, if all users
select their unique spreading codes from the same submatrix. The MC-CDMA system in [8] can
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achieve multipath diversity. A properly selected Hadamard-Walsh codewords or exponential code-
words may lead to MAI-free MC-CDMA even in the presence of carrier frequency offset [9]. In [11],
a time-domain oversampling is proposed for OFDM in doubly selective fading. The time-domain
oversampling can significantly improve the diversity gain at the receive and can remove the impacts
of timing offset between the transmitter and the receiver sampling clocks.
In this chapter, we investigate an MC-CDMA system with MAI-reduction technique which is
based on approximation of frequency selective channels by flat fading channels. The system is de-
signed for the uplink direction, where multiple users transmit to the same receiver at the same time. In
our system, each user transmits N data symbols, the N data symbols are then spread into NM chips
using spreading code of length M before transmission. At the receiver, the superposition of time-
domain signals from all users are oversampled with oversampling factor q; the frequency-domain
representation is then obtained for the sampled signals. When N is sufficiently large, the frequency
domain of frequency selective fading channels can be approximated by flat fading channels leading
to an approximately MAI-free system [6]. Finally, the system is called repetitively coded multi-user
multiple access (RC-MUMA) system.
The rest of this chapter is organized as follows. Section 2.2 describes the RC-MUMA system
model. In Section 2.3, we discuss the receiver design of the RC-MUMA system. Section 2.4 presents
the error analysis of the MAI-free RC-MUMA system. Section 2.5 presents the simulation results.
Finally, Section 2.6 concludes the chapter.
2.2 System Model
Consider a wireless communication system in the uplink direction, where K users utilize the same









































































Transmission k-th user Reception
g0
gK-1
Figure 2.1: A block diagram of the RC-MUMA system with K users in the uplink direction.
Suppose that each user has N data symbols that need to be transmitted over a frequency se-
lective Rayleigh fading channel. Each user spreads the N data symbols into NM chips using a
unique spreading code selected from size M orthogonal Hadamard-Walsh matrix, Wh ∈ ±1. The
columns of Wh are orthogonal, i.e., WThWh = MIM , where IM is a size M identity matrix with
M being an integer equal to or greater than K. Denote the N data symbols of the k-th user as
sk = [sk0, · · · , sk(N−1)]T ∈ SN×1, where S is the modulation constellation set. Each data symbol
in sk is spread using the spreading vector ck = [ck(0), · · · , ck(M − 1)]T ∈ Wh resulting in the









where FNM is the normalized size-NM discrete Fourier transform (DFT) matrix with the (m+1, n+








. If the time duration of one OFDM symbol
is T0, then the time duration of a one time-domain sample will be T1 = T0NM .
The output of IDFT is converted to serial samples, and a cyclic prefix (CP) of length L− 1 is then
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added to time-domain samples, xk, to remove ISI between OFDM symbols, where L is the length
of the equivalent T1-spaced discrete-time channel. The prefixed time-domain signals are then passed
through a transmit filter p
T
(t), and are then transmitted over a frequency selective Rayleigh fading
channel where signals are corrupted by an additive white Gaussian noise (AWGN). The receiver
observes the superposition of corrupted signals from K users. The time-domain signals observed at













(t− nT1) + w(t), (2.2)
where Es is the energy per symbol, gk(t) = pT (t)  ḡk(t)  pR(t) is the continuous time-domain
composite channel impulse response (CIR) of the k-th user physical channel, ḡk(t), w(t) = pR(t) 
u(t) is the noise with u(t) being an AWGN with a variance N0, and is the time-domain convolution
operator. The output of the receiving filter is sampled at a time instant T2 + τ0, where T2 = T1q with
the oversampling factor, q, being an integer ≥ 1, and τ0 ∈ [−T22 ,
T2
2
] is the timing offset. The output of













(l) + w(n), for n = 0, · · · , qNM − 1, (2.3)




xk(n/q), n/q is integer
0, otherwise.
(2.4)
It is assumed that the receiver has a perfect knowledge of the-discrete time CIR of all users.
In addition, the channel length of the oversampled discrete-time CIR is assumed to be an integer
multiple of the oversampling factor q, and this can be done by padding zeros to the CIR. To facilitate








Gkxk + w, (2.5)
where y = [y(0), · · · , y(qNM − 1)]T ∈ CqNM×1, w = [w(0), · · · , w(qNM − 1)]T ∈ CqNM×1is the
noise vector, and Gk = [gk1 ,gkq+1 ,gk2q+1 , · · · ,gk(NM−1)q+1 ] ∈ CqNM×NM is the time-domain channel
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∈ CqNM×qNM , (2.6)
When the transmission channels experience a wide sense stationary uncorrelated scattering (WS-
SUS) frequency selective Rayleigh fading, the discrete-time CIR, gk(l), is zero-mean Gaussian dis-






(l1T2 − τ)R∗TR(l2T2 − τ)G(τ − τ0)dτ, (2.7)
where G(τ) is a normalized channel power delay profile (PDP) with
∫∞
−∞G(τ)dτ = 1, RTR(τ) is
the convolution of the transmit and receive filters. The impacts of the timing offset on the system
is included in the time-domain covariance of the discrete CIR, and it can be completely removed by
using q = 2 for a system with transmit and receive filters at most 100% excessive bandwidth [17].
Sampling with oversampling factor q > 1 generates correlation among noise samples, hence, the
noise becomes colored zero-mean Gaussian distributed with a time-domain covariance matrix given
as Rw = E(wwH) = NoRp, where Rp ∈ CqNM×qNM , and the (m,n)-th element of the matrix Rp is
(Rp)(m,n) =
∫∞
−∞ pR((m− n)T2 + τ)pR(τ)dτ [16].
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At the receiver, the frequency-domain signal can be obtained by passing the time-domain signal







Hks̄k + z, (2.8)
where r = [r(0), · · · , r(qNM − 1)]T ∈ CqNM×1, z = FqNMw = [z(0), · · · , z(qNM − 1)]T ∈
CqNM×1, and Hk = FqNMGkFHNM ∈ C
qNM×NM is the frequency-domain channel matrix of the k-
th user. The channel matrix Hk can be partitioned into a stack of q diagonal submatrices as Hk =[
HTk0 , · · · ,H
T
kq−1
]T , where Hkp ∈ CNM×NM can be found as
Hkp = FqNM(p)GkF
H
NM , for p = 0, · · · , q − 1, (2.9)
with FqNM(p) ∈ CNM×qNM being obtained by extracting the pNM+1 to (p+1)NM rows of FqNM .
The main diagonal of the p-th submatrix can be obtained as
dkp =
√
NMFqNM(p)gk1, for p = 0, · · · , q − 1, (2.10)
where gk1 is the first column of matrix G̃k. We can stack the q diagonals of all submatrices into one
column vector to form the frequency-domain channel coefficients vector, hk ∈ CNM×1, of the k-th
user, which also can be obtained as
hk =
√
NMFqNMgk1, for p = 0, · · · , q − 1, (2.11)
2.3 Receiver Design of the RC-MUMA System







Ckhk(n)skn + z(n), for n = 0, · · · , N − 1, (2.12)
where r(n) = [r0(n), · · · , rq−1(n)]T ∈ CqM×1 with rp(n) = [r(pN + n), · · · , r(pN + M + n− 1)],
hk(n) = [hk0(n), · · · ,hk(q−1)(n)]T ∈ CqM×1 with hkp(n) = [hk(pN+n), · · · , hk(pN+M+n−1)],
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z(n) = [z0(n), · · · , zq−1(n))]T ∈ CqM×1 with zp(n) = [z(pN + n), · · · , z(pN + M + n − 1)], and
Ck = diag{c̄k} with c̄k = 1q ⊗ ck ∈ ±1 and1q being all ones vector of length q.
The received samples that are contributed exclusively by the skn can be obtained by multiplying











CkCjhj(n)sjn + zk(n), (2.13)
where zk(n) = Ckz(n) is the frequency-domain noise vector.
The channel coefficients vector hk(n), and the noise vector zk(n) are zero-mean complex Gaus-
sian distributed with covariance matrices given respectively as
Rhk(n) = E[hk(n)hk(n)H ]
= NMF̄nRgF̄
H
n ∈ CqM×qM , (2.14)





k ∈ CqM×qM , (2.15)
where F̄n ∈ CqM×qNM is obtained by extracting a submatrix with rows indices set {1+nM, · · · ,M(n+
1), 1 + M(n + N), · · · ,M + M(1 + n + N)} from the DFT matrix, FqNM , and Rg ∈ CqNM×qNM
is the time-domain channel covariance matrix with its (m,n)-th element defined as Rg(m,n) =
ρ(m− 1, n− 1), for 1 ≤ m,n ≤ qL− 1, and zero otherwise.
Since the noise vector zk(n) contains correlated noise samples, the noise covariance matrix Rzk(n)





k ∈ CqM×qM , (2.16)
where Ωk = diag
[
ω1, ω2, · · · , ωuk
]
∈ Cuk×uk is a diagonal matrix with diagonal components being
the non-zero eigenvalues of 1
N0
Rzk in a decreasing order, and Vk = [v1,v2, · · · ,vuk ] ∈ CqM×uk is the
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k ∈ Cuk×qM . (2.17)
Multiplying (2.13) with the whitening matrix Dk, we have










DkCkCjhj(n)sjn + Dkzk(n), (2.18)
The noise vector in (2.18) is an AWGN with a covariance matrix R̄zk(n) = E[(Dkzk(n)) ·
(Dkzk(n))
H ] = N0IqM , where IqM is size qM identity matrix. Performing maximum ratio com-





















k (n)ΦkCkCjhj(n)sjn is the MAI.
When the number of subcarriers N is sufficiently large, the frequency-domain channel coeffi-
cients vector hk(n) can be approximated by h̃k(n) = [h̃k0(n), · · · , h̃k(q−1)(n)]T ∈ CqM×1 with
h̃kp(n) = 1M ⊗ hk(pN + n). If we consider the above approximation, the MAI will be very small,







k (n)skn + h̃
H
k (n)Φkzk(n). (2.20)
Based on (2.20), the decision rule can then be described as
ŝkn = argmin
sm∈S








2.4 Error Analysis of MAI-free RC-MUMA System
In this section, we derive the theoretical error performance of the MAI-free RC-MUMA system. The
MAI-free RC-MUMA system can be obtained by setting K = 1. The derived error performance can






hHk (n)Φkhk(n)skn + h
H
k (n)Φkzk(n), (2.22)
Based on (2.22), the signal-to-noise ratio (SNR) observed at the receiver output for the n-th data










where, γ0 = EsNo is the SNR without fading, and N0 is the noise variance. Since the matrix Φk
is a Hermitian matrix the scalar value ηkn = hHk (n)Φkhk(n) is a quadratic form of the zero-mean
complex Gaussian random variable (CGRV) vector hHk (n), and the characteristic function (CHF) of
ηkn is given as
φηkn(w) = E[e
jwηkn ] = [det (IqM − jwRhk(n)Φk)]−1 . (2.24)
The conditional SER performance of the n-th data symbol of the M-ary phase shift keying (MPSK),
M-ary amplitude shift keying (MASK), and M-ary quadrature amplitude modulation (MQAM), can














The unconditional SER can be obtained as Pn(E) = E[P (E|γkn)]
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where the parameters σi, θi, and ζ are related to different modulation schemes as listed in [19, Table














k . The identity det (I + XY)) = det (I + YX)) is
















where L̃n is the rank of Rn, and λnl is a non-zero eigenvalue of Rn. The average SER of the single





In this chapter, simulation results are given for the RC-MUMA system with a frequency selective
Rayleigh fading channels. Indeed, analytical results are provided to validate the obtained simulation
results. For simulations we use, T1 = 3.69µs, quadrature phase shift keying (QPSK), typical urban
(TU) power delay profile (PDP), and a root-raised cosine (RRC) filter with 100% excessive band-
width is considered to be both a transmit and a receive filters. In Fig. 2.2, we plot the imaginary
and real parts of the channel vector hk(n) for n = 0, k = 1, M = 4, and oversampling factor, q=2.
Each data symbol is transmitted over qM parallel subcarriers. In addition, when N is sufficiently
large such as N = 64, the first M channel coefficients of the vector hk(n) become approximately
the same, similarly, the second M coefficients of the vector hk(n) have approximately same values.
The second M coefficients represent the expansion of the frequency-domain support due to oversam-
pling. However, channel coefficients become different from each other when N = 8. Thus, for a
18





































Figure 2.2: The imaginary and real parts of channel coefficient, hk(n). A typical urban delay profile
and q = 2 are used to obtain the figure.
large N the frequency-domain channel coefficients of the frequency selective Rayleigh fading can be
approximated by flat fading channel coefficients as we illustrated in section 2.3.
In Fig. 2.3, the SER performance of the RC-MUMA system with and without oversampling is
shown for different values of N . In simulations, the number of users is set as K = 4, and each
data symbol is transmitted over M orthogonal subcarriers. In addition, the analytical results for the
MAI-free single-user RC-MUMA system are provided for performance comparison. Two observa-
tions can be made from Fig. 2.3. First, systems with oversampling show better performance over
systems without oversampling. Second, MAI reduction can be achieved by having sufficiently large
N , when N is sufficiently large the system is approximately MAI-free for systems with and without
oversampling. In Fig. 2.3, N = 64 is sufficiently large to approximate the channel coefficients by
a flat fading leading to a system with very small MAI. The analytical and simulation results have
19























N=16, analytical, single user
N=32, analytical, single user
N=64, analytical, single user
q=2
q=1
Figure 2.3: The SER performance of the RC-MUMA system over a frequency selective Rayleigh
fading channels for different N values.The number of users is K = 4, and the spreading code length
is M = 4. QPSK is used in all systems.
excellent matching when N = 64 for both systems with and without oversampling, which means that
systems with N = 64 have a negligible MAI.
In Fig. 2.4, the performance of the RC-MUMA system with oversampling is compared with the
equivalent system without oversampling in the presence of sampler timing offset, τo, between trans-
mitter and the receiver sampler clocks. The timing offset ,τ0, can produce spectrum aliasing between
sampled signals at the receiver, and the overlapped samples could be combined either positively or
negatively depending on their phase differences leading to performance fluctuations. However, the
spectrum aliasing can be completely removed for systems with at most 100% excessive bandwidth
by setting the oversampling factor as q = 2 [17]. Thus, in Fig. 2.4, systems with q = 2 are robust
against sampler timing offset variations, while SER fluctuations can be observed in systems without
20








































Figure 2.4: The Performance of the RC-MUMA system with and without oversampling in the pres-
ence of timing offset. N = 64, and M = 4.
oversampling where q = 1.
2.6 Conclusions
Based on theoretical analysis and simulation results presented in this chapter we can conclude this
chapter with the following points. First, when N is sufficiently large, the frequency-domain channel
coefficients of a frequency selective fading can be approximated by flat fading channel coefficients,
accordingly, the system is approximately MAI-free. Second, the SER performance of the RC-MUMA
system with oversampling outperforms that of an equivalent system without oversampling. Third, the
performance variations that are introduced by the timing offset in the RC-MUMA system can be
mitigated by employing the time-domain oversampling at the receiver side, i.e., when q = 2. Finally,
the maximum system capacity can be achieved by spreading each data symbol of N symbols into N
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chips, thus the number of supported users can be up to K = N users. However, the lack of multipath




Oversampled Multi-Carrier Code Division Multiple Access (OMC-CDMA) System
3.1 Introduction
Multi-carrier code division multiple access (MC-CDMA) has recently received a great deal of atten-
tion as a promising multi-user technique in wireless networks. The main advantages of MC-CDMA
are: First, multiple users can access the same channel at the same time leading to high bandwidth
efficiency. Second, MC-CDMA can achieve high data rate transmission over multipath fading chan-
nels. Third, MC-CDMA can collect the diversity gain from multipath fading components. How-
ever, the main problem in the MC-CDMA system is the multiple access interference (MAI). In the
MC-CDMA system, multiple orthogonal users transmit simultaneously over the same frequency, so
when transmission channels undergo a frequency selective Rayleigh fading, orthogonality among
users might be destroyed leading to MAI. MAI degrades the overall performance of the MC-CDMA
system, therefore, several techniques have been proposed to reduce MAI in the MC-CDMA system.
In [8], Hadamard-Walsh codes are used to spread data symbols in the frequency domain and to cre-
ate orthogonality among different users. MAI-free communications can be reached by splitting the
Hadamard-Walsh matrix into smaller subsets, then all users are assigned codes from the same subset.
The number of supported users without MAI in [8] does not exceed the ratio between the total number
of subcarriers and the channel length. The MAI reduction technique proposed in [8] is developed in
[9] to support MC-CDMA with carrier frequency offsets (CFO). Another scheme to reduce MAI in the
MC-CDMA system is proposed in [10], where exponential orthogonal codes are used. Furthermore,
the MAI-reduction scheme in [8] is designed based on the orthogonality of the spreading codes in
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the frequency domain, while, in [10], the MAI reduction scheme design is based on the time-domain
structure of the spreading codes.
To collect diversity gain, different diversity combining techniques can be employed in the MC-
CDMA system [20]-[27]. The maximum ratio combing (MRC) technique is used in the MC-CDMA
system to achieve the full diversity gain [22]. MRC and equal gain combining (EGC) techniques are
used in [25] for the MC-CDMA system with Rayleigh channel and additive white Gaussian noise
(AWGN). Analysis of MRC receivers for asynchronous MC-CDMA with imperfect channel estima-
tion are presented in [5]. A complexity reduction scheme for MC-CDMA with a minimum mean
squared error (MMSE) receiver is proposed in [27].
In Chapter 2, we found that a trade-off between performance and computational complexity
should be considered in the RC-MUMA system. Also, we observed that the diversity gain in the
RC-MUMA system is only the diversity gain offered by oversampling. In this chapter, we propose
MC-CDMA system with a fractionally spaced receiver by employing the time domain oversampling
at the receiver side. Furthermore, we employ the code selection technique proposed in [8] to reduce
the MAI in the proposed system. The proposed system is named oversampled multi-carrier code
division multiple access (OMC-CDMA). The statistical properties of the discrete time model are con-
sidered in our analysis. The OMC-CDMA system can achieve a full multipath diversity where a part
of this diversity is gained through oversampling. The complexity of OMC-CDMA is low compared
to that of RC-MUMA.
The rest of this chapter is organized as follows. Section 3.2 demonstrates OMC-CDMA system
model. In Section 3.3, the receiver design of OMC-CDMA is presented. In Section 3.4, we derive the
error probability of the MAI-free OMC-CDMA system. Simulations and analytical results are given
in section 3.5. Finally, we present our conclusions in section 3.6.
24
3.2 System Model
Consider a wireless communication system in the uplink direction where U users transmit simultane-
ously to the same receiver. At the transmitter, each symbol is transmitted over N orthogonal subcar-
riers by means of Hadamard-Walsh spreading codes. Different users are assigned different codes to
generate orthogonality among users, where a loss of orthogonality among users leads to MAI.
Let the transmitted data symbol of the u-th user be represented by su ∈ S , where S is the mod-
ulation alphabet set with cardinality S, then su is first spread into N chips in the frequency domain
using the Hadamard-Walsh codes as su = cu ⊗ su ∈ SN×1, where cu = [cu0 , · · · , cu(N−1) ]T ∈ ± 1
is the spreading code assigned to the u-th user. The spreading codes satisfy orthogonality condition,
i.e., cTu · cv = Nδuv, where δuv is the Kronecker delta function.
After spreading, the time-domain signal is obtained by passing the N chips through N -point




where FN is the normalized size-N discrete Fourier transform (DFT) matrix with the (m+ 1, n+ 1)-








. The output of the IDFT is passed through a
parallel-to-serial converter, and then a cyclic prefix is added to the time-domain sequence to mitigate
the problem of inter-symbol interference (ISI). The resultant time-domain sequence is then passed







(t) = 1 [11]. The multi-
carrier signal is then transmitted over a frequency selective fading channel. The receiver observes the
superposition of signals from U users corrupted by an additive white Gaussian noise (AWGN).
At the receiver, the observed time-domain signals from U users are first passed through a root raised







(t) = 1. The superposition of the continuous
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xu(n)gu(t− nT1) + wR(t), (3.2)
where Es is the average transmission energy per symbol, wR(t) = pR(t)  ν(t) is the noise part of
the received signal, with ν(t) being AWGN with a variance N0, and gu(t) = pT (t)  g̃u(t)  pR(t)
is the continuous time composite channel impulse response (CIR), which involves the effects of the
transmit filter, the receive filter and the physical channel, g̃u(t) [11]. If we consider the timing offset,
τ0, between the transmitter and the receiver sampler clocks, then the output of the receiver filter is
sampled at a time instant Ts + τ0, where, τ0 ∈ [−Ts2 ,
Ts
2
], and Ts = T1η with the oversampling factor, η,









x̃u(l − n)gu(l) + w(n), for n = 0, · · · , ηN − 1, (3.3)
where, y(n) = y
R
(nTs + τ0), w(n) = wR(nTs + τ0), and x̃u is the oversampled version of xu which
can be obtained as
x̃u(n) =

xu(n/η), n/η is integer,
0, otherwise,
(3.4)
with ηL being the channel length of the oversampled discrete-time CIR. The channel length of the
oversampled discrete-time CIR is assumed to be an integer multiple of the oversampling factor η, and
that can be accomplished by padding zeros to the discrete-time CIR. To simplify our analysis, we









Nsu + w, (3.5)
where y =
[
y(0), · · · , y(ηN − 1)
]T ∈ CηN×1, w = [w(0), · · · , w(ηN − 1])T ∈ CηN×1 is the noise
samples vector, and Gu =
[
gu1,gu(η+1),gu(2η+1), · · · ,gu(N−1)η+1
]
∈ CηN×N is the time-domain
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channel matrix related to the u-th user with guk being the k-th column of the channel matrix, G̃u,
which is given as
G̃u =

gu(0) 0 . . . gu(ηL− 1) . . . gu(1)
gu(1) gu(0) . . . 0 gu(ηL− 1) . . .




0 . . . gu(qL− 1) . . . . . . gu(0)

∈ CηN×ηN . (3.6)
The first column of matrix G̃u is gu1 = [gu(0), gu(1), · · · , gu(ηL − 1),0η(N−L)]T ∈ CηN×1, with
gu(l) being the equivalent discrete-time CIR of the u-th user, while the rest columns are circularly
shifted versions of the first column, gu1.
For channels experience a wide sense stationary uncorrelated scattering (WSSUS) frequency se-
lective Rayleigh fading, the discrete time-domain CIR, gu(l), is zero-mean complex Gaussian dis-






(l1Ts − η + τ0)R∗TR(l2Ts − η + τ0)G(τ)dτ, (3.7)
where G(τ) is the normalized channel power delay profile (PDP) with
∫∞
−∞G(τ)dτ = 1, and RTR(t)
is the convolution of the transmit and receive filters. It should be noted that the effect of the timing
offset, τ0 is included in the channel covariance. It is shown in [17] that the impacts of timing offset
can be removed by using η = 2 for a system with at most 100% excessive bandwidth. Furthermore,
if the signal is corrupted by AWGN, the vector w is zero-mean complex Gaussian distributed with
a covariance matrix Rw given as Rw = E[wwH ] = 1N0 Rp where Rp ∈ C
qN×qN , and the (m,n)-th
element of matrix Rp is (Rp)(m,n) =
∫∞
−∞ pR((m− n)Ts + τ)pR(τ)dτ [11].
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3.3 Receiver Structure of the OMC-CDMA System
The frequency-domain representation of the discrete-time observed signal is obtained by performing
the ηN -point DFT over y in (3.5) as r = FηNy, where FηN is the normalized ηN -point DFT matrix
















Husu + z, (3.8)
where Hu = FηN(Gu)FHN ∈ CηN×N , is the frequency-domain channel coefficient matrix, and
z = FηNw ∈ CηN×1 is the frequency domain noise samples vector. The frequency domain chan-
nel coefficient matrix, Hu can be partitioned into a stack of size-ηN diagonal submatrices as Hu =[
HTu0 , · · · ,H
T
uη−1
]T . Now, let hu ∈ CηN×1 be a column vector that contains the frequency-domain
subcarriers over which a single modulated data symbol is transmitted from the u-th user. The channel




where gu1 is the first column of the matrix G̃u. Furthermore, the vector hu can be obtained by stacking
all diagonals of submatrices into one column vector. With the help of the frequency-domain channel







Cuhusu + z, (3.10)
where, Cu ∈ CηN×ηN is a size ηN diagonal matrix with dcu = 1η ⊗ cu ∈ CηN×1 being the main
diagonal. We have the following lemma about both the frequency-domain channel and the frequency-
domain noise vectors in (3.10).
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Lemma 3.1: For the OMC-CDMA system with a frequency selective Raleigh fading channel and
AWGN, both hu and z are zero-mean complex Gaussian distributed with their respective covariance
matrices given as
Rh = N · FuNRgFHuN (3.11)
Rz = N0 · FuNRpFHuN (3.12)
where, Rg = E[gu1gHu1] ∈ CηN×ηN is the time-domain channel covariance matrix with its (m,n)-th
element defined as Rg(m,n) = σ(m− 1, n− 1), for 1 ≤ m,n ≤ ηL− 1, and zero otherwise [11].
Proof: Rh = E[hu.hHu ] = FηNE[gu1gHu1]FHηN , the first ηL of gu1 are the discrete-time CIR with
a covariance given in (3.7). For the noise covariance, Rz = FηNE[wwH ]FHηN , where E[wwH ] =
N0Rp and that completes the proof.
At the receiver, the received signal of the u-th user can be obtained by multiplying (3.10) with the












Cvhv · sv + Cuz, (3.13)
where CuCu = IηM is used in the above equation. Next we consider the OMC-CDMA system
without and with oversampling, respectively.
3.3.1 System Without Oversampling
If Ts = T1, i.e., the oversampling factor η = 1, the noise in (3.13) is zero-mean white Gaussian noise
with a covariance matrix E[CuzzHCu] = N0IN , thus, we can directly apply the MRC to the system














Cvhv · sv + hHu Cuz, (3.14)
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The first part in (3.14) is the desired signal, the second part is the MAI, and the third part is the










gHu Auvgv · sv, (3.15)
where Auv = FHNCuCvFN ∈ CN×N , gu = [gu(0), · · · , gu(L − 1),0(N−L)]T ∈ CN×1, and gv =
[gv(0), · · · , gv(L−1),0(N−L)]T ∈ CN×1. Since the firstL elements of gu and gv are non-zero elements
and the rest N − L elements are zeros, it can be easily shown that Iuv = 0 if the first L× L elements
of the matrix Auv are zeros for any u 6= v. In [8], a spreading code selection technique was proposed
to obtain the matrix Auv with zero elements, the code selection technique can be summarized in the
following lemma.
Lemma 3.2: Let the Hadamard-Walsh codes matrix of size N be partitioned into L submatrices
with N/L codewords in each submatrix, then the first L×L elements of matrix Auv are zeros for any
u 6= v if user u and user v select their respective spreading codes from the same submatrix [8].
Proof: The proof of lemma 3.2 is omitted here for brevity, but it can be found in [8].
If spreading codes are selected for all users according to lemma 3.2, the system in (3.14) can
support a number of users not greater than N/L without MAI. Thus, for MAI-free system, equation














|hu(l)|2su + hHu Cuz, (3.16)
The conventional MRC receiver is the optimum receiver for MAI-free system. Based on (3.16),
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the decision rule can be expressed as
ŝu = argmin
sm∈S





hHu hu. In the next subsection we will study the OMC-CDMA when η > 1.
3.3.2 System With Oversampling
For system with oversampling, i.e., η > 1, the noise part in (3.13) contains correlated zero-mean
Gaussian distributed samples, so the noise is colored with a covariance matrix Rzu = CuRzCu. Since
the noise is not white, a noise whitening is required before applying the maximum ratio combining
to (3.13). Indeed, the covariance matrix, Rzu might be rank deficient with rank p ≤ ηN , so let the
pseudo-inverse of 1
N0





p ∈ CηN×ηN , (3.18)
where Ωp = diag
[
ω1, ω2, · · · , ωp
]
∈ Cp×p is a diagonal matrix with diagonal elements being the
non-zero eigenvalues of 1
N0
Rzu in a decreasing order, and Vp = [v1,v2, · · · ,vp] ∈ CηN×p is the
orthonormal eigenvectors matrix of 1
N0
Rzu.
Define the whitening matrix as Du = Ω
− 1
2
p V Hp ∈ Cp×ηN , then the noise whitening of the colored














CuCvhv · sv + ζu, (3.19)
where ζu = DuCuzu is AWGN with a covariance matrix N0IηN . Applying MRC by multiplying
31

















CuCvhv · svk + ζ̄u, (3.20)
where σu = hHu Φuhu, and ζ̄u = h
H
u ΦuCuzu, is the noise. The mutual interference between user u





hHu ΦuCuCvhv · sv. (3.21)
If all users select their spreading codes according to Lemma 1.2, the mutual interference among them





σusu + ζ̄u. (3.22)
It should be noted that the above approximation was investigated and validated for TU PDP by com-
paring the analytical error performance of a system when U = 1 with the simulated one for a system
with multiple users. The decision rule can then be described as
ŝu = argmin
sm∈S
|ϕu − smσu|2. (3.23)
3.4 Performance Analysis of an MAI-free OMC-CDMA System
In this section, we derive the error performance of MAI-free OMC-CDMA system in frequency se-
lective Rayleigh fading channels. The OMC-CDMA system with η = 1 and U ≤ N/L is MAI-free if
all users select their spreading codes from the same subset. Also, the MAI-free OMC-CDMA system
can be obtained by setting U = 1 for η ≥ 1. The derived error performance can be considered as
the lower bound of the OMC-CDMA system with MAI. For the MAI-free OMC-CDMA system the
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σusu + ζ̄u (3.24)












where γs = EsN0 is the SNR without fading, Es is the average transmission energy per transmitted data
symbol, and N0 is the noise variance. In terms of the instantaneous SNR, γu, the conditional error
probability of the MAI-free OMC-CDMA system with m-ary Phase-shift keying (MPSK) modulation
















The unconditional error probability P (Eu) is then found by averaging P (E|γu) over the instantaneous
SNR γu, i.e., P (Eu) = E[P (Eu|γu)]. The pseudo-inverse matrix ,Φu, is a Hermitian matrix, thus,
the scalar σu = hHu Φuhu is a real quadratic form of the complex Gaussian random variable (CGRV)
vector hu with characteristic function (CHF) given as [28]
E(ejwβu) = [det(IηN − jwRhΦu)]−1, (3.27)
Substituting (3.27) in (3.26) and using the identity det[IηN +AB] = det[IηN +BA], the unconditional















































2 )H . Performing an eigenvalues











u ∈ CηN×ηN , (3.29)
where Λu = diag
[
λ1, λ2, · · · , λυ
]
∈ Cυ×υ is a diagonal matrix that contains the non-zero eigen-
values of Ru in a decreasing order, with υ being the number of non-zero eigenvalues, and Ωu =

















The parameters βi, ψi, and ξ are found in [19, Table 1], these parameters are corresponding to
various modulation schemes. To investigate our analytical results, simulation results are presented
next.
3.5 Numerical and simulation Results
Computer simulations were generated to examine the performance of the OMC-CDMA system and
to verify the analytical results obtained in the previous sections. In all simulations and analytical
results, we consider a frequency selective Rayleigh fading channel with a typical urban (TU) power
delay profile (PDP), unless otherwise mentioned. A root raised cosine filter with 100% excessive
band width is used as a transmit and receive filters. The transmitter sampling period was set as
T1 = 3.69µs.
In Fig. 3.1, the absolute value of MAI between two users is plotted for the OMC-CDMA system
without oversampling. The equivalent length of the discrete-time CIR is L = 4. QPSK-modulation
with a total number of orthogonal subcarriers at transmitter being N = 64 is employed for all users.

























Figure 3.1: The absolute value of MAI between the u-th user and the v-th user as a function of the
user index. Typical urban profile, η = 1, and N = 64 are used in this figure.
in each group, consequently, the system can have 16 users transmit simultaneously without MAI if all
users select their respective codes from the same group. The diagonal protrusions in Fig. 3.1 represent
the desired signals, while the off diagonal ones are the unwanted MAI.
Fig. 3.2, and Fig. 3.3 show the absolute value of MAI between two users in the OMC-CDMA
system for the TU and the equal gain (EG) power delay profiles, respectively. In both figures, all
users select their respective spreading codes from the same group. The oversampling factor was set
as η = 2 for the two figures. When users select their spreading codes from the same set, MAI can be
neglected for the OMC-CDMA system with η = 2 and TU PDP. However, MAI is considerable and
can not be neglected for the OMC-CDMA system with EG PDP and η = 2, even when all users select



































































































































































Figure 3.3: The absolute value of MAI for users located in the same group. The channel has an Equal
Gain PDP.
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In Fig. 3.4, the symbol error rate (SER) performance is plotted for the OMC-CDMA system with
and without oversampling.





























Figure 3.4: The SER performance of the OMC-CDMA and OFDMA systems in a frequency selective
Rayleigh fading channel. In the OMC-CDMA system, U = 16 was used in the simulations. In the
OFDMA system, the number of users was the same as the number of subcarriers, i.e. U = N = 64.
The QPSK modulation was used in all systems.
For comparison purposes, the SER of the OFDMA system was also plotted. The QPSK modula-
tion was used in all systems. Three observations can be made about the figure, first, there are excellent
agreements between simulation and analytical results for all systems. Second, the simulation result
of the OMC-CDMA system with U = 16 matches very well with the analytical result of an equiv-
alent system with U = 1, that means the system with U = 16 has a negligible MAI. Third, due to
the diversity gain, the SER performance of the OMC-CDMA system without oversampling outper-
forms OFDMA system. Finally, employing oversampling in the time domain at the receiver enhances
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the collected diversity, as a result, the SER performance of the OMC-CDMA system becomes much
better with oversampling.
The impact of the timing offset, τ0, between the transmitter and the receiver sampler clocks on
the SER performance of the OMC-CDMA system is illustrated in Fig. 3.5 for systems with and with-
out oversampling. Fig. 3.5 clarifies that systems with time-domain oversampling are robust against




















































Figure 3.5: The SER performance of the OMC-CDMA system with and without oversampling in the
presence of the timing offset. All systems employ N = 64 subcarriers; the results were obtained for
both OPSK and 16-PSK modulations.
performance fluctuations induced by τ0, on the other hand, performance variations in systems with-
out oversampling can be observed due to the timing offset. Furthermore, oversampling with a factor
η = 2 is sufficient to cancel the spectrum aliasing between sampled signals at the receiver leading to
performance fluctuations avoidance [17].
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3.6 Conclusions
In this section, we summarize and conclude this chapter based on obtained results. In this chapter,
we presented the oversampled-multi-carrier code division multiple access (OMC-CDMA) system.
Hadamard-Walsh codes were employed in the OMC-CDMA system to spread symbols in the fre-
quency domain and to generate orthogonality among different users. Orthogonality among users can
be kept by assigning different users orthogonal codes selected from the same Hadamard-Walsh sub-
matrix [8]. Excellent matching between simulation and analytical results were observed. Indeed,
a significant performance improvement was achieved by using oversampling in the time domain at
the receiver. The OMC-CDMA system can achieve multipath diversity where a part of this diversity
was provided by the time-domain oversampling. Oversampling also can remove the impacts of the
time-offset between the transmitter and the receiver sampler clocks.
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Chapter 4
MAI-Free Circular-shift Division Multiple Access (CSDMA)
4.1 Introduction
Multi-carrier communications, such as orthogonal frequency division multiplexing (OFDM), have
been adopted as the primary physical layer transmission schemes by a wide range of current and
future broadband communication standards, including the fourth generation (4G) long term evolution
advanced (LTE-A) and IEEE 802.11ad Wireless Gigabit Alliance (WiGig) systems. OFDM can be
extended to orthogonal frequency division multiple access (OFDMA) to support the simultaneous
access of multiple users. Neither uncoded OFDM nor OFDMA system can achieve multipath diversity
because uncorrelated data streams are transmitted over orthogonal sub-carriers.
Multi-carrier code division multiple access (MC-CDMA) system can achieve full multipath diver-
sity by spreading one symbol across all the sub-carriers with orthogonal or quasi-orthogonal spread-
ing codes. The multipath diversity gains can be collected by using maximal ratio combining (MRC)
[3, 5], equal gain combining (EGC) [25] or minimum mean squared error (MMSE) [27] receivers.
MC-CDMA system can achieve the full multipath diversity gain while supporting the same num-
ber of simultaneous users as OFDMA systems. However, MC-CDMA suffers from multiple access
interference (MAI), because the frequency selectivity of the fading channel will destroy the orthogo-
nality among users. The negative impacts of MAI can be reduced by employing multi-user detection
(MUD), the complexity of which grows significantly as the number of users increases [29]. MAI-free
MC-CDMA system are proposed in [6]–[8] by employing a subset of Hadamard-Walsh codes. The
MAI-free operation is achieved at the cost of a lower spectral efficiency, because such systems can
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support no more than N/L simultaneous users, with N being the number of sub-carriers and L the
length of the discrete-time channel.
In this chapter we propose a circular-shift division multiple access (CSDMA) scheme for multi-
carrier multi-user wireless systems, where multiple users access the same spectrum at the same time
[30]. The proposed scheme can be used for the uplinks of wireless systems, such as cellular systems,
satellite systems, or wireless sensor networks. In the CSDMA scheme, each modulated symbol is
spread over M sub-carriers through simple repetition codes. The obtained time domain signals are
then circularly shifted by different number of samples at different users. The receiver observes the
superposition of the circularly shifted time domain signals distorted by frequency selective fading
and noise. The time domain circular shifting operation can remove or reduce MAI at the receiver.
Furthermore, if the number of users is no more than M/L, then MAI-free communication can be
achieved. Analytical and simulation results demonstrate that full multipath diversity gains can be
achieved by the proposed CSDMA system regardless of the presence of MAI [30]. We will focus
in this chapter on CSDMA system without MAI, CSDMA system with MAI where number of users
exceeds M/L will be presented in the next chapter.
Throughout this chapter we use the following common notations.The superscripts (·)T and (·)H
represent matrix transpose and Hermitian transpose, respectively; E(·) is the mathematical expectation
operator; CM×N denotes the (M×N)-dimensional complex space; CM is the space ofM -dimensional
complex column vectors; bac is the largest integer smaller than a; 1K is a size K all-one vector; IN
is a size-N identity matrix; diag {a} is a diagonal matrix with the vector a on its main diagonal; and
(a)u = [aN−u, · · · , aN−1, a0, · · · , aN−u−1]T is obtained by circularly shifting the length-N vector
a = [a0, · · · , aN−1]T downwards by u locations.
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4.2 System Structure of CSDMA
Consider the uplink of a cellular system or a wireless network, where U users transmit to the same re-
ceiver. Multi-carrier modulation is employed at the users, and each user uses N sub-carriers, indexed
from 0 toN−1. The data stream at each user is divided into slots and each slot containsK ≤ N mod-
ulated symbols. BothK andN are assumed to be powers of two. Each data symbol is transmitted over
M = N
K
subcarriers through repetition coding. Denote suk ∈ S as the k-th modulated symbol at the u-
th user, for k = 0, · · · , K−1, where S is the modulation constellation set with cardinality S, then suk
is transmitted over subcarriers with indices mK + k, for m = 0, · · · ,M − 1. The frequency domain
data vector at the u-th user can be represented by s̄u = 1M ⊗ [su0, · · · , su(K−1)]T ∈ SN×1, where⊗ is
the Kronecker product operator, 1M is a size M all-one vector, and su = [su0, · · · , su(K−1)]T ∈ SK×1
contains the K modulated symbols from user u. The frequency domain data vector is converted to the




where FN is the size-N discrete Fourier transform (DFT) matrix with the (m + 1, n + 1)-th element






At the u-th user, the time domain vector xu is circularly shifted downwards by cu samples, where
cu satisfies max{cu} ≤ M . The circularly shifted data vector is denoted as (xu)cu . The circular shift
operations in the time domain renders a signal structure that can remove or reduce MAI. Details will
be given in the next section.
A cyclic prefix (CP) of length L−1 is then added to (xu)cu , where L is the length of the equivalent
discrete-time channel. Denote the time domain sequence with CP as x̃u ∈ CN+L−1. The time domain
samples pass through a transmit filter p
T
(t), and are then transmitted through the frequency-selective
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fading channel.
The receiver observes the superposition of signals from all U users plus the additive white Gaus-
sian noise (AWGN). The received signal passes through a receive filter p
R
(t). The output of the receive
filter is sampled. After the removal of the cyclic prefix, the equivalent discrete-time representation of







Hu · (xu)cu + w, (4.2)
whereEs is the average energy of one modulated symbol, r = [r0, · · · , rN−1]T ∈ CN×1 is the discrete-
time received signal vector in the time domain, w = [w0, · · · , wN−1]T ∈ CN×1 is the zero-mean
AWGN vector with the covariance matrix being E(wwH) = N0IN , and Hu ∈ CN×N is a circulant
matrix contains the equivalent discrete-time channel impulse response (CIR) of the u-th user. The
matrix Hu can be expressed as
Hu = [h̃u, (h̃u)1, · · · , (h̃u)N−1], (4.3)
where h̃u = [hu(0), hu(1), · · · , hu(L− 1),0N−L]T ∈ CN×1, with hu(l) being the equivalent discrete-
time CIR that contains the effects of the transmit filter, receive filter, and the physical fading channel.
In the proposed CSDMA scheme, the parameter M is chosen such that M ≥ L.







(Hu)−cu · xu + w, (4.4)
where (Hu)−k = [(h̃u)k, · · · , (h̃u)N−1, h̃u, · · · , (h̃u)k−1] ∈ CN×N is obtained by circularly shifting
the columns of Hu to the left by k positions. Thus a downward circular shift of the transmitted signals
results in an equivalent left circulant shift of the time domain channel matrix.
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Gus̄u + z, (4.5)
where Gu = FN(Hu)−cuFHN = diag {gu} is a diagonal matrix containing the frequency domain














It is assumed that hu(−n) = hu(N−n) for n > 0 because of the cyclic shift operation, and hu(n) = 0
for n ≥ L.
4.3 Receiver Design of CSDMA
This section studies the optimum receiver design for MAI-free CSDMA system.
For the frequency domain system equation given in (4.5), each user transmits K symbols over N
subcarriers, and each symbol is spread over M sub-carriers. Define the set of subcarrier indices that
are used to transmit the k-th modulated symbol as Ik = {ikm|ikm = mK + k,m = 0, · · · ,M − 1},
for k = 0, · · · , K − 1.
Define yk = [yk, · · · , y(M−1)K+k]T ∈ CM×1, which are the received frequency domain symbols







guksuk + zk, (4.8)
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where zk = [zk, · · · , z(M−1)K+k]T ∈ CM×1 and guk = [gu(k), · · · , gu((M − 1)K + k)]T ∈ CM×1 are
sub-vectors extracted from z and gu, respectively.
We have the following lemma regarding the frequency domain channel coefficient vector guk.
Lemma 4.1: The frequency domain channel coefficient vector guk can be expressed as [30]
guk =
√
M · FM · Λkcu · (hu)cu , for u = 0, · · · , U − 1, and k = 0, · · · , K − 1 (4.9)
where (hu)cu ∈ CM×1 is obtained by shifting hu = [hu(0), · · · , hu(L − 1),0M−L]T ∈ CM×1 down-






, with λk = [e−j
2π0k
N , · · · ,
e−j
2π(M−1)k
N ]T ∈ CM×1 .
Proof: If K = 1, then (4.9) can be directly obtained from (4.7). Next we consider the case
K > 1.
When K > 1, we will always have h(−n) = 0 for n > 0 in (4.7) because only the zero elements
of h̃u will wrap around after shifting downwards by cu ≤ M positions with L ≤ M . The m-th
element of guk is g(mK + k), which can be calculated as [30]






Equation (4.10) can be alternatively expressed as















Setting n′ = n−M in the second summation term in (4.11) and simplifying yields [30]
















The above equation can be written in matrix format as
g(mK + k) =
√
M fM(m) ·Λkcu · (hu)cu , (4.13)
where fM(m) = 1√M [e
−j 2π0m
M , · · · , e−j
2π(N−1)m
M ] is the (m+ 1)-th row of FM .
Stacking {g(mK + k)}M−1m=0 in (4.13) into a vector yields (4.9).
The result in Lemma 4.1 states that the frequency domain channel vector guk of the k-th subsystem
can be considered as the M -point DFT of Λkcu · (hu)cu , which is a circularly shifted version of the
time domain channel vector with some phase shifts.






FM ·Λkcu · (hu)cu · suk + zk. (4.14)






Λkcu · (hu)cu · suk + wk, (4.15)
where wk = FHMzk.
In (4.15), the system is equivalently represented as the superposition of U single-input multiple-
output (SIMO) systems, each with up to M outputs. Performing MRC with respect to the u-th user


















kcuΛkcv(hv)cv · svk + ξuk (4.16)
where ξuk = (hu)HcuΛ
H
kcu
wk is the noise component.
From (4.16), it can be seen that the desired signal suk can achieve the full multipath diversity
order, even though suk is transmitted over only M ≤ NK subcarriers, where K could be any positive
integer.
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kcuΛkcv(hv)cv · svk (4.17)
The interference term can be removed or reduced by carefully selecting the shifting values cu and cv.
Next we will consider the receiver design of MAI-free systems, systems with MAI will be presented
in the next chapter.
4.3.1 MAI-free Systems
If Λkcu · (hu)cu and Λkcv · (hv)cv are mutually orthogonal, then Iuv = 0 and there will be no mutual
interference between users u and v. We have the following results regarding a set of users that are
mutually orthogonal [30].
Proposition 4.1: Define a subset of bM
L
c users Ul, such that if u ∈ Ul, then the time shift employed
by the u-th user is cu = uL + l, for u = 0, · · · , bML c − 1, and l is an integer between 0 and L − 1.
The users belong to the same subset Ul are mutually orthogonal, that is, Iuv = 0 for any u 6= v and
u, v ∈ Ul
Proof: We first consider the case l = 0. Since the maximum shift of the length M vector hu
is (bM
L
c − 1)L ≤ M − L, there will be no wrapping around during the shifting operation, and all
the shifts are linear shifts when l = 0. For the u-th user, the vector (hu)cu has L non-zero elements
with indices uL, uL + 1, · · · , (u + 1)L− 1, and all other elements are 0. It can be easily shown that
(hu)
H
cu(hu)cv = 0 for u 6= v and u, v ∈ U0. Since Λkcu is diagonal, it can be shown that Iuv = 0 for
u 6= v and u, v ∈ U0. When l > 1, all the hu vectors for users in Ul can be obtained by circularly
shifting all the CIR vectors in U0 downwards by l locations, and the circular shifting operation does
not affect the orthogonality among the channel vectors in the same subset [30].
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The results in Lemma 4.1 state that LbM
L
c users can be divided into L subsets, with bM
L
c users
in each subset. There is no mutual interference for users belonging to the same subset. For the spe-
cial case K = 1, that is, one symbol is transmitted over all the subcarriers, the maximum number
of orthogonal users is bN
L
c. This is similar to the results in [8], which states that MAI-free commu-
nications can be achieved in a MC-CDMA system with at most bN
L
c users by using a subset of the
Hadamard-Walsh codes.
MAI-free system can be used for cellular systems. Assume the cells are grouped into clusters
with R ≥ L cells in each cluster. Users in the same cell belong to the same orthogonal subset, such
that there is no MAI inside a cell. Users in different cells of the same cluster can use shifting patterns
from the same or different orthogonal subsets based on the relative value between the cluster size
R and the channel length L. Thus there might be co-channel interference (CCI) among neighboring
cells. With such a structure, each cell can support up to bM
L
c simultaneous users. For a given channel
length, more simultaneous users can be supported in each cell by increasing M , at the cost of a wider
bandwidth or a longer delay.






|hu(l)|2suk + ξuk. (4.18)
This is a SIMO system with L branches, and full multipath diversity order can be achieved by this
system. For MAI-free systems, the MRC receiver is optimum.
4.4 Performance Analysis
The theoretical error probability of the MAI-free CSDMA system is derived in this section by con-
sidering the statistical properties of the equivalent discrete-time CIR. The MAI-free error probability
can also be considered as a lower bound for systems with MAI.
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where γ0 = EsN0 is the SNR without fading.
The performance of the MAI-free system depends on the statistical properties of the discrete-time
CIR hu(l). The discrete-time CIR incorporates the effects of the transmit filter pT (t), the receive filter
p
R
(t), and the physical fading channel. Due to the time span of the transmit and receive filters, the
discrete-time channel coefficients are correlated in the delay domain l, even though the underlying
physical channel might experience uncorrelated scattering. For system experiences wide sense sta-
tionary uncorrelated scattering (WSSUS) Rayleigh fading, the channel coefficient hu(l) is zero-mean




Rp(l1T2 − τ)R∗p(l2T2 − τ)G(τ)dτ, (4.20)
where G(τ) is the power delay profile of the physical channel, and Rp(t) is the convolution of the
transmit and receive filters.
The SNR in (4.19) can be expressed as γ = γ0hHu hu, which is the quadratic form of the complex
Gaussian random vector (CGRV) hu = [hu(0), · · · , hu(L− 1)]T ∈ CL×1. The characteristic function
(CHF) of γu is [19]
Φu(jω) = [det (IL − jωRhu)]−1 (4.21)
where Rhu = E(huhHu ) is the covariance matrix of hu, with the elements given in (4.20).
Based on the CHF given in (4.21), the SER for systems with phase shift keying (PSK) and square

















where L̃u is the rank of Rhu, and λul are the non-zero eigenvalues of Rhu. The parameters βi, ψi, and
ζ are related to different modulation schemes, and they can be found in [19, Table 1]. The average
symbol error rate (SER) can then be evaluated as SER = 1
U
∑U−1
u=0 Pu(E). For modulations with Gray
mapping, the bit error rate (BER) can be approximated by BER ≈ 1
log2(S)
SER.
It should be noted that the error probability result is independent of N , M , K, or U , as long as the
condition U ≤M/L is satisfied.
4.5 Simulation Results
Simulation results are presented in this section to demonstrate the performance of the proposed MAI-
free CSDMA scheme.
Fig. 4.1 shows the MAI-free BER performance of the proposed CSDMA system with different
values of channel length L. The power delay profiles of the channels are sample-spaced equal gain





δ(τ − lTs), where Ts is the sampling period of the system, and δ(t) is
the Kronecker delta function. QPSK modulations and M = 16 are employed in all systems. Each
user transmits K = 4 symbols, so the total number of subcarrier is N = 64. The number of users
in each system is U = bM
L
c to achieve MAI-free communications, and this results in 8, 4, and 2
users for systems with L = 2, 4, and 6, respectively. For comparison purpose, the BER performance
of conventional OFDMA system with U = N = 64 are also shown in the figure when L = 6. The
analytical BERs of the proposed CSDMA systems are obtained by using the expression in (4.22). The
analytical BER of the OFDMA system is obtained by using the result in [11]. Both simulation and
analytical results are obtained for MAI-free systems. Excellent agreement is observed between the
simulation and analytical results for all system configurations. When the channel length L increases,
the BER performances of CSDMA increase because of the higher multipath diversity order. On the
other hand, the performance of the conventional OFDMA system with L = 6 is worse than that of
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the CSDMA system with L = 2, because OFDMA system cannot achieve multipath diversity gains.
At BER = 2× 10−3, the BER performance of CSDMA system with L = 6 outperforms the OFDMA
system by 12 dB [30].




























Figure 4.1: BER performance of systems in equal gain power delay profiles. QPSK modulations and
M = 16 are used for all systems.
Fig. 4.2 shows the BER performance of the proposed MAI-free CSDMA system with QPSK
modulations and M = 16 are employed in all systems. Each user transmits K = 4 symbols, so the
total number of subcarriers is N = 64. Two different system configurations are considered. For the
first system, the sampling period at the input of the receive filter is T1 = 3.69 µs, which results in
an equivalent channel length of L = 4 for the reduced TU profile. The value of T1 for the second
system is T1 = 1.85 µs, half of that of the first system, and the equivalent channel length is L = 8
with the reduced TU profile. For the CSDMA systems, MAI-free communications can be achieved
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Reduced Typical Urban (TU) profile, N=64
T
1
=1.85 µs, 2 users (analytical)
T
1
=1.85 µs, 2 users (simulation)
T
1
=3.69 µs, 4 users (analytical)
T
1
=3.69 µs, 4 users (simulation)
Figure 4.2: BER performance of systems in reduced typical urban power delay profiles. QPSK mod-
ulations and N = 64 are used for all systems
with U = 4 or U = 2 for systems with T1 = 3.69 µs or T1 = 1.85 µs, respectively. The analytical
results have excellent matching with the simulation results of the MAI-free systems. Changing the
receiver sampling rates has an impact on the length of the discrete-time channel CIR. Sampling at rates
T1 = 3.69 and T1 = 1.85 yields channels with lengths L = 4, and L = 8, respectively. Therefore, the
performance of the CSDMA system improves by reducing T1, because a smaller T1 means a larger
channel length, thus a higher multipath diversity.
Fig. 4.3 shows the MAI-free CSDMA for various modulations schemes in a typical urban power
delay profiles. In each system, we have 4 users transmit simultaneously to the same receiver. Each
user transmits 4 symbols over N = 64 orthogonal subcarriers. Simulation results show excellent
matching with analytical results.
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Figure 4.3: SER performance of MAI-free CSDMA systems in reduced typical urban power delay
profiles. N = 64, M = 16, and U = 4 are used for all systems
4.6 Conclusions
This chapter presented a multi-carrier circular-shift division multiple access scheme that can be used
for the uplink of wireless communication systems, such as cellular system, satellite systems, or wire-
less sensor networks. The modulated signals are evenly spread out in a subset of subcarriers through
simple repetition codes, and the obtained signals are then circularly shifted in the time domain. The
circular shifting operation in the time domain renders a special signal structure that allows the re-
ceiver to differentiate the signals from different users. MAI-free communication was achieved when
the number of users is less than M/L, where M is the number of repetitions in the frequency domain
and L is the length of the equivalent discrete-time channel. Both analytical and simulation results
demonstrated that the proposed CSDMA system can achieve the full multipath diversity order.
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Chapter 5
CSDMA with Multiple Access Interference (MAI)
5.1 Introduction
For multi-carrier multi-user systems, the main obstacle to support a large number of users is multiple
access interference (MAI). Orthogonality among users is necessary to achieve multiple access with
MAI-free. However, in frequency Rayleigh fading channels, orthogonality among different users
might be destroyed resulting an interference among users.
The MAI in multi-user wireless communications can be reduced by employing on-off accumula-
tive transmission (OOAT) [32], where each symbol is divided into many sub-symbols, and each data
symbol is transmitted over a small subset of sub-symbols to reduce the interference among users. The
OOAT scheme is originally proposed for systems with frequency flat fading [32]. A frequency do-
main OOAT is proposed in [33] for systems with frequency selective fading by means of multi-carrier
communications, where each data symbol is transmitted over a small subset of sub-carriers. In [32]
and [33], the receiver differentiates the users by using their respective on-off transmission patterns.
In the previous chapter, we presented the MAI-free CSDMA system where the number of users
does not exceed M/L. Indeed, a full multipath diversity was achieved by using the maximum ratio
combining (MRC) receiver, MRC is the optimum receiver in the MAI-free CSDMA system. In this
chapter, and inspired by results obtained in the previous chapter, we extend the CSDMA system to
support a number of users greater than M/L. When the number of users of the CSDMA system
exceeds M/L the system will have MAI [30]. However, by choosing appropriate circular shifting
values, there are at most L mutually interfering users at any given subcarrier, as long as the number
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of users is less than M , which is the number of subcarriers bearing the same modulated symbol. This
is different from most existing multi-carrier multiple access schemes where the number of interfering
sources increases linearly with the number of users. Such a property also enables the design of
low complexity MUD receivers. Sub-optimum soft-input soft-output (SISO) block decision feedback
equalization (BDFE) receivers are used to perform MUD for systems with MAI [12]. The complexity
of the SISO-BDFE receiver is mainly determined by the number of interfering sources, which is upper
bounded by L. In addition, with the SISO-BDFE receiver, the performance of system with MAI is
less than 1 dB away from that of MAI-free systems for various modulation schemes [30].
The rest of this chapter is organized as follows. In Section 5.2, CSDMA systems with MAI are
presented. In Section 5.3, we study the BDFE equalizer. Finally, in Section 3.4 and Section 3.5, we
present the simulation results and the conclusions, respectively.
5.2 System Model for CSDMA with MAI
In this section, and based on the analysis and discussions conducted in chapter 4 we extend our
analysis to include CSDMA systems with MAI. When there are more than bM
L
c users, there will
be MAI in the system. Since each vector (hu)cu has at most L non-zero elements, the interference
between two users can be reduced by misaligning the non-zero elements in their respective channel





where U ≤ M is the total number of users in the system. Such a shifting amount will create the
maximum mis-alignments between the non-zero elements of any pair of discrete-time CIR vectors.
From (4.15), the system equation in the presence of MAI can be alternatively expressed as [30]
rk =
√
EsQkθk + wk (5.2)
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where Qk ∈ CM×U is the equivalent channel matrix with the u-th column being Λkcu · (hu)cu , and
θk = [s0k, · · · , s(U−1)k]T ∈ SU×1. The MAI among the users is determined by the structure of Qk.
When there are U = M users, we have cu = u. In this case, each row of Qk has exactly L
non-zero elements. This can be easily shown by considering the (m + 1)-th row of Qk, which is
[λkc0(m)h0(m), · · ·λkcm(m)hm(0), λkcm+1(m)hm+1(M − 1), · · · , λkcM−1(m)hM−1(m + 1)], where
λkcu(m) is the (m + 1)-th diagonal element of Λkcu . Since hu(n) = 0 for n ≥ L and for all u, there
are exactly L non-zero elements on the m-th row of Qk. When there are U < M users, the number
of non-zero elements on each row is no more than L.
Based on the above analysis, each element of rk is contributed by no more than L users. Con-
sequently, there will be no more than L mutually interfering users at a given subcarrier. Thus the
number of MAI sources is upper bounded by L− 1 on each subcarrier.
In (5.2), the system is equivalently converted to a multiple-input multiple-output (MIMO) system.
At any given subcarrier, there are at most L simultaneous inputs, even though the length of the input
vector θk is U . Due to the special structure of Qk, the system can be considered as an L-input M -
output system.
The optimum detection of (5.2) requires the exhaustive search of sk, which might become pro-
hibitively complex as L and S become large. We propose to solve the problem by using an iterative
soft-input soft-output (SISO) block decision feedback equalization (BDFE) [12], which provides a
balanced trade off between performance and complexity. Our simulation results indicate that the sub-
optimum BDFE can achieve the performance that is very close to that of an MAI-free system, which
means that the BDFE can effectively remove the MAI among the users [30].
When the CSDMA system is operating at its maximum capacity, that is, there are U = M simul-
taneous users, then the spectral efficiency of the system is the same as OFDM or OFDMA, because
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the proposed system can simultaneously transmit K × U = N unique symbols over N subcarriers.
Next we will study the iterative soft-input soft-output (SISO) block decision feedback equalization
(BDFE).
5.3 Block Decision Feedback Equalization (BDFE)
In this section, we present the design of the BDFE receiver based on the CSDMA system model
presented in (5.2). Using BDFE receiver can significantly reduce the negative impacts of the MAI on
the CSDMA system.
The BDFE receiver consists of two filters, a feedforward filter represented by the matrix Ak ∈
CU×U and a feedback filter represented by a unitary-upper triangular matrix, Bk ∈ CU×U . The feed-
forward filter is used to suppress the ISI, and the feedback filter is used to cancel the ISI [12]. The
matrices ,Ak and Bk, are obtained by employing the minimum mean square error (MMSE) criterion.
If we assume a correct past symbol detection, the error vector, ek of the BDFE equalizer can be written
as
ek = Akrk −Bkθk. (5.3)
The orthogonality principle E[ekrHk ] = 0 is then used to minimize the mean-squared error ||e2k|| =
E[ekeHk ], with ||a|| being the mean-squared error of vector a. The received signals vector ,rk, is
zero-mean Gaussian distributed with covariance matrix Rrkrk given as
Rrkrk = E[rkr
H
k ] = EsQk
HQk +N0IU , (5.4)
where we use E[θkθHk ] = IU , and E[wkwHk ] = N0IU to obtain (5.4).
Using the orthogonality principle E[ekrHk ] = 0 along with (5.4) the feedforward matrix, Ak, can























where Ψk is a diagonal matrix.
The (u, v)-th element of Bk matrix satisfies buv = 0,∀u < v. Hence, the transmitted symbols in
vector θk are detected in the reverse order, which means that the s(U−1)k is detected first, and s0k is
detected last. The output of the BDFE receiver can then be expressed by
ŝ(U−1)k = arg min
s(U−1)k∈S
|rk(U − 1)− b(U,U)s(U−1)k|2 (5.7)
ŝuk = arg min
suk∈S






for u = 0, 1, · · · , U − 2. (5.8)
5.4 Simulation Results
In this section, we present the simulation results of CSDMA systems with MAI, the obtained results
are then compared with that of MAI-free CSDMA systems.
Fig. 5.1 shows the SER performance of systems with and without MAI, for systems with QPSK,
8PSK, and 16QAM modulations, respectively. The power delay profile of the frequency selective
fading is the typical urban reduced profile. For all systems we have N = M = 64 and K = 1.
The value of K has no impact on the SER performance. Results of systems with U = 1 and U =
64 users are presented in the figure for the different modulation schemes. When U = 1, the SER
performance matches perfectly with the analytical result for all system configurations. When U = 64,
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Figure 5.1: SER performance of systems with different number of users and various modulations.
the simulation results obtained in the presence of MAI are slightly worse than the analytical results
derived for the MAI-free cases. When N = 64, the differences between the simulation and analytical
results are 0.2 dB, 0.3 dB, and 0.9 dB for QPSK, 8PSK, and 16QAM systems, respectively. The
results indicate that the sub-optimum interactive BDFE receiver can effectively remove the MAI.
Fig. 5.2 shows the BER performance of CSDMA systems with and without MAI. QPSK modulations
and N = 16 are used in all systems. For MAI-free CSDMA systems, each user transmits K = 4
symbols where each symbol is transmitted over M subcarriers, so the total number of subcarriers is
N = 64. Two different system sampling rates are considered, in the first system, the sampling period
at the input of the receive filter is T1 = 3.69 µs, which results in an equivalent channel length of
L = 4 for the reduced TU profile. The value of T1 for the second system is T1 = 1.85 µs, half of
that of the first system, and the equivalent channel length is L = 8 with the reduced TU profile. For
59


























=1.85 µs, 2 users (analytical)
T
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=1.85 µs, 2 users (simulation)
T
1
=1.85 µs, 64 users (simulation)
T
1
=3.69 µs, 4 users (analytical)
T
1
=3.69 µs, 4 users (simulation)
T
1
=3.69 µs, 64 users (simulation)
OFDMA (analytical)
OFDMA ( simulation)
Figure 5.2: BER performance of systems in reduced typical urban power delay profiles. QPSK mod-
ulations and N = 64 are used for all systems
comparison purpose, the BER performance of conventional OFDMA system with U = N = 64 and
T1 = 3.69 µs is also shown in the figure. For the CSDMA systems, MAI-free communications can
be achieved with U = 4 or U = 2 for systems with T1 = 3.69 µs or T1 = 1.85 µs, respectively. The
analytical results match very well with the simulation results of the MAI-free systems. When U = 64
and T1 = 3.69 µs, the proposed CSDMA system operates in the presence of MAI, and it outperforms
the MAI-free OFDMA system by 4.5 dB at BER = 5×10−3. The performance improvement is mainly
contributed by the multipath diversity enabled by the CSDMA system. In addition, the performance
of the CSDMA system improves by reducing T1, because a smaller T1 means a larger channel length,
thus a higher multipath diversity.
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5.5 Conclusions
In this chapter, we presented the circular-shift division multiple access (CSDMA) system with MAI.
When the number of users exceeds M/L the system will have MAI, where M is the number of repe-
titions in the frequency domain and L is the length of the equivalent discrete-time channel. Moreover,
when the system is fully loaded, that is, the number of users equal to M , then there are at most L mu-
tually interfering users at any given subcarrier. Both analytical and simulation results demonstrated
that the proposed CSDMA system can achieve the full multipath diversity order regardless the MAI.
Also, the performance of CSDMA systems with MAI is slightly worse than equivalent systems with-
out MAI. Finally, the CSDMA system with MAI can achieve the same spectral efficiency as OFDMA
systems, but with a much better energy efficiency performance due to the multipath diversity gains.
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Chapter 6
CSDMA System with Time-Domain Oversampling
6.1 Introduction
Multiple access techniques are critical to the operations of wireless networks with multiple users
transmitting to the same receiver, such as the uplinks of cellular systems, satellite systems, or wire-
less sensor networks. Most current and future broadband communication standards, including the
fourth generation (4G) long term evolution advanced (LTE-A) and IEEE 802.11ad Wireless Gigabit
Alliance (WiGig) systems, employ orthogonal frequency division multiple access (OFDMA) to sup-
port the simultaneous access of multiple users. However, OFDMA system cannot achieve multipath
diversity inherent in frequency selective fading, because uncorrelated data streams are transmitted
over orthogonal subcarriers.
Multi-carrier code division multiple access (MC-CDMA) system can achieve full multipath diver-
sity by spreading one symbol across all the subcarriers with orthogonal or quasi-orthogonal spreading
codes. The multipath diversity gains can be collected by using maximal ratio combining (MRC)
[3, 5], equal gain combining (EGC) [25] or minimum mean squared error (MMSE) [27] receivers.
MC-CDMA system can achieve the full multipath diversity gain while supporting the same num-
ber of simultaneous users as OFDMA systems. However, MC-CDMA suffers from multiple access
interference (MAI), because the frequency selectivity of the fading channel will destroy the orthogo-
nality among users. The negative impacts of MAI can be reduced by employing multi-user detection
(MUD), the complexity of which grows significantly as the number of users increases [29]. MAI-free
MC-CDMA system are proposed in [8]–[6] by employing a subset of Hadamard-Walsh codes. The
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MAI-free operation is achieved at the cost of a lower spectral efficiency, because such systems can
support no more than N/L simultaneous users, with N being the number of subcarriers and L the
length of the discrete-time channel.
Multipath diversity gain in multi-carrier systems can also be collected by employing oversam-
pling at the receiver [11], [33]. An oversampled OFDM (OOFDM) scheme is proposed in [11], where
the receiver employs oversampling in the time domain and linear processing in the frequency do-
main without modifying the OFDM transmitter. OOFDM can achieve multipath diversity gain while
preserving the same spectral efficiency as conventional OFDM. OOFDM is primarily designed for
a single user system, and it is extended to a multi-user multi-carrier system in [33] by means of a
frequency domain on-off accumulative transmission (FD-OOAT) scheme, where each data symbol is
transmitted over a small subset of subcarriers to reduce MAI among users. It has been shown in [33]
that oversampling in multi-carrier systems can not only enable multipath diversity, but also remove
the negative impacts of asynchronous transmissions among the users.
In this chapter, we extend the circular-shift division multiple access (CSDMA) scheme for multi-
carrier systems by employing the time-domain oversampling at the receiver side. In the extended
CSDMA system, each modulated data symbol is spread over a subset of M ≤ N subcarriers through
simple repetition codes. The obtained time domain signals are then circularly shifted by different
number of samples at different users. The receiver observes the superposition of the circularly shifted
time domain signals distorted by frequency selective fading and noise. The time domain circular
shifting operation can remove or reduce MAI at the receiver. By choosing appropriate circular shifting
values, there are at most L mutually interfering users at any given subcarrier for a system with at most
N users, where L is the length of the equivalent discrete-time channel impulse response and N is the
number of subcarriers. This is different from most existing MC multiple access schemes where the
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number of interfering sources increases linearly with the number of users. Furthermore, if the number
of users is no more than M/L, then MAI-free communication can be achieved.
At the receiver, oversampling is employed to ensure that the full multiplath diversity gain can be
achieved by the CSDMA system. In addition, the oversampling operation can also remove the impact
of the timing offset caused by the mismatch between the clocks at the transmitter and receiver. Based
on the statistical properties of the oversampled channel coefficients and noise samples, optimum and
sub-optimum receivers are proposed for systems without and with MAI, respectively. The exact
symbol error rate (SER) expression of the MAI-free system is derived, and it can also serve as a
lower bound for systems with MAI. Analytical and simulation results demonstrate that full multipath
diversity gains can be achieved by the proposed CSDMA system regardless of the presence of MAI.
The proposed CSDMA scheme can achieve the same spectral efficiency as OFDMA systems, but with
a much better energy efficiency performance due to the multipath diversity gains.
The remainder of this chapter is organized as follows. The transmitter structure of the CSDMA
system is presented in Section 6.2. The structure of the CSDMA receiver with oversampling is devel-
oped in Section 6.3. Optimum and sub-optimum receivers are designed in Section 6.4. The analytical
SER expression of the CSDMA system with oversampling is derived in Section 6.5. Simulation re-
sults are presented in Section 6.6, and Section 6.7 concludes the chapter.
6.2 System Structure of CSDMA
Consider the uplink of a cellular system or a wireless network, where U users transmit to the same
receiver simultaneously. Multi-carrier modulation is employed by the users, and each user uses N
orthogonal subcarriers, indexed from 0 to N − 1. The data stream at each user is divided into slots
and each slot contains K ≤ N modulated symbols. Both K and N are assumed to be powers of two.
Each data symbol is then spread onto a subset of M = N
K
orthogonal subcarriers using a repetition
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code.
Denote suk ∈ S as the k-th modulated symbol of the u-th user, for k = 0, · · · , K − 1, where S
is the modulation constellation set with cardinality S. Each symbol suk is spread onto a subset of M
orthogonal subcarriers with indices mK + k, for m = 0, · · · ,M − 1.
The frequency domain data vector to be transmitted by the u-th user can be represented by s̄u =
1M ⊗ su ∈ SN×1, where su = [su0, · · · , su(K−1)]T ∈ SK×1 contains the K modulated symbols from
user u. The frequency domain data vector is converted to the time domain by employing the inverse




where FN is the normalized size-N discrete Fourier transform (DFT) matrix with the (m+1, n+1)-th








. If the time duration of one OFDM symbol is T0,
then the time duration of one time domain sample will be T1 = T0N .
At the u-th user, the time domain vector xu is circularly shifted downwards by cu samples, where
cu satisfies max{cu} ≤ M . The circularly shifted data vector is denoted as (xu)cu . The circular shift
operation in the time domain results in a signal structure that can avoid or reduce MAI. Details will
be given in the next section. A cyclic prefix (CP) of length L − 1 is then added to the circularly
shifted time domain samples (xu)cu to eliminate interference between OFDM symbols, where L is
the length of the equivalent T1-spaced discrete-time channel. The prefixed time domain samples are
passed through a transmit filter p
T
(t), and are then transmitted through the frequency selective fading
channel.
The receiver observes the superposition of signals from all U users corrupted by an additive white
Gaussian noise (AWGN). The received signal is passed through a receive filter, p
R
(t). The output of
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xu(k − cu)Nhu(t− kT1) + w(t) (6.2)
where Es is the energy per symbol, hu(t) = pT (t) gu(t) pR(t) is the composite impulse response
(CIR) with gu(t) being the impulse response of the physical channel, and pT (t) and pR(t) are the
transmit and receive filters, respectively.
The receiver samples the output of the receive filter with sampling period T2 = T1η with the
oversampling factor, η, being an integer. Due to the clock mis-match between the transmitter and







at the receiver, such that the n-th sample is
sampled at the time instant nT2 + τ0. After the removal of the CP, the time domain samples at the









x̃u(n− ηcu − l)ηNhu(l) + wn,
for n = 0, · · · , ηN − 1. (6.3)
where rn = r(nT2 + τ0) and wn = w(nT2 + τ0) are the T2-spaced samples of the received signal and
the noise, respectively, hu(l) = hu(lT2 + τ0) is the equivalent discrete-time CIR of the u-th user, and
x̃u(n) is the oversampled version of xu(n) defined as
x̃u(n) =

xu(n/η), n/η is integer
0, otherwise.
(6.4)
It should be noted that the channel length of the oversampled discrete-time CIR is assumed to be an
integer multiple of the oversampling factor η, and this can always be achieved by padding zeros to the
CIR.
The equivalent discrete-time CIR includes the effects of the transmit filter, the physical channel,
the receive filter, and the timing offset. If the channel undergoes a wide sense stationary uncorrelated
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scattering (WSSUS) frequency selective Rayleigh fading, then the discrete-time CIR, hu(l), is zero-












(l1T2 − τ)R∗TR(l2T2 − τ)G(τ + τ0)dτ, (6.5)
where G(τ) is the normalized channel power delay profile (PDP) with
∫∞
−∞G(τ)dτ = 1, and RTR(t)
is the convolution of the transmit and receive filters. It should be noted that the effects of timing offset
is incorporated in the channel covariance. It will be shown that the impacts of timing offset can be
removed by using η = 2 for a system with at most 100% excessive bandwidth.







H̃u · (x̃u)ηcu + w, (6.6)
where r=[r(0), r(1), · · · , r(ηN − 1)]T∈ CηN×1 and w=[w(0), w(1), · · · , w(ηN − 1)]T∈ CηN×1 are
the received signal vector and noise vector, respectively, x̃u = [xu(0),0η−1, xu(1),0η−1, · · · ,0η−1,
xu(N − 1)0η−1]T ∈ CηN×1 is the oversampled data vector in the time domain, and H̃u ∈ CηN×ηN is
a circulant matrix that contains the equivalent oversampled discrete-time (CIR) of the u-th user. The
matrix H̃u can be expressed as
H̃u =
[
ĥu, (ĥu)1, (ĥu)2, · · · , (ĥu)ηN−1
]
, (6.7)
where ĥu = [hu(0), hu(1), · · · , hu(ηL − 1),0η(N−L)]T ∈ CηN×1. In the proposed CSDMA scheme,
the parameter M is chosen such that M ≥ L.














(Hu)−cu · xu + w, (6.8)
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where (xu)cu is a circularly shifted version of the time domain data vector, xu = [xu(0), xu(1),
· · · , xu(N − 1)]T ∈ CN×1, Hu =
[
ĥu, (ĥu)η, (ĥu)2η, · · · , (ĥu)(N−1)η
]
∈ CηN×N , and (Hu)−cu ∈
CηN×N is obtained by circularly shifting the columns of Hu to the left by cu positions as (Hu)−cu =[
(ĥu)ηcu , · · · , (ĥu)η(N−1), ĥu, · · · , (ĥu)η(cu−1)
]
. Thus a downward circular shift of the transmitted
signals results in an equivalent left circulant shift of the time domain channel matrix, Hu.
Due to the effects of oversampling and the time span of the receive filter, the elements of the noise
vector, w, are mutually correlated. The noise vector w is zero-mean complex Gaussian distributed.






((m− n)T2 + τ)pR(τ)dτ. (6.9)
6.3 Receiver Structure of CSDMA System with oversampling
The receiver structure of CSDMA system with oversampling is presented in this section.
At the receiver, the time domain signal is converted to the frequency domain by performing ηN -
















Gus̄u + z, (6.10)
where Gu = FηN(Hu)−cuFHN ∈ CηN×N is the frequency domain channel coefficient matrix, and
z = FηNw ∈ CηN×1 is the frequency domain noise sample vector.
The frequency domain channel coefficient matrix, Gu, can be partitioned into a stack of η sub-
matrices as Gu =
[
GTu0 , · · · ,G
T
uη−1
]T , where Guq ∈ CN×N is
Guq = FηN(q)(Hu)−cuF
H
N , for q = 0, · · · , η − 1, (6.11)
with FηN(q) ∈ CN×ηN being obtained by extracting the qN + 1 to (q + 1)N rows of FηN .
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Lemma 6.1: The matrix Guq is a diagonal matrix with the main diagonal being
duq =
√
NFηN(q)(ĥu)ηcu , for q = 0, · · · , η − 1, (6.12)
Proof: To simplify the notation, define g = [g(0), · · · , g(ηN − 1)]T = (ĥu)ηcu . Based on the













ηN g(k − ηl)ηN (6.13)















ηN g(ηl1 + i) (6.14)









































ηN g(ηl1 + i) (6.16)
This completes the proof.
If we stack the η vectors, duq , for q = 0, · · · , η − 1, into a size ηN column vector, gu, then from













In the frequency domain system given in (6.10), each user transmits K symbols, where each
symbol is equivalently transmitted over ηM subcarriers. Define the set of subcarriers indices that are
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bearing the same k-th modulated symbol as Ik = {ikm|ikm = mK + k,m = 0, · · · , ηM − 1}, for
k = 0, · · · , K − 1.
Define yk = [yk, · · · , y(ηM−1)K+k]T ∈ CηM×1, which are the received frequency domain symbols







guksuk + zk, k = 0, · · · , K − 1 (6.18)
where zk = [zk, · · · , z(ηM−1)K+k]T ∈ CηM×1 and guk = [gu(k), · · · , gu((ηM − 1)K + k)]T ∈ CηM×1
are sub-vectors extracted from z and gu, respectively. The frequency domain channel coefficient
vector guk can be expressed as
guk =
√
NF̃k(ĥu)ηcu , k = 0, · · · , K − 1 (6.19)
where F̃k ∈ CηM×ηN is obtained by extracting a sub matrix of ηM rows with indices Ik from the DFT
matrix FηN . Similarly, the frequency domain noise vector can be expressed as
zk = F̃kw (6.20)
where w is the time domain noise vector.
We have the following Proposition regarding the frequency domain channel coefficient vector guk.
Proposition 6.1: The frequency domain channel coefficient vector guk can be expressed as
guk =
√
M · FηM · Λkηcu · (hu)ηcu , for u = 0, · · · , U − 1, and k = 0, · · · , K − 1 (6.21)
where (hu)ηcu ∈ CηM×1 is obtained by shifting hu =
[
hu(0), · · · , hu(ηL − 1),0η(M−L)
]T ∈ CηM×1
















Proof: If K = 1, Λkηcu will be an identity matrix. Since N = M , (6.21) can be directly
obtained from (6.19).
When K > 1, we will always have h(−n) = 0 for n > 0 in (6.17) because only the zero elements
of ĥu will wrap around after shifting downwards by ηcu ≤ ηM positions with L ≤ M . The m-th
element of guk is g(mK + k), which can be calculated as












The above equation can be alternatively expressed as




















The above equation can be further simplified to




















We can write (6.24) in a matrix format as
g(mK + k) =
√
M fηM(m) ·Λkηcu · (hu)ηcu , (6.25)








is the (m+1)-th row of FηM . Stacking {g(mK+
k)}ηM−1m=0 in (6.25) into a vector yields (6.21).
The result in Proposition 6.1 states that the frequency domain channel vector guk can be consid-
ered as the ηM -point DFT of Λkηcu · (hu)ηcu , which is a circularly shifted version of the time domain
channel vector with some phase shifts.
71






FηM ·Λkηcu · (hu)ηcu · suk + zk. (6.26)






Λkηcu · (hu)ηcu · suk + wk, (6.27)
where wk = FHηMzk ∈ CηM×1.
In (6.27), the CSDMA system is equivalently represented as the superposition of U single-input
multiple-output (SIMO) systems, where each system contains ηM outputs.
Since Λkηcu is a diagonal matrix, the product Λkηcu(hu)ηcu ∈ CηM×1 is a vector with ηL non-zero
elements. Furthermore, if the indices of the non-zero elements of Λkηcu(hu)ηcu and Λkηcv(hv)ηcv
are not overlapping for u 6= v, then Λkηcu(hu)ηcu and Λkηcv(hv)ηcv are mutually orthogonal i.e.
(Λkηcu(hu)ηcu)
H ·Λkηcv(hv)ηcv = 0 for u 6= v. The existence of orthogonality among different users
implies that the non-zero elements misalignment between the u-th user and other users leads to MAI-
free signals superposition in (6.27). Therefore, we conclude that MAI among users can be avoided or
reduced by carefully selecting the shifting values cu and cv. Next we will consider the receiver design
of two cases: MAI-free systems and systems with MAI.
6.4 Optimum and Sub-Optimum Receivers of CSDMA Systems with Oversampling
6.4.1 MAI-free Systems
In (6.27), if Λkηcu(hu)ηcu and Λkηcv(hv)ηcv are mutually orthogonal, then there will be no mutual
interference between users u and v. We have the following results regarding a set of users that are
mutually orthogonal.
Proposition 6.2: Define a subset of bM
L
c users Ul, such that if u ∈ Ul, then the time shift employed
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by the u-th user is cu = uL+ l, for u = 0, · · · , bML c− 1, and l is an integer between 0 and L− 1. The
users belonging to the same subset Ul are mutually orthogonal.
Proof: We first consider the case l = 0. Since the maximum shift of the length ηM vector hu
is (bM
L
c − 1)ηL ≤ ηM − ηL, there will be no wrapping around during the shifting operation, and all
the shifts are linear shifts when l = 0. For the u-th user, the vector (hu)ηcu has ηL non-zero elements
with indices uηL, uηL + 1, · · · , (u + 1)ηL − 1, and all other elements are 0. It can be easily shown
that (hu)Hηcu(hv)ηcv = 0 for u 6= v and u, v ∈ U0. Also, since Λkηcu is diagonal, it can be easily proven
that (Λkηcu · (hu)ηcu)HΛkηcv · (hv)ηcv = 0 for u 6= v and u, v ∈ U0.
When l > 1, all the hu vectors for users in Ul can be obtained by circularly shifting all the
CIR vectors in U0 downwards by l locations, and the circular shifting operation does not affect the
orthogonality among the channel vectors in the same subset.
The results in Lemma 6.2 state that LbM
L
c users can be divided into L subsets, with bM
L
c users
in each subset. There is no mutual interference for users belonging to the same subset. For the spe-
cial case K = 1, that is, one symbol is transmitted over all the subcarriers, the maximum number
of orthogonal users is bN
L
c. This is similar to the results in [8], which states that MAI-free commu-
nications can be achieved in a MC-CDMA system with at most bN
L
c users by using a subset of the
Hadamard-Walsh codes.
MAI-free system can be used for cellular systems. Assume the cells are grouped into clusters
with R ≥ L cells in each cluster. Users in the same cell belong to the same orthogonal subset, such
that there is no MAI inside a cell. Users in different cells of the same cluster can use shifting patterns
from the same or different orthogonal subsets based on the relative value between the cluster size
R and the channel length L. Thus there might be co-channel interference (CCI) among neighboring
cells. With such a structure, each cell can support up to bM
L
c simultaneous users. For a given channel
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length, more simultaneous users can be supported in each cell by increasing M , at the cost of a wider
bandwidth or a longer delay.
In an MAI-free system, during the detection of the u-th user, we can extract the ηL samples in rk
that are contributed exclusively by suk as
r
(u)





· (hu)(u)ηcu · suk + w
(u)
k , (6.28)










u ∈ CηL×ηL, (hu)
(u)
ηcu =
Γu(hu)ηcu ∈ CηL×1, and w
(u)
k = Γuwk ∈ CηL×1.
Due to the time-span of the receive filter and the time domain oversampling, there is correlation

























Since the noise samples are mutually correlated, the noise covariance matrix R(u)w could be rank







u ∈ CηL×ηL, (6.31)
where Ωu = diag
[
ω1, ω2, · · · , ωqu
]
∈ Cqu×qu is a diagonal matrix with diagonal elements being the




w in a decreasing order, and Vu = [v1,v2, · · · ,vqu ] ∈ CηL×qu is the
matrix that contains the corresponding orthonormal eigenvectors.
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Based on the pseudo-inverse definition in (6.31), the decision rule of the optimum diversity re-
ceiver for the equivalent SIMO system defined in (6.28) can be described in the following proposition.
Proposition 6.3: For the MAI-free SIMO system described in (6.28), if the transmitted symbols




































Proof: Define the noise whitening matrix as Du = Ω
− 1
2









· (hu)(u)ηcu · suk + w̄
(u)
k , (6.33)
where r̄(u)k = Dur
(u)




k ∈ Cqu×1 is white noise with covariance matrix
being R̄(u)w̄ = N0Iqu . The optimum maximum likelihood decision rule of the system defined in (6.33)
can be expressed as
ŝuk = argmin
sm∈S
∥∥∥r̄(u)k −√EsDuΛ(u)kηcu · (hu)(u)ηcusm∥∥∥2 . (6.34)




Esβuk · |sm|2 − 2Es<(ξuk · s∗m)
]
, (6.35)
which is equivalent to (6.32).
6.4.2 Systems with MAI
When there are more than bM
L
c users, there will be MAI in the system. From (6.27), the system
equation in the presence of MAI can be alternatively expressed as
rk =
√
EsQkθk + wk, (6.36)
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where Qk ∈ CηM×U is the equivalent channel matrix with the u-th column being Λkηcu · (hu)ηcu ,
θk = [s0k, · · · , s(U−1)k]T ∈ SU×1, and wk ∈ CηM×1 is the noise samples vector. The MAI among the
users is determined by the structure of Qk.
Since (hu)ηcu has at most ηL non-zero elements, there is at most ηL non-zero elements on each
column of Qk. The interference between two users can be reduced by misaligning the non-zero
elements in their respective channel vectors. We propose to circularly shift the time domain signals






where U ≤ M is the total number of users in the system. Such a shifting amount will create the
maximum mis-alignment between the non-zero elements of any pair of discrete-time CIR vectors.
Proposition 6.4: Consider a system described in (6.36) with U ≤M users. With the time domain
circular shifting given in (6.37), there will be at most L interfering users on any subcarrier.
Proof: When there are U = M users, we have cu = u. In this case, each row of Qk has
at most L non-zero elements. This can be easily shown by considering the (m + 1)-th row of Qk,
which is [λkηc0(m)h0(m)ηM , λkηc1(m)h1(m−η)ηM , · · · , λkηcM−1(m)hM−1(m−(M−1)η)ηM ], where
λkηcu(m) is the (m + 1)-th diagonal element of Λkηcu . Since hu(n) = 0 for n ≥ ηL and for all u,
there are at most L non-zero elements on the m-th row of Qk. When there are U < M users, M − U
columns of the Qk matrix of a system with U ′ = M users will be replaced with all-zero columns,
thus the number of non-zero elements on each row is no more than L.
Based on the above analysis, each element of rk is contributed by no more than L users. Conse-
quently, there will be no more than Lmutually interfering users at a given subcarrier. Thus the number
of MAI sources is upper bounded by L − 1 on each subcarrier. In (6.36), the system is equivalently
converted to a multiple-input multiple-output (MIMO) system. At any given subcarrier, there are at
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most L simultaneous inputs, even though the length of the input vector θk is U , which could be larger
than L. Due to the special structure of Qk, the system can be considered as an L-input ηM -output
system.
Similar to the MAI-free case, the time domain noise vector wk is colored Gaussian noise with
zero-mean and covariance matrix Rwk = E(wkwHk ) = N0Rpk , with Rpk defined in (6.30). If the






where Υk = diag
[
υ1, υ2, · · · , υpk
]
∈ Cpk×pk is a diagonal matrix with diagonal elements being the
non-zero eigenvalues of 1
N0
Rwk in a decreasing order, and Uk ∈ CηM×pk is a matrix that contains






Cpk×ηM , then multiplying both sides of (6.36) by ∆k yields an equivalent systems with white noise
r̄k =
√
EsQ̄kθk + w̄k, (6.39)
where r̄k = ∆krk ∈ Cpk×1, Q̄k = ∆kQk ∈ Cpk×U , and w̄k = ∆kwk ∈ Cpk×1 is white noise with
covariance matrix being Rw̄ = N0Ipk .
The optimum detection of (6.39) requires the exhaustive search of θk, which might become pro-
hibitively complex as L, S and U become large. We propose to solve the problem by using an iterative
soft-input soft-output (SISO) block decision feedback equalization (BDFE) [12], which provides a
balanced trade-off between performance and complexity.
Our simulation results indicate that the sub-optimum BDFE equalizer can achieve the performance
that is very close to that of an MAI-free system, which means that the BDFE equalizer can effectively
remove the MAI among the users.
The proposed CSDMA system includes other systems as special cases. When η = 1, K = N
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and M = 1, the system degrades to a conventional OFDM system with no multipath diversity. When
η = 2, K = N and M = 1, the system represents an OOFDM system with multipath diversity [11].
When η = 1, K = 1 and M = N , the same symbol is transmitted over all N subcarriers, and this can
be considered as a single carrier system.
When the CSDMA system is operating at its maximum capacity, that is, there are U = M = N
K
simultaneous users, then the spectral efficiency of the system is the same as OFDM or OFDMA,
because the proposed system can simultaneously transmit K × U = N unique symbols over N
subcarriers.
6.5 Performance Analysis
The theoretical error probability of the MAI-free CSDMA system with the optimum diversity receiver
is derived in this section.

















where γ0 = EsN0 is the SNR without fading.




ηcu is a quadratic form of the complex Gaussian random vector
(CGRV) (hu)
(u)





ϕu(jω) = [det (IηL − jωRhuΦu)]−1 , (6.42)








is the covariance matrix of (hu)
(u)
ηcu , with the elements given in
(6.5).
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Based on the CHF in (6.42), the SER for systems with M -ary phase shift keying (MPSK) or

































where the parameters σi, θi, and ζ are related to different modulation schemes as tabulated in [19,












u , and the identity det (I + XY) = det (I + YX)
















where L̃u is the rank of Ru, and λul are the non-zero eigenvalues of Ru. The average SER can then be
evaluated as SER = 1
U
∑U−1
u=0 Pu(E). For modulations with Gray mapping, the bit error rate (BER)
can be approximated by BER ≈ 1
log2(S)
SER.
It should be noted that the error probability result is independent of N , M , K, or U , as long as the
condition U ≤M/L is satisfied.
6.6 Simulation Results
Simulation results are presented in this section to demonstrate the performance of the CSDMA system
with oversampling receiver. In the simulations, the transmit and receive filters are root-raised cosine
(RRC) filters with roll-off factor α = 1. The sampling period at the input of the receive filter is
assumed to be T1 = 3.69µs, unless stated otherwise. Moreover, we use η = 2 for systems with
oversampling, while η = 1 is used for systems without oversampling.
Fig. 6.1 compares the performance between systems with and without oversampling, for various
modulation schemes. All systems are MAI-free with M = 16, K = 4 and N = 64. The power
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Figure 6.1: SER performance of systems in TU channel profile and various modulation schemes.
N = 64, M = 16 and U = 4 are used in all systems. Results are obtained for both η = 1, and η = 2.
delay profile is the reduced typical urban (TU) profile. The number of users in each system satisfies
the rule U = bM
L
c to achieve MAI-free communications. Again, excellent agreements are observed
between the simulation and analytical results for all systems configurations. Systems with or without
oversampling can support the same number of MAI-free users, yet oversampled systems consistently
outperform those without oversampling for all modulation schemes. The performance improvement
is contributed by the extra multipath diversity that is collected through time-domain oversampling.
Fig. 6.2 shows the SER performance of CSDMA with and without MAI for systems with QPSK
modulation. There are N = 64 subcarriers at the transmitter for all systems. For system with U = 64
users, we have M = 64 and K = 1 given that U cannot be larger than M . For systems with U = 1
or U = 4, we have M = 16 and K = 4 to achieve MAI-free communications. When U = 4,
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 QPSK, reduced Typical Urban (TU) profile, N=64
 
 
CSDMA, 1 user (analytical)
CSDMA, 64 users (simulation)





Figure 6.2: SER performance of systems with different number of users and with and without over-
sampling. QPSK modulation is used in all systems.
the simulated SER matches perfectly with the analytical one with U = 1 because there is no MAI.
When U = 64, the simulation results are slightly worse than the U = 4 systems. At SER = 10−3
and η = 1, the performance of systems with U = 64 systems is 0.5 dB away from that with U = 4,
and the performance difference drops to 0.2 dB at η = 2. The results indicate that the MAI does not
significantly affect the system performance, in part because the number of interfering users are upper
bounded by L. In addition, the sub-optimum BDFE receiver can effectively remove the effects of
MAI.
The impacts of sampler timing offset τ0 on the system SER performance for systems with and
without oversampling are shown in Fig. 6.3. The simulation and analytical results are obtained for
QPSK and 16QAM modulations. For all systems, we haveN = 64,M = 16, and U = 4. For systems
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without oversampling, the SER performance varies with the timing offset τ0. The SER performance
variations are due to the effect of spectrum aliasing of the received signals at the receiver. However,
the spectrum aliasing of the received signals can be completely eliminated by using η = 2 for systems
employing transmit and receive filters with a rollof factor α = 1. Thus the performance of the
oversampled system is independent of the timing offsets.


















































 16QAM η=116QAM η=2
QPSK η=1
 QPSK η=2
Figure 6.3: SER performance of systems in TU channel with and without oversampling and under the
effect of sampler timing offset τ0. N = 64, M = 16 and U = 4 are used for all systems.
In Fig. 6.4, the SER performance is plotted as a function of timing offset τ0 for systems with and
without oversampling. Both equal gain power delay profiles with L = 3 and reduced typical urban
profiles are considered in this example. For all systems we have Eb
N0
= 15 dB, N = 64, M = 16
and U = 4. We have two observations. First, the effects of timing offset are completely removed by
using oversampling. Second, for systems without oversampling, τ0 = 0 does not necessarily mean
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 η=1, (simulation)  Reduced typical urban profile
Equal gain profile, L=3
Figure 6.4: SER performance versus sampler offset τ0 for systems with and without oversampling.
Figures were obtained for both TU and EQ channel delay profiles, with N = 64, M = 16 and U = 4
.
the best performance as evident for system with the TU power delay profile. This is due to the fact
that τ0 introduces a phase shift in the frequency domain, and different phase shifts might result in
constructive or destructive combinations of the spectrum when η = 1.
In Fig. 6.5, we compared the performance of the proposed CSDMA system with both MC-CDMA
[8] and OFDM-interleave division multiple access (OFDM-IDMA)[35] systems. The total number of
subcarriers at the transmitter was set as N = 64 for all systems. In all systems, we set M = 64,
U = 64, and K = 1. A typical urban (TU) power delay profiles, and binary phase shift Keying
(BPSK) modulation were considered for all systems. In the MC-CDMA system, all users were as-
signed different spreading codes selected from a size N Hadamard-Walsh matrix, while the same
spreading code was used for all users in OFDM-IDMA. The following observations can be made
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from the figure: First, all systems have MAI when N = U = 64. Second, the CSDMA system with
oversampling has the best performance among all systems, the performance improvement in CSDMA
with oversampling was mainly due to multipath diversity. Third, the performance of OFDM-IDMA
with six iterations is slightly better than CSDMA without oversampling, on the other hand, the perfor-
mance of CSDMA without oversampling outperforms OFDM-IDMA with three iterations. However,
the computational complexity of OFDM-IDMA with three or six iterations is higher than that of
CSDMA. Finally, the MC-CDMA system has the worst performance among different systems.























Figure 6.5: BER performance of different multi-carrier multi-user systems in reduced typical urban
power delay profiles. BPSK modulations, K = 1, and N = M = U = 64 were used for all systems.
In Fig. 6.6, The performance of CSDMA, MC-CDMA, and OFDM-IDMA were plotted as a
function of the number of users. The TU power delay profile was considered in all systems. The
number of subcarriers at the transmitter was set as N = 16 for all systems. K = 1, and BPSK
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modulation were assumed in all systems. In the MC-CDMA system we utilized the code selection
priority proposed in [8]. The figure clarifies that the performance of our system with oversampling
outperforms all other systems. Furthermore, the CSDMA system without oversampling has better
performance than OFDM-IDMA with two or three iterations, consequently, the number of iterations
plays a critical role in the performance of OFDM-IDMA, where higher number of iterations means
larger computational complexity.






















Figure 6.6: BER performance of various multi-carrier multi-user systems versus the number of trans-
mitting users. TU PDP, BPSK modulations and N = M = 16 are used for all systems.
Fig. 6.7 shows the performance of the CSDMA system with oversampling, results were obtained
for systems with and without MAI. The performance of the OFDM-IDMA system is also shown for
comparison purposes. The number of subcarriers at the transmitter was N = 64 in all systems. The
TU power delay profile was assumed in all systems. For CSDMA system with U = 64 users, we have
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M = 64 and K = 1. while, for CSDMA system with U = 1 or U = 4 we have M = 16 and K = 4
to achieve MAI-free communications. In the simulations, we considered OFDM-IDMA with six
iterations and four users, U = 4. Results in Fig. 6.7 indicates that the proposed CSDMA system with
oversampling consistently outperforms the OFDM-IDMA system. The performance improvement of
the CSDMA system with η = 2 is mainly contributed by the collected multipath diversity, where part
of this diversity was provided through oversampling.



















BPSK, TU PDP, N=64
 
 
OFDMA−IDMA, 4 users, simulation
CSDMA, 64 users, η=2, simulation
CSDMA, 4 users, η=2, simulation
CSDMA, 1 users, η=2, analytical
Figure 6.7: BER performance of CSDMA systems with oversampling receivers. Number of subcarri-
ers at the transmitter was set as N = 64 for all systems.
6.7 Conclusions
A circular-shift division multiple access scheme with oversampling receivers has been proposed for
multi-carrier wireless networks. The combination of circular shifting at the transmitter and oversam-
pling at the receiver ensures full multipath diversity, and it renders a special signal structure that allows
86
the receiver to differentiate the signals from different users. When the number of users is no more than
M/L, where L is the length of the equivalent discrete-time channel before oversampling, MAI-free
communications can be achieved. When the system is fully loaded, that is, the number of users is no
more than M , then there are at most L mutually interfering users at any given subcarrier. In addition,
the oversampling operation removes the negative effects of timing offsets between clocks at transmit-
ters and receiver. Both analytical and simulation results demonstrated that the proposed scheme is
significantly outperforms OFDMA and OFDM-IDMA systems, and the oversampling operation leads
to considerable performance gains over those without oversampling.
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Chapter 7
Optimum Receiver Design with Channel Estimation Errors
7.1 Introduction
A major challenge of current and future mobile wireless communication systems is to provide reli-
able high-data rate communications for users in high mobility scenarios. Smartphones operated by
individuals riding high-speed trains or airplanes are examples of wireless communications in a high
mobility environment.
Accurate channel estimation plays a critical role in providing a dependable high mobility broad-
band wireless communications. High mobility introduces fast time channel variations, therefore,
channel estimation becomes more difficult in high mobility wireless communications. The error per-
formance of linearly modulated MPSK system with doubly selective (time selective and frequency
selective) fading channel is presented in [28], a closed form for the error performance lower bounds
have been derived for systems with and without time-domain oversampling. However, the channel
state information (CSI) is assumed to be perfectly known at the receiver, which is not accurate as-
sumption especially for high mobility wireless communication systems.
Many existing works focus on minimizing the mean squared error (MSE) between the true and
the estimated channel coefficients [36]–[39]. In [36, 37], CSI estimation is obtained by employing the
basis expansion model (BEM), where the time-varying channel impulse response is converted into a
low dimensional transform domain leading to a reduction in the estimation computational complexity.
CSI can also be attained through transmitting pilot patterns that are known at both the transmitter
and receiver [38]–[43]. In [38], the least squares (LS) estimation is employed in the OFDM system
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with a quasi-static channel where the sub-optimum pilot pattern for the estimator is obtained through
numerical convex optimization techniques. In the LS estimation, the prior knowledge of channel
statistics is not required, however, such information is needed in the minimum mean squared error
(MMSE) estimation. In [39], the MSE of the MMSE channel estimation for the (OFDM) system is
minimized by using identical equally-spaced frequency domain pilot clusters.
In the presence of channel estimation errors, the conventional maximum ratio combining (MRC)
receiver is no longer optimum. In [40], the optimal decision rule that considers the impact of channel
estimation errors is derived for receivers employing LS or MMSE channel estimations for M-ary
phase shift keying (MPSK). When the optimum receiver is used, the SER of the MPSK system with
MMSE CSI estimation is the same as the SER of the MPSK system with LS CSI estimation [40].
The exact error probability expressions for the optimal coherent diversity receivers are obtained in
[40]. In [41], the optimum pilot design for high mobility wireless communication system with time-
varying flat fading is studied; minimizing the SER of the system is considered as the pilot design
optimization metric. According to results presented in [41], the SER is a decreasing function in pilot
percentage, on the other hand, it is an increasing function in the Doppler spread. The optimum system
design that can maximize the spectral efficiency of high mobility wireless communications under an
imperfect CSI is discussed in [42]. The fast time-varying fading channel coefficients are estimated
through the MMSE estimation; if the pilot samples the channel at rate greater or equal to the Nyquist
rate of the time-varying channel, the MMSE channel estimation at pilots locations and the MMSE
channel interpolation at data symbols locations have the same MSE. An expression for the relation-
ship between the spectral efficiency and the pilot percentage is developed in [42], the expression
quantifies the trade off between lower SER and excess pilot percentage [42].
The maximum Doppler diversity transmission with an imperfect CSI in high mobility system
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is presented in [43]. It is shown in [43] that the SER is a quasi-convex in Doppler spread and a
monotonically decreasing in terms of pilot percentage. However, the analysis in [41]-[43] are only
applied to fast time-varying flat fading channels. The LS estimations of doubly selective channels
are discussed in [44] for a multiple-input multiple-output (MIMO) OFDM system. To avoid matrix
inversions during the LS channel estimation, the pilot matrix is designed as a unitary matrix, moreover,
the pilot-tones represent orthogonal codes in space-frequency domain [44].
The impacts of pilot percentage on the MSE of the MMSE channel estimations with doubly-
selective fading channel in high mobility wireless communication systems are studied in [45]. Chan-
nel correlations in both time and delay domains are employed to minimize the MSE of the MMSE
channel estimator.
In this chapter, we study the impacts of the imperfect CSI on the performance of high mobility
wireless communication systems with doubly-selective fading channels. We consider a system that
employs pilot assisted MMSE channel estimation. The impacts of the energy allocation factor, pilot
percentage and Doppler spread on both the MSE of the MMSE estimator and on the SER of a linearly
modulated system are investigated. The conventional MRC receiver is not optimum in the presence
of channel estimation errors, however, the optimal receiver can be obtained by considering the impact
of channel estimation errors. The statistical properties of the estimated channel coefficients in both
time and delay domains are obtained and then used to design the optimum receiver. The theoretical
SER of the optimum receiver with an imperfect CSI is then derived for a linearly modulated systems;
indeed, the obtained expressions quantify the effect of energy allocation factor, pilot percentage and
Doppler spread on the system performance. Finally, the derived analytical results are supported by
computer simulations.
The rest of this chapter is organized as follows. The system model is presented in Section 6.2.
90
Section 6.3 studies the pilot-assisted MMSE channel estimation. In Section 6.4, the optimum receiver
and the error performance analysis are presented. Simulation results and conclusions are given in
Section 6.5 and Section 6.6, respectively.
All over the chapter we use the following common notations: the superscripts (·)T and (·)H rep-
resent matrix transpose and Hermitian transpose, respectively; E(·) is the mathematical expectation
operator; CM×N denotes the (M × N)-dimensional complex space; <(a) is the real part operator;
CM is the space of M -dimensional complex column vectors; IN is a size-N identity matrix; 0M×N is
M ×N all-zero matrix; diag {a} is a diagonal matrix with the vector a on its main diagonal; S is the
modulation constellation set, and  is the time domain convolution operator.
7.2 System Model
Consider a wireless communication system where a pilot-assisted channel estimation is employed.
Before transmission, data symbols are split into slots, where in each slot pilot patterns are inserted for
channel estimation purposes. The pilot pattern has 2L− 1 pilot symbols, where L is the length of the
equivalent discrete time channel. Each pilot pattern contains one active pilot symbol located at the
middle of the pilot pattern and L− 1 zeros, or silent pilot symbols, on the right and left sides of the
active pilot symbol. The silent pilots are used in each pattern to obtain Inter-symbol-Interference (ISI)-
free transmission of the active pilot symbol over doubly selective fading channels. Each transmitted
slot containsNp equally spaced pilot patterns andK data symbols occupy the space between each pair
of adjacent pilot pattens, whereK is a non-negative integer. Hence, the transmitted slot of lengthN is
consisted of Ns = NpK data symbols, and Np(2L−1) pilot symbols, i.e, N = NpK+Np(2L−1) =
Np(K + 2L− 1).
Let x = [x1, x2, · · · , xN ]T denote the transmitted slot that contains both data and pilot symbols.
Based on the slot structure, we denote the k-th active pilot symbol as xik = pk, where ik = K + L+
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(k − 1)M, for k = 1, · · · , Np and M = K + 2L− 1. Also, define Is = {n|n = n + (k − 1)M,n =
1, · · · , K, k = 1, · · · , Np} as the set that contains the indices of the transmitted data symbols.
Also, denote the average transmission energy per active pilot symbol and per data symbol as Ep,







active pilot symbols are known symbols at both the transmitter and the receiver, and they are inserted
into each data slot to play a specific role different from that of data symbol, for that reason, we propose
to allocate amount of energy to the pilot symbol different from that allocated to the data symbol. So,
letEp = αE0 NNp , andEs = (1−α)E0
N
Ns
, where 0 < α < 1 is the energy allocation factor, in addition,
by changing α we can obtain a wide range of allocated energies for both pilot and data symbols. If
we define the pilot percentage among the transmitted symbols, δ, as δ = (2L−1)Np
N
, then in terms of δ









Each slot with N elements is transmitted over a doubly selective fading channel where it is cor-
rupted by an additive white Gaussian noise (AWGN) with varianceN0. Based on the above discussion,
the observed signal at the receiver can be described by
y = E
1
2 H · x + z, (7.2)
where y = [y(1), y(2), · · · , y(N)]T ∈ CN×1,H ∈ CN×N is the time-domain channel matrix defined
in (7.3) on the top of the next page, z = [z(1), z(2), · · · , z(N)]T ∈ CN×1 is the noise vector with
covariance matrix, Rz = N0IN , and the matrix E = diag{[E1, · · · , EN ]T} is a diagonal matrix with
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En being the energy allocated to the n-th transmitted symbol.
H =

h(1, 0) 0 . . . h(1, L− 1) . . . h(1, 1)
h(2, 1) h(1, 0) . . . 0 h(2, L− 1) . . .




0 . . . h(N,L− 1) . . . . . . h(N, 0)

∈ CN×N (7.3)
If the channel undergoes a wide sense stationary uncorrelated scattering (WSSUS) Rayleigh fading,
then the time-domain correlation function ρ(n1 − n2, l1, l2) of channel coefficients can be described
by [31]
ρ(n1 − n2, l1, l2) = E[h(n1, l1)h∗(n2, l2)] = J0(2πfD|n1 − n2|Ts) · c(l1, l2), (7.4)
where fD is the maximum Doppler frequency of the fading channel, J0(·) is the zero-order Bessel func-
tion of the first kind, Ts is the receiver sampling period, and c(l1, l2) is the correlation between channel











G(ν) is the normalized channel power delay profile (PDP) with
∫∞







At the receiver, and before detection, an estimate of channel coefficients is obtained by utilizing the
linear MMSE estimation. In this section, the MMSE channel estimation is presented, the impacts
of the Doppler frequency fD , pilot percentage δ, and energy allocation factor α on the estimation
performance are studied.
For each transmitted pilot symbol there are L ISI-free observations at the receiver, these observations
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can be presented as
ypk =
√
Ephpkpk + zpk , for k = 1, · · · , Np, (7.5)
where ypk = [y(ik), · · · , y(ik+L−1)]T ∈ CL×1 is the received samples of the k-th transmitted active
pilot, pk = xik is the k-th transmitted active pilot symbol, hpk = [h(ik, 0), · · · , h(ik + L − 1, L −
1)]T ∈ CL×1 is the equivalent discrete-time channel fading coefficient vector associated with the k-
th transmitted active pilot symbol, and zpk = [z(ik), z(ik + 1), · · · , z(ik + L − 1)]T ∈ CL×1 is the
noise samples vector corresponding to the k-th transmitted active pilot. Thus, for Np transmitted pilot
patterns over a channel of equivalent length Lwe haveNpL ISI-free observations at the receiver, these
observations can be stacked into one column vector as [45]
yp =
√
Ep ·P · hp + zp, (7.6)
where yp = [yTp1 , · · · ,y
T
pNp
]T ∈ CLNp×1 is the received signals of all pilot symbols, hp = [hTp1 , · · · ,h
T
pNp




is the noise samples at the received pilots positions, and the diagonal matrix P = diag{[pT1 , · · · ,pTNp ]
T}
∈ CLNp×LNp contains the transmitted pilot symbols, where pk = [pk, · · · , pk]T ∈ SL×1. Next, chan-
nel estimation at pilot symbols locations is presented and then followed by channel estimation at data
symbols locations.
7.3.1 MMSE Channel Estimations at Pilot Locations
The first step in acquiring channel coefficients at data locations is to obtain an estimate of channel
coefficients at pilot locations by minimizing the average MSE between the estimated channel coef-




E(||ĥp − hp||2), where ||a|| is the L2-norm of vector a, and ĥp is the estimate of hp.
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where Wp ∈ CLNp×LNp is the MMSE estimation matrix. The MMSE estimation matrix Wp can
be obtained by applying the orthogonal principal i.e., E[epyHp ] = 0, where ep = (ĥp − hp) is the






where Rpp = E[hphHp ] ∈ RLNp×LNp is the autocorrelation matrix of the pilot channel coefficients
vector hp, the matrix Rpp is a block Toplitz matrix which can be written as [45]
Rpp = Rpt ⊗Rτ , (7.9)
where Rpt ∈ RNp×Np is correlation matrix in the time domain, and Rτ ∈ RL×L is the correlation
matrix in the delay domain. The correlation matrix in the time domain, Rpt, is a symmetric Toplitz ma-
trix, the first column and the first row of Rpt can be written as rt = [1, J0(2πfDTp), · · · , Jo(2πfD(Np−
1)Tp)]
T , where Tp =
(2L−1)Ts
δ
is the time interval between two neighboring active pilot symbols. The
delay correlation matrix, Rτ , can be represented as [28]
Rτ =

c(0, 0) · · · c(0, L− 1)
... . . .
...
c(L− 1, 0) · · · c(L− 1, L− 1)
 . (7.10)

















The calculation of the MSE, σ2p,LNp , requires a matrix inversion followed by a trace operation, there-
fore, to simplify the calculations and to explicitly identify the impacts of design parameters on the
MSE of the MMSE estimator, we utilize the asymptotic approach by assuming an infinite number of
pilot patterns, i.e., Np → ∞ while keeping a finite channel length L, pilot percentage δ, energy allo-
cation factor α, and symbols period Ts. The obtained results can then be summarized in the following
proposition [45].
Proposition 7.1: When the number of pilot patterns approaches infinity, i.e., Np → ∞ while
having a finite L, δ, α and Ts, the average asymptotic MSE, σ2p = limNp→∞ σ
2
p,Np
, of the MMSE













 for δ ≥ (2L−1)wd
π
, (7.12)
where, wd = 2πfDTs, and λi is the i-th eigenvalue of the delay domain correlation matrix Rτ .
Proof: The matrix, Rpp, can be identified by the sequence r
u,v
k ={J0(2πfD|k|Tp) · c(u, v)}k,u,v ,
k = −(Np−1), ..., (Np−1), u, v = 0, ..., L− 1. Applying the discrete-time Fourier transform (DTFT)





−jkΩ = c(u, v) · Λt(Ω), (7.13)
where Λt(Ω) =
∑∞
k=−∞ J0 (2πfD|k|Tp) e−jkΩ is the DTFT of the sequence {J0 (2πfD|k|Tp)}k.






, − π ≤ Ω ≤ π. (7.14)
where β = 2πfDTp.
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Let the DTFT of correlation matrixRpp be written as [45],
Λ(Ω)=

R0,0(Ω) R0,1(Ω) · · · R0,L−1(Ω)
R1,0(Ω) R1,1(Ω) · · · R1,L−1(Ω)
...
... · · · ...
RL−1,0(Ω) RL−1,1(Ω) · · · RL−1,L−1(Ω))

=Rτ · Λt(Ω) (7.15)
where Ru,v(Ω) is given in (7.13).

























where γα = αγ0δ , and λ
′
k is the k-th eigenvalue of Rpp.





























It is worth mentioning that β ≤ π when δ ≥ 2(2L−1)fDTs. Putting Ω = β sin(x), the above















The last equation can be obtained by using equation (2.553.3) in [47] along with the identity arctan(jx)
= j(x) for x ∈ R and j2 = −1. Employing (7.19) in (7.18) leads to equation (7.12) [45].
7.3.2 MMSE Channel Estimations at Data Locations
The observed signals at pilot positions are used to obtain an estimate of channel coefficients at data
symbols locations. Data symbols will be estimated in groups, therefore, before estimation data sym-
bols withNs = KNp elements are divided intoK groups withNp equally spaced data symbols in each
group. Define the indices of the data symbols in the g-th group as {gk =Mk+g, k = 0, · · · , Np− 1},
for g = 1, · · · , K. Also, let the channel coefficients vector corresponding to the g-th data group be
defined as hg = [hTg0 , · · · ,h
T
g(Np−1)
]T ∈ CLNp×1, with hgk = [h(gk, 0), · · · , h(gk+L−1, L−1)]T ∈ CL×1.




where ĥg is the estimate of hg, and WHg is the MMSE estimation matrix, which can be calculated










where Rgp = E(hghHp ) ∈ RLNp×LNp is a block Toeplitz matrix, which can be found as [45]
Rgp = Rgt ⊗Rτ , (7.22)
where Rgt ∈ RNp×Np is a Toeplitz matrix.
The first row of Rgt is [J0(ωd|g′|), J0(ωd|g′ −M |), · · · , J0(ωd|g′ − (Np − 1)M |)], where g′ =
g− (K +L− 1) and ωd = 2πfDTs. Also, the first column of the Toeplitz matrix Rgt can be identified
as [J0(ωd|g′|), J0(ωd|g′ +M |), · · · , J0(ωd|g′ + (Np−1)M |)]T [45].











The estimation error covariance matrix at data symbols positions, Ψee , E
[
(ĥg − hg)(ĥg − hg)T
]
,









where γα = αγ0δ , and Rgg = E(hgh
H
g ) = Rpp are used to obtain (7.24). The average MSE for channel
estimation at data symbols locations is σ2e,LNp =
1
LNp
trace (Ψee). The average MSE at data locations
involves matrix inversion followed by trace operation, therefore, to clearly identify the effects of
design parameters in the average MSE, we employ the asymptotic average MSE by letting Np → ∞
while keeping a finite channel length L, pilot percentage δ, energy allocation factor α, and symbols
period Ts. The asymptotic average MSE for channel estimation at data symbols locations is given in
the following proposition.
Proposition 7.2: When the number of pilot patterns approaches infinity, i.e., Np → ∞ while
maintaining finite values of α, L, δ, and Ts, if δ≥ (2L−1)wdπ , then channel estimations at data symbols
locations through temporal interpolation results the same asymptotic MSE of channel estimations at
pilot locations, i.e., σ2e = limNp→∞ σ
2
e,Np
= σ2p , with σ
2
p defined in (7.12).
Proof: The proof is omitted here for brevity.
As a conclusion, if the number of the inserted pilot patterns is sufficient to sample the channel co-
efficients at a rate equal or greater than the Nyquist rate, i.e., 1
Tp
≥ 2fD , then the temporal interpolation
will not degrade the performance of the MMSE estimator.
7.4 The Equivalent Optimum Receiver
This section presents the optimum diversity receiver with imperfect CSI, the theoretical error proba-
bility of systems employing the optimum diversity receiver is then derived.
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7.4.1 Optimum Combining in the Presence of Imperfect CSI
In this subsection, we present the optimum receiver of a single user system in the presence of imperfect
CSI, the statistical properties of the estimated channel coefficients will be employed to design the
optimum diversity receiver.
Due to the special structure of pilot pattern, pilot symbols are observed at the receiver with ISI-
free, while, data symbols are observed at the receiver with ISI. At the receiver, the observed signals
of the gk-th transmitted data symbol can be described by [28]
ygk =
√
Es · [hgk · xgk + Ȟgk · x̌gk ] + zgk , (7.25)
where gk =Mk+g, k = 0, · · · , Np−1,with g = 1, · · · , K, ygk = [y(gk), · · · , y(gk+L−1)]T ∈ CL×1
is the received samples vector, hgk = [h(gk, 0), · · · , h(gk + L − 1, L − 1)]T ∈ CL×1 is the channel
vector related to xgk , zgk = [z(gk), · · · , z(gk+L−1)]T ∈ CL×1 is the noise vector, x̌gk = [x(gk−L+
1), · · · , x(gk − 1), x(gk + 1), · · · , x(gk + L − 1)]T ∈ C2(L−1)×1 is the interference vector associated




h(gk, L− 1) . . . h(gk, 1) 0 . . . 0







0 . . . 0 h(gk + L− 1, L− 2) . . . h(gk + L− 1, 0)
 (7.26)
The interference components are minimized and can be neglected if MAP or MLSE equalization
algorithms are employed in systems with long enough decoding length [28]. Based on the above
discussion, the ISI-free input-output relation of the xgk can be represented as
ygk =
√
Es · hgk · xgk + zgk . (7.27)
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The system equation in (7.27) represents a single-input-multiple-output (SIMO) system in which
a single data symbol xgk is transmitted over L mutually correlated flat fading channel, in other words,
the transmission of xgk over a doubly selective fading channel of equivalent length L is identical to a
transmission of the same symbol over mutually-correlated L parallel frequency flat fading channels.
If the channel experience a wide sense stationary uncorrelated scattering (WSSUS) frequency
selective Rayleigh fading, then the channel vector hgk is zero mean complex Gaussian distributed
with the covariance matrix Rh = E[hgkhHgk ] given as [28]
Rh=

ρ(0; 0, 0) ρ(1; 0, 1) · · · ρ(L−1; 0, L−1)
ρ(1; 1, 0) ρ(0; 1, 1) · · · ρ(L−2; 1, L−1)
...
... · · · ...
ρ(L−1;L−1, 0) ρ(L−2;L−1, 1) · · · ρ(0;L−1, L−1))

, (7.28)
Denote the estimate of hgk∈ C










where Rgkp = r
T
kt ⊗Rτ ∈ CL×LNp , with rTkt being the (k + 1)-th row of matrix Rgt.
At the receiver, the detection is performed based on the corrupted observed data symbols vector
ygk and the estimated channel coefficients vector ĥgk . We have the following two lemmas about the
statistical properties of the estimated CSI vector ĥgk , and the true vector ,ĥgk , conditioned on the
estimated vector, i.e hgk |ĥgk .
Lemma 7.1: For a system that experiences a WSSUS frequency selective Rayleigh fading, the
estimated channel coefficients vector, ĥgk , is complex Gaussian distributed with zero mean and co-
variance R̂gkgk = Rh−Ψ
(k)
ee , where Ψ
(k)
ee = E[(ĥgk−hgk)(ĥgk−hgk)H ] ∈ RL×L is the autocorrelation
of channel estimation error vector, egk = ĥgk − hgk .
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Proof: Since hp and zp in (7.6) are zero-mean complex Gaussian distributed, the observed








H + N0ILNp . The estimated channel coefficients vector ĥgk is a linear trans-
formation of yp as illustrated in (7.29), accordingly, ĥgk is zero mean complex Gaussian distributed
with covariance R̂gkgk = Rh −Ψ
(k)
ee . The matrix Ψ
(k)





where Γk is a L × NpL sampling matrix that is obtained by circularly shifting each row of Γ =[
IL,0L×L(Np−1)
]
by kL locations to the right.
Lemma 7.2: For the system that undergoes a WSSUS frequency selective Rayleigh fading, con-
ditioned on the estimated channel coefficients vector, ĥgk , the actual channel coefficients vector hgk
is complex Gaussian distributed with mean ĥgk and covariance Ψ
(k)
ee , i.e., hgk |ĥgk ∼ N (ĥgk ,Ψ
(k)
ee ).
Proof: Since both ĥgk and hgk are zero-mean Gaussian distributed, egk = ĥgk − hgk is also
zero-mean Gaussian distributed. The cross-covariance matrix between egk and ĥgk is E(egkĥHgk) = 0
by following the orthogonal principle. Therefore, egk and ĥgk are uncorrelated, the conditional mean
can then be calculated as uhgk |ĥgk = E(hgk |ĥgk) = ĥgk − E(egk |ĥgk) = ĥgk . The covariance matrix
is, E[(hgk − uhgk |ĥgk )(hgk − uhgk |ĥgk )
H ] = E[(hgk − ĥgk)(hgk − ĥgk)H ] = Ψ
(k)
ee .
To design the optimum receiver, we need to obtain the statistical properties of the observed sam-
ples vector ygk . So let xm ∈ S be the transmitted data symbol, then based on lemma 7.1 and lemma
7.2, the received samples vector ygk conditioned on the transmitted data symbol xm and ĥgk is com-
plex Gaussian distributed, i.e., ygk |(xm, ĥgk) ∼ N (Rygk |xm,ĥgk ,uygk |xm,ĥgk
), with the conditional mean










Based on the statistical properties of ygk conditioned on the transmitted data symbol xm and ĥgk ,
the decision rule of the optimum receiver with imperfect CSI is given in the following proposition.
Proposition 7.3: For the ISI-free SIMO system described in (7.27), if the transmitted symbols are
equiprobable, then the optimum decision rule that minimize the system error probability is
x̂gk = argmin
xm∈S
|βgk − xm|2, (7.31)








Proof: For the equiprobable transmitted data symbols the (pdf) function p(ygk |ĥgk , xm) is











where ȳgk = ygk − uygk|(xm,ĥgk ) .
The error probability of the system can be minimized by maximizing the likelihood function,
















|βgk − xm|2, (7.35)







ee = 0, and the optimum receiver is reduced to a conventional MRC
receiver.
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7.4.2 Error Performance Analysis
The symbol error rate (SER) performance of system employing the optimum diversity receiver with
an imperfect CSI is derived in this subsection. The obtained analytical results reflect the impacts
of mobility on the system performance and quantify the effect of design parameters δ, and α on the
acquired analytical SER.
The conditional error probability Pgk(E|ĥgk , xm) is first derive, which is then used to obtain the
unconditional error probability Pgk(E) of the optimum diversity receiver with imperfect CSI.
The received vector ygk conditioned on ĥgk and xm is zero-mean Gaussian distributed, thus, the




) with mean and variance given respectively as
uβgk |xm,ĥgk
= ||dgk ||2xm, (7.36a)
σ2
βgk |xm,ĥgk
= ||dgk ||2, (7.36b)




ee + 1γs IL
)−1
ĥgk , and γs =
Es
N0
is the SNR of the transmitted data symbol.
The conditional probability density function (pdf) of βgk is given by










To simplify derivations, we represent the pdf of the decision variable βgk in a polar coordinate
system with the origin located at uβgk |xm,ĥgk as shown in 7.1, in this case, the pdf of βgk is represented
as












where βgk = re
jθ. Based on the above decision rule, the probability of having an error is equivalent to









Figure 7.1: The decision region for M-ary PSK (MPSK) modulation
M -ary phase shift keying (MPSK) modulation, the decision region is shown in Fig. 7.1. The detection
region of βk is the 2πM angle sector centered around the symbol xm. Using the polar coordinate system
































where M is the modulation level, Υk= (Ψ
(k)





∣∣∣∣ĥHgk (Ψ(k)ee + 1γs IL)−1 ĥgkxm
∣∣∣∣, and P (xm) = 1M for equiprobable transmitted
MPSK symbols. The final result in (7.39) can be obtained by replacing the integration variable with
φ = π − (θ + π
M
).
The unconditional error probability Pgk(E) of a system with MPSK modulation can be computed
based on the conditional error probability derived in (7.39). In order to evaluate the impacts of im-
perfect CSI, we derive the unconditional error probability of the system with MPSK modulation by





in (7.39) reflects the dependency of the conditional error probability on the estimated CSI. The vector
ĥgk is zero-mean Gaussian distributed with covariance matrix R̂gkgk = Rh−Ψ
(k)
ee , hence, the quantity
ηgk is a quadratic form of complex Gaussian random vector. The moment generating function (MGF)







IL − t · R̂gkgkΥk
)]−1
, (7.40)











































k being the square root of the matrix Υk that meets







k ), and the identity det(I + AB) = det(I + BA) is used to obtain










k ∈ CL×L, (7.42)
where Λk = diag[λk1 , · · · , λkL ] ∈ CL̄×L̄ is a diagonal matrix with the diagonal elements being the
non-zero eigenvalues of R̄gk in a decreasing order with L̄ being the number of non-zero eigenvalues,
and the matrix Vk ∈ CL×L̄ contains the corresponding eigenvectors. With (7.42), the unconditional
























we can use the approximation Ψ(k)ee ≈ σ2eIL, where σ2e = 1LNp trace (Ψee). Employing the aforemen-









































where L̃ is the number of non-zero eigenvalues of Rh, and dl is a non-zero eigenvalues of Rh. The




















Next simulation results are presented.
7.5 Simulation Results
In this section, we present numerical and simulation results to investigate the impacts of system design
parameters such as, the pilot percentage, the normalized Doppler spread and the energy allocation fac-
tor on the average MSE. The bit error rate (BER) performance of a binary phase-shift keying (BPSK)
modulated wireless communication system under imperfect CSI is also presented. In simulations,
Ts = 3.69µs, and a typical urban (TU) power delay profile is employed to model the frequency-
selective Rayleigh fading channel. Also, a root-raised cosine (RRC) filter with 100% excessive band-
width is used as transmit and receive filters. The Maximum-Likelihood Sequence Estimation (MLSE)
Viterbi equalizer is employed at the receiver.
In Fig. 7.2, the average MSE is plotted as a function of the energy allocation factor, α, for systems
with different values of slot length, N . The pilot percentage is set as δ = 0.2, the normalized Doppler
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Figure 7.2: The average MSE as a function of energy allocation factor, α, for variable slot length, N .
Pilot percentage is δ = 0.2, and γ0 = 10 dB.
spread is fDTs = 0.003, and the average SNR is γ0 = 10 dB. The slot length is set as N = 15400 to
represent the infinity slot length. Three observations can be made about Fig. 7.2. First, the simulated
average MSE at pilot locations is the same as the simulated average MSE at data symbols locations,
which means that the interpolation does not degrade the channel estimator performance. Second,
excellent agreements between simulation and analytical results are observed. Third, the average MSE
is a decreasing function in both the slot length N and the energy allocation factor, α, because the
energy allocated to pilot symbols and the number of pilot symbols increases linearly with α and N ,
respectively.
In Fig. 7.3, the average asymptotic MSE is plotted as a function of the energy allocation factor,
α, for systems with different values of normalized Doppler spread, fDTs. The pilot percentage is set
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as δ = 0.25, the average SNR γ0 = 10 dB, and the slot length is set as N = 15400. The figure
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Figure 7.3: The average asymptotic MSE as a function of the energy allocation factor α with various
normalized Doppler spread fDTs.
shows that the average MSE is an increasing function in the normalized Doppler spread, fDTs. On the
other hand, it is a decreasing function in the energy allocation factor, α. At large normalized Doppler
spread, fDTs, the estimation process encounters more errors, because at large Doppler spread values,
the channel experiences fast time-variations. Furthermore, the average MSE decreases as the energy
allocation factor, α, increases due to the increase of the energy allocated to each transmitted pilot
symbol. Thus, the MSE is a monotonically decreasing function in energy allocation factor, α.
Fig. 7.4 shows a plot of the average MSE as a function of the energy allocation factor, α, under
different values of SNR, γ0. The pilot percentage is set as δ = 0.2, the normalized Doppler spread,
fDT = 0.005, and the slot length N = 280. As expected the average MSE is improved as the SNR
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rises due to the increase in the energy allocated to each transmitted pilot symbol. As a result, the MSE
is a monotonically decreasing function in SNR.






























Figure 7.4: The average MSE as a function of the energy allocation factor α for systems with different
values of SNR, γ0.
In Fig. 7.5, we plot the BER performance of the BPSK system under different values of the en-
ergy allocation factor, α. The pilot percentage is set as δ = 0.2, the slot length is N = 140, and the
normalized Doppler spread is fDTs = 0.01. Two observations can be made from the figure: First,
the error performance improves with the γ0 increase due to the increase of allocated energy to both
pilot and data symbols. Second, the error performance reaches its minimum at a specific energy allo-
cation factor, α, value. Increasing the energy allocation factor above that value leads to performance
degradation, because increasing the energy allocation factor, α, above that value increases the energy
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Figure 7.5: The BER of systems with BPSK modulation and different values of energy allocation
factor.
allocated to pilot symbols and decreases the energy allocated to data symbols leading to performance
degradation. Thus, there is a certain energy allocation factor, α, value that results an improvement in
CSI estimation without sacrificing the system error performance. The BER has the minimum value at
α = 0.2, however, the BER becomes gradually worse as α takes values 0.1, 0.5, and 0.7, respectively.
Fig. 7.6 shows the BER performance of systems with BPSK modulations and different values of
γ0. As shown in Fig. 7.6, the BER improves as γ0 increases, because the energy per data symbol in-
creases linearly with γ0 leading to BER improvement. Furthermore, α = 0.2 is the energy allocation
value where the system can have small estimation errors without scarifying the BER performance.
The figure shows that the BER performance is a quasi-convex in energy allocation factor
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Figure 7.6: The BER performance of the BPSK modulated system as a function of the energy alloca-
tion factor for systems with different values of SNR.
Finally, in Fig. 7.7, the BER performance versus the energy allocation factor, α, is plotted for
systems with fDTs = 0.005, and fDTs = 0.01. The slot length is set as N = 140, and the pilot
percentage is selected as δ = 0.2. It is apparent from the figure that the system with largest fDTs has
the worst BER performance, because at higher Doppler spread, fD , the estimation process encounters
more errors due to fast channel time-variations, estimation errors result BER degradation.
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Figure 7.7: The BER of BPSK modulated system as a function of energy allocation factor α for
systems with fDTs = 0.01 and fDTs = 0.005.
7.6 Conclusions
In this chapter, we investigated the impacts of different design parameters such as, the pilot percentage
δ, the normalized Doppler spread fDTs, and the energy allocation factor α on both the average MSE of
the MMSE estimator and on the error performance of high mobility wireless systems. We found that
the error performance of a linearly modulated system is a quasi-convex in energy allocation factor α
and monotonically decreasing in terms of γ0. Furthermore, the MSE is a monotonically decreasing in
both γ0 and the energy allocation factor α. Consequently, a trade-off between the average MSE and




In this chapter, we summarize the main contributions of this dissertation, also we list outlines for
future works that might enrich the work done in this dissertation and lead to new discoveries and
research achievements.
8.1 Contributions
Throughout this dissertation, we presented multiple access interference (MAI) reduction techniques
for multi-user multiple access wireless systems. Also, we derived lower bounds for linearly modulated
systems employing different MAI reduction techniques. The statistical properties of the discrete-time
system model for systems employing various MAI reduction techniques were given, and based on
these properties we designed optimum and sub-optimum receivers for these systems. All presented
multi-user systems were investigated under various system configurations. The main contributions of
this dissertation can be listed in the following aspects.
In this dissertation, we first employed the MAI-reduction technique proposed in [6] along with
the time-domain oversampling at the receiver side to improve the performance of the MC-CDMA
system in the uplink direction. Theoretical analysis and simulation results were given for the over-
sampled MC-CDMA system. Results showed that the performance of the MC-CDMA system with
oversampling outperforms the equivalent system without oversampling. Furthermore, performance
fluctuations due to the timing offset induced by mismatching between transmitter and receiver sam-
pler clocks were avoided by using the time-domain oversampling. Both systems with and without
oversampling can support the same number of users.
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Second, based on an appropriate code selection technique MAI-free MC-CDMA system was pre-
sented in [8] for the uplink direction. In this dissertation, we extended the system in [8] by introducing
the time-domain oversampling at the receiver side. For TU PDP, the performance of the system with
oversampling was much better than the equivalent system without oversampling. A significant en-
hancement in multipath diversity was observed for system with oversampling. Moreover, the impacts
of time synchronization between transmitter and receiver clocks on the system performance were
eliminated by using the time-domain oversampling.
Third, we proposed a circular-shift division multiple access (CSDMA) MAI reduction scheme
for multi-user wireless networks. The proposed scheme can be employed in uplink-wireless systems,
such as cellular systems, satellite systems, or wireless sensor networks. In the CSDMA scheme, each
modulated symbol is spread over multiple sub-carriers; then, the obtained time-domain signals are
circularly shifted by different number of locations at different users before transmitting over frequency
selective fading and noise. The time-domain circular shifting operations at the transmitter allow the
receiver to observe signals from all users without MAI or with small MAI depending on the number of
users. Furthermore, the number of interfering sources in the CSDMA scheme was upper bounded by
the channel length, while in most existing multi-carrier multi-user systems the number of interfering
sources is proportional with the number of users. In addition, using the SISO-BDFE receiver, the
performance of system with MAI was slightly worse than MAI-free one. The proposed CSDMA
scheme achieved the same spectral efficiency as the OFDMA system, but with a much better energy
efficiency performance due to the multipath diversity gains.
Fourth, we performed comparisons between the CSDMA system and various multi-carrier multi-
user systems under same conditions and systems configurations. Computer simulations and ana-
lytical results showed that the performance of CSDMA with oversampling outperforms OFDMA,
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MC-CDMA, and OFDM-IDMA systems.
Finally, impacts of imperfect CSI on the performance of high mobility wireless communication
systems with doubly-selective fading channels was studied. Furthermore, we investigated the influ-
ence of design parameters, such as the energy allocation factor, pilot percentage and Doppler spread
on both the mean squared error (MSE) of the MMSE channel estimator and on the error probability
of a linearly modulated system. Expressions that quantify the effect of energy allocation factor, pilot
percentage and Doppler spread on the system performance were derived.
8.2 Future Works
Inspired by theoretical and simulation results obtained so far in this dissertation we now present some
outlines for future research that might add to this dissertation to accomplish considerable research
achievements and discoveries in multi-user multiple access wireless systems.
First, the MAI-free CSDMA system can be investigated under high mobility conditions, where
channels experience fast-time variations. Channel estimations error will play a critical role in CSDMA
system performance. Indeed, optimum receiver for CSDMA can be developed in the presence of
channel estimation errors.
Second, channel estimation for CSDMA system with MAI and under high mobility conditions
can be considered for future work.
Third, The effect of carrier phase offset (CPO) on both the error performance and on the MAI of
the CSDMA system can be inspected as apart of a future works. Finally, we proposed the CSDMA
system in the uplink direction, therefore, investigate the CSDMA system in the downlink direction
can enrich the research conducted in this dissertation.
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