In empirical studies often the values of some variables for some observations are much larger or smaller than the values for the other observations in the sample. These extreme observations, or outliers, often have a large impact on the results of statistical analyses. Conclusions based on a sample with and without these units may differ drastically. While applied researchers are usually aware of this the detection of outliers and their appropriate treatment is often dealt with in a rather sloppy manner. One reason for this habit seems to be the lack of availability of appropriate canned programs for robust methods that can be used in the presence of outliers. Our paper intents to improve on this situation by presenting a highly robust method for estimation of the popular linear fixed effects panel data model and to supply Stata code for it. In an application from the field of the micro-econometrics of international firm activities we demonstrate that outliers can indeed drive results.
Motivation
In his Nobel-lecture James Heckman (2001: 674 and 732) pointed out that "(t)he most important discovery [from micro-econometric investigations] was the evidence on the pervasiveness of heterogeneity and diversity in economic life.'' Everybody who ever worked with individual level or firm level data will strongly agree that if one investigates a sample of heterogeneous economic units often values of some variables for some observations are much larger or smaller than the values for the other observations in the sample. These extreme observations, or outliers, may have a large impact on the results of statistical analyses. Conclusions based on a sample with and without these units may differ drastically.
* We thank the editor and three anonymous referees for helpful comments on earlier versions. All computations were done in the research data centre of the Statistical Office in Berlin. The data used are confidential but not exclusive; information how to access the data is provided in Zü hlke et al. (2004) . To facilitate replication and extensions Stata code is available from the electronic data archive of this journal at www.jbnst.de/en.
While applied researchers tend to be aware of this, the detection of outliers and their appropriate treatment is usually not considered as an important issue. Often the distribution of some variables with extreme values is trimmed by dropping the top or bottom one percent of observations or so, or other ad hoc procedures are used. Given the large literature on statistical methods that are robust to outliers 1 and the (at least, potentially) detrimental consequences of ignoring them this habit should change. One reason for the usually sloppy habit towards outliers seems to lie in the lack of availability of appropriate canned programs in the popular software used by applied economists. At least with regard to Stata this changed recently due to the publication of code for highly robust methods in Verardi and Croux (2009) where, however, only methods for the robust analysis of cross section data are discussed. Fixed effects models for panel data that are very popular in applied economics are not covered. In this paper we will close this gap by presenting a highly robust procedure for the estimation of linear fixed effects panel data models and illustrate its usefulness in a Monte Carlo study. To demonstrate that an appropriate treatment of outliers does make a difference we report results from an empirical application. The example that will be used for motivation and illustration is taken from the field of international firm activities. This topic is selected for the sole reason that one of us is active in this area for a long time -any other field from applied economics could serve as an illustrative example, too. Researchers from this area usually are aware of the potential problems caused by observations with extreme values of some variables. Given that due to confidentiality of the firm level data used single observations as a rule cannot be inspected closely enough to detect and correct reporting errors or to understand the idiosyncratic events that lead to extreme values a widely used procedure to keep these extreme observations from affecting the results is to drop the observations from the top and bottom one percent of the distribution of the variable under investigation. A case in point is the international comparison study on the exporter productivity premium by the International Study Group on Exports and Productivity (ISGEP) (2008: 610) . However, although this approach is rather popular in applied micro-econometric studies it is in some sense arbitrary. Why the top and bottom one percent? Why not choose a larger or smaller cut-off point? There are alternative approaches to deal with extreme observations (outliers) that are substantiated in statistics. Section 2 will present such a highly robust procedure for the estimation of linear fixed effects panel data models and illustrate its usefulness in a Monte Carlo study. In section 3 this method will be used to estimate the exporter productivity premium -the ceteris paribus productivity difference between exporting and non-exporting firms -in Germany and the results will be compared to the results from using the standard fixed effects estimator to demonstrate that outliers do make a large difference. Section 4 concludes.
Robust estimation of linear fixed effects panel data models
In cross-sectional regression analysis three types of outliers can cause least squares to break down. Rousseeuw and Leroy (1987) define them as vertical outliers, bad leverage points and good leverage points. Vertical outliers are observations that are outlying in the y-dimension but not in the space of the explanatory variables (x-variables). Their existence affects both the estimation of the intercept and of the regression coefficients, but the effect on the latter is milder. Bad leverage points are observations that are both outlying in the space of the explanatory variables and located far from the regression line. They severely affect the estimation of both the intercept and the slope coefficients. Finally, good leverage points are observations that are outliers in the space of the explanatory variables but are located close to the regression line. Their existence only marginally influences the estimation of both the intercept and the regression coefficients but does affect inference. When working with panel data a fourth category of outliers should be considered, namely block concentrated outliers that correspond to a situation in which most of the outlying observations are concentrated in a limited number of time series (see Bramati / Croux 2007) . To deal with the presence of any of these types of outliers Bramati and Croux (2007) propose two equally well performing estimators, the Within Groups Generalized M-estimator (WGM) and the Within Groups MS-estimator (WMS) 2 . The idea underlying both is to center the series in a similar way to what is generally done when applying the within transformation. The difference here is that series are centered by removing the median instead of demeaning because the mean is largely distorted by outliers. Having centered the series, a robust estimator can be applied to deal with atypical individuals. The results will be comparable to those of a fixed effects estimator but will not be distorted by the presence of atypical individuals. In this paper we use exactly the same logic to robustly estimate a fixed effect model. We first center the entire series to remove individual fixed effects and then run a robust estimator to identify the outliers. Outlying individuals are then awarded a weight zero and a standard fixed effect model is fitted to the remaining observations. The robust estimator we use for the outlier identification step is an S-estimator which is known to be particularly robust to outliers. The logic behind this estimator is that, instead of minimizing the variance of the residuals as in OLS, another measure of dispersion of the residuals, less sensitive to outliers, is minimized. The measure of spread minimized here is an Mestimator of scale (see Appendix 1 or Verardi/Croux (2009) for further details). The implemented Stata code is available in the electronic data archive of the journal and described in Appendix 2. Technically speaking, consider the general formulation of the fixed effects linear panel data model
where subscript i denotes the cross-section dimension and t denotes the time series dimension. The y it term denotes the dependent variable, x it is the Kx1 column vector of explanatory variables, b is a K x1 vector of the regression parameters and the a i s are the unobservable time-invariant individual fixed effects. Finally, the E it denote the disturbance terms which are assumed to be uncorrelated through time and cross-sections. The first step is therefore to center the variables. This leads to a set of new variables defined asỹ y it ¼ y it À med i y it andx x where r are the estimated residuals and r is an M-estimator of scale (i. e. a measure of dispersion that withstands the presence of outlying individuals, see Dehon et al. (2009) and Appendix 2 for further details).
The difference between this estimator and the WGM estimator proposed by Bramati and Croux (2007) is that after centering the series around the median we use an S-estimator of regression instead of the Least Trimmed Squares (LTS). Note that this is not a solution to the lack of equivariance with respect to common transformations (that could lead to an inconsistent estimation for a fixed number of time periods) from which the WGM estimator suffers. It is only aimed at increasing the efficiency and stabilizing the code. Furthermore, it allows working with dummy explanatory variables which is quite cumbersome when relying on the LTS estimator. Note that the lack of equivariance is not a problem in this application since the number of time periods is large. If the number of time series is short we suggest using alternative estimators such as the pairwise-difference estimator proposed by Aquaro and Cizek (2010) .
Having obtained the residuals and the estimated measure of dispersion, by relying on the assumed normality of the residuals, we can easily identify the outlying observations by flagging those individuals that have robust standardized residuals (i. e. residuals obtained by the S-estimator divided byr r) that are larger than 2 (i. e. the rounding of the 97.5 th percentile of the standard Normal which is 1.96). Obviously this cut-off is arbitrary and could be set to other values. If we consider a higher cut-off value, efficiency increases but resistance with respect to outliers is reduced. If we set it to a lower value robustness increases but efficiency decreases.
The final step is then to run a standard fixed-effect estimation awarding a weight zero to the outliers. It is clear that by reducing the sample excluding endogenously identified outliers could induce bias and affect inference. In particular, focusing exclusively on the points lying close to the regression hyperplane that fits well the bulk of data could lead to an underestimation of least squares errors and overestimated p-values. Consequently, inferring from the sample to the population could be challenging. While this problem is negligible if outliers come from encoding mistakes it is important if outliers emerge because two (or more) data generating processes produce the data. In our application the problem is limited since our objective is to well understand the behavior of the vast majority of the observation and we do not really want to generalize our results to the entire population. If we wanted to do so, it would have been interesting, once the outliers were identified, to search for a more complete model that could explain the fitted relation for all individuals (outliers included) and then infer from the sample to the entire population. Furthermore the size of our sample is large which reduces the problem. Alternatively, instead of concentrating on the "clean'' subsample we could have avoided the reweighting step and used the asymptotic covariance matrix of the S-estimator (correcting it for the degrees of freedom loss induced by centering) and calculate the standard errors relying on it. For further details refer to Verardi and Croux (2009) .
This downweighting scheme is of course very different to simply trimming some variables (generally the dependent one) and dropping the top or bottom observations. Indeed we consider here the multivariate relation and not simply the univariate one. As stated in the introduction the most standard procedure to try to reduce the effect of outliers is to remove the top and bottom one percent of the distribution of the variable under inves-tigation. This naive "trimming the extremes'' procedure is very dangerous since an observation can be outlying in a single dimension but standard in the multivariate case. Think for example of a simple standard return to education equation in labor economics. It could be the case that in a factory there is one highly trained technician among several average trained workers. This highly trained individual will also earn more than the others. For both variables considered individually, he would be an outlier. However when considering the relation between wage and education together he is comparable to the others and he is just on the continuity of the regression line. He is therefore associated to small residuals in the methodology described above and would not be deleted while if a trimming was performed on individual variables he would have been removed from the sample. His removal from the sample would have affected at least inference since he was among the individuals that created larger variations. At the opposite, an individual could be "standard'' in each dimension but outlying in the multidimensional case. In the previous example think of a well (but not too highly) trained worker that earns like less trained ones. In each of the dimensions he is not among extreme individuals. However when comparing his training with his earnings he is an outlying (unlucky) individual. Contrarily to trimming, this misperception would not occur in the methodology discussed above since he would be associated to large standardized residuals and he would therefore be identified. Note that if explanatory variables are also trimmed the number of excluded points will dangerously increase with the number of explanatory variables but the problem will remain unchanged. Furthermore, this will not lead to any substantial gain in robustness with respect to outliers. The only solution for an effective trimming would therefore be to look for a robust confidence ellipse containing the 50 percent of the observations less dispersed (to keep a breakdown point of 50 % as in the procedure described above) and trim the points outside the ellipse. This would lead to a robust procedure comparable to the one proposed but with a much smaller Gaussian efficiency.
It could be argued that this analysis could be done calling on classical Least Squares residuals. This is obviously not the case since outliers distort classical estimations and the residuals would be calculated with respect to a regression line that is biased. The classical residuals are therefore not exploitable for the purpose of the identification of outliers. It could also be argued that the weighting scheme proposed above is too extreme and it would be useful to have a more gradual reduction in the weight that is assigned to values that are just outside the cut-off interval. This would indeed increase efficiency for Gaussian data. However, it would also decrease the resistance of the method to outliers. Several alternative methods (such as MM-estimators) could be used to avoid such a strict weighting scheme. Whether their usage would lead to any substantial difference is a topic for future research.
To illustrate the usefulness of robust methods with respect to naïve trimming we have run Monte Carlo simulations. To start with, we generated 1000 samples of 1000 observation created according to DGP: y it = a it + x it + e it where x it and e it have been generated from two independent N(0,1) and a i , the individual constant terms, are integers ranging from 0 to 67. For each individual, time ranges from 1 to 15. In the first set of simulations, we do not generate outliers and compare the standard fixed-effects estimators with the robust one and the naively trimmed one. The result is striking. In Figure 1 here below, we present the histogram of the estimated coefficient associated to x.
It clearly emerges that while the standard FE and the robust FE have small and comparable biases, the trimmed FE has a higher (negative) bias. We also see that, as expected, the classical FE has a higher efficiency (i. e. smaller variance) than the robust FE. The classical estimator is therefore preferable to the robust one if no outliers are present. When we compare the trimmed FE to the robust FE, we see that the former is more efficient while the latter has a smaller bias. To choose between the two, it is therefore interesting to look at the trade-off between the bias and efficiency that can be measured by the Mean Squared Error (MSE). In Table 1 we present the bias and the MSE of the three methods discussed above. From this simulation it emerges that while considering the trade-off between bias and efficiency, the robust estimator is superior to the trimmed one if no outlier is present. If we now contaminate 5 observation awarding them an arbitrary large value (x=100) and run the simulations we find that both the standard FE and the trimmed FE break down (leading to an estimated coefficient of zero instead of one). Given this feature, it is not very interesting to present the graph of the simulations. The bias of the robust estimator remains small and comparable to that in case of absence of outliers. In Table 2 we present the bias and the MSE for the three estimators considered.
We immediately see that when outliers are present, the robust FE estimator is clearly superior to the other estimators considered here. We have run several other simulations that, for the sake of brevity, we do not present here. In these simulations, we have con- sidered more explanatory variables and/or more outliers and/or lower values outliers. In all the cases, the robust procedure turns out to be superior to the other two.
3 Application: The exporter productivity premium in Germany
Next, the method proposed in section 2 is used to estimate the exporter productivity premium -the ceteris paribus productivity difference between exporting and non-exporting firms 3 -for firms from manufacturing industries in West Germany. The results will be compared to the results from using the standard fixed effects estimator to demonstrate that outliers do make a large difference.
The empirical study uses pooled data for the years 1995 to 2006. 4 The data form an unbalanced panel with information for 34,570 enterprises. There are 303,294 observations, and the average number of years an enterprise is in the panel is 8.77 (with a minimum of one year and a maximum of twelve years). The dependent variable in the empirical model is the log of labor productivity (defined by sales per employee; in Euro). Two variants of the empirical model are estimated that differ in the way exports are measured -either as a dummy variable that takes the value of one if an enterprise is an exporter in a year (model 1) or as the share of exports in total sales in a year and its squared value'' (model 2). Besides fixed firms effects both empirical models include the number of employees and its squared value plus year dummy variables and a constant.
Results are reported in Table 3 . For both models 3.07 percent of the enterprises are identified to be outliers (1,060 in case of model 1 and 1,062 in model 2). An enterprise is considered as being an outliers as soon as it is associated to a robust standardized residual larger than 2. Dropping these outliers reduces the average number of observations per enterprise, i. e. the average number of years an enterprise is in the panel data set, from 8.77 to 7.93. This indicates that enterprises with more observations over time are more likely to be linked to outlying observations. The exclusion of outliers leads to a drastic change in the estimation results for the exporter productivity premium and to a dramatic change in the conclusions drawn. The estimated exporter premium is statistically highly significant and large from an economic point of view, taking on a value of 13.43 percent 5 . This estimate (while still statistically highly significant) drops to 0.997 percent when the same model is estimated using the robust fixed effects method. According to the results 4 For a description of the data see Malchin and Voshage (2009). 5 Note that the estimated coefficient ß of the dummy variable from the semi-logarithmic model has to be transformed by (e ß -1)*100 to get the percentage difference between exporters and non-exporters.
from the robust fixed effects regression there is no such thing as a large exporter productivity premium! Comparing the results for model 2, the conclusions drawn do differ between the standard and the robust fixed effects regression, too: While productivity is rising at a decreasing rate with an increase in the share of exports according to the results from the standard fixed effects estimation 6 there is no such pattern revealed from the robust fixed effects regression and the increase of productivity with an increase in the share of exports in total sales is much less pronounced. This demonstrates that outliers can drive results from an empirical study with heterogeneous firms.
In Table 4 these results are compared to results from a widely used approach, i. e. trimming the sample of firms by dropping observations from the top and bottom of the productivity distribution. Compared to the results based on standard fixed effects regression and the full sample the estimated exporter productivity premium declines by order of magnitude if the top and bottom 1 percent of firms are dropped. The estimated coefficients decline further if the top and bottom 5 percent and 10 percent of firms are dropped. However, even after dropping 10 percent of firms from the top and from the bottom of the productivity distribution the estimated exporter productivity premium is about two times the estimate from the robust fixed effects regression proposed in this paper. This is in line with the results from the simulations reported in section 2 that demonstrate that the widely used approach of trimming the sample is no solution for the problems caused by outliers.
Concluding remarks
Researchers active in applied micro-econometrics are often aware of the fact that extreme observations, or outliers, can have a large impact on the results of statistical analyses, and that conclusions based on a sample with and without these units may differ drastically. To our experience, however, the detection of outliers and their appropriate treatment is often dealt with in a rather sloppy manner, not least due to the lack of availability of appropriate canned programs for methods that are robust against these extreme observations. The highly popular linear fixed effects panel data estimator is a case in point.
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Our paper intents to help to improve this situation by presenting a highly robust method for the estimation of linear fixed effects panel data models and to supply Stata code for it. An application from the field of the micro-econometrics of international firm activities demonstrates how a small fraction of outliers drives the results of an empirical estimation. We hope that these results motivate the routine application of robust methods in future micro-econometric investigations.
analysis, tuning constant k is set equal to 1.546. The graph of the Tukey Biweight function, with tuning parameter k set to 1.546 is presented here above.
