We discuss N-Skart, a nonsequential procedure designed to deliver a confidence interval (CI) for the steady-state mean of a simulation output process when the user supplies a single simulation-generated time series of arbitrary size and specifies the required coverage probability for a CI based on that data set. N-Skart is a variant of the method of batch means that exploits separate adjustments to the half-length of the CI so as to account for the effects on the distribution of the underlying Student's t-statistic that arise from skewness (nonnormality) and autocorrelation of the batch means. If the sample size is sufficiently large, then N-Skart delivers not only a CI but also a point estimator for the steady-state mean that is approximately free of initialization bias. In an experimental performance evaluation involving a wide range of test processes and sample sizes, N-Skart exhibited close conformance to the user-specified CI coverage probabilities.
INTRODUCTION
A long-standing problem in the analysis of an output process generated by a steady-state simulation is the formulation of a robust and efficient procedure to construct a valid confidence interval (CI) for the steady-state process mean. Three primary problems impede successful analysis (Law 2007) . The first problem is the influence of the simulation's initial condition on the output process, which often results in a transient that induces substantial bias in the sample mean of a simulation-generated time series. The second problem is the effect of correlation between successive simulation responses on the conventional estimator of the standard error of the sample mean, which often results in substantial underestimation of the variability of the sample mean. The third problem is the effect of highly nonnormal simulation responses on the distribution of the usual Student's t-ratio underlying conventional CIs for the steady-state mean. In many types of applications, these problems can give the user a misleading picture of the true accuracy and reliability of simulation-based results-that is, the bias and variance of the point estimator of the steady-state mean as well as the probability that the associated CI will cover the steady-state mean. A good CI procedure requires the solution of these three problems to provide the following: (a) an accurate point estimator of the steady-state mean that is approximately free of initialization bias; (b) a sufficiently stable estimator of the standard error of the point estimator (a) that adequately accounts for any correlation among the simulation responses used in computing the point estimator; and (c) a suitable adjustment to the usual critical value of Student's t-distribution that adequately accounts for any departures from normality in the simulation responses used in computing the point estimator (a) and the standard error estimator (b).
Exploiting (a)-(c), we are then able to construct not only an accurate point estimator for the steady-state mean but also a CI estimator whose actual coverage probability is close to the user-specified nominal confidence level.
In this paper we discuss N-Skart, a new nonsequential procedure for steady-state simulation output analysis which can be considered as an extension of the classical method of nonoverlapping batch means. This procedure is designed for simulation experiments in which the size of the output data set is fixed because of a limited computing budget, a constraint on the time available for the user to complete the simulation study, or other restrictions that prevent the user from resuming the current run of the simulation model. Therefore, N-Skart is specifically designed for the situation in which the user merely supplies 652 978-1-4244-5771-7/09/$26.00 ©2009 IEEE Tafazzoli and Wilson a single simulation-generated time series of an arbitrary fixed length and requests a CI with a specific coverage probability based on all the available data.
The rest of this paper is organized as follows. Section 2 provides a brief overview of N-Skart. Section 3 contains a formal algorithmic statement of N-Skart. In Section 4 we present selected results from our experimental performance evaluation. In Section 5 we present our main conclusions and recommendations for future work. The slides for the oral presentation of this article are available online via <www.ise.ncsu.edu/jwilson/files/ wsc09nskart.pdf>. N-Skart is a simplified version of Skart, a fully sequential procedure designed to deliver a CI for the steady-state mean that satisfies user-specified requirements concerning not only the CI's coverage probability but also the absolute or relative precision provided by its half-length. A complete discussion of N-Skart and Skart is given in Tafazzoli (2009).
OVERVIEW OF N-SKART
We begin by introducing some notation required to state the problem and to describe the operation of N-Skart. Let fX i W i D 1; 2; : : : ; N g denote the output time series of length N generated by a single run of a nonterminating (infinitehorizon) probabilistic simulation. If the simulation is in steady-state operation, then the random variables fX i g will have the same steady-state marginal cumulative distribution function (c.d.f.) F X .x/ D PrfX i Ä xg for i D 1; 2; : : : ; N and for all real x.
Usually in a nonterminating simulation, we are interested in constructing point and CI estimators for some parameter of the steady-state c.d.f. F X . /. In this article, we are primarily interested in estimating the steady-state mean, X D EOEX D R 1 1 x dF X .x/; and we limit the discussion to output processes for which EOEjX i j 3 < 1 so that the marginal mean X , marginal variance
, and marginal skewness SkOEX i D E˚ .X i X /= X 3 « are well defined. We also assume that the variance parameter
is positive and well defined in the sense that (1) is absolutely convergent.
To construct point and CI estimators for X based on the time series fX i W i D 1; : : : ; N g, N-Skart addresses the start-up problem by successively applying the randomness test of von Neumann (1941) to spaced batch means with progressively increasing batch sizes and interbatch spacer sizes. When the randomness test is finally passed with a batch size m and spacer size d m for sufficiently large integers m and d (where m 1 and d 0), the data-truncation point (warm-up period) is defined by the initial spacer so that the initial d m observations are truncated (ignored) in calculating the point and CI estimators of X . N-Skart addresses the normality problem by a modified Cornish-Fisher expansion for the classical batch-means Student's t-ratio that incorporates a term due to Willink (2005) accounting for any skewness in the set of truncated, nonspaced (adjacent) batch means that are finally delivered. N-Skart addresses the correlation problem by using an autoregressive approximation to the autocorrelation function of the delivered set of truncated, nonspaced batch means.
Beyond the data-truncation point d m, N-Skart computes the k 0 truncated, nonspaced batch means with batch size m,
and then N-Skart computes the truncated grand mean of the batch means,
Next N-Skart computes an asymptotically valid 100.1 ˛/% skewness-and autoregression-adjusted CI for X having the form 2
where 
where for q 2 .0; 1/, the quantity t q; denotes theuantile of Student's t-distribution with degrees of freedom. (Note that in Equation (5), the indicated cube root
ˇ/ is understood to have the same sign as the quantity 1 C 6ˇ. ˇ/.) Thus we see that G.t 1 ˛=2;k 00 1 / and G.t˛= 2;k 00 1 / are skewness-adjusted quantiles of Student's t-distribution for the left and right half-lengths of the proposed CI; and the autoregression (correlation) adjustment A is applied to the sample variance S 2 m;k 00 described in Equation (6) so as to compensate for any residual correlation between the truncated, nonspaced batch means (2) that are used to compute the truncated grand mean (3). The correlation adjustment A is computed as
where the standard estimator of the lag-one correlation of the truncated, nonspaced batch means is
and
denotes the usual sample variance of the truncated, nonspaced batch means defined by Equation (2). Figure 1 depicts a high-level flowchart of N-Skart. To invoke this procedure, the following user-supplied inputs are required:
DETAILED ALGORITHMIC STATEMENT OF N-SKART
A simulation-generated time series fX i W i D 1; : : : ; N g of length at least 1,280 from which the corresponding steady-state mean X is to be estimated; The desired CI coverage probability 1 ˛, where 0 <˛< 1.
A formal algorithmic statement of N-Skart for a data set of fixed size N is given in Figure 2 . In the rest of this section, we explain the logic of the steps of N-Skart that are detailed in Figure 2 . First we discuss the initialization of N-Skart (
Step [1] of Figure 2 ). Using the given time series fX i W i D 1; : : : ; N g, N-Skart first computes the sample skewness y B of the last 80% of the raw (unbatched) observations as follows:
Ifˇy Bˇ> 4:0, then N-Skart sets the initial batch size m according to m minf16; bN=1,280cg. This extreme case only happens when the observations are highly nonnormal. Usually, we haveˇy BˇÄ 4:0; and in this situation N-Skart assigns 
X i for j D 1; : : : ; k I
then N-Skart computes the sample skewness of the last 80% of the batch means defined by Equation (11) to reduce the effect of any initialization bias that may be present. Specifically, N-Skart performs the following calculations:
If the estimated skewness y B m of the batch means satisfiesˇy B mˇ> 0:5, then N-Skart performs the reassignment d 3 ; otherwise N-Skart retains the assignment d 10. By doing this, N-Skart forces the randomness test to increase the batch size more frequently for highly skewed data sets.
Next N-Skart applies the randomness test of von Neumann (1941) to the current set of nonspaced batch means to determine the required batch count, batch size, spacer size, and data-truncation point beyond which all computed spaced batch means are approximately independent not only of each other but also of the simulation's initial condition (see Step On the other hand if d p 2me d0:9ke > N , then N-Skart issues a warning to the user, stating that the randomness test could not be passed because of insufficient data. The warning also notes that if the user decides to continue the procedure under the given circumstances, then the delivered CI might not provide the target confidence level. Here the user has two choices:
quit the procedure without delivering a CI; or
(ii) continue with construction of the requested CI by ignoring the warning.
Once the randomness test is passed (or bypassed owing to an inadequate data-set size and at the user's explicit request), N-Skart recomputes the truncated, spaced batch means with the final values of the warm-up period, the batch count, and the batch size (see Step Figure 2 ). N-Skart makes separate adjustments to the classical batch-means CI based on the corresponding effects of nonnormality and correlation of the batch means on the distribution of the usual Student's t-ratio, For the skewness adjustment, N-Skart exploits the results of Willink (2005) . To construct a CI for the mean of a nonnormal population based on a random sample of size n from that population, Willink (2005) derived the following modified t-statistic based on the sample mean x X , the sample standard deviation S , and the sample third central moment y 3 computed from the given data set:
which has approximately Student's t-distribution with n 1 degrees of freedom under widely applicable conditions-provided that (15) is computed from observations that are independent and identically distributed (and hence uncorrelated). To obtain the skewness adjustment appropriate for N-Skart, we make the following substitutions in the numerator of Willink's modified t-statistic (15): (i) x X is replaced by x Y .m; k 0 /; (ii) S 2 is replaced by S 2 m;k 00 ; and (iii) y 3 is replaced by y B m;k 00 S 3 m;k 00 . For the correlation adjustment, N-Skart makes the following substitution in the denominator of Willink's modified t-statistic (15): S 2 is replaced by AS 2 m;k 00 , where the correlation-adjustment factor A is computed according to Equations (7)-(9). Usually the batch-means process can be adequately modeled by an autoregressive-moving average (ARMA) process, at least for the purpose of estimating the autocorrelation structure of the batch means-see Box, Jenkins, and Reinsel (2008) ; Steiger et al. (2004 Steiger et al. ( , 2005a Steiger et al. ( , 2005b ; and Wilson (2007, 2008) . In N-Skart, the autocorrelation adjustment A is applied to the variance estimator S 
[1]
From the given sample data set of size N , compute the sample skewness y B of the last 80% of the observations according to Equation (10). If j y Bj > 4:0, then set the initial batch size m minf16; bN=1,280cg; otherwise set m 1. Set the current number of batches in a spacer, d 0, and the maximum number of batches allowed in a spacer, d
10. Then divide the initial sample into k 1,280 nonspaced (adjacent) batches of size m. Set the randomness test size,˛r an 0:20, and the number of times the batch count has been deflated in the randomness test, b 0.
[2]
Use Equation (11) to compute the current set of nonspaced batch means fY j .m/ W j D 1; : : : ; kg; and from the last 80% of fY j .m/ W j D 1; : : : ; kg, compute the sample skewness y B m as specified by Equation (12). If j y B m j > 0:5, then reassign the maximum number of batches per spacer according to d 3.
[3]
Apply the von Neumann test for randomness to the current set of k batch means with significance level˛r an .
[3a]
If the randomness test is passed, then set k From the current set of truncated, nonspaced batch means fY j .m/ W j D 1; : : : ; k 0 g defined by Equation (13), compute the following: the grand mean x Y .m; k 0 / defined by Equation (3); the sample variance S 2 m;k 0 defined by Equation (6); the sample estimator y ' Y.m/ of the lag-one correlation of the truncated, nonspaced batch means defined by Equation (8); and finally the correlation adjustment A defined by Equation (7). Compute the correlation-adjusted 100.1 ˛/% CI for X using the skewness-adjusted critical values G.t 1 ˛=2;k 00 1 / and G.t˛= 2;k 00 1 / of Student's t-ratio for k .m/ as defined in (13) for j D 1; : : : ; k 00 with grand mean
and sample variance and sample skewness respectively given by
From the latter statistics (17) and (18), compute
Deliver the CI (16) and stop. 
PERFORMANCE EVALUATION OF N-SKART
To examine the performance of N-Skart with respect to coverage probability and the mean and variance of the half-length of its CIs, we applied N-Skart to a set of test problems including processes resembling practical applications with realistic levels of complexity and processes exhibiting extremes of stochastic behavior. For each of the test processes, the steady-state mean is known; therefore for a given test process, we can compute the empirical coverage probabilities for the CIs delivered by each output procedure in order to evaluate the performance of the procedure and compare its performance with that of N-Skart. We used the following sample sizes in our experiments: 10,000 ; 20,000 ; 50,000 ; and 200,000 . These particular values were singled out to evaluate the performance of N-Skart for what might be considered "very small," "small," "medium," and "large" sample sizes. Each experiment includes 1,000 independent replications of N-Skart applied to each test process; and on each replication, N-Skart delivered 90% and 95% CIs for the selected steady-state mean response. Beyond CI coverage probability, the performance of each output procedure is reported with respect to the following criteria: (a) average CI relative precision-that is, sample average taken over all 1,000 replications of N-Skart of the larger of the left and right CI half-lengths expressed as fraction of the magnitude of the CI midpoint; (b) average CI half-length-that is, the sample average taken over all 1,000 replications of N-Skart of the larger of the left and right CI half-lengths; and (c) variance of the CI half-length-that is, the sample average taken over all 1,000 replications of N-Skart of the larger of the left and right CI half-lengths.
The standard error of each CI coverage estimator for CIs with nominal coverage probability 90% is approximately 0:95%; and the standard error of each CI coverage estimator for CIs with nominal coverage probability 95% is approximately 0:69%. We used the following test processes in part of our performance evaluation of N-Skart. For a description of all the test processes used in the full performance evaluation of N-Skart, see Tafazzoli (2009) .
M =M =1 Queue Waiting Times, 90% Server Utilization
The test process fX i g is the sequence of waiting times in the M=M=1 queue with an empty-and-idle initial condition, an interarrival rate of D 0:9 customers per time unit, and a service rate of D 1:0 customers per time unit. In this system the steady-state server utilization is D 0:9, and the steady-state expected waiting time is X D 9:0 time units. M =M =1 Queue Waiting Times, 80% Server Utilization
The test process fX i g is defined in the same way as for the previous test process, except the interarrival rate is D 0:8 customers per time unit so that the steady-state server utilization is D 0:8, and the steady-state expected waiting time is X D 3:2 time units.
AR(1)-to-Pareto (ARTOP) Process
The test process fX i g is generated from an underlying (or base) AR (1) The test process fX i g is the sequence of queue waiting times for the M=M=1=LIFO queue, with customers in the queue being served in last-in-first-out (LIFO) order, a mean interarrival time of 1:0, a mean service time of 0:8, and an empty-and-idle initial condition. Thus in steady-state operation this system has a server utilization of D 0:8 and a mean queue waiting time X D 3:20. This test process was selected mainly because in steady-state operation, batch means computed from the waiting times are highly skewed, even for batch sizes that are sufficiently large to ensure the batch means are nearly uncorrelated. Table 1 shows the result of applying N-Skart to the selected test processes to construct nominal 90% and 95% CIs. The experimentation for each test problem included 1,000 independent replications of N-Skart.
The results in Table 1 and in Section 4.2 of Tafazzoli (2009) indicate that the coverage probabilities provided by N-Skart for the given sample sizes were close to their nominal levels in almost all test problems, except for the queue-waiting-time process in the M=M=1=LIFO queue and the ARTOP process, where N-Skart experienced some minor undercoverage for the sample sizes 10,000 and 20,000. The pronounced level of nonnormality and stochastic dependence exhibited by the M=M=1=LIFO and ARTOP processes prevented N-Skart from working effectively with such unrealistically small sample sizes as 10,000 and 20,000. In general, we concluded that N-Skart performed better when it was applied to processes with limited marginal skewness. In the cases of the M=M=1=LIFO queueing system and the ARTOP process, when the sample size was small, the batch size could not increase sufficiently to reduce the batch-means skewness to a reasonable level. It should be mentioned here that in all the experimentation reported in Table 1 , we simply ignored the warning message issued by N-Skart for test problems in which the randomness test could not be passed due to insufficient data; and we requested that N-Skart deliver a CI on all 1,000 independent replications of each test problem. To put some of the results in Table 1 into perspective, we note from Figures 2 and 4 of Fishman and Yarberry (1997) that when ABATCH was applied to waiting times in the M=M=1 queue with 90% server utilization to compute a nominal 90% CI for the steady-state mean waiting time, ABATCH delivered the following coverage probabilities over 1,000 independent replications of data sets with the following fixed sizes: (i) N D 16,384, 80%; (ii) N D 65,536, 83%; and (iii) N D 262,144, 86%. Clearly N-Skart outperformed ABATCH in this test process. Steiger (1999) also contains results on the performance of ABATCH in some of the test processes used in this article; but the results in Steiger (1999) are based on only 100 independent replications of ABATCH, and the sample sizes are based on a relative-precision stopping rule and thus are not fixed over all replications. It is nevertheless true that the performance of ABATCH reported in Steiger (1999) is closely similar to that reported in Fishman and Yarberry (1997) ; and on the basis of the results in Table 1 for N-Skart and the results reported in Fishman and Yarberry (1997) and Steiger (1999) for ABATCH, we concluded that N-Skart performed at least as well as ABATCH in all the given test problems. A definitive comparison of the performance of N-Skart with that of ABATCH and MSER-5 (Franklin and White 2008) is the subject of ongoing work.
In general, when we are working with N-Skart, a CI with abnormally large half-length or high relative precision should alert us regarding potential problems with the delivered CIs and a possible need for bigger sample size.
CONCLUSIONS AND RECOMMENDATIONS
In this paper we developed a new, completely automated nonoverlapping batch-means method, called N-Skart, for constructing a correlation-and skewness-adjusted CI for the steady-state mean of a simulation output process for handling the test problems in which the user supplies a single simulation-generated series of arbitrary length, and the user specifies the desired coverage probability for a CI based on that series. From the experimental results presented in Section 4, it is evident that N-Skart provides close conformance to the user specified CI coverage probabilities.
