We propose a general method to analytically solve transport equations during a cosmic phase transition without making approximations based on the assumption that any transport coefficient is large. Using the MSSM as an example we derive the solutions to a set of 3 transport equations derived under the assumption of supergauge equilibrium and the diffusion approximation. The result is then rederived efficiently using a technique we present involving a parametrized ansatz which turns the process of deriving a solution into an almost elementary problem. We then show how both the derivation and the parametrized ansatz technique can be generalized to solve an arbitrary number of transport equations. Finally we derive a perturbative series that relaxes the usual approximation that inactivates VEV dependent relaxation and CP violating source terms at the bubble wall and through the symmetric phase. Our analytical methods are able to reproduce a numerical calculation in the literature.
I. INTRODUCTION
The phase history of our Universe is unknown as it depends on the full content of the scalar potential [1] . The many possibilities have inspired a multitude of mechanisms to produce the observed asymmetry between particles and antiparticles during a phase transition [2] - [5] . The observed Baryogenesis of the universe (BAU) is estimated to be [7] Y B = n B s = (7.3 ± 2.5) × 10 −11 , BBN (9.2 ± 1.1) × 10 −11 , W M AP
Although the methods derived in this work have general application, we will be working most closely with the electroweak-baryogenesis picture. In the electroweak baryogenesis picture, the BAU is produced during the electroweak phase transition [6] . To avoid electroweak sphalerons from washing out any produced electroweak baryogenesis one requires this phase transition to be strongly first order [8] . The particle dynamics become non-Markovian during the far from equilibrium conditions that occur during a cosmic phase transition rendering equilibrium quantum field theory inadequate as a tool to analyse the behaviour of particle number densities throughout. One instead is required to use the closed time path (CTP) formalism [9] - [14] . The usual treatment involves deriving a set of coupled quantum transport equations (QTE) involving CP conserving relaxation terms and CP violating sources derived from scattering amplitudes evaluated using the CTP formalism [15] - [16] . There are in general as many QTEs as * Electronic address: graham.white@monash.edu there are particle species in your model so one may be left with a daunting number of coupled inhomogeneous differential equations to solve. Therefore one usually proceeds either by solving the system numerically or by using a set of approximations to reduce the number of QTEs to a single one which is then solved in two regions with the solutions matched at the phase boundary. The former method is very cumbersome and the latter method involves using a set of fast rate approximations to reduce the set of coupled transport equations down to one (e.g. [16] and the references therein for this treatment in the MSSM). However, recently it has been shown that in the case of the minimal supersymmetric standard model (MSSM) with R parity conservation, the assumption of fast Yukawa and triscalar rates is infrequently justified [17] . Furthermore, the practice of solving the equations in two regions effectively approximates the VEV profile with a step function and ignores any effects of a thick bubble wall, an assumption we refer to in this paper as the "ultra thin wall approximation". In this work we show how to analytically go beyond these approximations by deriving an exact solution to a general set of QTEs. We begin by considering the set of QTEs that govern the MSSM during an electroweak phase transition derived under the assumption of local supergauge equilibrium and null number densities for weak bosons. This is admittedly not an exact system to begin with but it is useful as an example before we generalizing our method to larger systems of coupled transport equations with multiple CP violating source terms. We also show how to analytically derive an expansion that goes beyond the ultra thin wall approximation. Moreover, we show that once one knows the form of the solutionwhich has a general form -one can more quickly derive the solution using a parametrized ansatz whose parameters are determined by direct substitution. The layout
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of our paper is as follows. In section II we review the closed time path formalism and its use in deriving a set of coupled QTEs that govern the behaviour of particle densities across a phase transition. In section III we use the two Higgs doublet model (or equivalently the MSSM under the assumption of supergauge equilibrium and a single CP violating source term) as an illustrative example of how to derive an analytic solution to a set of QTEs without using a fast rate approximation. In section IV we show how to re derive this solution quickly using a parametrized ansatz. We then generalize our methods to an, in principle, arbitrary set of transport equations with multiple CP violating sources in section V. Before showing how to go beyond the ultra thin wall approximation in section VI. Finally in section VII we compare our analytic solution to what one might get using the fast rate approximation for one set of parameters as well as numerically calculating the lowest order correction to the ultra thin wall regime before concluding in section VIII.
II. CLOSED TIME PATH FORMALISM
The evolution of quantum states at finite temperature and far from equilibrium is qualitatively different to zero temperature quantum field theory in that the equilibrium relation between in and out states is broken. It is therefore appropriate to use the "Closed Time Path formalism" (CTP) to study this evolution. For the CTP formalism our time contour starts above the real line from the infinite past to the present before travelling to a point below the real line and then the infinite past. Finally, for technical reasons, the contour goes a final journey orthogonal to the real line to the point t = −∞ − iβ. In this formalism one can begin with the Schwinger-Dyson equation for a particular quantum field to derive an equation that relates the divergence of the current to its self energies
Here, G λ are the finite temperature fermionic propagators
and Σ λ are the self energies. We can now construct source and relaxation terms using the closed time path Feynman rules. The simplest example, as shown in Fig 1. , involves a particle scattering with a space-time varying VEV. As an example consider the interaction of the top squark in the MSSM with the space time varying VEV.
As an approximation we can use the mass eigenbasis for the symmetric phase and treat the interactions with Higgs perturbatively. The self energy of this diagram is given bỹ
where v u = sin βv, v d = cos βv and
as a sum of CP conserving relaxation terms and CP violating source terms. We can write the CP conserving relaxation term as
with
In the above equation the frequency is shifted by a thermal width. That is E x ≡ ω x + iΓ x . As usual we can make the approximation that Γ − M >> Γ + M and ignore the smaller term. Here E x is given by the frequency plus the thermal width iΓ x . The CP violating source term is given by
v ( In general, relaxation terms involving chemical potentials µ i can be written as a rate times a linear combination of chemical potentials. Furthermore, the chemical potentials can be related to the number densities through the identity
where N (ω, µ) is the usual equilibrium distribution for fermions/bosons and g i is the number of degrees of freedom. Expanding in the chemical potential and ignoring higher order terms we get the relation
with c F,B = 6(3) for fermions (bosons) and k i (0) = 1 for chiral fermions and 2 for Dirac fermions and complex scalars. Finally the denominator has a + for fermions and a − for bosons.
III. THE MSSM: AN ILLUSTRATIVE EXAMPLE
The transport equations for the MSSM under the assumption of supergauge equilibrium as well the assumption that µ + W ± ≈ 0 has been derived many times before (see for instance [16] and the references therein). So we just quote the result here. Under the assumption of supergauge equilibrium we only need to write coupled transport equation for the following number densities
The set of coupled differential equations are
Our strategy will involve writing the above equation in what we call "cascading form" where the first equation is a function of just two number densities, the second a function of three and the third also a function of three number densities as well as the CP violating source. In our example it is easy to write this set of equations in such a form, the only complication being the existence of two space-time dependant source terms. To overcome this notice that both sources have the same space time dependence up to a overall constant of proportionality
It is therefore straightforward to take a set of linear combinations that are in cascading form
If we use the standard diffusion approximation
plus make an assumption about the geometry of the bubble wall, we can reduce the problem to a one-dimensional one. Shifting to the bubble wall rest frame using the variable z ≡ |v w t − x|, we can write the set of coupled transport equations as a set of differential equations in z. A strategy for a solution becomes immediately apparent when the equations are written in cascade form. The first equation is a differential operator acting on T and Q which can be solved for T (or equivalently Q) by treating Q and its derivatives as a inhomogeneous source. Thus we can write the second equation in terms of H and Q which can also be solved in a similar way so that H is a function of Q. The third and final equation is then an equation for Q and the CP violating source which can be solved via the usual methods.
A. Deriving the analytic solution
Let us rewrite Eq. (15 ) in terms of implicitly defined coefficients a i Xj where X ∈ {Q, T, H} is the field indice, j ∈ {1, 2, 3} is the equation number and i ∈ {0, 1, 2} is the power of the derivative in z
The above equation and throughout this paper we of course use Einstein's summation convention for repeated indices. The first equation can be used to solve for T in terms of Q if one uses the method of variable coefficients and treats the part of the equation involving Q and its derivatives as an inhomogeneous source for T . The result of this is
where the integration constants have to be zero as explained in appendix B. We neglect them for the rest of the derivation as they clutter notation and detract from the main derivation. The above equation has the problem that if we used it to eliminate T in subsequent equations we would be left with a set of equations that are a mixture of an integral and differential equations. We wish to have a pure differential equation at the end. To achieve this we use a series of variable changes. The derivation is somewhat non-trivial so we give extra detail in the appendix. Here we sketch out the main points of the calculation. We begin with the following change of variables
from which we can eliminate the integral and the exponent in equation (20) at the cost of having T now defined in terms of two functions. These functions are related via the identity
To remove the exponential outside of the former integral we use an additional change of variables
It is now possible to write a simple expression relating Q to either j ±
We are not quite done, we would like to now write everything in terms of a single variable. This can be achieved by either of the following variables
from which we can relate both j ± to k through the equation
We now have a single variable k and it is straight forward to derive expressions relating T and Q to derivatives in k
For the sake of convenience let us rescale k to remove the denominator and write
It is a trivial check to verify that these solutions indeed solve the first transport equation. Substituting these equations into Eq. (18) we have a differential equation that is now a function of k and H only, which means we can use the same tricks
The solution for H is of course
We can make the exact same changes of variables before to solve this in terms of l (which is analogous to k in the solution to the first equation)
where the Kronecker delta was added to make the structure of the solution more transparent and we include the sum over n to make its limits obvious. Subbing our solution for k into the equations for Q and T gives
Equation (19) is now defined completely in terms of l and the source
The use of the permutation symbol arises from the fact that a i H1 = 0. The above is a straight forward inhomogeneous differential equation which can be solved using the standard method of variable constants. The solution is
in the broken phase and
in the symmetric phase. Here the exponents α i and γ i are the roots of the equations
for the broken and symmetric phase respectively, the values x i can be derived from the equation
The matrix M is given by
where j doubles as an exponent and an indices which both go from 1 to 6 and
T . Finally the integration constants β i and y i are determined by the boundary conditions as follows. Since we began with a set of three second order differential equations for three densities we require that each of these number densities be continuous at the bubble wall along with their derivative. We also require the number densities to vanish at ±∞. All exponents therefore have to be positive definite in the symmetric phase. Therefore
To ensure number densities go to zero in the broken phase we have a condition on all positive definite exponents
Finally our continuity conditions need to be met. The continuity conditions are not met by requiring l and its derivatives to be continuous at the phase boundary even though this will give the right number of conditions. Instead we require that H, T, Q, H , T and Q are continuous at z = 0. As an example consider the case when the last three γ i exponents are greater than 0 as well as the first three α i exponents. The continuity conditions can be met when the following equation is satisfied
It is now straight forward to derive the solutions to T, H and Q
with known functions
IV. FAST REDERIVATION WITH A PARAMATERIZED ANSATZ
The above derivation was cumbersome even for the simple example we used and yet the solution was relatively simple. Now that we know the form of the solution, it is far more efficient to start with this form of the solution as a parametrized ansatz and use the differential equations to work out the parameters of the ansatz. This is achieved by the following simple steps. Let the ansatz for number density X that solves the homogeneous version of our differential equations be X = A x (α)e αz . To find these functions, A x , as well as α do the following • To determine the functions A x (α) substitute our solutions into the first two equations to get relations between these functions. Doing so gives
This differs from our earlier expression. However this just amounts to a rescaling of x i in our final expression. It is a trivial exercise to reverse this rescaling and verify that the expressions A X are the same as before.
• Substitute our functions A x (α)e αz into the third equation with the CP violating source switched off. The result is a rational polynomial which can be turned into a polynomial by multiplying through with the denominators
Solving this gives you the set of homogeneous solutions. Repeating the above steps in the symmetric phase with ansatz X = A x (γ)e γz gives you the solutions in that phase.
• Finally solve the inhomogeneous equation
The inhomogeneous solution is then trivially found to be
in the symmetric phase as before. The values for x i can be found by substitution Eq. (50) into the inhomogeneous equation and insisting that the coefficients of any derivatives of ∆(z) are zero and the coefficient of ∆(z) on the left hand side is 1. This gives the familiar expression
l as before. The integration constants y i and β i can be found as above by insisting that Q, T and H are well behaved at ±∞ and all three functions as well as their derivatives are continuous at the bubble wall. To make this section self contained and stand alone we repeat the result here
T and X ∈ {Q, T, H}. Remarkably, the above method of solving the set of differential equations analytically is at least as fast as using an approximation that assumes the strong sphaleron and Yukawa rates are fast in order to reduce our set of transport equations to a single differential equation which one then solves.
V. GENERALIZATIONS
In this section we discuss how far generalizations of the above procedure can go. The generalization of our procedure is trivial to any case where you have only one CP violating source and you can manipulate the transport equations into the cascading form
One can just use the parametrized ansatz approach defined in the previous section to very quickly derive the solution. Much more daunting are the cases where one either has multiple CP violating sources or one cannot manipulate the transport equations into the above form.
Fortunately in this section we will show that in principle an analytical solution can always be found even in the presence of such complications and the parametrized ansatz approach generally reduces the difficulty of problems greatly.
A. Multiple CP violating sources
In the MSSM there are several CP violating sources. Handling the extra CP violating sources however was done by simply noting that they are all proportional to v(x) 2β (x). This situation becomes far more non trivial in the case where there are numerous CP violating source terms proportional to different functions of z. For example the NMSSM has source terms that are a function of the singlet's VEV profile, v S (z) as well as the Higgs profiles v u (z) and v d (z). Consider the set of transport equations from the previous section with an extra CP violating term
If we solve the first transport equation as before the second equation becomes
The solution to this equation is of course
with β ± = 0 for reasons given in the appendix. This solution feeds into the third equation which obtains a more complicated inhomogeneity as a result
The solution now has a very similar structure to before
with x i , α i , A X (α i ) and β i determined as before. So in principle one can use the parametrized ansatz approach to simplify the problem here as well so long as one is careful in deriving what to replace ∆(z) with.
B. Other equation structures
The equation structures that we encountered in the MSSM were not the only possible structures that could arise. In this brief subsection we would like to briefly consider other possible equation structures. Consider an equation where the linear terms are missing a 1 1j
The procedure is subtly different to before. The first step is the same as before where we solve for X 1 by treating the derivatives of X 2 as inhomogeneous source
Just as before we aim to remove the exponentials and the integral using a series of changes of variables. This time though our variables changes are
y dX 2 dy dy (66)
which leaves us with a very similar form for the solution (after a suitable rescaling)
Another important extension is to consider the case where we cannot reduce the first equation to a differential equation involving only two number densities. In the simplest case our first equation is a differential operator acting on three number densities
in which case we can reduce this to an equation involving only two number density by defining auxillary functions f (z) and g(z) as follows
if a 0 kj = 0 and
otherwise. One can then choose g ij such that they cancel the terms a i 3j ∂ i X 3 in the above transport equation. We therefore have two techniques to convert a set of transport equations to cascading form -taking linear combinations of equations and using the method immediately described above.
C. Arbitrary number of equations
Consider the case where we have N transport equations and a single CP violating source. In general there are 3 2 (N − 1)(N − 2) conditions to satisfy to reorganize the equations into a cascading form. The most general extension of the use of auxillary functions is to define the following
. .
This gives us a total of N − 1)(N − 2) conditions. In reality this analysis is probably unrealistically pessimistic for two reasons. First, while the initial set of transport equations indeed can have all N fields appearing in the relaxation terms of all equations, there are only two derivative terms initially in each transport equation. Thus it may be possible to make careful manipulations that evade the arguments given above. Secondly, the equations tend to have a lot more structure than our naive analysis let on. For example a number of equations might have the same relaxation term on the right hand side so the combination of two transport equations with this term might remove many coefficients, a 0 ij , for the price of one. Nevertheless it is usefull to consider an unrealistically pessimistic scenario where all conditions need to be met. The lowest number of densities that are not guaranteed a path that converts our QTEs into a cascading form in this overly pessimistic scenario is 5. We then have the transport equations
with a k ij = 0 ∀i, j and k. We will now sketch out how a solution can be derived. Let us define
in such a way as to remove X 5 from the first equation. Throughout this argument the subscript on f will denote the number of times a variable has been changed and the superscript will denote the original field that was replaced. Repeating this process to remove f . We can then solve this equation to write both in terms of the variable k following the same steps as out lined in previous sections. The second through to fifth equations now involve four variables only. One can again use the same trick to eliminate one number density from the second equation leaving us with something in the form -and we are only interested in a general form as we will use a parametrized ansatz approach shortly -
One can then define the following changes in variables
(82) to cancel the second equations dependants on l (actually this gives us a couple too many parameters so we can set these to 1). This equation then can also be solved with the usual techniques to write f 
The remaining equations are now in cascading form and can be solved using the methods prescribed above. The derivation of the solution to this overly pessimistic case sketched above is very cumbersome. However, even in this case the solution is identical to what one would get if one used a parametrized ansatz from the start. Using the parametrized ansatz method we can write down the solutions immediately without setting pen to paper
with α i being the 10 roots to the equation
with A 1 (α) = 1 and
which can be rewritten as a matrix equation
(88) Inverting these equations and rescaling by multiplying through by the denominators gives the very simple structure
The analogous functions in the MSSM also have this form although using a permutation symbol in that case is probably overkill since there would only be two terms contracted with it and one of those terms is zero two out of three times. Nevertheless this seems to be the standard form. The coefficients x i are determined as before by the equation
T with a 10 5m being the coefficient of α 10 in the fifth equation once A j (α i ) has been substituted in. and the boundary conditions are determined by insisting each field is well behaved at ±∞ and X j as well as X j are all continuous at the bubble wall which means inverting the equations
That such a cumbersome problem was reduced to an elementary one shows the power of the parametrized ansatz method. If we had multiple CP violating source terms we would then simply replace
and solve as before.
VI. BEYOND AN ULTRA THIN WALL APPROXIMATIONS
Consider the earlier example given in section III. There are VEV dependant relaxation and source terms in the third transport equation that are assumed to switch off in the unbroken phase. For a thick walled VEV profile this approximation might become a poor one. We would like to derive an analytical method to go beyond step function VEVs. The second transport equation (19) has VEV dependant relaxation terms proportional to a. For now let us simplify the situation by assuming that a is very small so we only need to seek corrections to the thin wall approximation in Eq. (19) . We will return to the more general case later. To do so we define a series of error functions
Here l 0 (z) solves the original transport equations in the ultra thin wall regime and δ i l is a correction of order i. We will take advantage of the fact that these error functions are finite for all z. This allows the possibility of a perturbative expansion. Our third transport equation can be written in terms of the error functions
The corrections to m can be found order by order
etc. Let us now turn our attention to the slightly more complicated case where we no longer assume a is small. The equation structure we will be left with is very similar to the case when there are multiple CP violating source terms that are not proportional to each other that we considered in section V. Let us define a series of error functions as before. The corrections to the densities are
where H 0 , Q 0 and T 0 solve the QTEs in the ultra thin wall approximation. We can then look at terms that are first order only to set up a perturbative expansion. Using the fact that Q 0 , H 0 and T 0 solve the original set of QTEs we can write QTEs purely in terms of their error functions
This can be rewritten in the exact same form as the system we solved in section V with two CP violating sources (i.e. Eqs. (58))
VII. A NUMERICAL COMPARISON
In this section we look at how large an error in the baryogenesis is caused by taking the fast rate approximation and the ultrathin wall approximation. We also look to reproduce a numerical result in the literature as a check of our method. Corrections of O(1/Γ Y ) were discussed in [17] which found that the corrections to the baryon asymmetry could be of O(1) in the case where Γ Y and Γ − M were similar size in the broken phase. Since a numerical analysis on the effects of equilibrating top Yukawa and stop triscalar terms have already been studied in detail we mostly look at fast rate corrections as a check. We are more interested in determining whether corrections that go beyond the ultra thin wall approximation are large. In Table I we give the set of parameters we use for our numerical analysis. We also need to define an appropriate space-time dependant VEV profile
We can then calculate numerical solutions to the densities Q, T and H which allows us to calculate n L = Q + Q 1L + Q 2L = 5Q + 4T . This density, n L (z), acts as a seed for the baryon density which satisfies the equation [21] , [22] 
with n F the number of fermion families and the relaxation term is given by
and n sq is the number of squark flavours. Not much is lost treating the weak sphaleron rate profile as a step function -that is compared to treating the VEV profile as a step function when calculating source and relaxation termsalthough in principle one could use the same techniques as in section VI to derive corrections to this equation as well. Our sphaleron rates then have the form [25] - [25] Γ ws = 120T α
and Γ ss = (128/3)T α 4 S [28] respectively. The baryon asymmetry is then
As a point of comparison, we would like to compare our solutions with the analytic solution derived under the fast rate approximation in the ultra thin wall regime [16] . In this case the density n L [16] with the first 1/Γ SS correction [20] is given by
.
We find that our exact solution in the ultra thin wall approximation, ρ E B , differs from the approximate solution, ρ A B by a factor ρ
which is consistent with the size of corrections found in [17] . The first order correction to the baryon asymmetry arising from deviations from the ultra-thin wall regime are typically moderate to small. In figure 2 we show the correction to the density n L for several values for the bubble wall thickness. Even though the baryon asymmetry is weakly dependant on L W in the ultra thin wall regime, for the very large values of L W we consider this dependency becomes important. The typical correction for our set of parameters is typically small but non-trivial and grows monotonically with L W as expected. Indeed recent work has shown that bubble wall width for the electroweak phase transition in the NMSSM can have a large range of values [29] . As a check on our calculations we find that the correction indeed goes to zero as L w → 0 although the absolute minimum is numerically very difficult to take as it involves evaluating numerical integrals of very sharply peaked functions. Finally for the sake of safety we would like a direct comparison to a numerical calculation. We use the parametrized ansatz approach to solve equations (23) in Ref. [30] in order to produce their Figure 3 . This is shown in Fig 3 we are able to reproduce almost an almost identical plot (we remove the sum of densities to reduce clutter as little new information is given by this function). The small error can probably be attributed to our use of an ultra-thin wall approximation. In this work we have sketched out a method to derive exact solutions to quantum transport equations in a variety of cases including large sets of QTEs and situations where there are multiple CP violating sources with non-trivially different space-time dependency. We have also produced a very quick and powerful method using a parametrized ansatz to derive the same solution. This method was found to turn cases which are cumbersome to the point of being almost intractable by standard methods to an elementary problem. Furthermore a general structure of the solution was made manifest when solving for large systems of equations. The third result of this paper was to sketch out a way of going beyond the ultra thin wall approximation. Our numerical analysis demonstrated that the correction to the baryon asymmetry coming from the smallest correction to the ultra thin wall regime can be small to moderate but nonetheless non-trivial even for moderately thick walls. It would interesting to see if other models have larger corrections from thick bubble walls. Our numerical results analysing corrections to the fast rate approximation were consistent with those found in [17] which found that these corrections can be very large. Our method ensures that these corrections are taken into account while still keeping to a largely analytical framework.
To remove the exponents we use the change of variables
from which we can derive the usual identities
The extra integration coefficients β ± should immediately rouse suspicion since the system we started with was a set of two coupled second order differential equations and such a system is completely specified by four boundary conditions for every region it is solved in. Therefore a solving the equations including the use of variable changes should not introduce the need for more initial conditions. As an analogy we could make a strange change of variables that shifts Q by a constant c. If we solve the system we should find that consistency demands that c = 0 (rather than another condition being produced that specifies c) or that c is redundant. These are the same requirements that will be imposed on β ± . Before we demonstrate the β ± = 0 let us first show that they can be removed by another variable change. Specifically one can take
where f is any function that satisfies the equations
The solution is then
One can then just substitute the the functions Q and T in terms of k 2 into the second equation and derive the usual solution. For completeness we nonetheless consider the case where we keep β ± in the set of equations. Substituting these solutions into the second equation gives (B8) We can immediately see that κ +(−) = 0 in the broken (symmetric) phase in order to have a well behaved function at infinity. As for the β − term let us try and derive the coefficients x i and we will find an inconsistency unless β − = 0 (we expect such an inconsistency due to the arguments given earlier). Demanding that the coefficients of ∆ (z), ∆ (z) and ∆ are null while the coefficient of ∆(z) is unity. This gives 
Upon substituting this solution back into Eq. (B7) we indeed get the equation being satisfied. However, X 1 and X 2 are now independent of e κ−z . So depending on your treatment of β − , it is either zero for self-consistency or irrelevant in that it is a redundancy in the theory with now physical consequences. For our purposes it is most convenient to set it to zero.
