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Genetic-metabolic networks can be modeled as toric
varieties.
Marco Polo Castillo-Villalba, Laura Go´mez-Romero,
and Julio Collado-Vides
Abstract. The mathematical modelling of genetic-metabolic networks is of
out most importance in the field of systems biology. Different formalisms and
a huge variety of classical mathematical tools have been used to describe and
analyse such networks. Michael A. Savageau defined a formalism to model
genetic-metabolic networks called S-Systems, [12], [13], [15]. There is a limit
in the number of nodes that can be analysed when these systems are solved
using classical numerical methods such as non-linear dynamic analysis and lin-
ear optimization algorithms. We propose to use toric algebraic geometry to
solve S-systems. In this work we prove that S-systems are toric varieties
and that as a consequence Hilbert basis can be used to solve them. This is
achieved by applying two theorems, proved here, the theorem about Embed-
ding of S-Systems in toric varieties and the theorem about Toric Resolution
on S-Systems. In addition, we define the realization of minimal phenotypic
polytopes, phenotypic toric ideals and phenotypic toric varieties as a gener-
alization of the phenotypic polytopes described by M. Savageau, [8], [9], [10].
Also we studied a synthetic oscillatory network of two genes under diverse en-
vironmental control modes, we reproduce S. Savageau results and additionally
we obtain an invariant sustained oscillatory region. The implications of the
results here presented is that, in principle, they will facilitate solving large
scale genetic-metabolic networks by means of toric algebraic geometry tools as
well as facilitate elucidating their dynamics.
1. Introduction.
The modelling of genetic-metabolic networks allows us to simulate and study
the mechanisms of gene regulation, and its interplay with the environment. Gene
regulation can be represented as an interaction graph in which each molecule is
represented as a node and the interaction between them as links on the graph. The
molecules depicted can be genes, mRNA’s, proteins or metabolites. Every interac-
tion can represent a catalytic event, the repression or activation of a transcription
factor, or the formation of a complex.
The lack of information about the kinetic parameters and the orders of the
biochemical reactions involved in gene regulation and metabolic processes imposes
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constraints to solve analytically networks with a huge amount of nodes. Never-
theless, there are mathematical tools to approximate the parameter space. For in-
stance, the parameter-space for an S-system can be delimited by linear optimization
numerical techniques by identifying parameters intervals in order to approximate
the parameter-space.
In the present study, we propose that a genetic-metabolic network, represented
as a set of S-systems, can be solved using tools from algebraic geometry. First, we
enunciate two theorems to formalize the S-Systems. In these theorems we show
that the S-Systems are phenotypic toric varieties. We prove that a phenotypic
toric variety is a generalization of a phenotypic polytope. Also, we define a lattice
polytope, which is another combinatorial object associated with an S-system and
which is required to do the geometrical realization of these algebraic objects. Also,
we reproduce the solutions obtained for a set of S-Systems associated with a genetic-
metabolic network in steady-state, previously studied by M. Savageau.
The first part of the work contains some background needed for the proof of our
theorems. This includes a few concepts from Convex Geometry, such as Gordans
Lemma, and also some Combinatorial Toric Algebraic Geometry. In particular,
we state the definition of Toric Variety as an Algebraic Afine Scheme, since this
definition is important in our formalization of S-Systems. Also, we introduce the
main concepts of power law modelling of biochemical systems (power law, dominant
terms, phenotypic polytope), specifically in genetic-metabolic networks as studied
by M. Savageau, [12]. We prove that S-systems are toric varieties , both, assuming
steady-state by demonstrating the Theorem 4.4-(embedding of S-Systems in toric
varieties ), and beyond steady state by demonstrating Theorem 4.5-(toric resolution
on S-Systems ).
In the second part, we study a gene network corresponding to a synthetic os-
cillator studied by M. Savageau [9]. The network is composed of two genes whose
expression is regulated by two transcription factors (TF’s). The system is studied
under different control modes, i.e; two negative feedback loops, two positive feed-
back loops, and a nested positive and negative feedback loops. The solution for this
system shows that certain geometrical regions of the parameter-space are associated
to each gene regulation control mode. Interestingly, most of the geometrical locus
of the parameter-space is preserved, and this persistent region is associated with the
oscillatory solution of the model. This persistent region is known as a phenotypic
polytope, and the oscillatory solution is also called an oscillatory phenotype. Ana-
lytically, an oscillatory solution is a complex linear combination of sin and cosine
functions varying over time, whose values represent the change of concentrations
over time for every biochemical species in the network.
There are several important implications from the formalization of the S-
Systems as toric varieties. An embedding of any S-System into an algebraic torus
must exist. A phenoptypic toric variety, which is an object more general than a
phenotypic polytope, can be constructed from minimal objects called phenotypic
toric ideals. The phenotypic toric ideals can be computed using Hilbert basis.
The toric generators contain all the solution space associated with the S-system;
because of this, the oscilattory phenotypes seen by Savageau are reproduced and
some new phenotypic polytopes are found. Finally, the toric generators and the
use of Hironaka-Atiyah’s theorem allow the study of the dynamics of any set of
S-Systems.
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2. Combinatorial Toric Algebraic Geometry Background.
In this section, we explain the background from combinatorial toric algebraic
geometry, which we will need for the proof of our main theorems in section 3. Set
M ⊂ Rn, by conv(M), we mean the convex hull of M , which is the set of all
convex combinations of elements of M . Given a finite subset M of Rn, a convex
polytope or polytope is the convex hull of M.
Definition 2.1. [4]. A lattice N is a free abelian group of finite rank, and if
its rank is n ∈ N, then N is isomorphic to Zn.
In particular for the case of each biochemical network, is determined by kinetic
orders of reaction, which are determined by dissociation constants that are related
to the concentrations of reactants to the substrates and products. We define a
condition lattice vector pi = (gi1, ..., gim, hi1, ..., him) ∈ Z2m for some integer i;
in the case that the gij and hij are rational numbers, we always can multiply them
by a real number λ ∈ R, such that λ ∗ pi = λ ∗ (gi1, ..., gim, hi1, ..., him) ∈ Z2m,
where each term is related to enviromental conditions related to gene regulation.
The set of all condition lattice vectors pi ∈ Z2m form a finite convex hull set, hence
a convex polytope. We are interested in the algebraic geometry properties of these
objects.
Definition 2.2. [5]. A semi-group, is a non empty set S with an associative
operation,
+ :S×S−→S.
A semi-group is named a monoid, its operation is commutative and if there exists
a neutral element, i.e. an element 0 ∈ S, where, s + 0 = s, ∀ s ∈ S, and this
satisfies a cancellation law.
Definition 2.3. Given a cone σ = Con(p1, ..., pn) ⊆ Rn, if it is generated by
lattice vectors, i.e., each pi ∈ Zn for all i, we say that it is a lattice cone. And the
convex hull of these lattice vectors, P =conv(p1, ..., pn), we call a lattice-polytope.
Lemma 2.1. [5]. Let σ ⊂ Rn be a lattice cone, then σ∩Zn is a monoid, see [5].
Lemma 2.2. (Gordan’s Lemma). [5]. Let σ ⊂ Rn be a lattice cone, then
the monoid σ ∩ Zn is finitely generated.
Now given the set of condition lattice vectors, pi = (gi1, ..., gim, hi1, ..., him) ∈ Z2m,
with i = 1, ..., n, we construct the lattice cone σi. For some i and its associated
monoid Sσ = σ
∨ ∩ Zn only intersecting with Zn for lemma 2.1 (Gordan’s lemma)
this monoid is therefore finitely generated, in the perspective of biochemical reac-
tions there exists a set of minimal reactions associated to this minimal set (Hilbert
basis) of kinetic orders, these minimal sets give us an interesting way to solve large-
scale metabolic networks.
For topological reasons of completeness and compactness we will work not in
the cone but in the dual cone associated to it. The definition of the dual cone is as
follows.
Definition 2.4. The dual lattice cone σ∨ ⊆ Zm associated to the cone σ ⊆
Zn, is given by,
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σ∨ = {m ∈ σ : 〈m,u〉 > 0, ∀u ∈ σ}.
And also the equality of sets is true; (σ∨)∨ = σ.
Also we can see of the definition, that if σ ⊆ Zm is a lattice cone, so σ∨ it is,
and the same way the previous lemmas are applied on it.
Now we introduce one the most important concept in this work, as we see in the
following.
The spectrum Spec of a ring R, or algebraic affine scheme Spec(R) consists of
all prime ideals of R. In this work, we focus on the ring of polynomials of Laurent;
i.e., C[x, x−1]. And so, we construct the coordinate ring Rσ in the following manner.
We take the support of any polynomial g ∈ C[x, x−1], and denote supp(g), which
forms a lattice cone, called the Newton polyhedron or exponent-space. For some
cone lattice σ ⊂ Rn, we have Rσ =
{
g ∈ C[x, x−1] : supp(g) ⊂ σ∨}.
Definition 2.5. Let σ be a lattice cone, the affine algebraic scheme:
Xσ = Spec (Rσ).
is called an abstract toric affine variety or embedding of torus.
3. Toric resolution and toric morphisms.
Hibert basis in an important tool in Algebraic Geometry, [17]. In our case,
the Hilbert basis associated to a monoid N ⊂ Zn, will enable us to compute
explicitly a toric resolution in our main theorem. Also, its utilization will have
important practical applications in the modelling of the dynamic solution and the
steady-state of genetic-metabolic networks.
Lemma 3.1. (Hilbert basis), [17], [4], [3]. Set σ ⊆ N , then σ is an n-
dimensional cone if and only if it is a strongly convex cone; i.e., σ∩ (−σ∨) = 0. In
this case the monoid Sσ has a finite minimal set of generators H ⊆ M ' Zd.
In toric algebraic geometry it is a common practice to compute toric ideals
from Hilbert basis. We will use the singular program for these computations. The
following proposition and definition, will allow us to identify when a set of binomials
are toric. These kind of binomials are important in our work, because the genetic
metabolic networks can be represented in this way.
Proposition 3.0. [4]. Let I be an ideal of the affine toric variety Xσ ⊆ Cn.
Then this ideal has a representation given by:
I(Xσ) = 〈 tl+ − tl− |l ∈ L 〉 = 〈 tα − tβ |α− β ∈ L, α, β ∈ Zn+ 〉,
where L is the kernel of the following morphism ai −→ tai with ai ∈ Zm, i =
1, ..., n.
Definition 3.2. Let be L ⊆ Zn, a sub-lattice.
(a). The ideal IL = 〈 tα − tβ |α− β ∈ L, α, β ∈ Zn+ 〉, is called a lattice ideal.
(b). A prime lattice ideal is called a toric ideal.
Proposition 3.1. [4]. An ideal I ⊆ C[t1, ..., tn] is toric if and only if it is
prime and it is generated by binomials.
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3.1. Toric Morphisms. We introduce in this section the concept of toric
morphism. We will use this object in the conception of toric resolutions for singu-
larities on a non-regular or singular variety.
Definition 3.3. [5]. Let Φ : Ck −→ Φ(Ck) be a monomial map, i.e., each
non-zero component of Φ is a monomial with coordinates in Ck, let Xσ ↪→ Ck and
Xσ′ ↪→ Cm be inclusions of toric affine varieties. If Φ(Xσ) ⊂ Xσ′ , then ϕ := Φ|Xσ
is called a toric affine morphism of Xσ to Xσ′ . If ϕ is bijective and its inverse
map ϕ−1 : Xσ′ −→ Xσ is also a toric morphism, then ϕ is called an affine toric
isomorphism and it is denoted by Xσ ' Xσ′ .
Recall that a complex projective n-space CPn is the space of class of
equivalence of pairs of points such that it consists of lines on CPn = Cn+1/ ∼.
The relationship between points ∼ is of the following manner. Given any vector
v := (η0, ..., ηn) it defines a line C ∗ v and two of said vectors v ∼ v′ ∈ Cn+1 \ {0}
define the same line if and only if, one is a multiple scalar of the other.
We say, that when there exists an inverse toric morphism in any point p ∈
Xσ′ , this toric morphism defines a toric resolution on p or toric blow up for
distinguishing it from a blowing up usual, and these maps will coincide. Taking
Xσ′ ' C2 × CP2, we will see an explicit toric resolution in the k-dimensional
complex projective-space CPk−1 in the last theorem 3.1 which uses the Hironaka-
Atiyah’s theorem. Both of these theorems, are important tools for toric resolutions
of genetic-metabolic networks.
Lemma 3.4. [5]. Let σ be a lattice cone and set τ  σ a face. Then there
exists a natural identification, of toric varieties, given by the toric morphism,
Xτ∨ ' Xσ∨ \ {uk = 0}.
where uk is the last generator of the representation of the coordinate ring associated
to Xσ∨ .
Definition 3.5. The isomorphism,
ψσ,σ′ : Xσ∨ \ {uk = 0} −→ Xσ′∨ \ {vl = 0}.
is called gluing morphism, which glues the varieties Xσ∨ and Xσ′∨ in the variety
Xτ∨ .
With the following theorem, we aim to highlight the joint the importance of
the concepts; lattice polytope, polynomial C−algebras and toric variety. And of
the morphisms associated to them, for a novel representation and study of genetic-
metabolic networks.
Theorem 3.6. [2] and [5]. Set σ ⊂ Rn = lin(σ) and σ′ ⊂ Rm = lin(σ′), then
the following conditions are equivalent:
(a). σ ' σ′ (b). Rσ ' Rσ′ (c). Xσ ' Xσ′ .
The implications a) ⇒ b)⇒ c) are proven by means of the following diagram
and, previously, we prove that it is commutative.
σ −→ Rσ ↪→ Xσ =Spec(Rσ)
↓↑ L−1 ↓↑ ψ−1 ↓↑ ϕ−1
σ
′ −→ Rσ′ ↪→ Xσ′ =Spec(Rσ′ ).
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In the next section, we will point out where the principal concepts of systems
biology are localized in Savageau, taking as a base the previous scheme.
In this work, we will combine the algebraic geometry concepts defined in the
diagram above, with regulatory-metabolic networks defined as sets of S-systems.
We represent an S-system as a set of non-linear algebraic equations. These equations
represent the change of concentrations of some species in the genetic-metabolic
network over time. In general, these equations can be written in the formalism
of power law, where we invite you to seen in the beginning of section four.
Where X˙i denotes the change of concentration of i-esim specie. And in agreement
with our scheme above X˙i is an element of the coordinate ring, i.e; X˙i ∈ Rσ the
S-Systems in general live in this ring. But in this polynomial ring. In general, the
S-Systems exist in this ring. Any polynomial ring, including the particular ring
previously described, can be singular. We can see in the following demonstration
how any S-system is singular., i.e.
∂X˙i
∂Xj
(0, ...0) = 0,
without loss of generality for the zero concentration vector 0¯ = (0, ..., 0) ∈ Rm,
that represents the moment in which the concentration for any species is 0. In this
lattice vector is clear to see the singularities ∀ i = 1, ..., n, it is always possible to
prove by a translation of zero vector, for any point p ∈ Rm. This is an important
fact for the dynamical solution in general. This problem combined with the lack of
information about kinetic parameters and orders of reactions imply that for some
values, some of the studied polynomials can tend to infinity. This is translated
into a bad computational behaviour and a non-obvious, or impossible biological
situation. To solve this S-system, we translate this polynomial that belongs to the
ring Rσ.
So we have the polynomial X˙i ∈ Rσ, which is the singular case. And now, to solve
and characterize the S-Systems in a way most suitable. We translate this poly-
nomial into a lattice-polytope utilizing the concept of Newton polyhedron, which
consists of the lattice vectors of kinetic orders associated to an exponent-space. For-
mally we call it, the support of the polynomial, and we denote by supp(X˙i), which
in most of our example of S-Systems consist of two sums of binomials. For example,
lets solve a genetic-metabolic network of five nodes. X is the concentration vector
of all the nodes, so X = (X1, X2, X3, X4, X5) ∈ R5. Now, let us consider only one
equation of the system.
X˙3 = α12X
g13
1 X
g12
2 −Xh333 .
Here X˙3 ∈ Rσ since that the support associated to it, is
supp(X˙3) = {(g13, g12, 0, 0, 0), (0, 0, h33, 0, 0) ∈ Z5 },
at the same time the lattice vectors generate the cone σ and we denote σ =
Con((g13, g12, 0, 0, 0), (0, 0, h33, 0, 0)). Now, we have translated the problem into
a lattice cone, such that supp(X˙3) ∈ σ, the geometrical properties of lattice cone
are limited algebraically, but we provide this linear space with the characteristics
of a monoid by intersecting it with the lattice group Z5, so M = σ ∩ Z5.
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Next, we will explain the construction of the toric variety associated to an S-system,
a very interesting object. We take the two lattice vectors of support, we have
(g13, g12, 0, 0, 0) = g13e1 +g12e2 and (0, 0, h33, 0, 0) = h33e3, we associate the mono-
mials to this lattice vector as: Xg13e1+g12e2 = Xg131 X
g12
2 and X
h33 = Xh333 . The
toric variety associated to this terms are the primes monomials, which are denoted
by Xσ = {Xg131 , Xg122 , Xh333 }. This equivalent to say that this set is the algebraic
affine scheme associated to the polynomial coordinate ring generated for the mono-
mials, we write that as: Xσ∨ =SpecC[Xg131 , X
g12
2 , X
h33
3 ] =Spec(Rσ).
The next figure summarizes the facts mentioned previously. It is a schematic
representation of the morphism associated to the commutative diagram shown in
Theorem 3.3. In the Figure 1.0 we can see the problems generated when there
are singularities in any of three different levels. In the middle of the figure the
set of equations of any S-system associated to a gene-metabolic network is repre-
sented. This set belongs to a finitely generated C-algebra which has some singular
polynomials. One can take the prime polynomials associated to these singular poly-
nomials to construct an irregular toric variety or not complete variety. Also, we can
construct the irregular lattice polytope (left side of the figure) from the support
space of these singular polynomials, also called exponent-space or Newton polyhe-
dron. The lattice vectors associated as vertex of these irregular lattice polytope,
are represented with a matrix array in row, this representation induces a linear
transformation L, in the dictionary of linear transformations. When the lattice
polytope be regular then the matrix associated LA to this, will have the property
of uni-modularity, i.e., detLA = ±1, and the linear transformation L now is named
as uni-modular transformation. It is work of us to transform the irregular lattice
polytope to a regular lattice polytope by means of uni-modular transformation and
these are done by means of Hilbert basis generated from the set of vertex of irregular
polytope.
Figure 1. Three different representations of singular S-Systems
and three representations for non-singular S-systems.
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The problem of having singularities is that they increase the complexity of the
system, making it more difficult to solve systems with a large number of equations,
such as large-scale genetic-metabolic networks. This problem can be tackled using
tools from algebraic geometry. This can be solved by mapping any of these objects:
irregular lattice-polytope, singular S-systems polynomials, or irregular toric vari-
eties, into regular or non-singular forms.
This solution is represented in the next figure, in which each irregular object is
mapped to its regular or non-singular counterpart.
The principal methodology developed in our work transforms irregular lattice
polytopes into regular or non-singular polytopes. This will allows us to transform
a set of singular polynomials, that represent S-systems into a set of non singular
polynomials of S-Systems. This will open the possibility to model large-scale meta-
bolic networks.
In our work, we study the irregular lattice-polytope (Figure 1, top left panel). We
transform the irregular lattice cone into a monoid by intersecting with Zn, which
can be written as M = σ ∩ Zn. By applying the Gordan’s lemma to the monoid
we can conclude that this is finitely generated, that is to say there exist a set of
generators such that they generate all M. This set of generators is minimal and
is named the Hilbert basis. The elements of Hilbert basis are lattice vectors and
form a regular or non-singular lattice polytope (Figure 1, bottom left panel). By
arranging these vectors into a matrix, we induced a uni-modular transformation, L.
i.e; detLA = ±1. This transformation and its inverse transformation L−1 are used
to map irregular lattice-polytopes into regular lattice-polytopes (Figure 1, arrows
between top and bottom panel).
This mapping is the algorithmic basis to computationally transform irregular lattice-
polytopes into regular ones.
Theorem 3.7. (Hironaka-Atiyah), [1]. Let g be a real analytical function
( 6= 0) in a neighbourhood of p0 ∈ Rn. Then there exist an open set ω ∈ W ⊂ Rn,
a real analytical variety W0 and a proper analytical map ϕ : W0 to W such that:
i). ϕ : (W0 − A0) −→ (W − A) is an isomorphism, where A = g−1(p0) and
A0 = ϕ
−1(A) = (g(ϕ))−1(p0);
ii). For each ω ∈ W0, there are local analytical coordinates (ω1, ...., ωn) such that
there exists a resolution map, we write g(ϕ(ω)) = ±h1,...,nωr11 ∗ωr22 ∗ ...∗ωrnn , where
r1, ...., rn are non negative integers and h1,...,n is an invertible analytic function;
see ref.
The theorem is a modified version of the theorem ”resolution of singularities”
and is used for analytical varieties. The original theorem was proved by Hironaka,
[6].
In the following we enunciate a general result for non regular or singular vari-
eties.
Theorem 3.8. [5]. Let X∑ be a regular toric variety, and let X∑
0
be a toric
invariant sub variety defined by the star st(σ,
∑
) ' ∑0 of σ into ∑; 1 < k :=
dimσ ≤ n.
Then under toric blow up ψ−1σ , any point x ∈ X∑0 is substituted by a k-dimensional
(k-1) projective space.
See ref. for the proof of this fact.
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This theorem says that if we have a singular variety in any point p ∈ Rm, i.e.
the condition is true. So, the variety Xσ0 built from its support polynomial X˙i = 0,
is a non regular toric variety, which implies that it has singularities. By Hironaka’s
theorem [6], there exists a morphism called resolution or toric blow-up, which yields
a resolution of these singularities. Using this morphism the variety Xσ0 is mapped
into a regular toric variety Xσ or non singular variety. It is possible to show that the
transformation of coordinates consists in mapping each singularity into a complex
n-dimensional (n-1)-projective space as pointed in the last theorem , i.e. we take
the coordinates of singular point and we substitute them by a dimensional (k-1)-
projective space, where k depends on the dimension, see [5]. The parameter space
is of special interest for the study of the dynamics of gene regulation, as we will
see.
4. Biochemical Machines: Toric resolution in genetic-metabolic
networks.
In this section we introduce biochemical systems particularly genetic-metabolic
networks modelled using the power law formalism of enzyme kinetics, defined and
widely studied by M. Savageau, [12], [13], [15]. Subsequently, we prove that they
are toric varieties.
Formalism of power law for biochemical systems.
The power law formalism is a particular representation of enzyme kinetics, formally
a Taylor’s expansion in several variables capable of describing biochemical reactions
of metabolic and gene regulatory mechanisms, formulated as rational functions
produced by the balance of mass equations.
X˙i =
pi∑
k=1
αik
m∏
j=1
X
gijk
j −
qi∑
k=1
βik
m∏
j=1
X
hijk
j , i = 1, ..., n.
This expression represents the basic principle of mass conservation, called general
mass action (GMA), in the form of the power law formalism. Each term is asso-
ciated to elements of a network of reactions, where X˙i represents a derivative of Xi
over time t. This expression represents the rate law of degradation or production
of any i-esim species Xi (gene, mRNA, proteins or metabolites) in the network.
This variation in time describe the flux of biomass throughout all elements in any
biochemical reaction and genetic network. The first sum is that of the products
that contribute to the production to the species Xi and the terms of the second
sum are elements of consumption due to the degradation or dilution ofXi, [12], [15].
Definition 4.1. (Dominant terms). A dominant term is defined as the
largest term of a given sign for an equation of the GMA-system (equation defined
above); the dominant terms with positive and negative signs are the dominant
positive term and the dominant negative term, respectively, see ref. [12].
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Definition 4.2. (S-systems). Using the concept defined above, we can have
a finite number of combinations of dominant terms, exactly
m∏
j=1
pjqj ;
partitions of the space of concentrations (X1, ..., Xn), where each partition is a
dominant sub-system and it is associated with a particular system of equations,
called S-systems, M. Savageau, [13], [12], [8], [9], [10]; as shown below
X˙i = αipi
m∏
j=1
X
gipi
j − βiqi
m∏
j=1
X
hiqi
j , i = 1, ..., n.
.
for details, see M. Savageau [13].
Note in this last definition that the sums were neglected, at difference to the
formalism power law formalism complete. An S-System only consist of dominant
terms.
Definition 4.3. (Phenotypic Polytope). A phenotype is defined as a set of
concentrations or fluxes corresponding to a valid combination of dominant terms.
They define boundary conditions obtained from the solution of S-systems un-
der steady-state, in logarithmic-space. Each boundary condition defines an m-
dimensional half-space and the intersection of these half-spaces yields an m-dimensional
phenotypic polytope.
The phenotypic polytope associated with the S-Systems can be considered to
be a realization of a lattice polytope, taking the support of each S-systems related
to the kinetic orders of the metabolic reactions.
Using the previous definitions, in the following Theorem we prove that the S-
Systems are toric varieties.
Theorem 4.4. (Toric Embedding of S-systems) Let X˙i be an S-system,
with initial conditions Xi(0) = Xio ∈ R, for i = 1, ..., n.
Then the S-system X˙i, for all i = 1, 2, ..., n, is generated by toric ideals IH and
as a consequence, each σi ⊆ Zn phenotypic polytope is associated to an affine
toric variety, namely,
Xσ∨i =Spec (Rσi), ∀ i = 1, 2, ..., n, j = 1, ...,m.
With coordinate ring Rσi associated to the monomial C−algebra, C[Xgijj , Xhijj ], and
it is called a toric phenotypic variety or simply phenotypic variety.
Proof. We prove the result by construction, given the following polynomial
X˙i = αi
∏m
j=1X
gij
j − βi
∏m
j=1X
hij
j , for some i which is an S-system, where X˙i ∈
C[Xgijj , X
hij
j ]. It is clear to see that the monomial C−algebra is generated by the
monomials X
gij
j and X
hij
j ; and always an S-system is defined by two positive condi-
tion lattice vectors ai = (gi1, ..., gim), bi = (hi1, ..., him) ∈ Zm+ . Allow these vectors
of kinetic orders which are associated to each binomial of each equation of an S-
system consist of positive terms, otherwise, gij and hij could be rational numbers
or they could be negative integers. In steady-state, i.e., X˙i = 0, one can always
multiply by units of the ring X±r and X±s the polynomial X˙i = 0, with r, s ∈ Z,
such that, rsai, rsbi ∈ Zm+ or equivalently once that we prove the S-Systems are
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toric, we see that exists an invariance for action torus (T ×Xσ∨ −→ Xσ∨ , given by
(t, x) 7−→ t ∗ x = (ta1 ∗ x1, ..., tak ∗ xk) with tai ∈ C∗).
Now set σ to be the lattice cone generated by the two rays ai and bi. We will
prove that its dual lattice cone is strongly convex, i.e., it complies with the property
σ∨ ∩ (−σ∨) = {0}, so that we can apply the Hilbert basis’s lemma. First, we note
that the lattice vector ai − bi ∈ σ if and only if ai  bi where  is a partial order
induced by the inclusion on the faces of the lattice cone, and therefore the zero
lattice vector is a face, 0  σ. This assumption is true, if and only if σ∨ is full
dimensional, i.e., that it contains bases as vector space to generate an octant of
n-dimensional Euclidian-space; and if and only if σ∨ is strongly convex. Note that,
all these facts are standard results of convex geometry.
Since σ∨i ⊆ Zm is strongly convex, we can use the Hilbert basis theorem to obtain
a finite minimal set of generators for the monoid Sσi = σ
∨
i ∩Zm. We order them in
a row matrix array H = {hij} (Hilbert basis). The ideals associated to them are:
IH =< X
a′i −Xb′i | (a′i − b′i) ∈ ker(H) >,
These ideals are primes and generate X˙i, to show that are primes, we chose any
binomial, and is sufficient to show that it is prime, suppose that it is not, so it
is factorized at least for two elements in the C−algebra, i.e., xa − xb = f ∗ g, we
construct the Newton polyhedron, taking supp(xa−xb) = supp(f ∗ g) = supp(f) +
supp(g) (property of Minkowski sum) [17], therefore the elements that generate
the lattice cones supp(f) and supp(g), also generate the lattice cone supp(xa −
xb) = Con(a, b), but a, b ∈ H are minimal elements, from here the contradiction,
therefore xa − xb is prime. Now the application of the definition 3.2 implies that
they are lattice ideals, in agreement with the hypothesis of the proposition 3.0.
We conclude that they also are toric ideals. Now, we construct the regular lattice
cone σ∨iH associated to these Hilbert basis, where the regularity is provided by the
fact that, det(H) = ±1, this process is valid for each i = 1, ..., n. With these
facts and using the theorem 5, we construct the coordinate ring Rσ∨Hi = {X˙Hi ∈
C[X¯j
gij , X¯j
hij ]| supp(X˙Hi) ⊂ σ∨Hi}, with lattice cone σ∨Hi = Con(H) generated by
the Hilbert basis, where we made a change of coordinates of the binomials X˙i in
the system provided by the Hilbert basis, and we denote them now by X˙iH . This
change of coordinates is always possible using the morphisms LH and χ defined
in theorem 5. Also there exists a monomial homomorphism jσ∨Hi that give rise
for all i, into the affine algebraic scheme Xσ∨Hi = Spec (Rσ∨Hi). This is a toric
variety with monomial C−algebra given by the isomorphisms classes C[Sσ∨Hi ] =
C[Xgijj , X
hij
j ]/IH ' C[X¯jgij , X¯jhij ] (toric re-parametrization), with new coordinate
system given by the classes prime monomials X¯j
gij and X¯j
hij . In this way, we have
proven that S-systems are toric or have an embedding in the algebraic torus,
and Xσ∨Hi is the associated phenotypic variety; with this fact we conclude the
proof. 
S-systems are usually solved under steady-state conditions. In the following,
we make a toric resolution in S-Systems without assuming steady-state. Theorem
5 will enable the study of their dynamics.
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Theorem 4.5. (Toric resolution in S-systems). Let X˙i be an S-system.
Then there are maps of resolution ψi : Xσ∨i −→ Xσ′∨i for each i (toric morphisms)
such that, they are a re-parametrization in the coordinate ring C[ω1, ..., ωm] thus;
X˙i(ψi(ω)) = hiω
α1
1 ∗ ..... ∗ ωαmm , with ωi(0) = ωi0.
where the hα1,...,αm are units of the ring, with ω = (ω1, ..., ωm) ∈ Rm and α1 >
0, ...., αm > 0, positive integers.
Proof. The proof is given by construction and by applying Theorems 3.6,
and the theorem of Hironaka-Atiyah, as we will see. First we take for some i, with
i = 1, ..., n an equation of an given S-system X˙i, in agreement with Theorem 3.6,
let X˙i ∈ Rσ.The definition of Rσ implies that:
supp(X˙i) = {ai} = {(gi1, ..., gim), (hi1, ..., him)} ⊆ σ;
we form the lattice cone σ = Con ((gi1, ..., gim)− (hi1, ..., him)) ⊆ Zm that con-
sists, of the difference lattice vector, which implies the partial order . i.e. Given
gi = gi1, ..., gim and hi = hi1, ..., him, set g  h or vice versa, if and only if
(g − h) ∈ σ for some lattice cone σ, this construction of cones is important, be-
cause agreement of definition 3.1 and Proposition 2.0, the difference g − h can be
lifting to toric binomials (Xg −Xh), and we show it by the following process.
Given the lattice cone σ ⊆ Zm built as above. From the same Theorem 3.6, it
follows the existence of the following morphisms, χi : σ −→ Rσ, χ−1i : Rσ −→ σ,
LH : σ −→ σ′, χ′i : σ′ −→ Rσ′ , ψi : Rσ −→ Rσ′ , ψ−1i : Rσ′ −→ Rσ, where the
ψi are morphisms of C-algebras.
Explicitly we have the maps, χi(ai) = X
ai ∈ Rσ; χ−1i (Xai) = ai ∈ σ;
LH(ai) = hi ∈ σ′; χ′i(hi) = ωhi = ωhi11 ∗ ... ∗ ωhimn ∈ Rσ′ ; ψ−1i (ω) = ωhi ∈ Rσ,
where ai = (ai1, ..., aim) ∈ Zm is the condition lattice vector associated to X˙i, we
also write Xai = Xai11 ∗ ...∗Xaimm . The map LH represent the linear transformation
of the matrix H = (hij), this matrix is an array row, this consist of the Hilbert
basis computed on the monoid associated to the non-regular lattice cone σ, i.e,
Sσ = σ
∨ ∩ Zm.
Once we have computed the Hilbert basis on the monoid Sσ, the matrix array
induces an uni-modular transformation, i.e., detH = ±1 (if m = n, if m 6= n
then we take squares sub-matrix), which is the condition for regular lattice cones,
these basis H conform a new lattice cone σ′ ⊆ Zm. In this form we obtain the
map of lattice cones L(σ) = σ′, where σ′ now represents a regular cone. From the
commutativity property illustrated in the diagram of Theorem 3.6, we have the
composition of maps,
ψ−1i ◦ χ′ = χ ◦ L−1H .
from the equality of maps, we can obtain the following:
ψ−1i (χ
′(ω)) = ωhi = ωhi11 ∗ ... ∗ ωhimn = χ(L−1H (hi)) = XL
−1
H (hi).
Therefore it is a new coordinate system induced from Hilbert basis, and we can
re-parametrize each monomial of X˙i, hence:
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X˙i(ψ
−1
i (ω)) = αiω
hi1
1 ∗ ... ∗ ωhimn − βiωh
′
i1
1 ∗ ... ∗ ωh
′
im
n .
some monomials can be factorized, because some integers can be hik ≥ h′il or vice
verse, for some k, l ∈ {1, ...m}, i.e; if there exist terms with sij + pij = hij and
sij + qij = h
′
ij , then,
X˙i(ψ
−1
i (ω)) = ω
si1
1 ∗ ... ∗ ωsirn (αiωpi11 ∗ ... ∗ ωpiln − βiωqi11 ∗ ... ∗ ωqimn ).
The re-parametrization process is well defined. During this process we will apply
Hironaka-Atiyah’s theorem, given that the polynomial X˙i is an analytical function;
if the polynomial X˙i(ψ
−1
i (ω)) is a non singular polynomial the toric resolution is
completed; and we redefine f1,...,m = ω
si1
1 ∗ ... ∗ ωsirn as an analytical invertible
function, and positive integers α1 = si1 > 0, ..., αm = si1 > 0, such that,
X˙i(ψ
−1
i (ω)) = f1,...,mω
α1
1 ∗ ... ∗ ωαmn .
Otherwise, if the resulting polynomial is singular, we repeat the process: We com-
pute the Hilbert basis on the lattice cone of the support of the new polynomial
X˙i(ψ
−1
i (ω)), until a non-singular polynomial is generated. The process is finite,
and the maps are composed of finite number of times. The finiteness of the process
is guaranteed by the Hironaka’s theorem in its form of Principal Theorem I, which
is a widely known theorem and it is not shown in this work, see [6]. We also have
that the morphism (ψ−1i (ω)) induce a toric morphism and yields a non singular
toric variety, namely Xσ′ =Spec(Rσ), whenever ψ
−1 is non singular too. And with
these facts, we conclude the proof. 
5. Applications of Toric S-Systems.
Phenotypes in an oscillatory synthetic gene network.
In this example we will describe a gene network of two genes with two regula-
tors. This network is subject to different control modes of transcription, i.e., the
genes are expressed by different mechanisms, repression, activation and a combina-
tion of them. The example is represented by the following algebraic system of non
linear differential equations. In Figure 2, a schematic for the studied gene network
is shown. X1 is an activator mRNA, X2 is the activator protein, X3 is the repressor
mRNA, X4 is the repressor protein, XA is the inmature activator and XR is the
immature repressor., see M. Savageau, [10].
In Savageau and Lomnitz [10], the following variables are considered as follows:
X2i = x2i/(K
0
2i), i = 1, 2., and
X2i−1 =
 (β02i−1)(
√
ρ02i−1)
α02i−1
x2i−1, i = 1, 2.,
where here the values of the concentrations of the immature activator and re-
pressor were normalized with respect to its respectively values in steady-state, i.e,
when we clear terms to solve equations in steady state, we have:
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Figure 2. Schematic representation of oscillatory gene circuit
with six elements.
XA =
[
(β01 + µ
0)(β0A + µ
0)
√
ρ01
(α01)(α
0
A)
]
xA,
XR =
[
(β03 + µ
0)(β0R + µ
0)
√
ρ03
(α03)(α
0
R)
]
xR,
the regulators are normalized with respect to their dissociation constants of DNA.
Near, their promoter regions, the same pair of binding sites for the repressor-DNA,
and activator-DNA at both promoters are assumed, i.e, K2R = K
0
2 and K4A = K
0
4 ,
the parameters are explained below.
Now we give the explicit system of differential algebraic equations that repre-
sent the S-System associated to our gene-metabolic network , where this non linear
system captures the advantages of essential non linear behaviour locally, the prin-
cipal details about how to obtain this S-System can be consulted in Savageau and
Lomintz [10]. We here, only focus in analysing it by means of toric geometry.
This S-systems is a valid approximation of the full system if the conditions following
for the dominant terms are satisfied:
X˙1 =
[
α1(β
1
0 + µ
0)
√
ρ01(α
0
1)
−1
]
δ1(K2)
−g12(K02 )
g12Xg122 (K4A)
g14(K04 )
−g14X−g144 −
(β1 + µ)X1,
X˙A = (β
0
A + µ
0)
[
αA
α0A
]
X1 − (βA + µ)XA,
X˙2 = (β
0
2 + µ
0)
(
βA
β0A
α01n
0
2
(β01 + µ
0)
√
ρ01K
0
2
)
XA − (β2 + µ)X2,
X˙3 =
[
α3(β
3
0 + µ
0)
√
ρ03(α
0
3)
−1
]
(K2R)
−g32(K02 )
g32(X2)
g32 − (β3 + µ)X3,
X˙R = (β
0
R + µ
0)
[
αR
α0R
]
X1 − (βR + µ)XR,
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X˙4 = (β
0
4 + µ
0)
(
βR
β0R
α03n
0
4
(β03 + µ
0)
√
ρ03K
0
4
)
XR − (β4 + µ)X4.
where K2R and K4A are defined as:
K4A =
[
α03n
0
4
(β03 + µ
0)
√
ρ03
]
{(
δ1
[
α01n
0
2
(β01 + µ
0)
√
ρ01K
0
2
]g12
+ 1− pi1
)√
ρ01 − pi1
} 1
g14
;
K2R =
[
α01n
0
2
(β01 + µ
0)
√
ρ01
]√
ρ03
1
g32
{
δ3
[
α03n
0
4
(β03 + µ
0)
√
ρ03K
0
4
]g34
+ (pi3 − 1)
√
ρ03 + pi3
} 1
g32
.
The details of this formulation are given with a wide development of the calcu-
lations, in; J. Lomintz and M. Savageau, [10].
The parameters space and all variables belong to the following Euclidian-space,
X = (X1, X2, X3, X4, XA, XR) ∈ R6; X represents the concentration vector, and
it contains the concentration for each of the elements of the system.
• X1 : Concentration of activator mRNA.
• X2 : Concentration of activator protein.
• X3 : Concentration of repressor mRNA.
• X4 : Concentration of repressor protein.
• XA : Concentration of form immature activator.
• XR : Concentration of form immature repressor.
For this system, the condition lattice vector is defined by g = (g12, g14, g32, g34) ∈
Z4, where the g′ijs, are kinetic parameters that represent the cooperativity of re-
pression or activation and are associated to the number of binding sites occupied
by the regulator protein.
The constants αi, βi, µ
0, ρ0i , n
0
i ∈ R are: maximum rates of transcription, rate con-
stants of mRNA and tagged proteins at midlevel expression, rates of dilution due
to exponential growth, regulatory capacities, and ratio of proteins to mRNA, re-
spectively. The constants K2,K4,K2R,K4A ∈ R, are concentrations of regulator
for half-maximal binding to control sequences in the DNA, K2 and K4 for binding
near their own promoter regions and K2R, K4A for binding near other promotors,
see, J. Lomintz and M. Savageau [9].
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The parameters pii, δi = 1, 0. ∈ Z2, for i = 1, 2, 3, 4. represent the different modes
of control for the activator and repressor proteins, For pii = 1, the gene network is
considered to behave as an activator-primary system, in which the default mode of
the system is inactive, and the activator is the primary regulator needed to increase
the expression from the promoter. On the other hand, in the case pii = 0, the be-
havior of the system is as a repressror-primary system, in which the promoter is
fully active in the absence of both regulators and the repression is needed to reduce
expression from the promoter. δi = 1 will imply a double-regulator network and
, and δi = 0 will imply a single-regulator network. The solution for the S-system,
described previously, under different control modes is shown in the following figures.
Gene circuit with a single negative feedback loop.
δ1 = 0, δ3 = 0, pi1 = 0, pi3 = 1.
Figure 3. Single negative feedback loop.
Gene circuits with one positive and one negative feedback loop.
δ1 = 1, δ3 = 0, pi1 = 1, pi3 = 1,
Figure 4. Activator-only control of repression transcription and
activator-primary control of activator transcription.
δ1 = 1, δ3 = 0, pi1 = 0, pi3 = 1.
Gene circuits with one positive and one negative feedback loops.
δ1 = 1, δ3 = 1, pi1 = 1, pi3 = 1,
δ1 = 1, δ3 = 1, pi1 = 0, pi3 = 1.
Gene circuits with one positive and nested negative feedback loops.
δ1 = 1, δ3 = 1, pi1 = 1, pi3 = 0,
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Figure 5. Activator-only control of repression transcription and
repressor-primary control of activator transcription.
Figure 6. Activator-primary control of repressor transcription
and activator-primary control of activator transcription.
Figure 7. Activator-primary control of repressor transcription
and repressor-primary control of activator transcription.
δ1 = 1, δ3 = 1, pi1 = 0, pi3 = 0.
Each one of the different control modes (represented as a combination of δ′s
and pi′s) is mapped to complex geometric regions, which are coloured in yellow in
Figures 3-9. In a study done by Lomnitz and Savageau [9], these regions corre-
spond to one complex solution associated to an eigenvalue with real positive part.
In Savageau’s work, a specific region of the possible solution-space of this system
corresponds to an oscillatory region. In our analysis, performed using Hilbert ba-
sis and toric ideals, we partially reproduce these results and we found that part
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Figure 8. Repressor-primary control of repressor transcription
and activator-primary control of activator transcription.
Figure 9. Repressor-primary control of repressor transcription
and repressor-primary control of activator transcription.
of the oscillatory region is conserved across most of the different control modes,
this conserved region is called a conserved phenotypic polytope. This technique
is important since it would allow the modelling of gene circuits with hundreds of
interacting nodes, with the possibility to find conserved phenotype polytopes
within such regulatory networks.
Methodological analysis of S-systems by means of toric varieties.
We will start by considering an S-System in steady-state. In such state there is
no change in the concentration for every species of the network, i.e. X˙2 = X˙4 = 0.
We are only interested inX2 and X4 since X2 is the activator protein and X4
is the repressor protein. This set of polynomials is an C−algebra well defined,
C[Xgiji , X
hij
i ]; by means of theorem 3.6, the toric ideals are finitely generated and
have also an associated geometric realization of lattice polytope as we will see. Our
coordinate ring is defined in the variables X = (X1, X2, X3, X4, XA, XR) ∈ R6 and
is oriented with respect to a canonical basis B = {e1, e2, e3, e4, e5, e6} ⊆ R6. To
construct the Newton polytope from the S-sytems, the next methodological devel-
opment is used:
1). Computing of the support-space for each equation of the S-System,
we have agreement of the definition of Newton-polyhedron or exponent-space asso-
ciated to each equations to S-sytems, the following sets can be therefore stipulated:
supp(X˙1) = {g12e2 − g14e4, e1}.
GENETIC-METABOLIC NETWORKS CAN BE MODELED AS TORIC VARIETIES. 19
supp(X˙A) = {e1, e5}.
supp(X˙2) = {e5, e2}.
supp(X˙3) = {g32e2, e3}.
supp(X˙R) = {e3, e6}.
supp(X˙4) = {e6, e4}.
2.) Computing of the Hilbert basis for the monoids associated to the
dual lattice cones. Remember that the basis were obtained with the Singular
program. Is important to note that the Hilbert basis are invariant for all multiplica-
tive constant, for more details of this argument, ref. [DGPS], for example, for the
lattice vector ray e2 ∈ R6 belongs to the elongated lattice vector ray g12e2 ∈ R6
for some constant g12 ∈ R, as is the case of the parameter values g12, g14, g32 and
without more problem we adopt the values g12 = g14 = g32 = 1, and we have.
Monoid Sσ∨1 = σ
∨
1 ∩ Z6, Hilbert basis associated, Hσ∨1 = {e1, e2 − e4}.
Monoid Sσ∨A = σ
∨
1 ∩ Z6, Hilbert basis associated, Hσ∨A = {e1, e5}.
Monoid Sσ∨2 = σ
∨
2 ∩ Z6, Hilbert basis associated, Hσ∨2 = {e5, e2}.
Monoid Sσ∨3 = σ
∨
3 ∩ Z6, Hilbert basis associated, Hσ∨3 = {e2, e3}.
Monoid Sσ∨R = σ
∨
R ∩ Z6, Hilbert basis associated, Hσ∨R = {e3, e6}.
Monoid Sσ∨4 = σ
∨
4 ∩ Z6, Hilbert basis associated, Hσ∨4 = {e6, e4}.
3). Geometrical realizations of Newton polytopes and dual cones. We
write the notation of dualCone but we don’t explicitly compute the lattice vectors
that generate the dual cones, these are computed implicitly in the Singular program
[DGPS].
σ∨1 = dualCone (g12e2 − g14e4, e1),
σ∨A = dualCone (e1, e5),
σ∨2 = dualCone (e5, e2),
σ∨3 = dualCone (g32e2, e3),
σ∨R = dualCone (e3, e6),
σ∨4 = dualCone (e6, e4).
Let us remember that the geometric realization of a toric variety is made by
dual cones since in this space the cones have the same dimension, and the gluing
maps are well defined, see, ref. [5]. The computing of the dual cones is easy to see
from the Hilbert basis for few elements or from these toric ideals. Therefore, the
dual cones are:
σ∨1 = Con (e3, e5, e6, e1 + e4, e1 + e2),
σ∨A = Con (e2, e3, e4, e6, e1 + e5),
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σ∨2 = Con (e1, e3, e4, e6, e2 + e5),
σ∨3 = Con (e1, e4, e5, e6, e2 + e3),
σ∨R = Con (e1, e2, e4, e5, e2 + e6),
σ∨4 = Con (e1, e2, e3, e5, e3 + e6).
These were calculated from the toric ideals, once computed in 5).
4.) Computing of toric ideals associated to the Hilbert basis. The
toric ideals for 〈X˙A〉, 〈X˙R〉, 〈X˙1〉, 〈X˙2〉, 〈X˙3〉, 〈X˙4〉, In these equations it is easy
to calculate these values for some parameters hi,j = 1 for all i, j = 1, 2, 3, 4, A,R.
Explicitly, the parameters can take the values, for the same rationale applied in 2),
gij = {g12 = g14 = gA1 = 1, g2A = 1, g32 = g34 = gR3 = 1, g4R = 1} generating
all the possible connections for different control modes in this gene circuit. And
were computed by means of the technique of Hilbert basis in agreement with the
theorems previously established (Theorem 4.4 and Theorem 4.5 (toric resolution
in S-systems)). Their computing was made with the program, Singular [DGPS].
Before it is necessary to renormalise the variables of S-system as input for the Sin-
gular program, hence:
We rename the parameters for simplicity and after rename the variables abusing of
notation, being that the toric ideals associated to each equation are the same if the
variable is multiplied for different parameter.
X˙1 = a ∗X2X−14 − b ∗X1,
X˙A = c ∗X1 − d ∗XA,
X˙2 = e ∗XA − f ∗X2,
X˙3 = g ∗X2 − h ∗X3,
X˙R = i ∗X3 − j ∗XR,
X˙4 = k ∗XR − l ∗X4.
And rename variables, also let us to do abuse of the notation here, for each
variable ui, as we see.
u˙1 = u2u
−1
4 − u1,
u˙A = u1 − uA,
u˙2 = uA − u2,
u˙3 = u2 − u3,
u˙R = u3 − uR,
u˙4 = uR − u4.
We do simply u˙i = X˙i, being that finally will do X˙i = 0 (steady-state condition),
so the toric ideals are:
Iσ∨1 = 〈X˙1〉 = 〈u1u4 − 1, u1u2 − 1, u3 − 1, uA − 1, uR − 1〉,
Iσ∨A = 〈X˙A〉 = 〈u1uA − 1, uR − 1, u2 − 1, u3 − 1, u4 − 1〉,
Iσ∨2 = 〈X˙2〉 = 〈u2uA − 1, u1 − 1, uR − 1, u3 − 1, u4 − 1〉,
Iσ∨3 = 〈X˙3〉 = 〈u2u3 − 1, u1 − 1, uR − 1, uA − 1, u4 − 1〉,
Iσ∨R = 〈X˙R〉 = 〈u2uR − 1, u1 − 1, u2 − 1, uA − 1, u4 − 1〉,
Iσ∨4 = 〈X˙4〉 = 〈u4uR − 1, u1 − 1, u2 − 1, u3 − 1, uA − 1〉.
Therefore the fan
∑
= {σ∨i : i = 1, 2, 3, 4, A,R} built with this system of
lattice cones, yields the phenotypic variety given by:
Xσ∨i =Spec (C[X
gij
j , X
hij
j ]), ∀ i, j = 1, 2, 3, 4, A,R.
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5.) Realization of the toric varieties associated to the dual cones.
The spectrum or set of prime ideals associated to the toric varieties, is our new
coordinate system for translating and solving the S-system associated to any gene-
metabolic network. In particular, we are interested in the gene circuit described
earlier for reproducing the oscillatory phenotype associated to them, and given in
Savageau [9].
More explicitly the toric varieties are:
Xσ∨1 =Spec (C[σ
∨
1 ∩ Z6]) =Spec (C[u1, u2u−14 ])
=
{
u1, u2u
−1
4
} ' C(u1) × C(u2) × CP(u4),
Xσ∨2 =Spec (C[σ
∨
2 ∩ Z6]) =Spec (C[u2, uA])
= {u2, uA} ' C2(u2,uA),
Xσ∨3 =Spec (C[σ
∨
3 ∩ Z6]) =Spec (C[u2, u3])
= {u2, u3} ' C2(u2,u3),
Xσ∨4 =Spec (C[σ
∨
4 ∩ Z6]) =Spec (C[u4, uR])
= {u4, uR} ' C2(u4,uR),
Xσ∨A =Spec (C[σ
∨
A ∩ Z6]) =Spec (C[u1, uA])
= {u1, uA} ' C2(u1,uA),
Xσ∨R =Spec (C[σ
∨
R ∩ Z6]) =Spec (C[u3, uR])
= {u3, uR} ' C2(u3,uR).
Gluing toric varieties. Now we glue these toric varieties through of the glu-
ing maps defined by means of their common faces in each one of the dual cones
ψσ1,σA = Xσ∨1 /{u3 = uR = 0} −→ Xτ1 −→ Xσ∨A/{u3 = uR = 0},
ψσA,σ2 = Xσ∨A/{u3 = u4 = uR = 0} −→ XτA −→ Xσ∨2 /{u3 = u4 = uR = 0},
ψσ2,σ3 = Xσ∨2 /{u1 = u4 = u6 = 0} −→ Xτ2 −→ Xσ∨3 /{u1 = u4 = u6 = 0},
ψσ3,σR = Xσ∨3 /{u1 = u4 = u5 = 0} −→ Xτ3 −→ Xσ∨R/{u1 = u4 = u5 = 0},
ψσR,σ4 = Xσ∨R/{u1 = u2 = u5 = 0} −→ Xτ4 −→ Xσ∨4 /{u1 = u2 = u5 = 0},
ψσ4,σA = Xσ∨4 /{u3 = u5 = 0} −→ XτR −→ Xσ∨A/{u3 = u5 = 0}.
Where the sub-varieties Xτ∨1 , Xτ∨A , Xτ∨2 , Xτ∨3 , Xτ∨R , Xτ∨4 are given by:
Xτ1 = Xσ∨1 /{ze1 = u1 = 0} ' C2(u3,uR) × C(u1),
XτA = Xσ∨A/{ze5 = u5 = 0} ' C3(u3,u4,uR) × C(u5),
Xτ2 = Xσ∨2 /{ze2 = u2 = 0} ' C3(u1,u4,u6) × C(u2),
Xτ3 = Xσ∨3 /{ze3 = u3 = 0} ' C3(u1,u4,u5) × C(u3),
XτR = Xσ∨R/{ze6 = u6 = 0} ' C3(u1,u2,u5) × C(u6),
Xτ4 = Xσ∨4 /{z−e4 = u−14 = 0} ' C2(u3,u5) × C∗(u−14 ).
With common faces are given by the intersections in the generators of each
monoid Sσ∨i = σ
∨
1 ∩Z6 with i = 1, 2, 3, 4, A;R, i.e., common elements in the Hilbert
basis, hence, τ1 = {e1}, τA = {e5}, τ2 = {e2}, τ3 = {e3}, τR = {e6}, τ4 = {e4}.
The phenotypic variety is obtained with these gluing maps, and the fan
defined as
∑
= ∪iσ∨i , i = 1, 2, 3, 4, A,R.. Then we have the following toric variety.
X∑ = Xσ∨1 ∪Xσ∨2 ∪Xσ∨3 ∪Xσ∨4 ∪Xσ∨A ∪Xσ∨R .
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Figure 10. The dual cones σ∨1 and σ
∨
A are gluing through the
face generated by e3, e6, similar for the cones σ
∨
3 and σ
∨
R, the cone
σ∨R intersect for three hyperplanes to the dual cone σ
∨
3 and the
edges e1, e4, e5 are common faces to them.
Also is true the realization of general toric variety associated to the S-system in
this case: X∑ =Spec (C[∑∩Z6]) =Spec(C[u1, u2, u3, u4, uA, uR]/I∑)
=
{
u2 = u
2
4
}
.
Substituting all the algebraic relations, we obtain the parabolic relationship
between immature regulators, u2 = u
2
4, in the original variables:
a ∗X2 = bc−1de−1fg−1i−1jk−1l ∗X24 , or only X2 = K˜ ∗ b ∗ l ∗X24 ;
where b = (β2 + 1) and l = (β4 + 1) important parameters considered in the
next section, with K˜ depending the other parameters and control modes pii, δi. The
normalised concentrations u2 and u4 always satisfies the condition in steady-state,
this affine algebraic set, can be calculated easily simultaneously solving the para-
metric system equal to zero, i.e., X˙1 = ... = X˙A = X˙R = 0, since the equivalence
classes satisfied the equality.
In this point is important to mention, that the oscillatory genetic metabolic network
can be completely described it by means of gluing maps which are toric morphisms
of the dual cones into regular fan
∑
= ∪iσ∨i , i = 1, 2, 3, 4, A,R. They are associ-
ated to monomial parametrizations of their respective differential equation in the
S-system, for this genetic metabolic network (GMN).
GMN = {ψσ1,σA , ψσA,σ2 , ψσ2,σ3 , ψσ3,σR , ψσR,σ4 , ψσ4,σ1 |
∑
= ∪iσ∨i , regularfan} .
We claim that any genetic metabolic network described by this mathematical mod-
elling (S-systems) can be represented by gluing maps or toric morphisms, and we
write.
GMN =
{
ψσi,σj , |σi, σj ∈
∑
= ∪nk=1σ∨k
}
.
with
∑ ⊆ Rn regular fan, if the S-system consist of an irregular fan, then we
apply the Hilbert basis technique.
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Also following the central dogma of the molecular biology (which states that infor-
mation only flows from DNA to RNA to protein), any genetic-metabolic system can
be represented in a cascade network of fluxes of biomass (as shown above). This
cascade of information is well represented geometrically and algebraically for the
concatenation of gluing maps, as is shown below:
ψσ1,σA −→ ψσA,σ2 −→ ψσ2,σ3 −→ ψσ3,σR −→ ψσR,σ4 −→ ψσ4,σ1 .
Each one of these maps contains algebraic information for re-parametrization of the
binomials in the S-system, as we showed in the construction of the toric varieties.
Obtaining a sustained oscillatory phenotypic region.
In this section, we will obtain the complex region, studied by M. Savageau
[9], which represents a sustained oscillatory phenotype. This phenotypic region is
preserved under different control modes of the transcriptional regulation for this
gene network. The results presented in this work only include the steady-state
solution of the system. Even though only we work with the dynamical solution of
the regulator gene XR which is suggested to intersect the toric ideals with algebraic
set most common at all, in this case were the ideals < uA − 1 > and < uR − 1 >,
as is shown below.
We are interested in obtaining common phenotypic polytopes (phenotypic poly-
tope). Intersecting the toric ideals gives the ideal most common to the complete
gene circuit provided this intersection is not empty. A geometric interpretation
is that we want common faces into the lattice polytope, these common faces are
hyperplanes of concentrations that are sustained or conserved during all the steady-
state available to the gene network. Also is important to say that this phenotypic
polytope is the sustained oscillatory phenotype reproduced for the case where the
solution has complex eigenvalues with positive real-part, shown by Savegau [9],
and now we reproduce the result with toric ideals, the toric ideal associated to this
oscillatory region is named as a phenotypic toric ideal.
Then the intersection of the ideals with Zariski closure not empty, yields:
IP1 = 〈X˙A〉 ∩ 〈X˙1〉 ∩ 〈X˙2〉 ∩ 〈X˙3〉 = IP1 = 〈uR − 1〉,
IP2 = 〈X˙R〉 ∩ 〈X˙1〉 ∩ 〈X˙3〉 ∩ 〈X˙4〉 = IP2 = 〈uA − 1〉.
or in a geometric manner,
σ∨P1 = σ
∨
A ∩ σ∨2 ∩ σ∨3 ∩ σ∨R ∩ σ∨4 = Con (e5),
σ∨P2 = σ
∨
R ∩ σ∨1 ∩ σ∨3 ∩ σ∨4 = Con (e6).
Taking the Zariski closure in both ideals, Z(IP1) = {uR − 1 = 0} and Z(IP2) =
{uA − 1 = 0}, so we have .
uA = A ∗XA = 1 hence we solve for XA = A−1,
uR = B ∗XR = 1, analogously for XR = B−1.
With parameters A and B defined below; substituting in the equations with rela-
tionship to the repressor B ∗XR = 1 and activator A ∗XA = 1 respectively, in the
equations,
X˙2 = A ∗XA − (β2 + µ) ∗X2 = 1− (β2 + µ) ∗X2,
X˙4 = B ∗XR − (β4 + µ) ∗X4 = 1− (β4 + µ) ∗X4.
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And this is a system of first order differential equations with solutions well
known, in the literature, and given by:
X2(t) = X20 ∗ exp(−(β2 + µ) ∗ t) + (β2 + µ)−1 (1− C0 exp(−(β2 + µ) ∗ t)),
X4(t) = X40 ∗ exp(−(β4 + µ) ∗ t) + (β4 + µ)−1
(
1− C˜0 exp(−(β4 + µ) ∗ t)
)
.
With real constants X20 and X40 which are the initial conditions of concentration
of mature regulators X2 and X4 respectively, for the solution of the homogeneous
differential equation.
Also taking the Zariski closure for both ideals Iσ∨2 and Iσ∨4 we have.
Z((Iσ∨2 )) = {u2uA − 1 = 0, u1 − 1 = 0, uR − 1 = 0, u3 − 1 = 0, u4 − 1 = 0}.
Z((Iσ∨4 )) = {u4uR − 1 = 0, u1 − 1 = 0, u2 − 1 = 0, u3 − 1 = 0, uA − 1 = 0}.
To reproduce the oscillatory phenotype of Savageau, now we study the non-trivial
generators, in both Zariski closures above, where to study these kind of solu-
tions associated to Zariski closure, we are understanding, that is a equivalent way
to study the steady-state condition associated to each pair (Z((Iσ∨i )), u˙i) for all
i = 1, 2, 3, 4, A,R; i.e, in our case we want to reproduce the oscillatory phenotype
related to the regulators u2 = (β2 + µ)X2 and u4 = (β4 + µ)X4 in normalised
coordinates.
Taking the non-trivial generators above, we have u2uA−1 = 0 and u4uR−1 = 0, we
can appreciate the inverse relationship between immature and mature regulators,
uA = u
−1
2 and uR = u
−1
4 , which tell us, most production of mature regulators, less
concentration of immature regulators. And substituting in steady-state from the
analytical solution given above for X2(0) and X4(0). we have uA = (β2 +µ)
−1X−120
and uA = (β4 + µ)
−1X−140 , we substitute in the expression for steady-state equa-
tions, X˙2 = X˙4 = 0, therefore,
0 = X˙2 = (β
0
2 + µ
0)
(
βA
β0A
α01n
0
2
(β01 + µ
0)
√
ρ01K
0
2
)
∗ (β2 + µ)−1X−120 − (β2 + µ) ∗X20,
0 = X˙4 = (β
0
4 + µ
0)
(
βR
β0R
α03n
0
4
(β03 + µ
0)
√
ρ03K
0
4
)
∗ (β4 + µ)−1X−140 − (β4 + µ)X40.
This type of solutions is suggested by M. Savageau [9]. Now, we have the desired
relation between the regulatory capacities: (β2 +µ) and (β4 +µ). Substituting and
clearing terms:
(β4 + µ)
2 ∗X240(β03 + µ0)β0R
√
ρ03K
0
4K4AK
0
2 (β
0
2 + µ
0)βAα
0
1n
0
2 ∗ Z1 =
(β2 + µ)
2 ∗X220 ∗ (β01 + µ0)
√
ρ01K
0
2K2K
0
4βRα
0
3n
0
4(β
0
4 + µ
0) ∗ Z2.
clearing (β4 + µ) in the left side and (β2 + µ) in the right side, and after applying
logarithms in both sides, we have the expression:
log10 (β4/µ+ 1) = log10
{
X40
X20
√
K˜ (β2/µ+ 1)
}
= log10(β2/µ+1)+log10
(
Z¯
√
K˜
)
.
This geometrical region can be seen in Figures 3-9; [9], given that there is free
selection of some parameters (ref. [9]), the regions change with respect to them;
µ, βA, β
0
A, βR, β
0
R are free parameters without experimental measure and the com-
plex number Z¯ =
X40
X20
= R exp(ı∗Θ) ∈ C∗ is given for periodical initial conditions
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of production regulators, M. Savageau [9], here K˜ is defined by:
K˜ =
(
B
A
)(
K2R
K02
)(
K04
K4A
)(
β04 + µ
0
β02 + µ
0
)
, where;
A =
[(
βA
β0A
)
α01n
0
2
(β01 + µ
0)
√
ρ01K
0
2
]
,
B =
[(
βR
β0R
)
α03n
0
4
(β03 + µ
0)
√
ρ03K
0
4
]
.
Substituting some parameters for empirical values:, for details, see reference,
J. Lomintz and M. Savageau [9]. We have:
A =
[(
βA
β0A
)
33.3mRNAs(30)√
100(1.5811)
]
,
B =
[(
βR
β0R
)
33.3mRNAs(30)√
100(0.5)
]
.
βA
β0A
= 0.25 and
βR
β0R
= 0.175 (free values), see [10], [9], K02 ≈
√
10K04 , K
0
4  17.3938.
Every pair of values K2R and K4A are calculated with respect to pii = 1, 0, δi = 1, 0
and the formulas given at the begin of the example; also these values and formulas
have a bit different normalization, but the intention here is to show that using
common toric ideals in the S-system, it is possible to find an invariant region in
this case the use of toric ideals, as was the case for 〈uA − 1〉 and 〈uR − 1〉.
In the figures presented (Figures 3 -9), the rigth panel shows yellow geometric
regions that reproduce the sustained oscilatory region found for different control
modes, which are given by the condition lattice vector (δ1, δ3, pi1, pi3) ∈ Z2; shown
in, J. Lomintz and M. Savageau [9].
Now we consider other analytical solutions for other phenotypic polytopes, as is
the case associated to the phenotypic toric variety X∑ = {u2 = u24} where this
affine space associated to the steady-state solution in all the S-System, and is
possible to calculate new analytical expression from this expression, as is shown to
continuation, we consider the condition of steady-state is always satisfied:
X2(0) = K˜ ∗ (β2 + µ) ∗ (β4 + µ)X24 (0),
And finally we obtain in logarithmic-space an analytical function defined in a branch
of the complex logarithm, i.e., log10(β4/µ) : R+ −→ C. where,
log10(β4/µ+ 1) = log10
{
X20
K˜ ∗ µ2 ∗X24 (0)
}
− log10(β4/µ+ 1).
In its polar form, it is the case when the value of θ˜ has complex values, and in this
way we have associated the sustained oscillatory complex region:
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log10(β4/µ+ 1) = log10
[
R˜
(
cos(θ˜)± ı sin(θ˜)
)]
.
Where the parameter K˜ depend of all control modes of oscillatory gene circuit stud-
ied, pii = δi = 1, 0 with combinations given in the figures 3-9 for i = 1, 2, 3, 4, A,R
and K˜ is varying in these numbers, each region is visualised in the respective figures.
Also the parameters R˜ and θ˜ are functions of the parametric variable (β2/µ+ 1).
Here we consider constants initial conditions X2(0) and X
2
4 (0) from solution of
differential equations, and also to recover the sustained oscillatory region obtained
for Savageau we give nominal values for its graphical representation.
This expression to point us what an oscillatory sustained region be preserved
for, a possible case of biological interpretation, could be that the initial concentra-
tion C0 of mature regulator X2 must be constant, as is the case of uA = 1 where
was associated the non homogeneous solution of the ordinary differential equation
to X˙2, with initial condition C0, and the initial concentration of immature regular
X20, must be null or almost zero, and 1 ≈ C0 must be true.
A lattice diagram of toric ideals as subgroups can be done; where the generators
< uA − 1 > and < uR − 1 > associated to the oscillatory phenotype found in
Savageau can be localized in such diagram, respect to a partial order, for exmaplle
inclusion of sets. The rest of generators are not yet explored and they also were
found with Hilbert basis as realization of a toric variety X∑, and will be explored
in detail in a future analysis.
6. Comments and future developments.
The mathematical results here presented will enable the study of S-Systems in
steady state by means of computing toric ideals, since minimal generators contain
the solution space of S-Systems. In this way the use of Hilbert basis is important
for the solution of these systems, even more with Theorem 4.5 which gives a clear
perspective for the study of dynamical solutions on genetic-metabolic networks at
hand with Hilbert basis associated to the lattice polytope in S-Systems. These will
enable us in a future work, to model large genetic- metabolic networks.
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8. Conclusions.
The main result in this work is the use of Theorem 3.6, and the Hironaka-
Atiyah’s Theorem for the demonstrations given in Theorems, Theorem 4.4-
(embedding of S-Systems in toric varieties), and Theorem 4.5-(toric res-
olution on S-Systems), that give the foundation to the toric formalization of
genetic-metabolic networks in the approach studied by M.A. Savageau. These facts
demonstrate that S-Systems are toric varieties. As a consequence of these results,
the Theorem 4.4 give us a formalization for the study of S-Systems in steady-state.
In more general terms, the Theorem 4.5 provides the formal support to the use of
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toric algebraic geometry tools to the study of the dynamics of genetic-metabolic
networks. In both cases we have seen the use of Hilbert basis for the realizations
of toric morphisms, and computationally it opens the possibility for this mathe-
matical modelling of large-scale genetic-metabolic networks, since the algorithms
to compute Hilbert basis in high-dimensional lattice polytope can be used. Also
we analyse a particular genetic-metabolic network, computing the toric ideals and
toric varieties associated to the S-system of this network, this network is the case
of a synthetic oscillating design, studied by Savageau [9] in the which was reported
the existence of a sustained oscillating region (oscillating phenotype) when the
regulation transcriptional was submitted under different control modes, we repro-
duced this region with an ideal toric common called phenotypic toric ideal, and
we also constructed the phenotypic toric variety, where we can conclude that these
geometrical-algebraic objects are invariant too under these control modes, finding
the possibility of more intrinsic properties in the topology of any gene-metabolic
network, and to perform future studies of these structures.
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