Abstract. Bidiagonal reduction is the preliminary stage for the fastest stable algorithms for computing the singular value decomposition. However, the best error bounds on bidiagonal reduction methods are of the form A + A = UBV T ; k Ak 2 " M f(n)kAk 2 where B is bidiagonal, U and V are orthogonal, " M is machine precision, and f(n) is a modestly growing function of the dimensions of A.
1. Introduction. We consider the problem of reducing an m n matrix A to bidiagonal form. That is, we nd orthogonal matrices U 2 < m m and V 2 < n n such To denote B in (1.1) we use the shorthand B = bidiag( 1 ; 2 ; : : : ; n ; 2 ; : : : ; n )
or use the MATLAB{like form B = bidiag( (1: n); (2: n)): We will also use MATLAB notation for submatrices. Thus A(i: j; k:`) denotes the submatrix of A consisting of rows i through j and columns k through`. Likewise, A(: ; k:`) denotes all of columns k through`and A(i: j; : ) denotes all of rows i through j.
For a matrix X 2 < m n , let i (X) denote the i th singular value of X, for i = 1; 2; : : : ; minfm; ng. We also let X y be the Moore{Penrose psuedoinverse of X and we let J(i; j; ij ) be a Givens rotation through an angle ij applied to columns i and j. The reduction (1.1) is usually done as a preliminary stage for computing the singular value decomposition of A. There are now a number of very good algorithms for computing the singular value decomposition of bidiagonal matrices. We know that the \zero{shift" Q{R algorithm 13], bisection 4], and the dqds algorithm 15] can compute all of the singular values of B to relative accuracy. We also know that it is not reasonable to expect any algorithm to compute all of the singular values of a matrix to relative accuracy unless that matrix has an acyclic graph 11] or is totally sign compound 12] . Thus, it is not surprising that no algorithm can be expected to produce the bidiagonal form of a general matrix to relative accuracy in xed precision arithmetic.
The Jacobi algorithm is a more accurate method for nding the singular values of a general matrix than any algorithm that requires bidiagonal reduction. Unfortunately, the Jacobi algorithm is usually slower. For simplicity, assume that m = n. Bidiagonal reduction followed by the Q{R algorithm can produce that SVD in about 20n 3 ops. One Jacobi sweep requires about 7n 3 ops. Thus, for Jacobi to be competitive, it must converge in about three sweeps, and that rarely happens.
In this paper, we present a bidiagonal reduction method that will often preserve more of the accuracy in the singular value decomposition.
The reduction is computed in two stages. In the rst stage, using a Householder Here f(n) is a modestly sized functions and A is a growth factor given in 10]. A similar reduction is recommended by Demmel and Veseli c 14] before using the Jacobi method. Thus the di erence in our algorithm is the reduction of C.
In the second stage, we apply a new bidiagonal reduction algorithm to C. This algorithm produces a bidiagonal matrix B such that for some n n matricesB , C , and some orthogonal matrices U and V , we have C + C = UBV T ; (1.5) The rst column of V is not e 1 , the rst column of the identity matrix.
The computation of the matrices U and V are interleaved in a di erent manner to preserve accuracy in the small columns. In the next section, we give our algorithm for producing the bidiagonal form. In x4 we prove the bounds (1.2){(1.3). In x5, we give some tests and a conclusion.
2. Reduction to triangular form. p n ? j kC(: ; j + 1: n)k F ; j = 1; 2; : : : ; n: (2.4) In fact, any reduction of A satisfying the property (2.4) will be a suitable preprocessing step and will lead to the results given here.
We now give algorithms for computing the bidiagonal reduction of C. C(k: n; k: n) U k C(k: n; k: n); U(: ; k: n) U(: ; k: n)U k :
3.
n C(n; n); n C(n ? 1; n) We now present a Givens{based bidiagonal reduction procedure for an n n matrix C satisfying (2.4) . In x4, we show that this new algorithm will achieve error bounds of the form (1.5){(1.8). (a) Let V k be the product of Givens rotations V k = V k;k+1 V k;n ; V k;j = J(k; j; kj );
that satis es
Compute y k = C(k: n; k: n)V k e 1 ; V (: ; k: n) V (: ; k: n)V k :
C(k: n; k: n) C(k: n; k: n)V k :
4.
n C(n; n); n C(n ? 1; n) Step one requires the minimum length solution of the least squares problem Table 3 .1 summarizes the complexity of the two bidiagonal reduction algorithms. If we letṼ
where F (k) 11 = bidiag( 1 ; : : : ; k ; 2 ; : : : ; k ); and F (k) 12 is zero except for the last row. Therefore,Ṽ k , in e ect, zeros out lower k (n ? k) block of F.
The following lemma bounds the e ect of a large class of orthogonal transformations from the right. Lemma 4.1. Let F 2 < m n and V 2 < n n be partitioned according to 
11 V
11 ; V 12 = V V is the growth factor from k steps of Gaussian elimination on V .
Unfortunately, the bound on growth for Gaussian elimination for a given row ordering is no better for orthogonal matrices than it is for all matrices. The following result is proven by Barlow and Zha 7] . Note that kX ij k 2 1 for i; j = 1; 2. We can prove some results above the Krylov matrix associated with X. We now give the following lemma about Krylov matrices for X.
Lemma 4.5. Let X 2 < n n be given by (4.7){(4.10) and the matrix X 11 in (4.7) be nonsingular. Let y 2 < s and let z 2 We can now prove the following lemma. Lemma 4.6. Let z 2 < n ,C 2 < n n and X 2 < n n be as in Lemma 4.5 and let K 2 < n n be the Krylov matrix K = (z; Xz; : : : ; X n?1 z): Let (k + 1: n; j: n) = F(k + 1: n; j: n)Ṽ (2) 22 and that kC (k) (k + 1: n; j: n)k F kF(k + 1: n; j: n)k F kṼ (k + 1: n; j: n)k F V kF(k + 1: n; j: n)k F V kC(: ; j: n)k F :
Note that the ability to factorṼ k into V 1 and V 2 is a feature of a Givens rotation based algorithm for bidiagonal reduction.
Error Bounds and Implications.
The error bounds for this paper are stated in two theorems. The rst one is proven in x7, the second is a consequence of the rst. 16 However, singular vectors for 3 and 4 are essentially the same, and subspace for the clustered singular value near 1 is also essentially the same. Quite recently, there have been a number of papers on the singular values and vectors of matrices under structured perturbations. We give two results below that are relevant to singular values for the perturbation given in Theorem 4.9.
The rst is due to Kahan 13] .
Lemma 4.11. Let B = bidiag( (1: n); (2: n)) 2 < n n , let B = bidiag(~ (1: n);~ (2: n)) 2 < n n , and let 1. 
where H k is a k k matrix whose (i; j) entry is h ij = (i + j ? 1) ?1 . produces an upper triangular matrix from that. Thus the resulting bidiagonal matrices tended to be more graded. We then constructed 50 matrices of the form A = F 2 where F was 50 35 matrix generated by the MATLAB function randn (for generating matrices with normally distributed entries).
Each matrix in both test sets were reduced to a matrix C using the algorithm in x2. Three separate routines were used to nd the SVD of C. machine precision in MATLAB. There seems to be no measurable di erence between Algorithms G and H in the quality of the singular values produced.
The error analysis produced in the x4 indicates that we should expect better accuracy from Algorithm G, but does not explain why the singular values produced from both algorithms are so accurate. We suspect that matrix C produced from the reduction in x2 will almost always have good bidiagonal reduction from either algorithm, but we know of no analysis to explain why this happens for Algorithm H.
6. Conclusion. We have presented a new bidiagonal reduction algorithm that have four di erence from the standard algorithm. Although it cost from 8 27 n 3 ops to 2 8 27 n 3 more ops than the Golub{Kahan algorithm , our analysis shows that the new reduction gives a better guarantee of accurate singular values.
Our numerical tests seemed to indicate that we performed the Cox{Higham Householder factorization routine as a pre{processor, both the new algorithm and the Golub{Kahan routine produced singular values that were even more accurate than any known theory predicts. Thus we strongly recommend this preprocessing step whenever it is feasible. The matrix C resulting from this reduction is usually highly graded and we suspect that there is still much to understand about the behavior of bidiagonal redcution on graded matrices.
The extra cost of the new bidiagonal reduction method is far less than that of any implementation of the Jacobi method to date. It gives a reasonable guarantee of relative accuracy singular values larger than " 3=2 M and tests con rm that behaves well 
