Abstract-The paper addresses the estimation of the continuous-time input signal to a linear sensor that is given in state-space form. In previous work, Bolliger et al. proposed to model the input signal as (continuous-time) white Gaussian noise and derived a corresponding estimator that is based on Kalman filtering. The present paper elaborates on this new estimator. In particular, it establishes the continuity (or the piecewise continuity) of the estimate, presents a new interpolation formula between samples, complements the Kalman-filter perspective by a Wiener-filter perspective, and demonstrates practicality by numerical experiments.
I. INTRODUCTION
Let U (t) and Y (t) be the real-valued input signal and output signal, respectively, of some sensor. We are given noisy samples
of Y (t) at discrete moments t k , k ∈ Z, (with t k < t k+1 ), where Z k (the measurement noise) are i.i.d. Gaussian random variables that are independent of U (t) and Y (t). From these samples, we wish to estimate U (t).
We will assume that the sensor is given by a finitedimensional stable linear state-space model with state X ∈ R n evolving according to (2) with A ∈ R n×n and b ∈ R n×1 , and with
dX(t) = AX(t) dt + bU (t) dt
with c T ∈ R 1×n . A number of generalizations of this setting will be indicated at the end of Section IV.
Problems of this sort are usually addressed by beginning with additional assumptions on U (t). A classical approach is to assume that U (t) is low-pass filtered Gaussian noise and to estimate it either by a Wiener filter or by a Kalman smoother [1] , [2] . (For the former, we need stationary conditions and regular sampling while the latter requires the low-pass filter to be in state-space form.) More general priors on U (t), such as splines [3] , have also been used, but lead to more complex estimators. In another approach, U (t) is assumed to be sparse with respect to some basis, as, e.g., in [4] , [5] . Yet another approach is proposed in [6] . The stated problem is also related to equalization problems in communications, cf. [7] - [9] .
However, in many practical applications, the actual sensor input signal is, strictly speaking, neither bandlimited nor sparse: better sensors might reveal ever more details in the signal. Nonetheless, we need to cope with the given sensor, as well as we can.
A new approach to such estimation problems was proposed (among other things) by Bolliger et al. in [10] , [11] . In this approach, U (t) is modeled as white Gaussian noise (WGN)-not because the unknown true input signal is expected to resemble WGN, but to avoid unwarranted assumptions on its spectrum. It is shown in [10] , [11] that modeling U (t) as WGN leads to a practical estimator that is easily computed on the basis of forward-backward Kalman filtering/smoothing.
The definition of the estimateû(t) from [10] , [11] can be paraphrased as follows. For Δ > 0, let
If U (t) is a continuous signal, then lim Δ→0Ũ (t, Δ) = U (t). Assume now that U (t) is white Gaussian noise. Then, for fixed t,Ũ (t, Δ) is a well-defined zero-mean Gaussian random variable with variance σ
andû(t) is defined aŝ
The existence of this limit was shown in [11] . The practical computation ofû(t) will be reviewed in Section II. In this paper, we report several new theoretical and experimental results on this estimator. In the theory part, we show, in particular, thatû(t) is smooth (i.e., continuous and infinitely often differentiable) between sampling times t k . In fact, the smoothness is obvious from a new expression for u(t) between sampling times that is attractive also for practical computations. We also show thatû(t) is continuous even for t ∈ {t k } if c T b = 0. In addition, we give a Wiener-filter version of the estimate (6) that further illustrates the nature of this estimate.
In the experimental part, we report not only some simulation results, but also measurements with a real sensor in an industrial setting similar to [12] .
The proofs of Theorems 2 and 3 use factor graphs as in [11] , [13] , but factor graphs are not otherwise used in this paper.
The paper is structured as follows. Section II reviews the required background from [11] . The new theoretical results are presented in Sections III and IV, and the experimental results are given in Section VI.
II. BACKGROUND FROM PREVIOUS WORK As shown in [11] , the estimate (6) is given bŷ
withW
The column vectors − → m X(t) and ← − m X(t) in R n and the matrices
i.e., the probability density of X(t) conditioned on the past
is the mean vector of this density and
which may be viewed (up to a scale factor) as a Gaussian density in x(t) with mean vector ← − m X(t) and covariance matrix ← − V X(t) . The estimate (7) remains correct even in the limit when some (or all) eigenvalues of − → V X(t) and/or of ← − V X(t) go to zero or to infinity.
The recursive computation of − → m X(t) and − → V X(t) amounts to the state-prediction recursion of Kalman filtering, and ← − m X(t) and ← − V X(t) may be computed by an analogous backward recursion [11] , [13] . (On-line computation of (7) is possible with sufficient look-ahead.)
For numerical computations, it may be preferable to use the formular (7) only for t ∈ {t k }, and to use the new interpolation formula (12) for any intermediate moments t. Note also that, in a stationary situation with constant intervals t k+1 − t k , the covariance matrices − → V X(t k ) and ← − V X(t k ) (and thusW (t k )) do not depend on k and may be computed offline, as is usual in Kalman filtering.
We also recall the following variational characterization of u(t) from [10] , [11] :
Then the estimated pair û(t),x(t) withû(t) as in (7) and with the corresponding state estimatex(t) minimizes among all piecewise continuous 1 functionsû(t). 2
The fact that the estimate (7) is indeed piecewise continuous will be established in Section III.
III. INTERPOLATION AND CONTINUITY OFû(t)
Theorem 2 (Interpolation).
Assume that both t and t = t + Δ lie between adjacent sampling times t k and t k+1 , i.e., t k < t ≤ t k+1 and t k < t ≤ t k+1 . Then
Note that Δ may be negative. It is obvious that (12) is a smooth function of Δ, which proves thatû(t) is smooth between sampling times. The proofs of the two theorems in this section assume some familiarity with factor graphs [13] .
Proof of Theorem 2: From (7), we havê
Now consider Fig. 1 , which shows a factor graph of the joint probability density of the relevant variables (cf. [11] ). Using Tables 2 and 3 of [13] (specifically, equations (II.9), (II.10), (II.12), (III.2), and (III.8) from these tables), we have, first,
then ← − m X(t) = e −AΔ← − m X(t ) and thus
and finallyW (t) = e A T ΔW (t )e AΔ and thus
Inserting these expressions into (13) yields (12) . 2
Theorem 3 (Continuity at sampling times). If c T b = 0, thenû(t) as in (6) is continuous also for t ∈ {t k }. 2
Conversely, if c T b = 0, thenû(t) is generically not continuous for t ∈ {t k }, as is evident from many examples.
Proof of Theorem 3:
We have to show that
if c T b = 0. The relevant part of the factor graph for the lefthand side of (17) is shown in Fig. 2 (top) , and the relevant part of the factor graph for the right-hand side of (17) is shown in Fig. 2 (bottom) . The former represents the equations
and
If c Fig. 2 (top) is equivalent to Fig. 2 (middle) . But for Δ → 0, Fig. 2 (bottom) also turns smoothly into Fig. 2  (middle) . 2
IV. WIENER FILTER PERSPECTIVE
In a stationary situation with t k = kT for fixed T > 0, the MAP/MMSE/LMMSE estimate (6) can also be obtained via a version of a Wiener filter [1] , [2] as follows. Let G(ω) be the frequency response of the sensor, i.e., the Fourier transform of the impulse response of the system given by (2) and (3). Let z denote the complex conjugate of z ∈ C.
Theorem 4. Under the stated assumptions,
where h(t) is given by its Fourier transform It should be noted, however, that the Kalman-filter approach (7) is more general than the Wiener filter of Theorem 4. In particular, the Kalman-filter approach works also for nonuniform sampling, and it generalizes easily to time-varying systems (e.g., unstable systems under digital control as in [15] ) and to mildly nonlinear systems (via local linearisation as in extended Kalman filtering [1] ). 
V. POSTFILTERING
While the estimate (6) is piecewise continuous (and smooth between sampling times), the user of the sensor may sometimes prefer a smoother-looking estimate of U (t). In this case, the estimate (6) may simply be passed through a suitable lowpass filter (preferably with linear phase response).
Such postfiltering is similar, in effect, to estimating U (t) under the traditional assumption that it is bandlimited. However, the results of the two approaches are not identical, as is easily seen from (22). Moreover, in a Kalman filter setting (as in Sections II and III), the traditional assumption requires a state space model of the noise-shaping filter to be included in the Kalman filter, which increases its complexity; by contrast, postfiltering the estimate (7) does not affect the Kalman filtering at all.
It should be noted that postfiltering (6) is, in principle, a continuous-time operation. A practical time-domain algorithm with piece-wise analytical solutions based on (12) will be discussed elsewhere. Fig. 3 shows the amplitude response of two different sensor models, one of order n = 2 and the other of order n = 4, which both originate from fitting low-order models to the mea- Note that the input signal in these simulations has effective discontinuities, which is not uncommon for real signals (e.g., forces when moving objects collide). Note also that the input signal is nonnegative, of which the estimator is ignorant. Fig. 6 shows the input estimate for the 2nd-order model in microscopic detail. It is apparent that the estimated signal is not continuous at the sampling moments, which is due to the fact that c T b = 0 in this case (cf. Theorem 3). By contrast, the estimate in Fig. 4 is continuous everywhere in consequence of Theorems 2 and 3. Fig. 7 illustrates the use of the 4th-order model with measured real-world data. In this case, the true input signal is not known, but a better (more expensive) reference sensor provides a good guess of it. Moreover, the actual sensor dynamics has slightly changed during operation while the estimation uses the unchanged 4th-order model. The estimate is smoothed by postfiltering as in Section V. Due to the uncertainties of the situation, it is difficult to assess the quality of the estimate in absolute terms, but it can certainly be concluded that the estimator works very well in practice.
VI. EXPERIMENTAL RESULTS
(The estimated signal in Fig. 7 is sometimes clearly negative. This seems to be due to a bias in the measurement set-up, not due to a problem with the estimator.)
VII. CONCLUSION
We have presented a number of new theoretical and experimental results on the input-signal estimator that was proposed by Bolliger et al. [10] , [11] . In particular, we have established continuity (or piecewise continuity if c T b = 0) of the estimate, we have complemented the Kalman-filter perspective of [10] , [11] with a Wiener-filter perspective, and we have given experimental results that confirm the practicality of the estimator. 
