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Abstract. In this paper we study the space of functions in the unit
ball in Cn annihilated by the dierential operators ; , ,  2 C,
given by
; = (1− jzj
2)
8<:X
i;j
(i;j − zizj)DiDj + R+ R− 
9=; :
We obtain growth estimates and several equivalent characterizations
of those such functions having boundary values in Hp(Sn), in terms
of maximal and area functions.
1. Statement of the problems and results
1.1. Let Bn denote the unit ball in Cn, Sn its boundary. In [Ge] Geller
introduced a family of dierential operators,
; = (1− jzj
2)
8<:X
i;j
(i;j − zizj)Di Dj + R+  R− 
9=;
where Di = @=@zi, and R is the radial derivative given by R =
P
i ziDi. If
 =  = 0, 0;0 is the invariant laplacian or Bergman laplacian. It can be
shown that ; is the laplacian with respect to the weighted Bergman metric,
with weight (1 − jzj2) (see Section 2). The functions annihilated by 0;0 are
called invariantly harmonic or M-harmonic (see [Ru, Chapter 4 ] for general
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properties of these functions). We will call (; )-harmonic the functions u such
that ;u = 0.
With ; there is associated a kernel
P;(z; ) = c;
(1− jzj2)n++
(1− z)n+(1− z)n+
; z 2 Bn;  2 Sn;
where
c; =
Γ(n+ )Γ(n+ )
Γ(n)Γ(n+ + )
:
If Re (n +  + ) > 0, and neither n +  nor n +  is zero or a negative
integer, P; is an approximation of the identity, and if f is continuous on S
n,
the function P; [f ] dened on B
n by
P; [f ](z) =
Z
Sn
P;(z; ) f() d();
solves the Dirichlet problem for ; with boundary values equal to f (see
Section 2.1).
The operators ; appear in a natural way when we consider certain deriva-
tives of M-harmonic functions. It is proved in [Ge], (see also [ACa]), that
;u = 0 implies ;−1(Ru− u) = 0 (in particular, radial derivatives of M -
harmonic functions are no longer M -harmonic). The operators ; also appear
when computing the Laplace-Beltrami operator on forms.
In [Ge], Geller studied the space of functions in the Siegel upper half-plane
harmonic with respect to the corresponding invariant laplacian. He obtained
several characterizations of functions in such a space with boundary values in
the Hardy space Hp(Hn), p  1, and some partial results for p < 1, where Hn
is the Heisenberg group.
In this paper we will deal with analogous questions in the context of the unit
ball and for the laplacians ; for ;  satisfying Re (n +  + ) > 0, n + ,
n+  not zero or negative integer.
We will deal with the following expressions, dened for a smooth function u
in Bn:
(a) The radial maximal function
u+() = supfjf(r)j ; 0  r < 1g:
(b) The admissible maximal function
M[u]() = M [u]() = supfjf(z)j ; z 2 A()g:
(c) The admissible area function
S[u]() =
(Z
A()
∥∥rBu(z)∥∥2B d(z)
)1=2
:
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Here, in (b) and (c), A() is the admissible approach region given by
A() = fz 2 B
n ; j1− zj < (1− jzj2)g;
d(z) =
1
(1− jzj2)n+1
dV (z);
dV denoting Lebesgue measure, and
∥∥rBu∥∥B is the Bergman length of the
Bergman gradient, given in coordinates by
krBuk
2
B = (1− jzj
2)
n nX
i=1
jDiuj
2 −
 nX
i=1
ziDiu
2 + nX
i=1
j Diuj
2 −
 nX
i=1
zi Diu
2o:
The aim of this paper is to prove the (expected) result that for an (; )-
harmonic function u, if one of the functions u+, M[u], S[u] belongs to L
p(Sn),
0 < p < +1, so do the other two, and that this fact is equivalent to u = P; [f ],
where f is in the atomic Hardy space Hp(Sn), as dened in [GaLa], which equals
Lp(Sn) for p > 1.
There are certain serious technical diculties in adapting the proofs of [GaLa]
or [Ge] (modelled after Feerman-Stein fundamental paper [FeSt] for the eu-
clidean case) to the present situation. The same comment applies to Uchiyama’s
papers on Hp-spaces. Our setting falls within the situation considered in [U],
general homogeneous spaces, but unfortunately the main result there on max-
imal characterization of Hp-spaces does not apply in our case. There is also a
related paper of Arai [A] in which he obtains similar results to ours for certain
real coercive operators with respect to the Bergman metric of a general strictly
pseudoconvex domain. It can be proved that ; is indeed coercive in this sense
exactly when Re (n++) > 0, but only 0;0 is covered by the results of Arai.
Instead we combine explicit formulae with results from the theory of tent
spaces, as developped in [CoMeSt]; strictly speaking, we use the analogue of
this theory for the ball or a general homogeneous space. We also use a version
of the T (1)-theorem due to Christ and Journe [ChJo]. The proof is done in
Section 4. Other ingredients of the proof are the existence of developments
of (; )-harmonic functions in terms of hypergeometric functions, mean-value
estimates (Section 2) and a couple of Green formulas for the laplacians ;
(Section 3).
1.2. The following notations and facts will be used. First, there is a \radial-
tangential" expression for ; obtained in [Ge] that will be often used:
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(1:1) ; = (1− jzj
2)

1
jzj2

(1− jzj2)R R− L0 +
n− 1
2
(R+ R)

+ R +  R− 
}
;
where
Lij = zi
@
@zj
− zj
@
@zi
:
and L0 = −
1
2 (
P
i<j
LijLij + Lij Lij).
We denote by (u; v)B the inner product
(u; v)B(z) = (1− jzj
2)
X
i;j
(ij − zizj)uivj

:
Note that krBuk2B = (Du;Du)B + (Du;Du)B. A computation shows that
∥∥rBu∥∥2B = (1−jzj2) 1jzj2
8<:(1− jzj2)(jRuj2 + j Ruj2) +X
i<j
jLijuj
2 +
X
i<j
jLijuj
2
9=; ;
which exhibits the usual non-isotropic behaviour of this gradient.
A number of hypergeometric functions will appear throughout. We use the
classical notation F (a; b; c;x) to denote
F (a; b; c;x) =
1X
k=0
Γ(a+ k)
Γ(a)
Γ(b+ k)
Γ(b)
Γ(c)
Γ(c+ k)
xk
k!
;
c 6= 0;−1;−2; : : : . We refer to [Er] for the theory of these functions.
Finally B(z; ) will denote, for z 2 Sn, the non-isotropic ball in Sn given by
f 2 Sn ; j1− zj <  g, and B^(z; ) = fw 2 Bn ; j1− z wj <  g is the admissible
tent over B(z; ). Here and throughout the paper we use  to denote the usual
hermitian inner product. The notation rBn will stand for the closed ball of
radious r.
2. Some preliminary results
2.1. Our rst step will be to prove that any function u such that ;u = 0
has a series expansion in homogeneous polynomials. We denote by H(p; q) the
space of homogeneous harmonic polynomials of bidegree (p; q).
Theorem 2.1 Let ,  2 C, and let u be a C2 function in Bn satisfying
;u = 0. Then
u(r) =
X
p;q
Fp;q(r
2)up;q(r);
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where Fp;q(x) is the hypergeometric function given by
Fp;q(x) = F (p− ; q−; p+ q + n; x);
up;q 2 H(p; q), and where the series converges uniformly and absolutely on com-
pact sets in Bn.
Proof. For each 0 < r < 1 the L2-decomposition in harmonic polynomials of
u(r) (see [Ru, page 256]) gives that
u(r) =
X
p;q
Z
Sn
Kpq()u(r) d();
where Kpq(; ) = Kpq() is the orthogonal projection of L
2(Sn) onto H(p; q).
Next, let  2 Sn and p, q 2 Z+ be xed, and for  2 D, let
f() =
Z
Sn
Kpq()u() d():
Since ;u = 0, the \radial-tangential" expression of ; (see (1.2)) gives
that
(1− jj2)jj2
@2f
@@
+
(n− 1)
2


@f
@
+ 
@f
@

(2.1)
+ jj2


@f
@
+ 
@f
@

− jj2f
=
Z
Sn
Kpq()L0u() d()
=
Z
Sn
L0Kpq()u() d()
= cpq
Z
Sn
Kpq()u() d() = cpqf();
where in the second equality we have used that L0 is a self-adjoint operator and
in the previous to the last identity, that L0H(p; q) = cpqH(p; q), with cpq =
pq + (n− 1)(p+ q)=2 (see [ABr, page 138]).
Since for 0 < r < 1, 0    2, f(rei) = ei(p−q)f(r), the function
f()=(
pq) is radial. Hence there exists g(x) dened on 0 < x < 1 such that
f() = 
pqg(jj2). Expressing in terms of g and its derivatives, and writing
x = jj2, we obtain
(1− x)x2g00(x) + x [(1− x)(p+ q + 1) + (n− 1) + (+ )x] g0(x)+
pq +
n− 1
2
(p+ q)− cpq − x(pq − p− q + )

g(x) = 0:
108 P. Ahern, J. Bruna & C. Cascante
Now, inserting the denition of cpq in the equation above, we deduce that g
satises the hypergeometric equation
(1− x)xg00(x) + ((p+ q + n)− x(p+ q + 1− − )) g0(x)(2.2)
− (p− )(q − )g(x) = 0.
As a consequence of Frobenius’ Theorem, every solution of this equation is a
linear combination of two functions g1(x), g2(x), whose behaviour at x = 0 is
respectively like 1 and x1−p−q−n (when n = 1 and p = q = 0; x1−p−q−n must
be replaced by lnx). Since clearly g(x) is bounded near zero while g2 is not, we
conclude that g is a multiple of g1(x), which is known to be the hypergeometric
function F (p− ; q− ; p+ q + n; x). Hence,
g(x) = Cpq()F (p− ; q−; p+ q + n; x);
for some constant Cpq(). Therefore,
f() = Cpq()
pqF (p− ; q−; p+ q + n; jj2):
This last expression, together with the denition of f gives that for each xed
0 < r < 1, the function G() = f(r) is in H(p; q), and consequently, that there
exists upq 2 H(p; q) so that Cpq() = upq(). Thus
u(z) =
X
p;q
F (p− ; q−; p+ q + n; jzj2)upq(z):
Since u is regular, each term in the above expansion satises an adequate es-
timate on compact sets of Bn that assures the absolute and uniform convergence
of the series (see [St, Apendix C]). 2
Let us look in detail at the solvability of the Dirichlet problem for ;
;u = 0; u 2 C( B
n); u = ’ on Sn; ’ 2 C(Sn):
Theorem 2.2 ([Ge]) The Dirichlet problem has a solution for all ’ 2
C(Sn) if and only if Re (n +  + ) > 0 and n +  =2 Z−, n +  =2 Z−. In
this case the solution is unique and is given by
u(z) =
Z
Sn
’()P;(z; ) d() = P; [’](z)(2.3)
with
P;(z; ) = c;
(1− jzj2)n++
(1− z)n+(1− z)n+
; c; =
Γ(n+ )Γ(n+ )
(n− 1)!Γ(n+ + )
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or, alternatively, by
u(z) =
X
p;q
fpq(r
2)rp+q’pq(); z = r;(2.4)
if ’ =
P
p;q ’pq is the expansion of ’, with
fpq(x) =
Fpq(x)
Fpq(1)
:
Proof. Suppose that the Dirichlet problem has a solution for all ’ 2 C(Sn).
Take ’pq 2 H(p; q), ’pq 6 0 and let u be a solution of the Dirichlet problem.
By Theorem 1,
u(r) =
X
p0q0
Fp0q0(r
2)up0q0(r);
and henceZ
Sn
u(r)’pq() d() = F (p− ; q− ; p+ q + n; r
2)hupq; ’pqi:
Since the left-hand side has limit k’pqk22, it follows that
lim
r!1
F (p− ; q−; p+ q + n; r2)
exists and is not zero. From [Er] we know that if Re (c − a − b)  0, the
hypergeometric function F (a; b; c; x) has a limit at 1 only if a or b is a non-
positive integer. Taking p; q large enough it follows that we must have
Re (p+ q + n− (p−)− (q−)) = Re (n+ + ) > 0:
In this case, the limit above is
Γ(p+ q + n)Γ(n+ + )
Γ(n+ q + )Γ(n+ p+ )
;
and this is non-zero for all p, q if and only if n+, n+ are not zero or negative
integers.
The proof of Theorem 2.1 shows that
Fpq(r
2)rp+qupq() =
Z
Sn
Kpq()u(r) d();
and letting r ! 1 we see that Fpq(1)upq = ’pq which shows unicity and estab-
lishes formula (2.4). To show formula (2.3) one can argue as follows. By direct
computation, one rst shows that P; [’] is (; )-harmonic. It is also clear that
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P; [1] is radial, hence with the notations above it is a multiple of F00(jzj2).
Comparing the values at 0 we conclude that P; [1](z) = c;F00(jzj2). The
above choice of c; makes P; an approximation of the identity as jzj ! 1,
and therefore P; [’] is the solution of the Dirichlet problem (see 3.3 for another
direct argument). 2
A slight variant of the argument above shows that if Re (n +  + )  0,
then, except for special values of ; , no \reasonable" function is annihilated
by ;.
Proposition 2.3 Suppose Re (n +  + )  0 and neither  nor  is a
non-negative integer; then u  0 is the only u 2 C2(B) such that
(i) ;u = 0, and
(ii) sup0<r<1
R
Sn
ju(r)j d() < +1.
Proof. As before
u(r) =
X
pq
fpq(r
2)rp+qupq():
Multiplying by upq and integrating, we get
fpq(r
2)rp+qkupqk
2
2 =
Z
Sn
u(r)upq() d()
  Z
Sn
ju(r)j d() kupqk1:
Under our assumptions on , ,
fpq(r
2)!1 as r ! 1;
and hence kupqk2 = 0 for all p, q. 2
We point out without giving the full details that if  or  is a non-negative
integer, then there are always bounded (6 0) solutions to ;u = 0. For
example if  = 0, then any holomorphic function u is a solution to 0u = 0.
We do not know whether the proposition still holds under the assumption
sup
0<r<1
Z
Sn
ju(r)jp d() < +1
for some p < 1.
When Re (n +  + ) > 0 and either n +  or n +  is zero or a negative
integer, the proof of Theorem 2.2 shows that for the Dirichlet problems to have
a solution it is necessary that the boundary data ’ have zero components in
certain of the H(p; q).
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Proposition 2.4 Let u be (; )-harmonic, and assume Re (n++) > 0.
Then:
(i) u = P; [f ] for some f 2 Lp(Sn), 1 < p < +1 if and only if
sup
0<r<1
Z
Sn
ju(r)jp d() < +1:(2.5)
In this case, u has admissible limit f a.e. and M [u] 2 Lp(Sn).
(ii) u = P; [] for some measure  if and only if
sup
0<r<1
Z
Sn
ju(r)j d() < +1:(2.6)
In this case, u has admissible limit d=d a.e. Moreover, if M [u] 2 L1(Sn),
then d is absolutely continuous.
Proof. If u = P; [f ], obviously by Ho¨lder’s inequality
ju(z)jp 
Z
Sn
jP;(z; )kf()
p d()(2.7)
= jc;j
Z
Sn
(1− jzj2)n+Re+Re
j1− zj2n+Re+Re
jf()jp d();
and then (2.5) follows from [Ru, Proposition 1.4.10]. In the other direction, the
fact that the Lp-norms are uniformly bounded gives that there exists ’ 2 Lp(Sn)
and a sequence rm ! 1 such that u(rm)! ’(), as m! +1 weakly in Lp(Sn).
In particular, for each z 2 Bn xed, by Theorem 2.1,
P; [’](z) = lim
m!+1
Z
Sn
P;(z; )u(rm) d()
= lim
m!+1
X
pq
fpq(r
2
m)r
p+q
m
Z
Sn
P;(z; )upq() d()
= lim
m!+1
X
pq
fpq(r
2
m)r
p+q
m Fpq(jzj
2)upq(z)
=
X
p;q
fpq(jzj
2)upq(z) = u(z):
From the explicit formula for P; one easily obtains, as in the classical case,
that M [u] is dominated by the Hardy-Littlewood maximal function of f . This
implies that M [u] 2 Lp(Sn), and the existence of admissible limits is proved in
the standard way.
The rst part of (ii) is proved similarly. If M [u] 2 L1(Sn), then the con-
vergence of ur is dominated, hence its weak limit d is absolutely continu-
ous. 2
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2.2. In this section we study sub-mean value properties of the functions
annihilated by ; with no restrictions on , . We begin with some similar
to those found by Geller. For each z 2 Bn we denote E(z) the Bergman ball of
radious 12 centered at z, i.e. E(z) = ’z(
1
2B
n), where ’z is the automorphism of
the ball that maps z to 0, and such that ’2z = Id (see [Ru, pg 297]).
Lemma 2.5 There exists C = C(; ) such that if ;u = 0, then
ju(z)j 
C
(1− jzj)n+1
Z
E(z)
ju(!)j dV (!):
Proof. Using Theorem 2.1 (see also [Ge, Theorem 1.1]), for each r, 0 < r < 1
F00(r
2)u(0) =
Z
Sn
u(r) d():
Hence, if  (x) is a C1 function supported in [0; 14 ] and conveniently normalized,
u(0) =
Z
Bn
u() (jj2) d():
It is proved in [ACa] that for each z 2 Bn, the function h;z  (u’z), where
h;z () = (1 − z)
(1 − z) , is also annihilated by ;. Applying the above
to it, we get
u(z) =
Z
Bn
h;z (’z(!))u(!) (j’z(!)j
2) d(!):
Given that
j’z(!)j
2 = 1−
(1− jzj2)(1− j!j2)
j1− z!j2
and the fact that j1− z!j ’ (1− jzj) ’ (1− j!j) when j’z(!)j 
1
2 , the relation
is easily seen to hold. 2
The following geometrical lemma will be needed:
Lemma 2.6 Let 0 < r <  < 1, ! 2 Bn with j!j = r and let  =  − r.
Then
’!(B
n)  Bn:
Proof. It is enough to show that for any  2 Bn, jj  , and z = ’w(),
then 1− 2  1− jzj2. But (see [Ru, Thm. 2.2.2.])
1− jzj2 = 1− j’w()j
2 =
(1− jwj2)(1− jj2)
j1− wj2

(1− r2)(1− 2)
(1 + r)2
:
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And it is easy to check that if 0 <  = − r, the above is bounded from below
by 1− 2. 2
The next lemma in the classical case is well known and due to Hardy-
Littlewood (see also [FeSt]).
Lemma 2.7 Let 0 < p < +1. There exists C = C(; ; p; n) > 0, so that
if ;u = 0, then
ju(z)jp 
C
(1− jzj2)n+1
Z
E(z)
ju(w)jp dV (w):
Proof. Since the case p = 1 is just Lemma 2.5, and p > 1 follows from this
one by Ho¨lder’s inequality, we just need to deal with the case 0 < p < 1. It is
then enough to show that there exists C > 0 so that
ju(0)jp  C
Z
1
2 B
n
ju(w)jp dV (w);
since the general situation follows applying it to h;z  (u  ’z). This will be
deduced once we show the following statement:
There exists C > 0 so that for all u satisfying ;u = 0 andR
(1=2)Bn
ju(w)jp dV (w)  1, we have
ju(0)j  C:
Let u be a function such that ;u = 0 and
R
(1=2)Bn
ju(w)jp dV (w)  1.
Observe that we also may assume that ju(0)j > 1, otherwise there is nothing to
prove. Arguing similarly to the proof of Lemma 2.5, we deduce that for each
0 <  < 12 ,
ju(0)j 
C
2n
Z
Bn
ju(w)j dV (w):
Next, for z 2 Bn we apply the estimate above to h;z  (u  ’z), and we get
ju(z)j 
C
2n
Z
Bn
jh;z (w)j ju(’z(w))j dV (w)

C
2n
Z
Bn
ju(’z(w))j d(w)
=
C
2n
Z
’z(Bn)
ju(w)j d(w):
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Now suppose 0 < r <  < 12 and let z = r. The estimate above with
 = − r and Lemma 2.6 give
ju(r)j 
C
(− r)2n
Z
Bn
ju(w)j d(w) 
C
(− r)2n
Z
(1=2)Bn
ju(w)j dV (w);
since  < 12 .
Let m(r) = supjzjr ju(z)j. Then we have that
ju(z)j 
Cm()1−p
(− r)2n
Z
(1=2)Bn
ju(w)jp dV (w) =
Cm()1−p
(− r)2n
;
where we have used that the Lp-norm is bounded by 1. Hence,
m(r)  Cm()1−p(− r)−2n;
provided 0 < r <  < 12 . Taking logarithms and integrating, we obtainZ 1=2
1=4
logm(r)
dr
r
 C + (1− p)
Z 1=2
1=4
logm()
dr
r
− 2n
Z 1=2
1=4
log(− r)
dr
r
Next, choosing  = 2a−1ra, where 0 < a < 1, we deduceZ 1=2
1=4
logm(r)
dr
r
 C +
(1− )
a
Z 1=2
1=4
logm(r)
dr
r
;
and, if a also satises 1− (1− p)=a > 0, thatZ 1=2
1=4
logm(r)
dr
r
 C:
Finally m(0) = ju(0)j  m( 14 )  C. 2
As a consequence of Lemma 2.7, we obtain two results on the growth of the
functions u annihilated by ; .
Lemma 2.8 Let ,  2 C, 0 < p < +1 and u (; )-harmonic. Suppose
sup
0<r<1
Z
Sn
ju(r)jp d() < +1:
Then
ju(z)j 
C
(1− jzj)n=p
:
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Proof. For z 2 Bn, E(z)  fw ; "(1−jzj2)  1−jwj2  1
"
(1−jzj)2g. Applying
Lemma 2.7, we deduce
ju(z)jp 
C
(1− jzj)n+1
Z
E(z)
ju(w)jp dV (w)

C
(1− jzj2)n+1
Z
fr ; "(1−jzj2)1−r21="(1−jzj)2g
Z
Sn
ju(r)jp d() r2n−1 dr

C
(1− jzj)n
:
2
Lemma 2.9 Let ,  2 C, 0 < p < +1 and u (; )-harmonic. Suppose
that S[u] 2 Lp(Sn). Then
ju(z)j 
CkS[u]kp
(1− jzj)n=p
+ ju(0)j:
Proof. It is easy to check that if ;u = 0, then for each 1  i  n,
;−1
@u
@zi
= −1;
@u
@ zi
= 0:
Applying Lemma 2.7 to each partial derivative, we get
jru(z)j2 
C
(1− jzj)n+1
Z
E(z)
jru(w)j2 dV (w)

C
(1− jzj)2)2
Z
E(z)
(1− jwj2)1−njru(w)j2 dV (w)

C
(1− jzj2)2
S[u]2();
for all  2 X(z) = f 2 Sn ; E(z)  D()g. Note that in the last inequality we
use that (1− j!j2)2jruj2  krBuk22.
Thus if  2 X(z), then(
(1− jzj2)jru(z)j
p
 CS[u]()p:
Since (X(z)) ’ (1− jzj)n, integrating the estimate above, we have
(1− jzj2)p+njru(z)jp  C
Z
X(z)
S[u]()p d()  CkS[u]kpp:
In particular, for 0 < r < 1 and  2 Sn,@u@r (r)
  CkS[u]kp(1− r)n=p+1;
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which implies that
ju(r)j 
CkS[u]kp
(1− r)n=p
+ ju(0)j: 2
2.3. Now we will show that when p < 1, and the Lp-norms are uniformly
bounded, then u has also boundary values in the sense of distributions. We will
need the following technical lemma:
Lemma 2.10 Let F 2 C2([12 ; 1]), and h 2 C
1([12 ; 1]) satisfying Reh(1) >
−1. Suppose that
(1− x)F 00(x) + h(x)F 0(x) = O(1− x)−A;
as x! 1. Then:
(i) If A > 1, F (x) = O(1− x)−A+1.
(ii) If 0 < A < 1, then limx!1 F (x) exists and is nite.
Proof. If we dene
(x) = exp
Z x
1=2
h(t)
1− t
dt;
then the equation gives that
(F 0)0(x) = O
(
(1− x)−A−1(x)

:
It is also easy to show that (x) behaves exactly as (1− x)−h(1). Indeed,
(1− x)h(1)(x) = exp
 
h(1) log(1− x) +
Z x
1=2
h(t)
1− t
dt
!
 exp
 Z x
1=2
h(t)− h(1)
1− t
dt+ h(1) log
1
2
!
,
and since h 2 C1([12 ; 1]), the limit as x! 1 of the integral in the right hand side
exists, and we obtain the desired conclussion.
Integrating and using the estimate above , we deduce that
j(x)F 0(x)j = O
 Z x
1=2
(1− t)−A−1−Reh(1) dt
!
:
From this estimate the conclusion of the lemma easily follows. 2
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Proposition 2.11 Assume u is (; )-harmonic, Re (n+  + ) > 0, and
that for some p < 1
sup
0<r<1
Z
Sn
ju(r)jp d() < +1:
Then there exists a distribution  satisfying:
(i) limr!1 u(r) = , in the sense of distributions,
(ii) u = P; [].
Proof. Let N = (R+ R)=2, T = i ( R−R)=2, then T is tangential, TN = NT
and R = N + i T , R = N − i T . The expression in radial-tangential derivatives
of the laplacian ; gives that the operator (1=(1− jzj2)); takes the form
1
jzj2
(1− jzj2)N2 + (+  + n− 1)N +
(1− jzj2
jzj2
T 2(2.8)
− L0 + i (− )T − .
Now suppose that ;u = 0 and ’ 2 C1(Sn). Dene
F (r) =
Z
Sn
u(r)’() d():
Formula (2.8) together with the fact that Nu(r) = ( 12r(@=@r))u(r), gives that
1
r2
(1− r2)

1
2
r
@
@r
2
F (r) + (+  + n− 1)
1
2
rF 0(r) + F (x)
=
Z
Sn
(Xu)(r)’() d();
where
X = −

1− r2
r2
T 2 − L0 + i(− )T

is a tangential derivative. Thus, writing  = X’ 2 C1(Sn), with X the
adjoint operator, we have
1
r2
(1− r2)
(
rF 0(x) + r2F 00(x)

+ 2 (+  + n− 1) rF 0(x) + F (x)
=
Z
Sn
u(r) () d():
Iterating the process above, and if
L = (1− r2)
d2
dr2
+

1− r2
r
+ 2(+  + n− 1)r

d
dr
+ ;
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we deduce that for each k = 1; 2; : : : , there exists ’k 2 C1(Sn) so that(
LkF

(r) =
Z
Sn
u(r)’k() d():
Since
sup
0<r<1
Z
Sn
ju(r)jp d() < +1:
Lemma 2.8 gives that there exists A > 0 so that u(r) = O(1− r)−A. Then we
have
LkF (r) = O(1− r)−A;
and applying Lemma 2.10 that
Lk−1F (r) = O(1− r)−A+1:
Iterating the process we deduce that limr!1 F (r) exists.
Part (ii) follows similarly. 2
3. Green’s Formula for ;
3.1. The rst result concerns a Green’s formula for our laplacians.
Theorem 3.12 Let u, v 2 C2(Bn), r < 1. Then
r2n−2
(n− 1)!
(1− r2)−−−n+1
Z
Sn
(
uRv − v Ru

(r) d()(3.1)
=
Z
rBn
f;v(z)u(z)−;u(z)v(z)g (1− jzj
2)−− d(z):
Proof. We rst deal with the case  = 0. The proof will be based in the following
formula (1st Green identity)
r2n−2
(n− 1)!
(1− r)−−n+1
Z
rSn
v Rud()(3.2)
=
Z
rBn
(Dv;Du)B (1− jzj
2)− d(z) +
Z
rBn
v(z)0;u(z)(1− jzj
2)− d(z):
Note that this says that 0; is essentially @@
, where the adjoint @ is taken
with respect the Bergman metric weighted by the factor (1−jzj2)−. To simplify
notations we use
 = (1− jzj2); !i = dzi
^
j 6=i
dzj ^ dzj ; ! =
n^
j=1
dzj ^ dzj = (2i)
n dV (z):
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We apply Stokes’ Theorem to the form v−−n
Pn
i=1
Diu!i:
(1− r2)−−n
Z
rSn
v
nX
i=1
Diu!i
= −
Z
rBn
−−n
nX
i=1
DiuDiv ! −
Z
rBn
−−nv
nX
i=1
Di Diu!
− ( + n)
Z
rBn
−−n−1v Ru!.
Next we apply Stokes’ theorem to the form v Ru−−n
Pn
i=1 zi!i:
(1− r2)−−n
Z
rSn
v Ru
nX
i=1
zi!i
= −
Z
rBn
−−n RuRv ! − n
Z
rBn
−−nv Ru!
− ( + n)
Z
rBn
−−n−1v Rujzj2 ! −
Z
rBn
−−nv
X
i;j
zizj DiDju!:
Subtracting, we getZ
rBn
(Dv;Du)B 
−−n−1 ! +
Z
rBn
−−n−10;u v !
= (1− r2)−−n
Z
rSn
v Ru
nX
i=1
zi!i − v
nX
i=1
Diu!i:
If z = r, a computation shows that
!i(z) = −r
2n−1 (2i)
n
(n− 1)!
i d:
Then
nX
i=1
zi!i = −r
2n Ru
(2i)n
(n− 1)!
d;
and we obtain (3.2).
Applying (3.2) to the pair (v; u) and 0; , instead of (u; v) and 0; , and
conjugating, we get the result for  = 0. The general case will follow once we
prove thatZ
rBn
(v;u− u;v) 
−− d =
Z
rBn
(v0;+u− u+;0v) 
−− d:
Indeed, the dierence of these expressions equals
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Z
rBn
(
R(uv)− R(uv)

−− d;
which is obviously zero because R− R is tangential. 2
3.2. From now on we will suppose that Re (n +  + ) > 0, n +  =2 Z−,
n +  =2 Z−. Next we introduce, following [Gr], the fundamental solution for
; , i.e., the function G;(z) playing the role of the Green’s function in the
classical potential theory. We look for a radial function G;(z) = g;(jzj2),
which is (; )-harmonic away from zero. This means that g; must satisfy
Equation (2.2) for p = q = 0:
x(1− x)h00(x) + [n− (−−  + 1)x]h0(x)− h(x) = 0;(3.3)
0 < x < 1.
Of course, one solution of this equation is F00(x), the hypergeometric function
with parameters −, −, n. Now [Er, pg. 105-106], a second independent
solution is
h(x) = (1− x)n++F (n+ ; n+ ; n+++1; 1− x):
It is well known that, if n > 1,
F (n+ ; n+ ; n+++1; x)
= (1− x)1−nF ( + 1 ; + 1 ; n+++1; x):
This shows that F (n+ ; n+ ; n+++1; x) is equivalent to
(1− x)1−n
Γ(n+ +  + 1)Γ(n− 1)
Γ(n+ )Γ(n+ )
;
when x! 1; if n = 1,
F (1+ ; 1+ ; ++2; x) =

log
1
1− x

f2(x);
with
f2(1) =
Γ(+  + 2)
Γ(+ 1)Γ( + 1)
:
Let g; = d;h, with a constant d; to be determined, i.e.,
G;(z) = d;(1− jzj
2)n++F (n+ ; n+ ; n+++1; 1− jzj2):
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By well-known properties of hypergeometric functions, it is easy to see that
RG;(z) = −d;(n+ + )jzj
2(1− jzj2)n++−1F (n+ ; n+ ; n++; 1− jzj2):
Since F (n+ ; n+ ; n++; x) = (1− x)−nF ( ;  ; n++; x), and
F ( ;  ; n++; 1) =
Γ(n)Γ(n+ + )
Γ(n+ )Γ(n+ )
;
RG;(z) behaves like
−d;(n+ + )jzj
2−2nΓ(n)Γ(n+ + )
Γ(n+ )Γ(n+ )
as jzj ! 0:
Let u 2 C2( Bn). Obviously Theorem 3.12 implies, for 0 < " < r < 1,
nr2n−2
(n− 1)!
(1− r2)−−−n+1
Z
Sn

u(r)RG;(r)−G;(r) Ru(r)
}
d()
−
n"2n−2
(n− 1)!
(1− "2)−−−n+1Z
Sn

u(")RG;(")−G;(") Ru(")
}
d()
= −
Z
rBnn"Bn
;u(z)G;(z)(1− jzj
2)−− d(z):
Choosing
d; = −
Γ(n+ )Γ(n+ )
nΓ(n+ +  + 1)
;
the limit as "! 0 of the second term is exactly −u(0) and the limit as r ! 1 of
the rst is
c;
Z
Sn
u() d();
(recall that in Theorem 2.2 we have seen that
c; =
Γ(n+ )Γ(n+ )
Γ(n)Γ(n+ + )
):
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Thus, the following holds for u 2 C2( Bn):
u(0) = c;
Z
Sn
u() d()(3.4)
+
Z
Bn
;u(z)G;(z)(1− jzj
2)−− d(z):
When this is applied to h;z  (u  ’z) the following Riesz-type decomposition
formula is obtained for u 2 C2( Bn) after some computation
u(z) =
Z
Sn
u()P;(z; ) d()(3.5)
+
Z
Bn
;u(!)G;(z; !)(1− z!)
(1− z!)(1− j!j2)−− d(!),
with G;(z; !) = g;(j’z(!)j2) = G;(’z(!)). This amounts to
(;)w(G;(z; !)(1− zw)
(1− z w)) = z;
P;(z; ) = lim
r!1
(1− r)1−n−−RG;(z; ):
In case  =  = 0, this last formula says that P0;0 is the Bergman normal
derivative of G0;0. This is another way of nding P; .
Strictly speaking, formula (3.5) has only been obtained for u 2 C2( Bn), but
it can be seen to hold under more general conditions. For instance, it holds if
u 2 C2(Bn) \ C( Bn) andZ
Bn
j;u(!)j
dV (!)
1− j!j
< +1:
This can be seen as follows: Fix r < 1 and apply the same argument as before
with v(z) = G;(z)− g;(r2). After letting "! 0, one obtains
u(0) = c;r
2nF (n+ ; n+ ; n++; 1− r2)
Z
Sn
u(r) d()
+
Z
rBn
;u(z)

G;(z)− g;(r
2)g(1− jzj2)−−
}
d(z)
− g;(r
2)
Z
rBn
u(z)(1− jzj2)1−− d(z):
By dominated convergence one gets (3.4), hence (3.5), making r ! 1.
In case  = 0, there is a simple explicit integral formula for g; . Namely,
solving (3.3) leads to
g;(x) = −
(n− 1)!
n
Z 1
x
(1− t)n+−1
tn
dt;  = 0:
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3.3. We now choose
v(z) = (1− jzj2)n++
in Theorem 12. Then Rv(z) = −(n +  + )jzj2(1 − jzj2)n++−1, and a com-
putation shows that
;v(z) = −(n+ )(n+ )(1− jzj
2)n+++1:
(Note in passing that this gives an example related to Theorem 2.2: if n+  or
n +  is zero then v is a non-zero solution to ;u = 0, which is zero on the
boundary.)
Fix r, 0 < r < 1. Applying (3.1) above with v replaced by v−v(r), we obtain
(n+ + )
(n− 1)!
nr2n
Z
Sn
u(r) d()
=
Z
rBn

(n+ )(n+ ) + 
(1− r2)n++
(1− jzj2)n++

u(z) dV (z)
+
Z
rBn
;u(z)
(
1−

1− r2
1− jzj2
n++)
dV (z)
1− jzj2
From this it follows that, if u 2 C( Bn) andZ
Bn
j;u(z)j
dV (z)
1− jzj2
< +1;
say, then
(n+ + )
(n− 1)!
n
Z
Sn
u() d() = (n+ )(n+ )
Z
Bn
u(z) dV (z)(3.6)
+
Z
Bn
;u(z)
dV (z)
1− jzj2
:
4. Characterizations of Hp spaces
4.1. In this paragraph we will prove a Feerman-Stein type characterization
of the Hp spaces on Sn in terms of their (; )-harmonic extensions. Here,
of course, we understand by Hp the atomic Hp-space of Garnett and Latter
( [GaLa]) for p  1 and Lp(Sn) for 1 < p < +1. We recall that ,  are always
assumed to satisfy Re(n+ + ) > 0 and n+ , n+  =2 Z−.
Theorem 4.13 Let u be (; )-harmonic in Bn. The following are equiv-
alent for p  1:
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(i) There exists f 2 Hp(Sn) such that u = P;[f ].
(ii) The admissible maximal function M [u] 2 Lp(Sn).
(iii) The radial maximal function u+ 2 Lp(Sn).
(iv) The area function S[u] 2 Lp(Sn).
First note that the equivalence of (i), (iii) and (iii) for p > 1 follows inmedi-
ately from Proposition 2.4.
The equivalence of (ii) and (iii) for p = 1 is very much alike the corresponding
real variable result in [FeSt]. Indeed, with Lemma 2.7 we can follow the same ar-
gument there to show that M [u]1=2 is pointwise dominated by the (non-isotropic)
Hardy-Littlewood maximal function of (u+)1=2.
4.2. We start proving the equivalence between (i) and (ii) for p = 1. In case
 =  = 0 this is proved in [GaLa]. We have not been able to carry over their
proof for general , . In fact we do not know for which Poisson-type kernels
this maximal characterization of Hp(Sn) holds. There is a result of Uchiyama
[U] in this direction, which holds in spaces of homogeneous type. However, the
kernels P; do not satisfy all assumptions of Uchiyama’s theorem. Instead we
will use the theory of tent spaces. Assume rst that M [u] 2 L1(Sn), we know
from Proposition 2.4 that u = P; [f ] for some f 2 L1(Sn). We must show that
f 2 H1(Sn). First we assume that f is smooth and we will prove the a priori
estimate
kfkH1  CkM [u]k1:
The idea is to show that kM [P0;0f ]k1  CkM [u]k1 and apply the Garnett and
Latter result. For this we consider the Riesz decomposition of u (formula (3.5))
u(z) = P0;0[f ](z) +
Z
Bn
0;0u(!)G0;0(z; !) d(!):
For this to make sense we must discuss the convergence of the last integral.
Since ;u = 0, we have that
0;0u(!) = (1− j!j
2)

u(!)− Ru(!)−  Ru(!)
}
;
and therefore we must haveZ
Bn
jRu(!)jdV (!) < +1;
and similarly for R. This is acomplished if f is suciently smooth, as shown by
next lemma.
Lemma 4.14 If f is of class C1 on Sn, then u = P; [f ] satises
jRu(z)j; j Ru(z)j = O(1− jzj)"−1;
with " = min(12 ;Re (n+ + )).
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Proof. Write
Ru(z) =
Z
Sn
RzP;(z; ) ff()− f()g d() + f()Rz
Z
Sn
P(z; ) d();
z = r.
The rst term is bounded byZ
Sn
d()
j1− zjn+1=2
= O(1− jzj)−1=2:
The other integral is P; [1] = c;F (− ; − ; n; jzj2) and its radial derivative
is c;F (1− ; 1− ; n+1 ; jzj2), which has growth (1 − jzj2)Re (n++)−1 if
Re (n++) < 1, log(1−jzj2) if Re (n++) = 1 or bounded if Re (n++) >
1. 2
The lemma implies the integrability of Ru, Ru, and hence
u(z)− P0;0[f ](z)
=
Z
Bn

u(!)− Ru(!)−  Ru(!)
}
G0;0(z; !)(1− j!j
2)−ndV (!):
Integrating by parts in rBn, using
P0;0(z; ) = lim
r!1
(1− r)1−nRG0;0(z; ) = −n lim
r!1
G0;0(z; )
(1− r)n
as pointed out in paragraph 3.2, and letting r ! 1, we get
u(z) = (1 +
+ 
n
)P0;0f(z) +
Z
Bn
u()G0;0(z; )(1− jj
2)−n dV ()
+ 
Z
Bn
u()R

G0;0(z; )(1− jj
2)−n
}
dV ()
+ 
Z
Bn
u() R

G0;0(z; )(1− jj
2)−n
}
dV ():
We will see that each of these three integrals denes operators that preserve
the space of functions with admissible maximal function in L1(Sn) (the tent
space T11 in the terminology of [CoMeSt]). We only deal with the second one,
the third beeing essentially the same and the rst easier. The kernel is, with
cn = −(n− 1)!=n:
K(z; ) = njj2G0;0(z; )(1− jj
2)n−1(4.1)
− (1− jj2)−n
(1− j’z()j2)−n−1
j’z()j2n
cnR j’z()j
2:
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Clearly g0;0(x) = cn(1=n)(1− x)n + O(1− x)n+1. Also, from
j’z()j
2 = 1−
(1− jzj2)(1− jj2)
j1− zj2
;
we see that
R j’z()j
2 =
1− jzj2
(1− z)
( − z)
(1− z)2
:
Thus,
K(z; )
= cn(1− j’z()j
2)n−1(1− jj2)−n−1

jj2(1− j’z()j
2)− (1− jj2)
(1− jzj2)
j’z()j2n
( − z)
j1− zj2
1
(1− z)

+ O(1− j’z()j
2)n+1(1− jj2)−n−1
= cn(1− j’z()j
2)n(1− jj2)−n−1

jj2 −
1
j’z()j2n
( − z)
1− z

+ O

(1− jzj2)n+1
j1− zj2n+2

= cn
(1− jzj2)n
j1− zj2n(1− jj2)
O(1− jj2) + (1− z)O(1− j’z()j2)
j’z()j2n(1− z)
+ O

(1− jzj2)n+1
j1− zj2n+2

:
This is
O

(1− jzj2)n
j1− zj2n+1

if j’z()j is bounded below.
We call Ki, i = 1; 2; the operators
K1u(z) =
Z
j’z()j
K(z; )u() dV ();
K2u(z) =
Z
Bn
(1− jzj2)n
j1− zj2n+1
u() dV ():
We must show that both preserve T11 . We start with K2. Equivalently, we must
show that there exists C > 0, so that for any tent-atom a,Z
Sn
sup
z2A()
(1− jzj2)n
Z
Bn
ja()j
j1− zj2n+1
dV () d()  C:
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Here a tent-atom is a function in Bn supported in an admissible tent B^ over a
non isotropic ball B(!0; ), such that kak1  1=n.
Thus, let a be any such atom, and denote by eB = B(!0;K), where K > 0
is a constant to be xed. Let z 2 A(), with  2 Sn. We will compute the L1
integral by estimating the integrals over eB and the complementary eBc.
Assume rst that  2 eB. Using [Ru, Proposition 1.4.10], and the size condi-
tion on a, we obtain that
(4:2)
Z
B^
ja()j
j1− zj2n+1
dV () 
1
n
Z
Bn
dV ()
j1− zj2n+1
’
1
n(1− jzj2)n
;
and
sup
z2A()
(1− jzj2)n
Z
B^
ja()j
j1− zj2n+1
dV () 
C
n
:
Integrating over eB, we get the desired estimate.
Now, if  2 eBc, and z 2 A(), it is easy to see, choosing K > 0 big enough,
that j1− zj ’ (1− jzj2) + j1− !0j. Thus,Z
B^
ja()j
j1− zj2n+1
dV ()  C
1
n
(1− jzj2)n
(1− jzj2)2n+1 + j1− !0j2n+1
Z
B^
dV ()
 C
(1− jzj2)n
(1− jzj2)2n+1 + j1− !0j2n+1
:
But
sup
z
(1− jzj2)n
(1− jzj2)2n+1 + j1− !0j2n+1

1
j1− !0jn+1
;
and integrating over eBc, we obtainZ
eBc

j1− !0jn+1
d()  C:
So we are left with K1 . We will estimate separately both integrals that appear.
Assume that j’z()j < . It is then inmediate that, provided  is small enough,
j1− zj ’ 1− jzj2 ’ 1− jj2;
and that (widening the aperture of the admissible region if necessary), if z 2
A(), then  2 A(). The rst term is then bounded by
M [u]()
Z
f; j’z()j< 12g
G0;0(z; )d()  M [u]()
Z
fjj< 12g
G0;0()d()
 M [u]():
The remaining term is estimated by
M [u]()
Z
j’z()j<
(1− jj2)−n
(1− j’z()j2)n−1
j’z()j2n
1− jzj2
j1− zj3
j( − z)j dV ():
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Write  − z =  + v with v = 0. Then
j1− zj2 − (1− jzj2)(1− jj2) = jj2jj2 + (1− jj2)jvj2:
Hence
j( − z)j = jj jj2 

j1− zj2 − (1− jzj2)(1− jj2)
1=2
= j’z()j j1− zj:
With all this, the integral above can be estimated byZ
j’z()j<
(1− j’z()j2)n−1
j’z()j2n−1
d() =
Z
jj<
(1− jj2)n−1
jj2n−1
d() < +1:
This ends the proof of the a priori inequality
kfkH1  CkM [u]k1; u = P [f ]
when f is smooth. Assume now that f 2 L1(Sn) and that u = P; [f ] has M [u]
integrable. Dene
f"() =
Z
Sn
f()h"() d();
where h"() are functions of one variable chosen so that h"() d()!  , i.e.
h" are positive smooth functions supported in j− 1j  " and such thatZ
jj<1
(1− jj2)n−2h"() dV () = 1:
Then, f" is smooth and converges to f in L
1(Sn); let u" = P; [f"]. Using [ACo,
Corollary 2.2] a computation gives
u"(r) =
Z
Sn
u(r)h"() d():
Therefore
u+" () 
Z
Sn
u+()h"() d();
which trivially implies
ku+" k1  ku
+k1:
From the equivalence between (ii) and (iii) we conclude that
kM [u"]k1  CkM [u]k1
and, by the a priori inequality, that kf"kH1  CkM [u]k1. Since H
1 is the dual of
VMO, every bounded sequence in H1 has a subsequence with a weak-star limit
in H1. But f" converges to f in L
1(Sn), hence f 2 H1.
This proves that (ii) implies (i). The reverse implication can be obtained just
interchanging the roles of P0;0 and P; or, alternatively, checking directly that
P; sends an H
1-atom to a function in T11 .
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4.3. To prove that (i) implies (iv) we will use the following theorem, which
is the ball version of a result of M. Christ and J. L. Journe ( [ChJo]). We recall
that a Carleson measure on Bn is a positive measure  on Bn satisfying that
(B^(; ))  C(B(; )) for any  2 Sn,  > 0. Here B^(; ) is the admissible
tent over B(; ).
Theorem 4.15 Let K(z; ), z 2 Bn,  2 Sn be a kernel satisfying for some
" > 0, c > 0, C > 0
(i) jK(z; )j  C
(1− jzj2)"
j1− zjn+"
;
(ii) jK(z; )−K(z; )j  C
(1− jzj2)"
j1− zjn+"

j1− j
j1− zj
"
,
whenever j1− j  cj1− zj. Let K be the operator
Kf(z) =
Z
Sn
f()K(z; ) d():
Then Z
Bn
jK’(z)j2
dV (z)
1− jzj2
Mk’k22;8’ 2 L
2(Sn)
if and only if
(
jK1(z)j2=(1− jzj2)

dV (z) is a Carleson measure.
Proof. Let us see how the theorem above gives the implication (i)) (iv) in
case p = 2. By denition, if u = P; [f ],
kS[u]k22 =
Z
Sn
Z
D()
jrBu(z)j
2 d(z) d() ’
Z
Bn
jKf(z)j2
dV (z)
1− jzj2
;
where Kf(z) = rBu(z) (we look at K as a vector-valued operator). The corre-
sponding kernel is
K(z; ) = rBP;(z; )
=
1
jzj

(1− jzj2)RzP;(z; ) ; (1− jzj
2) RzP;(z; ) ;
(1− jzj2)1=2TijP;(z; ) ; (1− jzj
2)1=2 TijP;(z; )

.
Properties (i) and (ii) above are routinely checked for K. Indeed, using
jrB(1− z)j  j1− zj;
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it is inmediate that (i) holds with " = Re (n+  + ). For (ii), one proceeds in
the standard way (see for instance [Ru, pg 92]) using the mean-value theorem,
the fact that j1− zj1=2 satises a triangle inequality and the inequality
jz( − )j  j1− j1=2j1− zj1=2; j1− j  cj1− zj:
If j1− j  cj1− zj, the nal result is,
jK(z; )−K(z; )j  O
(1− jzj2)
j1− zjn+

j1− j
j1− zj
1=2
with  = Re(n+ + ).
Therefore (i) and (ii) hold with " = min( ; 12 ).
We now must check that the measure (jK1(z)j2=(1−jzj2)) dV (z) is a Carleson
measure. Recall from Theorem 2.2 that
K1(z) = c;rBF (− ; − ; n; jzj
2);
and hence, as it is radial, it will be enough to show thatZ 1
0
(1− r2)jF 0(− ; − ; n; r2)j2 dr < +1:
But F 0(− ; − ; n; r2) = ((; )=n)F (1− ; 1− ; 1+n; r2). If Re (n++) >
1 this has a limit at 1. If Re (n++ ) = 1 this growths at most like log(1− r)
and nally, if 0 < Re (n +  + ) < 1 this growths like (1 − r)Re (n++)−1. In
all cases we have the desired result. 2
Next we show the implication (i)) (iv) for p  1. It is enough to prove that
if a is an atom, and u = P; [a], thenZ
Sn
S[u]() d()  C;
for some absolute constant C. This is done in a standard way: in fact it only
depends on the properties (i) and (ii) of the kernelK and the L2-estimate already
proved. Namely, if K(z; ) satises them, and
S[f ]() =
(Z
D()
jKf(z)j2d(z)
)1=2
;  2 Sn;
then S is bounded from Hp(Sn) to Lp(Sn), 1  p < +1 and
(
jKf(z)j2=(1 −
jzj)

dV (z) is a Carleson measure for all f 2 BMO. This is surely known but we
have not found a reference. First, for p = 1 it is enough to prove that if a is an
atom, say supported in B(0; ) = f 2 Sn ; j1−  0j < g, thenZ
Sn
S[a]() d()  C(4.3)
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for some absolute constant. This is seen as follows: the contributions of B(0; k)
to this integral is estimated using Schwarz’s inequality and the L2-estimate al-
ready proved. For points  =2 B(0; k) far from B(0; ), one uses the cancella-
tion of the atom and property (ii) to obtain the pointwise bound
S[a]()  C"j1−  0j
−n−"; j1−  0j  k;
which nishes the proof of (4.3).
In a completely analogous way to the Feerman-Stein proof, it is easily proved
that
jKf(z)j2
1− jzj2
dV (z)
is a Carleson measure for all f 2 BMO.
For 1 < p < +1 the result follows from interpolation, using the theory of
tent-spaces of [CoMeSt], or, more precisely, its non-isotropic version on the
ball. With the notations of [CoMeSt], the statement S[f ] 2 Lp(Sn) means that
Kf 2 T p2 and to say that
(
jKf(z)j2=(1 − jzj2)

dV (z) is a Carleson measure
means that Kf 2 T12 . Since we have seen that K is bounded from L
1(Sn) to
T12 , it follows from the interpolation theorems in [CoMeSt] that K is bounded
from Lp(Sn) to T p2 . 2
4.4. We prove now that (iv) implies (i). We assume without loss of gener-
ality that u(0) = 0. Let assume rst that u = P; [f ] for f 2 C(Sn). We will
prove that
kfkp  CkS[u]kp; kfkH1  CkS[u]k1:
We assume rst that p > 1. Obviously
kfkp = sup
Z
Sn
f()g() d()
 ; g 2 C(Sn); kgkq  1
with q the conjugate exponent of p. Let v = P; [g]; we will apply formula (3.6)
to uv. A computation shows that
;(uv) = (1− jzj
2)uv + (rBu;rBv)B:
We obtain
(n+ + )
(n− 1)!
n
Z
Sn
u()v() d()
= [(n+ )(n+ ) + ]
Z
Bn
u(z)v(z) dV (z) +
Z
Bn
(rBu ; rBv)B
dV (z)
1− jzj2
:
(The discussion that follows will show that this last integral is convergent.)
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The advantage of using formula (3.6) instead of the Riesz decomposition is
that with this last one there would appear a termZ
Bn
u(z)v(z)G;(z)(1− jzj
2)−−−n dV (z):
Even thoughG;(z)(1−jzj2)−−−n behaves like 1 near jzj = 1, some arguments
that follow do not allow us to put the absolute value inside the integral.
Since on compact sets u, v are uniformly estimated by S[u], S[v] respectively,
by Lemma 9 it follows thatZ
Sn
f()g() d()
  C"kS[u]kp kS[v]kq +

Z
1−"jzj<1
u(z)v(z) dV (z)

+
Z
Bn
krBukB krBvkB
dV (z)
1− jzj2
.
Writing the second integral in polar coordinates, we bound it using Proposi-
tion 2.4 byZ 1
1−"
Z
Sn
ju(r)kv(r)j d()

dr 
Z 1
1−"
kurkp kvrkqdr  C"kukp kvkq:
For the third integral we use (5.1) of [CoMeSt] to estimate it byZ
Sn
S[u]()S[v]() d()  kS[u]kp kS[v]kq:
As we already know that kS[v]kq  Ckgkq we obtain
kfkp  C"kS[u]kp + C"kfkp;
which gives the result.
For p = 1, we must use the duality H1 −VMO:
kfkH1 = sup
Z
Sn
f()g() d()
 ; g 2 C(Sn); kgk  1 :
Two modications are needed in the previous argument: rstZ
Sn
u(r)v(r) d()
  kurkH1 kvrk:
At this point the following lemma is needed.
Lemma 4.16 If u = P; [f ], and ur() = u(r),
kurkH1  CkfkH1 ; kurk  Ckfk:
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Proof. By the equivalence between (i) and (iii)
kurkH1 ’ kP; [ur]
+k1:
But clearly by Theorem 2.2,
jP; [ur](s)j = jP [us](r)j 
Z
Sn
(1− r2)n+Re+Re
j1− r !j2n+Re+Re
u+(!) d(!);
and then
kurkH1  ku
+k1 ’ kfkH1 :
The other inequality follows by duality, using that, if v = P; [g]Z
Sn
ur()g() d() =
Z
Sn
f()vr() d():
2
With this lemma we see that
Z
1−"jzj1
u(z)v(z) dV (z)
  C"kfkH1 :
(Here is where the advantage of formula (3.6) plays a role.)
The second modication is to replace (5.1) of [CoMeSt] by (4.1) of the same
paper: Z
Bn
krBukB krBvkB
dV (z)
1− jzj2

Z
Sn
S[u]()C[v]() d();
where
C[v]() = sup
2B

1
(B)
Z
B^
jrBv(z)j2
1− jzj2
dV (z)
1=2
:
In the previous paragraph we saw that C[v] is bounded whenever g 2 BMO, and
thus we arrive in the same way at
kfkH1  C"kS[u]k1 + C"kfkH1 :
To nish, it remains to remove the extra assumption on u. Assume S[u] 2 Lp;
by Lemma 2.9, u = P; [f ] for some distribution f . Dene the same regulariza-
tion as before
f"() =
Z
Sn
f(!)h"(!) d():
Then
u"(r) =
Z
Sn
u(r)h"() d()
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and
(rBu")(r) =
Z
Sn
rBu(r)h"() d():
Let us see now that this implies
S[u"](!) 
Z
Sn
S[u]()h"(!) d():(4.4)
For z = r 2 A(!) close to !, we may choose in a smooth way a unitary map
U such that U

  = ! so that
(rBu)(r) =
Z
Sn
rBu(rU)h"(!) d();
and, consequently, Z
A(!)
jrBu"j
2(z) d(z)
!1=2

Z
Sn
 Z
A(!)
jrBu(rU)j
2 d(z)
!1=2
h"(!) d():
In the last inner integral, the change of variables U =  turns it intoZ
A()
jrBu(r)j
1=2 d(r);
(with possibly a larger opening for the admissible region A()). This proves 4.4.
Hence kS[u"]kp  CkS[u]kp and, by what has already been proved, we have
kf"kp  CkS[u]kp, kf"kH1  CkS[u]k1 respectively. Since L
p and H1 are dual
spaces, f" has a weak-limit in the same space. But f" tends to f as distributions
and, therefore, f is in Lp, H1 respectively. 2
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