不変式環とSAGBI基底の研究 by 黒田  茂
Studies on invariant rings and SAGBI bases
著者 黒田  茂
学位授与機関 Tohoku University
URL http://hdl.handle.net/10097/40202
? ? ? ?






1 A condition for nite generation of the kernel of a derivation 7
2 A SAGBI basis for the kernel of a derivation 22
3 A generalization of Roberts' counterexample to the fourteenth problem
of Hilbert 49
4 The inniteness of the SAGBI bases for certain invariant rings 79
1
Introduction
When a group acts on a polynomial ring, the invariant polynomials form a subalgebra.
Then, it is a fundamental question to ask whether the invariant ring is nitely generated.
It is also a problem to nd an explicit generating set of the ring. These are always
important problems in invariant theory. In this thesis, we also work on them.
The problem of nite generation of an invariant ring is closely related to the fourteenth
problem of Hilbert which is stated as follows. Let k be a eld, R a polynomial ring over
k, and L the eld of quotients of R. Assume that K is a subeld of L containing k.
Then, is the k-subalgebra K \ R of R nitely generated? The rst counterexample to
this problem was constructed by Nagata in 1958. It was given as the invariant subring
of a polynomial ring in 32 variables for a linear action of the 13-dimensional additive
group. In 1990, P. Roberts gave a simple new counterexample of a dierent type. By
following his methods, new counterexamples were constructed by some people. We also
give new counterexamples of this type in Chapter 3.
One of the central theme of this thesis is derivations on a commutative algebra and
their kernels. In the study of the fourteenth problem of Hilbert, they play an important
role. For a commutative k-domain A, a k-linear map D : A ! A is called a derivation
on A if D(ab) = D(a)b+ aD(b) for any a; b 2 A. Then, its kernel
AD = fa 2 A j D(a) = 0g (1)
is a k-subalgebra of A. If D is moreover locally nilpotent, i.e., for each a 2 A, there exists
r 2 N such that Dr(a) = 0, then AD is equal to the invariant subring for an action of
one dimensional additive group on A. The k-algebra AD is not always nitely generated
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even if A is a polynomial ring. This is a kind of the fourteenth problem of Hilbert. We
note that most of known counterexamples including those of Nagata and Roberts can be
described as the kernels of derivations on polynomial rings.
Another underlying theme of this thesis is SAGBI bases, which are the natural Sub-
algebra Analogue to Grobner Bases for Ideals. Let A be a k-subalgebra of the polyno-
mial ring k[x] = k[x1; : : : ; xn] in n variables over k, and  a monomial order on k[x].
Then, we dene the initial algebra in(A) for  by the k-algebra generated by the set
fin(f) j f 2 Ag of initial terms. A generating set S of A over k is said to be a SAGBI
basis for  if fin(f) j f 2 Sg generates in(A). We call a subset S of A a universal
SAGBI basis for A if it is a SAGBI basis for A with respect to any monomial order.
The notion of SAGBI bases was introduced independently by Robbiano and Sweedler
(1990) and Kapur and Madlener (1989). There exist indeed some applications of SAGBI
bases to invariant theory and commutative algebra. However, compared with the the-
ory of Grobner bases, that of SAGBI bases has made a slow progress. One reason for
this is the failure of some niteness properties which Grobner bases and initial algebras
have. For example, the initial algebra of a nitely generated k-subalgebra is not always
nitely generated, as we see in Chapter 4. In the theory of SAGBI bases, there are many
problems remaining unsolved.
In the rst three chapters, the characteristic of k is assumed to be zero. In Chapter 1,
we study a kind of Zariski's problem which is a generalization of the fourteenth problem
of Hilbert. Actually, we give a sucient condition for nite generation of the kernel AD
of a derivation D. Assume that A is a nitely generated normal k-domain and the eld
K of quotients is a regular extension of k. Let   be an additive group, and assume that
a  -grading is dened on A, i.e., A =
L
2 A for some k-vector spaces A  A such
that AA  A+ for every ;  2  . Assume further that D is  -homogeneous, i.e.,
there exists 0 2   such that D(A)  A+0 for every  2  . We denote the unique
extension of D to K by the same symbol D, and dene the subeld L of KD by
L = ff=g j f; g 2 A for some  2   with g 6= 0 and D(f=g) = 0g : (2)
3
Then, we prove that AD is nitely generated over k if the led L is a simple extension
of k (Theorem 1.2).
Assume that D is a derivation on k[x]. We dene the support supp(D) of D to be
the set of (a1; : : : ; an) 2 Zn such that the monomial xa11    xann appears in x 1i D(xi) with
nonzero coecient for some i. One consequence of Theorem 1.2 is that the kernel k[x]D
is nitely generated over k if the dimension of supp(D) is at most two. Here, we dene
the dimension of a subset S  Rn to be the dimension of the convex hull of S in Rn if
S 6= ;, and  1 if S = ;. We note that there exists a derivation on k[x] whose kernel
is not nitely generated if the dimension of its support is more than two. By using this
criterion, we show the nite generation of the kernels of several derivations on k[x]. For
example, in case of n = 4, it was an open question whether the kernel k[x]D of a locally
nilpotent derivation D on k[x] is nitely generated even if each D(xi) is a monomial
multiplied by a scalar. However, by the criterion, we conclude that such k[x]D is always
nitely generated if each D(xi) is a monomial multiplied by a scalar.
Chapter 2 deals with a derivation on a polynomial ring, and gives a sucient condition
for its kernel to have a nite universal SAGBI basis. First, we dene a subset supp(D)
of supp(D) for a derivation D on k[x]. It is an improvement of the notion of the support.
The result is that the kernel k[x]D has a nite universal SAGBI basis if the dimension
of supp(D) is at most two. This criterion is a generalization of that in the previous
chapter. A derivation D on k[x] is said to be triangular if each D(xi) is contained in
k[x1; : : : ; xi 1]. In case that D is triangular, we get a stronger statement that there exists
a universal SAGBI basis for k[x]D with at most n elements if the dimension of supp(D)
is at most two. Furthermore, we describe the universal SAGBI basis explicitly. This
contains the results of Maubach (2000) and Khoury (2001) about the kernels of some
triangular derivations as special cases.
In Chapter 3, we generalize Roberts' counterexample to the fourteenth problem of
Hilbert. Our result shows that there exist a lot of counterexamples of this type. Let
k[x][y] = k[x1; : : : ; xm][y1; : : : ; yn] be the polynomial ring in m + n variables over k.




i for i = 1; : : : ;m and Dt;m(ym+1) = (x1    xm)t. Deveney and Finston
(1992) showed that the counterexample of Roberts is obtained as the kernel k[x][y]Dt;m of
Dt;m for m = 3 and t  2. Kojima and Miyanishi (1997) showed further that k[x][y]Dt;m
is not nitely generated over k if m  3 and t  2. We consider, more generally, a
derivation D on k[x][y] for n  4 and m  n   1 of the form D(xi) = 0 for all i and
D(yj) = x
1j
1    x
mj
m for each j, where lj 2 Z0. Our result is the following. For each
i; j; l, we set li;j = 
l
i   lj. Assume that ii;j > 0 for any 1  i  n   1 and 1  j  n
with i 6= j. We dene
 =
11;n
minf11;j j j = 2; : : : ; n  1g
; (3)
and
l;i = minfmaxfi1;l; i2;lg; 0g (4)
for i = 2; : : : ; n  1 and l = 3; : : : ; n  1. Then, our theorem asserts that k[x][y]D is not
nitely generated over k if the system of linear inequalities8>>>>>><>>>>>>:
u1 +   + un 2 = 1
u1  ; ui  0 (i = 2; : : : ; n  2)
n 2X
j=1
minfin;1; in;j+1guj + l;i  0 (i = 2; : : : ; n  1)
(5)
in the n   2 variables u1; : : : ; un 2 has a solution in Rn 2 for each l = 3; : : : ; n   1. If










In case (m;n) = (3; 4), for instance, there exist 2450001 derivations on k[x][y] which
satisfy (6) and gcdfx1 ;x2 ;x3 ;x4g = 1 even if we impose the restriction li  10 for all
i; l. We deduce from this criterion that k[x][y]Dt;m is not nitely generated if t = 1;m  4
besides the case where t  2;m  3.
In this chapter, we also study Roberts' original counterexample further, and deter-
mine its initial algebra explicitly. Consequently, it turn out that an innite system of
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invariants appeared in Roberts' proof is actually a SAGBI basis for his k-algebra. We
also give some sucient condition for nite generation.
In Chapter 4, we discuss SAGBI bases for the invariant subrings of a polynomial ring
for certain action of nite groups. It is well-known that the invariant subring k[x]Sn of
k[x] for the symmetric group Sn acting by permutations of the variables is generated by
elementary symmetric polynomials in x1; : : : ; xn over k. Actually, they form a universal
SAGBI basis for k[x]Sn . Assume that G is a subgroup of Sn. Then, the invariant subring
k[x]G for G is dened by restricting the action of Sn to G. We show that, for any
monomial order  on k[x], the initial algebra in(k[x]G) is nitely generated if and only
if G is generated by transpositions. Furthermore, for each G, the set of initial algebras
in(k[x]
G) for all monomial orders  on k[x] is equal to the order of G if G is generated
by transpositions, while it is uncountable otherwise. This result contains that of Gobel
(1998) on the condition for nite generation of inlex(k[x]
G) for a lexicographic order
lex. It is easy to see the result if G is generated by transpositions. In the proof of
the other case, we employed a topological method as follows. We introduce a structure
of a compact metric space on the set of monomial orders on k[x]. If in(A) is nitely
generated for a k-subalgebra A of k[x] and a monomial order , then the set of monomial
orders 0 with in0(A) = in(A) is open with respect to this topology. We show that
each set of monomial orders which dene the same initial algebra of k[x]G is nowhere
dense if G is not generated by transpositions. This implies that the initial algebras are
not nitely generated. Furthermore, there are uncountable distinct initial algebras for
each k[x]G by Baire's lemma. We also get a similar result for the invariant subrings of a
Laurent polynomial ring.
I would like to deeply thank the supervisor Professor Masanori Ishida. I also express
gratitude to Professor Takayuki Hibi and Professor Kazuhiko Kurano for stimulating
conversations. I am very grateful to Professor Tadao Oda, Professor Akihiko Yukie and




A condition for nite generation of
the kernel of a derivation
7
A condition for nite generation of the kernel of a
derivation
Shigeru Kuroda
Mathematical Institute, Tohoku University
Sendai 980-8578, Japan
Abstract
We consider a homogeneous derivation on a nitely generated graded normal
domain over a eld, and give a sucient condition for nite generation of its
kernel. As its consequence, we show some sucient conditions that the kernel of a
derivation on a polynomial ring is nitely generated. In particular, we prove that
the kernel of a locally nilpotent monomial derivation on a polynomial ring in four
variables is nitely generated.
Key words: derivations, the fourteenth problem of Hilbert.
1 Introduction
It is an important problem to nd a criterion for nite generation of the kernel of a
derivation on a polynomial ring. It is closely related to the fourteenth problem of Hilbert
which is stated as follows. Let k be a eld and x1; : : : ; xn algebraically independent
elements over k. Assume that L is a subeld of k(x1; : : : ; xn) containing k. Then, is the
k-algebra L \ k[x1; : : : ; xn] nitely generated? In [16], Zariski generalized this problem
Supported by JSPS Research Fellowships for Young Scientists.
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as follows. Let A be a nitely generated normal domain over k, K its fractional eld.
Then, is the k-algebra A \ L nitely generated for a subeld L  K containing k? A
counterexample to Zariski's problem was rst found by Rees [14]. Then, Nagata gave
the rst counterexample to Hilbert's problem [11]. Recently, Daigle and Freudenburg
gave a new counterexample as the kernel of a derivation on a polynomial ring in ve
variables [1] (See also [3, 8, 15]). We are interested to nd a sucient condition for nite
generation.
Zariski also showed in the same paper that the answer to his problem is armative
if the transcendence degree of L over k is at most two. By using his result, Nagata and
Nowicki showed that the kernel of a derivation on a polynomial ring in at most three
variables is nitely generated if the characteristic of k is zero [12]. In the present paper,
we will give another sucient condition for the nite generation.
Throughout this paper, we will denote by k a eld of characteristic zero. For a
commutative k-algebra A, a k-linear map D : A ! A is called a k-derivation on A if
D(fg) = D(f)g + fD(g) for any f; g 2 A. For a k-vector subspace V  A, we will
denote by
V D = ff 2 V j D(f) = 0g: (1.1)
Note that, if V is a k-subalgebra of A, then V D is a k-subalgebra of V .
Let A be a nitely generated normal domain over k, K the fractional eld of A, and
D a k-derivation on A. Then, D is extended uniquely to a k-derivation on K. We denote
it by the same symbol D. We will consider the sucient condition that the k-algebra
AD is nitely generated. We note that Zariski's theorem mentioned above implies the
following.
Theorem 1.1 (Zariski [16]) If trans:degk A
D  2, then AD is nitely generated over
k.
Here, we denote by trans:degk R the transcendence degree of R over k for an integral
domain R containing k.
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Now, let   be an additive group, and assume that a  -grading is dened on A, that
is, A =
L
2 A for some k-vector spaces A  A such that AA0  A+0 for every
; 0 2  . Since A is a domain, the set AH =
S
2 A n f0g is multiplicatively closed.




B = ff=g j (f; g) 2 A0+  (A0 n f0g) for some 0 2  g (1.2)
for each  2  . Note that B0 is a eld containing k. We say that D is  -homogeneous






Of course, if   = f0g, then every k-derivation on A is  -homogeneous.
Before stating our result, we assume that K=k is a regular extension by the following
reason. Set k0 = k \K, where k is the algebraic closure of k. Then, K=k0 is a regular
extension, since k is of characteristic zero. Since k0 is separable algebraic over k, we have
k0  KD (cf. [9, Chapter X, Proposition 7]). So, we may regard D as a k0-derivation on
A. Since k0=k is a nite extension, nite generation of AD over k0 implies that over k.
Thus, by replacing k by k0, we may assume that K is a regular extension of k.
Now, here is our main theorem.
Theorem 1.2 Let A be a nitely generated normal domain over k, let K be the fractional
eld of A, and let D be a k-derivation on A. Assume that K=k is a regular extension,
and D is  -homogeneous for some additive group  . If BD0 =k is a simple extension, then
AD is nitely generated over k. In particular, if A is rational, then trans:degk B
D
0  1
implies nite generation of AD over k.
Here, we say that A is rational if the fractional eld of A is a rational function eld
over k. Since K=k is a regular extension, the condition that BD0 =k is a simple extension
implies that BD0 = k or B
D
0 is a rational function eld of one variable over k.
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By applying Theorem 1.2 to a polynomial ring, we get the following theorem. Let
k[x] = k[x1; : : : ; xn] be the polynomial ring in n variables over k, and D a nonzero k-
derivation on k[x]. Then, let f1; : : : ; mg  Zn be the minimal subset such that the
Laurent polynomial x 1j D(xj) is written as
Pm
i=1 i;jx
i with i;j 2 k for every j. Here,
for each a = (a1; : : : ; an) 2 Zn, we denote by xa the monomial xa11    xann .
Theorem 1.3 Assume that 1; : : : ; m lie on a two dimensional ane subspace of R
n.
Then, k[x]D is nitely generated.
Here, we note that the assumption of Theorem 1.3 is equivalent to the assumption that
the dimension of the vector subspace of Rn generated by fi   j j 1  i; j  ng is at
most two.
One may notice a similarity between Theorems 1.1 and 1.2. However, in the proof
of Theorem 1.2, we use Gordan's lemma rather than Zariski's theorem, to show the
nite generation. We will prove Theorem 1.2 in Section 2. In Section 3, we prove
Theorem 1.3. As one of the corollaries, we show that the kernel of a locally nilpotent
monomial derivation on a polynomial ring in four variables is nitely generated. This
result is new.
The author would like to thank Professor Masanori Ishida for helpful comments and
encouragement. He also expresses gratitude to the editor and the referee who suggested
him the possibility of Corollary 3.5.
2 The proof of Theorem 1.2
In this section, we will prove Theorem 1.2.
Let L be an arbitrary subeld ofK containing k, and g1; : : : ; gr be elements ofKnf0g.










Lemma 2.1 Assume that K=k is a regular extension, and L=k is a simple extension.
Then, R is nitely generated over k.
Before proving Lemma 2.1, we will show that Theorem 1.2 is a consequence of this
lemma. Since A is nitely generated over k, we may assume that   is nitely generated,
by replacing   by the submodule generated by f j A 6= f0gg if necessary.
Assume that there exists 0 6= g 2 BD for  2  . Then, we have
AD = B
D
0 g \ A: (2.2)
Actually, if g0 2 AD , then g0=g 2 BD0 . Hence, g0 2 BD0 g \ A. The converse is readily




 2   j BD 6= f0g
	
: (2.3)
Then,  0 is a subgroup of  . Since   is nitely generated by assumption,  0 is nitely








1    girr \ A

(2.4)
by (1.3) and (2.2). By assumption, BD0 =k is a simple extension. Hence, (2.4) is nitely
generated by Lemma 2.1.
The last assertion follows immediately from the rst part if trans:degk B
D
0 = 0. If
trans:degk B
D
0 = 1, then we are done since B
D
0 is a rational function eld over k by
Luroth's theorem.
In the rest of the section, we will prove Lemma 2.1.
Lemma 2.2 Assume that k is algebraically closed. Let  be a set of closed points on




space H0(P1;OP1(E)) is generated by elements whose supports of zeros and poles are
contained in .
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Proof. Let k[y0; y1] be the homogeneous coordinate ring of P
1, and assume that each
p 2 P1 corresponds to the homogeneous prime ideal (py0 py1)  k[y0; y1] for p; p 2
k. By a projective transformation, we may assume that the two points corresponding to
the homogeneous prime ideals (y0) and (y1) are contained in .







(py0   py1) mp (2.5)
for np  0 with
P







(py0   py1) mp (2.6)
for 0  i  degE. The supports of zeros and poles of (2.6) are contained in . Therefore,
the lemma is proved. 2
The proof of Lemma 2:1. First, we show that it suces to prove the lemma when
k is algebraically closed. Set L = L 
k k and A = A 







L(gi11    girr 
 1) \ A

: (2.7)
Since k=k is a eld extension, nite generation of the k-algebra R 
k k implies that of
R. Therefore, we may assume that k is algebraically closed.
Assume rst that L is a rational function eld of one variable over k. Then, the
dominant rational map
 : SpecA ! P1 (2.8)
is dened by the inclusion map  : L ! K. Since A is normal and P1 is complete,  is
dened at the generic point of every prime divisor of SpecA. Consider the homomor-
phism
 : Div(P1)! Div(SpecA) (2.9)
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of the divisor groups of P1 and SpecA. Clearly, we have ((f)) = ((f)) for f 2 L.
Since  is dominant, the complement of the image is a nite set. Hence, ker is nitely
generated.
We may nd a nite subset   P1 of closed points having at least two elements
with the following properties:
(i) ker is contained in the subgroup of Div(P1) generated by , where we regard
 as a set of prime divisors.
(ii) Let p be the generic point of a prime divisor appearing in (gi) 2 Div(SpecA) for
some 1  i  r. Then, (p) is in , unless it is the generic point of P1.
Let S be the set of ((ai)
r








p2 bp = 0. Then, S is a nitely generated subsemigroup of Z
r  Z
by Gordan's lemma [13, Proposition 1.1.(ii)]. Assume that S 0  S is a nite subset
of generators. For each s = ((ai)
r
i=1; (bp)p2) 2 S 0, we take h 2 L such that (h) =P
p2 bpp, and set fs = hg
a1
1    garr . Then, fs is uniquely determined up to multiplications
of elements in k by s 2 S 0. By denition, it follows that fs 2 R. We will show that
R = R0 for R0 = k[ffs j s 2 S 0g].
Let f = hga11    garr 2 A for h 2 L and (ai)i 2 Zr. Set (h) =
P
p bpp, and put
E =
P
p2 bpp. If (h) = E, then ((ai)
r
i=1; (bp)p2) 2 S. Write ((ai)ri=1; (bp)p2) =P




s multiplied by an element in
k. Hence, f 2 R0. For the general case, we remark that h 2 H0(P1;OP1( E)),
and H0(P1;OP1( E))ga11    garr  A. By Lemma 2.2, h is a linear combination of
h0 2 H0(P1;OP1( E)) whose supports of zeros and poles are contained in . However,
for such h0, we already have h0ga11    garr 2 R0 as above. Hence, f 2 R0. This proves that
R = R0.
Now, assume that L = k. Then, consider the similar S as above, but  = ;. We
dene S 0 and R0 similarly. Then, it is easy to see that R = R0. Therefore, the proof of
Lemma 2.1 is completed. 2
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3 Applications
In this section, we apply Theorem 1.2 to a derivation on a polynomial ring.
Let k[x] = k[x1; : : : ; xn] be the polynomial ring in n variables over k, k(x) the eld of
fractions of k[x], and D a nonzero k-derivation on k[x]. We also denote by D the unique
extension of D to the k-derivation on k(x). It is well-known that the set of k-derivations




+   +D(xn) @
@xn
: (3.1)
Recall that f1; : : : ; mg  Zn is the minimal subset such that x 1j D(xj) is written asPm
i=1 i;jx
















i=1 Z(i 1), and k(M) = k(fxi=x1 j i = 1; : : : ;mg). Then, trans:degk k(M)
is equal to the rank of the Z-module M . We dene the k-derivation D0 on k(x) by
D0(f) = x 1D(f) for f 2 k(x). It induces a k-derivation on k(M). We remark that
V D
0
= V D for any k-vector subspace V  k(x). Actually, x 1D(f) = 0 if and only if
D(f) = 0 for f 2 k(x).
Now, let   = Zn=M , and dene the  -grading k[x] =
L
2  k[x] by setting k[x]
the k-vector space generated by monomials xa 2 k[x] with a =  for each  2  . Here,
we denote by a the image of a in Zn=M for each a 2 Zn. Then, D is  -homogeneous
with respect to this  -grading. As in Section 1, let B denote the localization of k[x] byS
2  k[x] n f0g, and dene B similarly to (1.2) for each  2  . Then, it follows that
B0 = k(M). Therefore, by Theorem 1.2, we have the following.
Proposition 3.1 If trans:degk k(M)
D  1, then k[x]D is nitely generated.
In order to prove Theorem 1.3, we need the following lemma.
Lemma 3.2 Assume that k(M)D
0
= k(M). Then, k[x]D is nitely generated.
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Here, we dene  0    as (2.3). Hence, we have k[x]D = k[fxa j a 2 Sg], where
S = fa 2 Zn j a 2  0g \ Z0n: (3.4)
By Gordan's lemma [13, Proposition 1.1.(ii)], S is a nitely generated subsemigroup of
Z0n. Therefore, k[x]
D is nitely generated. 2
Now, we prove Theorem 1.3. The condition implies that the rank of M is at
most two. Hence, trans:degk k(M)  2. Assume that trans:degk k(M)D0 = 2. Then,
k(M)=k(M)D
0
is a separable algebraic extension. Hence, D0 is zero on k(M) (cf. [9,
Chapter X, Proposition 7]), that is, k(M)D
0
= k(M). Hence, k[x]D is nitely generated
by Lemma 3.2. If trans:degk k(M)
D0  1, then we are done by Proposition 3.1. Actually,
k(M)D
0
= k(M)D, as we remarked above. Therefore, Theorem 1.3 is proved.
The k-derivation D on k[x] is said to be locally nilpotent if, for each f 2 k[x], there
exists l  0 such that Dl(f) = 0. It is said to be triangular if D(xi) 2 k[x1; : : : ; xi 1] for
every i. Note that, if D is triangular, then it is locally nilpotent. We say D is monomial
if each D(xi) is a monomial multiplied by an element in k.
Corollary 3.3 Assume that n  3 and D is a monomial derivation on k[x]. If D(xi) = 0
for 1  i  n  3, then k[x]D is nitely generated.
Proof. The condition implies m  3. Hence, the corollary follows from Theorem 1.3. 2














was studied by Daigle and Freudenburg [1]. For this derivation, k[x]D is not nitely
generated. Namely, it is a counterexample to the fourteenth problem of Hilbert. Note
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that, in this case, the dimension of the ane subspace of Rn generated by f1; : : : ; mg
is three.
For n = 4, we have the following.
Corollary 3.4 Assume that n = 4. If D is triangular and monomial, then k[x]D is
nitely generated.
Proof. Assume that D(x1) 6= 0. Then, we have D(x1) 2 k n f0g, since D is triangular.
Hence, D has a slice. Here, we say an element s 2 k[x] is a slice of D if D(s) = 1. It is
known that the kernel of a locally nilpotent k-derivation on k[x] with a slice is nitely
generated (cf. [5, Corollary 1.3.23]). Hence, k[x]D is nitely generated. Assume that
D(x1) = 0. Then, k[x]
D is nitely generated by Corollary 3.3. 2
Actually, Maubach showed that, under the assumption in Corollary 3.4, k[x]D is gen-
erated by at most four elements [10]. Moreover, Daigle and Freudenburg showed in [2]
that the kernel of any triangular derivation is nitely generated if n = 4, though there
is no general bound for the minimal number of generators.
Since D is locally nilpotent if it is triangular, the following corollary is stronger than
Corollary 3.4. The possibility of this corollary was suggested by the referee.
Corollary 3.5 Assume that n = 4. If D is locally nilpotent and monomial, then k[x]D
is nitely generated.
Proof. We set x 1i D(xi) = ix
i with i 2 k for each i, and denote by i;j the j-th
component of i. Note that i;j  0 for i 6= j, and i;i   1 for any i. We show that, if
D is not triangular for any change of indices, then the set fi j i 6= 0g is contained in
some two dimensional ane subspace of R4. If it is proved, then the assertion follows
from Corollary 3.4 and Theorem 1.3.
Suppose the contrary, that is, i 6= 0 for all i and the set f1; : : : ; 4g was not contained
in any two dimensional ane subspace of R4. Since D is not triangular for any change
of indices by assumption, there exists 1  p  4 and distinct 1  i1; : : : ; ip  4 such that
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i1;i2 ; i2;i3 ; : : : ; ip;i1 > 0 if p > 1, and i1;i1  0 if p = 1. Actually, if such p and i1; : : : ; ip
do not exist, then we may change indices so that i;j > 0 implies j < i for any distinct
1  i; j  4. This implies that D is triangular.
We dene a sequence fujg1j=1 by uj = iq, where 1  q  p is the integer with q  j






uj ;uq+1) > 0 (3.6)
for any l > 0. Actually, if p = 1, then uj = i1 for all j, and i1;i1  0. Hence,
1 +
Pq
j=1 uj ;uq+1 > 0 for each q. Assume that p > 1. Let q > 0, and take q
0; q00 2 Z so
that q = q0p + q00 and 0  q00 < p. If uj ;uq+1 < 0, then uj = uq+1 and uj ;uq+1 =  1.
The number of such indices 1  j  q is equal to q0. However, the number of such
indices 1  j  q that uj = uq+1   1 is greater than or equal to q0. For such j, we have
uj ;uq+1  1. Hence, we have 1 +
Pq
j=1 uj ;uq+1 > 0 for each q.
















v1v2   vlx1x2x3x4xv1+v2++vl (3.7)















v1v2   vlyv1yv2    yvl ; (3.8)




j=1 vj ;vq+1) is a non-
negative integer for any 1  v1; : : : ; vl  4. So, by (3.6), the monomial yu1    yul appears
in F with its coecient u1   ul multiplied by a nonzero integer. Since F is sent to
zero by the substitution yi 7! xi , there exists a monomial ya11    ya44 6= yu1    yul in F
with a1 +   + a4 = l such that
a11 +   + a44 = u1 +   + ul : (3.9)
By adding  l1 to the both sides of (3.9), we get a nontrivial linear relation on i   1
for i = 2; 3; 4. This implies that f1; : : : ; 4g is contained in some two dimensional ane
subspace of R4. This is a contradiction. Therefore, the proof is completed. 2
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Remark: It is possible that, for k[x1; x2; x3; x4], any monomial derivation which is locally
nilpotent is necessarily triangular in some coordinate system.
For 0  r  n, the k-derivation D on k[x] is called an elementary k[x1; : : : ; xr]-
derivation if D(xi) 2 k[x1; : : : ; xr] for all i, and D(xi) = 0 for 1  i  r. We say that
D is elementary if it is an elementary k[x1; : : : ; xr]-derivation for some r. By denition,
an elementary derivation is triangular. The following fact is known for the kernel of an
elementary derivation.
Theorem 3.6 (van den Essen and Janssen [6]) Assume that D is an elementary
k[x1; : : : ; xr]-derivation on k[x]. If r  2 or n  r  2, then k[x]D is nitely generated.
For n = 7, there exists an elementary monomial k[x1; x2; x3]-derivation whose kernel is
not nitely generated (See [4, 8, 15]). However, we have the following for n = 6.
Corollary 3.7 Assume that n = 6. If D is elementary and monomial, then k[x]D is
nitely generated.
Proof. If r  3, then k[x]D is nitely generated by Corollary 3.3. If r  2, then the
assertion follows by Theorem 3.6. 2
We note that Khoury showed a stronger result that, under the assumption in Corol-
lary 3.7, k[x]D is generated by at most six elements [7].
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A SAGBI basis for the kernel of a derivation
Shigeru Kuroda
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Abstract
We consider the kernel of a derivation on a polynomial ring, and give a criterion
for it has a nite universal SAGBI basis. Furthermore, we show that the kernel
of a triangular derivation with at most two dimensional support has a universal
SAGBI basis with at most n elements by giving it explicitly.
1 Introduction
The SAGBI bases are the sets of generators of a subalgebra of a polynomial ring which
have certain computational property. These are analogues of the Grobner bases for
an ideal of a polynomial ring. The term \SAGBI" is the abbreviation of \Subalgebra
Analogue to Grobner Bases for Ideals". This notion was introduced at the end of 1980's,
independently, by Robbiano and Sweedler [9], and Kapur and Madlener [2]. This is
applied for computing invariants. In [10], Stillman and Tsai invented an algorithm to
compute invariants by using SAGBI basis. It enabled us to compute some of them.
Compared with the theory of Grobner bases, however, that of SAGBI bases has
made a slow progress. One of the factor is that a nitely generated subalgebra does not
necessarily have a nite SAGBI basis. Therefore, it is a fundamental problem to consider
Supported by JSPS Research Fellowships for Young Scientists.
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when a subalgebra of a polynomial ring has a nite SAGBI basis. In this paper, we will
work on this problem for the kernel of a derivation on a polynomial ring.
The kernel of a derivation on a polynomial ring is important in the study of invariant
theory and the fourteenth problem of Hilbert. Recently, many researches on this object
have been done, and we have a remarkable progress in this eld. We believe that a
computational methods will give us a further progress.
In this paper, k is always a eld of characteristic zero. Let k[x] = k[x1; : : : ; xn] be
the polynomial ring in n variables over k, and k[x;x 1] = k[x1; : : : ; xn; x 11 ; : : : ; x
 1
n ] the
Laurent polynomial ring in n variables over k. For each a = (a1; : : : ; an) 2 Zn, we denote
by xa the monomial xa11    xann . Let us denote by 
 the set of total orders  on Zn such
that a  b implies a+ c  b+ c for any a; b; c 2 Zn, and by 
0 the set of 2 
 such that
zero vector is the minimum among Z0n for the order relation . An element of 
0 is
called a monomial order. When an order  is given, we write a  b if a  b and a 6= b
for a; b 2 Zn.
Let  be an element of 
. For f = Pa2Zn axa 2 k[x;x 1], we dene the support
supp(f) of f by
supp(f) = fa j a 6= 0g: (1.1)
If f 6= 0, then set v(f) to the maximum element of supp(f) for . The maximum
exists, since supp(f) is a nonempty nite subset of Zn. For any f; g 2 k[x;x 1] n f0g, it
follows that v(fg) = v(f) + v(g). We dene the initial term in(f) of f by
in(f) = v(f)x
v(f) (1.2)
if f 6= 0, while we dene in(0) = 0. Then, it follows that
in(fg) = in(f) in(g) (1.3)
for any f; g 2 k[x;x 1]. For a k-vector subspace V  k[x], we dene the initial vector
space in(V ) to be the k-vector space generated by fin(f) j f 2 V g. If A  k[x] is a
k-subalgebra of k[x], then in(A) is a k-algebra. It is called the initial algebra of A. A
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subset S  A is said to be a SAGBI basis for A if A is generated by S over k, and
in(A) = k[fin(s) j s 2 Sg]: (1.4)
We say that S  A is a universal SAGBI basis for A if it is a SAGBI basis for A with
respect to any 2 
.
We remark that, for any 2 
0, the condition (1.4) implies that A is generated
by S, i.e., S is a SAGBI basis for A (See [9, Proposition 1.16]). The condition (1.4)
is equivalent to the condition that the subsemigroup fv(f) j f 2 A n f0gg of Zn is
generated by fv(f) j s 2 S n f0gg. Hence, S is a universal SAGBI basis for A if and
only if the subsemigroup fv(f) j f 2 Anf0gg of Zn is generated by fv(f) j s 2 Snf0gg
for any 2 
.
By denition, there exist the following implications:
A has a nite universal SAGBI basis.
+
A has a nite SAGBI basis for some 2 
:
+
A is nitely generated over k:
However, the converse of each implication is not true, in general. Actually, Robbiano
and Sweedler showed that, for A = k[x1; x1x2   x22; x1x22], the set fx1; x1x2   x22; x1x22g
is a SAGBI basis for 2 
 with x1  x2, but A does not have a nite SAGBI basis
for 2 
 with x2  x1 ([9, Example 4.11]). There is also an example of an nitely
generated subalgebra which does not have nite SAGBI basis for any 2 
 (See for
example Chapter 4). In the present paper, we will give a sucient condition on the
derivation that the kernel has a nite universal SAGBI basis.
For a commutative ring R and an R-algebra A, a R-homomorphism D : A ! A
is called an R-derivation on A if D(fg) = D(f)g + fD(g) for any f; g 2 A. For an
R-submodule V  A, we denote by
V D = ff 2 V j D(f) = 0g: (1.5)
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If V is a R-subalgebra of A, then V D is a R-subalgebra of V . We will consider the kernel
k[x]D of a k-derivation D on k[x]. The k-subalgebra k[x]D of k[x] is not necessarily
nitely generated (cf. Chapter 3). We note that this is a kind of the fourteenth problem
of Hilbert.





Then, there exists ;i 2 k for each  such that x 1i D(xi) =
P
2supp(D) ;ix
 for 1  i 
n. Dene a homomorphism  : Z
n ! k of additive groups by
((a1; : : : ; an)) = a1;1 +   + an;n (1.7)
for each . We dene a subset supp(D)  supp(D) as follows. Set S0 = supp(D) and
Si+1 = f 2 Si j 0    62 ker for some 0 2 Sig (1.8)
for each i 2 Z0, inductively. Then, dene supp(D) by the set of  2 supp(D) contained
in the convex hull of
T1
i=0 Si in R
n.
In [Chapter 1, Theorem 1.2], we showed that k[x]D is nitely generated over k if the
dimension of supp(D) is at most two. The following result generalizes this.
Theorem 1.1 Assume that D is a k-derivation on k[x]. If the dimension of supp(D)
is at most two, then k[x]D has a nite universal SAGBI basis.
Here, for a subset S  Rn, we dene the dimension dimS of S by the dimension of the
R-vector subspace of Rn generated by fs   t j s; t 2 Sg if S 6= ;, and by  1 if S = ;.
Since supp(D) can not be a single point, dim supp(D) 6= 0 for any D.
A k-derivation D on k[x] is said to be triangular if D(xi) is in k[x1; : : : ; xi 1] for each
i. In this case, we know the following.
Theorem 1.2 Assume that D is a triangular k-derivation on k[x]. If the dimension of
supp(D) is at most two, then there exists a universal SAGBI basis for k[x]D with at
most n elements.
26
Moreover, we describe the universal SAGBI basis explicitly.
In Section 2, we review the proof of [Chapter 1, Lemma 2.1] rst. Then, we prove
Theorem 2.2 which guarantees the existence of a nite universal SAGBI basis for the
kernel of some derivation. We deduce Theorem 1.1 from this theorem. Theorem 1.2 will
be proved in Section 3.
The author would like to express his gratitude to Professor Masanori Ishida for his
advice and encouragement.
2 Finite universal SAGBI bases
Let A be a nitely generated normal domain over k, and K the eld of fractions of A.
We assume that K is a regular extension of k, i.e., K 
k k is a eld for the algebraic
closure k of k. In [Chapter 1, Lemma 2.1], we showed the following. Let L be a subeld





Lgi11    girr \ A

(2.1)
of A is nitely generated over k if L is a simple extension of k. We have a stronger
statement as follows.
Lemma 2.1 Assume that L = k(u0=u1) for some u0; u1 2 A. Then, we may nd a nite
subset 0  P1k of closed points such that, for any nite subset   P1k of closed points
containing 0, there exist f1; : : : ; fs 2 R 
k k with the following property. Assume that





(ju0   ju1)mj (2.2)
with (j : j) 2 P1k n and mj 2 Z0 for j = 1; : : : ; q such that ui0um i1 f=h is equal to a





Proof. We set L = L
k k, A = A
k k, K = A
k K and R = R
k k. First, assume that
u0=u1 is transcendental over k. Let  : Spec A ! P1k be the dominant rational map
dened by the inclusion map  : L! K. Then, we may consider the homomorphism
 : Div(P1k)! Div(Spec A) (2.3)
of the divisor groups of P1k and Spec
A. Since the complement of the image of  is a
nite set, ker is nitely generated. In the proof of [Chapter 1, Lemma 2.1], we showed
the following.
There exists a nite subset   P1k of closed points of as follows:
(i) ker is contained in the subgroup of Div(P1k) generated by , where we
regard  as a set of prime divisors.
(ii) Let p be the generic point of a prime divisor which appears in (gi) 2
Div(Spec A) for some 1  i  r. Then, (p) is in , unless it is the generic
point of P1k.
If  is a nite subset of P1k of closed points as above, then there exist
nite elements f1; : : : ; fs 2 R with the following property. Assume that f is
an element of Lga11    garr \ Anf0g for some (ai)i 2 Zr such that the supports
of zeros and poles of the rational function f=ga11    garr on P1k are contained
in . Then, f is equal to a product of powers of f1; : : : ; fs multiplied by an
element of k n f0g.
Let 0 be a nite subset of P
1
k
of closed points satisfying (i) and (ii) which contains
the supports of zeros and poles of u0=u1. We show that it satises the desired property.
Assume that  is a nite subset of P1k of closed points containing 0. Then,  also
satises (i) and (ii). Hence, there exist nite elements f1; : : : ; fs 2 R as above. Assume






p2mpp. Note that h




(pu0   pu1)mp (2.4)
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is an element of k[u0; u1] n f0g. Here, for each closed point p 2 P1k, we assign (p; p) 2
k2nf0g so that hQp2P1k(pu0 pu1) mp 2 knf0g for each h 2 L with (h) =Pp2P1k mpp,
and identify p with the ratio (p : p). We set m =
P
p2P1kn
mp. Then, the supports of
zeros and poles of ui0u
m i
1 h
0=h are contained in  for each 0  i  m. Note that
H0(P1k;OP1k( E))g
i1








1 f=h 2 Lgi11    girr \ A. Hence,
ui0u
m i
1 f=h is equal to a product of powers of f1; : : : ; fs multiplied by an element of
knf0g
by assumption. Thus, the assertion is true if u0=u1 is transcendental over k.
Now, assume that u0=u1 is algebraic over k. Then, L = k, since K=k is a regular
extension. In this case, the proof of [Chapter 1, Lemma 2.1] shows that there exist nite
elements f1; : : : ; fs 2 R such that every element of kgi11    girr \ A is equal to a product
of powers of f1; : : : ; fs multiplied by an element of k n f0g. Hence, the assertion holds
for 0 = ; and h = 1. Therefore, the proof of Lemma 2.1 is completed. 2
Now, let   be an additive group, A =
L
2 A a  -graded nitely generated normal
k-subalgebra of k[x], and D a k-derivation dened on an extension of A. Here, we say
that a k-algebra C is  -graded if C =
L
2 C for some k-vector spaces C  C such
that CC  C+ for every ;  2  . An element f of C is said to be  -homogeneous





 and supp(f) \ supp(g) = ; for any f 2 AD ; g 2 AD with  6= .
Since A is a domain, the set AH =
S
2 A n f0g of nonzero  -homogeneous elements
is multiplicatively closed. We set B = A 1H A the localization of A by AH . Then, the
 -grading B =
L
2 B is dened by setting
B = ff=g j (f; g) 2 A0+  (A0 n f0g) for some 0 2  g (2.6)
for each  2  . Note that B0 is a eld containing k.
Theorem 2.2 If trans:degk B
D
0  1, then AD has a nite universal SAGBI basis.
29
Proof. Take 2 




 ), since the
supports of  -homogeneous elements in AD with distinct  -degrees do not intersect by
assumption. By the remark after the denition of the universal SAGBI bases, it suces to
show the existence of such elements f1; : : : ; ft 2 AD that, for any  -homogeneous element
f 2 AD, there exist a1; : : : ; at 2 Z0 such that v(f) = a1v(f1) +   + atv(f1).
Since trans:degk B
D
0  1, the eld BD0 is a simple extension of k. Actually, Luroth's
theorem says that BD0 is a rational function eld of one variable over k if trans:degk B
D
0 =
1, while BD0 = k otherwise. Let u0; u1 2 A be  -homogeneous elements with BD0 =
k(u0=u1). Then, we may nd a nite subset 1  P1k of closed points such that, for any
nite subset   P1k of closed points containing 1, the convex hull of supp(1u0 0u1)
in Rn are the same for any (0; 1) 2 k2 n f0g with (0 : 1) 62 . If this is the case,
then it follows that
v(1u0   0u1) = v(ue) (2.7)
for all (0; 1) 2 k2 n f0g with (0 : 1) 62  for some e 2 f0; 1g.
By a similar argument as in the proof of [Chapter 1, Theorem 2.1], we may nd  -
homogeneous elements g1; : : : ; gr 2 BD such that, for each  2  , there exist i1; : : : ; ir 2















1    girr \ A

: (2.8)
By Lemma 2.1, there exist a nite subset   P1k of closed points containing 1 and




k k which satisfy the following property. Assume that
f 2 AD n f0g is a  -homogeneous element. Then, there exists h 2 k[u0; u1] n f0g of the
form h =
Qq
j=1(ju0 ju1)mj with (j : j) 2 P1kn and mj 2 Z0 for j = 1; : : : ; q such
that ui0u
m i
1 f=h is equal to a product of powers of f
0
1; : : : ; f
0
s multiplied by an element of
k n f0g for 0  i  m, where m =Pqj=1mj.
Choose f1; : : : ; ft 2 AD so that kf1 +    + kft contains f 01; : : : ; f 0s and there exists
1  l  t such that v(f 0j) = v(fl) for each 1  j  s. We show that these are the
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= v(ume f=h): (2.12)
Then, there exist a01; : : : ; a
0
s 2 Z0 such that ume f=h is equal to (f 01)a01    (f 0s)a0s up to a









for some a1; : : : ; at 2 Z0. Therefore, v(f) =
Pt
i=1 aiv(fi). This completes the proof.
2
Now, we show Theorem 1.1 as a consequence of Theorem 3.6. To show this theorem,
















for any a 2 Zn. For a subset S  supp(D), we set DS =
P
2S D.
Lemma 2.3 Assume that D is a k-derivation on k[x]. We set
S = a 2 Z0n j a 2 ker for all  2 supp(D) n supp(D)	: (2.15)
Then, it follows that k[x]D = k[fxa j a 2 Sg]D, where D = Dsupp(D).
Proof. We will prove by induction on the number of elements of supp(D). Put S =
supp(D). If S 6= supp(D), then there exists  2 S n supp(D) which is a vertex of the
convex hull of S in Rn such that S + f g  ker. Then, it suces to show that
k[x]D = k[fxa j a 2 Z0n \ kerg]DSnfg (2.16)
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by the following reason. Note that





Since supp(DSnfg) = supp(D), we get k[x]
DSnfg = k[fxa j a 2 S 0g]D by induction
assumption, where
S 0 = a 2 Z0n j a 2 ker0 for all 0 2 S n  fg [ supp(D)	: (2.18)
On the other hand, we have
k[fxa j a 2 Z0n \ kerg] \

k[fxa j a 2 S 0g]D

= k[fxa j a 2 Sg]D : (2.19)
Therefore, k[x]D = k[fxa j a 2 Sg]D follows from (2.16).
Assume that f is in the right hand side of (2.16). Then, D(f) = 0 by (2.14). Hence,
we have D(f) = D(f) + DSnfg(f) = 0. Namely, f is in k[x]
D. Thus, the right hand
side of (2.16) is contained in the left.
For the converse, we take any f 2 k[x]D, and show that it is in the right hand side




(cf. Section 3 of Chapter 1). So, we may assume that f is Zn=M -homogeneous. Choose
2 
 so that  is the maximum among S for . Then, v(f) is in ker. We show this
by contradiction. If (v(f)) 6= 0, then D(in(f)) 6= 0 by (2.14). Since D(f) = 0, the
term D(in(f)) is eliminated in the expression
D(f) = D(in(f)) +D(f   in(f)) +DSnfg(f): (2.20)
Since supp(D(f)) is contained in supp(D) + supp(f), there exist 0 2 supp(D) and
a0 2 supp(f) such that 0 + a0 =  + v(f) and 0 6=  or a0 6= v(f). Since 0   and
a0  v(f), this is a contradiction. Thus, v(f) is in ker.
Since f is Zn=M -homogeneous, supp(f)+f v(f)g is contained in M . On the other
hand, M is contained in ker, since S + f g  ker. It implies supp(f)  ker,
since v(f) 2 ker. So, we have D(f) = 0 by (2.14). Hence,
DSnfg(f) = DSnfg(f) +D(f) = D(f) = 0: (2.21)
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This shows that f is contained in the right hand side of (2.16). Thus, we get the equality
(2.16). This completes the proof. 2
The proof of Theorem 1.1. We set A = k[fxa j a 2 Sg], D = Dsupp(D) and
S = supp(D). Then, A is a nitely generated normal k-subalgebra of k[x], since S is
a nitely generated normal subsemigroup of Z0n. Here, we say that a subsemigroup S
of Zn is normal if S =Ps2S Zs \Ps2S R0s.
We put   = Zn=M, where M =
P
02S Z(
0  ). Consider the  -grading structure
k[x] =
L









We set  0 the image of
M = a 2 Zn j a 2 ker for all  2 supp(D) n supp(D)	 (2.23)
in  . Then, it follows that A =
L
2 0 k[x]. Actually, for a 2 Z0n, we have xa 2L
2 0 k[x] if and only if a 2 M + M. Since M  M and S = M \ Z0n, it is




2 0 B denote the localization of A by
S
2 0 k[x] n f0g, and k(M)
the subeld of the quotient eld of k[x] generated by fxa j a 2 Mg over k. Then,
B0  k(M) and trans:degk k(M)  2. Assume that trans:degk k(M)D = 2. Then, we
get k(M) = k(M)D

by a similar argument as in the proof of [Chapter 1, Theorem 1.3].
In this case, the proof of [Chapter 1, Lemma 3.2] says that k[x]D

= k[fxa j a 2 S 0g]
for some nitely generated subsemigroup S 0 of Z0n. Hence, AD = k[fxa j a 2 S \ S 0g].
Since the semigroup S \ S 0 is nitely generated by Gordan's lemma [8, Proposition
1.1.(ii)], AD is generated by a nite set of monomials over k. This set is a universal
SAGBI basis for AD. If trans:degk k(M
)D
  1, then trans:degk BD0  1. Hence, the
assertion of Theorem 1.1 follows from Theorem 2.2. Thus, the proof is completed. 2
33
The dimension of supp(D) is one of the measure which shows the \complexity" of
k[x]D. If supp(D) = ;, then k[x]D is a semigroup ring of a nitely generated normal
subsemigroup of Z0n.
We say that a k-derivation D on a k-algebra B is locally nilpotent if, for each f 2 B,
there exists r 2 Z0 such that Dr(f) = 0. We see easily that a triangular derivation on
k[x] is locally nilpotent.
Proposition 2.4 Assume that D is a nonzero locally nilpotent derivation on k[x]. Then,
supp(D) 6= supp(D) if and only if supp(D) = ;. If this is the case, we have D = f@=@xi
for some 1  i  n and f 2 k[x1; : : : ; xi 1; xi+1; : : : ; xn] n f0g.
Proof. Since D 6= 0, it is clear that supp(D) 6= supp(D) if supp(D) = ;.
Assume that supp(D) 6= supp(D). Then, there exists  2 supp(D) which is a vertex
of the convex hull of supp(D) such that supp(D) + f g  ker. First, we show that
one component of  is  1. By denition, components of each element of supp(D) are not
less than  1. We suppose that  2 Z0n, and show a contradiction. Let a be an element
of Z0n n ker if () = 0, and a =  otherwise. Then, it follows that (a + j) 6= 0

































y1    yl ; (2.25)
where fy0 j 0 2 supp(D)g is the set of indeterminates over k. Since D is locally
nilpotent, (2.24) is zero for suciently large l. For this l, (2.25) is sent to zero by the
substitution y0 7! x0 for 0 2 supp(D). Since  is a vertex of the convex hull of supp(D)
in Rn, we have 1 +    + l = l if and only if 1 =    = l = . Hence, the coecient
of xa+l in Dl(xa) is equal to
Ql 1
j=0 (a+ j). However, it is not zero by the choice of a.
This is a contradiction. Therefore, some component of  is  1.
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Without loss of generality, we may assume that the rst component of  is  1. Then,
it follows that ;1 6= 0 and ;i = 0 for 2  i  n. Since supp(D) + f g  ker, the
rst component of every element of supp(D) is  1. Thus, we have D = f@=@x1 for some
f 2 k[x2; : : : ; xn]. Moreover, 0(00   000) = 0 for any 0; 00; 000 2 supp(D). This implies
that supp(D) = ;. Thus, the proof is completed. 2
3 A triangular derivation with two dimensional sup-
port
Maubach [7] and Khoury [3] studied in respective papers the kernels of some triangular
derivations on k[x]. They showed the nite generation of them by giving the generators
explicitly. In this section, we consider the kernel k[x]D of a triangular derivation D on
k[x] with the dimension of supp(D) is at most two. We will determine a universal
SAGBI basis for it explicitly. This implies the results of both Maubach and Khoury as
special cases.
Assume that D is a nonzero triangular derivation on k[x]. We set ND the number of
indices i 2 f1; : : : ; ng such that D(xi) 6= 0. If supp(D) 6= supp(D), then ND = n   1.
Actually, D = f@=@xi for some i and f 2 k[x] by Proposition 2.4. In this case, fxj j
j 6= ig is a universal SAGBI basis for k[x]D. In case of ND = n  2, we will determine a
universal SAGBI basis for k[x]D with n  1 elements explicitly in Corollary 3.5 below as
a consequence of a fact on the kernel of a locally nilpotent derivation. Our main result
of this section is for the case where ND  n  3.
Lemma 3.1 Assume that n  3, and D is a nonzero triangular derivation on k[x]
with at most two dimensional support. Then, ND is greater than or equal to n   3. If






















Here, j 2 Z0n for j = 0; 1; 2 whose last three components are zero, u1; u2; v 2 Z with
u1; u2  1 and v  0, and 0; 1; 2;j 2 k for j = 1; : : : ; v with 012;0 6= 0.
Proof. Note that, if ND = r, then we may assume that D(xi) = 0 for i  n   r and
D(xi) 6= 0 for i > n   r by a change of indices of the variables. We show this by
induction on the number of indices i 2 f1; : : : ; ng with D(xi) 6= 0 and D(xj) = 0 for
some i < j  n. Let i 2 f1; : : : ; ng be the maximum among such indices, and j the
maximum index with D(xj) = 0. Then, D remains triangular if we exchange i and j. By
induction assumption, we may change indices so that D(xi) 6= 0 implies that D(xj) 6= 0
for any j > i.
Suppose that ND was less than n  3. Then, we may assume that D(xn 3+i) 6= 0 for







: : :  1 0 0
: : : : : : : :  1 0
: : : : : : : : : : : :  1
1CCCA ; (3.2)
since D is triangular. Hence, a1   a0; a2   a0; a3   a0 are linearly independent over R.
This contradicts that dim supp(D)  2. Thus, ND = n  3.
Assume that ND = n   3. Then, we may assume that D(xn 2+i) 6= 0 for i =
0; 1; 2. We show that D is written as (3.1). Take ai 2 supp(x 1n 2+iD(xn 2+i)) for
i = 0; 1; 2. It suces to show that supp(x 1n 2+iD(xn 2+i)) = faig for i = 0; 1, and that
a2   a02 2 Z(a1   a0) for every a02 2 supp(x 1n D(xn)). First, suppose that there existed






   0 0
    1 0
: : : : : : : :  1
1CCCA : (3.3)
This shows that a00   a0; a1   a0; a2   a0 are linearly independent. It contradicts that
dim supp(D)  2. Hence, supp(x 1n 2D(xn 2)) = fa0g. In a similar way, we see that
supp(x 1n 1D(xn 1)) = fa1g.
36
Vectors a1  a0 and a2  a0 are linearly independent, since they are, respectively, the
second and third rows of the right hand side of (3.3). Since the dimension of supp(D)
is at most two, each a02 2 supp(x 1n D(xn)) satises a2   a02 = (a1   a0) + (a2   a0)
for some ;  2 R. The n-th components of a2 and a02 are both equal to  1, while that
of a2   a0 is  1. Hence,  = 0. Namely, a2   a02 = (a1   a0). Since the (n   1)-st
component of a1   a0 is  1, that of a2   a02 is equal to  . Thus,  is an integer. This
completes the proof. 2
Let us denote k[x][y] = k[x][y0; y1; : : : ; ym] and k[x;x
 1][y] = k[x;x 1][y0; y1; : : : ; ym],
respectively, the polynomial rings in m+ 1 variables over k[x] and k[x;x 1]. As before,
we express monomials as xayb for (a; b) 2 Zn  Zm+1. For each 0 6= f 2 k[x;x 1][y], we
set e(f) the unique element of Zn such that
(a) xe(f)f 2 k[x][y],
(b) xaf 2 k[x][y] implies that a  e(f) 2 Z0n for every a 2 Zn.
Then, dene (f) = xe(f)f .
In the situation of Lemma 3.1, we replace n by n+3 and xn+1; xn+2; xn+3 by y0; y1; y2,





















on k[x][y] for m = 2, where j 2 Z0n for j = 0; 1; 2, u1; u2; v 2 Z with u1; u2  1 and
v  0, and 0; 1; 2;j 2 k for j = 1; : : : ; v with 0; 1; 2;0 6= 0.
We set i;j = i   j for i; j. Then, dene two elements in k[x;x 1][y] by















where (p; q) is an element of k dened by
(p; q) =
( 1)p q2;q
p q+10 (v   q + 1)
p qY
r=1
v   q   r + 1
(q + r)u1 + u2
(3.7)
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for p; q. Then, it follows that D( ~F ) = D( ~G) = 0. It is easily checked that D( ~G) = 0.
We verify the equality D( ~G) = 0 only.
We set
P (p; q) =
 
( 1)p q2;q(v   p+ 1)
p q0 (v   q + 1)
p q 1Y
r=1
v   q   r + 1





for p; q. Then, D(y2) =
Pv
p=0 P (p; p),
D((p; q)xp1;0+2;0ypu1+u20 y
v p
1 ) = P (p; q)  P (p+ 1; q) (3.9)

















(P (p; q)  P (p+ 1; q))
!
= 0: (3.11)
We set  =
Pv
q=0 (v; q). Put u
0
i = ui= gcd(u1; u2) for i = 1; 2, and set  = u
0
12;0  




2. If  6= 0, then set









We dene F = ( ~F ) and G = ( ~G). If  6= 0, then dene H = ( ~H), else set H = 0.
Then, we have the following.
Theorem 3.2 Assume that m = 2, and D is a k[x]-derivation on k[x][y] which has
the form of (3:4). Then, fx1; : : : ; xn; F;G;Hg is a universal SAGBI basis for the kernel
k[x][y]D of D. In particular, k[x][y]D is generated by at most n+ 3 elements over k.
Before proving Theorem 3.2, we recall a fact on the kernel of a locally nilpotent
derivation. Let B be a k-algebra, and D a locally nilpotent derivation on B. An element
s 2 B is said to be a slice of D if D(s) = 1. Assume that D has a slice s in B. Then,








Note that every summand of (3.13) is zero for suciently large p, since D is locally
nilpotent. By denition, it follows that 	s(s) = 0, and 	s(b) = b for any a 2 BD. The
following fact is well-known (See [1, Corollary 1.3.23] for instance).
Lemma 3.3 The map B 3 b 7! 	s(b) 2 B is a homomorphism of k-algebras. Its image
	s(B) is equal to the kernel B
D. In particular, if S  B generates B over k, then
f	s(b) j b 2 Sg generates BD over k.
Assume that D is a triangular derivation on k[x]. If D(x1) 6= 0, then s = x1=D(x1) is a
slice of D. The following is a consequence of Lemma 3.3.
Corollary 3.4 Assume that D is a triangular derivation on k[x] with D(x1) 6= 0. We
set s = x1=D(x1). Then, f	s(x2); : : : ;	s(xn)g is a SAGBI basis for k[x]D for any
monomial order  on k[x] with xi = in(	s(xi)) for i = 2; : : : ; n.
Note that such a monomial order on k[x] as in Corollary 3.4 always exists. For example,
assume that  is the monomial order dened by a  b if the last nonzero component of
b  a is positive for a; b 2 Zn. Then, xi = in(	s(xi)) for i = 2; : : : ; n.
Proof. SinceD is triangular, it is locally nilpotent. By Lemma 3.3, f	s(x2); : : : ;	s(xn)g
generates k[x]D over k, since 	s(x1) = 0.
By the choice of , we have
in(k[x]
D)  k[x2; : : : ; xn]: (3.14)
On the other hand, it follows that trans:degk A  trans:degk in(A) for a k-subalgebra
A  k[x] by the following reason. Take f1; : : : ; fr 2 A so that their initial terms are a




1    f irr = 0 (3.15)
for some i1;:::;ir 2 k which is not zero for some (i1; : : : ; ir). Let (i1; : : : ; ir) be an el-
ement of Z0r with i1;:::;ir 6= 0 such that in(f i
0
1
1 ;    f i
0
r
r )  in(f i11 ;    f irr ) for any
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(i01; : : : ; i
0
r) with i01;:::;i0r 6= 0. Then, there exists (i1; : : : ; ir) 6= (j1; : : : ; jr) 2 Z0r with
j1;:::;jr 6= 0 such that in(f i11    f irr ) is equal to in(f j11    f jrr ) up to scalar multipli-
cation. Actually, if such (j1; : : : ; jr) did not exist, then the initial term of the left
of (3.15) would be the nonzero term i1;:::;ir in(f
i1




1    f jrr ) =
Qr
l=1 in(fl)
jl by (1.3), it implies the algebraic de-
pendence of in(f1); : : : ; in(fr) over k. This is a contradiction. Thus, trans:degk A 
trans:degk in(A).
Since k is of characteristic zero, the transcendence degree of k[x]D is less than
n. Hence, that of in(k[x]
D) is less than n. So, (3.14) implies that in(k[x]
D) =
k[x2; : : : ; xn]. Therefore, f	s(x2); : : : ;	s(xn)g is a SAGBI basis for k[x]D with respect
to . 2
Assume that D is a triangular derivation on k[x] with ND = n  2. Then, there exist
1  p < q  n such that D(xp); D(xq) 6= 0 and D(xi) = 0 for any i 6= p; q. We set
s = xp=D(xp). Then, D is extended uniquely to a locally nilpotent derivation on k[x][s].
Write 	s(xq) = h=h
0, where h; h0 2 k[x] with gcd(h0; h1) = 1.
Corollary 3.5 Assume that D is a triangular derivation on k[x]. If there exist 1  p <
q  n such that D(xp); D(xq) 6= 0 and D(xi) = 0 for any i 6= p; q, then
fx1; : : : ; xp 1; xp+1; : : : ; xq 1; xq+1; : : : ; xn; hg (3.16)
is a universal SAGBI basis for k[x]D.
Proof. We set k[x0] = k[x1; : : : ; xp 1; xp+1; : : : ; xq 1; xq+1; : : : ; xn]. Then, k[x0]  k[x]D.
We show that h 2 k[x]D. Since D is triangular, D(xp) 2 k[x1; : : : ; xp 1]. Hence, the
denominator of each irreducible fraction in k[x][s] is contained in k[x1; : : : ; xp 1]. So, h0
is in k[x1; : : : ; xp 1]. Since D(h=h0) = 0, this implies that h 2 k[x]D. Thus, we have
k[x0][h]  k[x]D.
Suppose that there existed f 2 k[x]D n k[x0][h]. Since 	s(xp) = 	s(s) = 0, we have
k[x]D = k[x][s]D \ k[x] = 	s(k[x][s]) \ k[x] = k[x0][h=h0] \ k[x] (3.17)
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by Lemma 3.3. Hence, we may write f = f0(h=h
0)r + f1(h=h0)r 1 +    + fr, where
fi 2 k[x0][h] for each i. Assume that r is the minimum among such expressions. Then,
r > 0. Moreover, h0 does not divide f0. Actually, if h0 divided f0, then we may express
f = (f0h=h
0 + f1)(h=h0)r 1 +    + fr. Since f0h=h0 + f1 2 k[x0][h], it contradicts the
minimality of r. Thus, h0 does not divide f0. We set f 0 = f0hr + f1hr 1h0    + fr(h0)r.
Then, f = f 0=(h0)r. However, f 0 is not divided by h0. This contradicts that f 2 k[x].
Therefore, we have k[x]D = k[x0][h].
Let  be any monomial order on k[x]. We show that in(k[x]D) = k[x0][in(h)].
Assume that f 2 k[x]D. Then, f = f0hr +    + fr for some r and fi 2 k[x0]. Note
that each monomial of h is divided by xp or xq. We set ai the power of xi in in(h)
for i = p; q. Then, for j with fj 6= 0, the i-th component of v(fjhr j) is (r   j)ai
for i = p; q. Hence, in(fihr i) 6= in(fjhr j) for any i 6= j with fi; fj 6= 0. This
implies that in(f) = in(fihr i) for some i. Since in(fihr i) 2 k[x0][in(h)], we have
in(f) 2 k[x0][in(h)]. Thus, in(k[x]D)  k[x0][in(h)]. Since the converse inclusion is
clear, we get in(k[x]
D) = k[x0][in(h)]. Therefore, (3.16) is a universal SAGBI basis for
k[x]D. 2
We will show Theorem 3.2, as a consequence of Theorem 3.6 below. Let M be a
submodule of Zn  Zm+1 of rank two which is not contained in
L = f(a; (b0; b1; : : : ; bm)) 2 Zn  Zm+1 j b0 = 0g: (3.18)
Let 	 : k[x][y1; : : : ; ym]! k[x;x 1][y] be a homomorphism of k[x]-algebras such that
	(yi)  yi 2 k[x;x 1][y]y0 and supp(y 1i 	(yi)) M (3.19)
for i = 1; : : : ;m. Let  : k[x;x 1][y] ! k[x;x 1][y] be the homomorphism dened by
substituting zero for y0. Then, consider the k-subalgebra
A = 	(k[x][y1; : : : ; ym]) \ k[x][y] (3.20)
of k[x][y]. Put Fi = (	(yi)) for i = 1; : : : ;m. Let  = (
0; 00) 2 Zn  Zm+1 such that
M \ L = Z. We set 001 the vector 00 whose negative components are replaced by zero,
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and 002 = 
00
1   00. Then, dene ~H() = x0	(y001 )   	(y002 ) and H() = ( ~H())
for each  2 k. We dene the Newton polytope New(f) of f by the convex hull of
supp(f) in Rn for each f 2 k[x;x 1][y]. Then, there exist nite number of elements
0; 1; : : : ;  2 k n f0g such that
(i) New( ~H(i)) 6= New( ~H(j)) if i 6= j.
(ii) New( ~H(0)) contains supp(x
0	(y
00
1 )) and supp(	(y 
00
2 )).
(iii) New( ~H()) = New( ~H(0)) for all  2 k n f0; 1; : : : ; g.
With the notation above, we have the following.
Theorem 3.6 The set fx1; : : : ; xn; F1; : : : ; Fm; H(1); : : : ; H()g is a universal SAGBI
basis for A.
Proof. We set   = (Zm Z3)=M , and dene k[x;x 1][y] the k-vector space generated
by monomials xayb 2 k[x;x 1][y] with the image of (a; b) in   is equal to  for each
. Then, the  -grading structure k[x;x 1][y] =
L
2  k[x;x
 1][y] is dened. For this
 -grading, 	 and  send each  -homogeneous element to that of the same  -degree.
Note that 	((f)) = f for f 2 	(k[x][y1; : : : ; ym]). We show that A =
L
2 A,
where A = A \ k[x;x 1][y] for  2  . Each f 2 A is written as f =
P
 f, where
f 2 k[x;x 1][y]. Since the supports of f and f0 do not intersect if  6= 0, f is
in k[x][y] for any . It follows that f = 	((f)) =
P
2 	((f)). Since  and 	
preserve  -degree, 	((f)) is in k[x;x
 1][y] for each . Hence, f = 	((f)). Thus,
f 2 A for each  2  . Therefore, A 
L
2 A. The converse inclusion is clear.
Take any 2 
, and set S the subsemigroup of ZnZm+1 generated by Z0nf0g,
v(Fi) for i = 1; : : : ;m and v(H(i)) for i = 1; : : : ; . To complete the proof, it suces
to show that v(f) 2 S for any  -homogeneous element f 2 A n f0g. First, we show
that v(H()) 2 S for any  2 k n f0g. It is true if  = i for i = 1; : : : ; . For
 2 k n f0; 1; : : : ; g, it follows that New(H()) = New(H(0)) by the condition (iii).
Hence, v(H()) = v(H(0)) for  2 k n f0; 1; : : : ; g. So, it suces to show that





1 ) and h2 = 	(y
002 ). Since H(0) = x







e( ~H(0))  e(hj); 0

+ v((hj)): (3.21)
The condition (ii) also implies that e( ~H(j))   e(hi) 2 Z0n. Since v((hj)) is con-
tained in
Pm
i=1 Z0v(Fi), we have v((hj)) 2 S. Thus, v(H(0)) is in S. Therefore,
v(H()) is in S for any  2 k n f0g.
Now, let f be a  -homogeneous element of A n f0g. Then, there exist a 2 Zn,
b1; : : : ; bm; r 2 Z0 and i 2 k with 0; r 6= 0 such that
















1 002 )i for some a 2 Zn, b0 2 Zm+1, r 2 Z0
and i 2 k with 0; r 6= 0, since every c; d 2 supp((f)) satisfy c   d 2 Z. The
condition (f) 2 k[x][y1; : : : ; ym] implies that the rst component of b0 is zero and
b0   r002 2 Z0m+1. Hence, we get the expression (3.22). Let 1; : : : ; r 2 k be the
solutions of the equation
Pr
i=0 iX
i = 0. Then, i 6= 0 for any i. We may write (3.22)
as
(f) = 0x









1 002   i) (3.23)
= 0x







1   iy002 ): (3.24)
Since f = 	((f)), we get
f = 0x
a	(y1)






















where a0 = a Pmj=1 bje(	(yj)) Pri=1 e( ~H(i)). By (3.26), we have










j=1 bjv(Fj) is in S. As we showed above, v(H(i)) 2 S for each i. We
show that (a0; 0) 2 S. Suppose the contrary. Then, the j-th component of a0 is negative
for some j. Since f 2 k[x][y], the polynomial (Qmj=1 F bjj )(Qri=1H(i)) is divided by xj.
However, xj does not divide (g) for any g 2 k[x;x 1][y] n f0g by denition. This is a
contradiction. Hence, (a0; 0) 2 S. Therefore, v(f) is in S. This completes the proof. 2
To prove Theorem 3.2, we need the following two lemmas. Let D be the k-derivation
(3.4), and put s = y0=0x
0 . Then, D is naturally extended to a locally nilpotent
derivation on k[x][y][s]. Note that s is a slice of this derivation. We setM the submodule
of Zn  Z3 generated by  1;0; (u1; 1; 0) and  2;0; (u2; v; 1). Then, it follows that
M \ L = Z ; (0; w; u01).
Lemma 3.7 (i) k[x][y]D = 	s(k[x][y1; y2]) \ k[x][y].
(ii) The map k[x][y1; y2] 3 f 7! 	s(f) 2 k[x][y][s]D is an isomorphism. Its inverse is
k[x][y][s]D 3 f 7! (f) 2 k[x][y1; y2].
(iii) 	s(y1) = ~F and 	s(y1) = ~G.
(iv) 	s(yi)  yi  k[x;x 1][y]y0 and supp(y 1i 	s(yi)) M for i = 1; 2.
Proof. By Lemma 3.3, we get k[x][y][s]D = 	s(k[x][y][s]). Since 	s(y0) = 	s(s) = 0, it
is equal to 	s(k[x][y1; y2]). Therefore,
k[x][y]D = k[x][y][s]D \ k[x][y] = 	s(k[x][y1; y2]) \ k[x][y]: (3.28)
Hence, (i) is proved.
For f 2 k[x][y1; y2], we have 	s(f) = f s
P1
p=1( s)p 1Dp(f)=p!. Hence, (	s(f)) =
f . Moreover, 	s(k[x][y0; y1]) = k[x][y][s]
D as above. This proves (ii).
Note that ~F; ~G 2 k[x][s]D. Since ( ~F ) = y1 and ( ~G) = y2, we have 	s(y1) = ~F
and 	s(y2) = ~G by (ii). Hence, we get (iii).
(iv) is a consequence of (iii). Actually, we see easily that ~F y1; ~G y2 2 k[x;x 1][y]y0
and supp(y 11 ~F ); supp(y
 1
2
~G) M . This completes the proof. 2
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1. Then, dene ~H() = x
	s(y1)
001   	s(y2)002 and
H() = ( ~H()) for each  2 k n f0g. If  6= 0, then put







and take any 0 2 k n f0; 1g. If  = 0, then take any 0 2 k n f0g.
Lemma 3.8 Assume that  6= 0. Then, we have
(i) New( ~H(0)) 6= New( ~H(1)).
(ii) New( ~H(0)) contains supp(x
0	(y1)
001 ) and supp(	(y2)
002 ).
(iii) New( ~H()) = New( ~H(0)) for all  2 k n f0; 1g.
Assume that  = 0. Then, we have
(iv) New( ~H(0)) contains supp(x
0	(y1)
001 ) and supp(	(y2)
002 ).
(v) New( ~H()) = New( ~H(0)) for all  2 k n f0g.
Proof. Note that x	s(y1)
001 = x ~Fw and 	s(y2)
002 = ~Gu
0
1 by Lemma 3.7 (iii). Assume
that  6= 0. Then, the sets of the vertices of New(x	s(y1)001 ) and New(	s(y2)002 ) are,
respectively, fa1; a2g, and fb1; b2; b3g. Here,
a1 =
 












u01(2;0 + v1;0); (u
0











We show that a1; a2; b1; b2; b3 2 New( ~H()) for any  2 knf0; 1g and a2 62 New( ~H(1)).
The assertions (i), (ii), (iii) follow from this. Take any  2 k n f0; 1g. Since a1 62
New(	s(y2)
002 ) and b1 62 New(x	s(y1)001 ), we have a1; b1 2 New( ~H()). It follows that
 + w1;0 = (u
0
12;0   u021;0) + (u01v + u02)1;0 = u01(2;0 + v1;0); (3.30)
and u1w = u
0
1(u1v + u2). Hence, a2 = b2. We remark that the coecient of x
+w1;0yu1w0
in ~H(0) is zero if and only if 0 = 1 for 0 2 k. Hence, a2 is in New( ~H()). Since
b3 = (1   u02=w)a1 + (u02=w)a2, we have b3 2 New( ~H()). Therefore, a1; a2; b1; b2; b3 are
contained in New( ~H()) for any  2 knf0; 1g. The rst component of the second factor
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of a2 is greater than that of any element of fa1; b1; b3gnfa2g. Hence, it is greater than that
of any element of supp( ~H(1)) but a2. Since a2 62 supp( ~H(1)), we get a2 62 New( ~H(1)).
This proves the lemma for  6= 0.
Assume that  = 0. In a similar way as above, a1; b1 are in New( ~H()). Since
the coecient of x+w1;0yu1w0 in ~H() is equal to that in x
	s(y1)
001 , we have a2 2
supp( ~H()). Then, b3 is in New( ~H()) similarly. Thus, a1; a2; b1; b3 2 New( ~H()). This
implies (iv) and (v). Therefore, the lemma is proved. 2
We complete the proof of Theorem 3.2. Assume that  6= 0. Then, by Theorem 3.6,
Lemma 3.7 (i), (iv), and Lemma 3.8, the set fx1; : : : ; xn; (	s(y1)); (	s(y2)); H(1)g is
a universal SAGBI basis for k[x][y]D. Since 	s(y1) = ~F and 	s(y2) = ~G by Lemma 3.7
(iii), we have (	s(y1)) = F and (	s(y2)) = G. Moreover, H(1) = H by denition.
Thus, the theorem is proved if  6= 0. Similarly, fx1; : : : ; xl; F;Gg is a universal SAGBI
basis for k[x][y]D if  = 0. Therefore, the proof of Theorem 3.2 is completed.
Now, Theorem 1.2 is a consequence of the results above. Actually, it follows from
what we mentioned above Lemma 3.1, Corollary 3.5 and Theorem 3.2. In each case, we
determined the universal SAGBI basis explicitly.
In [7], Maubach showed that, for n = 4, the kernel of a triangular derivationD on k[x]
is generated by at most four elements if D(xi) is a monomial multiplied by an element
of k for each i. Furthermore, we know a SAGBI basis for this kernel.
Corollary 3.9 Assume that n = 4. Let D be a triangular derivation on k[x] such that
x 1i D(xi) = ix
di for some i 2 k and di 2 Z4 for each i. Then, k[x]D has a universal
SAGBI basis with at most four elements if i = 0 for some i. If i 6= 0 for all i, then
f	s(x2);	s(x3);	s(x4)g is a SAGBI basis for any monomial order  with di  d1 for
i = 2; 3; 4, where s = x1=D(x1).
Proof. The former part follows from Theorem 1.2. Assume that D(xi) 6= 0 for any
i. The assumption that d1  di for i = 2; 3; 4 implies that xi = in(	s(xi)) for i =
2; 3; 4. Actually, supp(x 1i 	s(xi)) is contained in
P3
i=1R0(di   d1) for each i. Hence,
f	s(x2);	s(x3);	s(x4)g is a SAGBI basis for  by Corollary 3.4. 2
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For each i; j, we set +i;j the vector i;j whose negative components are replaced by zero,
and dene Li;j = x
+j;iyi   x+i;jyj. Khoury showed in [3, Corollary 2.2] that k[x][y]D
is generated by L2;1; L3;1; L3;2 over k[x]. As a consequence of Theorem 3.2, we have
furthermore the following result.
Corollary 3.10 Assume that m = 2 and D is a k-derivation on k[x][y] of the form
(3:31). Then, fx1; : : : ; xn; L2;1; L3;1; L3;2g is a universal SAGBI basis for k[x][y]D.
Proof. Note that (3.31) is a special case of (3.4) where 0 = 1 = 2;0 = 1, u1 = u2 = 1,
and v = 0. In this case, we have ~F = y1 x1;0y0, ~G = y2 x2;0y0, and  = 2 1 = 2;1.
Since 2;1 + 1;0 = 2;0, we have
~H = x2;1(y1   x1;0y0)  (y2   x2;0y0) = x2;1y1   y2: (3.32)
For i; j, it follows that (yi   xi;jyj) = x+j;iyi   x+i;jyj. Therefore, the assertion follows
from Theorem 3.2. 2
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Abstract
We generalize Roberts' counterexample to the fourteenth problem of Hilbert,
and give a sucient condition for certain invariant rings not to be nitely generated.
It shows that there exist a lot of counterexamples of this type. We also determine
the initial algebra of Roberts' counterexample for some monomial order.
1 Introduction
The fourteenth problem of Hilbert asks whether theK-algebra L\A is nitely generated.
Here, K is a eld, A is a polynomial ring over K, and L is a subeld of the quotient
eld of A containing K. The rst counterexample to this problem was found by Nagata
in 1958. It was given as the invariant subring of a polynomial ring in 32 variables for
a linear action of the 13-dimensional additive group [13]. Recently, Mukai showed that
there exists similar counterexample which is an invariant subring of a polynomial ring
in 18 variables for a linear action of the three dimensional additive group [12].
In 1990, P. Roberts gave a simple new counterexample of dierent type as follows.
Supported by JSPS research Fellowships for Young Scientists.
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Theorem 1.1 (P. Roberts [15, Theorem 1]) Let A = K[x1; x2; x3; y1; y2; y3; y4] be a
polynomial ring in seven variables over a eld K of characteristic zero. Assume that Lt
is a subeld of the quotient eld of A generated by
x1; x2; x3; x1y4   xt2xt3y1; x2y4   xt1xt3y2; x3y4   xt1xt2y3 (1.1)
over K. If t  2, then Lt \ A is not nitely generated over K.
Following this result, Deveney and Finston showed in [2] that this counterexample can
be obtained as the invariant subring of A for a nonlinear action of the one dimensional
additive group Ga. In [6], Kojima and Miyanishi generalized Roberts' counterexample.
They constructed a Ga-invariant subring of the polynomial ring of each dimension greater
than or equal to seven which is not nitely generated. Furthermore, Freudenburg gave a
counterexample in dimension six [4], and Daigle and Freudenburg gave one in dimension
ve [1].
In the present paper, we will generalize Roberts' counterexample further, and show
that there exist a lot of counterexamples of this type. We give in Theorems 1.3 and 1.4
sucient conditions for a certain kind of Ga-invariant subring of a polynomial ring not
to be nitely generated. In Section 3, we will discuss Roberts' counterexample Lt \ A
in terms of the theory of SAGBI bases. As the consequence, we determine a generating
set of it in Theorem 3.3. We also remark on a sucient condition for nite generation
in Section 4.
Throughout this paper, let K denote a eld of characteristic zero. Assume that R
is a commutative K-algebra, and A is a commutative R-algebra. An R-homomorphism
D : A ! A is called an R-derivation on A if D(ab) = D(a)b + aD(b) holds for any
a; b 2 A. Then, its kernel
AD = fa 2 A j D(a) = 0g (1.2)
is an R-subalgebra of A. An R-derivation D on A is said to be locally nilpotent if, for
each a 2 A, there exists r 2 Z0 such that Dr(a) = 0. We remark that a locally nilpotent
R-derivation D on A denes an action A ! A 
R R[t] of the one dimensional additive
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 (tk=k!). The invariant
subring AGa of A for this action of Ga is equal to A
D (cf. [11]).
Let R = K[x] = K[x1; : : : ; xm] be the polynomial ring in m variables over K, and
A = K[x][y] = K[x][y1; : : : ; yn] that in n variables over K[x]. A K[x]-derivation D on
K[x][y] is said to be elementary if D(yj) is in K[x] for each j. Note that an elementary
K[x]-derivation is locally nilpotent. An elementary K[x]-derivation D on K[x][y] is said
to bemonomial if eachD(yi) is a monomial, i.e., x
a1
1    xanm for some (a1; : : : ; am) 2 Z0m.
In this paper, we discuss the problem of nite generation of the kernel K[x][y]D of such a
K[x]-derivation D. As we remarked above, it is equal to the invariant subring of K[x][y]
for an action of Ga, since D is locally nilpotent. Note that K[x][y]
D is nitely generated
over K if and only if it is so over K[x].






+   + xt+1m
@
@ym
+ (x1    xm)t @
@ym+1
(1.3)
on K[x][y] is elementary and monomial. The kernel K[x][y]Dt;m of this K[x]-derivation
has been studied well. Deveney and Finston treated it in [2], and showed that Roberts'
K-algebra Lt \ A in Theorem 1.1 is equal to the kernel K[x][y]Dt;m for m = 3 (See also
Maubach's result found in [3, Section 9.6]). Furthermore, Kojima and Miyanishi showed
the following.
Theorem 1.2 (Kojima-Miyanishi [6]) Assume that n = m+ 1. If t  2 and m  3,
then the kernel K[x][y]Dt;m of the K[x]-derivation Dt;m is not nitely generated over K.
We will study the kernel K[x][y]D of an elementary monomial K[x]-derivation D on
K[x][y] of more general form. Let D(yi) = x
i for each i = 1; : : : ; n. Here, we denote by
xa the monomial xa11    xamm for a = (a1; : : : ; am) 2 Zm. Similarly, by yb the monomial
yb11    ybnn for b = (b1; : : : ; bn) 2 Zn. Put i;j = i   j for i; j, and for k = 1; : : : ;m, let
ki;j and 
k
i be the k-th components of i;j and i, respectively.
In Sections 1 and 2, we study under the condition that n  4, m  n  1 and ii;j > 0
for any 1  i  n  1, 1  j  n with i 6= j. The derivation Dt;m satises this condition.
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Actually, we have ii;j = t+ 1 if j 6= m+ 1, and ii;j = 1 otherwise for it. We dene
 =
11;n
minf11;j j j = 2; : : : ; n  1g
; (1.4)
and
k;i = minfmaxfi1;k; i2;kg; 0g (1.5)
for i = 2; : : : ; n   1 and k = 3; : : : ; n   1. For each k = 3; : : : ; n   1, we set Lk;n 2 the
system of linear inequalities8>>>>>><>>>>>>:
u1 +   + un 2 = 1
u1  ; ui  0 (i = 2; : : : ; n  2)
n 2X
j=1
minfin;1; in;j+1guj + k;i  0 (i = 2; : : : ; n  1)
(1.6)
in the n  2 variables u1; : : : ; un 2.
Here is our main result.
Theorem 1.3 Assume that n  4, m  n   1 and ii;j > 0 for any 1  i  n   1,
1  j  n with i 6= j. If the system Lk;n 2 of linear inequalities has a solution in Rn 2
for each k = 3; : : : ; n  1, then K[x][y]D is not nitely generated over K.
By this theorem, we get the following simple criterion for n = 4.
Theorem 1.4 Assume that m  3, n = 4 and ii;j > 0 for any 1  i  3, 1  j  4










then K[x][y]D is not nitely generated over K.
The examples of Roberts are included in the case of this theorem for m = 3. In
case (m;n) = (3; 4), there exist 2450001 derivations on K[x][y] which satisfy (1.7) and
gcdfx1 ;x2 ;x3 ;x4g = 1 even if we impose the restriction ki  10 for all i; k.
In the following corollary, the case where m  4 and t = 1 is new, while the case
m  3 and t  2 was proved in [6].
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Corollary 1.5 Assume that n = m+ 1. If m  3 and t  2, or m  4 and t = 1, then
the kernel K[x][y]Dt;m of the K[x]-derivation Dt;m is not nitely generated over K.
We will prove Theorems 1.3, 1.4 and Corollary 1.5 in Section 2.
We remark that, if t = 0, then the kernel K[x][y]Dt;m of Dt;m is nitely generated for
any m by Weitzenbock's theorem (cf. [13, Chapter IV]). Actually, it is isomorphic to a
polynomial ring in 2m variables over K (See the remark after Lemma 4.2). If m  2,
then K[x][y]Dt;m is also isomorphic to a polynomial ring in 2m variables over K for any
t  0 by [5, Theorem 3.1]. For (t;m) = (1; 3), Kurano showed in [7] that K[x][y]Dt;m is
generated by nine elements over K[x].
The author would like to thank Professor Masanori Ishida for helpful comments and
encouragement. He also thanks Professor Kazuhiko Kurano for telling him about the
result on the kernel of D1;3.
2 Construction of invariants
In this section, we prove Theorem 1.3, and show Theorem 1.4 and Corollary 1.5 as its
consequences. Throughout this section, we assume that n  4, m  n 1 and D satises
that ii;j > 0 for any 1  i  n   1, 1  j  n with i 6= j. Note that D is uniquely
extended to a K[x;x 1]-derivation on K[x;x 1][y].
Theorem 1.3 follows from the two lemmas below.
Lemma 2.1 If an element of K[x][y]D has a monomial of the form xayln with l > 0,
then at least one of the rst n  1 components of a 2 Z0m is positive.
Proof. Suppose that f 2 K[x][y]D had xayln with the rst n 1 components of a are zero.
Then, the monomial xaxnyl 1n appears in D(f). Since D(f) = 0, its coecient in D(f)
is zero. Hence, xaxnyl 1n is a monomial of D(x
a0yb
0








must be equal to xaxn;iyiy
l 1
n for some i < n. Since 
i




0 62 K[x][y]. This contradicts that f 2 K[x][y]. Thus, at least one of the
rst n  1 components of a 2 Z0m is positive. 2
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The lemma below asserts the existence of an innite system of invariants.
Lemma 2.2 Under the assumption in Theorem 1:3, there exists a positive integer 
such that a Laurent polynomial of the form
x1y
l
n + (terms of lower degree in yn) (2.1)
belongs to K[x; x 1n ; : : : ; x
 1
m ][y]
D for each l > 0.
First, we show Theorem 1.3 by assuming these lemmas. Suppose that K[x][y]D was
generated by nite elements g1; : : : ; gp. Then, by Lemma 2.1, there exists r > 0 such
that each monomial of the form x1x
byln of gi with l > 0 and the rst n  1 components
of b are zero satises l= < r for every i. Since every element of K[x][y]D is written as
a sum of products of g1; : : : ; gp, a monomial of an element of K[x][y]
D is a product of
those of g1; : : : ; gp. Hence, that of the form x

1x
byln as above also satises l= < r. By
Lemma 2.2, there exists f 2 K[x; x 1n ; : : : ; x 1m ][y]D involving x1yln with l= > r. Since
xaf is in K[x][y]D for some a 2 Z0m whose rst n  1 components are zero, we are led
to a contradiction. Thus, K[x][y]D is not nitely generated.
Let us denoteK[y] = K[y1; : : : ; yn], andK[y]l theK-vector subspace of homogeneous
l-forms in y1; : : : ; yn. For each f =
P
b2Zn by
b 2 K[y], we dene the support supp(f) of
f by
supp(f) = fb 2 Zn j b 6= 0g: (2.2)







yb. Here, b = (b1; : : : ; bn) and a
0 = a+
Pn
j=1 bjn;j. We dene the




+   + @
@yn
: (2.3)
Then, it follows that D( lxa(f)) = x
n l 1xa (E(f)) for each a; l and f 2 K[y]l. We set
B = K[y2   y1; y3   y1; : : : ; yn   y1]: (2.4)
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Note that B is contained in K[y]E. Put Bl = B\K[y]l for each l 2 Z0. Then,  lxa(f) is
in K[x;x 1][y]D for each a 2 Zm and f 2 Bl. Actually, D( lxa(f)) = xn l 1xa (E(f)) = 0,
since E(f) = 0 for f 2 Bl. We dene the R-linear maps li : Rn ! R by
l1((b1; : : : ; bn)) = 
1









for i = 2 : : : ; n  1.
We reduce Lemma 2.2 to the following lemma.
Lemma 2.3 Under the assumption in Theorem 1:3, there exists a positive integer  such
that, for each positive integer l, we may nd f 2 Bl such that (0; : : : ; 0; l) 2 supp(f) and
every b 2 supp(f) satises l1(b) +   0 and li(b)  0 for i = 2; : : : ; n  1.
Lemma 2.2 is proved by this lemma as follows. As we mentioned above,  lx1 (f) is an
element of K[x;x 1][y]D, which has the form of (2.1). By denition, every monomial of
 lx1 (f) is written as x

1x














n;j  li(b)  0 (2.8)
for i = 2; : : : ; n  1. Hence, x1xa0yb does not have negative power in x1; : : : ; xn 1. Thus,
 lx1 (f) is in K[x; x
 1
n ; : : : ; x
 1
m ][y]
D. This proves Lemma 2.2.
Let PD be the set of b = (b1; : : : ; bn) 2 R0n with b1 = bn = 0;
Pn 1
j=2 bj = 1 and li(b) 
0 for i = 2; : : : ; n 1. For each b = (b1; : : : ; bn 2) 2 Rn 2, we set (b) = (0; b1; : : : ; bn 2; 0).
Note that, if b 2 R0n 2 is a solution of Lk;n 2, then li((b))+k;i  0 for i = 2; : : : ; n 1.
This condition is equivalent to the condition that (b); (b) + (ek   e2) 2 PD, where
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e1; : : : ; en are the coordinate unit vectors of R
n. Actually, if in;k < 
i
n;1, then
k;i = minfmaxfi1;k; i2;kg; 0g (2.9)
= minfin;k  minfin;1; in;2g; 0g (2.10)
= minfminfin;k; in;1g  minfin;1; in;2g; 0g (2.11)
= minfli(ek   e2); 0g: (2.12)
If in;k  in;1, then i1;k  0. The equality k;i = minfli(ek   e2); 0g also holds in this
case, since the right hand sides of both (2.9) and (2.11) are zero.
For a convex subset P  Rn, we denote by rP the subset frb j b 2 Pg of Rn for
r 2 R0.
Lemma 2.4 Under the assumption in Theorem 1:3, there exists 0 > 0 such that, for
any r > 0 and u3; : : : ; un 1  0 with
Pn 1





(skuk + pk)(ek   e2) 2 rPD (2.13)
for any sj 2 [0; 1].
Proof. Since Lk;n 2 has a solution, there exists bk 2 PD such that bk + (ek   en 2) is
in PD for each k = 3; : : : ; n  1. Let P be the convex hull of
fbk;bk + (ek   e2) j k = 3; : : : ; n  1g (2.14)
in Rn, and d a positive number such that the d-neighbourhood of a point a 2 P is
contained in P . Here, we consider the Euclidean topology induced from that on the
ane subspace H = e2 +
Pn 1
k=3 R(ek   e2). Then, dene 0 = (1=d)
p
(n  2)(n  3).
We show that this 0 satises the desired property.
Take any r > 0. It suces to show (2.13) for u3; : : : ; un 1  0 with
Pn 1
k=3 uk =
(r   0). We set u0k = uk=((r   0)) for each k. Then, we have
n 1X
k=3
u0k(bk + sk(ek   e2)) 2 P (2.15)
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for any s3; : : : ; sn 1 2 [0; 1]. Actually, since P is convex,
bk + sk(ek   e2) = (1  sk)bk + sk(bk + (ek   e2)) (2.16)




k = 1, we get (2.15).
For each q 2 H, dene the map Tq : P ! rH by Tq(c) = 0q+ (r   0)c. Since 0 <






, and choose p0k 2 R0




k(ek   e2). Then, let pk be the nonnegative integer obtained
by adding an element in ( 1=2; 1=2] to p0k for each k. Put b = re2 +
Pn 1
k=3 pk(ek   e2)















ja  a0j = (0) 1jb  b0j  d=2: (2.18)
By the choice of a, the point a0 is in P . Hence, Ta0(P )  rP . Moreover, Ta0(c) Ta(c) =
0(a0   a) = b  b0 for c 2 P . Thus, we get
(b  b0) + Ta(P )  rP: (2.19)
By (2.15),













(pk + skuk)(ek   e2) (2.21)
is in b   b0 + Ta(P ) for any sk 2 [0; 1]. Then, (2.13) follows from (2.19), since rP is
contained in rPD. Therefore, 
0 satises the desired property. 2
Now, let us prove Lemma 2.3. First, we show that the assumption that each Lk;n 2
has a solution implies that in;1  0 and 1n;i > 0 for i = 2; : : : ; n 1. Suppose that in;1 < 0
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for some 2  i  n   1. Then, for any (u1; : : : ; un 2) 2 R0n 2 with
Pn 2




minfin;1; in;j+1guj + k;i  in;1 + k;i < 0: (2.22)
This contradicts that Lk;n 2 has a solution. Thus, in;1  0 for i = 2; : : : ; n  1. Suppose
that 1n;i  0 for some 2  i  n  1. Then, it implies that   1, since
11;n  minf11;j j j = 2; : : : ; n  1g =  minf1n;j j j = 2; : : : ; n  1g   1n;i  0: (2.23)
If Lk;n 2 has a solution u = (u1; : : : ; un 2), then  = u1 = 1 and uj = 0 for j =
2; : : : ; n  2. For this u, it follows that
n 2X
j=1
minf2n;1; 2n;j+1guj + k;2 = minf2n;1; 2n;2g+ k;2  2n;2 < 0: (2.24)
This is a contradiction. Thus, 1n;i > 0 for i = 2; : : : ; n  1.
Take 0 > 0 as in Lemma 2.4, and set  an integer greater than or equal to 011;n. Let
l be an arbitrary positive integer, and F the set of f 2 Bl such that (0; : : : ; 0; l) 2 supp(f)
and every b 2 supp(f) satises li(b)  0 for i = 2; : : : ; n  1. Since
li (je1 + (l   j)en) = jin;1  0 (2.25)
for i = 2; : : : ; n   1 and j = 0; : : : ; l, we have (yn   y1)l 2 F . Hence, F 6= ;. We show
that there exists F0 2 F such that l1(b) +   0 for each b 2 supp(F0). Suppose the
contrary. Then, for each f 2 F , an element O(f) = (d; e) in Z2 is dened by setting
d the maximum among the n-th components of b 2 supp(f) with l1(b) +  < 0, and e
the maximum among the rst components of b 2 supp(f) whose n-th components are d.
We dene the total order  on Z2 by (d1; e1)  (d2; e2) if d1 < d2 or d1 = d2; e1  e2.
For v1; v2 2 Z2, we denote by v1  v2 if v1  v2 and v1 6= v2. Choose F 2 F with
O(F ) = (d; e) such that (d; e)  O(h) for any h 2 F , and set f 2 K[y2; : : : ; yn 1] the
coecient of ye1y
d
n in F .
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For b 2 supp(F ) whose rst and n-th components are e and d, respectively, we have
l1(b) +  = 
1
n;1e+minf1n;j j j = 2; : : : ; n  1g(l   d  e) +  (2.26)
= 1n;1e+ (
1
n;1 +minf11;j j j = 2; : : : ; n  1g)(l   d  e) +  (2.27)
= minf11;j j j = 2; : : : ; n  1g(l   d  e)  11;n(l   d) +  (2.28)
 minf11;j j j = 2; : : : ; n  1g(l   d  e)  11;n(l   d  0) (2.29)
= minf11;j j j = 2; : : : ; n  1g((l   d  e)  (l   d  0)): (2.30)
Since 11;j > 0 for j 6= 1, (2.28) is negative by the maximality of e. By (2.30) we get
l   d  e < (l   d  0): (2.31)
Lemma 2.5 In the above notation, E(f) = 0.
Proof. Suppose that E(f) 6= 0. Let yb be a monomial appearing in E(f) with nonzero
coecient. We set 0j the coecient of yjy
b in f , and bj the j-th component of b for each







We set j the coecient of yjy
b(ye1y
d
n) in F for each j. Then, j = 
0
j for j = 2; : : : ; n 1.
The coecient  of yb(ye1y
d
n) in E(F ) is written as
 = (e+ 1)1 +
n 1X
j=2
(bj + 1)j + (d+ 1)n = (e+ 1)1 + 
0 + (d+ 1)n: (2.33)
Since E(F ) = 0, we have  = 0. Moreover, 1 = 0 by the maximality of e. Since 
0 6= 0,
we have n 6= 0, that is,
b0 = b+ ee1 + (d+ 1)en (2.34)
is in supp(F ). Note that l1(b
0+e2 en)+ is negative, since it is equal to (2.26). Hence,
l1(b
0) +  = l1(b0 + e2   en) + l1(en   e2) (2.35)
< li(en   e2) =  minf1n;j j j = 2; : : : ; n  1g < 0: (2.36)
This contradicts the maximality of d. Thus, we get E(f) = 0. 2
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We claim that K[y]E  B. This is a special case of Lemma 4.2 which we shall prove
later. By Lemma 2.5, this fact implies that f is in Bl d e.
Lemma 2.6 In the above notation, there exists G 2 Bl of the form G = fye1ydn + g.
Here, g is an element of K[y]l such that li(b)  0 for i = 2; : : : ; n  1 and, respectively,
the rst and n-th components e0 and d0 of b satisfy (e0; d0)  (d; e) for every b 2 supp(g).







(y2   yk)uk (2.37)
for some u 2 K. Here, the sum in (2.37) is taken over u = (u3; : : : ; un 1) 2 Z0n 3
with
Pn 1
k=3 uk = l  d  e. By (2.31), we get
Pn 1
k=3 uk < (l  d  0) for each u. Hence,
there exist p3; : : : ; pn 1 2 Z0 such that
(l   d)e2 +
n 1X
k=3
(skuk + pk)(ek   e2) 2 (l   d)PD (2.38)






((y2   yk)ukypkk ) ; (2.39)
where p =
Pn 1
k=3 pk. Note that each element of supp(h
0
u) is written as the left of (2.38)
for some 0  sk  1. So, supp(h0u) is contained in (l   d)PD. In particular, e   p  0.
We set
hu = (y1   y2)e p
n 1Y
k=3
((y2   yk)uk(y1   yk)pk) (2.40)






(yn   y1)d: (2.41)




n + g, where g is an element of K[y]l
such that, respectively, the rst and n-th components e0 and d0 of each b 2 supp(g)
satisfy (d0; e0)  (d; e). So, it suces to verify li(b)  0 for i = 2; : : : ; n   1 for each
b 2 supp(G). Note that hu is equal to h0u which is substituted y1   yk for each yk. Since
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supp(h0u)  (l   d)PD, each element of supp(hu) is contained in c +
Pn 1
j=2 Z0(e1   ej)
for some c 2 (l   d)PD. Therefore, we may write each b 2 supp(G) as
b = d1e1 + d2en + c+
n 1X
j=2
vj(e1   ej); (2.42)
where d1; d2; v2; : : : ; vn 1 2 Z0 and c 2 (l d)PD. Note that li(en) = 0 and li(e1); li(c) 

















(in;1  minfin;1; in;jg)vj  0 (2.44)
for i = 2; : : : ; n 1. Thus, we get li(b)  0 for i = 2; : : : ; n 1. This completes the proof.
2
We set H = F  G. Then, H is in F . Moreover, O(H)  O(F ) by denition of H. This
contradicts the choice of F . Hence, there exists F0 2 F such that l1(b) +   0 for each
b 2 supp(F0). We have thus proved Lemma 2.3. Therefore, the proof of Theorem 1.3 is
completed.
Now, assume that m  3 and n = 4. Then, we set




for distinct integers 1  i; j; k  3, and put (D) = 1(D) + 2(D) + 3(D).
We show Theorem 1.4 as a consequence of Theorem 1.3. We verify that (1   2; 2)
is a solution of L3;2. Note that i > 0 for i = 1; 2; 3,  = 1, 3;2 = 0 and 3;3 =
 1minf33;1; 33;2g. So, 2 > 0. By (1.7), we have 1  2  1 + 3 > 1 = . Moreover, it
follows that
minf24;1; 24;2g(1  2) + minf24;1; 24;3g2 + 3;2 (2.46)
= minf24;1; 24;2g+ (minf24;1; 24;3g  minf24;1; 24;2g)2 + 3;2 (2.47)
= 24;2 +minf22;1; 22;3g2 = 0; (2.48)
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and
minf34;1; 34;2g(1  2) + minf34;1; 34;3g2 + 3;3 (2.49)
= minf34;1; 34;2g+ (minf34;1; 34;3g  minf34;1; 34;2g)2 + 3;3 (2.50)
= (34;3 +minf33;1; 33;2g) minf33;1; 33;2g2 + 3;3 (2.51)
= minf33;1; 33;2g ( 3 + 1  2   1)  0: (2.52)
Therefore, (1  2; 2) is a solution of L3;2. Hence, K[x][y]D is not nitely generated by
Theorem 1.3.
Finally, we show Corollary 1.5. As mentioned in Section 1, ii;j > 0 for any i 6= j, since
ii;j = t + 1 if j 6= m + 1, and ii;j = 1 otherwise. Assume that m = 3 and t  2. Then,
(Dt;m) = 3=(t+ 1)  1. Hence, K[x][y]Dt;3 is not nitely generated by Theorem 1.4.
Assume that m  4 and t  1. For k = 3; : : : ;m 1, we dene uk = (u1k; : : : ; um 1k ) 2
R0m 1 as follows. Set u33; u
j
k = 1=2 for j; k with j = 1 or k = j + 2, and set u
j
k = 0
otherwise. We show that uk is a solution of Lk;m 1 for each k. Since m  4, we havePm 1
j=1 u
j
k = 1. Since t  1, we get u1k = 1=2  1=(t + 1) = . Clearly, ujk  0 for
j = 2; : : : ;m  1. For i = 2; : : : ;m  1, it follows that
m 1X
j=1
minfim+1;1; im+1;j+1gujk + k;i = t  (t+ 1)ui 1k + k;i: (2.53)
Note that k;i =  1 if i = k, and k;i = 0 otherwise. If i = k, then the right hand side of
(2.53) is equal to t  1, since uk 1k = 0. If i 6= k, then it is not less than (t  1)=2, since
ui 1k  1=2 for any i; k. So, it is nonnegative for every i; k. Therefore, uk is a solution of
Lk;m 1 for k = 3; : : : ;m  2. By Theorem 1.3, K[x]Dt;m is not nitely generated. Thus,
we complete the proof of Corollary 1.5.
3 A SAGBI basis for the counterexample of Roberts
In this section, we consider the counterexample of Roberts. Recall that it is obtained as
the kernel of the derivation Dt;m on K[x][y] for (m;n) = (3; 4) and t  2 by the result
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of Deveney and Finston [2]. We determine its initial algebra for some monomial order
on K[x][y]. Consequently, it will turn out that an innite system of invariants appeared
in Roberts' proof of [15, Lemma 3] is a generating set of K[x][y]Dt;3 .
First, we review the notion of an initial algebra and a SAGBI basis. Let  be a
monomial order on K[x][y], i.e., a total order on Zm  Zn such that a  b implies
a + c  b + c for any a; b; c 2 Zm  Zn and the zero vector is the minimum among
Z0m  Z0n for . We denote by a  b if a 6= b and a  b. We sometimes denote
xayb  xa0yb0 instead of (a; b)  (a0; b0). For f 2 K[x][y] n f0g, we dene the initial term
in(f) of f by xayb. Here, (a; b) is the maximum element of supp(f) for , and  is
the coecient of xayb in f . Note that the maximum of supp(f) always exists, since it is
a nonempty nite set. If f = 0, then we dene in(f) = 0. Then, it follows that
in(fg) = in(f) in(g) (3.1)
for any f; g 2 K[x][y]. Assume that A is a K-subalgebra of K[x][y]. We dene the
initial algebra in(A) of A by the K-vector space generated by fin(f) j f 2 Ag. Then,
in(A) is a K-algebra by (3.1). We say that a set S  A of generators of the K-algebra
A is a SAGBI basis if the initial algebra in(A) is generated by fin(f) j f 2 Sg over
K.
The following is a basic property of a SAGBI basis.
Lemma 3.1 ([14, Proposition 1.16]) Let  be a monomial order on K[x][y]. As-
sume that A is a K-subalgebra of K[x][y], and S is a subset of A. If fin(f) j f 2 Sg
generates the initial algebra in(A) over K, then S is a SAGBI basis for A. In particular,
S generates A over K.
For any elementary monomial K[x]-derivation D on K[x][y], we set +i;j the same i;j




each i; j. Then, Li;j is in K[x][y]
D for i; j.
Now, let us consider the kernel K[x][y]Dt;m of Dt;m on K[x][y] for (m;n) = (3; 4).
Note that the following three elements
xt+11 y2   xt+12 y1; xt+11 y3   xt+13 y1; xt+12 y3   xt+13 y2 (3.2)
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are contained in K[x][y]Dt;3 . Actually, they are equal to L2;1; L3;1 and L3;2. Moreover,
we know the following (See also [6, Lemma 2.1]).
Theorem 3.2 (P. Roberts [15, Lemma 3]) For each d 2 Z0 and i = 1; 2; 3, there
exists an element of the form xiy
d
4 + (terms of lower degree in y4) in K[x][y]
Dt;3.
We take an arbitrary Id;i 2 K[x][y]Dt;3 of the form in Theorem 3.2 for each (d; i).
Let lex be the monomial order on K[x][y] for (m;n) = (3; 4) which is the lexicographic
order with
x1 lex x2 lex x3 lex y1 lex y2 lex y3 lex y4: (3.3)
Namely, we dene a lex b if the last nonzero component of b   a is positive for a; b 2
Z3  Z4, where we regard a; b as elements of Z7.
The following is the main result of this section.
Theorem 3.3 Assume that t  2. Then, the initial algebra of K[x][y]Dt;3 for lex is
generated by
fxt+11 y2; xt+11 y3; xt+12 y3g [ fxiyd4 j d 2 Z0; i = 1; 2; 3g (3.4)
over K[x]. The union of
fx1; x2; x3; xt+11 y2   xt+12 y1; xt+11 y3   xt+13 y1; xt+12 y3   xt+13 y2g (3.5)
and fId;i j d 2 Z0; i = 1; 2; 3g is a SAGBI basis for K[x][y]Dt;3 for lex. In particular,
it generates K[x][y]Dt;3 over K.
In case of n = 3, the set fx1; : : : ; xm; L2;1; L3;1; L3;2g is a SAGBI basis for the kernel
K[x][y]D of an elementary monomial K[x]-derivation D on K[x][y] for any monomial
order by [Chapter 2, Corollary 2.3]. We will use this fact in the proof of Theorem 3.3.
To analyze K[x][y]D in detail, we dene a grading structure on it. Let D be any
elementary monomial K[x]-derivation on K[x][y]. We set
  = (Zm  Zn)=
nX
i=2
Z(i;1; e1   ei); (3.6)
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and K[x;x 1][y] the k-vector space generated by monomials x
ayb for (a; b) 2 ZmZ0n
with the image of (a; b) in   is equal to  for each  2  . Then, it denes a  -grading on















Here, for a K-subalgebra A of K[x;x 1][y], we set A = A\K[x;x 1][y] for each . We
say that f 2 K[x;x 1][y] is  -homogeneous if f is in K[x;x 1][y] for some  2  . This
 is denoted by deg (f). Note that each  2   is expressed as a image of (a; len) for some
a 2 Zm and l 2 Z0. Then, we have  lxa(K[y]l) = K[x;x 1][y]. Actually,  lxa((f)) = f
for f 2 K[x;x 1][y], where  : K[x;x 1][y] ! K[y] is the homomorphism which




We remark that, for f 2 K[y]l; r 2 Z0 and a 2 Zm, the condition that (yi   yj)r
divides f implies that Lri;j is a factor of 
l
xa(f) in K[x;x
 1][y]. Actually, the condition
implies that  lxa(f) = f
0Qr
k=1(x
bi;kyi   xbj;kyj) for some f 0 2 K[x;x 1][y] and bi;k; bj;k 2
Zm. Since  lxa(f) is  -homogeneous, each x
bi;kyi   xbj;kyj must be equal to xckLi;j for
some ck 2 Zm. So, Lri;j is a factor of  lxa(f) in K[x;x 1][y].
Assume that n = 3. Then, each f 2 Bl is written as
f = (y2   y1)s(y3   y1)t
uX
i=0
i(y2   y1)i(y3   y1)u i: (3.8)
Here, s; t; u 2 Z0 with s+ t+ u = l and i 2 K with 0; u 6= 0. If 1; : : : ; u 2 K are
the solutions of the equation
Pu
i=0 iX = 0, then we get
f = 0(y2   y1)s(y3   y1)t
uY
i=1
(y2   iy3 + (i   1)y1); (3.9)
where K is the algebraic closure of K. Therefore, each element of Bl is factored into the
product of l elements in K 
K B1. We note that, if r is the maximal integer such that
(y3   y2)r divides f , then the expansion of f involves the monomials yl r1 yr2; yl r1 yr3 and








3 for 0  r0  r.
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3;2) for p; q; r 2 Z0, then K[x][y]D is equal to the one dimensional





Proof. Take any 0 6= F 2 K[x][y]D . Then, there exists f 2 Bl such that  lxa(f) = F .













(y2   y1)p or (y3   y1)q or (y3   y2)r would not divide f , as mentioned above. Suppose,









3 appear in f with nonzero coecient, as we mentioned above. Hence,
































a0 = a+ (l   r0)3;1 = p+2;1 + q+3;1 + r+2;3   (r   r0)1;3: (3.10)




2;3 are zero, that of a
0 is equal to  (r r0)11;3 < 0.






2 ) is negative if the rst component of 
+
3;2 is zero.





Assume that n = 4. We dene the homomorphism ~l : Z4 ! Z of additive groups by





Lemma 3.5 Assume that n = 4, 11;2  11;3 > 0 and f is an element of Bl for some
l 2 Z0. If every b 2 supp(F ) satises that ~l(b)  p for some p 2 Z0, then (y3   y2)q
divides F for the minimal q 2 Z0 with p  q11;3.
Proof. Write
F = f0(y4   y1)l + f1(y4   y1)l 1 +   + fl; (3.12)
where fi 2 K[y2 y1; y3 y1]i for each i. Suppose that (y3 y2)q did not divide F . Then,
there exists i such that (y3  y2)q does not divide fi. Let i be the minimum among such






3 , as we noted before Lemma 3.4. We set b = (i  q0; 0; q0; l   i). Then,
fj(y4 y1)l j does not involve yb if j > i, since the exponent of y4 in each monomial of it is
less than l i. It also holds if j < i. Actually, if it did not, then fj would contain yj q01 yq
0
3 .
Since q0 < q, this contradicts that (y3   y2)q divides fj by the note above. Therefore,
yb appears in F with nonzero coecient. However, ~l(b) = q011;3 < q
1
1;3. It implies that
~l(b) < p by the minimality of q. This contradicts that b 2 supp(F ). Therefore, (y3 y2)q
divides F . 2





n +   + fl (3.13)
for fi 2 K[x][y1; : : : ; yn 1], then D(f0) = 0. Actually, we get
0 = D(F ) = D(f0)y
l
n + (terms of lower degree in yn): (3.14)
The following is the key proposition.





4 is not contained in inlex(K[x][y]
D) for any p; q; r; l 2 Z0,





Proof. Suppose that there existed F 2 K[x][y]D such that inlex(F ) = xayp2yq+r3 yl4.





4 +   + fl; (3.15)
where fi 2 K[x][y1; y2; y3] for i = 0; : : : ; l. Then, f0 is in K[x][y1; y2; y3]D, as we remarked











2;3 up to a scalar multiplication by Lemma 3.4.




3;2 must be a factor of F in K[x;x
 1][y].





0 for some F 0 2 K[x;x 1][y], since L2;1,
L3;1 and L3;2 are mutually prime. Then, F
0 is clearly an element in K[x][y]D. However,
it involves the monomial yl4. This contradicts Lemma 2.1.
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Since the arguments are similar, we only show that Lr3;2 is a factor of F . We assume
that 11;2  11;3. The proof is similar for the other case. We set f = (F ). We claim
that every b = (b1; : : : ; b4) 2 supp(f) satises ~l(b)  r11;3. By Lemma 3.5, it implies
that (y3  y2)r divides f . Thus, Lr3;2 is a factor of F in K[x;x 1][y]. By straightforward
computation, we may verify that deg (F ) is equal to the image of (c; (d + l)e4), where
d = p+ q + r and




2;3 + d1;4 + r3;1: (3.16)
So, it follows that F =  d+lxc (f), as mentioned above. Hence, 
d+l
xc (y
b) is a monomial of
F . By simple computation, we get  d+lxc (y
b) = xdyb, where




2;3 + (l   b4)4;1 + r3;1 + b21;2 + b31;3: (3.17)




2;3 are zero and b4  l. Since xdyb is in
K[x][y], the rst component of d is nonnegative. Thus, we have
0  (l  b4)14;1 + r13;1 + b211;2 + b311;3 = (l  b4)14;1   r11;3 + ~l(b) <  r11;3 + ~l(b): (3.18)
Therefore, ~l(b)  r11;3. Thus, the proof is completed. 2
Now, let us prove Theorem 3.3. By Lemma 3.1, the last statement is a consequence
of the rst part. So, we will prove the rst part.
We set R the K[x]-algebra generated by (3.4). Clearly, inlex(K[x][y]
Dt;3) contains
R. For the converse, it suces to show that inlex(F ) is in R for any  -homogeneous
element F 2 K[x][y]Dt;3 . The remark before Proposition 3.6 implies that inlex(F ) =
inlex(F
0)yl4 for some F
0 2 K[x][y1; y2; y3]Dt;3 . By [Chapter 2, Corollary 2.3], the set
fx1; x2; x3; L2;1; L3;1; L3;2g is a SAGBI basis for K[x][y1; y2; y3]Dt;3 with respect to any
monomial order. In particular,
inlex(K[x][y1; y2; y3]





Hence, there exist a1; a2; a3; p; q; r 2 Z0 such that













If l = 0, then it is clearly in R. Assume that l > 0. Then, a1 + a2 + a3 > 0 by
Proposition 3.6. Hence, it is also in R. Therefore, inlex(K[x][y]
Dt;3) is contained in R.
This completes the proof of Theorem 3.3.
4 A condition for nite generation
In this section, we investigate a condition for nite generation of K[x][y]D, where D is an
elementary monomial K[x]-derivation. The main result of this section is the following.
Theorem 4.1 Assume that (m;n) = (3; 4) and, for every permutations  and  , re-
spectively, on f1; 2; 3g and f1; 2; 3; 4g, there exist i 6= j and k such that (k)(i);(j)  0 and
(k) = (i). Then, K[x][y]D is generated by Lki;li for i = 1; 2; 3; 4 over K[x] for some
integers 1  ki; li  4.
First, we notice some general properties on the kernel of an elementary monomial
K[x]-derivation. For each i; j, we set ~Lj;i = yj xj;iyi. If it is confusing, then we denote
it by ~LDj;i to emphasis D. Note that ~Lj;i is contained in K[x;x
 1][y]D for any i; j.
Lemma 4.2 The kernel K[x][y]D is contained in K[x][ ~L1;j; : : : ; ~Ln;j] for each j.
Proof. Take any F 2 K[x][y]D, and set f the polynomial F which is substituted zero
for yj. Then, dene an element F
0 of K[x][ ~L1;j; : : : ; ~Ln;j] as f which is substituted ~Lk;j
for each yk. We show that F = F
0. Suppose that F 6= F 0. Write
F   F 0 = (terms of higher degree in yj) + gyej ; (4.1)
where g 2 K[x;x 1][y] n f0g not involving yj. Then, e > 0. Actually, F   f and F 0   f
are in K[x;x 1][y]yj. It follows that
0 = D(F   F 0) = (terms of higher degree in yj) + egxjye 1j : (4.2)
Since egxj 6= 0, it is a contradiction. Therefore, F = F 0. This completes the proof. 2
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Assume that j = 0 for some j. Then, ~Lk;j is in K[x][y]
D for any k. By Lemma 4.2,
it implies that K[x][y]D = K[x][ ~L1;j; : : : ; ~Ln;j]. If this is the case, then K[x][y]
D is
isomorphic to K[x][y1; : : : ; yj 1; yj+1; : : : ; yn] via the homomorphism which substitutes
zero for yj. In particular, the kernel K[x][y]
Dt;m of the derivation Dt;m for t = 0 is
generated by ~L1;m+1; : : : ; ~Lm;m+1 over K[x], and is isomorphic to the polynomial ring in
2m variables over K.
Now, we x 1  i  m and 1  j  n. Assume that ik;j  0 for every k = 1; : : : ; n.
Put  = minfik;j j k 6= jg, and set x
0
k;j = x i x
k;j for each k. Then, let D0 be an
elementary monomial K[x]-derivation on K[x][y] such that D0(yk)=D0(yj) = x
0k;j for
each k. For f 2 K[x][y]D, we dene Tj;i(f) to be f which is substituted x i yj for yj.
Then, it follows that
Tj;i(~L
D






Lemma 4.3 Let i; j be integers with 1  i  m and 1  j  n. We assume ik;j  0 for
every k = 1; : : : ; n. Then, Tj;i is an injective homomorphism with the image K[x][y]
D0.
Proof. Suppose that Tj;i(f) was not K[x][y]
D0 for some f 2 K[x][y]D. By Lemma 4.2, f
is in K[x][f~LDk;j j kg]. Since Tj;i sends ~LDk;j to ~LD0k;j, we have Tj;i(f) 2 K[x][f~LD0k;j j kg]. In
particular, D0(Tj;i(f)) = 0. Hence, a monomial of Tj;i(f) has a negative power in some
variable. By denition of Tj;i(f), the variable must be xi. However, ~L
D0
k;j does not have
negative power in xi for each k. Hence, such a monomial can not be involved in Tj;i(f).
This is a contradiction. Thus, Tj;i(f) is in K[x][y]
D0 .
Conversely, a homomorphism K[x][y]D
0 ! K[x][y]D is dened by the substitution
yj 7! xi yj. Actually, it sends each ~LD0k;j to ~LDk;j. It is the inverse of Tj;i : K[x][y]D !
K[x][y]D
0
. This proves the lemma. 2
The following proposition is used to reduce problems of the kernel of D to a lower
dimensional case.
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Proposition 4.4 Let D be any elementary monomial K[x]-derivation on K[x][y], and
1  j; k  m distinct integers. For each 1  i  m, we assume that either ij;k  0 or
il;k  0 for all l 6= j. Then, it follows that
K[x][y]D = K[x][y1; : : : ; yj 1; yj+1; : : : ; yn]D[Lj;k]: (4.4)
Proof. Clearly, the right hand side of (4.4) is contained in the left. We show the converse.
Let S be the set of elements of K[x][y]D not contained in the left hand side of (4.4).





d 1 +   + g0; (4.5)
where gi 2 K[x;x 1][y1; : : : ; yj 1; yj+1; : : : ; yn] with gd 6= 0. To complete the proof, it
suces to show that gd is in K[x][y]
D. Actually, it implies that f   gd(Lj;k)d is in S, but
the degree of f   gd(Lj;k)d in yj is less than d. This is a contradiction, and we get S = ;.
Similarly to the remark before Proposition 3.6, we have D(gd) = 0. We show that
every monomial of gd does not have negative power in xi for each i. If the i-th component





negative. Hence, il;k  0 for any l 6= j by assumption. Since il;j = il;k + ik;j, we have
0 < ik;j  il;j for l 6= j. So, the substitution yj 7! x
 ik;j
i yj sends f to Tj;i(f). If gd had a
monomial xayb with negative power in xi, then Tj;i(f) would have the monomial x
aybydj .
It also has negative power in xi. This is a contradiction, since Tj;i(f) is in K[x][y] by
Lemma 4.3. Therefore, no monomial of gd has negative power in xi for each i. Namely,
gd is in K[x][y]. This completes the proof. 2
As a corollary to Proposition 4.4, we have the following.
Corollary 4.5 ([5, Theorem 3.1]) Assume that m = 2. Then, there exist 1  l  n
and 1  kj  n with kj 6= j for each j 6= l such that
K[x][y]D = K[x][L1;k1 ; : : : ; Ll 1;kl 1 ; Ll+1;kl+1 ; : : : ; Ln;kn ]: (4.6)
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Proof. We prove by induction on n. If n = 1, then K[x][y]D = K[x] by Lemma 4.2.
Hence, the assertion is true. Assume that n > 1. Then, by a change of indices, we may
assume that 11      1n. If there exist 1  k < j  n such that 2k  2j , then ij;k  0
for i = 1; 2. Hence,
K[x][y]D = K[x][y1; : : : ; yj 1; yj+1; : : : ; yn]D[Lj;k] (4.7)
by Proposition 4.4. Thus, the assertion follows from the induction assumption. Assume
that such k; j do not exist, i.e., 2n <    < 21. Then, 2l;n 1 > 0 for any l 6= n. Since
1n;n 1  0, we have K[x][y]D = K[x][y1; : : : ; yn 1]D[Ln;n 1] by Proposition 4.4. Hence,
the assertion follows similarly. Thus, the corollary is proved. 2
Let 1 : K[x][y] ! K[x2; : : : ; xm][y] be the homomorphism which substitutes one
for x1, and D1 the elementary K[x2; : : : ; xm]-derivation on K[x2; : : : ; xm][y] dened by
D1(f) = 1(D(f)) for each f . Then, D1 is monomial. By denition, it follows that
1  D = D1  1 on K[x][y]. Recall that a  -grading structure is dened on K[x][y].
We set  1 the set of the image of (a; len) in   for l 2 Z and a = (a1; : : : ; am) 2 Zm with
a1 = 0. It is a subgroup of  . Then,
L
2 1 K[x][y] is a K[x2; : : : ; xn]-subalgebra of
K[x][y].
Lemma 4.6 Assume that 1n;j  0 for j = 1; : : : ; n. Then, 1 induces the isomorphismM
2 1
K[x][y]D ! k[x2; : : : ; xn][y]D1 : (4.8)
Proof. Set R =
L
2 1 K[x][y] and R
0 = K[x2; : : : ; xn][y]. It suces to show that
1 : R ! R0 is an isomorphism. Actually, it implies that 1(RD) = (R0)D1 , since
1 D = D1  1.
First, we show the injectivity of 1. Suppose that there existed f 2 Rnf0g such that
1(f) = 0. Then, f = (x1   1)f 0 for some f 0 2 K[x][y] n f0g. We may assume that f 0 is
 -homogeneous. Since x1f
0 and f 0 are  -homogeneous components of f , they are in R.
However, deg (x1f
0)  deg (f 0) is not in  1. Hence, deg (x1f 0) or deg (f 0) is not in  1.
This is a contradiction. Hence, 1 : R! R0 is injective.
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For the surjectivity, it suces to show that 1(R) contains every monomial x
ayb in




n;j, where b = (b1; : : : ; bn). Then, l is nonnegative, since 
1
n;j  0 for
all j. Hence, xl1x
ayb is in K[x][y]. Take c 2 Zm such that the image of (c;Pnj=1 bjen) in  
is equal to deg (x
l
1x
ayb). Then, by simple computation, we see that the rst component




j;n = 0. Thus, x
l
1x
ayb is in R. It implies that 1(R) contains
xayb. Therefore, the surjectivity is proved. 2
Lemma 4.7 Assume that n = 4 and 11;3; 
1
1;2 > 0; 
1
1;4 = 0. Then, K[x][y]
D is generated





Proof. Without loss of generality, we may assume that 11;3  11;2. It suces to show
that each  -homogeneous element F 2 K[x][y]D is written as F = xp1Lq3;2F 0. Here,
p; q 2 Z0 and F 0 2 K[x][y]0 for some 0 2  1. Actually, it also implies that D(F 0) = 0,




Assume that deg (F ) is equal to the image of (a; le4), where a = (a1; : : : ; am) 2 Zm
and l 2 Z0. We set f = (F ). Then, it follows that F =  lxa(f), as we noted
before Lemma 3.4. Take any b = (b1; b2; b3; b4) 2 supp(f). Then, by straightforward
computation, we get  lxa(y
b) = xcyb, where
c = a+ (l   b4)4;1 + b21;2 + b31;3: (4.9)
Since 14;1 = 0, the rst component of c is equal to a1 +
~l(b). It implies that ~l(b)   a1.
Since 11;2; 
1
1;3 > 0, we get
~l(b)  0. So, x a11 xcyb is in K[x][y]. Hence, x a11 F is
so. Clearly, deg (x
 a1
1 F ) is in  1. Therefore, we are led to the desired expression
F = xa11 (x
 a1
1 F ) if a1  0.
Assume that a1 < 0. Let q be the minimal integer such that q
i
1;3   a1. As
mentioned above, every b 2 supp(f) satises ~l(b)   a1. Hence, (y3   y2)q divides f by
Lemma 3.5. It implies that F = F 0Lq3;2 for some F
0 2 K[x][y]D. Note that deg (Lq3;2) is
equal to the image of q(+2;3+3;4; e4) in  . Hence, deg (F
0) is equal to that of (a0; (l q)e4),
where
a0 = a  q(+2;3 + 3;4) = a+ q1;3   q(+2;3 + 1;4): (4.10)
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Since the rst components of +2;3; 1;4 are zero, that of a
0 is equal to a1 + q11;3. By
the choice of q, this is nonnegative. Hence, we have F 0 = xpF 00 for some p 2 Z0
and F 00 2 K[x][y]0 with 0 2  1, as we already showed. Therefore, we get a desired
expression. This completes the proof. 2
Now, let us prove Theorem 4.1. Note that the assumption fails if and only if we can
exchange the rows and columns of the matrix (ji )i;j so that 
i
i is the maximum among
the components of the i-th column of it for each i = 1; 2; 3. So, under the assumption,
we are reduced to one of the following two cases by such operations:
(i) 1i  11 and 2i  21 for i = 1; : : : ; 4.




4 for i = 2; 3.
Actually, if we were not reduced to (ii), then there exists 1  kj  4 for each j = 1; 2; 3
such that ji < 
j
kj
for any i 6= kj. If further we were not reduced to (i), then kj 6= kl for
any j 6= l. In this case, we can change the rows and columns of (ji )i;j so that kj = j for
j = 1; 2; 3. This implies that ji < 
i
i for any i 6= j.
First, consider the case (i). By changing the low vectors 2; 3 and 4 of (
j
i )i;j if
necessary, we may assume that 34  3j , that is, 3j;4  0 for j = 2; 3; 4. Furthermore,
we have 11;4; 
2
1;4  0, since 14  11 and 24  21 by assumption. Hence, K[x][y]D =
K[x][y1; y2; y3]
D[L4;1] by Proposition 4.4. By [5, Corollary 2.2], it follows that
K[x][y1; y2; y3]
D = K[x][L2;1; L3;1; L3;2]: (4.11)
Therefore, K[x][y]D is generated by L2;1, L3;1, L3;2 and L4;1 over K[x].
Now, consider the case (ii). Since 12;1; 
1
3;1 < 0 and 
1
4;1 = 0 follow from the condition,






 by Lemma 4.7. Since 
1





 is isomorphic to K[x2; x3][y]
D0 via 1 by Lemma 4.6. Then, by
Corollary 4.5, there exist 1  l  4 and 1  ki  4 with ki 6= i for i 2 f1; : : : ; 4g n flg
such that K[x2; x3][y]
D0 is generated by LD
0
ki;i









 is generated by Lki;i for i 2
f1; : : : ; 4gnflg. Therefore, K[x][y]D is generated by LD3;2 and LDki;i for i 2 f1; : : : ; 4gnflg
over K[x]. This completes the proof of Theorem 4.1.
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Let D be any elementary monomial K[x]-derivation on K[x][y] for (m;n) = (3; 4).
By Theorems 1.4 and 4.1, we settled the problem of nite generation of K[x][y]D except
for the case ii;j > 0 for any i 6= j and (D) > 1.
Conjecture 4.8 Assume that (m;n) = (3; 4), and ii;j > 0 for any i 6= j. If (D) > 1,
then K[x][y]D is nitely generated.
Note that the conjecture is true if there exist distinct r; s 2 f1; 2; 3g such that r(D)  1
and s(D)  1. We show this for (r; s) = (2; 3). The conditions 2(D)  1 and 3(D)  1
imply, respectively, that 23;4  0 or 21;4  0, and 31;4  0 or 32;4  0. Furthermore, we
have 11;4 > 0, 
2
2;4 > 0 and 
3
3;4 > 0 by assumption. Hence, for each i = 1; 2; 3, it follows
that i1;4  0 or il;4  0 for l = 2; 3; 4. Thus, K[x][y]D = K[x][y2; y3; y4]D[L4;1] by
Proposition 4.4. By [5, Corollary 2.2] (See (4.11)), K[x][y2; y3; y4]
D is generated by L3;2,
L4;2 and L4;3 over K[x]. Therefore, K[x][y]
D is generated by L3;2, L4;1, L4;2 and L4;3
over K[x].
There exists an example of an elementary monomial K[x]-derivation on K[x][y] for
(m;n) = (3; 4) whose kernel is nitely generated, and i(D) < 1 for i = 1; 2; 3. In [7],
Kurano showed that the kernel of D1;3 is nitely generated. Actually, he showed that it
is generated by Li;j for any (i; j) 2 Z Z with 1  j < i  4 and
xiy
2
4   2xjxkyiy4 + xix2kyiyj + xix2jyiyk   x3i yjyk (4.12)
for (i; j; k) = (1; 2; 3); (2; 3; 1); (3; 1; 2). For this derivation, we have i(D1;3) = 1=2 for
i = 1; 2; 3.
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Abstract
We consider invariant subrings of a polynomial ring for certain actions of nite
groups. We show that, for any multiplicative order, the initial algebra of such an
invariant subring is not nitely generated if the nite group is not a direct product
of symmetric groups. Furthermore, there exist uncountable cardinality of distinct
initial algebras for each invariant subring in this case.
Introduction
The concept of initial ideals for ideals of a polynomial ring in Grobner basis theory is
generalized in a natural way for subalgebras of a polynomial ring, and they are called
initial algebras. A set of generators of a subalgebra is called a SAGBI (Subalgebra
Analogue to Grobner Bases for Ideals) basis [6] if their initial monomials generate the
initial algebra. The main dierence between the initial ideal and the initial algebra is
that the former always has nite generators by Hilbert's basis theorem while the latter
does not. Hence, it is an important problem to nd a criterion for the nite generation
of initial algebras.
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Gobel [2] studied this problem for the invariant subring k[x]G of k[x] = k[x1; : : : ; xn]
for a nite group G acting by permutations of the variables. He showed that, with
respect to the lexicographic order, the initial algebra of k[x]G is nitely generated if and
only if G is a direct product of symmetric groups.
In this paper, we prove that a similar result holds for any multiplicative order, i.e. a
monomial order which does not require the minimality of the unit.
In case of initial ideals, there exist only nite cardinality of distinct initial ideals for
an ideal under a certain condition, although there exist innite cardinality of orders in
general. However, this is not always true in case of initial algebras. Our second result is
about the cardinality of distinct initial algebras of invariant rings of permutation groups.
We will show that there exist uncountable cardinality of distinct initial algebras for each
invariant ring, when G is not a direct product of symmetric groups. If G is a product
of symmetric groups, there exist nite cardinality of distinct initial algebras. The exact
number is given in Proposition 3.3. We prove similar results on initial algebras for
k[x;x 1]G, i.e., for invariant subrings of the Laurent polynomial ring k[x;x 1].
In Section 1, we introduce a topology on the set of multiplicative orders. This section
also contains our notation and the basic denitions. Section 2 presents our main results.
The author would like to thank Professor Masanori Ishida for his advice during the
preparation of this paper.
1 The topological structure of multiplicative orders
and standard bases for vector spaces
We x a eld k of an arbitrary characteristic. Let n be a positive integer, and denote
by k[x] := k[x1; : : : ; xn] and k[x;x
 1] := k[x1; : : : ; xn; x 11 ; : : : ; x
 1
n ] the polynomial and
the Laurent polynomial rings in n variables over k, respectively. Throughout this paper,
the monomials in k[x;x 1] are denoted xa = xa11    xann and identied with lattice points
a = (a1; : : : ; an) in Z
n. An algebra always means a k-algebra.
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A total order  on Zn is said to be multiplicative if a  b implies a+c  b+c for all
a;b; c 2 Zn. A monomial order is a total order which is a multiplicative order and the
zero vector 0 is the minimum element among Zn0. We denote by S
0 the set of vectors
! = (!1; : : : ; !n) on the (n  1)-dimensional unit sphere Sn 1  Rn whose components
!1; : : : ; !n 2 R are linearly independent over Q. For each ! 2 S0, the multiplicative
order = (!) is dened by
a  b :, !  a  !  b:
Note that the inner products !  a and ! b are not equal for any distinct a and b in Zn
by the linear independence of !1; : : : ; !n over Q.
For a convex polytope P  Rn and ! 2 Rn, the face face!(P ) of P is dened by
face!(P ) := fa 2 Rn j !  a0  !  a for all a0 2 Pg:
We denote by 
 the set of multiplicative orders, by 
0 the set of monomial orders,
and by V the set of k-vector spaces V  k[x;x 1] spanned by monomials.
We introduce topologies on 
 and V as follows. We take a map  from Zn to Z>0
such that  1(l) is a nite set for every l 2 Z>0. Let d : 

! R and  : V V ! R





1=e if e = maxfe 2 Z>0 j xa  xb , xa 0 xb
for all xa;xb 2 k[x;x 1] such that (a); (b) < eg:




0 if V = V 0
1=e if e = maxfe 2 Z>0 j xa 2 V , xa 2 V 0
for all xa 2 k[x;x 1] such that (a) < eg:
It is easy to see that d and  dene metrics of 
 and V , respectively. For S0, we
consider the topology induced from Rn.
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Theorem 1.1 The topological structures of the metric spaces (
; d) and (V ; ) are
independent of the choice of . The set 
 of multiplicative orders is compact with respect
to this topology. Furthermore, the injection  : S0 ! 
 is continuous. The image (S0) is
a dense subset of 
.
Proof. Let d1 ; d2 be distance functions on 
 determined by maps 1; 2 from Z
n to Z>0
as above. We take an arbitrary 2 
 and e > 0. Then, there exists e0  0 such that
fxa 2 k[x;x 1] j 1(a)  e0g and fxa 2 k[x;x 1] j 2(a)  e0g contain fxa 2 k[x;x 1] j
1(a)  e or 2(a)  eg. Now, it follows for every 02 
 that d1(;0) < 1=e0 implies
d2(;0) < 1=e?and d2(;0) < 1=e0 implies d1(;0) < 1=e. Hence, d1 and d2
dene the same topology.
By a similar argument, we can prove that any two distance functions 1 and 2
dene the same topology on V .
We prove the totally boundedness of 
. We take a positive number e. Then the
cardinality of monomials xa with (a)  e is nite. So, there exist only nite cardinality
of distinct orders on the set of monomials xa with (a)  e. Hence, we can take
1; : : : ;l2 
 such that, for every 2 
, it follows that d(;i) < 1=e for some i.
Then the 1=e-neighborhoods of i's is a nite 1=e-covering of 
.
Now we see the completeness of 
 as follows. Let figi  
 be a Cauchy sequence.
Then, for every integer e > 0, there exists an integer ke > 0 such that d(i;j) < 1=e
for all i; j  ke. Now, figi tends to the order 2 
 which is dened by
xa  xb :, xa ke xb;
where e is an integer greater than (a) and (b).
Finally, we prove the continuity of the injection  : S0 ! 
 and the density of its
image. Take any !0 2 S0, and set 0= (!0). Assume that e is a positive number. Then
the following three conditions are equivalent for ! 2 S0 and = (!):
(i) d(0;) < 1=e.
(ii) !0  a  !0  b, !  a  !  b for all a;b 2 Zn with (a); (b)  e.
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(iii) face!(convfa;bg) = face!0(convfa;bg) for all a;b 2 Zn with (a); (b)  e.
where convfa;bg is the convex hull of fa;bg. In general, for a convex polytope P  Rn
and a vertex fv0g = face0(P ), the set f 2 Rn j face(P ) = fv0gg of vectors is an open
cone of Rn. In particular,
U(a;b) := f! 2 S0 j face!(convfa;bg) = face!0(convfa;bg)g
is an open set of S0. Since f! 2 S0 j d(0; (!)) < 1=eg is the intersection of U(a;b)'s
for a;b 2 Zn with (a); (b)  e, it is an open set of S0. Hence, the map  is continuous.
The density of (S0) in 
 follows from Robbiano's classication of multiplicative
orders [5, Theorem 2.5]:
Let  be a multiplicative order. Then there exist vectors !1; : : : ; !N 2 Rn
such that xa  xb if and only if !i  a < !i  b for the rst i such that
!i  a 6= !i  b, for all a;b 2 Zn.
Indeed, we set !(T ) :=
PN
i=1 !iT
N i and take ftigi  R such that ti ! +1 as i! +1
and j!(ti)j 1!(ti) 2 S0. Then the sequence f(j!(ti)j 1!(ti))gi tends to . 2
The topology of 
 dened as above is the same as the topology which is dened as
follows (cf. [4, Lecture 3], [7]): Let 
! f1; 1gZn be the inclusion map which is dened,
for each 2 
, by  (a) := 1 if 0  a, and  1 otherwise, for all a 2 Zn. The set
f1; 1gZn is considered to be the topological space which is the product of the discrete
topological space f1; 1g. The topological structure of 
 is induced from this topology.
In what follows, by a vector space V  k[x;x 1], we mean a vector space over the
eld k.
Definition 1.2 Let  be a multiplicative order, f = Pi cixai 2 k[x;x 1] a nonzero
polynomial, and V  k[x;x 1] a vector space.
(1) The initial monomial of f with respect to  is dened by
in(f) := maxfxai j ci 6= 0g: (1.1)
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Then it follows that in(f  g) = in(f)  in(g) for f; g 2 k[x;x 1] n f0g.
(2) The initial vector space of V with respect to  is by denition the vector space
spanned by fin(f) j f 2 V n f0gg. If A is a subalgebra of k[x;x 1], then in(A) has an
algebra structure, since in(f)  in(g) = in(f  g) for any f; g 2 A n f0g. We call it the
initial algebra of A with respect to .
A set S of generators of A is called a SAGBI basis with respect to 2 
, if fin(f) j
0 6= f 2 Sg generates in(A) as an algebra. Note that A has a nite SAGBI basis only
if the initial algebra in(A) is nitely generated.
The correspondence 7! in(V ) is a map from the set 
 of multiplicative orders to
the set V of vector spaces spanned by monomials. This map is denoted by FV . It is not
continuous in general. However, if the vector space V satises the following separation
condition, then FV is continuous.
For each monomial m, there exist subspaces H;K  V such that V = H+K.
Here, the number of monomials appearing in polynomials in H is nite, m
does not appear in any polynomials in K, and a polynomial in H and a
polynomial in K have no common monomials.
Actually, if FV () does not contain m, then neither does FV (0) for 0 in a suciently
small neighborhood of , since FV (00) = FH(00) + FK(00) holds for any 002 
. We
denote by UV () the inverse image of the initial vector space in(V ) 2 V . Namely,
UV () := f02 
 j in0(V ) = in(V )g: (1.2)
If V satises the separation condition, then UV () is a closed subset of 
, because V is
Hausdor and the map FV is continuous.
Definition 1.3 Let V  k[x;x 1] be a vector space, and  a multiplicative order.
(1) A basis ffigi of the vector space V is said to be standard with respect to , if
fin(fi)gi is a basis of the vector space in(V ).
(2) A polynomial 0 6= f 2 V is said to be reduced, if all monomials of f but in(f)
are not contained in in(V ).
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(3) A standard basis ffigi is said to be reduced if every fi is reduced.
We remark that the index set of a standard basis of a vector space V with respect to
2 
 can be taken as the set of monomials in in(V ). Namely, we denote a standard
basis by ffmgm with m = in(fm) where m runs through the monomials of in(V ).
The following lemma is well known.
Lemma 1.4 Let V  k[x;x 1] be a vector space and ;0 multiplicative orders. Assume
that there exists a reduced standard basis of V with respect to  and 0. Then, in(V ) 
in0(V ) implies in(V ) = in0(V ).
Proof. Let ffmgm and ff 0m0gm0 be reduced standard bases of V with respect to  and
0 respectively. For each monomial m in in(V ), it follows that f 0m = cmfm for some
cm 6= 0. Actually, we choose cm so that the coecient of m in f 0m   cmfm is zero. Since
fm and f
0
m are reduced, none of the monomials of f
0
m cmfm 2 V lie in in(V ). Therefore
f 0m  cmfm is equal to zero. Hence, by replacing fm with cmfm, we may assume fm = f 0m
for every monomial m in in(V ).
Suppose there existed a proper inclusion of in(V ) to in0(V ). Then, there exists a
proper inclusion ffmgm  ff 0m0gm0 of the reduced standard bases. This is a contradiction,
since both ffmgm and ff 0m0gm0 are bases of V . 2
Let ffmgm and ff 0mgm be reduced standard bases of V with respect to multiplicative
orders  and 0, respectively. If in(V ) = in0(V ) then we have f 0m = cmfm for some
cm 2 k n f0g for each monomial m 2 in(V ), by the proof of Lemma 1.4. Namely, the
reduced standard basis of V is uniquely determined by the vector space in(V ) up to
multiplications of elements of knf0g. We sometimes say ffmgm a reduced standard basis
with respect to in(V ).
Lemma 1.5 Let V  V 0  k[x;x 1] be vector spaces, and 2 
. With respect to , we
suppose that a reduced standard basis of V is a subset of a reduced standard basis of V 0.
Then it follows that
UV 0()  UV ():
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Proof. Let ffmgm and ff 0m0gm0 be reduced standard bases of V and V 0 with respect to
, respectively. Then it follows that
UV () = f002 
 j in00(fm) = m for every monomial m 2 in(V )g
and
UV 0() = f002 
 j in00(f 0m0) = m0 for every monomial m0 2 in(V 0)g:
Now we assume that ffmgm  ff 0m0gm0 . Then, for each monomial m 2 in(V ), fm = f 0m0
implies m = in(fm) = in(f 0m0) = m
0. Hence, we have UV 0()  UV (). 2
For a vector space V  k[x;x 1], we denote by (V ) the set of multiplicative orders
with respect to which reduced standard bases of V exist. Note that UV () is contained
in (V ) if 2 (V ).
Lemma 1.6 Let A  k[x;x 1] be a subalgebra, and 2 (A). If the algebra in(A) is
nitely generated, then UA() is an open subset of (A).




ai 2 k[x;x 1], we set (f) := maxf(ai) j ci 6= 0g. Then there exists a
positive integer e such that in(A) is generated by its monomials m with (fm)  e.
We will show that 1=e-neighborhood of every 02 UA() is contained in UA(). We
x an arbitrary 02 UA() and take 002 (A) such that d(0;00) < 1=e. Note
that ffmgm is a reduced standard basis with respect to 0 as well. Then monomial
m 2 in0(A) is contained in in00(A) if (fm)  e, because m = in0(fm) = in00(fm) for
(fm)  e. Since in(A) = in0(A) is generated by monomials m with (fm)  e, we
have in0(A)  in00(A). This implies in0(A) = in00(A) by Lemma 1.4. Hence, 00 is
contained in UA(). Therefore the 1=e-neighborhood of 0 is contained in UA(). 2
The converse of Lemma 1.6 is not true in general. Actually, there exists a subalgebra
A of k[x;x 1] which is generated by monomials but is not nitely generated. In this
case, UA() = (A) = 
 for any 2 
.
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Let I be an ideal of k[x]. By Hilbert's basis theorem, the ideal in(I) is always
nitely generated. By the argument similar to Lemma 1.6, Schwartz [7, Theorems 13
and 30] showed that, for any subset G of I,
UI;G := f2 
0 j G is a Grobner basis of I with respect to g (1.3)
is an open subset of 
0. Note that 
0 is a compact subset of 
. In fact, we have the
following lemma.
Lemma 1.7 Let S  k[x;x 1] be an algebra which is generated by a nite subset of
monomials in S. Then the set of multiplicative orders which are well-orderings on the
set of monomials in S is compact (may be empty).
Proof. We remark that 2 
 is a well-ordering on the set of monomials in S, if and only
if the unit 1 is the minimum element among the monomials in S. Indeed, if there exists
a monomial 1 6= xa 2 S with xa  1, then fxla j l = 1; 2; : : :g  S does not have the
minimum element. For the converse, suppose that every monomial of S is greater than 1.
Since S is Noetherian, the ideal (U)  S is nitely generated (say, by fxa1 ; : : : ;xarg  U)
for any subset U of monomials in S. Then we have minU = minfxa1 ; : : : ;xarg.
We set W the set of multiplicative orders which are not well-orderings on the set of
monomials in S. We will show that W is an open subset of 
. For 2 W , there exists
a monomial 1 6= xa 2 S with xa  1. We take a positive number e which is greater than
(0) and (a). For any multiplicative order 0 in the 1=e-neighborhood of , we have
xa 0 1. So 0 is not a well-ordering on the set of monomials in S as well. Hence, the
1=e-neighborhood of  is contained in W . Therefore W is open. 2
By using the compactness of 
0, Schwartz [7, Corollaries 16 and 31] showed the
niteness of the cardinality of distinct initial ideals for a xed ideal of k[x] with respect
to monomial orders. By the similar argument, we get the following proposition.
Proposition 1.8 Let A  k[x;x 1] be a subalgebra, and  a compact subset of (A).
Assume that the initial algebras in(A) are nitely generated for all 2 . Then there
exist only nite distinct in(A)'s when  runs over .
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Proof. By Lemma 1.6, UA() is an open subset of (A) for any 2 . Hence,
fUA() \ j2 g
is a disjoint open covering of . Since  is compact, it is a nite covering. Therefore,
the cardinality of distinct initial algebras for A with respect to 2  is nite. 2
2 Main result
Throughout Sections 2 and 3, we x a subgroup G of the symmetric group Sn of degree
n. The action of G on k[x;x 1] is dened by (f) := f(x(1); : : : ; x(n)) for  2 G and
f = f(x1; : : : ; xn) 2 k[x;x 1]. Let k[x;x 1]G and k[x]G be the invariant subrings of
k[x;x 1] and k[x], respectively, by the action of G.
Recall the following result by Gobel.
Theorem 2.1 (Gobel [2]) Let lex2 
 be a lexicographic order. Then inlex(k[x]G) is
nitely generated if and only if G is a direct product of symmetric groups.
Here, by symmetric groups, we mean those of subsets of f1; : : : ; ng. Note that G
is a direct product of symmetric groups if and only if G is generated by the set of
transpositions in G. We will show that similar results hold for any multiplicative orders.
Theorem 2.2 Assume that G is not a direct product of symmetric groups. Then the
initial algebra in(k[x]
G) is not nitely generated for any multiplicative order 2 
.
There are uncountable cardinality of distinct initial algebras for k[x]G.
We get a similar result for k[x;x 1]G as follows.
Theorem 2.3 Assume that G is not a direct product of symmetric groups. Then the
initial algebra in(k[x;x 1]
G
) is not nitely generated for any multiplicative order 2 
.
There are uncountable cardinality of distinct initial algebras for k[x;x 1]G.
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where G(xa) is the stabilizer f 2 G j (xa) = xag. We set
B := ffG(xa) j a 2 Zng (2.2)
and
B0 := ffG(xa) j a 2 Zn0g: (2.3)
Lemma 2.4 For any multiplicative order, the sets B and B0 are reduced standard bases
of k[x;x 1]G and k[x]G, respectively.
Proof. We x an arbitrary multiplicative order . We rst remark that if fG(xa) and
fG(x
b) have common terms then fG(x
a) = fG(x
b). This implies that B is linearly
independent over k, and every fG(x
a) 2 B is reduced.
We show that B spans k[x;x 1]G over k?Assume that f = Pi cixai is an element in
k[x;x 1]G n f0g. Then, G acts on fcixai j ci 6= 0g. We decompose it into orbits as
fcixai j ci 6= 0g =
a
l
fcil(xail ) j  2 Gg:
The sum of the elements of fcixai j ci 6= 0g is equal to f , and the sum of the elements of






Now, we show that B is a standard basis of k[x;x 1]G with respect to . Since B
spans k[x;x 1]G, a G-invariant of k[x;x 1] n f0g has an expression f = Pi cifG(xai). By
the remark, the monomial in(fG(xai)) appears in f with nonzero coecient if ci 6= 0.
Hence, we have
in(f) = maxfin(fG(xai)) j ci 6= 0g 2 fin(g) j g 2 Bg: (2.4)
Thus, B is a standard basis of k[x;x 1]G with respect to .
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We show that B0 is a standard basis of k[x]




ai) is in k[x]G n f0g. By the remark, any term which appears in cifG(xai)
appears in f as well. So, each cifG(x
ai) is an element of k[x]. Hence, B0 spans k[x]
G.
As (2.4), we have in(f) 2 fin(g) j g 2 B0g. Thus B0 is a standard basis of k[x]G. 2





Furthermore, it is easy to see that k[x]G and k[x;x 1]G satisfy the separation condition
which we explained after Denition 1.2. Hence, Uk[x]G() and Uk[x;x 1]G() are closed
for any 2 
.
The following is the key lemma.
Lemma 2.5 Assume that G is not a direct product of symmetric groups. Then every
! 2 S0 is not an interior point of
 1(Uk[x]G()) = f!0 2 S0 j in(k[x]G) = in0(k[x]G) for 0= (!0)g
for = (!), with respect to the Euclidean topology.
Before we prove this lemma, we will prove Theorems 2.2 and 2.3 by assuming this
lemma. Let  be a multiplicative order. Suppose in(k[x]G) was nitely generated.
Then by Lemma 1.6, Uk[x]G() is a nonempty open subset of 
. The inverse image
 1(Uk[x]G()) is a nonempty open subset of S0 by Theorem 1.1. For !0 2  1(Uk[x]G()),
we set 0= (!0). Then it follows that  1(Uk[x]G(0)) =  1(Uk[x]G()), which implies
that !0 is an interior point of  1(Uk[x]G(0)). This contradicts Lemma 2.5. Therefore
in(k[x]
G) is not nitely generated.
The set Uk[x]G() can not contain interior points by Lemma 2.5, and also it is closed.
Hence, it is a nowhere dense subset of 
. Suppose that there were only countable cardi-
nality of distinct initial algebras for k[x]G. Then 
 is covered by countable cardinality
of Uk[x]G()'s. Since 
 is a compact metric space, this contradicts the Baire theorem
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which says that the complement of the union of countable cardinality of nowhere dense
subsets of a complete metric space is dense.
By Lemma 2.4, we see that a reduced standard basis of k[x]G is a subset of that of
k[x;x 1]G. Hence, we have
Uk[x;x 1]G()  Uk[x]G()
by Lemma 1.5. Since Uk[x]G() is nowhere dense, the subset Uk[x;x 1]G() is also nowhere
dense and is not open. Hence, in(k[x;x 1]
G
) is not nitely generated by Lemma 1.6.
The disjoint covering fUk[x;x 1]G() j2 
g of 
 is a renement of fUk[x]G() j2 
g.
Hence, the cardinality of in(k[x;x 1]
G
)'s is uncountable.
The rest of this section is devoted to the proof of Lemma 2.5. Our strategy is to
translate polynomial informations into the geometry of convex polytopes. Let
M :=
(






and M :=M\Qn. We dene the surjection
 :
n
xa j a 2 Zn0 n f0g
o
!M (2.6)
by xa 7! (Pni=1 ai) 1a for a = (a1; : : : ; an) 2 Zn0. The action of G onM is by denition
(a) := (a(1); : : : ; a(n)) for a = (a1; : : : ; an) 2 M and  2 G. For each point a 2 M,
we denote by PG(a) the convex hull of the G-orbit f(a) j  2 Gg. Note that the set of
vertices of PG(a) is f(a) j  2 Gg, for each point in f(a) j  2 Gg lies on the sphere
fa0 2M j ja0j = jajg.
Let  be a multiplicative order dened by ! 2 S0. Then, for each element a 2 Zn0,
we have face!(PG((a))) = f(a)g if and only if in(fG(xa)) = xa. By Lemma 2.4, we
get the following lemma.
Lemma 2.6 Assume that 2 




is a basis of the vector space in(k[x]
G). For !; !0 2 S0, set = (!) and 0= (!0). If
there exists a 2M with face!(PG(a)) 6= face!0(PG(a)), then in(k[x]G) 6= in0(k[x]G).
92
Figures 1 and 2 show the examples of PG(a)'s for n = 3. Figure 1 is for G = S3 and
Figure 2 is for G = A3.


















































































































































































































































































































































































We will construct a \deformation" of a polytope PG(a), whenG is not a direct product
of symmetric groups.
We set I := fa 2 M j (a) = ag for each  2 G, and let I be the union of
I's for  2 G n f1g. Then M n I consists of nite number of connected components.
For 1 6=  2 G the condition that I has codimension one is equivalent to that  is a
transposition. Since M is a convex set of dimension n   1, it is connected even if we
remove nite number of linear subspaces of codimension greater than one from it.
Lemma 2.7 Assume that G is not a direct product of symmetric groups. Then for
all a 2 M n I, every connected component of M n I contains at least two points of
f(a) j  2 Gg.
Proof. Let  2 G be a transposition. Then, the action of  is the reection of M with
respect to the hyperplane I . For every 1 6=  2 G, the subset I of M is the reection
of I in the hyperplane I . So, the union I of them is symmetric with respect to I .
The complement Mn I is also symmetric with respect to I .
Now, let C 6= C 0 be connected components of M n I. We will show that C 0 =
l      1(C) for some transpositions 1; : : : ; l 2 G. Let  : [0; 1] ! M be a path
from a point in C to a point in C 0. We assume that  does not intersect I \ I 0 for any
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transpositions  6=  0 in Sn, and
ft 2 [0; 1] j (t) 2 I for some transposition  2 Gg
is a nite set, say ft1; : : : ; tlg with ti < ti+1. We set i the transposition in G with
(ti) 2 Ii . Then we have C 0 = l      1(C).
We remark that every connected component contains the same cardinality of points
of f(a0) j  2 Gg for each a0 2 M. Suppose that there existed a point a 2 M n I
and a connected component of Mn I which contains only one point of f(a) j  2 Gg.
Then every connected component contains only one point of f(a) j  2 Gg. Assume
that a is contained in a connected component C ofMn I. For each 1 6=  2 G, we have
(a) 6= a because a is not an element of I. Hence, there exists a connected component
C 0 6= C of M n I such that (a) 2 C 0. If 1; : : : ; l 2 G are transpositions such that
C 0 = l      1(C), then (a) = l      1(a) since C 0 contains exactly one point
of f(a) j  2 Gg. Because a is not xed by any element of G n f1g, we see that
 = l      1. Therefore G can be generated by transpositions in G. This contradicts
the assumption. 2
The proof of Lemma 2.5. We x an arbitrary ! 2 S0 and set = (!). We will prove
that ! is not an interior point of  1(Uk[x]G()).
Let a 2 M n I such that fag = face!(a). Then, by Lemma 2.7, there exists another
point (a) 6= a, for some  2 G, in the connected component ofMn I which contains a.
We dene a path  : [0; 1]!MnI with (0) = a and (1) = (a) by combining rational
points of Mn I with line segments. Then ([a; b]) contains rational points densely for
any 0  a < b  1. Now,
T = ft 2 [0; 1] j !  (t) = !  0((t)) for some 0 2 Gg
is not an empty set. Indeed, since
!  ((0)   1((0))) = !  (a   1(a)) > 0
and
!  ((1)   1((1))) = !  ((a)  a) < 0;
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there exists t 2 (0; 1) such that !  ((t)    1((t))) = 0 by the intermediate value
theorem. We set t0 := inf(T ), and b := (t0). Then we have
!  b = !  0(b)
for some 1 6= 0 2 G, and
!  (t) > !  0((t)) (2.7)
for all t 2 [0; t0) and 1 6= 0 2 G. Note that b 6= 0(b), since the path  does not
intersect I. For each  2 R>0, we set
! := !   (b  0(b)):
Let ftigi  [0; t0) be a sequence such that limi!1 ti = t0 and ai := (ti) 2M. Then,
for each "0 > 0, there exists a positive integer N"0 such that
j(b  0(b))  ((b  0(b))  (ai   0(ai)))j < "0
and
0 < !  (ai   0(ai)) < "0
for every integer i > N"0 .
Now, let " be any positive number. Then there exists  > 0 such that!   !j!j
 < "
and j!j 1! 2 S0. We set "0 = (1+ ) 1jb  0(b)j2. Then, for any integer i > N"0 , we
have
!  (0(ai)  ai) = (!   (b  0(b)))  (0(ai)  ai)
= !  (0(ai)  ai)
 (b  0(b))  f((b  0(b))  (ai   0(ai)))  (b  0(b))g




for i > N"0 . On the other hand, faig = face!(PG(ai)) for all i by (2.7). So, we have
in(k[x]
G) 6= in(k[x]G) for = (j!j 1!) by Lemma 2.6. Thus, j!j 1! is not in
 1(Uk[x]G()). Therefore ! is not an interior point of  1(Uk[x]G()). 2
3 Finite SAGBI bases
Now we will observe the case where G is a direct product of symmetric groups.
Lemma 3.1 Let A be k[x]Sn or k[x;x 1]Sn. We consider the initial algebras in(A) for
all multiplicative orders . Then the cardinality of distinct initial algebras for A is n!.
Proof. It suces to show that, if  and 0 are multiplicative orders with xn      x1
and xn 0    0 x1, then in(A) = in0(A). By Lemma 2.4, we see that a reduced
standard basis of A is equal to8><>: ffSn(x
a1
1    xann ) j 0  an      a1g if A = k[x]Sn
ffSn(xa11    xann ) j an      a1g if A = k[x;x 1]Sn :
For every a = (a1; : : : ; an) 2 Zn with an      a1, it follows that in(fSn(xa)) =
in0(fSn(x
a)) = xa. This implies that in(A) = in0(A). 2
By the proof of Lemma 3.1, the initial algebras in(k[x]
Sn) and in(k[x;x 1]
Sn) are
spanned by the sets of monomials
fxa11    xann j 0  an      a1g and fxa11    xann j an      a1g;
respectively, if the multiplicative order  satises xn      x1. In this case, they are
generated as algebras by
fx1; x1x2; : : : ; x1x2    xng and fx1; x1x2; : : : ; x1x2    xn; x 11 x 12    x 1n g;
respectively. Therefore, the initial algebras in(k[x]
Sn) and in(k[x;x 1]
Sn) are nitely
generated for any multiplicative order  (cf. Robbiano, Sweedler [6, Theorem 1.14]).
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Lemma 3.2 (cf. [2, Lemma 3.8]) Let G1 and G2 be subgroups of Sn which acts on
x1 := (x1; : : : ; xl) and x2 := (xl+1; : : : ; xn), respectively. We set G = G1 G2 the direct
product of G1 and G2. If A is k[x]
G or k[x;x 1]G, and Ai is k[xi]Gi or k[xi;x 1i ]
Gi for
i = 1; 2, respectively, then we have
in(A) = in(A1)
k in(A2):
Proof. By Lemma 2.4, the assertion follows from the equality
fG(x
a1























1 )  fG2(xa22 )
for every monomial xa11 2 k[x1;x 11 ] and xa22 2 k[x2;x 12 ]. 2
Proposition 3.3 Let A be k[x]G or k[x;x 1]G. Assume that G is a direct product of
symmetric groups. Then the initial algebra in(A) is nitely generated for any multi-
plicative order . The cardinality of distinct initial algebras for A is jGj.
Proof. Assume that n = n1 +    + nr and G = Sn1      Snr , and that Sni acts on
the set of variables xi = (xi;1; : : : ; xi;ni) for each i. Let Ai be k[xi]




Sni if A = k[x;x 1]G. Then there exist ni! distinct initial algebras for each Ai
by Lemma 3.1. Since we can dene the order in xi independently for each i, there exist
n1!   nr! distinct initial algebras for A. Clearly, this number is equal to the order of the
group G.
Since each Ai is nitely generated for any 2 
, the tensor product of them is also
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