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Abstract
We consider the system of equations arising from 1nite di)erence discretization of a three-dimensional convection–
di)usion model problem. This system is typically nonsymmetric. The GMRES method with the Strang block-circulant
preconditioner is proposed for solving this linear system. We show that our preconditioners are invertible and study
the spectra of the preconditioned matrices. Numerical results are reported to illustrate the e)ectiveness of our methods.
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1. Introduction
Consider the following three-dimensional (3D) elliptic problem
−;u+ (; ; )t∇u=p (1.1)
on a domain  ⊂ R3, subject to Dirichlet boundary conditions. Standard 1nite di)erence discretiza-
tion of (1.1), for example, seven-point approximation to the 3D Laplacian and upwind or centered
di)erence approximations to the 1rst-order derivatives, leads to a linear system
Au= p; (1.2)
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where now u and p denote vectors of a 1nite sizes, representing the approximated values of the solu-
tion to the continuous problem and the exact values of the right-hand side forcing terms, respectively,
at the grid points. If (; ; ) =0, the matrix A is nonsymmetric.
Suppose the grid points are ordered using natural lexicographic ordering of the unknowns, the
matrix A in (1.2) can be written as
A=Tz ⊗ Iny ⊗ Inx + Inz ⊗ Ty ⊗ Inx + Inz ⊗ Iny ⊗ Tx; (1.3)
where Tx, Ty and Tz are nx× nx; ny× ny; nz× nz Toeplitz matrices, respectively, and Ik is the k × k
identity matrix. (A matrix is said to be Toeplitz if its entries are constant along its diagonals.) The
size of the matrix A is very large when nx; ny or nz is large. If a direct method is used to solve the
system, the operation count will be too expensive and slow for practical, large-scale applications.
Elman and Golub [4–6] have conducted an extensive investigation for two-dimensional (2D)
elliptic non-self-adjoint problems and shown that one step of cyclic reduction leads to systems
with several valuable properties, such as symmetrizability for a large set of the underlying PDE
coeLcients, which is e)ectively used to derive bounds on the convergence rates of iterative solvers,
and fast convergence. Greif and Varah [7–9] further considered a 3D convection–di)usion model
problem and examined the system of equations arising from performing one step of cyclic reduction
on an equally spaced mesh, discretized using the seven-point operator. They presented two ordering
strategies and analyzed block splittings of the resulting matrices.
Besides stationary methods, Hemmingsson [10] proposed to use Krylov subspace methods such
as the GMRES method [12] to solve the system of equations arising from centered di)erence dis-
cretization of a 2D convection–di)usion model problem. In order to speed up the convergence rate
of Krylov subspace methods, she proposed to employ semi-circulant preconditioners for solving
2D convection di)usion equations. (A matrix is called circulant if it is Toeplitz and the last entry
of every row is the 1rst entry of its succeeding row.) The use of circulant matrices as precondi-
tioners for solving Toeplitz systems have been studied extensively since 1986. It has been shown
that circulant matrices are good preconditioners for a large class of Toeplitz systems, see [2] and
the references therein. Her numerical results showed that the GMRES method, when applied to
solving these semi-circulant preconditioned systems, converges very quickly. In [3], Cheung further
considered and used the circulant preconditioning technique to the upwind di)erence scheme for
2D-convection–di)usion equations. Hemmingsson [10] and Cheung [3] proved that the convergence
rate of the GMRES method depends only on the cell Reynolds numbers but does not depend on the
number of grid points for the centered and upwind di)erence schemes respectively.
In this paper, we examine two choices of block-circulant preconditioners for the system arising
from discretization of the 3D convection–di)usion equation. The two preconditioners are of the form
S1 =Tz ⊗ Iny ⊗ Inx + Inz ⊗ Ty ⊗ Inx + Inz ⊗ Iny ⊗ s(Tx) (1.4)
and
S2 =Tz ⊗ Iny ⊗ Inx + Inz ⊗ s(Ty)⊗ Inx + Inz ⊗ Iny ⊗ s(Tx); (1.5)
respectively. Here s(B) is the Strang preconditioner for B, see [2]. We focus on a model problem
with constant coeLcients on the unit cube. We show that both block-circulant preconditioners are
invertible and study the spectra of these block-circulant preconditioned matrices. In particular, we
1nd that all the eigenvalues of these block-circulant preconditioned system are clustered around 1. It
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follows that when the GMRES method is applied to solve these preconditioned systems, the method
will converge in exact arithmetic.
The paper is organized as follows. In Section 2, we introduce the Strang block-circulant precondi-
tioner. In Section 3, we study the spectra of the preconditioned matrices. Finally, numerical examples
are reported in Section 4 to illustrate the e)ectiveness of our preconditioners.
2. Construction of block-circulant preconditioners
Consider the 3D elliptic problem (1.1) on =(0; 1)× (0; 1)× (0; 1), subject to Dirichlet boundary
conditions: u(x; y; z)= r(x; y; z) on @. Suppose that (1.2) represents the system arising from the
1nite di)erence discretization with
hx =
1
nx + 1
; hy =
1
ny + 1
and hz =
1
nz + 1
;
using natural lexicographic ordering of unknowns. If uj;k; l= u(jhx; khy; lhz) is a grid point not next
to the boundary, then the equation centered at (jhx; khy; lhz) has the form
auj;k; l + buj−1; k; l + cuj+1; k; l + duj;k−1; l + euj;k+1; l + fuj;k; l−1 + guj;k; l+1 =pj;k; l:
Therefore, the matrices Tx, Ty and Tz in (1.3) are given by
Tx =


a c
b
. . . . . .
. . . . . . . . .
. . . . . . c
b a


; Ty =


0 e
d
. . . . . .
. . . . . . . . .
. . . . . . e
d 0


and
Tz =


0 g
f
. . . . . .
. . . . . . . . .
. . . . . . g
f 0


;
respectively. If we use centered di)erences for approximating the 1rst-order derivatives, the values
of the computational molecule are as follows:
a=6; b=− 1− hx
2
; d=− 1− hy
2
; f=− 1− hz
2
;
c=− 1 + hx
2
; e=− 1 + hy
2
; g=− 1 + hz
2
:
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For upwind di)erences, assuming that ; ; and  are positive, we use backward di)erence approxi-
mations, and in this case we have
a=6 + hx + hy + hz; b=− 1− hx; d=− 1− hy; f=− 1− hz;
c=− 1; e=− 1; g=− 1:
Let us denote the cell Reynolds numbers in the x-, y- and z-directions by
"=
hx
2
; #=
hy
2
; $=
hz
2
; (2.1)
respectively.
Theorem 2.1. The matrix A is nonsingular for both the centered di6erence and the upwind di6er-
ence schemes.
Proof. In [13], it has been shown that the matrices Tx, Ty and Tz can be diagonalized, i.e.,
Tx =Vx&xV−1x ; Ty =Vy&yV
−1
y and Tz =Vz&zV
−1
z : (2.2)
The eigenvalues of Tx, Ty and Tz are given as follows:
'j(Tx) = a− 2
√
bc cos
(
j(
nx + 1
)
; j=1; 2; : : : ; nx;
'k(Ty) =−2
√
de cos
(
k(
ny + 1
)
; k =1; 2; : : : ; ny;
'‘(Tz) =−2
√
fg cos
(
‘(
nz + 1
)
; ‘=1; 2; : : : ; nz: (2.3)
For the centered di)erence scheme, we have
Re
(
a− 2
√
bc cos
(
j(
nx + 1
)
− 2
√
de cos
(
j(
ny + 1
)
− 2
√
fg cos
(
j(
nz + 1
))
¿ 0;
the matrix A is nonsingular. By using the following inequality:
1 + ,¿
√
1 + 2, for ,¿ 0; (2.4)
in the case of the upwind di)erence scheme, we have
a− 2
√
bc − 2
√
de − 2
√
fg=6 + 2"+ 2# + 2$− 2√1 + 2"− 2
√
1 + 2# − 2
√
1 + 2$¿ 0:
It follows that the matrix A is also nonsingular.
Hemmingsson [10], and Cheung [3] have used the GMRES method with block-circulant precondi-
tioners for solving (1.2) in 2D case. For the 3D elliptic problem, our block-circulant preconditioners
S1 and S2 are de1ned as in (1.4) and (1.5), respectively, and the matrices s(Tx) and s(Ty) are given
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by
s(Tx)=


a c b
b
. . . . . .
. . . . . . . . .
. . . . . . c
c b a


and s(Ty)=


0 e d
d
. . . . . .
. . . . . . . . .
. . . . . . e
e d 0


;
respectively. We note that s(Tx) and s(Ty) are the Strang circulant preconditioners of Tx and Ty,
respectively given in [14], see also [2]. Next, we claim that the block-circulant preconditioners are
nonsingular.
Theorem 2.2. The matrices S1 and S2 are nonsingular for both the centered di6erence and the
upwind di6erence schemes.
Proof. Since s(Tx); s(Ty) are circulant matrices, they can be diagonalized by the discrete Fourier
transform matrix, i.e.,
s(Tx)=F∗nx.TxFnx ; s(Ty)=F
∗
ny.TyFny :
It follows that the eigenvalues of s(Tx) and s(Ty) are given by
'j(s(Tx))= a+ c!( j−1)nx + b!
−( j−1)
nx ; j=1; 2; : : : ; nx
and
'j(s(Ty))= e!( j−1)ny + d!
−( j−1)
ny ; j=1; 2; : : : ; ny;
respectively, see [2]. By (2.3), the eigenvalues of S1 are therefore given by
'‘;j; k(S1)= a+ 2
√
de cos
(
k(
ny + 1
)
+ 2
√
fg cos
(
‘(
nz + 1
)
+ c!( j−1)nx + b!
−( j−1)
nx ;
k =1; 2; : : : ; nx; j=1; 2; : : : ; ny; ‘=1; 2; : : : ; nz: (2.5)
Similarly, the eigenvalues of S2 are given by
'‘;j; k(S2)= a+ 2
√
fg cos
(
‘(
nz + 1
)
+ c!( j−1)nx + b!
−( j−1)
nx + e!
(k−1)
ny + d!
−(k−1)
ny ;
k =1; 2; : : : ; nx; j=1; 2; : : : ; ny; ‘=1; 2; : : : ; nz: (2.6)
For the centered di)erence scheme, when both de and fg are negative, we have Re('‘;j; k(S1))¿
a+(b+c)= 4¿0. However, when both de and fg are positive (i.e., #2; $2¡1), we get Re('‘;j; k(S1))
¿ a+(b+ c)−2√de−2√fg=4−2√1− #2−2√1− $2¿ 0. Similarly, we show the case where
either de or fg is positive. With these results, the matrix S1 in nonsingular. By using the similar
argument, we also show that the matrix S2 is nonsingular. For the upwind di)erence scheme, by using
the fact that "; # and $ are positive and the inequality (2.4), it is easy to check that Re('‘;j; k(S1))¿ 0.
The theorem follows.
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Using the matrix S1 as a preconditioner entails applying the action of S−11 to a vector y at each
step of an iterative algorithm. The computation can be performed in the following sequence of steps:
1. Perform nynz discrete fast Fourier transform in the x-coordinate direction to compute y1 = (I ⊗
I ⊗ Fnx)y.
2. Solve the following linear system:
[Tz ⊗ Iny ⊗ Inx + Inz ⊗ Tz ⊗ Inx + Inz ⊗ Iny ⊗ .]y2 = y1:
Since each block of the coeLcient matrix decouples, we therefore solve nx 2D problems, one
in each y − z plane, to compute y2.
3. Perform nynz discrete inverse fast Fourier transform in the x-coordinate direction to compute
y3 = (I ⊗ I ⊗ F∗)y2.
The solution of the 2D problems required in Step 2 can be done using a variety of techniques,
including general sparse direct methods, banded solvers, the preconditioned GMRES method with
circulant preconditioners. We remark that it has been shown that the circulant preconditioning tech-
nique is eLcient for the 2D problems [10,3].
On the other hand, using the matrix S2 as a preconditioner entails applying the action of S−12 to
a vector y at each step of the algorithm. The computation can be performed in the following steps:
1. Perform nynz discrete fast Fourier transform in the x-coordinate direction and nznx discrete fast
Fourier transform in the y-coordinate direction to compute y1 = (I ⊗ Fny ⊗ Fnx)y.
2. Solve the following linear system:
[Tz ⊗ Iny ⊗ Inx + Inz ⊗ .Ty ⊗ Inx + Inz ⊗ Iny ⊗ .Tx ]y2 = y1:
Since each block of the coeLcient matrix decouples in x- and y-directions, we therefore solve
nxny 1D problems, to compute y2.
3. Perform nynz discrete inverse fast Fourier transform in the x-coordinate direction and nznx
discrete inverse fast Fourier transform in the y-coordinate direction to compute y3 = (I ⊗F∗ny ⊗
F∗nx)y2.
3. The spectra of the preconditioned matrices
For both discretization schemes, we show that the spectrum of the preconditioned system is
clustered around 1 and hence the GMRES method will converge fast if we apply the GMRES
method to solving the preconditioned system.
Theorem 3.1. For the preconditioner S1; all the eigenvalues of the preconditioned matrix S−11 A
are 1 except for at most 2nynz outliers. For the preconditioner S2, all the eigenvalues of the
preconditioned matrix S−12 A are 1 except for at most 2nxnz + 2nynz outliers.
Proof. Let E=A− S1, we have by (1.3) and (1.4),
E= Inz ⊗ Iny ⊗ (Tnx − s(Tnx))= Inz ⊗ Iny ⊗ L;
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where
L=


0 · · · 0 −b
...
. . . 0
0
. . .
...
−c 0 · · · 0

 : (3.1)
Since rank (L)6 2, thus, we have rank (Inz ⊗ Iny ⊗ L)6 2nynz. Therefore,
S−11 A= Inxnynz + S
−1
1 E;
where the rank of S−11 E is at most 2nynz. Similarly, we show the result for S2:
A− S2 = Inz ⊗ (Tny ⊗ Tnx − s(Tny)⊗ s(Tnx)):
The rank of the matrix (Tny ⊗ Tnx − s(Tny) ⊗ s(Tnx)) is at most 2nx + 2ny. Hence, the result
follows.
Using Theorem 3.1, we show that if the GMRES method is applied to solving the preconditioned
system S−12 Ax= S
−1
2 b, the GMRES method will converge in at most 2nynz + 1 iterations in exact
arithmetic. However, for the preconditioned system S−12 Ax= S
−1
2 b, the GMRES method will converge
in at most 2nxnz + 2nynz + 1 iterations in exact arithmetic. Theoretically, the performance of S1 is
better than that of S2. In Figs. 1a–d and 2c and d, we give the spectra of the preconditioned matrices
S−11 A and S
−1
2 A, respectively, for some examples of convection–di)usion equations. According to
the 1gures, we see the eigenvalues of S−11 A are more clustered around 1 than those of S
−1
2 A. In the
numerical results of Section 4, we also see that the number of iterations for convergence using S1
is less than that using S2.
3.1. Analysis of eigenvalues of S−11 A
In this subsection, we further study the spectrum of S−11 A. For the GMRES method, the algorithm
iteratively generates solution estimates x(k) based on an initial guess x(0). The residuals induced by
these iterates, r(k) = p− S−11 Ax(k), satisfy the minimum residual property,
‖r(k)‖2 = min
p∈Pk ;p(0)=1
‖p(S−11 A)r(0)‖2;
where Pk is the set of polynomials of degree k or less. If S−11 A is diagonalizable with the eigenvector
matrix W , then the 2-norm of the residual is bounded as follows:
‖r(k)‖2
‖r(0)‖2 6 4(W ) minp∈Pk ;p(0)=1 max'∈. |p(')|; (3.2)
where 4(W ) denotes the spectral condition number of W and . is a set which contains the spectrum
of S−11 A.
The following theorem summarizes the results for the spectra of S−11 A in the limit of nx → ∞
when the spatial grid ratios and the cell Reynolds numbers are 1xed. These results can be proved
by using the analysis of the 2D preconditioners in [10,3].
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Fig. 1. The spectra of the preconditioned matrices for (a) centered di)erence scheme when nx = ny = nz = n and the
cell Reynolds number = 0:5; (b) centered di)erence scheme when nx = ny = nz = n and the cell Reynolds number = 1:5;
(c) upwind di)erence scheme when nx = ny = nz = n and the cell Reynolds number = 0:5; and for (d) upwind di)erence
scheme when nx = ny = nz = n and the cell Reynolds number = 1:5.
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Fig. 1. (continued).
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Fig. 2. The spectra of the preconditioned matrices S−12 A for (a) the centered di)erence scheme and (b) upwind di)erence
scheme with nx = ny = nz = n and the cell Reynolds number = 0:5 (left) and = 1:5 (right); (c) Number of Nops required for
the GMRES convergence using (c) centered di)erence scheme and (d) upwind di)erence scheme with the cell Reynolds
number = 0:5 (left) and 1.5 (right): S1– – – –, S2——.
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Fig. 2. (continued)
Theorem 3.2. Assume that the cell Reynolds numbers in the x-; y-; z-directions and the spatial grid
ratios are 8xed. Then in the limit of nx → ∞ (hx → 0); the eigenvalues of the preconditioned
matrices S−1A except 1 reside on two curve segments de8ned by
51(6; #)= 1 +
8(6; #)2 − 8(6; #)
√
b
c
b
c − 8(6; #)2
; ∀6; #∈ [0; (] (3.3)
and
52(6; #)= 1 +
8(6; #)2 + 8(6; #)
√
b
c
b
c − 8(6; #)2
; ∀6; #∈ [0; (]: (3.4)
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Table 1
Extreme points of two curve segments in Theorem 3.2
Centered di)erence scheme
Cell Reynolds number = 0:5
51(6; #) 52(6; #)
(a) For Fig. 1(a)
6=#=0 0.283 1.102
6=#= ( 0.916 1.652
Upwind di)erence scheme
Cell Reynolds number = 0:5 Cell Reynolds number = 1:5
51(6; #) 52(6; #) 51(6; #) 52(6; #)
(b) For Figs. 1(b) and (c)
6=#=0 0.356 1.108 0.239 1.096
6=#= ( 0.911 2.231 0.919 1.457
Here
8(6; #)=− 9(6; #)
2c
−
√
9(6; #)
2c
− b
c
(3.5)
and
9(6; #)= a+ 2
√
de cos 6+ 2
√
fg cos#: (3.6)
According to Theorem 3.2, if bc, de and fg are positive, then the eigenvalues of the preconditioned
matrices S−11 A are located in the two disjoint real intervals. We note that for the upwind di)erence
scheme, bc, de and fg are always positive. However, for the centered di)erence scheme, bc, de
and fg are positive only when the cell Reynolds numbers |", |#| and |$| are less than or equal to 1.
In Figs. 1a, c and d, we give the spectra of S−11 A for the centered di)erence scheme where the cell
Reynolds numbers in the x-; y- and z-directions are 0:5, and for the upwind di)erence scheme where
the cell Reynolds numbers in the x-; y- and z-directions are 0:5 and 1:5. In these examples, all the
eigenvalues of the preconditioned matrices are real numbers. We also observe that the eigenvalues
of the preconditioned matrices (except 1) contain in two disjoint, real and bounded intervals. As a
comparison, we compute in Tables 1a and b the extreme points of the two real intervals stated in
Theorem 3.2 for these examples. We 1nd that all the eigenvalues of the preconditioned matrices are
located in these two disjoint, real and bounded intervals.
When the centered di)erence scheme is used and the cell Reynolds numbers |"|, |#| and |$| are
greater than 1, the eigenvalues of S−11 A are no longer real numbers. The theorem below states that
the eigenvalues of S−11 A are still bounded [3] by a circle in the complex plane.
Theorem 3.3. Assume that the cell Reynolds numbers in the x-; y-; z-directions and the spatial grid
ratios are 8xed. If bc, de and fg¡ 0; then in the limit of nx → ∞ (hx → 0); the eigenvalues of
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the preconditioned matrices S−11 A are bounded by a circle in the complex plane with the center
(1; 0) and the radius given by√
4
(
C − 1
C + 1
)2
+
C − 1
C + 1
;
where C=max{|"|; |#|; |$|}; the maximum of the cell Reynolds numbers in the x-; y- and z-directions.
In Fig. 1(b), we give the spectra of S−11 A for the centered di)erence scheme where the cell
Reynolds numbers in the x-; y- and z-directions are 1.5. For this example, bc, de and fg are
negative. We see in the 1gure that the eigenvalues (except 1) are not real numbers. Using Theorem
3.3, we 1nd that the eigenvalues of the preconditioned matrices are bounded by a circle in the
complex plane with the center (1; 0) and the radius given by 0:6 ("= #= $=C =1:5). We observe
in Fig. 1(b) that all the eigenvalues of the preconditioned matrices are indeed located within this
circle.
4. Numerical examples
In this section, we illustrate the eLciency of our proposed circulant preconditioners by solving
the model problem (1.1) on (0; 1)× (0; 1)× (0; 1) with the homogeneous boundary condition. All the
experiments are performed in MATLAB with machine precision 10−16. The GMRES [11] method are
employed to solve the preconditioned systems. We use the MATLAB-provided M-1les “gmres” (see
MATLAB on-line documentation) in our implementation. In our tests, the zero vector is the initial
guess and the stopping criterion is ‖rq‖2=‖r0‖2¡ 10−6, where rq is the residual after q iterations.
In Tables 2a and b, we test the centered di)erence and the upwind di)erence schemes when the
cell Reynolds numbers are 0.5 and 1.5. In these tests, the number of grid points in all three directions
are the same, i.e., nx = ny = nz = n. We remark that for the preconditioners S1, the solution of the 2D
problems in each preconditioned iteration can be done by using banded and sparse solvers, or the
preconditioned GMRES method with circulant preconditioners. In the tables, the notation I means no
preconditioner is used and the symbol S1 and S2 denote that the Strang block-circulant preconditioners
are used. We see that when the cell Reynolds numbers are 1xed and the preconditioners S1 and S2
are used, the numbers of the preconditioned GMRES iterations required for convergence stay almost
the same even when n increases. However, the number of iterations without using preconditioners
increases signi1cantly when n increases. From the tables, we also observe that the numbers of
iterations for using S1 are less than those for using S2 because the number of outlying eigenvalues
for S1 is less than those for S2 (cf. Figs. 1a–d and Figs. 2a and b).
In Section 3.1, we have studied the spectra of the preconditioned matrices S−11 A for the centered
and upwind di)erence schemes. Some examples of their spectra are given in Figs. 1a–d. As a
comparison, here we also give in Figs. 2a and b the spectra of the preconditioned matrices S−12 A for
these examples of convection–di)usion equations. We 1nd that the eigenvalues of S−12 A are not real
numbers. By comparison Figs. 1a–d with Figs. 2a and b, we 1nd that the spectra of S−11 A are more
clustered around 1 than those of S−12 A. However, the eigenvalues of S
−1
2 A are still bounded even
when the number of n of grid points increases. This phenomenon may explain why the numbers
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Table 2
Number of iterations required for convergence with the cell Reynolds number = 0:5 (left) and 1.5 (right)
n I S1 S2 I S1 S2
(a) Using centered di6erence scheme
4 17 8 10 20 8 11
8 48 9 13 63 9 12
16 91 10 14 127 9 12
32 153 11 14 178 9 12
64 261 12 13 277 8 12
(b) Using upwind di6erence scheme
4 16 8 10 17 8 9
8 40 10 14 49 9 11
16 76 12 17 87 9 13
32 156 13 18 165 10 13
64 250 14 17 263 10 10
of GMRES iterations required for convergence of the system do not increase signi1cantly when n
increases.
In Figs. 2c and d, we compare the number of Nops (counted by Matlab) required by two precon-
ditioners S1 and S2. We 1nd that when n is small, their numbers of Nops required for convergence
are about the same. However, when n is large, the computational cost of using S2 is less expensive
than that of using S1.
Finally, we compare the computational cost of the GMRES method with the block-circulant pre-
conditioner S2 with other stationary methods [9]. We note that the number of operations per iteration
in our method depends mainly on the work of computing the matrix–vector multiplication S−12 y. The
product S−12 y can be computed by using n fast Fourier transforms (FFTs) of size n
2 and the solution
of n2 intermediate tridiagonal systems, each requiring O(n). It follows that the number of opera-
tions per iteration in our method is of O(4n3 log n). On the other hand, when we apply the block
Jacobi scheme for unreduced and reduced systems arising from convection–di)usion equations [9],
the numbers of operations per iteration are of O(18n3) and O(14n3), respectively. We note that the
application of the block-circulant preconditioners requires O(n3 log n) operations per iteration, which
is slightly more expensive than O(n3) operations for the block Jacobi method. However, FFTs of
size n2 can be computed in O(log n) parallel steps with O(n2) processors. The computation of these
circulant preconditioners is highly parallelizable across a wide variety of architectures [1].
Let k1; k2 and k3 denote the number of iterations for the methods associated with the GMRES
method with the block-circulant preconditioner S2, the block Jacobi scheme for unreduced systems
and the block Jacobi scheme for reduced systems, respectively. Then their overall number of opera-
tions are O(4k1n3 log n), O(18k2n3) and O(14k3n3), respectively. Therefore, if 4k1 log n¡ 18k2; 14k3,
then the cost of using the GMRES method with the block-circulant preconditioner S2 is less expensive
than the block Jacobi schemes.
Consider (1.1), where the right-hand side is such that the solution for the continuous problem is
u(x; y; z)= sin((x) sin((y) sin((z) and the domain is the unit cube. The Dirichlet boundary conditions
in this case are zero. We take the zero vector as our initial guess and use ‖rq‖2=‖r0‖2¡ 10−10 as a
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Table 3
Number of iterations required for convergence for di)erent preconditioners
Method PDE coeLcient = = 
10 20 100 1000
Centered without using preconditioner 180 197 228 474
Centered using S1 20 22 16 51
Centered using S2 30 31 19 84
Upwind without using preconditioner 199 190 236 225
Upwind using S1 28 25 16 10
Upwind using S2 41 36 21 12
Table 4
The ratio using stationary methods for (a) unreduced and (b) reduced systems and the GMRES method with the
block-circulant preconditioner S2
Di)erence scheme PDE coeLcient = = 
10 20 100 1000
(a) Ratio between 18k2 and 4k1 log n
Centered Jacobi=S2 30.90 12.90 Nil Nil
Centered GS=S2 14.70 12.90 Nil Nil
Centered SOR=S2 1.83 1.10 Nil Nil
Upwind Jacobi=S2 26.21 15.50 7.67 6.67
Upwind GS=S2 12.60 7.17 2.70 1.20
Upwind SOR=S2 1.45 1.12 1.02 0.82
(b) Ratio between 14k3 and 4k1 log n
Centered Jacobi=S2 11.79 5.02 2.51 Nil
Centered GS=S2 5.64 2.23 0.66 3.45
Centered SOR=S2 1.08 0.73 Nil Nil
Upwind Jacobi=S2 9.99 5.97 3.21 3.22
Upwind GS=S2 4.81 2.77 1.15 0.75
Upwind SOR=S2 0.86 1.08 0.77 0.67
stopping criterion. The results by using Jacobi, Gauss–Seidel and SQR for the unreduced and reduced
systems for this test are given in Table 5:1 of [9]. We use block-circulant preconditioners S1 and S2 to
solve the system of size 32×32×32 for di)erent values of coeLcients = = =10; 20; 100; 1000.
We present the iteration results in Table 3. By using the iteration results (cf. Table 5:1 of [9]), we
compute in Tables 4a and b the ratios 18k2=4k1 log n and 14k3=4k1 log n for the unreduced and reduced
systems. When the ratio is greater than 1 (less than 1), then the block-circulant preconditioner S2 is
more (less) eLcient that stationary methods. If the Jacobi, Gauss–Seidel or SOR method does not
converge [9], the symbol “Nil” is stated in the tables. We 1nd in the tables that the block-circulant
preconditioner S2 is more eLcient than the Jacobi and Gauss–Seidel schemes especially when the
cell Reynolds numbers are small.
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We conclude that, we have presented block-circulant preconditioners for a matrix arising from dis-
cretizing a 3D model problem with constant coeLcients. We have studied the distribution of eigen-
values of the preconditioned matrices. Numerical results illustrate the e)ectiveness of our method.
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