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This thesis studies exploratory search of large datasets using machine learning and
human computer interaction techniques. It is often that the user wants to search
for something but cannot formulate the exact query or the keywords which would
help him to reach the most relevant search results. One might also want to address
these issues about a particular topic by gathering information after each search.
We worked on extending an existing interactive exploratory search system known
as SciNet. SciNet allows the users to provide relevant feedback to the system us-
ing interactive user interface. The system allows the users to direct their search
query using interactive intent modeling. The users obtain relevant results by giving
personalized feedback to the system through a radar based layout. Our aim is to
make SciNet work for a large news data set and add new features which allow the
users to explore and investigate the news articles. We try to visualize the entire
collection of news articles stored in the system using neighborhood embedding and
display it as an interactive map to the user. The locations of the search results are
displayed on the map using markers. The users can explore the articles by click-
ing on markers. They can also select areas of the map where search results are
located, which would enable them to view a list of most relevant unigrams in an
area and are able to select relevant unigrams to boost the query. This serves as an
additional feedback mechanism. We performed user experiments with twenty users
to compare the performances of the original SciNet and the new extended system.
The user experiments clearly showed that the extended system performs better than
the original one. We also took feedback from the participants of the experiments
in a form of a questionnaire, which showed that the extended system improves the
overall user experience. We can further improve the performance of the new system
by adding more features like tagging different regions of the map with descriptive
keywords and using distributed computing based algorithms which would allows us
to incorporate more data from different domains.
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TERMS AND DEFINITIONS
IR Information Retrieval
HCI Human Computer Interaction
NLP Natural Language Processing
SciNet The interactive search system used in this work
InfoVis Information Visualization
Radar Intent Radar
Map Global Visualization Map
11. INTRODUCTION
In this modern era of information technology, the user is continuously seeking new
ways to extract information for his purpose. There’s a need to develop and find
novel approaches that help in getting useful information from a large pool of data.
One of the major concepts for extraction of relevant information is known as Infor-
mation Retrieval (IR). IR has existed even before the world wide web. It was used
internally by many companies to extract relevant data according to their desired
needs. Such a company typically had a database system and could apply database
mining techniques to seek the information in some way, using different extraction
tools available to them. Mostly, the people who carried these tasks had to be trained
on these tools and gradually became experts in retrieving the data. With the emer-
gence of the internet, there has been a huge influx of data from all around the globe,
which has made fetching of data even more challenging. The scenario involving few
users extracting the information and presenting it, has also evolved. In the present
time, everyone who has access to the internet may have needs to explore the web
and retrieve the data according to their needs.
Active internet users rely on using search engines to carry out their work or
to gain some information which might be required either for personal usage or in
a professional capacity. Thus, it is evident that the users would utilize the search
engines for seeking information and would then need to formulate queries for carrying
out their search. A normal user is not trained at searching using specific tools or
using programming techniques, so he would rely heavily on the interface presented to
him and performance of the backend to get the relevant results. This new scenario
has changed the way how IR systems are designed now. The IR systems being
designed are made interactive so that even a normal user can use it to search for the
information easily. In some cases, even if the user understands the interface, it can be
difficult to formulate the correct query for searching. Interactive systems help users
(both expert and normal) in cases where users need to “learn as they search”. All IR
systems could be evaluated with respect to the user’s performance and satisfaction
with the results after each query. The difference with interactive IR systems is
that they can gather feedback from the user and try to improve the goodness of
results during the search process. The role of Human Computer Interaction in an
interactive IR system thus becomes very important from this perspective and is also
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a major area of research these days.
We work on an emerging topic called Exploratory Search where the user is not
sure about the things he need to search for in the first place or he might not have
a clear view of how to approach the search process in order to get relevant results
back from the system. In a traditional system, either the former or the latter leaves
the user with no option but to spend a lot of time on searching which could be done
more efficiently, if the system provided more support. The term exploratory lays
emphasis on the fact that we need to investigate and analyze the results in order
to reach to the desired information. The user also learns about different topics in
the data while exploring it. In exploratory search we need to combine the querying
process and browsing strategies to boost the exploration to return the most relevant
results back more efficiently.
The exploratory search in itself is a complicated process and we need to think
from the user’s point of view to design the best possible system which helps him in
reaching his goals. It is generally quite hard for the users to formulate queries if he
is not sure of the domain and goals of his search. As each iteration of the search
takes place, the user tends to gain more knowledge about his goals, and hence his
information needs evolve. Adapting to this kind of a situation can be complex, as the
user who is starting his search provides a quick initial search query which might not
lead to the final end result which he wants. Directing the exploratory search with the
help of intelligent systems then comes in which lets the user take control and direct
his exploratory search as he gains more information about his specific needs. The
system should be incorporated with interfaces designed to provide people versatile
opportunities to control the search process. A human analyst and the search system
take turns in providing information to one another, for the purpose of improving
the retrieved search results. It’s quite evident that searching, investigating search
results, and learning about the search topic over time is a continuous process which
requires significant human effort. To support the exploratory search, IR systems
need novel methods from HCI research allowing the human more efficient detailed
ways of giving feedback and controlling the search system.
1.1 Research Goals
This thesis describes work on the exploratory search domain where novel interfaces
are developed to help the user direct his search. The aim of this thesis is to work
on creating an extension of an ongoing research project called SciNet. SciNet is
based on the works of Ruotsalo et al.[1][2][3], Kangasrääsiö et al.[4]. It uses a novel
concept called interactive intent modeling to perform exploratory search, where the
user can provide feedback using a machine learning based visual interface called an
Intent Radar. We work on augmenting the existing system of SciNet by adding
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a new feature to the system which would let users explore a large corpus of news
articles as a whole and allow them to send feedback in a new way.
Our aim is to build an interactive interface by generating a global visualization
of the whole dataset. The global visualization is based on a nonlinear visualization
that preserves neighborhoods between news articles.
The work had the following goals:
1. It was desired to enhance the ability of the user to browse all the news articles
using a global view. The user interface was augmented with a Global Visu-
alization Map, which is divided into a grid 20x20. The user is able to click
on each grid and view a list of top keywords/unigrams present in that area.
To accomplish this feature, we generated a plot which was added to the user
interface. The plot was generated using the following techniques. At first,
a neighborhood matrix was created between documents by calculating the
approximate nearest neighbors of a particular document. The neighborhood
matrix generated using nearest neighbors is then used as an input to project
the data points from original space to a lower dimensional space. This is done
with the help of scalable neighborhood embedding for t-SNE methods using
the method proposed by Z.Yang et al.[41]. The embedding aims to preserve
neighborhood relationships between data points from a high dimensional space
to a lower dimensional space. The created visualization provides a global view
of the whole data, which has local regions or clusters. The clusters signify the
set of documents which are grouped together because of their similar content.
2. To help users explore the Map to gain a more comprehensive understanding
of the documents, we draw markers over the Map to represent the locations
of our search results. The users can click on the markers to see the important
information like title, URL, abstract and keywords of a document. This allows
them to explore a specific region by seeing the similar articles present there. It
also helps in recognizing various news events of a given topic, when the users
see the search results in different clusters instead of viewing them as a long
list of articles. The user can also choose to send feedback by clicking on the
keywords beneath each of the documents.
3. The user interface currently contains two different components that help users
to navigate the documents - the Intent Radar and the Global Visualization
Map. To relate the keyword information shown on the existing Intent Radar
component to the information in the new Global Visualization Map, we added
a new feature in which the unigrams relevant to our search query are colored
according to the colors of the corresponding keywords in the Radar. The grid
cells in the whole grid based layout are also colored using color strengths of the
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unigrams present in that grid. The transparency of a grid cell is determined
using the number of unigrams matching with the keywords present in the
Radar. The color and transparency provide an indication to the user about
the occurrences of matching unigrams in a particular grid cell.
4. It was needed that the new Global Visualization Map should provide an addi-
tional way of sending feedback to the system. The original SciNet system has
a feedback based system which works using the Intent Radar. In the Map, we
can select the relevant unigrams from the list which is displayed upon clicking
a grid. The unigrams can be sent as a feedback to the system. Using the
feedback one could investigate further in a particular topic.
The features added to the system provide the users an option to search within a
large corpus using typed queries and keyword manipulation.
52. THEORETICAL BACKGROUND
2.1 Information Retrieval
The research in this thesis is based upon the principle of Information Retrieval (IR)
and it plays a major role in most the work accomplished in the thesis. IR is defined
as the activity which aims at extracting information relevant to a particular search
query from a large pool of information sources. This thesis concerns search within
corpuses of text documents such as news articles. Searches for such a corpus would
generally be based on upon the meta-data contained in the page or the document,
or it can be the full text content of the whole document. The meta-data could be
the keywords related to the article, title of the article, or information about author
who published the article. This research will mostly work with the full text content
of the document. Since the research concerns a search engine, IR is an important
theme of this work.
2.2 Models of Information Retrieval
This section discusses the two most popular models used in IR - the Boolean Model
and the Vector Space Model.
2.2.1 Boolean Model
The first model is the Boolean model which is used by traditional IR systems.
The Boolean model is formed by the help of user queries which are formulated into
Boolean expressions such as “(bioinformatics OR biotechnology) AND classification”.
The user queries have to be given as input to the system which it interprets and
proceeds to determine the results based on the Boolean expressions obtained. There
could be several ways to provide the user queries as input. It could be, for example,
through check-boxes or radio buttons in the user interface or by simply typing a
text phrase which is interpreted into a Boolean expression.
2.2.1.1 Advantages and Disadvantages
The advantages of using the Boolean model:
 It provides a relatively simple way for providing the user input to the system
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and fetching the results back. This is simply done by getting the documents
which satisfy the given boolean expressions.
 The simplicity means ease of use for the developer as well as for the user. This
can be a good starting point, if one needs to understand the basics of searching
mechanisms.
On the other hand, some of the drawbacks of the Boolean model:
 The results generated by this type of model are typically not ranked, because
documents are considered to either satisfy the Boolean query or not. Such a
model does not provide an indication of what are the most relevant documents
documents in the results obtained.
 The basic Boolean model does not support weighting of the search terms in the
query and the documents which may lead to poor-quality results since even a
low-weight occurrence of a term in a document would be considered a match.
 The results cannot be obtained on the basis of partial matches, since doc-
uments that do not match any term required by the Boolean query do not
satisfy the whole query. Boolean queries may therefore leave out documents
that are only near matches to the Boolean query but would still have been
considered relevant by the user.
Instead of the Boolean model, it would be preferable to have an alternative re-
trieval model that could provide a ranking of documents in order of their relevance
and would therefore avoid the problems present in the Boolean model. The proce-
dure for calculating the relevance scores is explained in later sections. The ranking
of the documents in order of relevance makes the searching experience better for
users. In such a model, the search engine would compute a score for each document
representing how well it matches a given query.
In such a model, a search query typed on a web interface would be interpreted
as a free-form set of words without Boolean operators. The intuition is that the
greater the proportion of query terms present in a document, and the greater the
frequency of the terms in the document, the more relevant the document should be
to the user. The overall score of a document could then be computed, for example,
as a sum of scores over individual query terms. The next subsections 2.2.2-2.2.3
detail a simple example of such a retrieval model, known as the Vector Space Model
which aims to overcome the drawbacks of the Boolean Space model.
2.2.2 Vector Space Model
Instead of a Boolean model, a popular alternative model to represent documents and
queries is the vector space model [10]. In the vector space model, a document can be
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represented as a document vector where each element of the vector represents how
strong a particular document feature (term) is in the document. The strength of a
feature in the vector can be either directly proportional to a count of occurrences of
the feature in the document, or a more complicated equation as discussed in the next
section. Given a common set of possible features, the possible feature combinations
then form a vector space, and a set of documents can be represented as vectors in
it.
We represent the documents and the query using the Bag-of-Words approach,
where word order is not considered and features represent the occurrence of indi-
vidual keywords throughout the document. The query string is treated as a very
short document. A vector representation is then computed for each document and
the query. We then compute the cosine similarity measure between the documents
available in the document corpus and the query vector. The cosine similarity is
computed using the following equation,
cos(
 !
d ; !q ) =
 !
d   !q !d  k !q k
Where,
 !
d is the document vector which contains term frequencies or importance
of terms as features,  !q is the query vector which is representation of the query
string in document vector form,  is the inner dot product and kk is the euclidean
vector norm.
The value that we obtain using the cosine similarity is the score for the docu-
ments corresponding to the given query. The larger the score, the more similar the
document is to the query. Using the scores, we can rank the documents in order of
relevance.
2.2.3 Term Frequency - Inverse Document Frequency
Term-Frequency - Inverse Document Frequency (TF-IDF) is a term weighting method
used in the areas of information retrieval and text mining applications. The weight
given by TF-IDF is a statistical measure, which is used to compute the importance
of a particular word in the given corpus. The importance of a word for a particular
document is proportional to the frequency of the word in the document but is con-
trolled by its frequency in the whole text corpus [6]. Thus, the importance increases
if a word occurs many times in a given document but would decrease at the same
time if it is common across the whole corpus.
Generally in text mining applications, A TF-IDF matrix is built which contains
TF-IDF scores for all the unique terms occurring across all the documents in a
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corpus. The following is a sample TF-IDF matrix which shows ’n’ documents d =
fd1; d2; :::::dng and ’m’ unique terms t = ft1; t2; :::::tmg
0BBB@
t1 t2 : : : tm
d1 0:25 0 : : : 0:18
d2 0 0:54 : : : 0
...
...
... . . .
...
dn 0:34 0:12 : : : 0:08
1CCCA
Each element corresponds to the TF-IDF score for a particular term in a specific
document.
2.2.3.1 Calculation of scores
The Term Frequency (TF ) in its natural notation or raw form is just denoted by
the occurrence of a specific term in a document
However, a term which occurs 50 times is unlikely to be fifty times as important
than a word which might occur just one. One of the techniques to attenuate the
impact of terms occurring frequently, is sublinear TF scaling [7] which has been
known to improve the results significantly[8]. Mathematically, it is given as,
TF (t; d) =
8<:1 + log(tft;d) if tft;d  00 otherwise
Where, tft;d is the frequency of a term t in document d.
Next, we calculate the Inverse Document Frequency (IDF ) which measures how
important a term actually is. It weighs down the frequent terms and boosts the rare
terms across the corpus.
IDF (t) = loge

ND
N tD

Where, ND is the total number of documents present in the whole corpus, N tD is
the total number of documents with the term t in the whole corpus
Once we have both the TF and IDF , the final TF-IDF score for a particular term
in a specific document is given as,
TF   IDF (t; d) = TF (t; d):IDF (t)
In systems which have varying lengths of the document vectors, short documents
would have short vectors and the longer documents will be represented by a larger
vector. To eliminate the bias towards longer documents which would have more
chance of getting retrieved than the shorter ones, we use a normalization factor to
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equalize the length of the document vectors. This is also called L2 Norm.
If w is the TF-IDF weight of the term t in a document with n terms, then the
final weight or score for a specific term would be given as,
w=
vuut nX
i
(wi)
2
The TF-IDF techniques have been employed in many applications , most notably
in searching applications where the relevance of a document is determined with
respect to a query from the user.
We have used the scikit-learn [9] python library to calculate the TF-IDF scores
as one of the steps during the generation of the Global Visualization Map. The
library helps us in building a clean and robust pipeline for all the natural language
processing work, which is needed for generating the Map. The equations for IDF
are slightly different in this case.
For calculating the IDF, the numerator and denominator of the logarithmic frac-
tion is added with a constant value of “1”. By doing this, it appears as if the whole
collection had an extra document, which contained every term of the corpus,exactly
once. This is done to prevent the divisions by zero. Also, constant “1” is added to
the equation in the end, which means that the terms that have the IDF value as
0 (i.e. for the terms occurring in all the documents), will not be getting ignored
completely.
IDF (t) = loge

1 +ND
1 +N tD

+ 1
2.2.4 Keyword Extraction
Keyword extraction is a technique which is primarily used to represent the important
themes in a given document using different phrases or keywords. We used Maui[23]
to automatically extract the relevant tags for a particular document. Each tag
represents a specific keyword, and the set of keyword tags for a particular document
are together intended to describe the topical content in the document. Maui is an
algorithm which which is used for determining the tags or the topics. It has two
phases of operation namely, candidate selection and machine learning based filtering.
2.3 Exploratory Search
According to Diriye et al.[34], exploratory search task is defined as “an open-ended,
ill-defined and multi-faceted search problem that seeks to foster some knowledge
product, or inform some action”. To explain it further, when the user is not sure
about his search, his query might not be able to fetch relevant results from the search
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engine. Exploratory search becomes useful here to provide additional help when the
query formulation is not straightforward. Using the exploratory search interfaces, a
user is able to direct his search using the given options in an interactive manner.
2.3.1 Exploratory Search Interfaces
Usability is an important aspect for any interactive system, and proper design prin-
ciples can help avoid designs that have poor usability. According to Hearst[33], there
are certain design guidelines which are as follows:
1. Provide feedback - For every user action there should be informative messages
which can be followed easily. Also, choices or options should have an indicative
message to help the user decide better.
2. Reduce short term memory load - This involves having a clear view of the
interface, making all the options and messages clearly shown to the user. Requiring
the user to remember the different components or features of the interface which
might have been shown earlier is not recommended.
3. Provide shortcuts - There should be proper shortcuts to exit, for example if
the user wants to quit any particular operation in the middle.
4. Reduce errors - This involves eliminating conditions which involve errors oc-
curring repetitively. Present a bug free interface to the user.
5. Balance user control with automated actions - The interface should be smart
enough to perform actions according to the user inputs. It should complement the
user actions well, so that it gives a friendly experience.
6. Recognize the importance of smaller details - The interface should clearly
highlight the features which are less important but still useful. For example, the
help functionality which could explain how the overall interface works.
7. Recognize the importance of aesthetics - The graphical details i.e. the compo-
nents of the interface such as images, control buttons, boxes, should be presented in
an appropriate format (for eg, usage of colors which do not strain the human eyes)
to the user has a positive impact on him.
8. Simplicity - Follow the ‘less is more’ principle to provide the user less choices
but with more control to search the information he needs. The formulation of query
for search as well as the presentation of the results should be simple.
9. Pleasurability - To make the interface simple yet exciting for user, simulate
pleasure inside the user to make them engaged
10. Customizability - This implies we give the user an option to customize the
interface according to different parameters or choices
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2.3.2 Evaluation of Exploratory Search Interfaces
Evaluating an exploratory search interface is done by assessing the user’s behavior
and the decisions made during the search. We conduct user experiments where the
user is given a task to perform using the search interface. The experiments use
the measurements of user satisfaction, the outcomes of the tasks given to the users,
user’s behavior, the cognitive load and learning. [35] The setting of the experiments
and the topics of the tasks can be controlled. Experiments should be conducted in a
naturalistic environment and should remain the same for all the users. There should
not be any kind of disturbance in the environment. The designed tasks should be
across a variety of topics. The users should be assessed first using surveys for their
knowledge in the particular area. Based on the user’s assessed knowledge, the topic
of the task should be provided to the user, the topic should not be too familiar to
him and should not be completely new to him.
2.4 Visual Data Analysis
According to Thomas et al.[36], “visual analytics is the science of analytical rea-
soning facilitated by interactive visual interfaces”. The concept is primarily based
on using visual representations of data to express meaningful patterns elaborately,
allow examination of data for better understanding, and communicate the findings
which we think are meaningful in context to the data to others.
Visual data analysis can help make better sense of the data for understanding
and explaining it. It helps in analyzing relevant findings and patterns which in turn
helps in productive thinking and reasoning about the data. This thesis borrows
ideas from the concept of Visual Data Analysis to understand the news data that
we have. The visual tools help in exploring large amount of news documents better.
By exploring the documents, we can find out the different themes and news events
corresponding to some specific news category easily.
We discuss the Focus-plus-Context principle which enables us to see selected parts
of the interface while keeping the overall view in the background. We have utilized
this principle in the Intent Radar as well as the Global Visualization Map, to help
users focus on selected keywords or documents for in-depth exploration. Then, we
discuss a concept called Visual Information Seeking mantra , a summarizations of
various design principles which helps in designing of interactive visualization tools.
We have based our application to follow this concept, where we ensure that our
interface provides a good overview of the whole data with respect to a search query.
Then, we enable the users to zoom using a Fisheye lens in the Radar and using
mouse-over in the Map
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2.4.1 Focus-plus-Context
The idea is to display both the focus (local area of the data in detail) and the
context (overview of the data) at the same time. In other words, this is a principle
of information visualization used to enable users to view components (several parts
or features of the user interface) which are of more interest in greater detail but while
maintaining a global overview of the information[37]. For a given visualization, the
first part of the principle, ‘Focus’, tells us to display the most important and relevant
data at a particular focal point. The data around focal point is generally displayed
at full size and with in-depth detailing. The area which is present around this focal
point is termed as ‘Context’. The aim of the Context is to convey the importance
of information with respect to the whole data, thus preserving the global overview
of information with lesser details.
The Focus-plus-context principle aims to solve the presentation problem which
is occurs often in information visualization when it comes to the management of
screen space. It is often noted that many times the visualizations may not allow
the user to show detail and context together efficiently. By using the Focus-plus-
context principle we allow the user to explore the information related with context
and provide him a way to focus on detailed information in a specific area.
2.4.2 Visual Information-Seeking Mantra
Considering there could be numerous ways of seeking information and following
different paradigms to do so, one of the design principles for design of the work-flow
in an interactive analysis system is based on a mantra which says - “Overview first,
zoom and filter, then details-on-demand”[38].
2.4.2.1 Overview
This design principle makes an overall view of the whole data to understand the
data set in a general context. This is generally a good starting point when it comes
to exploring the data. Using this view we could then select some of the relevant and
important features and subsets of data for in-depth analysis.
2.4.2.2 Zoom and Filter
Zoom: After getting an overview of the data and spotting interesting patterns in it,
we can start examining the data further. We select specific components of the view
and analyze them more closely in this step. There are several types of basic zooming
operations. First being the Geometric zooming which stresses on the fact that we
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can specify a scale of magnification to zoom into the image and then focus on a spe-
cific area to zoom into, essentially discarding the information present outside. The
next technique is called as Fisheye zooming which does not discard the information
present outside after zooming in, but it would rather show it in a small space using
some distortions. Finally, semantic zooming transforms the context in which we are
visualizing the given data. For example, dots in a map of a city could transform into
3-Dimensional box shapes showing the actual buildings which are located at given
points.
Filter: It is important from user’s point of view as it allows the user to control
which data or feature ranges are shown in the plot interactively.
2.4.2.3 Details-On-Demand
The techniques used here requested by the users to gain more in-depth information
of a specific dataset. The techniques provide greater detail and progressive refine-
ment. A popular example using this approach could be displaying of additional
and detailed information by mouse hover in a visualization. This allows display of
detailed information without changing the context of presentation or modifying the
information that is currently present on the user interface.
2.5 Dimensionality Reduction
In many machine learning applications, the data which is being used for analysis,
can contain a large amount of features (dimensions) describing the data samples. If
the data is represented as matrix, it would contain a large number of columns rep-
resenting the dimensions. This is problematic as it can increase the computational
cost required to perform tasks such as classification or regression with this kind of
data. It could give rise to a problem which occurs in high dimensions known as
‘curse of dimensionality’ where for such a high-dimensional data the classifier would
require enormous amount of training samples to obtain a good prediction [57]. This
is done to obtain sufficient samples for different combinations of feature values, be-
cause with increasing number of features, simple training algorithms would require
to see at least one example from each of the different combinations, to make the
correct prediction. Given that the number of combinations would be extremely high
for a large number of features, it is unlikely that one could obtain sufficient training
samples. Considering, how the curse of dimensionality can affect the performance
of the task when the number of features increase in the data, it is often beneficial
to reduce the dimensions of the data. The method benefits the computational ef-
ficiency of the analysis task we are carrying out and also improves the accuracy of
the same.
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The techniques used in dimensionality reduction are divided into two parts. We
could either use them to perform the supervised and unsupervised classification or
we can also use them for feature extraction and feature selection aspects. In this
thesis we are dealing with exploratory tasks which requires the input data in form
of a high dimensional TF-IDF matrix, where dimensionality reduction can be used
to reduce the high dimensional TF-IDF matrix into a lower dimensional one. The
output low-dimensional matrix could be then used to perform approximate nearest
neighbor classification tasks. The nearest neighbor matrix is then used to perform
another dimensionality reduction into a two dimensional output space, so that we
could get a 2-D plot of the documents in a map based layout. In this way, we use
dimensionality reduction for our exploratory tasks.
Some of the common techniques used for dimensionality are Principal Component
Analysis[12], and Linear Discriminant Analysis [20].They produce linear data trans-
formations. There also exist non-linear methods like Multi-Dimensional Scaling[18],
t-distributed stochastic neighbor embedding[43], and the Self Organizing Maps[19].
2.5.1 Principal Component Analysis
We shall discuss some commonly used methods here, starting off with Principal
Component Analysis(PCA)[12], which is a statistical procedure to represent the
main directions of variation in a high-dimensional data set in terms of a smaller
number of uncorrelated variables. The method uses orthogonal transformation to
transform the variables into uncorrelated linear combinations. This method allows
us to visualize and analyze the data on the basis of as few variables as possible.
essentially performing dimensionality reduction.
Given n variables which might be correlated, the principal components are inter-
preted as follows. The first component is the linear combination of the standardized
original variables which explains the highest possible variance in the data. After-
wards, each successive principal component is the linear combination of variables
which has greatest possible variance and is not correlated with previous compo-
nents. The eigenvectors of the correlation matrix for n variables are the principal
component directions, and the vector of the n variables can be projected to each
principal component direction to yield the value of that principal component. Cor-
respondingly, the eigenvalues of the matrix represent variance of each component.
2.5.1.1 Singular Value Decomposition
Singular Value Decomposition[15] is a technique of linear algebra which is used in
factorization of matrices and can be used as part of various dimensionality reduc-
tion methods. In particular, it is one of the ways to perform principal component
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analysis, if computing an eigen-decomposition of a covariance matrix is too com-
putationally difficult. It has been used as a dimensionality reduction method in
numerous applications like information retrieval, gene expression analysis. The aim
of SVD is to represent a high dimensional matrix using a smaller number of variables.
Mathematically it is represented as,
X = USV T
Where, U is an m  m matrix, S is an m  n diagonal matrix V T is an n  n
matrix
The diagonal entries of S are singular values of X. The columns of U and V are
left and right singular vectors for the corresponding singular values.
2.5.1.2 Truncated Singular Value Decomposition
Using the traditional SVD could be expensive in terms of time and memory require-
ments. We choose to use a variation of SVD in this case which is known as Truncated
SVD. The method is an approximation rather than an exact decomposition of the
original matrix. The method only computes t column vectors of U and t row vectors
of V which correspond to the t top largest singular values in S. This is useful when
t « r (Rank of matrix X). As a result of selecting a portion and discarding the rest
of the matrix during calculations, we get time and memory efficient solutions.
Then mathematically it would be represented as,
eX = UtStV Tt
Where, U is an m t matrix, S is an t t matrix, V T is t n matrix
The method is an approximation rather than an exact decomposition of original
matrix. But, as a result of discarding the rest of the matrix during calculations, we
get time and memory efficient solutions.
In applications of text mining SVD provides significant improvements over other
methods [16].
2.5.2 Random Projections
Using PCA is a traditional way to perform dimensionality reduction tasks. However,
with large data sets, it becomes computationally demanding to use PCA in that
particular application. We then have to look for simpler dimensionality reduction
methods which do not significantly bring out distortions in our large data set.
Random projections[17] are known to provide comparable results to conventional
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dimensionality reduction methods like PCA, and the similarity of the data vectors is
known to be preserved by this method. However, one of the big advantages of using
Random Projections is that it is computationally less demanding than traditional
methods, which makes it suitable for large datasets.
2.5.3 Neighborhood Embedding
Our work uses a scalable version of the t-distributed stochastic neighbor embedding
which is based on the work of Z.Yang et al.[41]. The work in [41] shows how,
in different nonlinear dimensionality reduction methods, the optimization of low-
dimensional output coordinates of samples can be made scalable. In each such
nonlinear dimensionality reduction method, the cost function typically considers
some statistics such as distances or neighborhoods, and measures their preservation
from the original space to the output space. This method addresses the problem that
many current state of the art non-linear dimensionality reduction methods are not
able to scale to large data sets due to high computational complexity. This is relevant
to our scenario where we wish to visualize a very large corpus of documents. Old
speedup solutions like applying the methods to the subset of the data tends to ignore
important relationships present in the data. In contrast, the method of Yang et al.
does not ignore any relationships but instead provides a fast and scalable version
of the current NE methods by applying an efficient approximation to their gradient
terms. The interactions between far-away samples do not contribute much to the
gradient which allows the contribution of the methods considered here computed
using much stronger approximations.
2.5.3.1 t-SNE
We use Yang et al.’s scalable version of a particular dimensionality reduction method,
t-SNE. It is a probabilistic approach to map objects which are given as high-
dimensional vectors, or represented as pairwise-dissimilarities, into a low dimen-
sional space by preserving neighborhoods of the given objects. The embedding is
optimized so that the probability distribution over all the potential neighbors of a
specific object is well approximated by the corresponding distribution on the display.
The t-SNE technique is used for visualizing high dimensional data in a 2-D or 3-D
coordinate system, which can be easily visualized using a scatter plot. It reduces the
tendency to crowd points together in the center of the map. The process constructs
a probability distribution over objects represented as high-dimensional vectors: the
probability of object j to be picked as a neighbor of object i is high if the objects
are similar and low if they are dissimilar. Then, it defines a similar probability
distribution in the lower-dimensional output space and optimizes the projection of
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the high-dimensional data to minimize the difference between the distributions.
For a set of multivariate points , the neighborhood matrix P is constructed in
such a way that Pij is proportional to the probability that xj is a neighbor of
xi. Neighborhood embedding will try to find a mapping x ! y for i = 1,...,n in
to preserve the neighborhood in the mapped space. Then, let the neighborhood
be encoded in Q in the mapped space such that Qij will be proportional to the
probability that yj is a neighbor of yi. Now, the task of the neighborhood embedding
is to minimize D(P jjQ) over Y = [y1; :::::; yn] for some divergence D.
It uses the Kullback-Leibler divergence[44] as the cost function and tries to min-
imize it with respect to the location of points in the map. The cost function is
given as, minYDKL(P jjQ) Where, Pij = pij=
P
kl
pkl and Qij = qij=
P
kl
qkl with qij
proportional to the Cauchy distribution[42].
2.5.3.2 Kullback-Leibler Divergence
The Kullback-Leibler divergence is a measure of relative entropy i.e. the extra num-
ber of bits needed for data encoding when expecting a particular distribution but the
data obtained is from a different distribution. In other words, The KL Divergence
gives the measure of information, which is associated with two probability distri-
butions involved in a particular scenario. The measure provides the KL divergence
which tells how different or similar two probability distributions are actually.
For discrete probability distributions for example if we have p = fp1; p2; :::::png
and q = fq1; q2; :::::qng then the Kullback-Leibler distance is given as,
KL(p; q) =
X
i
pi log2 (pi=qi)
2.6 Approximate Nearest Neighbors
Our document data is first represented as a large sparse TF-IDF-valued matrix,
from which we create a reduced dense data matrix by principal component analysis.
Next, we had to to find out the nearest neighbor documents for each document.
This was needed to generate our global visualization plot of neighboring documents.
Because the number of documents in our dataset is large and the dimension-
ality (vocabulary size) present in the documents is also large, searching for exact
neighbors is too costly. We thus opt for an approximate nearest neighbor approach.
Approximate nearest neighbor approaches can reduce computational cost and hence
be time-efficient while still providing sufficiently accurate results..
We use the methodology proposed by Muja et al. [39] to find five nearest neigh-
bors of a given document. Priority Search K-means algorithm is used to find the
approximate nearest neighbors.
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2.6.0.1 The Priority Search K-Means Tree Algorithm
The Priority K-means algorithm [39] is used to find the approximate nearest neigh-
bors of a data point by making full use of the natural structure existing in the data.
The data points are clustered across all dimensions using full distance. The algo-
rithm works in two stages, the first stage where a partitioning tree is constructed
and second stage where the constructed tree is explored.
For constructing the tree, the data points are partitioned into K distinct regions
using k-means clustering technique. Then the k-means algorithm is applied recur-
sively to the points in each of the regions. We can say that the process is creating
levels by clustering the regions recursively. The stopping criteria for recursion is
when the number of data points in a particular region becomes less than the value
of K. Thus, a tree is formed where the data points are partitioned at each level into
K regions recursively.
For searching the tree using a given query point, we initially traverse from the
root of the tree to the nearest leaf. A leaf is a node of the tree which does not have
any child nodes. The nearest leaf is reached by selecting the branches at each level
which have cluster centers nearest to the query point. All the remaining unexplored
branches along the path are added in a priority queue. The priority queue is then
sorted by the distance between the boundary of the unexplored branch and the query
point. The sorting is done in increasing order of distances. One by one, the branches
are selected from the sorted priority queue and the algorithm starts traversing the
tree again.
The algorithm uses K as a parameter to determining the number of regions while
performing the clustering. It is called as the branching factor. Another parameter
is the maximum number of points to be examined while searching the tree. Number
of iterations during the k-means algorithm is also a parameter in the algorithm. As
the fewer number of iterations will build the tree in quicker time but will result in
non-optimal clustering.
This thesis uses the Priority search k-means tree algorithm provided by Muja
et al.[39] to find five approximate nearest neighbors of a specific document. The
Nearest Neighbor matrix is generated based on this information. The matrix is then
used as the input for the t-distributed stochastic neighborhood embedding method
[41] which generates the global visualization plot in a 2 dimensional space.
2.7 Cumulative Gain
Cumulative Gain measures the usefulness of a result set containing scored results
[45]. The results are rated by their degree of relevance for a given information
retrieval task. Given a list of graded results, cumulative gain is defined as the sum
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of all the graded relevance values in that list. This is given as,
CGp =
pX
i
ri
Where, CGp is the cumulative gain at rank position ‘p’ i.e. considering top ‘p’
number of documents , ri is the graded relevance of a result placed at a position ‘i’.
We have used the concept of cumulative gain while calculating the final results.
The result set in our case consists of the graded answers written by the participants,
for various tasks defined for the user experiments. The answers are graded based on
their degree of relevance, according to the task.
2.8 Wilcoxon signed-rank test
The Wilcoxon signed-rank [47] is a nonparametric test used to verify the similarity
of two dependent data samples if they were obtained from populations of the same
distribution. This is different from t-test [49] which assumes the data to be normally
distributed. Since, we cannot assume the data to be normally distributed, Wilcoxon
signed-rank would be able to work with the ordinal data in our case.
We used the Wilcox signed-rank test to check the similarity of samples obtained
during user surveys for the two systems i.e. The baseline system (Radar) and the full
system (Radar + Map), for this purpose, we used a paired version [48] of the test to
compare the results of the two systems. During the surveys, different questions con-
cerning the user’s experience with the system were asked for both the systems, and
this test helps us to analyze the differences statistically. The significance of results
is measured using the p-value, for which the threshold was set at 0.05. When the
p-value is less than the threshold value of 0.05, we can deduce that the comparison
is statistically significant.
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3. THE SCINET SYSTEM FOR
EXPLORATORY SEARCH
3.1 Overview
This thesis is based on extending SciNet, which is a feedback based search engine
[1]. It uses publication papers as the backend data and searches for the same upon
querying. It is based upon interactive intent modeling where user has to direct his
search by providing estimates of search intent via feedback. The system then uses
an Intent Radar to visualize the estimated intents which are represented by relevant
keywords extracted from articles. The Radar displays the intent in a radial layout
where relevant intents are closer to the center and similar intents tend to have angles
which are similar. The user is able to provide feedback to the system by changing
the intents in the layout according to the relevance of the results. The feedback is
used by the system to learn and provide improved results and intent estimates.
SciNet supports the user in exploratory search, meaning search tasks where the
user doesn’t have sufficient knowledge about his search or he doesn’t know how
to reach his search goals. The aim is to help the user explore, investigate, and
learn at the same time when using the system, better than when using a traditional
system. The approach combines a standard querying process with effective and novel
interactive feedback strategies to reach the goals, by allowing the user to effectively
inspect search results and intents and to give feedback to them.
3.1.1 Interactive Intent Modeling
3.1.1.1 User interface
The user interface introduced by Ruotsalo et al. [1] consists of a query box, the
result box and an interactive Intent Radar for giving the feedback. The radius of
the keywords denotes their relevance, the most relevant keywords tend to be near the
center of the Intent Radar and those with less relevance far off. Angles here denote
similarity of intent for the keywords, keywords whose relevance behaves similarly
with respect to feedback are given similar angles. Generally, there’s a concept of
semi-local and local keywords. The local keywords fall inside the center most area of
the Radar and semi-local keywords are placed in the outer region of the Radar and
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tend to form several clusters. The semi-local keywords are also colored according to
clusters of the angles. Most of the keywords within a cluster are shown as points,
one of them is shown with a label to define that cluster.
3.1.1.2 Interaction and Feedback
As noted earlier, the user can drag a keyword towards a center to give it a positive
feedback (meaning the user is more interested in the keyword than the system es-
timated) and drag it away from the center to provide a negative feedback (which
means that the user is less interested in the keyword than the system estimated).
The user can also click the keywords beneath each of the documents in the result box
to provide a positive feedback to the system. For the first iteration of the search,
the documents and the keywords are retrieved on the basis of a pseudo-feedback
from top ranked documents.
Figure 3.1: Left: The Intent Radar Interface A) Radial layout which shows the
keywords i.e. the search intents. The user is represented as the center. B) The
intent model which is used for document retrieval is visualized in the inner circle
as keywords. A particular keyword is shown near to the center if it is relevant
to the user’s estimated intent and far from the center if not. C) Future intents
are projected using keywords and visualized in the outer circle D) The fisheye lens
feature for inspection of keywords. This image is taken from Ruotsalo et al. [1]
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3.1.2 Document Retrieval and Relevance Estimation Model
The work of Ruotsalo et al.[1] uses a multinomial unigram language model to rank
the documents in order of relevance. This is decided based on the estimate of the
search intent of a user.
A keyword weight vector bv is obtained from the intent model, which has the
weight bvi for some keyword ki and dj denotes a specific document. All the documents
are ranked by the probability that bv is going to be observed as a random sample
from the document language modelMdj . The equation given by maximum likelihood
estimation is,
bP (bvjMdj) = jbvjY
i=1
bvi bPmle(kijMdj)
. Bayesian Dirichlet smoothing is used to get a smoothed estimate, in order to avoid
zero probabilities in the above equation.
The documents are then ranked by j = bP (bvjMdj). Here, j is used for ranking
the document dj. Instead of just showing top documents to the user, a subset of
top documents is selected on the basis of sampling. The subset of documents are
presented to the user which increases the chance of showing not only top but also
novel results. This is favorable for the documents whose keywords have obtained
positive feedback from the user.
The model has two representations in the form of current estimate of the search
intent and the alternative future intents which are likely to occur based on the
feedback given by the user. The current estimate of search intent is denoted by
relevance vector brcurrent over the keywords. The set of alternate future intents are
represented in the same way by brfuture;l which are relevance vectors predicted in
future. They are called future relevance vectors. Each vector brfuture;l; l = 1; :::::::; L
is a projection of current search intents into future intents by using a set of L
feedback operations which can be given by the users in future. The user gives
feedback to current search intents in the form of relevance scores ri 2 [0; 1] to a
subset of keywords ki; i = 1; ::::::; J . A score of 1 for ri denotes that the keyword is
highly relevant to the user and a score of 0 means that the keyword is not relevant
to the user.
The relevance of the keywords is estimated by representing each keyword ki into
a n 1 vector ki . The vector provides information about the occurrence of specific
keyword ki in the given set of n documents. The significance of the documents
is boosted by using TF-IDF representation. The relevance score of the keyword
ki is denoted as ri and is assumed to be a random variable with expected value
E[ri] = k>i w. The w here is the unknown weight vector which provides the relevance
of the keywords. The value of w is estimated using the LinRel algorithm, which uses
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the feedback provided by the user in the search session so far.
For selection of keywords to the user, the system does not pick the keywords with
the highest relevance scores but tries to pick the keywords with the largest upper
confidence bound for the score. This is because when only little feedback has been
given so far, the scores may not be well predicted yet and this can make the choice
to take the keywords with highest relevance scores suboptimal. The system also
provides a set of alternative future search intents which are basically the estimates
of the relevance score vector for the future. At each search iteration, the future
search intent is estimated by providing a pseudo-relevance feedback of 1 to each
of the alternate feedbacks and then adding it to the feedback from previous search
iterations. The future relevance vector brfuture;l for keywords is then estimated using
the LinRel algorithm.
3.1.3 Layout Optimization
The keywords are arranged on an Intent Radar based layout. The inner circle rep-
resents the current intent and the outer circle represents the future intents. The
system uses probabilistic modeling-based nonlinear dimensionality reduction to op-
timize the locations of the keywords. The keywords which can become relevant
to the user in future are shown in the outer circle by using their potential future
relevances to determine their radius and angle.
3.2 Previous User Experiments on the SciNet System
In the original SciNet paper[1], user experiments based on given tasks were carried
for SciNet. The aim was to measure natural user interaction while retaining advan-
tages of a controlled experiment.The previous studies were based on the ability to
direct search, system are a follow-up. We discuss results of the previous experiments
to provide context for our experiments.
3.3 Results and Conclusions of the Previous Experiments
 Task performance - The results from the evaluation measures showed that
the Intent Radar attains better performance than the Typed Query system,
a baseline system that only allowed typed queries without visualizations or
feedback
 Quality of Displayed Information - The Intent Radar system based on interac-
tive intent modeling had better performance as compared to the Typed Query
comparison system.
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 The results showed that the Intent Radar was used more by the users as com-
pared to the Typed Query and another baseline system. The Typed Query did
not help in finding novel information as compared to Intent Radar. The in-
tents visualized on the Radar helped the users to fetch more novel and relevant
information.
3.4 Software Implementation of SciNet Search
This section discusses the software technologies which are used in implementation of
the SciNet search system. The technologies used are open source and run on a Linux
platform. The software technologies used here makes the development process of the
system much more simplified and cleaner. This way the whole debugging process
becomes easier as we could debug a specific component in the whole system. The
following are the technologies which have been used in SciNet along with their role
in the system.
3.4.1 Apache Lucene
Apache Lucene[30] is a Java library which is designed to support the functionality
of using full text search across a collection of documents. It is suitable for many
applications which require full text searching and is designed to have cross-platform
support. It relies on the notion of inverted index for searching. The inverted index is
meant to form a data structure where the tokens serve as keys with the documents
as the values. The tokens here are depending upon the need, and they could be
unigram,bigram or trigram. They are optionally stemmed, removed if they are
stopwords and added with extra information (position) which is called meta-data.
For ranking of the documents, Lucene uses a language model similarity measure
based on SciNet’s document retrieval and relevance estimation model as described
in section 3.1.2. Lucene stores the given document in a Lucene index where each
document is stored as key/value pairs. The keys here are called fields and they
store all the relevant information which we want to keep. This process of storing
the documents is also called indexing.
3.4.2 Spring Model View Controller Framework
Spring is an open source framework developed for Java programming language,
which lets us perform a variety of operations for building different kinds of appli-
cations. It has various modules which provide different functionality. The SciNet
system uses the Model-view-Controller framework (MVC) module. The documents
stored in the Lucene index are queried using Spring MVC Framework which pro-
vides a cleaner approach to gathering and communicating the data further. The
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results queried are then communicated towards a Python based backend developed
in Django REST Framework, which continues the further steps.
3.4.3 Django REST Framework
Django is a Python library with numerous features to be used for web based appli-
cations. One of the components of Django is the REST framework which allows the
development of REST based applications. The REST [29] is an architecture which
is used by modern web browsers to send and receive data from remote servers on a
regular basis. Owing to the usage of a lightweight universal protocol HTTP, REST
applications have been used in a variety of domains for data transfer applications.
REST based web services can send and return data in different formats, in SciNet
and the work of this thesis the most common format JSON is used. After receiving
the results from Lucene index via Spring MVC, Django based Python backend picks
top keywords based on the current user intent model.
3.4.4 MongoDB
We use MongoDB in Scinet to keep a log of user activities. The profiles of all users
who participate in the user experiments, the search queries made by them and the
resulting documents and keywords obtained based on their searches. MongoDB[31]
is an open-source Document Database based on the ‘NoSQL’ principles.
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4. SCINET FOR NEWS ARTICLES
The SciNet system was originally implemented to work on a database of scientific
publications. In our work, we are working with news articles. The SciNet backend
was modified to be able to import XML-format news articles whose information
fields differ considerably from those of publication articles, and to use those fields in
the information retrieval process and in the user interface. Technically, modifications
were done to the way data is stored as an inverted index, to the module that queries
articles using the keywords and to the way feedback was processed.
SciNet gathers user feedback through their interaction with keywords on a Radar
based visualization. The Radar uses the keywords relevances and displays them to
the user. The feedback given by the user through the Radar is then processed by the
SciNet backend and as a result the user intent is estimated and the documents and
keywords corresponding to the user intent are obtained. In order for this interaction
to succeed in directing exploratory search, the keywords extracted for an individual
document should be well represented and should be meaningful for the document
content. Without representative keywords, the system would not be able to display
keywords on the Radar that could correspond to the user interest, which would lead
to a poor feedback mechanism and a flawed system overall.
4.1 Dataset
The dataset that our version of SciNet searches is generated from news articles.
The news articles are online published articles covering a variety of topics. They
are crawled from the editorial section of several popular news websites spread across
the world using web crawlers. The articles were crawled and stored from the web-
sites over a period of 1 month during September 2013. Only English-language news
articles were crawled from numerous English-language websites over the world. Cur-
rently, SciNet is focused on being able to explore only English articles. The articles
are being stored in a MySQL database and some of the following fields are relevant
to us :
title - The title of the news article
URL - The web address of the news article
processed_keywords - The keywords of the article which are obtained using a key-
word extractor
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plainTextContent - The text content of the article
category - The category of the news articles
contentLanguage - The language of the news article
authorName - The news website where the article was published
region - The region where the news website is located from which the data was
crawled
publishDate - The date when the news article was published
The dataset was provided by a company called Mbrain[21], which is a global
information, technology and consulting services company dedicated to providing
media, business and market intelligence solutions. The original data from Mbrain
contained around 8 million news articles. We used a subset of 1.6 million articles
to speed up processing for carrying out our data transformations, experiments and
analyses.
4.2 Keyword Extraction
The news articles are generated by crawling through various news websites over the
internet. To represent an article in the SciNet system, keywords must be extracted
from the content of the webpage containing the article. Some of the articles contain
keywords in the meta field of the webpage but many of them do not. In addition to
any keywords available in the metadata of the webpage, keywords can be extracted
from the full text of the article itself. In some of the cases, it was also observed that
they contain advertising keywords inside the webpage’s meta data. As discussed
earlier, in order for the SciNet system to work successfully we need to have precise
keywords. Keyword extraction is a well researched topic [26; 27; 28] and aims to
extract words/phrases that are strongly descriptive about the topical content of the
text. There were two tools tested for our purpose - ‘KPMiner’[24] and ‘Maui’[23].
KPMiner is a popular tool which is known to have provided good results with a
variety of documents, but for our usage it doesn’t yield satisfactory results. In
earlier publications on SciNet [1; 2; 3; 4] , KP-Miner was extensively used to extract
the keywords from news articles, and the results were satisfactory. On trying the
same tool for our data, there were many keywords that either did not contain topical
content, were grammatically unsuitable as a descriptive keyword, or were too short to
be understandable as a descriptive keyword, for example - ‘said , told, said yesterday,
claim, unlink, israel said’ In our view the resulting keywords were not of sufficient
quality to be used in the search system. Hence, we used the keywords generated by
Maui[23] in this work, whose results seemed to be satisfactory for our application.
Maui tries to augment the keyphrase extraction algorithm (KEA) [25] by using
semantic knowledge from Wikipedia. In order to obtain the semantic knowledge,
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Maui utilizes Wikipedia Miner which provides Wikipedia based features to its classi-
fication model. Wikipedia Miner utilizes a Wikipedia dump containing all the data
from Wikipedia and summaries mentioning relationships and patterns in the dump
[53] for extraction of information.
4.3 SciNet for News in Action
There are series of steps which were done in order to make the existing system
of SciNet work with the news articles. Since the schema of the news articles is
different from the publication articles, we need to change the way how data is stored
and retrieved. First we store the news articles in a Lucene[30] index. Next, we setup
the web services for querying and retrieving the results for displaying in the user
interface.
4.3.1 Indexing Process
The backend uses a Lucene index to store and search the documents. Lucene stores
the document in key/value pairs where the key is a specific field for example title,
URL and the values are the actual data for the fields. Lucene uses a language model
similarity measure which is based on SciNet’s document retrieval and relevance
estimation method. Relevance scores are then calculated using Lucene’s similarity
measure. The scores are used to rank the documents from the most relevant to least
relevant documents for the given query. The higher the score, the more relevant a
particular document is to our given query.
For storing the documents in the index, we modified an existing indexing appli-
cation which reads the documents in the XML format. The documents with their
extracted keywords are stored in the central database server. We developed a script
to dump the documents from the database in an XML format in a folder, to be
read by our indexer. Once the XML documents are dumped in a folder, we run
the indexer by specifying the location of the folder where the files are kept. The
XML documents are read one by one and the indexer parses the XML fields to read
the data along with their data types. After parsing the fields and extracting the
data, a number of cleanup operations are done on the data, such as, formatting and
removing garbage characters and extra whitespaces from the title. Finally the data
is stored into the Lucene index with the required field names.
4.3.2 Querying Process
For querying, the backend makes use of Model View Controller paradigm based on
the Spring framework[51] which takes in the query keywords and their weights ac-
cording to the user intent model along with optional other parameters. The query
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keywords are used to query the Lucene[30] index and return the results. The result
documents are displayed via XML or JSON format. The documents and their key-
words obtained from Lucene are then sent to the Python backend which picks the
top keywords, as ranked by the current user intent model, computes a layout for
them on the Radar, logs the results and sends them to be displayed in the frontend
user interface. We also modified the web services code to work according to the
schema of news articles. The results are communicated from the Python backend
to the frontend using the JSON format.
The user interface presented to the user is then populated with the results. The
resulting documents are ordered by their relevance scores and the Intent Radar is
visualized with important keywords. The JSON obtained from the Python backend
includes a list of local and semi-local keywords and their respective relevance weights.
The local keywords are the ones which are visualized inside the central area of the
Radar and semi-local keywords are visualized in the outer boundary area of the
radar in clusters. As discussed earlier, the local keywords are the current intents
and semi-local keywords are the future intents.
The user feedback is given using the Radar by dragging keywords the user wishes
to indicate as relevant towards the center of the Radar and dragging the less relevant
keywords away from the Radar. The backend re-estimates the user intent model
based on the feedback and uses it to estimate the relevance of multiple keywords.
The most relevant keywords and their weights are then used to search in Lucene for
a new set of documents and the process begins again.
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5. EXTENDING SCINET: INTERACTIVE
VISUAL OVERVIEW FOR LARGE NEWS DATA
In this thesis the original SciNet is extended by introducing new features. We
visualize the whole data stored in the backend by scalable neighborhood embedding
methods. During this process, we have used several scalable solutions to work with
our large dataset in order to generate the final visualization. We have added a
new functionality to the SciNet user interface by building an interactive Global
Visualization Map which has provided additional ways of exploring the data and
sending user feedback.
5.1 Global Visualization Map
The addition of a global corpus visualization Map helps the users in many ways
which were not possible only by using Radar. When used along with the Radar, it
provides an overall view of the search results. The user is able to identify different
themes present in the content of the search results from the Map. The Map helps
the users in exploring the search results quickly compared to viewing the result
documents as a long list. By sending feedback, users can also refine their search to
understand how comprehensively they have searched so far.
The Global Visualization Map is generated using the Mbrain data which consists
of news articles previously described in section 4.1. For the results in this thesis in
order to reduce computational complexity, we used a subset of 1.6 million articles
to build our model. The process of the Map generation follows a series of steps.
5.1.1 Unigram Language Model
The language model described here is used to create the Global Visualization Map.
We are specifically building a language model using unigrams because the keywords
obtained are too sparse to yield enough information about the patterns in the data.
The language model helps us in summarizing the content in each area of the Map.
To build the model, we follow the standard set of steps followed in a Natural
Language processing task:
1. Data pre-processing: The data was cleaned, special characters were removed.
We also set a condition to filter out words whose length is less than three
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characters. This helps in making data sane for our usage before we actually
start applying algorithms and methods.
2. Choice of n-grams: The text content is then split into n-grams using whites-
pace as a delimiter. Our model is build with unigrams where each unigram
represents a single word in the text.
3. Stopwords Removal: This step involves removal of common words which occur
very frequently in the corpus but do not convey important information. Some
examples of stop words are - ‘the’,’is’,’an’,’this’. We will consider only English
stopwords.
4. Stemming : Various kinds of stemming algorithms are present for our usage.
Stemming allows the reduction of words to their basic word root. We choose
to go with the Snowball stemmer[55] for English words.
5. TF-IDF Matrix : Generate a high-dimensional sparse TF-IDF matrix for 1.6
million documents by calculating the TF-IDF score of each term using section
2.1.3.1
5.1.2 Dimensionality Reduction
A first simple Dimensionality Reduction step is needed to reduce the computational
complexity before applying the final Map creation step in our work due to a high
dimensional input matrix. For reducing the original TF-IDF input matrix to a
smaller number of features, we are going to use a dimensionality reduction method
as discussed in the previous chapters. For our purpose, we first tried the Random
Projections[17] approach to reduce the dimensions of the given original sparse matrix
to 100 dimensions. We evaluated the performance of our choice by using a K-
means[14] clustering method to cluster the data points in 100 different clusters. The
results showed that most of the data points were clustered in 1 large cluster, therefore
leaving most of the remaining clusters with just 1 or 2 data points in them. This
clearly shows that the random projections have not sufficiently preserved interesting
structure of the data and we therefore need to look for other options to perform the
dimensionality reduction.
We switched to Singular Value Decomposition(SVD)[15] approach to reduce the
high-dimensional TF-IDF matrix to 100 dimensions then. SVD approaches are
generally known to work well with text data [16]. Since we have a large dataset, we
used a Truncated SVD[13] approach which is known to be economical in terms of
time and memory requirements. We performed the K-means clustering again with
the reduced matrix from Truncated SVD, and the results produced clusters which
had a uniform distribution of data points across all 100 clusters.
5. Extending SciNet: Interactive Visual Overview for large news data 32
Since this new approach worked well for our case, we stored this final output from
the dimensionality reduction method in a separate file, to avoid doing the redundant
work again. After this, we proceeded to calculate the nearest neighbors of the data
points.
5.1.3 Approximate Nearest Neighbor Search
Our ultimate visualization depends on the data neighbor relationships and in order
to compute them efficiently for 1.6 million documents with 100 dimensions, we need
to use an approximate version of the nearest neighbor search technique. We used the
method proposed in Marius Muja et. al.[39] for calculating the approximate nearest
neighbors. We are using the approximate neighbor approach owing to the fact
that we have a massive dataset and calculating the exact nearest neighbors would
be too expensive in this scenario. In the previous section, we used the Truncated
SVD approach to reduce the data to 100 dimensions. Performing the dimensionality
reduction provides us the dense matrix which is required by the approximate nearest
neighbor algorithm. We have initially used 5 nearest neighbors to build the model.
We used the FLANN [40] library which uses the method proposed in [39]. The
algorithm provides 5 approximate nearest neighbors for each of the documents that
we are going to use next.
5.1.4 Neighborhood Embedding
The results obtained after performing the approx NN search were in a format like
this:
13456, 194856, 45, 245, 1
1857, 138, 10, 49, 4444
149603, 90, 4, 39586, 3005
58935, 67, 8, 39485, 3994
..........................
28, 78, 3848, 2395, 83747
Where each line corresponds to the indices of the approximate nearest neighbors
of a particular document. The line number is the id of that specific document.
We converted the results obtained from approximate NN approach into a sparse
neighborhood matrix. The matrix is a 5-NN graph which is basically a nxn matrix
with only binary values. An exemplary NN graph matrix is shown below:
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0BBBBBBBBBBBBBBBBBB@
d1 d2 d3 d4 d5 d6 d7 d8 : : : dn
d1 0 1 0 1 1 0 1 1 : : : 0
d2 0 0 1 1 1 1 1 1 : : : 0
d3 1 1 0 1 0 0 0 0 : : : 0
d4 0 0 1 0 0 0 0 1 : : : 1
d5 0 1 0 0 0 0 0 1 : : : 1
d6 1 1 1 1 0 0 1 0 : : : 0
d7 1 0 0 0 0 0 0 1 : : : 1
d8 1 0 1 1 1 0 1 0 : : : 0
...
...
... . . .
...
dn 0 0 0 1 0 0 1 0 : : : 0
1CCCCCCCCCCCCCCCCCCA
Where d denotes the documents and n denotes the total number of documents.
Each document has 5 nearest neighbors, a value of 1 denotes that the two documents
are neighbors while 0 denotes they are not.
Next, we used the scalable version of t-distributed stochastic neighbor embedding
to create the global visualization. We used the KNN graph as an input for the
neighborhood embedding (NE) software based on the work of Z.Yang et al. [41].
We used a weighted tsne method for building the neighborhood embedding. All the
other parameters were set to their default values while running the software. The
output from the NE software is an output matrix of document coordinates reduced to
a 2-dimensional space which consists of X and Y coordinates. Each point in the plot
represents an individual document. The aim here is to preserve the neighborhoods
that were computed from a higher dimensional space in the lower dimensional (here
2-dimensionsional) space.
Figure 5.1 shows the case where random projections were used for the initial
dimensionality reduction step before neighbor embedding, as the original choice.
Figure 5.2 shows the case where truncated SVD was used for the initial dimension-
ality reduction step, as the final choice.
5.2 User Interface
The user interface for SciNet is extended by adding new functionalities for the user.
The aim is to provide additional ways for exploring and investigating the data while
browsing. Our target was to build interactive components which can aid the user in
learning more about a particular news area or topic. This was done by dividing the
whole visualization Map into a grid based interactive system. We used a 20x20 grid
based system where each of the grid cells were programmed to respond to a user
click. Each grid cell will provide information about relevant keywords and stemmed
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Figure 5.1: The visualization plot generated by performing dimensionality reduction
(Random Projections) on the original TF-IDF matrix, followed by Approximate
Nearest Neighbor Search and finally using the Scalable Neighborhood Embedding
Figure 5.2: The visualization plot generated by performing dimensionality reduc-
tion (Truncated SVD) on the normalized TF-IDF matrix, followed by Approximate
Nearest Neighbor Search and finally using the Scalable Neighborhood Embedding
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unigrams (single-word tokens) prevalent in documents inside that cell. The Map
also shows the location of search results on it by the help of image based markers.
The markers also have a functionality to show the details of the corresponding news
articles.
Figure 5.3 shows the Full Scinet System containing the Intent Radar and the
Global Visualization Map, whereas Figure 5.4 shows only the Global Visualization
Map of the full system. The components and functionalities of the Global Visual-
ization Map will be discussed in the following subsections
5.2.1 Grid Cells
We used the neighbor embedding plot generated for 1.6 million articles to build an
interactive system which the user could use to interact from the browser. The grid
cells represent a 20 x 20 matrix comprising of different regions. Each of the grid
cells are dynamically programmed to respond to user click. The click of the user is
location dependent, based on the current location of the user’s pointer in the plot.
The click with the location information selects the grid cell relevant to the cursor.
The current mouse coordinates are used to query the grid cells which are stored in
a database with initial and final coordinates for both X and Y axes. The grid cell
which fits the current coordinates within its window is the one which is relevant to
us.
5.2.2 Local Unigram and Keyword Lists
Clicking on the grid fetches a subset of the top unigrams present in that area. The
information for the unigrams is stored in the backend and is retrieved based on
which cell of the grid was clicked. The top unigrams are generated based on the
principle described below. The resulting top unigrams are shown as a list at the
left edge of the Map window. The unigrams are by default colored white but when
a search query has been made and relevant keywords from an intent model have
been displayed in the Radar visualization, the unigrams in the Map window will
be colored according to which keywords in the Radar they occur in; this links the
unigram concepts shown on the Map visually to the keyword concepts shown as
interaction options on the Radar. Since we have unigrams in the list and colors in
the Radar correspond to the keywords, we use reverse stemming described in Section
5.2.2.1 to build a relationship between both. In addition to coloring unigrams, also
the grid cells of the grid themselves will be colored. The coloring will be described
in Section 5.2.4.
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Figure 5.3: Full Scinet System: Intent Radar + Global Visualization Map
Figure 5.4: Global Visualization Map of the Full System
5.2.2.1 Reverse Stemming
Since the SciNet Radar display is based on keywords whereas the model for the
global visualization is based on unigrams, we will use a process which we are going
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to call as reverse stemming. The SciNet backend is used to compute the stemmed
versions of the different unigrams present in a particular keyword. We then build a
key-value based data structure where we will keep a track of different unigrams and
the keywords which contain the particular unigram.
5.2.3 Top Unigrams
For each cell of the grid, the top unigrams are generated using the neighborhood
embedding coordinates generated in Section 5.1.4. We use the pre-calculated grid
cell location information to retrieve the indices of the documents present in different
grid cells. To get the top unigrams we select a particular grid cell and fetch the
relevant documents for the same. We use the TF-IDF vocabulary matrix containing
the TF-IDF scores for all the unigram features. We aim to rank unigrams in the
grid cell by average weight across documents in the cell. However, a simple average
would rank uninteresting common words near the top even if their TF-IDF scores
are low in each document they appear in. To solve this, we only take the top 10
unigrams which have the maximum TF-IDF scores from each individual document
and set the scores of the rest of the features to zero for that document. To get the
final unigrams, we take the mean of the features over all the documents and select
the top 20 unigrams with the best mean scores to be shown in the unigram list.
5.2.4 Coloring
Coloring will be used to relate the contents of the Map to the current search intent
model, that is, to the current keywords on the Radar. This is done as a two-stage
process. We have to first color the unigrams present in the unigram list according
to the colors of keywords on the Radar. Secondly, we need to color the grid cells
accordingly. We tried different approaches to tackle this and they are listed below.
We receive the color information from the Radar keywords and unigrams present
in the list by ‘Reverse Stemming’ described in section 5.2.2.1. Using reverse stem-
ming we can identify which keywords contain a particular unigram and then we can
identify which of those keywords are on the Radar and which colors they have.
Since we have directly received for each unigram the keywords containing that
unigram, and some of those keywords have a color on the Radar, we can assign the
color of the unigram to be the average color of keywords on the Radar containing
the unigram. However, there were few variations which can be tried out now on the
coloring aspect of the grid cells as well as the unigrams present in the unigrams list.
5. Extending SciNet: Interactive Visual Overview for large news data 38
5.2.4.1 Color Variation of Grids
First, we tried using an average of the colors to provide a final color to each unigrams
in the unigram list. The final color gives an indication to the user that which color(s)
are dominant for the current query. However, for visual representation this is not
the most effective solution, it can be difficult to identify the different colors involved
in a unigram by just seeing a particular average color.
Then, we opted for a new scheme for coloring the grid, where we could take out
the different colors for matched unigrams from the unigram list and define the width
of color according to the counts of the occurrences of the different colors. Hence each
cell in the final grid that we see is overlaid with stripes of colors of different width
percentages which are dependent upon the occurrence of each particular color.
5.2.4.2 Transparency
Along with the coloring scheme which gives the user an indication where unigrams
on the Map match keywords of particular color from the Radar, we also define the
transparency of the colors overlaid on the grid cells. If the unigram matches the key-
words from Radar, we then say that the unigram has ‘matched’. The transparency
or opacity score provides an indication for the percentage of the total matched uni-
grams which occur in a specific grid cell.
We use the simple feature scaling with upper and lower limits to determine the
opacity of the grid cell by the following equation.
Opacity =
8<:0; if UMgrid = 0c1 + UMgrid
UMtotal
 c2; otherwise
Where, UMgrid is the number of matched unigrams in the specific grid cell,
UMtotal is the total number of matched unigrams in the Map, c1 is equal to 0.05, so
that the opacity of a grid is never below 0.05, c2 is the maximal bonus opacity (set
to 0.90) so that the upper limit of grid opacity is c1+c2
If the opacity is close to 1 that means a large proportion of all the matches occur
in that grid cell a value closer to 0 means very few matches. We added the offset
c1 to ensure that the minimum value is always 0.05 so the colors of matches can
be seen even for few matches and the maximum is set to 0.95 so that the color is
not totally solid and the shape of the data can be seen from under the color. This
is done because fully transparent grid cells are made to represent areas where we
have absolutely no matches whereas overlaying the cells with totally solid colored
stripes would block the view of the figure in background. In case, when there are no
matching unigrams for a grid, UMgrid becomes 0 and the cell is rendered transparent
because there is no color in the first place to set the opacity for.
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5.2.5 The Document Location
The location of the documents in the Global Visualization Map space is indicated
using image based markers. Each query returns a list of 100 top documents from
the SciNet backend. Each document contains a unique id. The global visualization
plot was generated by projecting each of the documents into a lower dimensional
space (2-Dimensional in this case), hence we used the document id to locate the
coordinate of the document in the 2-Dimensional Map. We created markers over
specific points in the Map which indicate the presence of current results.
Upon hovering the mouse over a marker, a pop-up window opens where we can see
the details of the news article such as the title, abstract, keywords and the URL to
the original page. Clicking the marker keeps the window open, and we then have the
option of sending user feedback by clicking on any of the keywords, this complements
the ability to give feedback by dragging the keywords present on the Radar or by
clicking the keywords under the documents in the result list. A pop-up window
can be more convenient for viewing document details and giving keyword feedback
than, e.g., highlighting the document corresponding to a marker in the whole list
of document results. The documents are generally arranged in the form of clusters
i.e. similar documents are likely to be in the same cluster. The arrangement of
documents in the clusters therefore enables us to explore a particular area properly
in the Map.
40
6. TASKS, EXPERIMENTAL SETUP,
EVALUATION MEASURES
6.1 Tasks
We defined several tasks for the users to explore our systems. For each user we
choose two news areas to work with. The users are given two news areas from a list
of news areas. Table 6.1 shows the news areas which are used for the experiments.
For each news area we give the user one of the two systems, which they must
use and write down the answers to the given experiment questions. For the first
question, we ask the user to list down the ‘main topics’ of the given news area.
Then, for at least 2 main topics, we ask the user search for a main topic and write
down at least 2 ‘themes’ based on his observations of the search results. A theme
is basically a categorization of several news articles as a subgroup under the main
topic, which are similar in their content, in user’s own words. Next, for each theme
the user has to list down at least two important news events (news articles) from
the search results which were relevant to the written theme.
Consider for example, if we give the news area as Sports, the users might list
down the main topics as ‘Football’, ‘Basketball’, ‘Tennis’, ‘Cricket’. Then the user
searches for ‘Football’ in the search box and obtains a list of results. After seeing
the search results, the user observed that there were several news articles which
were similar in some way. For example, some articles talked about the FIFA world
cup from the year 2010 while some of them were about English Premier league. We
can then write one of the themes as “FIFA World Cup 2010” and mention news
events like “2010 Fifa World Cup stadiums”, “Spain win World Cup 2010” which
were relevant to the theme the user wrote.
Table 6.1: The list of news areas used in the user experiments
American Politics
Sports
Entertainment
Finance
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6.2 Experimental Setup
We bring the user to a separate experiment room where the user can focus on
the tasks without distractions. The room features a computer with a large screen
with the systems setup ready to use, and all users performed the test on the same
system. The modified SciNet system is setup on one of the servers of the Revolution
of Knowledge Work [22] research project, where one could log in and use the system.
The users can start using one of the two systems for exploration.
6.2.1 SciNet Variant Systems
Sections 3.1.1.1 and 3.1.1.2 describe the user interface details of SciNet and how a
user can use it for performing search queries, interpreting the results and keywords
and providing feedback to the system. In this thesis we aim to create an extended
version of SciNet, the following sections summarize the interaction possibilities of
the original SciNet search system and the version which was created in this thesis.
6.2.1.1 Intent Radar Based (Baseline System)
The first system is the original system with Intent Radar based layout. The user can
type in their query in the query box and start exploring by seeing the news results
in the right side. Based on the initial query, all the important keywords generated
on the basis of the search results are visualized on the Intent Radar. The user can
explore the different keywords and use them to learn more about the particular
topic. The users are able to drag the keywords, which they think are important in
context of their search to the center of the Radar and drag the keywords away which
are irrelevant. Based on the user feedback, the next search round is able to provide
more specific and refined search results back which the user can explore further.
6.2.1.2 Intent Radar + Map Based (Full System)
The new system contains the Global Visualization Map in addition to the Intent
Radar. We refer to this system as the full system because it contains all the features
listed in our work. Using this system, the users can again type in their query keyword
and start searching. The Intent Radar part works in the same way as in described
in Section 6.2.1.1 and Chapter 3. Using the map, the users can see the search results
being visualized on the map in the form of clusters. We use markers to represent the
documents. The users can then hover over the markers to see which news article a
particular marker represents. The visualization (Map) may show clusters of similar
search results. This can provide the users information about important news events
in a particular topic. Then, we have a grid based system on the map which displays
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a list of top unigrams and keywords in an area. It also colors the unigrams and grids
according to the colors of the keywords from Intent Radar. In this system the user is
able to provide feedback in four ways, by clicking on the keywords of a news article
in the overall result list, by clicking on the keywords in a pop-up windows of an
article selected from the global map, by selecting some of the unigrams from the list
that is shown for a selected grid cell, or by using the Radar to give keyword feedback.
6.3 Participants
We sought over 20 participants from different backgrounds to participate in the user
studies. The participants were mostly students from the Helsinki Area and Tampere.
They were from mixed nationalities and mostly were not native English speakers.
They were casual news readers who browse news articles using search engines and
news websites regularly. The users are first required to fill a questionnaire with
their personal personal details: name, email, gender, native English speaker or not,
previously used SciNet system or not. The users who haven’t used SciNet before are
taken into consideration here. Then, as a part of survey to decide the suitable topic
for a user, we ask the users to rate their expertise levels from the given list of news
areas. We rank the expertise levels based on a 5 point scale, where 5 means the user
is has a lot of knowledge of that area and is an expert, 4 means user has a very good
knowledge in that news area, 3 implies that the user has moderate knowledge in
that news area, 2 means that the user has some/not a lot of knowledge about that
area, and 1 means that the user has absolutely no knowledge in that area. Based on
the results we pick news areas with ratings 2-4, that is, areas with which the user is
not too familiar with but which are not completely unfamiliar.
The users are first given a demonstration of the usage of the system using suitable
examples. The demonstration is done to ensure that the participants can utilize the
system for our tasks. The users are given 35 minutes for 1 news area in which they
have to explore the system and write down the answers for the questions provided.
The total time thus taken for the whole experiment for one user becomes 10 minutes
(demonstration) + 35 minutes (news area 1 using baseline system) + 35 minutes
(news area 2 using full system) + 10 minutes for user feedback when the user has
used the baseline system + 10 minutes for user feedback when the user has used
the full system. We tell half of the users to use the Intent Radar based (baseline)
system first, followed by the Intent Radar + Map based (full) system. For the rest,
we tell them to use the full system first followed by the baseline system. This helps
ensure that we get a roughly uniform number of completions for each task, on each
system, in each time order (first task of the user or second task of the user). To
gather a balanced amount of result data from the different systems and tasks, we
6. Tasks, Experimental Setup, Evaluation Measures 43
made sure that, over all users, the tasks included each news area on each system
an equal amount of times, which means, for example, ‘Sports’ will be used across
all the user experiments for exactly 5 times using the baseline system and 5 times
using the full system.
Before starting with the actual experiments, we had performed a feasibility study
to check that our selected tasks and other experimental settings were suitable: we
chose 2 participants and gave them 2 news areas - “American politics” and “sports”.
The first participant was supposed to use the baseline system first and then the
full system while the second participant was supposed to use the full system first
followed by the baseline system.
We logged all the user interactions for future research. A comprehensive list
of all the types of logged actions is mentioned in Table 6.2. For each action, the
timestamp and relevant details of the action were logged (for eg. query string for
typing a query)
Table 6.2: The complete list of logged user interactions
Typing a query to search
Dragging of Keywords on the Intent Radar
Sending feedback using keywords on the Intent Radar
Clicking on the keyword beneath each article
Clicking on the link of the article
Bookmarking / Un-bookmarking an article
Clicking on the Markers to see the article
Sending the feedback from the Global Visualization Map
6.4 Performance Assessment
First, we ask the users to write down their response in an excel sheet shown in
Figure 6.1. The excel sheet contains a selected news area for each participant and
asks them to write at least 5 main topics for it. Then for at least 2 main topics, the
user searches for a main topic and writes at least 2 themes based on his observation.
Then, for each theme, the user writes two important news events or news articles
from the list of search results which were relevant to the theme. This process is
repeated once for the baseline system and then for the full system.
The answers are then graded on a relevancy scale from 0 to 5 (relevance of main
topic to the news area of the task, relevance of theme to the main topic, relevance
of the news event to the theme), where a rating score of 5 indicates that the answer
is fully relevant to the given topic or news area and a rating 0 indicates that the
answer is not at all relevant to the given topic or news area.
For the expert grading, all the themes and news events written by all the users
were collected in one single sheet. So, the expert does not know from which system
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Figure 6.1: Figure shows an empty excel sheet where the participants were asked
to write their responses. The news area was given to them and they had to fill the
remaining sections. The text in black color was mandatory and the text in gray
color was optional
the answers came from. This eliminates the bias towards a particular system. In
order to make the grading process easier, we generalize similar main topics and
themes into clusters. For each news area, we would have several main topic clusters.
Then, for each main topic cluster, we would have different theme clusters.
For the first part of the grading process, we provide a relevance rating to each
theme with respect to its main topic cluster. Next, we provide a relevance to each
news event with respect to its theme cluster.
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In order to calculate the final results, we calculate the following:
1. Cumulative gain per main-topic cluster: The main-topic clusters contain
the graded themes corresponding to the individual main topics. For each user we
calculated the sum of theme scores, there will be one sum for each main-topic cluster;
the score is marked as N.A (not applicable), if no themes were matched for a specific
main-topic cluster.
CG (MTCa;sm ) =
X
n
(RThemem;a;sn )
Where, CG (MTCa;sm ) = Cumulative gain per main-topic cluster ‘m’ for news
area ‘a’ using system ‘s’, RThemem;a;sn = Relevance score of news theme ‘n’ with
respect to main-topic cluster ‘m’ for news area ‘a’ using system ‘s’
The total cumulative gain per main-topic cluster (for news area ’a’ using system
’s’) is given as,
CGtotal (MTCa;s) =
X
m
CG (MTCa;sm )
2. Cumulative gain per news-theme cluster and main-topic cluster:
The main-topic clusters contain graded themes and the themes are further clustered
into news-theme clusters. The news-theme clusters now contain the themes with
their graded news-events. For each user we calculated the total sum of news-event
scores multiplied with its theme score, where the multiplication is done in order
to emphasize relevant-graded themes in the total sum of news-event scores. There
will be one sum for each news-theme cluster; the score is marked as N.A, if no
news-theme from that cluster was provided by that user
CG
 
TCa;sx;m

=
X
y
 X
z
 
RNewsEventx;a;sz;y
RThemem;a;sy;x
!
Where, CG (TCa;sx ) = Cumulative gain per news-theme cluster ‘x’ and main-topic
cluster ‘m’ for news area ‘a’ using system ‘s’, RNewsEventx;a;sz;y = Relevance score
of news-event ‘z’ (written for theme ‘y’) with respect to its news-theme cluster ‘x’
for news area ‘a’ using system ‘s’, RThemem;a;sy;x = Relevance score of news-theme
‘y’ (under theme cluster ‘x’) with respect to its main topic cluster ‘m’ for news area
‘a’ using system ‘s’
The total cumulative gain per news-theme cluster and main-topic cluster (for
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news area ’a’ using system ’s’) is given as,
CGtotal (TCa;s) =
X
x
CG
 
TCa;sx;m

6.5 User Feedback
We also took a user feedback in the form of a questionnaire at the end of the user
experiment for each of the two systems. We provided a defined set of statements
and questions to user, for which they had to select a score on a scale of 1 to 5. A
score of 5 means that the user strongly agrees with the statement and a score of 1
means that the user strongly disagrees with the statement. Based on the results,
we listed means and standard deviations of the user score for each of the questions
asked and generated histograms for the same.
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7. RESULTS AND DISCUSSION
The results of the thesis have been computed on two different levels. First, we grade
the answers written by the participants of the user experiments and compute the
different scores as described in section 6.4.
Table 7.1 shows the cumulative gains for the main-topic clusters i.e. the relevance
scores of news-themes with respect to their main-topic clusters for a particular news-
area using a specific system. The horizontal label denotes the news-areas and the
vertical label denotes the system (Radar is the baseline system and Radar+Map is
the full system)
Table 7.2 in turn shows cumulative gains for news-theme clusters and main-topic
clusters i.e. the relevance scores of news-events with respect to their news-theme
clusters, multiplied by the score of the news-theme with respect to its corresponding
main-topic cluster, for a particular news-area using a specific system
Based on the scores from table 7.1, we can calculate the total sums for both the
systems across all news areas, and averages per news area.
Similarly, Based on the scores from table 7.2, we can calculate the total sums for
both the systems across all news areas, and the averages per news area.
We can clearly see in both the tables, that the Radar+Map performs better with
an average of 91.5 vs 84.75 for Radar only in table 7.1 and an average of 874.75 vs
752.25 for Radar only in table 7.2. Radar + Map performs better in particular for 3
news-areas (American Politics, Entertainment, Sports). The margin of difference is
considerably higher in table 7.2 where we conducted more in-depth grading. By the
analysis of the scores, we saw that the full system i.e. Radar+Map has an advantage
over the baseline system i.e. Radar.
The next level of computation for results was done using the feedback taken in
the form of a questionnaire by the users who participated in the user experiments.
Table 7.1: Cumulative gains for the main-topic clusters : Relevance scores of news-
themes with respect to their main-topic clusters for a particular news-area using a
specific system
Finance American Politics Entertainment Sports Total Average
Radar 97 68 96 78 339 84.75
Radar+Map 86 83 99 98 366 91.5
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Table 7.2: Cumulative gains for news-theme clusters and main-topic clusters : Rel-
evance scores of news-events with respect to their news-theme clusters, multiplied
by the score of the news-theme with respect to its corresponding main-topic cluster,
for a particular news-area using a specific system
Finance American Politics Entertainment Sports Total Average
Radar 909 666 880 554 3009 752.25
Radar+Map 846 815 942 896 3499 874.75
Based on the feedback, we summarized the distribution of the resulting scores in
the form of histograms. We then used a paired version of the Wilcoxon signed-rank
test [48] to test the statistical significance of the difference between the results of
the two systems for each of the questions. The significance threshold for the p-value
is set at 0.05.
All questions are listed in Table 7.3 showing histograms for the distributions of
answers for both the systems, including the mean and standard deviation and the
p-value of the difference. Questions with p<0.05 are shown in bold.
Statement / Question Radar (Red) vs Radar+Map (Blue)
1. This system provides adequate
way to express preferences
1 2 3 4 5
µ : 3.25, σ : 0.97
0
2
4
6
8
12
1 2 3 4 5
µ : 3.55, σ : 0.89
0
2
4
6
8
12
p − value : 0.1864729
2. This system provides adequate
support to revise preferences
1 2 3 4 5
µ : 3.45, σ : 1.1
0
2
4
6
8
12
1 2 3 4 5
µ : 3.8, σ : 1.15
0
2
4
6
8
12
p − value : 0.1779747
3. This system helps me
to understand why the sug-
gested articles should be im-
portant
1 2 3 4 5
µ : 3, σ : 1.17
0
2
4
6
8
12
1 2 3 4 5
µ : 3.8, σ : 0.83
0
2
4
6
8
12
p − value : 0.002989611
4. The information provided by
the system is sufficient to make
decisions 1 2 3 4 5
µ : 3.1, σ : 1.07
0
2
4
6
8
12
1 2 3 4 5
µ : 3.4, σ : 0.99
0
2
4
6
8
12
p − value : 0.227174
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5. The labels / keywords / in-
formation provided by the system
are clear 1 2 3 4 5
µ : 3.5, σ : 0.89
0
2
4
6
8
12
1 2 3 4 5
µ : 3.85, σ : 1.04
0
2
4
6
8
12
p − value : 0.2415666
6. The layout of the system is not
very clear
1 2 3 4 5
µ : 2.5, σ : 1.15
0
2
4
6
8
12
1 2 3 4 5
µ : 2.35, σ : 1.09
0
2
4
6
8
12
p − value : 0.5361868
7. I learnt to use the system
quickly
1 2 3 4 5
µ : 3.9, σ : 1.07
0
2
4
6
8
12
1 2 3 4 5
µ : 4, σ : 0.79
0
2
4
6
8
12
p − value : 0.7101974
8. It took too much effort to
find useful articles
1 2 3 4 5
µ : 3.7, σ : 1.08
0
2
4
6
8
12
1 2 3 4 5
µ : 2.75, σ : 1.07
0
2
4
6
8
12
p − value : 0.01960411
9. I found it easy to express
information need and prefer-
ences 1 2 3 4 5
µ : 3.2, σ : 1.06
0
2
4
6
8
12
1 2 3 4 5
µ : 3.7, σ : 0.8
0
2
4
6
8
12
p − value : 0.04255897
10. I found it difficult to train the
system with updated preferences
1 2 3 4 5
µ : 2.8, σ : 1.15
0
2
4
6
8
12
1 2 3 4 5
µ : 2.4, σ : 1.1
0
2
4
6
8
12
p − value : 0.1536512
11. With this system it is
easy to alter the outcome of
results 1 2 3 4 5
µ : 3.45, σ : 0.89
0
2
4
6
8
12
1 2 3 4 5
µ : 3.95, σ : 0.94
0
2
4
6
8
12
p − value : 0.03310465
12. It is difficult to get new set
of items instead of what I already
have 1 2 3 4 5
µ : 2.55, σ : 1.1
0
2
4
6
8
12
1 2 3 4 5
µ : 2.4, σ : 1.31
0
2
4
6
8
12
p − value : 0.6829001
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13. The system offered me useful
options and avoided me from get-
ting stuck when I could not think
of a proper query to express in-
formation need
1 2 3 4 5
µ : 3, σ : 0.97
0
2
4
6
8
12
1 2 3 4 5
µ : 3.65, σ : 1.14
0
2
4
6
8
12
p − value : 0.05739476
14. I found it difficult to explore
the related areas without getting
stuck 1 2 3 4 5
µ : 2.85, σ : 1.14
0
2
4
6
8
12
1 2 3 4 5
µ : 2.65, σ : 0.99
0
2
4
6
8
12
p − value : 0.541663
15. I feel in control to tell what I
want
1 2 3 4 5
µ : 3.35, σ : 1.04
0
2
4
6
8
12
1 2 3 4 5
µ : 3.45, σ : 1.05
0
2
4
6
8
12
p − value : 0.7124222
16. The system helps me to un-
derstand and keep track of why
the items were relevant and of-
fered for me
1 2 3 4 5
µ : 2.9, σ : 1.29
0
2
4
6
8
12
1 2 3 4 5
µ : 3.35, σ : 0.99
0
2
4
6
8
12
p − value : 0.1735546
17. I’m satisfied with the
system
1 2 3 4 5
µ : 3.1, σ : 0.91
0
2
4
6
8
12
1 2 3 4 5
µ : 3.6, σ : 0.75
0
2
4
6
8
12
p − value : 0.0150346
18. I am convinced that I found
the right articles
1 2 3 4 5
µ : 3.1, σ : 1.12
0
2
4
6
8
12
1 2 3 4 5
µ : 3.4, σ : 1.14
0
2
4
6
8
12
p − value : 0.3636458
19. I would like to use the
system, if offered for me
1 2 3 4 5
µ : 3.3, σ : 1.13
0
2
4
6
8
12
1 2 3 4 5
µ : 3.8, σ : 1.01
0
2
4
6
8
12
p − value : 0.03544897
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20. With this system it is difficult
to find answers to my information
needs 1 2 3 4 5
µ : 2.9, σ : 0.97
0
2
4
6
8
12
1 2 3 4 5
µ : 2.55, σ : 1
0
2
4
6
8
12
p − value : 0.0972715
21. I was able to take advantage
of the system easily
1 2 3 4 5
µ : 3.1, σ : 0.97
0
2
4
6
8
12
1 2 3 4 5
µ : 3.65, σ : 0.93
0
2
4
6
8
12
p − value : 0.0674345
22. I quickly became productive
by using the system
1 2 3 4 5
µ : 2.95, σ : 1.05
0
2
4
6
8
12
1 2 3 4 5
µ : 3.35, σ : 0.88
0
2
4
6
8
12
p − value : 0.08963751
23. The system influenced my
choice of items
1 2 3 4 5
µ : 3.6, σ : 1.14
0
2
4
6
8
12
1 2 3 4 5
µ : 3.85, σ : 0.81
0
2
4
6
8
12
p − value : 0.2429525
24. The system helps me to get an
overview of the available informa-
tion 1 2 3 4 5
µ : 3.75, σ : 0.91
0
2
4
6
8
12
1 2 3 4 5
µ : 4, σ : 1.03
0
2
4
6
8
12
p − value : 0.2531735
25. I felt I was able to explore
the available articles
1 2 3 4 5
µ : 3.2, σ : 0.95
0
2
4
6
8
12
1 2 3 4 5
µ : 3.9, σ : 0.91
0
2
4
6
8
12
p − value : 0.005788707
26. The system helps me to
understand which articles are
related to each other 1 2 3 4 5
µ : 2.7, σ : 1.26
0
2
4
6
8
12
1 2 3 4 5
µ : 4.05, σ : 0.89
0
2
4
6
8
12
p − value : 0.002763555
27. I feel I achieved a comprehen-
sive understanding of the articles
1 2 3 4 5
µ : 2.85, σ : 1.18
0
2
4
6
8
12
1 2 3 4 5
µ : 3.2, σ : 1.06
0
2
4
6
8
12
p − value : 0.2567699
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28. I did not feel supported by
the system to find what i like
1 2 3 4 5
µ : 2.55, σ : 1.15
0
2
4
6
8
12
1 2 3 4 5
µ : 2.65, σ : 1.14
0
2
4
6
8
12
p − value : 0.7770259
29. I found it difficult to know
what is available in the news.
1 2 3 4 5
µ : 2.75, σ : 0.97
0
2
4
6
8
12
1 2 3 4 5
µ : 2.4, σ : 1.1
0
2
4
6
8
12
p − value : 0.2750648
30. I felt very confident using the
system
1 2 3 4 5
µ : 3.1, σ : 1.12
0
2
4
6
8
12
1 2 3 4 5
µ : 3.15, σ : 0.93
0
2
4
6
8
12
p − value : 1
31. How well you knew the topic
of this task before?
1 2 3 4 5
µ : 2.9, σ : 0.85
0
2
4
6
8
12
1 2 3 4 5
µ : 2.55, σ : 0.89
0
2
4
6
8
12
p − value : 0.0972715
Table 7.3: Side by Side comparison of the Radar and
Radar+Map based systems based on the user feedback
obtained from the participants who performed the user
experiments. The entries for which the p-value is less
than 0.05 are highlighted in bold.
We selected the entries for which the p-value is less than the threshold value of
0.05 in order to make sure that we focus our analysis on the comparisons that are
statistically significant. Table 7.4 shows the list of selected statements.
As we can see in table 7.4, the Radar+Map has a clear advantage over Radar,
all the statements that show statistically significant difference are in favor of the
Radar+Map. This along with our previous result from relevance grading of the
user’s answers, shows that the Radar+Map clearly helps the user in finding the
relevant results as well as improving their user experience.
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No. Statement / Question Mean
(Radar)
Mean
(Radar +
Map)
3. This system helps me to understand why the
suggested articles should be important
3.0 3.8
8. It took too much effort to find useful articles
(negative statement)
3.7 2.75
9. I found it easy to express information need
and preferences
3.2 3.7
11. With this system it is easy to alter the
outcome of results
3.45 3.95
17. I’m satisfied with the system 3.1 3.6
19. I would like to use the system, if offered for
me
3.3 3.8
25. I felt I was able to explore the available
articles
3.2 3.9
26. The system helps me to understand which
articles are related to each other
2.7 4.05
Table 7.4: Selected statements from the list of feedback results (table 7.3) where
the p-value is less than 0.05, showing there is a statistically significant difference
between the results of Radar based survey and Radar+Map based survey
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8. CONCLUSIONS AND FUTURE PROSPECTS
Considering the large amounts of data present everywhere these days, the task of
information seeking becomes important and necessary, in order to explore and find
the information needed across a variety of different domains. In our thesis we ex-
tended the original SciNet system to make it run for large set of news articles which
are published online. We contributed to the system by adding new features to the
user interface which helps in exploring the news articles better. The new interactive
exploratory search system now supports searching via the original Intent Radar and
the added Global Visualization Map.
There were a series of user experiments carried out to test the performance of
the new system. From the experiments we can conclude that preliminary results
suggest that our interactive map serves as a useful aid to the users in finding the
subtopics or important news events of a particular topic. It could be seen that by
using the Global Visualization Map with Intent Radar, the cumulative gains for a
specific news area improved, in most cases. We would also like to mention that we
logged every participant’s actions while they were performing searches during user
experiments. The list of all user interactions logged could be seen in Table 6.2.
They could be used in future work to analyze user patterns when interacting with
our system.
Based on the answers written by the users who participated in the user exper-
iments, we calculated the relevance scores and on comparison, found that the full
system (Map) performs better than the baseline system (Radar). To confirm the
same, we also compared the scores of feedback taken from the users. This shows,
that the visual aids based on our research improved the experience of SciNet for
the users and helped them to explore more relevant news articles for their search
queries.
However, the performance can be significantly be improved further in order to
make the system even more useful. There are few challenges which need to be
overcome. Currently, the keyword extractor used - Maui produces a lot of general
keywords in context to the given topic. It would be beneficial to have a trained
keyword extractor for news articles in order to produce more specific keywords. Next,
we could have better web crawling mechanisms which are able to discard garbage
articles like advertisements or ambiguous articles which talk about multiple things.
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Currently, the image used for the Map is static and generated once via MATLAB
for a large amount of data. If we are able to explore quicker algorithms which can
run on distributed environments for our use case, then it could be beneficial for a
real time data. Right now, this kind of a process will have to be run periodically
to update the image used for the Map as the corpus is updated. Next, with the
current system it is possible to see the clusters of the search results with the help of
document markers, as well as clusters of documents in the background image that
are not in the current search result, it would be even more helpful if a cluster could
be tagged with a keyword which summarizes the documents contained within that
region.
Overall, we conclude that our work holds a lot of potential for further research
in this field of exploratory search. It also opens up possibilities for developing novel
techniques when it comes to exploring and investigating large data sets.
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