On Language Interfaces by Degueule, Thomas et al.
HAL Id: hal-01424909
https://hal.inria.fr/hal-01424909
Submitted on 3 Jan 2017
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
On Language Interfaces
Thomas Degueule, Benoit Combemale, Jean-Marc Jézéquel
To cite this version:
Thomas Degueule, Benoit Combemale, Jean-Marc Jézéquel. On Language Interfaces. Bertrand Meyer;
Manuel Mazzara. PAUSE: Present And Ulterior Software Engineering, Springer, 2017. ￿hal-01424909￿
On Language Interfaces
Thomas Degueule, Benoit Combemale, and Jean-Marc Jézéquel
Abstract Complex systems are developed by teams of experts from multiple do-
mains, who can be liberated from becoming programming experts through domain-
specific languages (DSLs). The implementation of the different concerns of DSLs
(including syntaxes and semantics) is now well-established and supported by various
languages workbenches. However, the various services associated to a DSL (e.g.,
editors, model checker, debugger or composition operators) are still directly based
on its implementation. Moreover, while most of the services crosscut the different
DSL concerns, they only require specific information on each. Consequently, this
prevents the reuse of services among related DSLs, and increases the complexity
of service implementation. Leveraging the time-honored concept of interface in
software engineering, we discuss the benefits of language interfaces in the context of
software language engineering. In particular, we elaborate on particular usages that
address current challenges in language development.
1 Introduction
As far back as 1972, Edsger W. Dijkstra said in his ACM Turing Lecture:
Another lesson we should have learned from the recent past is that the development of
’richer’ or ’more powerful’ programming languages was a mistake in the sense that these
baroque monstrosities, these conglomerations of idiosyncrasies, are really unmanageable,
both mechanically and mentally.
I see a great future for very systematic and very modest programming languages.
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This quote is often cited by proponents of Domain Specific Languages (DSL),
which are indeed modest languages specifically designed for a single purpose.
Until now however, the vision of building large systems with the help of a set of
DSLs, each caring for a specific aspect of the system, did not really turn into reality.
Two main reasons why it has always been hard to work with DSLs, are:
1. Weaving together the various aspects of a system expressed in different DSLs
is still mostly ad hoc and artisanal [21]. However recent approaches such as the
GEMOC initiative [9] have made significant progresses towards that goal.
2. A DSL needs specific tool support: editors, parsers, checkers, interpreters, com-
pilers, analysers, refactoring tools, etc. All of this software is subject to standard
software engineering issues: successive versions, simultaneous variants, quality
control (with e.g. tests). While general purpose languages used by millions of
people can justify a high level of investment on building these supporting tools,
the return on investment is more problematic for DSL used by definition by a
much smaller number of people.
Regarding the second issue, the implementation of the different concerns of DSLs
(including syntaxes and semantics) is now well-established and supported by various
languages workbenches. However, the implementation of the services associated
to a DSL (e.g., editors, model checker, debugger and composition operators) are
still directly based on its implementation. Consequently, as the implementation of
a DSL evolves, all services must be updated to target the new implementation. It
is also not possible to reuse services for different, yet similar DSLs that target the
same domain of application (e.g. two variants of state machine DSLs developed by
different companies, or two versions of the same DSL). Moreover, most services
require information that is scattered in the different concerns that compose a DSL,
expressed in various and usually complex formalisms. Overall, the lack of abstraction
mechanisms on top of DSL implementations complexifies the definition of services
and hampers their reuse.
In this paper, we reflect on the uses and benefits of interfaces in programming
and software engineering (Section 2). We then study how the concept of interface
can be adapted to software language engineering to improve the current practice of
language development. Specifically, we show how the concept of language interface
can help to address various challenges that arise from current language development
practices (Section 3). Finally, we conclude in Section 4.
2 Interfaces in Programming and Software Engineering
The time-honored concept of interface has been studied since the early days of
computer science in many areas of programming and software engineering. Despite
variability in their exact realization, interfaces invariably rely on common funda-
mental concepts and provide similar benefits. Historically, the notion of interface
is intrinsically linked to the need for abstraction, one of the fundamental concepts
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of computer science. As stated by Parnas et al, “an abstraction is a concept that
can have more than one possible realization” and “by solving a problem in terms
of the abstraction one can solve many problems at once” [30]. One can refer to an
abstraction, leaving out the details of a concrete realization and the details that differ
from one realization to another [23]. Originally, in programming, the key idea was
to encapsulate the parts of a program that are more prone to change into so-called
modules, and to design a more stable interface around these change-prone parts.
This concept, known as information hiding, eliminates hard-wired dependencies
between change-prone regions, thereby protecting other modules of the program
from unexpected evolution [29].
As different realizations may be used in place of the same abstraction, interfaces
also foster reuse: one module can substitute another one in a given context provided
that they realize the same interface, as expected by a client. The choice of a concrete
module is transparent from the point of view of the client of the interface. Because
interfaces expose only a portion or an aspect of a realization, leaving out some
details, the nature of an interface is highly dependent on the nature of the concrete
realization it abstracts. Following the evolution of programming paradigms, authors
have thus defined various kind of interfaces for various concrete realizations: modules
(module interfaces in Modula-2 [37]), packages (package specifications in Ada [20]),
objects (protocols in Smalltalk [17]), or components in Component-Based Software
Engineering (CBSE) [19], to name a few.
The expressiveness in which one can specify an interface for a given kind of
realization also varies: interfaces over classes in standard Java merely consists of a
set of method signatures, while languages supporting design-by-contract enable the
expression of behavioral specifications, e.g. in the form of pre- and post-conditions on
those signatures [27]. The expressiveness of contracts themselves range from purely
syntactical levels to extra-functional (e.g. quality of service) levels [2]. Interfaces
are also closely linked to the notion of data type in programming languages [5].
Types abstract over the concrete values or objects manipulated by a program along
its execution. Type systems use these types to check their compatibility, reduce the
possibilities of bugs, and foster reuse and genericity through polymorphism and
substitutability [6].
While in programming languages the realizations hidden behind a given kind of
interface are most often homogeneous, this is usually not the case in CBSE. As an
illustration, component models enable communication between components written
in different programming languages and deployed on heterogeneous platforms [31].
In such a case, interfaces abstract away from implementation technologies to enable
interoperability between heterogeneous environments. The associated runtime model
is most of the time unaware of the functional aspect of components and uses generic
interfaces to manage their life cycle (e.g. deploying or reloading a component). Most
component models also provide the notion of required interface as a means to make
explicit the dependencies between components and to reason about how different
components interact together and must be composed.
In summary, interfaces are used in many ways and vary according to the purpose
they serve. While “interfaces as types” mainly target the safe reuse and substitutability
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of modules and objects in different contexts and focus on functional aspects, the
interfaces used in CBSE allow components to be independently developed and
validated, and focus on extra-functional aspects. From these observations, we explore
in the next section possible applications of the concept of interfaces at the language
level, to improve the current practice of software language development.
3 Language Interfaces for Software Language Engineering
“Software languages are software too” [14] and, consequently, they inherit all the
complexity of software development in terms of maintenance, evolution, user experi-
ence, etc. Not only do languages require traditional software development skills, but
they also require specialized knowledge for conducting the development of complex
artifacts such as grammars, metamodels, interpreters, or type systems. The need for
proper tools and methods in the development of software languages recently led to
the emergence of the Software Language Engineering (SLE) research field which is
defined as “the application of systematic, disciplined, and measurable approaches
to the development, use, deployment, and maintenance of software languages” [24].
While the notions presented in this paper are applicable to both general-purpose and
domain-specific languages (DSLs), we put a particular emphasis on the specificities
of DSLs, which are small languages targeted to a particular domain of application.
In the SLE community, new DSLs are usually developed using a language work-
bench, a “one-stop shop” for the definition of languages and their environments [34].
The notion of language workbench originates from the seminal work of Martin Fowler
[15]. The main intent of language workbenches is to provide a unified environment
to assist both language designers and users in, respectively, creating new DSLs and
using them. Modern language workbenches typically offer a set of meta-languages
that language designers use to express each of the implementation concerns of a DSL,
along with tools and methods for manipulating their specifications. Examples of mod-
ern language workbenches are manifold: Xtext [13], Monticore [25], Spoofax [22] –
to name just a few.
One of the current trend in SLE is to consider more and more languages as
first-class entities that can be extended, composed, and manipulated as a whole.
However, to the best of our knowledge, there exists no previous work dealing with
the explicitation of language interfaces, that is, interfaces at the language level,
explicitly separated from language implementations, that provide the appropriate
abstraction to ease the manipulation of languages as first-class entities. To motivate
the need for language interfaces, we explore in this section some of the current
challenges faced in SLE and highlight how they match the challenges that have been
addressed with the use of interfaces in programming and software engineering.
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3.1 Ingredients of a Domain-Specific Language
To clarify what language interfaces abstract over, we must first understand what
languages are made of. Domain-specific languages are typically defined by their
abstract syntax, concrete syntax(es) and semantics. Various approaches may be em-
ployed to specify each of those, usually using dedicated meta-languages provided by
language workbenches [34]. The abstract syntax specifies the domain concepts and
their relations defined by a metamodel or a grammar – the latter also defining the
concrete syntax. This choice often depends on the language designer’s background
and culture. Examples of meta-languages for specifying the abstract syntax of a
DSL include MOF [1] and SDF [18]. The semantics of a DSL can be defined using
various approaches including axiomatic semantics, denotational semantics, opera-
tional semantics, and their variants [28]. Concrete syntaxes are usually specified as a
mapping from the abstract syntax to textual or graphical representations, e.g. through
the definition of a projectional editor [35]. DSLs usually benefit from dedicated
environments that assist language users in the creation, analysis, and management of
models and programs throughout their lifetime. Typically, these environments embed
dedicated services such as code and documentation generators, checkers, editors, or
debuggers.
Overall, the ingredients composing a language are manifold and usually complex
to manipulate. Because there is no universally accepted way of implementing a
language, it is difficult to directly relate languages created using different language
workbenches. Moreover, the slightest variation in the syntax or semantics of a
language leads to a conceptually new implementation, and all the artifacts referring
to it (e.g. services) must be updated. Leveraging the concept of information hiding,
the definition of explicit language interfaces on top of language implementations can
help to abstract away from the change-prone implementation and switch the focus
on a more stable and purpose-oriented view of languages. As we shall see in the
next sections, such interfaces would ease the definition and reuse of services, the
composition of languages, and the engineering of language families.
3.2 Easing the Definition and Reuse of Services
The development of services (e.g. code and documentation generators, static analyses)
is an essential part of the development of software languages. Defining a new service
requires to gather the appropriate information, which is often scattered in the various
constituents of given language (abstract syntax, concrete syntax, semantics), in
different formalisms. Naturally, the information to be extracted varies according
to the purpose of the service. Some services, such as simple static analyses, only
require access to a subset of the syntax specification of a language. More complex
services may require to aggregate information from different sources. Additionally,
services may be defined both at the language specification level (e.g. analysis of the
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completeness of a formal semantics specification), and at the instance level (e.g. dead
code elimination for programs written in a particular language).
Rather than searching for the right information in the various constituents of a
language, one can first design a language interface that aggregates the appropriate in-
formation in an easily manipulable form for a specific purpose. Using the appropriate
interfaces eases the cognitive effort and abbreviates the definition of services. More-
over, since different languages can match the same interface, the services written on
an interface can be applied to all matching languages.
One recent illustration in the programming community is the work of Brown et al,
who use micro-grammars to ease the definition of static analysis tools for different
programming languages [4]. Micro-grammars are partial grammars that abstract
over the full-blown specification of a language using wildcards. Wildcards are non-
terminals used to ignore parts of a language implementation. The authors show that
various languages (C++, Java, JavaScript, etc.) can match the same micro-grammars
and that static analysis tools written on micro-grammars are easier to develop and
can be reused or adapted to new languages with little effort.
The modeling community has also shown interest in such interfaces, as illustrated
by the notions of model types [32] and concepts [11]. Model types and concepts are
both structural interfaces that specify a set of requirements over a metamodel – the
standard way to define the abstract syntax of a language in the modeling community.
A service, e.g. implemented as a model transformation, can be made generic by
expressing its parameter in terms of a model type or concept, and any metamodel
matching the model type or concept can benefit from this service. The duality of
model types and concepts highlight the fact that there exist many ways to realize
a given kind of interface. Model types are akin to subtype polymorphism while
concepts are closer to parametric polymorphism but, overall, they are complementary
and provide similar benefits. In addition, model types have also been used as unified
interfaces that aggregate information from both the abstract syntax (the metamodel
concepts) and the semantics (the transition steps of the operational semantics) of a
language [12].
Some generic services do not even require any information on the syntax or
semantics of a language. A generic debugger, for instance, only requires the ability
to start, pause, or inspect the execution of a model or program [3]. This common set
of operations can be captured in a generic interface, and any language implementing
it can benefit from debugging facilities.
3.3 Facing the Multiplication of DSLs
In the last decade, the development of Model-Driven Engineering (MDE) and the
advances in language workbenches have strengthen the proliferation of domain-
specific languages (DSLs). MDE advocates the use of DSLs to address each concern
separately in the development of complex systems with appropriate abstractions and
tools [16]. As a result, the development of modern software-intensive systems often
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involves the use of multiple models expressed in different DSLs to capture different
system aspects [9]. This trend is very similar to what was proposed by Ward in his
early work on language-oriented programming [36]. Even in traditional software
development, multiple languages are often used to describe different aspects of the
system of interest. Java projects, for instance, typically consist of Java source files,
XML files describing the structure of modules and the deployment scenarios, Gradle
build files expressed in Groovy, scripts, etc.
When multiple languages are used, the need for relating “sentences” that describe
the same underlying system in different languages arises. In this context, models
are seldom manipulated independently: checking a given property on a system, for
instance, requires to gather information that is scattered in various models written
by various stakeholders in various languages. In addition, the set of languages used
to describe a given system is likely to change over time. A new, more expressive
language can replace an existing one. New languages may be added, merged or split.
While language workbenches support for engineering isolated languages is becoming
more and more mature, there is still little support for relating concepts expressed in
different DSLs together. The necessity of coordinated use of languages used in the
development of a given system has recently been recognized [9, 7]. One promising
approach is to leverage language interfaces to expose the appropriate information
that allows to relate concepts from one language to the other [8]. The type systems
of two languages, for instance, may be related through the appropriate interface that
would expose their respective type definitions to allow their integration. Overall, the
challenges that must be tackled are very similar to the ones that were faced a few
decades ago with the use of modules in software development.
The coordinated use of DSLs engineered with different language workbenches is
even more challenging. Indeed, there is no abstraction mechanisms, at the language
level, that allows to abstract from the concrete implementation techniques of a
language workbench, e.g. a particular meta-language for defining the abstract syntax
or a particular implementation technique for the semantics. The use of interfaces
and connectors has been thoroughly studied in the context of component-based
software engineering to alleviate the problem of technological space compatibility.
Explicitly separating the implementation of a language from its interface can help
to break the barriers between language workbenches if a common agreement on
technology-agnostic interfaces is found.
3.4 Enabling Language Composition
Good practices from the component-based software engineering community can also
be relevant in the context of software language engineering. The idea of building
reusable and independently-validated language components to ease the definition
of new languages has already been studied by several authors. A language compo-
nent, such as a simple action language or a for-loop construct, can be defined and
thoroughly validated independently and then reused as such in other languages that
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encompass the expression of actions or for-loops. In the same way languages are
defined, the definition of such component encompasses both the definition of its
abstract syntax, concrete syntax, and semantics. This leads to what is known as com-
positional language engineering: the ability to design new languages as assemblies
of existing language components, thus lowering the development costs [25]. The
actual realization of the composition may be done statically, i.e. the different modules
are merged together to produce a new language specification with its associated
implementation, or dynamically, i.e. the modules are kept separated but communicate
to provide the composed behavior.
In this context, language interfaces serve as a support for the definition of provided
and required interfaces of each component that are later used to reason about the
composition of several language components and the correctness of the assembly.
Interfaces are used to detect whether the constructs of different language components
are in conflict, without having to dive into their intrinsic implementation. Language
interfaces are also the concrete mean for several language components to commu-
nicate with each other at runtime. For instance, when two executable languages are
composed together, their interpreter must also be coordinated. Language interfaces
provide the appropriate information for relating together the two interpreters, for
example through a delegation pattern.
3.5 Engineering Language Families
A language family is a set of languages that share meaningful commonalities but
differ on some aspects. Finite-state machine languages, for instance, are all used to
model some form of computation but expose syntactic variation points (e.g. nested
states, orthogonal regions) and semantic variation points (e.g. inner or outer transition
priority) [10]. Altogether, these different variants form a family of finite-state machine
languages. Similarly, when a language evolves, the subsequent versions form a
set of variants, which raises the question of backward and forward compatibility
between them. Recently, different approaches have been proposed for automating
the generation of such language variants based on earlier work from the software
product line engineering community [26, 33].
In the presence of a language family, language designers must be given the
possibility to reuse as much as possible the environment and services (e.g. editors,
generators, checkers) from one variant to the other. Naturally, the opportunities of
reuse must be framed, as not all services are compatible with all variants. Language
interfaces can be employed to reason about the commonalities of various language
variants and the applicability of a given service or environment. Model types [32], for
instance, can be used to assign a type to a language and specify the safe substitutions
between different artifacts based on typing relations. The definition of those types
is precisely an example of language interface. Types abstract over the details of the
implementation of different variants and are used to reason about substitutability
between them. In this context, language interfaces can support the definition of
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common abstractions that are shared by all or a subset of the members of a family,
abstracting from the details that vary from one member of the family to the other.
4 Conclusion
The lack of abstraction in the manipulation of DSL implementations complexifies
the definition of services (e.g. debuggers, generators, composition operators) and
hampers their reuse. In this paper, we have reflected on the use of interfaces in
programming and software engineering, and advocated the definition of interfaces at
the language level for software language engineering. We have shown that various
challenges of today’s language development can be addressed through the use of
language interfaces. The concept of language interface presented here is purposely
abstract. We leave to future work the definition of concrete interfaces for specific
purposes.
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