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Abstract
In many situations we have to make repeated decisions in an uncertain environment. Those
decisions include to choose a route to drive to work, when to refuel a car or when to purchase
and sell shares in the stock market. In each of those settings we decide which actions we
take, although we do not possess complete information about the situation. Since part of
the missing information might influence the optimal decision, we often make suboptimal
choices when examined in hindsight. Furthermore, the actions we take in one time step
might influence the options available in the future and can, therefore, avoid optimal choices
in the future.
In this thesis, we introduce and analyze algorithms for Online Buffering problems, i.e., the
problem of making repeated decisions in an uncertain environment to manage a buffer. In
Online Buffering, a sequence of demands and prices of a resource is revealed over time.
In each time step, we are given the current price and demand, but no information about
future prices and demands. Based on this information, we have to decide which amount
of the resource we want to purchase. We can store units for a later usage in a buffer of
fixed size. The goal is to use the buffer, such that the costs to fulfill the demands are
minimized. The costs of a strategy are compared to the costs of purchasing the requested
amount in each time step. Since we have no information about future prices and demands,
it is impossible to achieve costs which are as low as in the situation where all prices and
demands are known beforehand.
We study Online Buffering in different settings. First, we show how to use simple threshold
algorithms to solve the problem in a stochastic input model. In this model, the prices of
the resource are generated by a random walk. The decision which amount the algorithm
purchases in a time step, depends on the thresholds of the algorithm and the fact whether
the price is above, in between or below the thresholds defined by the algorithm. We show
that the threshold algorithm which achieves the lowest expected costs in that setting, is one
which fills the buffer if the price equals the lowest price possible, and uses units from the
buffer if the price for the resource is above that. We analyze this algorithm quantitatively,
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i.e., we calculate its expected cost based on the set of possible prices and the size of the
buffer.
The results in the stochastic input model are not transferable to an input model in which
the prices are generated more realistically. We, therefore, study Online Buffering using
regret minimization algorithms for online learning, i.e., a cost model which makes no
assumptions about prices. Online learning algorithms are equipped with a set of experts,
where each expert represents a strategy to solve the problem. The algorithm chooses a
strategy from this set in each time step and copies its action. In online learning, we account
the algorithm with the cost of the selected expert. Unfortunately, for some problems, such
as Online Buffering, switching between experts might cause additional costs which are
not considered in the costs of those algorithms. For Online Buffering, those cost results
from a difference in the filling levels of the storage of the algorithm and that assumed
by the chosen expert. This difference makes it necessary to buy additional units to fulfill
the demands. Standard online learning algorithms do not consider those costs. They,
therefore, do not perform well for Online Buffering problems. In this thesis, we introduce
regret minimization algorithms which also choose their actions based on those additional
costs and achieve low costs for Online Buffering problems. Since the algorithms which
achieve the lowest expected costs are numerically unstable, we present a variation of one
of the algorithms that has slightly higher expected costs but is numerically stable and can
be used in an implementation of online learning for Online Buffering.
In the second part of this thesis we simulate the presented algorithms as control strategies
in a hybrid electric vehicle, i.e., a vehicle equipped with both a combustion engine and
an electrical engine. The electrical engine can store energy produced by the combustion
engine in a battery and use energy from this buffer to drive the vehicle. A control strategy
decides how to split the amount of energy required to drive the vehicle between the two
engines. The costs of the control strategy are measured as the amount of fuel it consumes.
We show in the simulations, that the results of the threshold algorithms achieved in the
stochastic price model cannot be attained in this application. The results shown for online
learning algorithms also hold when those algorithms are applied as control strategies in a
hybrid electric vehicle. We will, furthermore, show that using those algorithms equipped
with a suitable set of experts as control strategies can achieve a lower fuel consumption
than using standard control strategies in the simulated hybrid electric vehicle.
ii Melanie Winkler
Zusammenfassung
In unserem Alltag mu¨ssen wir oft Entscheidungen treffen, ohne u¨ber genaue Informa-
tionen u¨ber die Situation in welcher wir uns befinden zu verfu¨gen. Dies ko¨nnen zum
Beispiel Entscheidungen daru¨ber sein, welchen Weg wir zur Arbeit fahren wollen, wann
wir unser Auto betanken oder ob und wann wir Aktien kaufen oder verkaufen wollen.
In allen beschriebenen Situationen ko¨nnen wir zum Zeitpunkt der Entscheidung nicht
abscha¨tzen, ob wir uns mit zusa¨tzlichen Informationen u¨ber die Gegebenheiten genauso
entschieden ha¨tten. Entscheidungen, die wir zum aktuellen Zeitpunkt treffen ko¨nnen weit-
erhin Entscheidungsmo¨glichkeiten in der Zukunft beeinflussen.
In dieser Arbeit untersuchen wir Algorithmen fu¨r so genannte Online Buffering Probleme,
welche eine Strategie fu¨r wiederholte Entscheidungen im Speichermanagement bieten. Im
Online Buffering werden u¨ber die Zeit verteilt Preise eines Produkts bekannt gegeben
und zu jedem Zeitpunkt wird eine bestimmte Menge dieses Produktes beno¨tigt. Es sind
zu jedem Zeitpunkt allerdings nur Preise und Mengen bekannt, zu welchen das Produkt
zum aktuellen und zu vergangenen Zeitpunkten verfu¨gbar war, bzw. welche zu diesen
Zeitpunkten angefordert worden sind. Wir haben keine Informationen u¨ber zuku¨nftige
Preise und Anforderungsmengen. Basierend auf den gegebenen Informationen mu¨ssen
wir festlegen, welche Menge des Produktes zum aktuellen Zeitpunkt gekauft werden soll.
Wir ko¨nnen zusa¨tzlich gekaufte Einheiten in einem Speicher fester Gro¨ße bis zu deren
Verbrauch deponieren. Zu jedem Zeitpunkt mu¨ssen wir durch Einkauf oder Nutzen von
Einheiten im Speicher in der Lage sein, die aktuelle Anforderung zu erfu¨llen. Ziel ist es, alle
Anforderungen mo¨glichst gu¨nstig abzudecken. Es ist dabei allerdings meist nicht mo¨glich,
die Kosten der Lo¨sung zu erreichen, welche mo¨glich ist, falls alle Anforderungsmengen und
Preise im Vorhinein bekannt sind.
Wir untersuchen Online Buffering in verschiedenen Preismodellen. In einem ersten Ansatz
betrachten wir einfache Threshold-Algorithmen in einem stochastischen Eingabemodell.
Die Preise werden in diesem Modell von einem Random Walk erzeugt. Die Entscheidung,
welche Menge der Algorithmus zu einem Zeitpunkt einkauft wird u¨ber Thresholds, das
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heißt, einfache Grenzentscheidungen (ist der Preis unterhalb oder oberhalb einer bestim-
mten Grenze) getroffen. Wir zeigen, dass der Algorithmus, welcher den Speicher fu¨llt,
sobald der kleinstmo¨gliche Preis erreicht ist und Einheiten aus dem Speicher nutzt, wenn
der Preis daru¨ber liegt, die kleinsten erwarteten Kosten erreicht. Wir analysieren diesen
Algorithmus quantitativ, wir also berechnen seine erwarteten Kosten pro Zeitschritt in
Abha¨ngigkeit von der Gro¨ße des Speichers und der Anzahl mo¨glicher unterschiedlicher
Preise.
Da sich die Ergebnisse fu¨r dieses Eingabemodell jedoch nicht auf andere Preismodelle u¨ber-
tragen lassen, sind die dort gezeigten Aussagen nur sehr eingeschra¨nkt gu¨ltig, da Preise in
den meisten Anwendungen nicht stochastisch erzeugt werden. Wir nutzen daher Regret-
Minimierung in Lernalgorithmen, um Ergebnisse zu erzielen, welche eine weitreichendere
Gu¨ltigkeit haben. Lernalgorithmen treffen keine Annahmen u¨ber das Preismodell. Ein
Lernalgorithmus erha¨lt eine Menge von Experten, das heißt Strategien, welche das gegebene
Problem lo¨sen ko¨nnen. Zu jedem Zeitpunkt wa¨hlt der Algorithmus einen dieser Experten
aus und fu¨hrt die gleichen Aktionen aus wie dieser Experte. In Standardlernalgorithmen
entsprechen die Kosten des Algorithmus zu jedem Zeitpunkt denen des Experten, welchen
er zu diesem Zeitpunkt gewa¨hlt hat. Fu¨r manche Probleme, wie zum Beispiel auch das On-
line Buffering entstehen jedoch zusa¨tzliche Kosten, welche dadurch bedingt sind, dass sich
der Speicherzustand des Experten von dem des Algorithmus unterscheidet. Dies kann dazu
fu¨hren, dass der Algorithmus zusa¨tzliche Einheiten kaufen muss um den aktuellen Bedarf zu
decken. Da diese Kosten bei der Auswahl der Experten nicht beachtet werden, erreichen
diese Algorithmen fu¨r Standardlernsituationen zwar niedrige Kosten, schaffen dies aber
nicht fu¨r Online Buffering Probleme. In dieser Arbeit pra¨sentieren wir daher Algorithmen,
welche bei ihren Entscheidungen auch diese zusa¨tzlichen Kosten beru¨cksichtigen und daher
auch fu¨r Online Buffering niedrige Kosten erreichen ko¨nnen. Da die Algorithmen, welche
fu¨r Online Buffering die niedrigsten erwarteten Kosten erreichen ko¨nnen in Simulationen
jedoch numerisch instabil werden, erweitern wir einen der Algorithmen so, dass er zwar
leicht ho¨here Kosten erzeugt, aber numerisch stabile Ergebnisse liefert.
Im zweiten Teil dieser Arbeit werden die vorgestellten Algorithmen als Kontrollstrategie
in einem Hybridauto simuliert. Ein Hybridauto ist ein Fahrzeug mit zwei Motoren, einem
Verbrennungsmotor und einem Elektromotor. Der Elektromotor wird genutzt, um Ener-
gie welche vom Verbrennungsmotor erzeugt wurde in der Batterie zu speichern oder um
Energie aus der Batterie zu nutzen, um das Fahrzeug anzutreiben. Die Kontrollstrategie
des Fahrzeugs muss entscheiden, wie die zum aktuellen Zeitpunkt beno¨tigte Energie zwis-
chen den beiden Motoren aufgeteilt wird. Die Kosten der Kontrollstrategie entsprechen
dann dem Benzinverbrauch des Fahrzeugs. Wir werden zeigen, dass die Ergebnisse der
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Threshold-Algorithmen nicht auf die Anwendung als Kontrollstrategie u¨bertragen werden
ko¨nnen, sondern diese nur im stochastischen Modell niedrige Kosten erreichen. Die Ergeb-
nisse fu¨r die pra¨sentierten Lernalgorithmen ko¨nnen jedoch auch in unseren Simulationen
erreicht werden. Wenn diese Strategien mit der richtigen Expertenmenge ausgestattet sind,
ist es sogar mo¨glich den Benzinverbrauch, welcher von Standardkontrollstrategien erreicht
wird, noch weiter zu verbessern.
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CHAPTER 1
Introduction
In many situations decisions have to be made without knowledge about all influencing
factors of the environment. Many decisions have to be taken in uncertain environments,
for example choosing a route to drive to work without knowledge about future traffic
conditions or deciding when to fill a car with gas without knowing the future gas prices.
Knowledge about the future, however, would be preferable since one, for example, usually
aims for refilling gas for prices as low as possible. In those situations we can only use
information that is currently available. This might include facts about the past and the
present, but not about the future, even if this information is necessary to make an optimal
decision. Processes which solve problems where relevant input data arrives over time are
known as Online Algorithms. Those algorithms have to make repeated decisions. Each
decision leads to an action performed by the algorithm. Those actions generate a certain
amount of cost. The algorithm’s goal is to minimize the accumulated cost for the decision
process. Often the decisions of the algorithm are not independent of each other, since
choices made in a time step can influence the actions possible in future. This is also the
case for refueling a car at the lowest possible price. If the car driver wants to go from A to
B, the car has to have enough fuel to drive the distance between these points. Otherwise,
the car has to be refilled, regardless of the current gas price. In contrast, if the storage
is full, it is impossible to refill the car even if the driver wants to refill because the fuel is
extremely cheap. The amount of fuel in the tank depends on the amount of fuel which has
been filled into the car and the distance which has been driven with the car in the past.
Hence, the remaining capacity of the tank depends on past actions.
When refueling a car as described above, we have to repeatedly define the amount of a
resource we want to purchase in uncertain conditions. The resource is consumed over time
and can be stored in a buffer until it is consumed. In general, such a problem is known
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as Online Buffering. In Online Buffering a decision maker has to purchase a commodity
with varying prices over time. The commodity is consumed over time and the decision
maker is equipped with a buffer to store the commodity for the time between purchase
and consumption. The decision maker’s goal is to purchase the resource such that in each
time step the requested amount is available, while the total costs for the purchases over
the whole time sequence are minimized.
In this thesis we introduce and analyze algorithms for Online Buffering. Our study begins
in Chapter 3 with very simple threshold algorithms, used to solve Online Buffering in
a stochastic input model. Since this is a very limited input model, we introduce and
analyze regret minimization algorithms for Online Buffering in Chapter 4 and Chapter 5.
In contrast to standard regret minimization algorithms, these algorithms take into account
costs which occur when changing the internal state of an algorithm and achieve low costs
also for Online Buffering problems. In Chapter 6 these algorithms are simulated as control
strategies in a hybrid electric vehicle, a vehicle that is equipped with a combustion and
an electrical engine. The control strategy has to decide how to split the power demand
between the engines. The costs of the algorithms are measured in fuel consumption per
100km.
1.1 Problem Definition and Price Models
In a scenario where a resource with varying prices is consumed over time, the efficient
use of a buffer can decrease the cost over time significantly. Often, decisions in such an
environment have to be made without knowledge about the future. Hence, the underlying
decision process for this problem operates online, i.e., without knowledge about future
events and, therefore, the decisions are based only on the information available up to the
current time. In Online Buffering, we assume that time proceeds in discrete steps. Each
time step is defined by a certain demand of the resource and either a price per unit of
the resource or a price function defining the costs for the purchased amount. The price
of the resource is lower and upper bounded for all time steps. Based on the information
given in the current and potentially past time steps, a decision maker has to decide on the
portion of the resource he wants to purchase. If the purchased quantity is larger than the
amount which is currently consumed, the surplus is stored in the buffer for later usage. If
the purchased amount is lower than the consumption, the remaining amount necessary to
fulfill the request, is taken from the buffer. The decision maker has to ensure feasibility in
each time step, i.e., the portion purchased plus the amount stored in the buffer has to be
enough to fulfill the current request, and the quantity which is bought additionally to the
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requested amount has to fit into the storage. The costs of the decision maker in a time
step depend on the quantity purchased. The cost of the whole request sequence is defined
to be the sum of the costs over time. The performance of the online algorithm is measured
in terms of the cost which the algorithm experiences. A major difficulty in this situation is
that decisions made at one point in time influence the state of the buffer irrevocably and,
therefore, also the decisions which are possible in the following time steps. If the buffer is
filled completely at a certain point in time, the commodity stored in the buffer has to be
used before the purchased amount can be larger than the portion consumed at that time
step. In contrast, if the buffer is empty at one point in time, the decision maker has to
purchase at least the quantity of the resource consumed in the current time step.
Formally, an instance of the Online Buffering problem is a sequence σ1, σ2, . . . , σT of length
T . Let γ1 and γ2 define the lower and upper price bounds for one unit of the resource.
The parameters d and D define the minimal and maximal amount of the resource which
can be requested in each time step t. Each σt is defined by a 3-tuple σt = (ct, dt, bt) or
σt = (pt, dt, bt), respectively, consisting of
• a price ct ∈ [γ1, γ2] for one unit of the resource or a price function pt(x), x ∈ [d,D],
respectively,
• a demand dt, which defines the amount of the resource requested in the current time
step,
• and bt which defines the amount currently in the buffer, bt is not given by the request
sequence, but depends on purchases and demands of past time steps.
Furthermore, the size of the buffer B is defined for the whole request sequence. An online
algorithm A has to specify the amount xt of the resource which is purchased in time step t.
The amount xt has to be chosen from the interval [max{0, dt−bt}, dt+B−bt] to guarantee
the algorithm to be feasible in each time step. The cost of the algorithm in time step t
are calculated by ct ·xt respectively pt(xt) ·xt. By CtA we define the accumulated cost of
the algorithm up to time step t, i.e., CtA =
∑t
s=1 c
s ·xs respectively CtA =
∑t
s=1 p
s(xs) ·xs.
The goal is to minimize CTA. To simplify the analysis of the algorithms, we assume without
loss of generality, that units purchased in a time step are stored in the buffer and that the
oldest units in the buffer are used to satisfy the current request.
In this thesis we first consider Online Buffering using a stochastic input model, i.e, a model
in which the prices of the resource in a time step are given by a random walk with reflecting
boundaries. In a random walk the prices are generated as follows: Assume that in time step
t a price ct is given. Then in the next time step, the price is ct+1 = ct − 1 or ct+1 = ct + 1,
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respectively, with probability one half each. If the price equals the lowest possible price,
then it increases by one or remains the same with probability one half each in the next
time step. If the price equals the highest possible price, the price decreases by one or is
equal to the current price in the next time step with probability one half each. In this
input model we assume that the demand of the resource is one in each time step and that
the prices are integers from a given set of size I.
Since the stochastic input model is very limited and the described conditions are rarely
met in practical applications, we then consider a second model for Online Buffering. In
this model the decision process is given as an online learning algorithm and we make no
assumptions about the underlying prices. An online learning algorithm is an algorithm
which is equipped with a set of experts. Each of the experts is a strategy to solve the
problem, i.e., in the Online Buffering setting, each strategy defines the amount it wants
to purchase in each time step. The algorithm has no knowledge about the performance
of the experts prior to the decision process. In each time step it chooses an expert whose
strategy it wants to follow, i.e., it copies the amount purchased by the chosen expert in
that time step, if possible. If the portion purchased by the chosen expert is not sufficient to
fulfill the request of the current time step, the algorithm has to buy the additional amount
necessary to fulfill the request. If the quantity purchased by the expert cannot be stored
in the buffer, it has to be reduced by the amount which could not be stored in the buffer
after the current request is fulfilled. The costs of the algorithm in each time step depend
on its purchased amount and are given by a price function. The goal of an online learning
algorithm is to achieve costs which are at most slightly higher than the costs of the expert
which achieves the lowest total costs for the whole request sequence.
1.2 Applications
Online buffering algorithms can be applied in situations where a resource with varying
prices has to be purchased and is consumed over time and where a buffer can be used to
store the resource from its purchase until it is consumed. An example is a fugal car driver
who wants to save money when refueling his car. He needs a certain amount of fuel to
drive the routes he has to drive on each day. Each morning the car driver has to decide,
based on the current fuel price and on the filling level of his storage, how much he wants to
refuel and whether he wants to refill at all. He does not know how the prices will develop
in the future. This decision can be made using an algorithm suitable for Online Buffering.
The same holds for buying other liquids, for example petrol for heating.
Smart caching which is used in the area of mobile communication is another application
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of Online Buffering. In smart caching [Go¨b09, ERSV09], a data stream has to be cached
on a mobile device. Suppose the data stream cannot only be fetched by a certain data
service, but it is also possible to use several communication standards, such as GSM,
UTMS or WLAN to cache data on the mobile device. Each of the services can be used
at different cost, but not all services are available at all time or every place. Furthermore,
the mobile device is equipped with a storage of fixed size and the data can only be cached
until that storage is full. We assume that the most expensive service is available at each
time step and can be used at cost one per data unit. Furthermore, we assume that each
demand can be satisfied using this service. Other services can be used to reduce the cost
of downloading the data stream if they are available. Since the best way to combine the
strategies depends on the mobility of the user and the availability of the services, it is
not possible to implement a fixed strategy to combine the services, but it is best to learn
the strategy for combining the services online based on the moving behavior of the user.
Each expert has to decide which service to use at which time step or how to combine the
different services at different points in time. Smart caching is of special interest for mobile
devices, such as smart phones. For those devices it is often not known which services are
available in the future and at which rate those services can be used. The user nonetheless
wants to get the data when needed and stream the data as cheap as possible.
The main application for Online Buffering considered in this thesis is as control strategy
in a hybrid electric vehicle (HEV), see also [CT07, Bec11]. This application is also studied
experimentally in this thesis. A hybrid electric vehicle is a vehicle with two engines, a
combustion engine and an electrical engine. The electrical engine can be used to store
produced energy in the battery and to use energy from the battery to drive the vehicle.
In a HEV, energy can be produced from fuel using the combustion engine. The fuel
consumption depends on the point of operation of that engine. A control algorithm in a
hybrid electric vehicle decides which amount of energy has to be produced by which engine,
whereas the total amount of energy produced by both engines has to be the amount which
is needed to drive the car at that moment. However, the amount of energy produced by
the electrical engine can be negative, in which case the battery is charged and the surplus
of energy has to be additionally produced by the combustion engine. The goal of an Online
Buffering algorithm is to operate the vehicle in a way that the fuel consumption for driving
the vehicle in the given conditions, is minimized. A similar approach is also possible for
micro hybrid cars. In micro hybrid cars, the electrical engine has no driving power, but
is only used to restart the combustion engine quickly after it has been turned off during
periods without use, as for example during waiting. The power for the electrical engine is
taken from a battery, which has to be recharged while driving.
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1.3 Summary of Our Results
In this thesis the Online Buffering problem is studied theoretically and as an application
in a hybrid electric vehicle during simulations.
First, we consider Online Buffering using a stochastic input model where the prices of the
resource are generated by a random walk, for details see Section 3.1. We study simple
threshold algorithms to solve Online Buffering in a stochastic input model. Threshold
algorithms define the amount to be purchased using different thresholds. For all prices
between two of those thresholds, the amount purchased by the algorithm for those prices is
the same. In this study we introduce a threshold algorithm, called Cautious, that fills the
buffer if the price equals the lowest price possible and uses the buffer at every other price
of the resource. We show that this algorithm is optimal for the stochastic price model.
That is, we prove that in the given input model, there is no algorithm which achieves
lower expected cost than the Cautious algorithm. We then study the performance of this
algorithm quantitatively by comparing its costs to those of the optimal offline algorithm.
The optimal offline algorithm is the algorithm which achieves the lowest cost if the prices
for all time steps are known in advance. In each time step, the optimal offline algorithm
considers the next B time steps and purchases units for the time steps with a higher price
than given in the current time step. We show, that if the storage is at least quadratic in
the number of possible prices, the Cautious algorithm achieves asymptotically the same
costs as the optimal offline algorithm. But since this result holds only for a large buffer,
we furthermore compare the expected cost of those two algorithms to the naive algorithm
which buys the requested amount of the resource in each time step. We show that the
expected savings of Cautious, i.e., the amount by which the costs of that algorithm can
be reduced by the use of a buffer, are of the order of min {B/I, I}, whereas the optimal
offline algorithm achieves expected savings of min
{√
B, I
}
. Hence, for a buffer of size
B = ω(I2), the competitive factor, i.e., the factor defined by the ratio of expected savings
of Cautious and the expected savings of the optimal offline algorithm, is constant.
However, the stochastic input model is very limited and the described conditions are rarely
met in practical applications. Therefore, we consider a second much wider model for On-
line Buffering. In this model we make no assumptions about the prices of the resource, and
the decision process is given as an online learning algorithm, for details see Chapter 4. An
online learning algorithm chooses an expert whose strategy it wants to follow in each time
step. It then purchases the amount bought by the chosen expert and an additional amount
if this is necessary to fulfill the current demand. In standard online learning the algorithm
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chooses an expert in each time step based on the costs the experts have experienced so far.
We show that standard online learning algorithms cannot efficiently be applied to Online
Buffering problems, since the algorithms do not consider costs of additionally purchased
units when choosing an expert. They switch between experts frequently which causes high
costs for Online buffering problems. In this thesis we introduce and analyze Shrinking
Dartboard (SD) and Weighted Fractional (WF), online learning algorithms for Online Buf-
fering that also take into account those additional costs when choosing an expert. We show
that Shrinking Dartboard achieves cost that is by an additional factor O
(√
TB logN
)
lar-
ger than that of the best expert on a request sequence of length T , when the algorithm is
equipped with a storage of size B, the set of experts has size N and the price for one unit of
the resource is from the interval [0, 1], i.e., ct ∈ [0, 1]. That is, we show that this algorithm
achieves a regret of O
(√
TB logN
)
. We show that Weighted Fractional achieves the same
regret bound as SD, as long as the price function is convex in each time step. Furthermore,
we show that this regret bound is tight up to constant factors. Unfortunately, some of
the calculations in the algorithms are not numerically stable, but we show how Shrinking
Dartboard has to be adapted when it is implemented to ensure numerical stability. The
regret bound is increased slightly by that, but the algorithm still retains the no-regret
property, i.e., the regret per time step tends to zero as the length of the request sequence
increases, even after the adaptation.
In the second part of this thesis we simulate the algorithms introduced in the theoretical
part of the thesis. We use the algorithms as control strategy in a hybrid electric vehicle,
a vehicle that is equipped with two engines, a combustion engine and an electrical engine.
The control strategy decides when to use the electrical engine to either load the battery or
to drive the car using energy from the battery. The cost of a strategy is measured in fuel
consumption per 100km. We show that it is not possible to transfer the results from the
stochastic input model to this application. The simple threshold algorithms presented in
the theoretical part of this thesis are not applicable as control strategy to achieve a low fuel
consumption. In contrast, we show that Shrinking Dartboard and Weighted Fractional do
not only perform well in theory, but that the theoretical results match with the results from
the simulations. The algorithms are equipped with expert sets which consist of threshold
strategies or Equivalent Consumption Minimization Strategies (ECMS) with different sets
of parameters. ECMS are strategies which weight electrical energy with a factor to define
the amount of fuel which is seen as equivalent to a certain amount of electrical energy.
This factor is updated over time. ECMS are standard strategies in the research of control
strategies for hybrid electric vehicles. Generally, our simulation results show that Shrink-
ing Dartboard and Weighted Fractional can achieve low fuel consumption compared to
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the expert which achieves the lowest fuel consumption from the given set. This matches
the results from our theoretical studies. In contrast to those results, we show that in the
simulations the Weighted Fractional algorithm achieves lower costs, i.e., a lower fuel con-
sumption, than Shrinking Dartboard even if the price function is not completely convex.
However, we show that to achieve a fuel consumption which is lower than the one when
using an Equivalence Consumption Minimization Strategy with fixed parameters (and not
only compared to the results of the best expert), it is crucial to choose the set of experts
carefully. Generally, our simulation results show that those strategies achieve a low fuel
consumption when the parameters are tuned to meet the driving conditions. To achieve a
lower fuel consumption than a suitable parameterized ECMS and hence, to reduce the fuel
consumption of a hybrid electric vehicle even more than when using those strategies, the
set of experts has to be built from strategies which can itself achieve a low fuel consump-
tion on at least a few of the simulated driving cycles. If the expert set is, for example,
combined from different suitable parameterized ECMS, it is possible to reduce the fuel
consumption by using Weighted Fractional instead of an ECMS with fixed parameters for
all driving cycles. If the ECMS is tuned according to the simulated driving cycle, i.e., it is
given a priori knowledge of the simulated driving cycle, Weighted Fractional can achieve
the same or an even better fuel consumption on many, but not all driving cycles. Our
simulation results, therefore, show that the introduced regret minimization algorithms can
be applied as control strategy in a hybrid electric vehicle to improve the decision process
and to reduce the fuel consumption up to 2% compared to ECMS, i.e., control strategies
used in the research of hybrid electric vehicles.
1.4 Outline and Bibliographical Notes
In the next chapter we present the the foundations on that the results of this thesis are
based. We give an overview of the different areas considered in this thesis. We then review
the different known results in the presented fields and explain briefly how those results are
expanded in this thesis.
In the following chapters, we study the Online Buffering problem theoretically for different
assumptions with respect to the price function of the resource. In Chapter 3 we assume
the price function to be generated by a random process, called Random Walk. We present
simple thresholds algorithms for this setting and analyse an algorithm called Cautious,
which fills the buffer at the lowest price possible and uses it otherwise. We show how this
algorithm performs compared to the algorithm which buys the current request in every
time step, i.e., which does not use the buffer, as well as to the optimal offline algorithm
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for this setting. The stochastic input model presented is very limited and the prices are
rarely generated by a random walk in real world applications. Therefore, the setting is
extended to a more general input model in Chapter 4. There, we study Online Buffering
using regret minimization algorithms.
Regret minimization algorithms solve Online Buffering without assumptions about the
underlying price model. The input model is, therefore, extended in this chapter. We show
that standard online learning algorithms do not perform well for Online Buffering. We
introduce two algorithms, called Shrinking Dartboard and Weighted Fractional and show
that those algorithms can solve Online Buffering with low expected costs.
In Chapter 5 the Shrinking Dartboard algorithm is extended such that it can be imple-
mented as control strategy in a hybrid electric vehicle. There are certain difficulties such
as numerical instability when implementing the Shrinking Dartboard algorithm. These
problems are addressed in Chapter 5 and it is explained how the algorithm can be adapted
to ensure numerical stability when it is implemented.
In Chapter 6 we use a model of the hybrid electric vehicle, implemented in Simulink, to
simulate the algorithms studied in the theoretical part of this thesis as control strategies.
A hybrid electric vehicle is a vehicle equipped with a combustion and an electrical engine
as well as a battery. A control strategy defines under which conditions the electrical engine
is used to charge the battery or to discharge energy from the battery for driving. We use
the algorithms introduced in the first part of the thesis as control strategies. In Chapter 6
we describe the simulation model and present the simulation results. In Section 6.3 each
of the presented strategies is simulated with different parameter sets and the results of
each strategy are presented. In Section 6.4 different strategies with different parameter
sets are used as expert set for the regret minimization algorithms and the performance of
the algorithms is compared to Equivalent Consumption Minimization Strategies. In the
last chapter, we summarize the results of this thesis and give open problems and further
questions which have not been studied yet.
Some of our own results have been published beforehand. The results about Online Buf-
fering in a stochastic input model presented in Chapter 3 are based on [EVW09].
• Matthias Englert, Berthold Vo¨cking and Melanie Winkler, Economical Caching with
Stochastic Prices, In: Proceedings of the 5th Symposium on Stochastic Algorithms,
Foundations and Applications (SAGA), pages 179-190, 2009.
For the sake of having a complete presentation of the results, Section 3.3 contains the
description and a short qualitative analysis of an algorithm that is already part of the
diploma thesis [Win08].
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The results about regret minimization for Online Buffering problems presented in Chapter 4
have been published at the Conference on Learning Theory.
• Sascha Geulen, Berthold Vo¨cking and Melanie Winkler, Regret Minimization for
Online Buffering Problems Using the Weighted Majority Algorithm, In: Proceedings
of the 23rd Conference on Learning Theory (COLT), pages 132-143, 2010.
The simulation results presented in Chapter 6 will appear in the proceedings of the FISITA
Automotive Congress, 2014.
• Melanie Winkler, Sascha Geulen, Martina Josevski, Michael Tegethoff, Dirk Abel and
Berthold Vo¨cking, Online Parameter Tuning Methods for Adaptive ECMS Control
Strategies in Hybrid Electric Vehicles, In: Proceedings of the 35th FISITA Congress
(FISITA), 2014. Submitted for publication.
The results presented in Chapter 5 have not been published yet.
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Preliminaries and Related Work
In this chapter we present the work which has previously been done in research areas within
the scope of this thesis. We give an overview about existing results and describe how those
results are extended by our studies in this thesis. We furthermore give an introduction
to topics on which this thesis is build, such as online learning algorithms, hybrid electric
vehicles and their control strategies. The presented topics are build the foundation for this
thesis, but have not been the result of our work. We introduce them in this chapter, to
establish the basic theoretical knowledge for the studies in this thesis.
2.1 Related Work
In Online Buffering a resource with varying prices is purchased and consumed over time. In
the theoretical studies of this thesis, we consider the Online Buffering problem for different
price functions, which define the costs for the given resource. We assume time proceeds in
discrete time steps. In each time step a decision maker, i.e., an online algorithm, is given
the amount of the resource which is consumed in that time step and the price function of
the resource. The price function might depend on the amount of the resource purchased
by the decision maker. Based on the information revealed so far, the algorithm has to
announce the amount it wants to purchase in that time step. Decisions which are made at
a certain time step cannot be revoked by the decision maker in later time steps. In each
time step the cost of the decision maker depends on the amount purchased in that time
step. The goal is to achieve accumulated cost which are as low as possible over the whole
request sequence. The length of the request sequence might or might not be known to the
algorithm in advance.
The Online Buffering problem is related to the well known one-way trading problem
11
Chapter 2. Preliminaries and Related Work
[EYFKT01, EY98, BEY98]. In online one-way trading, a trader is given a specified amount
of one currency. Furthermore, the trader is given an exchange rate from that currency to
a second one in each time step. Based on the current and possibly past exchange rates
and the remaining amount of money in the first currency, the trader then has to decide
how much of the money he wants to change into the second currency for the exchange
rate given in that time step. The trader has no knowledge of future exchange rates. The
trader’s goal is to get the largest amount possible in currency two at the end of the trading
process. The trading in this process is only allowed from currency one to currency two,
backward trading is not possible. Problems, which can be modeled as one-way trading,
can occur for example in the stock market. There, a trader has to decide how much of
its assets he wants to sell, given the current market conditions. In Online Buffering the
trader is furthermore given a certain amount of the second currency, which is spent in
that time step and, therefore, has to be available in that currency at the given time step.
In [EYFKT01], the one-way trading problem is studied in a setting where the online al-
gorithm is given an interval [γ1, γ2] of possible exchange rates before the trading process
starts. The algorithm presented in [EYFKT01] is then able to achieve a competitive factor
of Θ(log γ) with γ = γ2/γ1. This factor can also be achieved, if only the ratio γ between
the lowest and the highest exchange rate is known. In a similar problem, called two-way
trading problem and which is presented for example in [EY98], the buyer is allowed to buy
and sell in both directions. This setting also occurs in the portfolio management problem
[CO96, HSSW98, OC96], where the trader can buy and sell different portfolios each day.
The online problems stated above illustrate a difficulty which all online problems have in
common. They have to make decisions in uncertain environments. In an online setting,
the input for the model is generated in discrete time steps, i.e., the information which is
available about the problem changes over time. Unfortunately, an algorithm has to choose
its actions in a time step directly when the input for that time step is revealed. Hence, the
decisions are often suboptimal when comparing them to the decisions which would have
been made if all information would have been available at the time of the decision. Since
the result of the decision is clearly the best if all information can be taken into account,
the optimal result can be calculated by an offline algorithm. This is an algorithm which
has full knowledge in each time step. A common tool to analyse online algorithms is to
compare the result of an online algorithm to the result achieved by an optimal offline
algorithm. The quality of the online algorithm is then defined by the so-called competitive
factor. This factor specifies the multiplicative amount by which the result of the online
algorithm differs at most from the result of the optimal offline algorithm. Hence, the
competitive factor measures the loss in quality of the decision process due to incomplete
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information. The competitive analysis is widely used in theoretical computer science. It
has first been introduced in [ST85]. There, the competitive factor is used to analyse the
list update problem, i.e., the problem how to sort a list when the cost of accessing an item
of the list is proportional to its distance to the head of the list. The competitive factor of
an algorithm A is the smallest value a, such that the fraction of the cost of that algorithm
CA and the cost of the optimal offline algorithm Coff is smaller or equal to a for all input
sequences, i.e., CA/Coff ≤ a (for details see [ST85]). The results of the competitive analysis
are often denoted in the asymptotic notation. For an introduction asymptotic notations
see [CLRS09].
When it has first been considered in [ERSV09], the Online Buffering problem has been
studied in an analysis using the competitive factor. In that work the problem is denoted as
Economical Caching problem. It has been shown that, given an upper price boundary γ2
and a lower boundary γ1 with γ = γ2/γ1, no memoryless algorithm can achieve a compet-
itive factor better than
√
γ. A memoryless algorithm is an algorithm which does not use
information about past decisions, but decides only based on the current state of the buffer
and the current input given to the algorithm. The competitive factor of that algorithm is
achieved by purchasing the maximal possible amount whenever the price of the resource is
below
√
γ1γ2, and by fulfilling the request using units from the buffer whenever possible if
the price is at least
√
γ1γ2. Additional units are only purchased by the algorithm at prices
higher than
√
γ1γ2 if this is necessary to fulfill the current request. The amount which is
purchased in that case is chosen to be as low as possible while the algorithm must still be
able to fulfill the current request. The competitive factor can be improved if the algorithm
keeps track of the history of its decisions. An algorithm which bases its decisions on past
purchases is no longer memoryless. However, such an algorithm can achieve a competitive
factor of W (1−γ/eγ + 1)−1, where W denotes the Lambert W function [CGH+96], i.e., the
inverse of f(x) = x · ex, satisfying W (y) ≥ −1 for all y ≥ −1/e. The algorithm which
achieves that competitive factor purchases in each step just enough to ensure the com-
petitive factor to hold if after the current step there is only one time step in the request
sequence with maximal consumption and where the resource has maximal cost. It is also
shown in [ERSV09] that this competitive factor is tight, i.e., that no algorithm can achieve
a smaller competitive factor than W (1−γ/eγ + 1)−1 in this setting.
A different approach to study Online Buffering problems is by using online learning al-
gorithms. An introduction to online learning is given in [Blu98, BM07], for example. In
online learning a decision maker is equipped with N solution strategies for the given prob-
lem, also denoted as experts. In each time step the decision maker, i.e., the algorithm,
can choose one of the strategies whose action it wants to follow for that time step, i.e.,
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the algorithm chooses an expert. The cost of the algorithm in that time step equals the
cost of the chosen expert. The performance of an algorithm is measured in terms of the
regret. There are two widely known regret models, the external regret model and the in-
ternal regret model. In the external regret model [BM07] the performance of the algorithm
is measured by comparing its cost on the request sequence to the cost of the best expert
chosen in hindsight, i.e., the expert which in hindsight achieves the lowest cost on the
request sequence. The regret of an algorithm is the highest difference which can occur on
any possible request sequence of fixed length. An algorithm achieves no regret if the regret
of the algorithm divided by the number of time steps of the request sequence tends to zero
as the length of the request sequence increases. An algorithm that achieves no regret in
the external regret model avoids the situation that in hindsight the costs could have been
reduced by a large amount by using the strategy of one fixed expert instead of executing
the strategy of the online learning algorithm in each time step. External regret models,
also denoted as best expert problems, have been studied for many different problem set-
tings, see for example [CBFH+93, LW89, Han57, FV93, FS97, FS99]. The internal regret
model [FV96a] compares the cost of the algorithm on a request sequence to the cost of a
modified algorithm. The modified algorithm is altered such that it consistently replaces
one action of the original algorithm by another possible strategy from the expert set. The
internal regret of an algorithm is denoted by the largest difference in cost which occurs
on a request sequence of fixed size, when the cost of the modified algorithm are compared
to the cost of the original algorithm. There are several known algorithms which achieve a
low internal regret, see for example [FV96a, FV96b, FV99, CBL03]. It is also possible to
convert an algorithm for the external regret model into one for the internal regret model,
as shown in [BM04]. We do not use the internal regret model in this thesis.
In this thesis we only use the external regret model with full information. In the full
information model (see for example [LW89, KV05, Zin03]) the costs of all experts in a
step are revealed to the algorithm after the algorithm has decided which expert it wants
to follow in this step. In contrast, in the bandit setting [ACBFS03, MBK04] instead of
revealing the costs of all experts, the algorithm is only revealed the cost of the expert
it has chosen for the current time step. In contrast to the full information model, an
algorithm in the bandit setting has no possibility to obtain information about strategies,
which are never chosen. The algorithm, therefore, has to choose every strategy once in a
while to guarantee that a good performance of one of the strategies is not missed by the
algorithm, since this would lead to a high regret of the algorithm. Hence, an algorithm for
the bandit setting has to use some steps to explore how well each strategy performs and
other steps to choose a strategy which has experienced low cost so far in order to guarantee
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a low regret. The bandit setting is suitable in situations where it is not possible to learn
the result of actions which have not been chosen. This is, for example, the case if a car
driver has different routes to drive to work. If the driver has chosen a way which he wants
to drive in the morning, he learns the time it has taken him to drive that route when he
reached his destination. But most likely, he will not learn the time it would have taken
him to drive any other way. The driver can learn if another route is faster than the route
he has chosen only if he chooses to drive that route on another day.
A well known algorithm for the external regret model with full information is the Random-
ized Weighted Majority (RWM) algorithm [LW89]. This algorithm assigns a weight to each
expert. In the beginning each expert is assigned the same weight. Based on the weights
of the experts, the algorithm calculates a probability distribution among the experts, such
that the fraction of weight an expert contributes to the overall weight corresponds to its
probability to be chosen. In each time step an expert is chosen randomly according to the
current probability distribution and the algorithm copies the actions of the chosen expert
for that time step. The weight of each expert is updated based on the cost it has experi-
enced in the time step, and the probability distribution is updated accordingly. It has been
shown, that the RWM algorithm achieves a regret of O
(√
T logN
)
for a request sequence of
length T , when the algorithm is equipped with a set of N experts. It has been furthermore
shown, that this is the best possible regret bound for the standard online learning setting.
A major drawback when applying the Randomized Weighted Majority algorithm to Online
Buffering is that the algorithm switches between the experts frequently. In Online Buffering
switching between experts implies switching between experts which assume a different
filling level of the buffer, i.e., switching between different internal states of the algorithm.
This might lead to additional costs when additional units have to be purchased to bring
the different assumptions about the filling status of the buffer into line. Those additional
costs are not considered in the analysis of RWM. When those costs are considered for the RWM
algorithm, this leads to a large regret, as we will show in Chapter 4. When using online
learning for Online Buffering problems, it is favorable to apply algorithms which do not
switch between the experts frequently. There are algorithms for standard online learning
which do not switch between experts frequently such as Follow The Perturbed Leader
(FPL) [KV05, Han57]. FPL chooses in each time step the expert which has experienced
the lowest cost so far adding some perturbation to the costs of each expert before the costs
are evaluated. If the perturbation is chosen only once in the beginning of the algorithm,
the algorithm switches between the experts rarely. It has been shown in [KV05] that
FPL then achieves a low regret while it does not switch between experts often. However,
this regret can only be achieved against a non-adaptive adversary, i.e., if FPL is applied
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to Online Buffering problems, a low regret can be achieved when the cost of the experts
cannot depend on the initial perturbation of the experts. If the perturbation of the experts
is chosen in each time step, a low regret can also be achieved if the perturbation of past
steps can influence the cost given to the experts in the current time step. However, it is
shown in [KV05] that choosing a new perturbation in each time step increases the number
of expert changes. FPL then no longer achieves a low regret when it is applied to Online
Buffering problems.
There are also algorithms which can achieve a low regret bound only if the price functions
of the resource fulfill certain properties. In [Zin03, FKM05] online convex optimization
problems are studied in a full information model as well as in the bandit setting. In that
setting we are given a convex set S and a sequence of convex price functions pt(x), x ∈ S
in each time step t. [Zin03] shows that, it is possible to choose a point xt from the set S
before the price function pt(x) is revealed using a gradient decent algorithm. The regret
of not choosing a fixed point x for all time steps instead of choosing xt according to the
algorithm is at most O
(√
T
)
. In [FKM05] this problem is studied in the bandit setting
and it is shown that by approximating the unknown gradient when the cost function of
the chosen point is revealed, it is possible to achieve a regret of O
(
T 3/4
)
.
In the algorithms presented so far, it is assumed that all experts from the expert set are
available in each time step. However, there are situations where this might not be the
case. Consider, for example, the driver who has to choose which way he wants to drive
to work. The routes, which the driver can choose to drive to work, might differ due to
construction on the road or traffic accidents. Some of the routes might not be available
on some days. In the sleeping expert setting [FSSW97, KNMS10] this problem is studied,
i.e., it is assumed that the set of experts which is available differs from time step to time
step. In [KNMS10] it is shown that there exist algorithms which achieve regret bounds of
O
(√
TN logN
)
for the full information model and O
(
N
√
T logN
)
for the bandit setting.
In the sleeping expert setting the regret is then measured compared to the best ordering
of experts. The cost of the ordering equals the cost of the highest ranked expert which is
available in the ordering in that time step. T denotes the length of the request sequence
and N gives the size of the expert set.
It holds for all of those algorithms, that the decision maker makes no assumptions about
the set of experts, except that each expert is a strategy which can solve the given problem
in some way. Each of the experts, therefore, may have different assumptions or even
knowledge about future cost. Furthermore, the experts can be specialized for a certain
cost model. One of the expert might use, for example, the optimal online algorithm, if the
cost are defined by an adversary [ERSV09]. Other experts might base their decisions on
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stochastic prediction rules to make forecasts about future cost [JAE07, EVW09], or make
their decisions based on practical experience [LL09, EGB99]. Depending on the area of
application, the experts might also be chosen such that they are specialized to solve the
precise problem of the application efficiently if certain conditions are met. Such experts
are considered in the simulations presented in Chapter 6.
In this thesis we simulate the Online Buffering algorithms as control strategies in a hybrid
electric vehicle (HEV). An introduction to HEVs is given in [CT07, Bec11]. A hybrid
electric vehicle is a vehicle with two engines, typically a combustion engine and an electrical
engine. The combustion engine is the prime mover of the vehicle and the electrical engine
is used to assist the drive of the vehicle or as generator to charge the battery, using energy
which has been produced, but is not consumed in the current time step. We implement
the model of a HEV in Simulink, a software to model technical applications based on
MATLAB, for details see [Beu06]. Different construction parts of the vehicle are taken
from the QSS-toolbox, a toolbox which has been implemented to simplify the construction
of hybrid electric vehicles in Simulink, for details see [GA05].
Since fuel costs increase more and more these days, hybrid electric vehicles have been
studied widely as a way to reduce the fuel consumption of motor vehicles. Often, a first
step in this study is to build a model of a hybrid electric vehicle and then to simulate
control strategies, i.e., strategies that define the power split between the combustion and the
electrical engine, in this model. In [GS05] mathematical models of hybrid electric vehicles
and all parts necessary to calculate the behavior and fuel consumption of an HEV are
given. The different types of hybrid electric vehicles are presented in [WuIfK]. In today’s
HEVs the control strategy is often defined by a predefined heuristic. The operational state
of the vehicle is then defined by simple if-then rules which are fixed during construction.
The rules are generated in experimental studies that are performed during the construction
process, as described in [HH02, LQY+99].
A different approach to control the power generation in a hybrid electric vehicle are Equi-
valent Consumption Minimization Strategies (ECMS) [SGO03, SBG04]. Those strategies
have gained much interest over the past years. So far, they are mainly studied in the
research of control strategies of HEVs. They have not yet been implemented in todays
vehicles. In ECMS an equivalence factor is calculated. It defines the amount of energy
produced by fuel which is valued equivalently to a certain amount of electrical energy. By
using this factor it is possible to allocate a fuel consumption to energy produced by the
electrical engine and hence, electric energy is no longer seen as freely available. The factor
is used, since electrical energy which is consumed at a certain time step has to be produced
by fuel at some point in time beforehand. Hence, it is reasonable to take this into account
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when using electric energy instead of energy produced by fuel to drive the vehicle. The
optimal value of the equivalence factor depends on the driving situation.
There are several different approaches to update the equivalence factor to adapt it to the
current driving conditions. Simple update rules assume a reference value for the equivalence
factor and perform the update only based on the current state of charge of the battery.
Those update rules are for example studied in [CSC10]. Strategies using these update
rules have the disadvantage that their parameters have to be tuned to meet the driving
conditions, in order to achieve a low fuel consumption. This is only possible if the driving
conditions are known in advance. Furthermore, the adaption of the equivalence factor is
only possible by changing the desired state of charge. If there is a larger difference in the
reference value of the equivalence factor and the factor which is optimal for the driving
cycle, this leads to battery operation in inefficient states of charge.
More advanced update rules as studied in [CCDMP10, KKvdBK08], therefore, take into
account not only the current, but also past states of charges to adapt the reference value
of the equivalence factor. Those strategies have the advantage, that the equivalence factor
can be corrected without a permanent change of battery’s the state of charge, by allowing
the update rule to take into account past states of charge. Furthermore, these strategies
seem to be more robust against changes in the driving situations. This is an advantage if
the driving cycle is not known in advance, since those strategies can still achieve a relatively
low fuel consumption.
A third type of update rules is given in [OSR10]. This mechanism updates the equivalence
factor by considering the past two equivalence factors and the current derivation between
the desired and the current state of charge. In contrast to previously presented update
rules, this strategy does not perform an update in each time step, but only after a time
interval of predefined length has passed. This strategy aims for a better use of the battery,
since it allows an arbitrary derivation between the current and the desired state of charge
between two update steps.
2.2 Hybrid Electric Vehicle
A typical application of the Online Buffering problem is the power management of a hybrid
electric vehicle. In Chapter 6 we use this application to study Online Buffering algorithms
in an experimental setting. In this section we establish the basics for this study by in-
troducing the concept of a hybrid electric vehicle (HEV) in more detail, present different
types of HEVs and give an overview about different control strategies used in the power
management of today’s hybrid electric vehicles and in the research of power management
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A hybrid electric vehicle or hybrid-electric propulsion system is a motor vehicle with at
least two engines. The prime mover of the car is a combustion engine driven by fuel. The
second engine is an electrical engine. This engine can also be used as generator. The
electrical engine can raise the performance of the vehicle by boosting or it can purely drive
the car, for example, in start-stop situations. It can also increase the degree of efficiency
of the combustion engine by adapting the point of operation of this engine and recuperate
energy during phases of decelerating or braking. The electrical engine is often used when
the combustion engine is not performing at its optimal point of operation when it produces
the current power demand of the vehicle.
When using the electrical engine to decrease or increase, respectively, the amount of energy
which is produced by the combustion engine, this engine can work at its optimal point of
operation. Hence, the combustion engine is used as prime mover and ensures that the car
has a high cruising range, while the electrical engine can decrease the fuel consumption.
In order to store additional energy until it is used, the vehicle has to be equipped with
a battery which is large enough to fulfill the requirements of the vehicle. The size of the
Melanie Winkler 19
Chapter 2. Preliminaries and Related Work
battery depends on the power of the electrical engine and the demand the battery should
be able to fulfill, i.e., the distance the vehicle should be able to drive purely electrically.
In the simulations we use a model of a full HEV. The modeled vehicle can drive in full
combustion mode, fully electrically or the electrical engine can be used to increase the
engine efficiency in low efficiency ranges of the combustion engine. Mild hybrid electric
vehicles, i.e., HEVs which cannot be driven fully electrical, are not considered in this study.
There are three basic types of full HEVs [WuIfK], parallel, serial and combined hybrids,
which all differ in the construction of the drive train.
• Parallel HEVs are the simplest form of a HEV. Both the combustion engine and
the electrical engine are directly coupled with the driving wheels. The engines are,
therefore, mounted on the same shaft and the speed of the vehicle directly defines
the speed of the engines (the speed of the combustion engine can still be adapted by
choosing a suitable gear). Parallel HEVs can be driven using only the combustion
engine, purely electrically or using both engines (Figure 2.1).
• Serial HEVs can be seen as a purely electrical vehicle with an additional combustion
engine used to increase the cruising range of the car. A serial HEV consists of a
combustion engine, a generator and an electrical engine. The combustion engine can
be used to produce energy. The energy is then converted into electrical energy using
the generator. It can be saved in the battery or directly be used to drive the electrical
engine. Unfortunately, transforming the energy produced by the combustion engine
into electrical energy before using it leads to high energy losses (Figure 2.2).
• Combined HEVs are a mixture of parallel and serial hybrid electric vehicles. The
energy produced by the combustion engine is brought to the planetary gear. It can
then be brought directly to the driving shaft or it can be used to fill the battery by
driving the electrical generator. This mixture leads to a more complex structure but
also to a higher degree of efficiency of the engines (Figure 2.3).
2.2.1 Parallel Hybrid Electrical Vehicle
In this section we describe the parallel HEV in detail, since this model is used in the
simulations in Chapter 6. A parallel HEV is equipped with a combustion and an electrical
engine. Combustion engine, electrical engine and drive shaft are connected, such that
both engines can drive the vehicle mechanically. The combustion engine can also drive the
vehicle indirectly by bringing the produced energy electrically to the drive shaft, i.e., by
storing the energy in the battery and using it at a later point in time. In a parallel HEV the
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combustion engine is equipped with a gearshift and there exists only one electrical engine
used as generator and to drive the vehicle using energy from the battery. The electrical
engine can, therefore, only be operated with the same rotary speed as demanded at the
wheels. Furthermore, since there is only one electrical engine which is used as generator and
as electrical engine, it is not possible to charge and discharge the battery simultaneously.
This structure makes the vehicle slightly less flexible than a combined HEV, but on the
other side, its structure and hence its construction is much simpler. By directly applying
mechanical energy to the drive shaft, large energy losses which occur in a serial HEV by
transforming the energy twice before applying it to the drive shaft, are avoided.
The HEV used in the simulation is a full hybrid, i.e., the vehicle is able to drive only
with the combustion engine as well as fully electrically. Furthermore, both engines can
be combined arbitrarily within their operational limits. To ensure that all those driving
modes are possible, the components of the vehicle have to fulfill certain requirements. For
driving purely electrically or using only the combustion engine, both engines have to be
able to produce the amount of energy that is necessary for the driving scenarios in which
the vehicle is driven by only one of the engines. The combustion engine has to be able to
fulfill this requirement also in every standard car. In a full hybrid vehicle also the electrical
engine and the battery have to be strong enough to drive the vehicle, at least at slow speed.
The battery has to be large enough to provide energy for driving purely electrically for
a short period of time. Furthermore, also the electrical system of the vehicle has to be
adapted such that a stress level of 250V can be produced, which is necessary for electrical
driving. If those requirements are fulfilled, a full HEV can be driven in five driving modes.
Those are recuperation, electrical driving, refilling, boosting and driving purely with the
combustion engine.
• Recuperation: This mode uses energy produced by the vehicle to drive the electrical
engine in generator mode to fill the battery. It is only used when the speed of the
vehicle should be decreased, i.e., while braking. The excess kinetic energy of the
vehicle is used to drive the electrical engine of the HEV, which is used as generator
to charge the battery. The combustion engine is decoupled from the drive shaft and is
switched off. By this, unnecessary idle time of the combustion engine can be avoided.
Recuperation is possible while the battery is not completely filled and at each point
in time the battery has to be charged by an amount that is small enough to meet
the requirements for the charging rate of the battery.
• Electrical driving: Driving purely electrical is commonly used when a HEV is
driving with low speed. Using the combustion engine to drive slowly, leads to high
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frictional loss in the combustion engine and hence, the engine is driven at a low engine
efficiency. At low speed, the electrical engine is able to drive the vehicle without large
amounts of frictional loss. Therefore, at low speed levels the combustion engine is
switched off and decoupled from the driving shaft and the vehicle is driven purely
electrically. Electrical driving is only possible as long as the electrical engine has
enough power to drive the vehicle at the demanded speed. Furthermore, enough
energy has to be stored in the battery to fulfill the power demand.
• Reloading: While reloading, the combustion engine produces more energy than
currently used for driving. The surplus is used to charge the battery. Reloading
is used mostly at medium speeds. While driving at a medium speed, the electrical
engine is no longer able to drive the car purely electrically, while the combustion
engine cannot be powered at optimal engine efficiency. Therefore, the combustion
engine produces more energy than needed to drive the vehicle, such that the efficiency
of the combustion engine is pushed into the optimal engine efficiency. The spare
energy is used to drive the electrical engine, used as a generator, to recharge the
battery. Reloading can be done if the combustion engine is able to produce more
power than currently used for driving and as long as the battery is not completely
filled.
• Boosting: The boosting mode uses energy from the battery, while also producing
power with the combustion engine. Boosting is mostly used to provide high power of
the vehicle for a shorter period of time, while still driving the combustion engine at
optimal efficiency. This is the only mode where both engines produce positive energy,
to drive the HEV. This mode is mainly used at high speeds or in situations where
the vehicle speed has to be increased fast for a short period of time, for example in
overtaking or to increase the acceleration performance. Boosting can also be used at
lower speed to decrease the charging degree of the battery. Boosting is possible as
long as the battery is able to provide the necessary power, i.e., it is not empty and
the electrical engine can provide the amount of power requested for boosting.
The exact driving conditions and the charging level of the battery for choosing one of the
operation modes is made by the control strategy of the HEV. In the simulations of this
thesis we assume that the power demand at the wheels is given by a driving cycle, i.e.,
a velocity profile of fixed length. It is also assumed that the vehicle is driven on a road
without slope. Using a driving cycle, the power P twheel necessary to drive the vehicle at
time step t can be computed, as described in [GS13].
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In the driving cycles, the speed, the acceleration of the vehicle as well as the chosen gear are
given for every second of the driving cycle. It is assumed that the speed and acceleration
are fixed for the length of one second. Given those parameters as well as the specifications
of the vehicle, it is possible to calculate the power which has to be produced by the engines
of the vehicle to meet the speed and acceleration defined by the driving cycle. This power
has to be provided by both engines together. The split ut ≥ 0 defines the percentage
of power that is produced by the combustion engine at time t. The vehicle can drive
using only the combustion engine (ut = 1) or it can drive purely electrically (ut = 0).
Furthermore, both engines can drive the vehicle together (0 < ut < 1). If ut > 1 holds,
the combustion engine drives the vehicle and recharges the battery simultaneously. So the
power generated by the combustion engine Pcomb(t, u
t) and the electrical engine Pelec(t, u
t)
can be computed by
Pcomb(t, u
t) = ut ·P twheel
Pelec(t, u
t) = (1− ut) ·P twheel .
The split ut of the power is calculated by a control strategy in the engine control unit.
2.3 Control Strategies
Control strategies are implemented in the control unit of the vehicle. Since those strategies
define the power split between the engines, control strategies have a large influence on the
fuel consumption of a HEV. Changing the control strategy, therefore, also changes the fuel
consumption of a vehicle. In the remaining of this section we present control strategies to
calculate the split between the engines used in the control unit of today’s hybrid electric
vehicles and in the research on optimizing control strategies in future vehicles.
2.3.1 Heuristics
In today’s hybrid electric vehicles heuristics are often used as control strategy in the power
control unit. Heuristics are strategies which are constructed by testing different driving
modes in standard driving cycles and comparing the fuel consumption of the strategies.
By this, the optimal switching points between different driving modes are defined for the
simulated driving conditions. In a vehicle driven by a control strategy defined by a heuristic,
the driving mode is selected based on the currently requested torque and rotational speed.
Generally, all heuristics work in a similar way. If a negative acceleration is given by the
driving cycle, i.e., the vehicle is braking, there is a negative torque at the axle. The
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Figure 2.4: Example of a heuristic [Bec11]
electrical engine can use this torque to produce energy using the generator mode to charge
the battery. If the vehicle drives at low speed, it can be driven purely electrically since
at those speeds the combustion engine can not be used efficiently. If the speed increases,
driving purely electrically is no longer possible or efficient. Hence, the vehicle is operated
by the combustion engine. To use the combustion engine at an efficient operation point,
the combustion engine has to produce more energy than needed to drive the vehicle. The
surplus charges the battery. If the speed increases further, the car can be driven purely by
the combustion engine. The electrical engine can be used to further increase the speed of
the vehicle by boosting. An example heuristic is given in Figure 2.4.
The exact driving conditions when to switch from one mode to another depend on the
requested torque and the rotational speed. The driving conditions for switching between
the operation modes are defined by the heuristic. In more complex heuristics the operation
mode is also defined by the state of charge, the acceleration or other variables. Heuristics
are tuned by driving a vehicle in a test environment using standard test cycles. The results
of those test cycles define the driving mode for different driving conditions. The main
advantage of heuristics is that they are easy to understand and that the implementation
is not complex. If a heuristic is tuned carefully for a certain vehicle, it can reduce the fuel
consumption of that HEV. But, unfortunately, the tuning, i.e., defining the thresholds of a
heuristic, has to be done by hand and depends on the specifications of the vehicle and the
test scenarios. The testing is, furthermore, performed in a closed testing environment in
a fixed experimental setting. It is not possible to achieve robust results regarding the fuel
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consumption of a hybrid electric vehicle if the exact specification and driving conditions of
the test scenarios are not met. The test scenarios which have to be performed to achieve
realistic heuristics are, furthermore, very complex. The optimal heuristic can also not
be transfered from one vehicle to another. In this thesis we, therefore, study only very
simple heuristics, which are constructed without testing. Those heuristics are denoted as
threshold algorithms and are introduced in Chapter 3.
2.3.2 Equivalent Consumption Minimization Strategies
Equivalence Consumption Minimization Strategies (ECMS) are objective of research stud-
ies for the control of a hybrid electric vehicle. Those strategies have an advantage over
heuristics, since they depend less on the exact specifications of the vehicle and can gener-
ally achieve a lower fuel consumption than a heuristic. In order to calculate the optimal
split between the combustion engine and the electrical engine, the ECMS defines a factor
ξ to compare the energy produced by the combustion engine with that at the electrical
engine. The calculated factor sets one unit of electrical energy equal to ξ units of energy
produced by fuel. The factor ξ is, therefore, called equivalence factor [SGO03]. The idea of
calculating an equivalence factor is that every unit of energy used from the battery has to
be produced at some point in time, before it is used. Hence, units taken from the battery
are not directly produced by fuel, but they have generated some fuel consumption when
they were produced and stored into the battery. This is regarded by the equivalence factor.
If the equivalence factor is known, it is possible to calculate the optimal split between the
different powers. If the power within a time step is constant, the energy E(t, ut) used by
an engine can be computed by multiplying the power of the engine P (t, ut) at time step t
with the length of the time step ∆t. The algorithm then chooses in each time step an ut
such that the total fuel consumption
J(t, ut) = ζ(ω, T ) ·Ecomb(t, ut) + ξt/L ·Eelec(t, ut)
=
(
ζ(ω, T ) ·ut + ξt/L · (1− ut)) ·Etwheel
is minimized, where ζ(ω, T ) is the specific fuel consumption of the combustion engine. It
is usually given by a specific fuel consumption map, see Figure 2.5. This map shows the
specific fuel consumption depending on rotational speed ω and torque T of the engine
[SBG04]. L denotes the lower heating value of gasoline, i.e., the amount of heat released
during the combustion of one kilogram of fuel.
If the driving cycle is completely known in advance, it is possible to calculate the optimal
fixed equivalence factor under the condition that the state of charge of the battery (SOC)
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Figure 2.5: Hybrid Electric Vehicle:
Specific fuel consumption map in g/kWh
Figure 2.6: Hybrid Electric Vehicle:
Efficiency map of electrical engine
is the same in the beginning and at the end of the driving cycle. This can be done using
iterative search and calculating the fuel consumption for each tested equivalence factor.
This approach is possible, since there exists an bijective relation between the state of charge
and the equivalence factor. In an online setting we cannot do this, since the power demand
is only known for past and the current time step.
ECMS can also be used if the driving cycle is not known in advance. Those strategies
start with a predefined equivalence factor ξ0. Since the optimal value of ξ0 depends on
the driving cycle, the starting value can normally not been chosen optimally. A suitable
starting value is, therefore, found by simulating ECMS with different equivalence factors
in a test environment and by using a factor which achieves a low fuel consumption for most
tested driving cycles, since it is assumed that such a starting value generated a low fuel
consumption also in future driving cycles. The equivalence factor is then updated in every
time step or after a certain number of time steps during the driving cycle. The update can
be based on predictions about the simulated driving cycle or on the state of charge of the
battery.
Equivalence consumption minimization strategies are objective of current research of con-
trol strategies of hybrid electric vehicles (see [OS11]). The update strategies considered in
this thesis adapt the reference value only based on the feedback from the battery about
the current state of charge. There are other strategies, which require full knowledge of
the simulated driving cycle and can only be applied if this knowledge is given. Since we
assume that the driving cycles are not known beforehand and that a priori knowledge is a
crucial restriction of those strategies, we restrain the update rules considered in this thesis
to the former type. Let bref denote the reference state of charge of the battery, i.e., the
strategy starts with this state of charge and this is also the state to which the current state
of charge is compared to in the presented update rules. The value of bref is fixed during the
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simulations and chosen such that a long life time of the battery is ensured if the battery is
operated around this state of charge. In the remaining of the section we present different
update strategies for the equivalence factor.
Constant Equivalence Factor
The constant equivalence factor is a simplified control strategy. It is interesting only from
a theoretical point of view, for example, used as the expert in an online learning algorithm.
It is not flexible enough to be used directly as fixed control strategy in a hybrid electric
vehicle. To decide when to charge and discharge the battery, a fixed equivalence factor is
defined. The value of the equivalence factor is defined in the beginning of the simulation and
the same factor is used in every time step to calculate the power split between combustion
and electrical engine.
The strategy is denoted by Constantξ0 , since it is not updated during the simulation. The
equivalence factor ξt for a time step t is then given by
ξt = ξ0.
Constantξ0 cannot be applied as reasonable control strategy in a hybrid electric vehicle.
Since the factor is the same for each time step of the driving cycle, it will not reduce the fuel
consumption, since the power split is chosen only based on the operation point of the engine,
without considering the state of charge of the battery or the current driving conditions.
To reduce the fuel consumption, the equivalence factor has be chosen depending on the
driving conditions and the state of charge of the battery, since also the optimal equivalence
factor depends on those conditions. Constantξ0 is, therefore, added only as simple expert
strategy for the learning algorithms. Those algorithms can adapt the factor over time and
it might, therefore, be sufficient to use Constantξ0 to achieve a low fuel consumption.
Simple Update Rule
The simple equivalence factor strategy, denoted by Simpleξ0,kP , updates the reference value
ξ0 based on the current state of charge. This strategy has been presented in [CSC10] and
is, in contrast to Constantξ0 , used as expert strategy in the learning algorithm and as fixed
control strategy with predefined parameters in a hybrid electric vehicle. The simple update
rule considers the difference between the current state of charge bt and the reference value
bref . The difference between those values is weighted with kP , which has to be specified
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appropriately. In time step t the equivalence factor ξt is then calculated by:
ξ(bt) = ξ0 + kP (bref − bt). (2.1)
This rule is relatively static, since the update is only based on the current state of charge
and the reference value bref . If the value of ξ
0 does not match the correct value for the
simulated driving cycle, this value can only be corrected by changing the state of charge of
the battery. The exact amount by which the state of charge is changed, depends on kP . If
the values bref and ξ
0 are not carefully tuned, the battery is operated at a suboptimal state
of charge and by this the lifetime of the battery is shorten. Furthermore, if the battery
is completely charged or discharged to adapt the equivalence factor, it cannot be used
efficiently to reduce the fuel consumption. It is, therefore, crucial for this update rule that
the parameters are tuned carefully, such that they are suitable for the simulated driving
cycle.
Advanced Update Rule
A slightly more flexible strategy is the advanced update rule, denoted by Advancedξ0,kP ,kI .
This strategy is, for example, studied in [CCDMP10, KKvdBK08]. Advancedξ0,kP ,kI con-
siders not only the current difference between bt and bref , but also earlier differences. The
differences are weighted differently and are used to adapt the value of the equivalence
factor. An advantage of this update rule is that adapting ξ0 based on this rule does not
necessarily lead to a suboptimal state of charge of the battery in the case that ξ0 is chosen
suboptimal. This is due to the fact, that by considering past state of charges, also differ-
ences in those time steps influence the current equivalence factor. Hence, a large period
of smaller differences between bref and b
t can correct the equivalence factor and it is not
necessary that the current state of charge differs largely from bref to adapt the equivalence
factor. This is the case even if ξ0 differs largely from the optimal equivalence factor for the
given driving cycle. Formally, Advancedξ0,kP ,kI is given by
ξ(bt) = ξ0 + kP (bref − bt) + kI
t∑
s=1
(bref − bs). (2.2)
It can be seen that the weights for the current time step and past time steps can be chosen
independently of each other. The weights can be chosen such that the equivalence factor
ξ0 is corrected to a value suitable for the simulated driving cycle, while the battery is
still operated at a state of charge around bref . A disadvantage of this strategy is that
28 Melanie Winkler
2.3. Control Strategies
Advancedξ0,kP ,kI has to keep track of the states of charge. Computing this equivalence
factor is, therefore, more complex than computing the update rules presented before.
Interval Update Rule
A strategy which uses a different concept to update the equivalence factor is the interval
update rule [OSR10], denoted by Intervalξ0,kD,i. Intervalξ0,kD,i does not perform an
update in each time step, but only after i time steps have passed since the last update.
The equivalence factor is, furthermore, not calculated based on a reference value ξ0, but
based on the last two equivalence factors. In the beginning of the simulation the equivalence
factor is initialized with the reference value, i.e., ξ(−1) = ξ(0) = ξ0. If I denotes the I-th
update step, Intervalξ0,kD,i is given by
ξ(bt, I) =
ξI−1 + ξI−2
2
+ kD(bref − bt), (2.3)
where bt denotes the state of charge in the time step, in which the update is performed.
The same equivalence factor is then used to calculate the optimal split for the next i
time steps. By performing an update only every i steps, Intervalξ0,kD,i allows a larger
derivation between bref and b
t than for example Advancedξ0,kP ,kI . Hence, the battery can
be used more flexible and, therefore, also more efficiently to reduce the fuel consumption.
The interval length i has to be chosen, such that it allows certain derivations in the state of
charge between two update steps, while bt should still remain within the optimal operation
boundaries for all time steps. A disadvantage of this strategy is that the driving conditions
of the vehicle might differ largely between two update steps. The update of the equivalence
factor does not consider that difference. Hence, the equivalence factor might not be updated
optimally. To avoid this, it is possible to use a variable interval length i. If i time steps
have passed since the last update, an update is performed in the first time step where the
vehicle is in the condition defined as update condition in the beginning (for example the
vehicle has stopped). This strategy is denoted by Flexibleξ0,kD,i. However, this strategy
is reasonable only if it is ensured that the update condition is met again after roughly i
time steps. Generally, this can not be guaranteed. Hence, when this strategy is applied,
the same equivalence factor might be used for much longer than i time steps.
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Online Buffering in a Stochastic Input Model
In Online Buffering a resource with varying prices is purchased and consumed over time.
A buffer can be used to store the resource for the time of its purchase until it is consumed.
Generally, in Online Buffering an algorithm is given the current price function and the
current consumption of the resource in each time step. In this chapter we study Online
Buffering in a stochastic input model, i.e., we assume, that the price is chosen stochastically
from the set of possible prices {γ1, γ1 + 1, . . . , γ2}. We, furthermore, assume that the price
per unit of the resource is fixed in a time step, i.e., that the price per unit does not depend
on the purchased quantity and that the demand equals one in each time step. Based on
the given information, the algorithm then has to decide which amount of the resource it
wants to purchase. This decision has to be made such that feasibility is guaranteed, i.e.,
the amount purchased plus the portion in the buffer has to be sufficient to fulfill the current
demand of one unit.
Formally, the setting studied in this section is defined as follows. As defined in the general
problem setting in Chapter 1, we assume that time proceeds in discrete time steps and
that the algorithm is equipped with a buffer of size B. The length of the sequence is T and
it might or might not be known to the algorithm in advance. An instance of the problem
is defined by a sequence σ = σ1, . . . , σT . A time step σt of the request sequence is then
defined by
• a price ct ∈ {γ1, γ1 + 1, . . . , γ2} for an amount of one unit of the resource, the price
is generated by a random walk
• a demand of one in each time step
• bt, which defines the amount currently stored in the buffer, it is not given by the
request sequence, but depends on past purchases.
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Based on this information, the algorithm has to define the amount xt which is purchased
in the current time step. By comparing this setting to the definition of Online Buffering
in Chapter 1, it can be seen that the model in this chapter is slightly limited. In the
remaining of this chapter we describe the input model in more detail. We then present
and analyse algorithms for Online Buffering in a stochastic input model.
3.1 Stochastic Input Model
In this section we study Online Buffering under the condition that the prices of the resource
are generated stochastically. We assume, that the resource can be purchased at a price
ct ∈ {γ1, γ1 + 1, . . . , γ2}, where γ1 is an integer, which denotes the lowest price possible
and γ2 is an integer, defining the highest possible price. In every time step t price c
t is
generated by a random walk with reflecting boundaries.
A random walk with reflecting boundaries is a random process defined on integers with
boundaries γ1 and γ2. The random walk starts with an arbitrary integer from the set
{γ1, γ1 + 1, . . . , γ2}, with |{γ1, γ1 + 1, . . . , γ2}| = I. Given the value ct of a random walk
at time step t, the value increases and decreases, respectively, by one with probability 1/2
each if ct 6= γ1 and ct 6= γ2. If ct = γ1, it increases by one or does not change its value
with probability 1/2 each. If ct = γ2, it decreases by one or does not change its value
with probability 1/2 each. This can also be seen as a walk with step length one inside an
integer set with reflecting boundaries at γ1− 1/2 and γ2 + 1/2. If the random walk hits these
boundaries, it is reflected back to the value at which this step has started.
Formally, the probability that ct+1 assumes a certain value is given by Pr [ct+1 = ct + 1] =
1/2 and Pr [ct+1 = ct] = 1/2 if ct = γ1. It is Pr [c
t+1 = ct − 1] = 1/2 and Pr [ct+1 = ct] = 1/2
if ct = γ2 and Pr [c
t+1 = ct + 1] = 1/2 and Pr [ct+1 = ct − 1] = 1/2 otherwise.
It is known that a random walk with reflecting boundaries reaches a steady state distribution
after a certain number of time steps. A steady state distribution of a random walk is a
fixed probability distribution which defines the probability that the random walk equals c
in a given time step, for every c ∈ {γ1, γ1 + 1, . . . , γ2}. In a random walk with reflecting
boundaries on the integer set {γ1, γ1 + 1, . . . , γ2}, this probability equals 1γ2−γ1+1 for every
c ∈ {γ1, γ1 + 1, . . . , γ2} (see [Fel68]).
Formally, Online Buffering with prices generated by a random walk is, therefore, defined as
follows. The algorithm starts with an empty buffer at time step 0, i.e., b0 = 0 and a price c1
chosen from the set {γ1, γ1 + 1, . . . , γ2} uniformly at random. The demand of the resource
equals 1 in every time step, i.e., dt = 1 for every t. The prices in following time steps are
modeled by a random walk with reflecting boundaries starting at c1. Choosing the first price
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uniformly at random from the set of possible prices implies that the random walk starts
in the steady state distribution, i.e., the probability that ct = c, c ∈ {γ1, γ1 + 1, . . . , γ2}
equals 1
γ2−γ1+1 for all c ∈ {γ1, γ1 + 1, . . . , γ2}. In each time step we can calculate the
status of the buffer by bt = bt−1 + xt − 1, where xt defines the amount of the resource
purchased in time step t. Since we are dealing with the problem online, xt can only depend
on information from time steps 1, . . . , t, but not on future prices. To ensure feasibility
of the algorithm, i.e., to ensure that the algorithm can fulfill every request and that the
purchased units can be stored in the buffer, the number of units purchased satisfies xt ∈
{max{bt−1, 1}, . . . , B−bt−1+1} in each time step. We assume that at the end of the request
sequence one additional price cT+1 is revealed. This price can be used by the algorithm to
value the units which remain in the storage. Units which are in the storage at the end of
the request sequence can be used if the request process is restarted at some point in time.
The costs of an algorithm are, therefore, influenced only by units which are used in the
current request sequence. Hence, there is no advantage for an algorithm which achieves
an empty buffer at the end of the request sequence. The costs of the algorithm can be
calculated by
CT =
T∑
t=1
xt · ct − bT · cT+1 .
3.2 Threshold Algorithms
An intuitive approach to solve Online Buffering is by using algorithms which purchase more
than requested if the costs of the resource are below a certain threshold. Those units are
then used by the algorithm if the costs of the resource are above a second threshold. If the
costs of the resource are in between those thresholds, the algorithm purchases that amount
currently requested. Since the actions of such an algorithm are defined by thresholds,
those algorithms are denoted as Threshold algorithms. A very simple threshold algorithm
defines for each time step the same cost bounds as thresholds, i.e, given the set {γ1, . . . γ2}
of possible prices, the algorithm defines the values of two thresholds {τ1, τ2}. It holds that
γ1 ≤ τ1 < τ2 ≤ γ2. The value τ1 defines the price boundary up to which the algorithm
purchases more units than currently requested and τ2 defines cost of the resource from
which on the algorithm uses units from the buffer to fulfill the request. The quantity
which is additionally purchased or which is used from the buffer, respectively, can be fixed
for all prices or it might depend on the cost of the resource. A threshold algorithm which
purchased the maximal amount possible if the price of the resource is at most τ1 and which
uses units from the buffer whenever the buffer is not empty and the price of the resource
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is at least γ2 is given as Algorithm 1.
Algorithm 1 (Threshold 1)
Input: ct
1: if ct ≤ τ1 then
2: xt := B − bt−1 + dt
3: else if ct ≥ τ2 then
4: xt := dt −min{dt, bt}
5: else
6: xt = dt
7: end if
In the general definition of Online Buffering, the price per unit might not be fixed for a
given time step, but it might depend on the amount purchased by the algorithm. Instead of
a price ct, that is fixed for the time step, the algorithm is given a price function pt(xt). The
price per unit of the resource then depends on the amount purchased. In Chapter 6 we use
threshold algorithms with two thresholds in a setting where the price per unit depends on
the amount purchased in that time step. Hence, buying an additional units of the resource
can increase or decrease, respectively, the average cost per unit of the resource. In this
setting a threshold algorithm can be defined as Algorithm 2.
Algorithm 2 (Threshold 2)
Input: pt(xt)
1: if pt(dt) ≤ τ1 then
2: find maximal xt, s.t. 0 ≤ xt ≤ B − bt−1 + dt and f t(xt)/xt ≤ γ1 + τ1
3: else if pt(dt) ≥ τ2 then
4: find maximal yt, s.t. 0 ≤ yt ≤ dt and f t(dt−yt)/dt−yt ≥ γ2 + τ2
5: xt := dt −min{yt, bt}
6: else
7: xt = dt
8: end if
The thresholds of an algorithm can be seen as boundaries for the average price per unit.
As described in Algorithm 2, the amount which is additionally purchased is increased until
the average price per unit reaches the threshold. If the price is larger than threshold γ2,
the algorithm uses as many units from the buffer as necessary to decrease the average price
to γ2. This algorithm is only reasonable if the cost function of the resource is convex. In
that case increasing the amount of units purchased also increases the average price per
unit and reducing the quantity purchased decreases the average price per unit. If this is
not the case, the behavior of the algorithm has to be defined differently.
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More sophisticated threshold algorithms, denoted as heuristics, are defined in Section 2.4.
The costs of the algorithm are defined by a two dimensional function which depends on the
torque and the speed necessary to drive the hybrid electric vehicle in a current time step.
In this setting, the costs of the algorithm are defined implicitly by the requested demand
and torque produced by the combustion engine. Based on the torque and speed demand
in relation to the maximal torque and speed possible by the engine, it is then defined how
the vehicle is driven. There are four possibilities to fulfill the demand.
• The buffer of the vehicle is refilled, i.e., the demand is fulfilled by purchasing the
requested amount, an additional amount is purchased to fill the storage.
• The vehicle is driven purely electrical, i.e., the amount requested is taken from the
storage.
• The vehicle is driven only by the combustion engine, i.e., the demand is fulfilled by
purchasing the demanded amount in the given time step.
• The vehicle is boosted and therefore, driven by the combustion engine and the elec-
trical engine, i.e., a fraction of the demand is purchased in the current time step and
the remaining is taken from the storage.
Unfortunately, more sophisticated threshold algorithms are relatively complex. The study
in this thesis is, therefore, limited to simple threshold algorithms.
In the remaining of this chapter we assume that the price of the resource is generated
by a random walk. We show that for prices generated by a random walk, the algorithm
which achieves the lowest expected cost is a threshold algorithm, which fills the storage
completely when the price per unit equals γ1, i.e., τ1 = γ1 and uses the buffer whenever
possible, if the price is above that, i.e., τ2 = γ1 + 1.
3.3 Cautious Algorithm
In this section we study a special threshold algorithm, denoted by Cautious. It which fills
the buffer completely whenever the price of the resource equals γ1, i.e., the lowest price
possible. If the price of the resource is larger than γ1, the algorithm uses units from the
buffer if the it is not empty and purchases the current demand if the storage is empty. The
Cautious algorithm is described in Algorithm 3. The algorithm is called Cautious, since
it purchases more than currently requested only if it is guaranteed that the buffer cannot
be filled at lower costs in a later time step. Since units which remain in the storage at the
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end of the request sequence are valued with the price at the end of the sequence, there is
no risk that this strategy might cause costs for storing units in the buffer that could have
been avoided by another strategy.
Algorithm 3 (Cautious)
Input: ct
1: if ct = γ1 then
2: xt := B − bt−1 + 1
3: else
4: xt := 1−min{1, bt}
5: end if
The Cautious algorithm has been introduced in the diploma thesis [Win08]. In this work
Online Buffering has been studied mostly experimentally in a stochastic input model.
In [Win08] it has been shown that Cautious is the algorithm, which achieves the lowest
expected cost for Online Buffering if the prices are generated by a random walk with
reflecting boundaries. For completeness reasons, the proof is also included in this thesis.
In the remaining of the section, we show that Cautious achieves the lowest expected cost
in this setting. The idea of the proof is to show that there is no algorithm which has
higher expected savings compared to the algorithm which never uses the storage, denoted
by NoBuffer. This implies that no algorithm achieves lower expected cost. By expected
savings of an algorithm, we denote that portion of the cost by which the algorithm can
reduce its cost by using the buffer.
An algorithm which never uses the buffer has to purchase each unit at the price given when
the unit is requested. Hence, the NoBuffer algorithm has to buy one unit in every time
step. The cost of NoBuffer, therefore, equals
CTNoBuffer =
T∑
t=1
xt · ct =
T∑
t=1
ct ,
since xt = 1 for every time step t. Bearing in mind that the probability that ct = c
equals 1
γ2−γ1+1 for every c ∈ {γ1, γ1 + 1, . . . , γ2} and every time step t, the expected costs
of NoBuffer can be calculated by
E
[
CTNoBuffer
]
=
T∑
t=1
γ2∑
c=γ1
1
γ2 − γ1 + 1c
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=
T
γ2 − γ1 + 1
(
γ2−γ1+1∑
c=1
c+
γ2−γ1+1∑
c=1
(γ1 − 1)
)
= T · γ1 + γ2
2
.
Hence, the NoBuffer algorithm has expected cost of γ1+γ2
2
per time step.
The savings of an algorithm A are the costs which this algorithm is able to save compared
to the cost of the NoBuffer algorithm, i.e., by using a buffer. It, therefore, denotes the cost
of the NoBuffer algorithm, minus the cost of algorithm A and gives the amount of money
that the algorithm avoids to spend by its managing strategy for the buffer. Let φtA denote
the savings of algorithm A in time step t and ΦtA =
∑t
s=1 φ
s
A denote the savings of that
algorithm up to time step t, i.e. its cumulative savings in the first t time steps.
Lemma 3.1. For 1 ≤ t ≤ T , the expected savings of an algorithm A equal φtA = bt(ct+1−ct)
for every time step t.
Proof. NoBuffer has cost of ct in time step t. Hence, the accumulated costs of that al-
gorithm, i.e., CtNoBuffer are increased by c
t in time step t. In the same time step the
accumulated costs of algorithm A increase by
xt · ct − bt · ct+1 + bt−1 · ct = ct − bt(ct+1 − ct).
This equation follows from bt = bt−1 + xt − 1 and takes into account the change in the
value from units in the buffer from one time step to the next. This calculation, therefore,
does not account the algorithm for its real costs in a time step, but for the influence which
this time step has on the accumulated cost of the algorithm. The savings of algorithm A
are then calculated by subtracting the cost of algorithm A from the cost of the NoBuffer
algorithm. This leads to the proposition, i.e, φtA = b
t(ct+1 − ct).
The savings of an algorithm, therefore, depend on the change in value of the storage from
step t to step t+1. The change in value can be positive as well as negative and depends on
the change in price of the resource from step t to step t+1. By using this calculation for the
expected savings of an algorithm, we can show that Cautious is the best online algorithm.
This implies that the Cautious algorithm achieves the highest expected savings compared
to the NoBuffer algorithm and, therefore, also the lowest expected cost for Online Buffering
if the prices are generated by a random walk.
Melanie Winkler 37
Chapter 3. Online Buffering in a Stochastic Input Model
Proposition 3.2. For every T ∈ N, there exists no online algorithm which achieves smaller
expected costs than Cautious for a request sequence of length T if the prices of the resource
are generated by a random walk with reflecting boundaries.
Proof. Consider an arbitrary online algorithm A. We assume without loss of generality
that A fills the storage completely whenever the price equals γ1. We can assume that this
holds, since an algorithm cannot save costs by reducing the number of units bought at this
price. The units cannot be bought at a lower price, since γ1 is the lowest price possible.
Furthermore, units which are in the storage at the end of the request sequence are valued
with at least γ1. Hence, buying units at a price γ1 does not increase the expected cost.
We now consider the expected savings of an algorithm A in one time step. The expected
savings for the whole request sequence can then be calculated by summating over the
expected savings of all time steps. We show that the expected savings of an arbitrary
algorithm A for a time step t cannot be larger than those of Cautious. Hence, no algorithm
achieves higher expected savings for a request sequence of arbitrary length.
As shown in Lemma 3.1, the expected savings of an algorithm in one step are calculated
as expected change in the value of the storage in that time step. We first assume that the
current price is ct ∈ {γ1 + 1, . . . , γ2 − 1}, i.e., that the price is no boundary value of the
random walk.
Using the Lemma 3.1, the expected savings for prices within this interval are
E
[
φtA | ct = k
]
=
(
E
[
ct+1 | ct = k]− k) ·E [bt | ct = k] = 0
since E [ct+1 | ct = k] = k.
If the price is ct = γ1, i.e, it equals the lower bound of the random walk, the expected
savings equal
E
[
φtA | ct = γ1
]
=
(
E
[
ct+1 | ct = γ1
]− γ1) ·E [bt | ct = γ1]
=
1
2
·E [bt | ct = γ1]
because E [ct+1 | ct = γ1] = γ1 + 12 .
For a price ct = γ2, i.e., it equals upper bound of the random walk, the expected savings
are
E
[
φtA | ct = γ2
]
=
(
E
[
ct+1 | ct = γ2
]− γ2) ·E [bt | ct = γ2]
= −1
2
·E [bt | ct = γ2]
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because E [ct+1 | ct = γ2] = γ2 − 12 .
Using these equations the expected savings of an algorithm A can be calculated by
E
[
φtA
]
= Pr
[
ct = γ1
] ·E [φtA | ct = γ1]+ Pr [ct = γ2] ·E [φtA | ct = γ2]
=
1
2(γ2 − γ1 + 1)
(
E
[
bt | ct = γ1
]− E [bt | ct = γ2]) .
Since only those algorithms are considered which fill the storage completely whenever the
price equals γ1, E [b
t | ct = γ1] = B holds in every time step. Hence, E [φtA] and, therefore,
the expected savings of an algorithm can be maximized if E [bt | ct = γ2] is minimized. This
is achieved, by setting xt ≤ γ2 − ct − bt + 1 for every price ct > γ1 and every time step t.
Since, this is also holds for the Cautious algorithm, the theorem is proven.
We have shown that the Cautious algorithm achieves the highest expected savings for prices
generated by a random walk with reflecting boundaries. Hence, there is no algorithm with
lower expected cost than the Cautious algorithm. In the next section this algorithm is
studied in a quantitative analysis.
3.4 Quantitative Analysis of Cautious
In this section we study the Cautious algorithm in a quantitative analysis. First, we want
to calculate the expected cost of the Cautious algorithm for a storage of fixed size B. For
this calculation, we need to know the expected duration of a random walk with reflecting
boundaries which starts at a predefined point. We calculate this length, by translating a
random walk with reflecting boundaries into a random walk with absorbing boundaries. A
random walk with absorbing boundaries equals a random walk with reflecting boundaries
until it hits one of the boundaries. In that case, the random walk is absorbed and it ends
in that time step. An example for a random walk with absorbing boundaries is a gambler
who starts with an amount of z dollars. In every round he wins or looses one dollar, each
event happens with probability 1
2
. The game stops when the gambler has an amount of a
dollars or when he has lost everything. By transferring the random walk with reflecting
boundaries into a random walk with absorbing boundaries, we can make use of known
results about the duration of random walks with absorbing boundaries to calculate the
expected duration of a random walk with reflecting boundaries.
Lemma 3.3. The expected duration of a random walk which starts at z ∈ {γ1, γ1+1, . . . , γ2}
with reflecting boundaries at γ1 and γ2 until it hits γ1 is (z − γ1)(2γ2 − γ1 − z + 1).
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Proof. In this proof we will use a result about the duration of a random walk with absorbing
boundaries. We, therefore, show how a random walk with reflecting boundaries at γ1 and
γ2, which starts at z and hits γ1 for the first time at some point in time can be translated
a random walk with absorbing boundaries. We want to perform this transfer without
changing the duration of the random walk. In the first step, the boundary is shifted from
γ1 to 0 and to avoid changing the duration of the random walk γ2 is shifted to γ2− γ1 and
the starting point z to z− γ1. This calculation only shifts the interval of the random walk,
but the distance between the boundaries and the starting point is not influenced. Hence,
also the duration until the random walk hits the lower boundary is not changed.
Instead of considering a the random walk which stops if it hits the lower boundary 0 and is
reflected at the upper boundary γ2−γ1, the interval of the random walk can be mirrored at
γ2−γ1 + 12 in reversed order. Hence, if the random walk is originally reflected at γ2−γ1 + 12
and its value stays the same in that time step, it instead moves into the mirrored interval
and continues its step as in the original interval, only in reversed order, until γ2 − γ1 + 12
is crossed again. If the random walk hits 0 or the mirrored boundary 0, the random walk
is absorbed and it stops.
When calculating the distances in the new interval of the random walk, it can be seen that
the mirrored boundary 0 is at distance 2γ2− 2γ1 + 1 from the original boundary 0. Hence,
the random walk which starts at z with reflecting boundaries at γ1 and γ2 and hits γ1 at
some point in time equals a random walk which starts at z−γ1 with absorbing boundaries
at 0 and 2γ2 − 2γ1 + 1.
In [Fel68, p.349] it is shown that the expected duration of a random walk starting at
z ∈ {1, . . . , a− 1} with absorbing boundaries at 0 and a is z(a− z). Hence, the expected
duration of the random walk constructed in this proof is (z − γ1)(2γ2 − γ1 − z + 1). We
have, therefore, shown, that the expected duration of this random walk equals the expected
duration of a random walk with reflecting boundaries at γ1 and γ2, starting at z until it
hits γ1. It follows that expected duration equals (z−γ1)(2γ2−γ1−z+1), which concludes
the proof.
Using this result about the expected duration of a random walk with reflecting boundaries,
we can calculate the expected cost of the Cautious algorithm.
Theorem 3.4. For I = |{γ1, γ1 + 1, . . . , γ2}|, the expected cost of Cautious tends to γ1 +
I · 2−Ω(B/I2) if the length of the request sequence increases, i.e., if T →∞.
Proof. In the argumentation of the proof, we assume without loss of generality γ1+γ2
2
to be
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an integer. Fixing an arbitrary time step t, we will show that
E
[
ct − (bt−1 − bt)(ct − γ1)
]
= γ1 + I · 2−Ω(B/I2)
and that this value corresponds to the expected cost of Cautious in every time step up to
an adaptive factor of Bγ2. Combining those results leads to the theorem.
We now show that E [ct − (bt−1 − bt)(ct − γ1)] corresponds to the expected cost of Cautious.
We show that by summing up over the time steps of the request sequence. Using
bt = bt−1 + xt − 1⇔ bt − bt−1 = xt − 1 ,
it holds that
T∑
t=1
E
[
ct − (bt−1 − bt)(ct − γ1)
]
= E
[
T∑
t=1
(ct − (bt−1 − bt)(ct − γ1))
]
= E
[
T∑
t=1
(ct − (1− xt)(ct − γ1))
]
= E
[
T∑
t=1
(xt(ct − γ1) + γ1)
]
= E
[
T∑
t=1
(xtct − γ1(bt − bt−1))
]
= E
[
T∑
t=1
xtct − bTγ1
]
.
As stated before, we can calculate the expected cost of Cautious by E
[∑T
t=1 x
tct − bT ct+1
]
.
Hence, E [ct − (bt−1 − bt)(ct − γ1)] approximates the expected cost of Cautious up to an
additional factor Bγ2. This factor is caused by the fact that the cost per unit in time step
T + 1 might differ from γ1.
It is left to show that
E
[
ct − (bt−1 − bt)(ct − γ1)
]
= γ1 + I · 2−Ω(B/I2)
holds. Cautious uses the buffer whenever it is not completely empty and the price of
the resource is larger than γ1. If the buffer is empty, the algorithm has to purchase the
resource at the current price ct. This implies that ct − (bt−1 − bt)(ct − γ1) is equal to γ1
whenever bt−1 > 0, since then bt = bt−1 − 1 holds. It is equal to ct otherwise. Hence,
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E [ct − (bt−1 − bt)(ct − γ1)] can be rewritten. It equals
γ2∑
c=γ1
Pr
[
ct = c
] · (Pr [bt−1 = 0 | ct = c] · c+ (1−Pr [bt−1 = 0 | ct = c]) · γ1)
= γ1 +
γ2∑
c=γ1
Pr
[
ct = c
] ·Pr [bt−1 = 0 | ct = c] · (c− γ1)
= γ1 +
1
I
γ2∑
c=γ1
Pr
[
bt−1 = 0 | ct = c] · (c− γ1) .
Pr [bt−1 = 0 | ct = c] denotes the probability that the algorithm has seen only prices strictly
larger than γ1 for the last B steps. The storage of the Cautious algorithm is empty only
in exactly that case. In the following we show that the probability of an empty storage in
time step t can be bounded by
Pr
[
bt−1 = 0 | ct = c] = 2−Θ(B/I2) .
This holds for every price c ≥ γ1+γ2
2
.
First, we show that
Pr
[
bt−1 = 0 | ct = c] = 2−Ω(B/I2)
holds. For simplicity, we assume that B is a multiple of 2I2. We can then divide the
last B steps in B/2I2 sequences of length 2I2 each. It has been shown in Lemma 3.3 that
a random walk which starts at z has an expected duration of (z − γ1)(2γ2 − γ1 − z + 1)
before it reaches γ1 for the first time. We can now use the Markov inequality [Ros02]. This
inequality states that the probability that a random variable x with expectation value E [x]
assumes a value a ·E [x] can be bounded by
Pr [x ≥ a ·E [x]] ≤ 1/a .
Using the Markov inequality, it follows that the probability that γ1 is not reached in a
random walk of length 2(z − γ1)(2γ2 − γ1 − z + 1) can be bounded by
Pr [time to reach γ1 ≥ 2(z − γ1)(2γ2 − γ1 − z + 1)] ≤ 1/2 .
The expression (z − γ1)(2γ2 − γ1 − z + 1) is maximized if z = γ2, since in the interval
z ∈ {γ1, γ1 + 1, . . . , γ2} it is monotone increasing in z. Hence, the probability that the
price γ1 is not reached for 2(z− γ1)(2γ2− γ1− z+ 1) ≤ 2I2 time steps is at most 1/2. This
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property holds independently of the starting point z. Therefore, it also holds independently
for each of the 2I2 sequences. The probability that γ1 is not reached in any sequence and is,
therefore, not reached for at least B steps can be upper bounded by 2−B/(2I
2) = 2−Ω(B/I2).
It is left to show that
Pr
[
bt−1 = 0 | ct = c] = 2−O(B/I2)
holds. To show this divide the last B steps in d16B/I2e sequences of maximal length I2/16.
We then bound the probability that the random walk does not reach a price of γ1 in such
a sequence. Hence, we show that the following propositions holds.
Proposition 3.5. The probability that in a sequence of length I2/16 starting at a price
c ≥ γ2−γ1
2
, the price of the resource is c ≥ γ2−γ1
2
also at the end of the sequence and c > γ1
holds for every c in the sequence, can be lower bounded by 1
64
.
Consider a sequence starting at c ≥ γ2−γ1
2
to be successful if the price equals c ≥ γ2−γ1
2
,
also at the end of the sequence and the random walk has not reached price γ1 during
the sequence, i.e., c > γ1 for every c in the sequence. Let E1 denote the event that the
price γ1 does not occur during the sequence and E2 denote the event that a sequence
which starts c ≥ γ2−γ1
2
also ends at cost c ≥ γ2−γ1
2
. A sequence is successful if both
events occur and we show, that the success probability can be bounded by Pr [E1 ∧ E2] =
Pr [E2] ·Pr [E1 | E2] ≥ 164 . For simplicity, we assume that the random walk starts at
γ2−γ1
2
. The probability that a sequence is successful only increases if the starting cost
of the sequence increases. It holds that Pr [E2] ≥ 12 , since the random walk starts at
the price which lays in the center of the price interval. Hence, the probability that the
random walk ends above that price equals the probability that it ends below, since it
increases and decreases with the same probability. For contradiction, we now assume that
Pr [E1 | E2] ≤ 132 . Let X denote the random variable which counts the number of time
steps until the random walk reaches γ1 when it starts at c =
γ2−γ1
2
.
Using the expected duration of a random walk with absorbing boundaries (see [Fel68,
p.349]) and the same argumentation as in the proof of Lemma 3.3, it holds that
E [X] =
3
4
· I2 − γ2γ1 − γ2 − 3
4
≤ 3/4 · I2 ≤ 2I2 .
It follows, using the Markov inequality (see [Ros02]) that Pr [X ≥ k · 2I2] ≤ 2−k.
Pr [E1 | E2] ≤ 132 holds by the assumption, i.e., the probability that γ1 has not be seen
during a random walk of length I2/16 starting at γ2−γ1
2
is at most 1/32. It follows that the
probability that a random walk reaches γ1 after at most
I2
16
time steps can be lower bounded
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by Pr [X ≤ I2/16] ≥ 31/32 and, therefore, Pr [X > I2/16] ≤ 1/32. We can now conclude that
1. Pr
[
X ∈ [0, I2
16
]
]
≤ 1,
2. Pr
[
X ∈
(
I2
16
, 16I2
)]
≤ 1
32
, since Pr
[
X > I
2
16
]
≤ 1
32
and
3. for all k > 1 : Pr [X ∈ [2kI2, 2(k + 1)I2]] ≤ 2−k,
which leads to the following contradiction
E [X] ≤ 1 · I
2
16
+
1
32
· 16 · I2 +
∞∑
k=8
2(k + 1) · I2
2k
<
3I2
4
≥ E [X] .
Hence, the probability that a random walk which starts with at or above γ2−γ1
2
and ends
at or above γ2−γ1
2
has not reached γ1 during a sequence of length I
2/16 is at least 1/64.
Therefore, also the probability that a sequence is successful is larger or equal to 1/64.
Using this result, it follows that there exists a constant probability p, such that the prob-
ability that every sequence in the last B steps has been successful can be lower bounded
by
pd
16B
I2
e = 2−O(B/I
2) .
With that, it holds that Pr [bt−1 = 0 | ct = c] = 2−Θ(B/I2), from which follows that
γ1 +
1
I
γ2∑
c=γ1
Pr
[
bt−1 = 0 | ct = c] · (c− γ1)
≤ γ1 + 1
I
γ2∑
c=γ1
Pr
[
bt−1 = 0 | ct = γ2
] · (c− γ1)
= γ1 +
2−Θ(B/I2)
I
γ2∑
c=γ1
(c− γ1)
= γ1 + I · 2−Θ(B/I2)
and
γ1 +
1
I
γ2∑
c=γ1
Pr
[
bt−1 = 0 | ct = c] · (c− γ1)
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≥ γ1 + 1
I
γ2∑
c=(γ1+γ2)/2
Pr
[
bt−1 = 0 | ct = (γ1 + γ2)/2
] · (c− γ1)
= γ1 +
2−Θ(B/I2)
I
γ2∑
c=(γ1+γ2)/2
(c− γ1)
= γ1 + I · 2−Θ(B/I2) ,
which proves the theorem.
The expected costs of Cautious can, therefore, be bounded by γ1 + I · 2−Ω(B/I2) if T →∞.
For T large enough, this implies expected costs which approach γ1 if the storage size B
is in the order of ω(I2), since then 2−Ω(B/I2) = o(1). If the storage is of size B = O(I2),
it leads to 2−Ω(B/I2) = Ω(1). The expected cost of Cautious can then be expressed by
γ1 + Ω(I). Hence, the bound for the expected cost of the algorithm is not sufficient to
give a meaningful cost bound if the storage is of a certain order. To get results on the
quality of the algorithm, which actually depend on the size of the storage, we calculate
the expected savings of Cautious and compare those to the expected savings of an optimal
offline algorithm. The next step is, therefore, to calculate the expected savings of Cautious
compared to an algorithm which cannot use a buffer, i.e., compared to the cost of the
NoBuffer algorithm presented earlier.
Theorem 3.6. The expected savings of Cautious compared to the NoBuffer algorithm are
E
[
ΦTCautious
]
= Θ
(
T min
{
B
I
, I
})
.
Proof. Fix an arbitrary time step t. First, we show that
E
[
ΦTCautious
]
= O
(
T · min
{
B
I
, I
})
.
As shown in the proof of Proposition 3.2, it holds that
E
[
φtCautious
]
=
B − E [bt | ct = γ2]
2I
.
The value of bt depends only on the length l of the sequence since γ1 has been seen for the
last time. Let t′ denote the time step where a price of γ1 occurred for the last time, it then
holds that l = t− t′. Since one unit from the storage is used in every time step where the
price is larger than γ1, the filling status of the storage equals B − l for every l < B and
the storage is empty for every l ≥ B. Hence, we can calculate bt by bt = B −min{B, l}.
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Using this equation, we can upper bound the expected savings of Cautious by
E
[
φtCautious
]
=
E [min{B, l} | ct = γ2]
2I
≤ B
2I
= O
(
B
I
)
.
Since the savings of an algorithm over the whole request sequence cannot be larger than
TI, it holds that
E
[
ΦTCautious
]
= min
{
T∑
t=1
E
[
φtCautious
]
, T I
}
= O
(
T · min
{
B
I
, I
})
.
It is left to show that
E
[
φtCautious
]
= Ω
(
min
{
B
I
, I
})
.
The probability that a random walk which starts at γ2 does not reach γ1 during a sequence
of length I2 equals Pr [l > I2 | ct = γ2]. In Proposition 3.5 it is shown that the probability
that a random walk, that starts and ends at c ≥ γ2−γ1
2
, fulfills c > γ1 for every c for a
sequence of length I2/16 can be bounded from below by 1/64. We can now divide I2 in 16
sequences of length I2/16. The probability that Proposition 3.5 holds for each sequence can
be lower bounded by multiplying the probabilities for every sequence, since the events are
independent of each other. If Proposition 3.5 holds for every sequence, it can easily be
seen that also the event l > I2 holds if the random walk starts at ct = γ2. Therefore,
Pr [l > I2 | ct = γ2] ≥ (1/64)16 holds, which implies
E
[
φtCautious
]
=
E [min{B, l} | ct = γ2]
2I
≥ min{B, I
2}
6416 · 2I
= Ω
(
min
{
B
I
, I
})
.
Summing up over all time steps this leads to
E
[
ΦTCautious
]
=
T∑
t=1
E
[
φtCautious
]
= Ω
(
T · min
{
B
I
, I
})
,
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as stated in the theorem.
Since we want to compare the expected savings of Cautious with those of the optimal
offline algorithm, we now calculate the expected savings of the optimal offline algorithm.
For the optimal offline algorithm the whole request sequence, i.e., especially the price of
every time step, is known in advance. An optimal offline algorithm that is given a request
of one in each time step then works as follows: The algorithm starts with an empty storage.
In each time step the algorithm purchases one unit, plus a number of units which equals
the number of time steps until the price is at most as high as the current price, minus the
number of units which are currently in the storage. In the last B time steps the algorithm
additionally fills the storage completely if the current price is the lowest among the prices
of the remaining time steps. This is done, since the units which are still in the storage in
time step T + 1 are valued with the price cT+1. Hence, if the current price is lower than
cT+1, the algorithm can reduce its costs by filling the storage as high as possible with units
that are bought at a price lower than cT+1. Obviously, it is not possible to purchase the
units at lower prices than done by the optimal offline algorithm. If the algorithm buys x
units in a time step, then there are x time steps within the next B time steps with a higher
price than in the current time step, for which the units to satisfy the request have not
yet been bought. It was not possible to purchase those units at a lower price in preceding
time steps, since otherwise they would have been already stored in the storage. It is also
not possible to buy them at a lower price in later time steps, since there is no time step
with a price that is lower than that in the current time step, before the request has to
be fulfilled. If this would have been the case, the algorithm would have bought less units
in the current time step. Therefore, the constructed offline algorithm reaches the lowest
accumulated costs possible.
We will now calculate the expected costs of that algorithm and the expected savings of the
optimal offline algorithm compared to the NoBuffer algorithm, i.e., an algorithm which in
each time step purchases the amount currently requested and makes no use of the buffer.
We then compare the expected savings of the optimal offline algorithm with the expected
savings of the Cautious algorithm.
Lemma 3.7. The expected costs of the optimal offline algorithm are
E
[
CTOffline
]
=
T∑
t=1
min{ct′ | t′ ≥ 0, t−B ≤ t′ ≤ t}+
T∑
t=T−B+1
(min{ct, . . . , cT+1} − cT+1) .
Proof. In every time step the optimal offline algorithm purchases as many units as there
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are time steps until the price is as low as or lower than the current price and for which the
algorithm has not yet bought units. We assume without loss of generality that the oldest
units in the storage are used first, i.e., every unit which is bought by the algorithm is used
during the next B times steps. Formally, a unit is purchased in a time step t−B ≤ t′ ≤ t
to be used in time step t if there is no time step s ∈ [t − B, . . . , t] such that cs < ct′ . If
we consider time step t, the unit used in that time step is purchased in the time step t′ in
which ct
′
is minimized, i.e., ct
′
= min{ct−B, . . . , ct}. In the last B time steps of the request
sequence additional units are bought if the price in time step T + 1 is higher than in the
current time step, if there is still capacity in the storage and if there is no later time step
with a lower price of the resource. The algorithm values those units with cT+1 at the end of
the request sequence, which leads to additional costs of min{ct, . . . , cT+1} − cT+1 for each
of those time steps. Summing up over all time steps gives us
E
[
CTOffline
]
=
T∑
t=1
min
{
ct
′ | t′ ≥ 0, t−B ≤ t′ ≤ t
}
+
T∑
t=T−B+1
(min{ct, . . . , cT+1} − cT+1) ,
which proves the lemma.
We now calculate the expected savings achieved by the optimal offline algorithm when its
costs are compared to the costs of the NoBuffer algorithm. We calculate the expected
savings of the optimal offline algorithm for a request sequence of length T . This result
is used later in this thesis to evaluate the expected savings of the Cautious algorithm
quantitatively.
Theorem 3.8. E
[
ΦTOffline
]
= Θ(T · min
{√
B, I
}
).
Proof. The expected savings of the optimal offline algorithm are
E [ΦT (Offline)] = E
[
T∑
t=1
ct
]
− E
[
T∑
t=1
min{ct′ | t′ ≥ 1, t′ ∈ [t−B, t]}
]
− E
[
T∑
t=T−B+1
(min{ct, . . . , cT+1} − cT+1)
]
=
T∑
t=B+1
E
[
ct −min{ct−B, . . . , ct}]
+ E
[
B∑
t=1
(ct −min{ct′ | t′ ≥ 1, t′ ∈ [t−B, t]})
]
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− E
[
T∑
t=T−B+1
(min{ct, . . . , cT+1} − cT+1)
]
= Θ(T · min{
√
B, I}) .
This follows from the inequalities
B∑
t=1
(ct −min{ct′ | t′ ≥ 1, t′ ∈ [t−B, t]}) ≤ B(γ2 − γ1)
and
T∑
t=T−B+1
(min{ct, . . . , cT+1} − cT+1) ∈ [B(γ1 − γ2), 0] .
It is left to show that
E
[
ct −min{ct−B, . . . , ct}] = Θ(min{√B, I})
holds for every step t > B. If that is proven, the theorem follows. We first show that
E
[
ct −min{ct−B, . . . , ct}] = O(min{√B, I}) .
Fix a time step t > B. In this proof we will use the fact that it is possible to map
a unrestricted random walk c1, . . . , cT+1, i.e., a random walk without boundaries, to a
random walk c1, . . . , cT+1 with reflecting boundaries at γ1 and γ2. We assume that c1 is
chosen uniformly at random from {0, . . . , I − 1} and that
Pr
[
ct+1 = ct + 1
]
= Pr
[
ct+1 = ct − 1] = 1
2
for any ct. We now want to map the unrestricted random walk to the restricted random walk
with reflecting boundaries. This is done by setting ct := γ1 +min{(ct mod 2I), 2I−1− (ct
mod 2I)} for every T . It holds that ct−ct′ ≤ |ct−ct′ | for every t and t′. In [Fel68, Theorem
III. 7.1] it is shown that the probability that a random walk of length B has it maximum
at ` equals
Pr
[|ct −min{ct−B, . . . , ct}| = `] = 1
2B
·
((
B
1
2
(B + `)
)
+
(
B
1
2
(B + `+ 1)
))
.
Therefore, we can calculate the value of the expected minimum of a random walk of length
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B by
E
[
ct −min{ct−B, . . . , ct}] ≤ E [|ct −min{ct−B, . . . , ct}|]
=
B∑
`=1
`
2B
·
((
B
1
2
(B + `)
)
+
(
B
1
2
(B + `+ 1)
))
≤ 2 ·
B∑
`=1
`
2B
·
(
B
1
2
(B + `)
)
.
The binomial coefficient
(
B
1
2
(B+`)
)
denotes the number of random walks of length B that
end in 1/2(B+`). We can also calculate the number of those paths by counting the number
of steps in which the random walk has to increase or decrease, respectively, during B steps
to reach the given point. Let a denote the number of decreases of the random walk. The
position of the random walk after B steps is then B − 2a and the number of those paths
equals
(
B
a
)
. We can, therefore, rewrite the given sum as
2 ·
B∑
`=1
`
2B
·
(
B
1
2
(B + `)
)
= 2 · 2−B ·
B
2∑
a=0
(B − 2a) ·
(
B
a
)
= 2 · 2−B ·
B · B2∑
a=0
(
B
a
)
+ 2 ·
B
2∑
a=0
a ·
(
B
a
)
= 2 · 2−B · B
2
(
B
B
2
)
≤ 2 · 2−B · B
2
· 2
B
√
B
= O
(√
B
)
,
W.l.o.g. we assume that B is even. The above equation is achieved by rewriting the terms
B ·
B
2∑
a=0
(
B
a
)
= B ·
(
2B−1 +
1
2
(
B
B
2
))
= 2B−1 ·B + B
2
(
B
B
2
)
and
B
2∑
a=0
a ·
(
B
a
)
=
B
2∑
a=1
a · B!
(B − a)! · a!
=
B
2∑
a=1
B!
(B − a)! · (a− 1)!
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= B ·
B
2∑
a=1
(B − 1)!
(B − 1(a− 1))! · (a− 1)!
= B ·
B
2∑
a=1
(
B − 1
a− 1
)
= B ·
B
2
−1∑
a=0
(
B − 1
a
)
= 2B−2 ·B .
Obviously ct −min{ct−B, . . . , ct} ≤ I holds, thus we obtain
E
[
ct −min{ct−B, . . . , ct}] = O(min{√B, I}) .
To show the lower bound, we first consider an unrestricted random walk. We obtain
Pr
[
ct − ct−B >
√
B
4
]
=
1
2
·Pr
[
|ct − ct−B| >
√
B
4
]
=
1
2
·
(
1−Pr
[
|ct − ct−B| ≤
√
B
4
])
≥ 1
2
·
(
1− 2−B ·
√
B/4∑
`=−√B/4
(
B
1
2
(B + `)
))
≥ 1
2
·
(
1− 2−B ·
√
B/4∑
`=−√B/4
(
B
B
2
))
≥ 1
2
(
1− 2−B · 2
√
B
4
· 2
B
√
B
)
≥ 1
4
.
The step size of the random walk is one. Hence, ct − ct−B > √B/4 implies that there exists
a 0 ≤ k ≤ B such that ct − ct−k = d√B/4e. Therefore, for the random walk with reflecting
boundaries, it holds that
Pr
[
ct −min{ct−B, . . . , ct} ≥
⌈√
B
4
⌉
| ct = j
]
≥ 1
4
for any j ≥ γ1 + d
√
B/4e.
We can use this bound to calculate the expected difference between the current price ct
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and the minimal price over the last B steps, i.e.,
E
[
ct −min{ct−B, . . . , ct}]
=
γ2∑
j=γ1
Pr
[
ct = j
] ·E [ct −min{ct−B, . . . , ct} | ct = j]
≥ 1
I
γ2∑
j=γ1+d
√
B/4e
E
[
ct −min{ct−B, . . . , ct} | ct = j]
≥ d
√
B/4e
I
γ2∑
j=γ1+d
√
B/4e
Pr
[
ct −min{ct−B, . . . , ct} ≥
⌈√
B
4
⌉
| ct = j
]
≥ 1
I
γ2∑
j=γ1+d
√
B/4e
√
B
16
=
√
B
16I
·
(
I −
⌈√
B
4
⌉)
.
For B ≤ T 2, this equation lower bounds the expected difference between the current price
and the minimum price of the last B steps by
E
[
ct −min{ct−B, . . . , ct}] = Ω(√B) .
Since the value of ct−min{ct−B, . . . , ct} is monotonically increasing in B and the expected
savings cannot be larger than I, we also have
E
[
ct −min{ct−B, . . . , ct}] = Ω(I)
for B > I2, which concludes the proof of the theorem.
We have now achieved lower and upper bounds on the expected savings for the Cautious
algorithm and for the optimal offline algorithm. The expected savings of Cautious are
Θ(min{B
I
, I}) per time step. The expected savings of the optimal offline algorithm are
Θ(min{√B, I}) per step. Thus the competitive factor, i.e., the ratio between the expected
savings of Cautious and the expected savings of the optimal offline algorithm are of order
min
{
B
I
, I
}
min
{√
B, I
} = Θ(min{√B
I
, 1
})
.
Hence, for a storage of size ω(I2) we have shown that the fraction of the expected savings
of Cautious and the optimal offline algorithm is bounded by a constant.
It has been shown that the expected cost of the Cautious algorithm presented in this
52 Melanie Winkler
3.5. Summary
chapter cannot be further reduced in the given setting, i.e., when the prices of the resource
are modeled by a random walk. But it is nonetheless possible to improve the results
by using a more realistic price model. Modeling the prices by a random walk is useful to
simplify the analysis, but it is an assumption which is rarely met in real world applications.
Furthermore, it is not possible to directly transfer the results to another price model. In the
next section we present a model for Online Buffering which does not make any assumptions
about the price model and can, therefore, be used in a wider spectrum of applications.
3.5 Summary
In this section we have studied Online Buffering problems in a stochastic input model.
We have introduced threshold algorithms. The actions of those algorithms are defined
by thresholds. We have shown, that in an input model where the prices are modeled
by a random walk, the best online algorithm is the threshold algorithm Cautious. This
algorithm fills the buffer completely when the price per unit equals the lowest price possible
and uses units from the buffer otherwise. For a demand of one unit in each time step
we have, furthermore, shown that in each time step the expected costs of Cautious are
approximately identical with the lowest price possible if the size of the buffer bounded by
O(I2), where I defines the size of the price interval. If the size of the buffer is bounded
by ω(I2), the expected costs per time step are approximately equal to the highest price
possible. Those results no longer depend on the size of the buffer as long as it is of a
certain order. We have, therefore, studied the expected savings of the Cautious algorithm
compared to an algorithm which has no buffer. We have shown that the expected savings
for a small size of the buffer are roughly equal to the fraction between the size of the buffer
and the size of the interval. By comparing the expected savings of the Cautious algorithm
to the expected savings of the optimal offline algorithm, we have shown that for a buffer of
size ω(I2) the fraction of the expected savings of Cautious and the optimal offline algorithm
is bounded by a constant.
We can conclude from this results that a buffer of size at least I2 leads to the maximal
expected savings and, therefore, also to the lowest expected cost of Cautious. Increasing
the buffer size beyond that does not decrease the costs largely. However, to achieve this
results we assume that each price occurs with the same probability. In real world applica-
tions of Online Buffering this is normally not the case, since there are prices which occur
relatively often and others which are theoretically possible, but which almost never occur.
Furthermore, are prices in general not generated randomly. The results which we have
achieved in this model might, therefore, not hold in a more realistic cost model.
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In Chapter 6 we study how threshold algorithms perform when those algorithms are applied
as control strategy in a hybrid electric vehicle. In this application prices are generated by
the driving conditions of the vehicle. The prices can take values from a continuous interval.
Some of the prices, for example those at the upper price boundary, occur only in very
extreme driving conditions which are normally never met by the vehicle. The simulations
in Chapter 6 will show how those differences in the input model change the performance
or Cautious and other threshold algorithms.
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No Regret Learning Algorithms for Online
Buffering
In Online Buffering it is necessary to make repeated decisions over time. We are given
a buffer of fixed size and at different points in time we are given the current price and
demand of a resource. We then have to define the amount we want to purchase at this
point in time. In this chapter we study the Online Buffering problem using online learning
algorithms [BM07]. Online learning algorithms give strong guarantees for the quality of
decisions made in a repeated decision process, even if the future is not known and if it
behaves adversarial.
In online learning a decision maker, i.e., an online learning algorithm is given a set of
strategies which solve the given problem. Those strategies are denoted as experts. The
algorithm does not have any assumptions about the given experts other than that they are
able to solve the given problem in some way. We assume that time proceeds in discrete
time steps. In each time step the algorithm can choose one of the strategies, i.e., it copies
the actions of the chosen expert in that time step. In each time step the performances
of all strategies are revealed after the algorithm has chosen an expert. The costs of the
decision maker are then equal to the costs of the expert it has chosen to follow in that
time step. In general, it is not possible to achieve good performance compared to the best
combination of strategies chosen in hindsight, therefore, the performance of the algorithm
is measured compared to the best single strategy chosen in hindsight.
Formally, in online learning a decision maker is given a set of N experts {1, . . . , N}. Every
expert is given cost chosen from the interval [0, 1]. The cost cti denotes the cost of expert i
in time step t and Cti =
∑t
s=0 c
t
i denotes the accumulated costs of expert i up to time step t.
In every time step t one of the experts or a fractional combination of experts, respectively,
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is chosen by the decision maker. After that the costs of all experts are revealed for that
time step. The costs of the decision maker for that time step equal the costs of the chosen
expert or the fractional combination of experts in that time step, respectively. The goal
of the decision maker is to choose the experts, such that the accumulated costs of the
algorithm are minimized. The performance of the algorithm is measured after T time
steps, by comparing the accumulated costs of the decision maker CTalg to those of the best
expert CTbest chosen in hindsight. The difference between the costs of the decision maker
and those of the best expert chosen in hindsight is called regret. The regret on a sequence
of length T is given by
CTalg − CTbest .
Hence, the goal of the decision maker can be redefined as minimization of its regret.
In online learning for Online Buffering problems the decision maker has to purchase a
resource over time. The decision maker is given a buffer of size B > 0 to store the resource
from its purchase until it is consumed. Furthermore, it is given a set of N experts, each
expert represents a strategy to fill the buffer. We assume that the length of the request
sequence is known to the algorithm. An instance of the problem is defined by a sequence
σ = σ1, . . . , σT and time step σt of the request sequence is given by
• price cti for an amount of one unit of the resource for each expert or a price function
pti(x
t
i), respectively,
• a demand of one in each time step and
• bt, which defines the amount currently stored in the buffer, bt is not given by the
request sequence, but depends on past purchases of the algorithm.
The cost of each expert depend on the amount xt which this expert purchases, i.e., xt · cti
or xti · pti(xti), respectively. Each expert keeps track of the virtual filling status of its virtual
buffer, i.e., the filling status which is achieved by the purchases of that expert. Each expert
has to guarantee that the purchased amount can be stored in its virtual buffer and that
the amount currently in its virtual buffer plus the purchased amount is enough to fulfill
the current request. In this setting the algorithm has to choose an expert based on past
costs of the experts. The costs of the expert in the current time step are revealed only
after this decision has been made.
In online learning the online learning algorithm has to decide which amount to purchase
by choosing one of the N experts in each time step. The decision which expert to choose
can only be based on costs up to time step t− 1, but not on the current cost of the expert.
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If the decision maker chooses an expert i in time step t, it purchases the same amount of
units as the chosen expert i in that time step, with the exceptions of two situations where
this is not possible. Since the decision maker can choose a different expert in each time
step, the filling status of its buffer might differ from the virtual filling status of the chosen
expert. Hence, the decision maker might have to adapt the strategy of the chosen expert.
It might have to purchase an additional amount to fulfill the demand or it might have to
buy less units than the chosen expert to avoid an overflow of the buffer. If the amount of
units the decision maker possesses, after following the decision of the chosen expert, does
not suffice to fulfill the current demand, it additionally buys the minimal amount necessary
to fulfill the request in the current time step. If the remaining capacity of the buffer of the
algorithm is to small to store the amount purchased by the chosen expert i in the current
time step, it has to reduce that amount by the minimal amount necessary, such that the
purchased units fit into the storage after fulfilling the demand of the current time step.
The cost of the decision maker in time step t depends on the amount of the commodity
purchased in the current time step.
To simplify the analysis of the algorithm, we account the experts or the online learning
algorithms, respectively, for the amount purchased in a time step, not in the time step in
which the portion has been purchased, but in the time step in which the quantity is used
to satisfy the demand. We assume that the units purchased in a time step t are stored
in the buffer and that the demand is satisfied by using the requested amount from the
buffer in a first-in first-out (FIFO) manner. The costs of the experts or the algorithm,
respectively, when satisfying a demand using a portion bought in previous time steps,
equals the costs which have occurred for that quantity when it has been purchased. By
using this recalculation of the costs, we ensure that the costs of every expert, respectively
the online algorithm are at most one per time step. By this, the accumulated costs of the
experts and the online algorithm are decreased by an amount of at most B each, for every
request sequence, since they are not accounted for units, which are still in the buffer at
the end of the request sequence. In the remaining we denote the cost of expert i for the
amount used to satisfy the demand in time step t by cti. By c
t
alg we denote the costs of the
algorithm and by ctet the costs of the chosen expert for the portion of the resource which
is used to satisfy the demand in time step t.
For standard online learning there are several well known no-regret algorithms, i.e., al-
gorithms which achieve a regret per time step which tends to zero as the length of the
decision sequence tends to infinity. No-regret algorithms achieve costs which are roughly
as high as the costs of the best expert even if the costs of the experts are chosen by an
adversary. Algorithms like Randomized Weighted Majority (RWM) introduced by Little-
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stone and Warmuth [LW89] and Follow the Perturbed Leader (FPL) by Kalai and Vempala
[KV05] can achieve this regret bound. Unfortunately, these algorithms cannot achieve this
regret bound for Online Buffering as it is shown in the next section. This is caused by the
fact that the state of the buffer of the algorithm influences the possible behavior in future
time steps. The state of the buffer of the online algorithm might differ from the virtual
filling status of the buffer of an expert, especially if that expert was not chosen by the
algorithm in the last time steps. If such an expert is chosen in the following time step, this
might lead to additional costs if the algorithm has to purchase additional units to fulfill
the request. Hence, switching between experts frequently, as done by RWM and FPL might
introduces high additional costs. These additional costs are not considered in the analysis
of those algorithms, since they do not appear in standard online learning, but lead to a
high regret when these algorithms are applied to Online Buffering.
4.1 Randomized Weighted Majority Using a Buffer
In this section we study the performance of the Randomized Weighted Fractional algorithm
(see Algorithm 4) when it is applied to Online Buffering problems. The RWM algorithm
assigns a weight to each expert, starting with the same weight for all experts. It then
constructs a probability distribution based on those weights. The probability of each expert
depends on the fraction which its weight contributes to the total weight of all experts. In
each time step an expert is chosen according to this probability distribution. The weight
and probability of each expert are then updated based on the cost of the expert in that
time step and a constant η ∈ [0, 1/2].
Algorithm 4 (Randomized Weighted Majority (RWM))
1: w1i = 1, q
1
i =
1
N
, for all i
2: for t = 1, . . . , T do
3: choose expert et at random according to Qt = (qt1, . . . , q
t
N)
4: wt+1i = w
t
i(1− η)cti , for all i
5: qt+1i =
wt+1i∑N
j=1 w
t+1
j
, for all i
6: end for
In online learning without buffer the Randomized Weighted Majority algorithm achieves an
low regret, i.e., a small difference between the costs of the algorithm compared to the costs
of the best expert. If the RWM algorithm is used in online learning for Online Buffering
problems, this is no longer the case. The random experiment which chooses an expert
is performed in each time step in the Randomized Weighted Majority algorithm. It is
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not specified in the algorithm whether the random experiments are performed dependent
or independent of each other. In the standard online learning problem dependencies in
the random experiment do not influence the expected cost of the algorithm. Hence, the
algorithm can decide which expert it chooses independently for each time step, since the
decision made in one time step does not influence cost of later time steps. If RWM is used to
solve Online Buffering problems and experts and algorithm are equipped with a buffer to
store purchased units for usage in later time steps, this does not hold. In Online Buffering
units bought in previous time steps can be accounted in later time steps and can be stored
in the buffer for later usage. The decision about the amount of units purchased in one time
step, therefore, influences the amount of units which have to be bought in later time steps
as well as the cost of those time steps. If experts are chosen using an independent random
experiment for every step, we can, therefore, not obtain a reasonable bound on the regret
for RWM if it is applied to Online Buffering problems.
To see this, consider the following input sequence. The prices per unit are fixed in a time
step t and for all experts: [
ct
dt
]
=
[
0
1
]([
0
1
][
1
1
][
0
1
][
1
1
])T ′
.
The sequence consists of an initial step. In this step the cost per unit is equal to 0 and
demand equals 1. This step is followed by T ′ rounds of four steps each with cost 0 or 1 (as
specified above) and demand 1 in every time step. Hence, the total length of the sequence
is T = 4T ′ + 1.
Suppose the buffer size is four and we are given the following two experts:
• The first expert purchases three units in the initial step of the sequence and four
units in the third step of every round.
• The second expert purchases one unit in the initial step of the sequence and four
units in the first step of every round.
Obviously, both experts have cost 0 in every time step and, therefore, also for the whole
request sequence. However, we will show that the expected costs of the RWM are Θ(T ) and,
therefore, its regret for this sequence is Θ(T ), too.
In the beginning RWM assigns a probability of 1/2 to each of the experts. Since both experts
experience cost 0 in every time step, the probability to choose each of the experts equals
1/2, also for the remaining of the request sequence. This can also be seen from the update
rule given in Algorithm 4. Hence, RWM assigns the probability of 1/2 to each of the experts
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in each time step. If the expert is chosen independently according to the probability in
every time step, then with probability 1/16 the algorithm selects that expert which does
not purchase a unit in the time step in which it is chosen for two consecutive rounds. This
means, given two consecutive rounds the algorithm chooses the first expert in step 1 of
each round and the second expert in step 3 of each round with probability 1/16. In that
case the buffer of the RWM algorithm is empty in every time step of the second round and,
therefore, the algorithm has to purchase an amount of 1 in each time step of the second
round. This leads to costs of 2 for the RWM for fulfilling the demands of that round. The
expected cost of RWM can, therefore, be lower bounded by 2/16 for each round of the request
sequence. The expected costs of RWM for a sequence of length T can then be estimated to
be Ω(T ).
The large cost, i.e., the high regret of RWM is caused by the frequent changes of the experts.
In each time step the algorithm chooses an expert independently of the time step before,
and since both experts experience the same costs, each expert is chosen with probability
1/2. But the experts purchase the unit in different time steps and might, therefore, assume
different virtual filling levels of the buffer. This might lead to additional cost every time
the expert is changed. In online buffering it can, therefore, increase the performance of an
algorithm if the number of expert changes is reduced. In the next section we will present
a variant of RWM that uses dependencies in the choice of experts in order to decrease the
number of expert changes. The algorithm is called Shrinking Dartboard as the random
experiments used by this algorithm can be described using a shrinking dartboard. We can
show that using dependencies increases the performance of the algorithm and that we can
bound the regret of that algorithm by O(
√
BT logN).
4.2 Shrinking Dartboard Algorithm
It has been shown in the last section that the Randomized Weighted Majority algorithm
does not obtain a reasonable regret bound when it is applied to Online Buffering. In this
section we, therefore, present a variant of that algorithm, denoted as Shrinking Dartboard
(SD) algorithm. SD uses dependencies when choosing an expert to reduce the number of
expert changes. In the Randomized Weighted Majority algorithm the decision about the
expert which is chosen in a time step depends only on the probability distribution calculated
from the weights of the experts in that time step. In contrast, the Shrinking Dartboard
algorithm chooses the expert in a time step t based on the expert which was chosen in time
step t−1, the cost of that expert in the last step and the probability distribution calculated
from the weights of the experts in the current time step (for details see Algorithm 5). The
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algorithm is called Shrinking Dartboard algorithm, since the random experiment performed
by the algorithm to choose an expert can be illustrated by a dartboard which shrinks over
time.
Algorithm 5 (Shrinking Dartboard (SD))
1: w1i = 1, q
1
i =
1
N
, for all i
2: choose expert e1 at random according to Q1 = (q11, . . . , q
1
N)
3: for t = 2, . . . , T do
4: wti = w
t−1
i (1− η)c
t−1
i , for all i
5: qti =
wti∑N
j=1 w
t
j
, for all i
6: with probability
wt
et−1
wt−1
et−1
do not change expert, i.e., set et = et−1
7: else choose et at random according to Qt = (qt1, . . . , q
t
N)
8: end for
Initially, the dartboard equals a disk which covers an area of size N . It is divided in to N
sectors of equal size, such that each sector covers an area of size 1. Each of the sectors is
entitled to one of the experts, such that every expert has exactly one sector. In time step
1 SD chooses an expert by throwing a dart to the dartboard, that is, the algorithm chooses
an expert by picking a point uniformly at random from the disk and choosing the expert
into whose sector this point falls for that time step. With every update of the weights,
the experts’ sector might shrink. The size of the area which is covered by the section of
expert i in time step t equals the weight wti of expert i in that time step. The weight w
t
i is
calculated as shown in Algorithm 5. The area which is covered by the section of expert i in
time step t is denoted as allowed area of that expert in the given time step. The shrinking
process of the dartboard is illustrated in Figure 4.1. In step t > 1 SD chooses an expert
as follows: If the previously picked point on the dartboard is still in the allowed area,
then SD does not change the expert, i.e., the expert chosen by the algorithm in time step
t equals the expert chosen in time step t − 1. This happens with probability wtet−1/wt−1et−1
and corresponds to line 6 of Algorithm 5. If the point of the dartboard which was picked
in the last time step is no longer in the allowed area after the update of the weights, SD
throws a new dart, that is, a new point is picked on the dartboard uniformly at random
from the allowed area covered by the sectors of all experts. SD the chooses the expert into
which sector this point falls. A new dart is thrown with probability 1− wtet−1/wt−1et−1 . This
event corresponds to line 7 of Algorithm 5.
The weights used in the SD algorithm are obtained by the same calculation as the weights
in the original Randomized Weighted Majority algorithm. Hence, it can easily be observed
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Figure 4.1: Probability distribution as a dartboard
that the weights of both algorithms are the same. We will now show that not only the
weights of both algorithms, but also the probability distributions calculated by those al-
gorithms before choosing an expert are the same in every time step. The only difference
between those algorithms is that the random choices in the RWM algorithm are made in-
dependently for every time step, whereas the random choices made by SD in a time step
t depend on the results of the experiment in time step t − 1. In particular, the decision
which expert is chosen in step t depends on the expert chosen in time step t− 1.
Lemma 4.1. The probability distribution of SD equals the probability distribution of RWM,
i.e., Pr [et = i] = qti , for i ∈ {1, . . . , N}, t ∈ {1, . . . , T}.
Proof. Let W t =
∑N
i=1w
t
i . To show that the probability distributions are the same for
both algorithms, we use an induction on 1 ≤ t ≤ T . For t = 1 the statement in the lemma
follows immediately from the description of the SD algorithm. For t ≥ 2 expert i is selected
in step t either because it was selected already in step t − 1 and the corresponding dart
is still in the allowed area (i.e., the expert is chosen by line 6 of Algorithm 5) or because
the dart thrown in a previous time step has fallen out of the allowed area, a new dart is
thrown and this dart hits i’s sector (i.e., the expert is chosen by line 7). Hence,
Pr
[
et = i
]
= Pr
[
et−1 = i
] · wti
wt−1i
+ qti ·
N∑
j=1
(
Pr
[
et−1 = j
] · (1− wtj
wt−1j
))
= qt−1i ·
wti
wt−1i
+ qti ·
N∑
j=1
(
qt−1j ·
(
1− w
t
j
wt−1j
))
=
wt−1i
W t−1
· w
t
i
wt−1i
+
wti
W t
·
N∑
j=1
(
wt−1j
W t−1
· w
t−1
j − wtj
wt−1j
)
=
wti
W t−1
+
wti
W t
·W
t−1 −W t
W t−1
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=
wti
W t
= qti ,
which completes the proof.
When calculating the expected costs of the Shrinking Dartboard algorithm, we will show
that the costs caused by units which are bought additionally to the amount purchased by
the chosen expert can be bounded in terms of the number of expert changes. Hence, we
will now bound the number of expert changes during the execution of SD. We denote the
number of expert changes during the execution of the Shrinking Dartboard algorithm by
D. The expected value of D can be estimated in terms of the expected costs of the best
expert, as it is shown in the next lemma.
Lemma 4.2. The expected number of expert changes during the execution of SD can be
bounded by E [D] ≤ 2ηCTbest + lnN .
Proof. Line 7 of Algorithm 5 is the only point during the execution of the algorithm where
a new expert is chosen. Hence, the number of expert changes can not exceed the number
of times that line is executed. The number of times where this happens, corresponds to
the number of times when a new dart is thrown at the dartboard. A new dart is thrown if
the sector of the chosen expert shrinks and the corresponding dart falls out of the allowed
area. The probability for throwing a new dart in step t ≥ 2 is
αt =
N∑
j=1
Pr
[
et−1 = j
] · (1− wtj
wt−1j
)
=
W t−1 −W t
W t−1
,
where the latter equation follows from the calculation in the proof of Lemma 4.1. Thus,
W t = (1− αt)W t−1 .
The total weight W T+1 after T time steps can be expressed using the probability αt, that
is
W T+1 = W 1
T∏
t=1
(1− αt+1) = N
T∏
t=1
(1− αt+1) .
It, furthermore, holds that
W T+1 ≥ (1− η)CTbest ,
as the latter quantity corresponds to the weight of the best expert after step T . The total
weight after T time steps cannot fall below that weight. Combining these equations and
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applying the logarithm gives
CTbest ln(1− η) ≤ lnN +
T∑
t=1
ln(1− αt+1) .
Using ln(1 − αt+1) ≤ −αt+1 and ln(1 − η) ≥ −2η, where the latter equation holds since
η ∈ [0, 1/2], we can then calculate the expected number of thrown darts. It is
T−1∑
t=1
αt+1 ≤ lnN + 2ηCTbest .
This completes the proof of the lemma.
Using the two lemmas previously stated, we can now analyse the regret of the SD algorithm
by comparing the costs of the algorithm to those of the best expert. As stated earlier, we
account the cost of a unit to that time step in which the unit is used, rather than when
it is purchased. With that, the costs of every time step can be bounded by one, since we
assume that the demand in each time step equals 1. We, furthermore, assume that the
units are used in a first-in-first-out manner from the buffer, i.e., the units purchased in a
time step t are stored in the buffer and the unit used in that time step is the oldest from
the buffer. Hence, in the remaining of the thesis Cti denotes the costs of the units which
the algorithm has used up to time step t, rather than the units purchased up to that time
step.
Theorem 4.3. For η ≤ 1/2, the expected cost of SD satisfies
E
[
CTSD
] ≤ (1 + η + 2ηB)CTbest + lnNη +B lnN .
Setting η = min{√lnN/(BT ), 1/2} yields E [CTSD] ≤ CTbest +O(√BT logN).
Proof. To calculate the expected cost of the SD algorithm we first show that the costs of SD
are bounded from above by the cost of the chosen expert in every time step, plus B times
the number of expected expert changes for the given request sequence. Formally, the cost
bound is given by
T∑
t=1
ctet +DB .
To show this, we divide the request sequence into different time periods. The first time
period starts in the first time step of the request sequence, it ends in the last time step
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before a new expert is chosen. Following time periods begin in the time steps where a new
expert is chosen and end with the last step before another new expert is chosen or in the
time step when the request sequence ends. The costs of the algorithm can be divided into
the costs of the different time periods. The costs of a time period are those costs which
are accounted the algorithm in that period. They are composed of three parts:
(1) Costs due to units used and bought in this period by both, SD and the expert.
(2) Costs for using those units that are stored in SD’s buffer at the beginning of the
period.
(3) Costs for using units bought during the period by SD to ensure feasibility, i.e., to buy
additional units in time steps of the period where the chosen expert does not make
a purchase and the buffer of the algorithm is empty.
The costs in (1) are upper bounded by
∑T
t=1 c
t
et , since the units bought and used by both,
the algorithm and the chosen expert, are purchased at those costs which also the currently
chosen expert is accounted for to buy those units. The algorithm might also use units
which are stored in its buffer and were bought in time steps before this time period started
or it might have to buy additionally units to fulfill the request in that time period. The
latter case appears, when its buffer has had a lower filling status than that of the chosen
expert at the beginning of the time period. The costs for those units are covered by (2)
and (3). They are at most B, since (2) and (3) cover cost which are caused by the fact,
that the algorithm has a lower filling status than the chosen expert and by costs of units
in the buffer which were bought by the algorithm in previous time periods. The sum of
the number of those units can clearly not exceed the size of the buffer. Therefore, the
difference between the costs of the SD algorithm and the costs of the chosen expert within
such a time period is at most B. Furthermore, in the very first period, i.e., in the beginning
of the request sequence, the costs in (2) and (3) are 0 because both, SD and the chosen
expert start with an empty buffer. Hence, during the first time period they purchase and
use the same units. The number of time periods during the execution of SD can be upper
bounded by the number of times a new dart is thrown. This also upper bounds the number
of expert changes in the request sequence. Combining those bounds leads to the upper
bound of
CTSD ≤
T∑
t=1
ctet +DB
on the costs of the Shrinking Dartboard algorithm.
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It is left to show an upper bound on the costs which are obtained by summing up the costs
of the chosen expert in each time step, i.e., to show
E
[
T∑
t=1
ctet
]
≤ (1 + η)CTbest +
lnN
η
.
The left side of the equation describes the costs of SD, since SD is accounted for time step
t with cost ctet . In Lemma 4.1 it is shown that the probability that SD chooses an expert e
t
in time step t equals the probability that RWM chooses that expert. Hence, the left side of
the equation also describes the cost of RWM when denoting by ctet the cost e
t is accounted
for in time step t. Therefore, we can apply the well known upper bound on the costs of
RWM for η ≤ 1/2 (cf., e.g., [BM07]) to the sum. Combining this with the bound on the
expected value of D in Lemma 4.2 yields the first bound in the theorem.
Assuming that η ≤ √lnN/(BT ) and combining this with the first bound of the theorem
using the trivial bound
E
[
CTSD
]− CTbest ≤ T ,
we obtain
E
[
CTSD
]− CTbest ≤ (η + 2ηB)T + lnNη + min {T,B lnN}
= O
(√
BT logN + min {T,B logN}
)
= O
(√
BT logN
)
,
which completes the proof of the theorem.
4.3 Weighted Fractional Algorithm
The algorithm presented in the last section chooses an expert in a time step by performing
a random experiment. In this section we will show that we can also achieve the same
regret bound with an algorithm whose strategy is defined deterministically in each time
step. The algorithm presented in this section does not choose one expert randomly in
every time step, but uses the strategy where each expert is chosen deterministically with
the fraction which corresponds to its relative portion of the total weight in the current
time step. The algorithm is called Weighted Fractional (WF) algorithm and is described
in Algorithm 6. WF uses the same weights as the RWM and the SD algorithms. However,
instead of using the weights to choose an expert randomly in each time step, it simulates the
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experts fractionally according to their current weight. That is, the WF algorithm purchases
an amount of xt =
∑N
i=1 q
t
ix
t
i units in time step t, where x
t
i denotes the amount purchased
by expert i in time step t and qti denotes the fraction which expert i contributes to the
total weight in time step t, i.e., it equals the probability used by the SD algorithm to choose
expert i in time step t.
Buying units according to the fractional advise of an expert, where each expert is chosen
with the fraction which corresponds to its current portion of the total weight, might lead
to infeasibilities of the algorithm. This happens, if the amount of units purchased by the
algorithm combined with the number of units in the buffer, is not sufficient to satisfy
the demand of the current time step or if the number of units purchased in the current
time step leads to a buffer overflow. In those cases the algorithm increases or decreases,
respectively, the number of purchased units by the minimal amount necessary to enforce
feasibility of the algorithm.
Algorithm 6 (Weighted Fractional (WF))
1: w1i = 1, q
1
i =
1
N
, for all i
2: for t = 1, . . . , T do
3: choose expert et by combining the experts fractionally according to Qt = (qt1, . . . , q
t
N)
4: wt+1i = w
t
i(1− η)cti , for all i
5: qt+1i =
wt+1i∑N
j=1 w
t+1
j
, for all i
6: end for
The following theorem bounds the costs of the Weighted Fractional algorithm, assuming
that the price functions for the units purchased satisfy a convexity property. In particular,
the function f t(x) = xpt(x) that describes the cost incurred for buying an amount of x
needs to be a convex function.
Theorem 4.4. Suppose the functions f t(x), x ∈ [0, bt] are convex for 1 ≤ t ≤ T . Then
the expected costs of the Weighted Fractional algorithm satisfy
E
[
CTWF
] ≤ (1 + η + 2ηB)CTbest + lnNη +B lnN .
Setting η = min{√lnN/(BT ), 1/2} yields E [CTWF] ≤ CTbest +O(√BT logN).
Proof. To analyse the Weighted Fractional algorithm, we first introduce another algorithm
called k-Shrinking Dartboard algorithm (k-SD). We prove the regret bound for this al-
gorithm. With that result we then prove, using a slight modification of that algorithm,
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that the regret bound also holds for WF. The k-SD algorithm splits its buffer into k ≥ 1
subbuffers of size B/k each. SD is then simulated for each of the subbuffers by scaling down
the request as well as the amount purchased by the algorithm and by the experts. The
scaling is performed by multiplying the demands and amounts purchased with 1/k. The
price function is adapted accordingly, that is when buying an amount of xtj for the j-th
subbuffer in time step t, k-SD is accounted virtual costs of f t(kxtj)/k for purchasing that
amount of the resource.
Let LTj denote the virtual cost for sub-buffer j accumulated up to step T for every subbuffer
1 ≤ j ≤ k. The k-SD algorithm simulates SD for every subbuffer using an appropriate
scaling. It, therefore, holds that E
[
LTj
]
= E [CTSD/k], such that
E
[
k∑
j=1
LTj
]
= E
[
CTSD
]
.
It is left to show, how the virtual cost of the algorithm can be transferred into its actual
cost. It holds for every time step t of the request sequence that
f t
(
k∑
j=1
xtj
)
≤ 1
k
k∑
j=1
f t(kxtj) ,
which can be shown using Jensen’s inequality [Ros02] and is due to the fact that f t(x)
is a convex function for every time step t. Hence, the actual cost of the k-SD algorithm
for a time step t can be upper bounded by the sum of the virtual cost for this time step.
Combining this observation with the equation above leads to
CTk−SD ≤ CTSD ,
for every k ≥ 1.
We now consider a slight modification of the k-SD algorithm. The variation of the k-SD
algorithm, denoted by k-SD’ also has k subbuffers of size B/k each. On each of the subbuffers,
the algorithm simulates the SD algorithm using a suitable scaling on the amount purchased
by experts and algorithm. The difference to the k-SD algorithm is in the purchase of
additional units when the algorithm becomes infeasible. Instead of buying those units
when the respective subbuffer is empty, k-SD’ defers buying those units until all subbuffers
are empty. This does not change the number of additional units which has to be bought,
but it might change the prices of the additionally purchased units, since those units are
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purchased at different time steps. In the analysis we assume that additional units are
bought at the highest cost possible. Therefore, the analysis of the algorithm still holds if
the cost of the additional units bought in k-SD differ from the one bought in k-SD’. For
every new dart that is thrown, i.e., for every new expert chosen, in one of the subbuffers,
there are at most B/k additional units which have to be bought, using the same argument
as in the proof of Theorem 4.3. Hence, we can apply Theorem 4.3 also to k-SD’ and obtain
E
[
CTk−SD′
] ≤ (1 + η + 2ηB)CTbest + lnNη +B lnN ,
for every k ≥ 1.
We now consider a fixed time step t and let the number of subbuffers go to infinity, i.e.
k goes to infinity. By the law of large numbers, the sum of the amounts purchased by
the experts chosen for the subbuffers converges to its expectation. That is, the sum of
purchased amounts over all subbuffers converges to
∑N
i=1 q
t
ix
t
i. As a consequence, k-SD’
(for k →∞) purchases the same amount per time step as WF. Hence,
E
[
CTWF
]
= E
[
lim
k→∞
CTk−SD′
]
.
Combining the last two equations yields the theorem.
4.4 Weighted Fractional: Non-Convex Cost Function
In the last section we have shown that the Weighted Fractional algorithm achieves the same
regret as the Shrinking Dartboard algorithm if the given price functions are convex in each
time step. In this section we will show that this condition is necessary to achieve the no-
regret property. This means, WF cannot fulfill the no-regret property with arbitrary price
functions. The Weighted Fractional algorithm uses the same weights as algorithm RWM.
However, instead of choosing an expert at random, it simulates the experts fractionally.
That is, it purchases xt =
∑N
i=1 q
t
ix
t
i units in step t, where x
t
i is the amount purchased by
expert i in the same step and qti is calculated as shown in Algorithm 6. Observe that this
rule might lead to infeasibilities as the weights change over time: The amount of purchased
units together with the units in the buffer, might not be enough to satisfy the demand in a
time step or the buffer might overflow. In these cases, we ensure feasibility by purchasing
as many additional units as necessary or by buying less units, respectively, in order to
maintain feasibility.
We have shown that WF achieves a no-regret bound if the price functions in each step
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satisfy a convexity condition, for example if prices are constant. We will now show that
the no-regret property does not hold for arbitrary price functions.
We assume that the price function p′t(x) is defined as
p′t(x) =
{
0, if x = 3
1/2, if 0 < x < 3, x > 3
We now consider the following input sequence.(
pt
dt
)
=
[
0
1
][(
p′t(x)
1
)(
p′t(x)
1
)(
1
1
)]T ′
.
The sequence is build from an initial step with constant cost 0 and T ′ rounds of three steps
each. In each round the costs of the first two steps are given by price function p′t(x), while
the cost of the third step is constant. The length of the request sequence is T = 3T ′ + 1.
Suppose that the buffer is of size 3 and that the following two experts are given:
• The first expert purchases 1 unit in the initial time step and 3 units in the first step
of each round.
• The second expert purchases 3 units in the initial time step and 3 units in the second
step of each round.
Both experts have cost 0 on the given sequence. The WF algorithm divides the buffer in
k → ∞ subbuffers. For every subbuffer, the expert who manages the subbuffer is chosen
according to the weights of the algorithm. Since both experts experience the same cost
in the given sequence, both experts have weight 1/2 in the algorithm. Hence, each expert
manages in expectation half of the buffer of the WF algorithm. Therefore, in the first and
the second time step of each round, the WF algorithm is expected to buy 1/2 unit. The
expected cost of such a time step are, therefore, equal to 3/4, which leads to expected costs
of 3/2 per round. Hence, WF achieves expected costs of 3/2 ·T for the whole input sequence,
which also defines the regret of the Weighted Fractional algorithm.
4.5 Summary
In this chapter we have studied Online Buffering using online learning algorithms. Online
learning algorithms are equipped with a set of experts. Each expert represents a strategy
to solve the problem which the algorithm faces. Those strategies might be optimal under
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different conditions. The online algorithm is executed for a sequence of length T . In each
time step one of the experts or a combination of the experts is chosen. The behavior of
the algorithm for that time step is then defined by the behavior of the chosen expert,
i.e., the actions of the chosen expert are copied for that times step. In the standard
online learning setting the cost of the algorithm are then equal to the cost of the chosen
expert. However, switching from one expert to another between two time steps might
create additional costs when an online learning algorithm is applied to Online Buffering
problems. Those additional cost can occur since each expert has different assumptions
about the filling status of the buffer. Those assumptions are based on the actions that
expert has performed so far. If the assumptions of an expert about the filling status of
the buffer differ from the state of the buffer of the algorithm, the algorithm might have
to buy additional units to fulfill the request in some time steps. This leads to additional
costs for the algorithm. Since standard online learning algorithms do not take into account
those additional cost when choosing an expert, those algorithms have high regret bounds
for Online Buffering problems.
In this chapter we have introduced and analyzed online learning algorithms which take
those additional cost into account when choosing an expert. The Shrinking Dartboard
algorithm chooses the expert depending on the expert which was chosen in the last time
step and the current weight of all experts. By this, the number of expert changes and,
therefore, also the amount of additional costs are reduced. Weighted Fractional chooses
its actions fractionally based on a distribution calculated from the weights of the experts.
Since this distribution changes only gradually, also the fractional choice of expert changes
only gradually over time, which avoids high additional costs. We have analyzed the costs
of both algorithms, taking also into account costs which are generated by expert changes.
We have shown that even when considering those additional costs both algorithms achieve
a no-regret bound on the costs, i.e., the costs of the algorithm compared to the best expert
chosen in hindsight per time step tend to zero if the length of the request sequence increases.
For Shrinking Dartboard this result can be achieved for all possible cost functions, while
this holds for the Weighted Fractional algorithm only if the cost function of each expert is
convex.
A drawback of the algorithms is that the calculations performed by the algorithms can lead
to numerical instabilities, i.e., the weights of the experts might become very small when
the algorithms are executed. The decision which expert or which fractional distribution of
the experts the algorithm wants to follow in a certain time step is based on a distribution
among the experts. This distribution is achieved by calculating a weight for each expert
based on the cost the expert has experienced so far and building a distribution based on
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the fraction of the weight an expert contributes to the total weight in that time step.
Those weights, however, decrease in each time step. After a certain amount of time those
weights can become very small. This leads to a numerical unstable algorithm. In the next
section we, therefore, study how the weights and probabilities of SD can be recalculated to
decrease the numerical instability and how the regret bound is influenced by adaptations
which has to be made to avoid numerical instability.
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Learning With Bounded Precision
In the last chapter we have shown that Shrinking Dartboard (for details see Algorithm 5)
and Weighted Fractional (displayed in Algorithm 6) achieve the no-regret property when
they are applied to Online Buffering problems, i.e., the achieve that the difference between
the cost of the algorithm and that of the best expert in hindsight tend to zero if the length
of the request sequence increases.
To use these algorithms in real world applications for repeated decision making, those
algorithms have to be implemented. Unfortunately, the algorithms cannot be implemented
directly as presented in Section 4. This is due to the fact, that in an implementation of
the algorithms, costs, weights and probabilities can only be stored with bounded precision.
The exact precision is determined by the variable type used to store those values. The
bounded precision of those values leads to numerical instability during the execution of
the algorithm, i.e., costs which are too large are not stored correctly, weights which have
become to small are regarded as zero, and the probability distribution can no longer be
calculated. Since the weights of the experts decrease in every time step in which the
corresponding experts experienced cost, the weights might become very small even after a
small number of time steps.
In this chapter we, therefore, want to address these difficulties. We show how the Shrinking
Dartboard algorithm can be adapted to meet the requirements of an implementation and
analyse how the regret bound of the algorithm is influenced by those adaptations. In the
remaining of this chapter we show a different calculation of the weight of the Shrinking
Dartboard algorithm and show that those weights can be used to achieve the same prob-
ability distribution as before. We then show how the regret bounds of SD change if costs,
weights and probabilities are stored with limited precision.
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5.1 Recalculation of the Weights
In this section we derive another way to calculate the weights of the Shrinking Dartboard
algorithm. The weights calculated in the original version of the Shrinking Dartboard al-
gorithm can decrease very fast. If the algorithm is implemented, this leads to numerical
instability. To achieve a numerical stable implementation, the first adaption is to recalcu-
late the weights of the experts such that the probability distribution Qt is not influenced.
This recalculation does not directly lead to a numerical stable algorithm, but it avoids get-
ting marginal weights whenever possible. To achieve this, we want to increase the weights
of the experts without changing the probability distribution of the experts. Let etbest denote
the best expert, i.e., the expert which has experienced the lowest cost so far. It then holds
that the accumulated costs up to time step t of every other expert are at least as high as
the cost of the best expert. Formally, this means that
∑t
s=1 c
s
etbest
≤∑ts=1 csi holds for every
expert i.
As mentioned before, we aim for a recalculation of the weights which does not influence
the probability distribution among the experts. It can be seen from line 5 in Algorithm 5,
that the probability of an expert in time step t equals the fraction which this expert
contributes to the total weight W t in that time step. This fraction does not change if every
weight is multiplied with the same factor. In the Modified Shrinking Dartboard algorithm
(Algorithm 7) we, therefore, set the weight of the best expert to 1 in every time step. This
is achieved by scaling the weight of that expert with 1/(1−η)C
t−1
best . Ctbest =
∑t
s=1 c
s
etbest
denotes
the accumulated cost of the currently best expert etbest up to time step t. In order to keep
the probability distribution among the experts the same as before the scaling has been
performed, the weight of every other expert is scaled with the same factor. We assume
Algorithm 7 (Modified Shrinking Dartboard 1 (MSD1))
1: choose expert e1 uniformly at random from {1, . . . , N}
2: w1i = 1, v
1
i = 1, q
1
i =
1
N
, for all i
3: for t = 2, . . . , T do
4: wti = w
t−1
i (1− η)c
t−1
i , for all i
5: vti = w
t
i(1− η)−C
t−1
min , for all i
6: qti =
vti
V t
, for all i
7: With probability
wt
et−1
wt−1
et−1
:
8: do: do not change expert, i.e., et = et−1
9: else: choose expert et at random according to Qt = {qt1, . . . , qtN}
10: end for
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that V t =
∑N
i=1 v
t
i denotes the accumulation of the scaled weights.
The recalculation of the weights is performed as described in Algorithm 7. We will now
show that if the value of η is fixed for the whole request sequence calculating the weights
in the given way does not change the result of the algorithm.
Lemma 5.1. Assuming that η ∈ [0, 1/2] is fixed for the whole request sequence, it holds
that calculating the probabilities qti using the weights v
t
i instead of w
t
i does not change the
values of the probabilities qti .
Proof. Let W t =
∑N
i=1w
t
i , V
t =
∑N
i=1 v
t
i denote the sum over the weights of all experts, i.e.
wti or v
t
i , respectively, in the current time step. The weight w
t
i can be calculated as follows:
wti = w
1
i ·
t−1∏
r=1
(1− η)cri
= 1 · (1− η)
∑t−1
r=1 c
r
i
= (1− η)Ct−1min(1− η)
∑t−1
r=1 c
r
i−Ct−1min
= (1− η)Ct−1min · vti ,
using vti as defined in Algorithm 7. Using this equation it follows that,
qti =
wti
W t
=
(1− η)Ct−1min · vti∑N
i=1(1− η)C
t−1
min · vti
=
vti
V t
.
Therefore, it is also possible to calculate qti based on the modified weights v
t
i without
changing the probability distribution among the experts, as long as η ∈ [0, 1/2] is fixed for
the whole request sequence.
Unfortunately, this calculation is still based on the original weights even if the result
is independent of the original weights. Hence, the weights are still calculated in using
the original weights wti which decrease very fast. To be able to guarantee more stable
results, it remains to show that it is possible to calculate vti without using the weights w
t
i .
Otherwise, there is no gain by using this recalculation of the weights, since the numerical
instability for the values of wti is not reduced. To get an algorithm that is independent
of the original weights, we set the probability not to choose a new expert (Algorithm 7,
line 7) to (1− η)ct−1et−1 . This does not change the probability to choose a new expert, but it
is only a reformulation of the probability. This can easily be seen from the calculation of
wti . We use this formulation, since it avoids using the weights w
t
i for the calculation of the
weights vti .
Melanie Winkler 75
Chapter 5. Learning With Bounded Precision
We, furthermore, want to show how to calculate weights vti without using the weights w
t
i ,
such that those weights lead to the same probability distribution as the weights wti . So,
instead of calculating weight vti based on w
t
i , we show that it is possible to calculate the
weight without keeping track of the wti ’s. This can be done by modifying the Modified
Shrinking Dartboard algorithm further (see Algorithm 8).
Algorithm 8 (Modified Shrinking Dartboard 2 (MSD2))
1: choose expert e1 uniformly at random from {1, . . . , N}
2: v1i = 1, u
1
i = 1, q
1
i =
1
N
, for all i
3: best = 1
4: for t = 2, . . . , T do
5: uti = v
t−1
i (1− η)c
t−1
i , for all i
6: if utbest ≥ uti for every i then // Test, if best expert remains the same
7: vti = u
t
i(1− η)−c
t−1
best , for all i
8: else
9: if utj ≥ uti, for all i then
10: calculate c′ s.t. :
ut−1j
ut−1best
= (1− η)c′
11: vti = u
t
i(1− η)c
′−ct−1j // New best expert, the scaling has to be adapted
12: best = j
13: end if
14: end if
15: qti =
vti
V t
, for all i
16: With probability (1− η)ct−1et−1 :
17: do: do not change expert, i.e., et = et−1
18: else: choose expert et at random according to Qt = {qt1, . . . , qtN}
19: end for
In Algorithm 8 the weight of the best expert is set to 1 in every time step. This also done in
Algorithm 7. It is achieved by scaling the weights wti of every expert with factor 1/(1−η)
Ct−1
best
to obtain the same probability distribution as SD. In the Modified Shrinking Dartboard
algorithm we have scaled the weight of every expert after calculating the original weight.
The scaling factor for that depends on the costs which the expert has experienced so far.
Instead of multiplying the weight at the end of the calculation, in Algorithm 8 the weights
are rescaled in every time step. This means, that the weight of an expert is scaled in every
time step after the weight has been updated, using the scaled weight of the last step and a
scaling factor which depends on the cost that the best expert has experienced in the last
time step, i.e., 1/(1−η)c
t−1
best if the best expert in time step t is the same as in the time step
before. If the best expert has changed between those steps, we have to adapt the scaling
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factor in the current time step to achieve a scaling which depends on the accumulated
cost of the new best expert. This is due to the fact that the calculation of the current
weight is based on the scaled weight of the last time step. When multiplying the original
weight of every expert with a factor 1/(1−η)C
t−1
best after calculating the original weight wti , the
factor considers the accumulated cost of the currently best expert. This leads to a weight
of 1 for the best expert in the current time step. If we scale the weight in every time
step and calculate the new weight based on the scaled weight of the last time step, the
scaling in each time step has been performed based on the cost in that time step which
the expert experiences who is best in that time step. To achieve the same scaling factor
as in Algorithm 7, we, therefore, have to adapt the scaling in each time step in that the
best expert changes. We now assume that the first expert change takes place between the
time steps t− 1 and t. Then, up to time step t− 1 the scaling has been based on the cost
of the best expert in time step t− 1. The scaling in time step t should now depend on the
cost of the best expert in time step t. Hence, we have to correct the scaling performed in
the last time step. The correction depends on the cost difference between the accumulated
cost of the best expert in time step t− 1 up to time step t− 1 and the accumulated cost of
the best expert in time step t up to time step t− 1. Let c′ = Ct−1
bestt−1 − Ct−1bestt denote this
difference, where bests denotes the expert with the lowest accumulated cost up to time
step s. To achieve a scaling that depends on the accumulated cost of the best expert in
time step t, we now have to correct the scaling up to time step t− 1, such that it depends
on the accumulated cost of the best expert in time step t instead of the accumulated cost
of the best expert in time step t− 1. This can be done by an additional scaling with factor
1/(1−η)c′ in time step t. This is also done in the calculation of the weight in Algorithm 8.
We now show that the weights vti calculated in MSD1 (Algorithm 7) equal the weights v
t
i
calculated in MSD2 (Algorithm 8) and it is, therefore, possible to calculate the weights used
in the algorithm independently of the weights wti calculated in the original algorithm.
Lemma 5.2. The weights vti calculated in MSD1 (Algorithm 7) equal the weights v
t
i , calcu-
lated in MSD2 (Algorithm 8) for every time step t and every expert i.
Proof. We show the lemma by calculating the weights vti used in MSD2 from the weights v
t
i
calculated in MSD1. By vti(MSD1), we denote the weight of expert i in time step t calculated in
the Modified Shrinking Dartboard algorithm 1 and by vti(MSD2), the corresponding weight
calculated in the Modified Shrinking Dartboard algorithm 2. In MSD2 the weights are
calculated by rescaling them after every update of the weights with a factor depending
on the current best expert if the best expert in the last time step is the same as the best
expert in the current time step. If the best expert changes, the scaling is based on the
Melanie Winkler 77
Chapter 5. Learning With Bounded Precision
cost of the new best expert and a correction term that depends on the difference in the
accumulated cost of the best expert in the last time step and that in the current time step
up to time step t − 1. The scaled weight is then used to calculate the weight in the next
time step. The correction of the weights has to be made to achieve a weight of 1 for the
best expert if there has been an expert change between the last two time steps. We first
consider the case that the best expert has not changed between time steps t− 1 and t and
corrections were made in previous time steps if necessary. The weight is calculated by
vti(MSD1) = w
t
i(1− η)−C
t−1
best = vt−1i (1− η)c
t−1
i −ct−1best = uti(1− η)−c
t−1
best = vti(MSD2) .
The second equality follows from rescaling the weight of the best expert to 1 after the
update in every time step, as it is done in Algorithm 8. This weight is then used to
calculate the weight in the next time step. In contrast, Algorithm 7 multiplies the weights
calculated in SD with a factor that depends on the accumulated cost of the best expert, to
rescale the weight of the best expert to 1 in the end of the update process.
If the best expert changes, the rescaling in time step t− 1 has been made considering the
cost of the best expert up to that time step. Let c′ again denote the difference in the
accumulated cost of the best expert up to time step t− 1 and the best expert in time step
t, i.e., c′ = Ct−1
bestt−1 −Ct−1bestt . We assume, that the scaling in the last time step and all steps
before have been based on the cost of the best expert at the last time step. We can assume
that all update steps have been scaled based on the cost of that expert, since former steps
with expert change have already been corrected. We now assume that the best expert
changes in the current time step and that j has the lowest accumulated cost up to time
step t. Hence, the scaling in this time step and all steps before should have been made
based on the cost of expert j. This means, instead of scaling with factor (1 − η)Ct−1bestt−1 ,
the scaling should have been made with factor (1 − η)Ct−1j . Hence the scaling has to be
corrected by factor (1− η)c′ during the update step. This leads to weights
vti(MSD1) = w
t
i(1− η)−C
t−1
j = vt−1i (1− η)c
t−1
i −ctj+c′ = uti(1− η)c
′−ct−1j = vti(MSD2) .
Hence, the weights calculated in Algorithm 7 equal the weights in Algorithm 8.
5.2 Shrinking Dartboard with k-Bit Precision
The Shrinking Dartboard algorithm presented in Section 4.2 assumes that the cost, sum
of cost over time, weight and probability of each expert can be stored exactly. This is
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unfortunately not the case if the algorithm is implemented. In this section we want to
show that this algorithm can achieve the no-regret property even if the algorithm can store
numbers only with k-bit precision. In particular, the cost of the experts, the sum of the
cost over time, the weights and the probabilities to choose an expert are stored using a
total amount of k bits. The k = k1 + k2 bits are divided in k1 bits for the precision of
positions after the decimal point and k2 bits for positions before. The fixed partition of
each number into k1 bits for storing the decimal part and k2 bits for storing the integral
part is necessary to show that the Shrinking Dartboard algorithm can be modified, such
that the no-regret property is also achieved if it operates with k-bit precision.
In this section we show how the regret of the Shrinking Dartboard algorithm is influenced
by a reduction in precision. We then present the adaption necessary due to the reduction
in precision. The precision of the algorithm is influenced in three parts, namely, in the
precision of the cost of a single expert in one time step, the precision of the sum of cost of an
expert over time and the precision of the probability of an expert which is calculated based
on its weight. We first show how each of those parts is influenced if the considered part is
the only part which suffers from reduced precision during the execution of the algorithm.
We then combine the three parts to calculate the overall increase of regret caused by the
limited precision in an implementation of SD.
5.2.1 Modified Precision: Cost per Time Step
To show, that it is still possible to achieve the no-regret property if SD is executed with
limited precision, we first show how its regret bound is influenced if for each expert the
cost per time step can be saved using maximal k1 decimal places for each number, i.e.,
using k1 bits for storing a value from the interval [0, 1]. The precision reduction is not only
given for the algorithm, but the experts have to work using the same precision as given to
the algorithm. This can be justified by the fact that when implementing an online learning
algorithm, the calculations made by the experts are made under the same conditions as
the calculations made by the algorithm. The precision reduction suffered by the algorithm
is, therefore, also suffered by the experts.
We assume that the cost of an expert in a time step t can only be calculated with k1
precision, i.e., the cost of an expert are no longer from the interval [0, 1], but are cost from
the set {0, 1/2k1 , 2/2k1 , . . . , (2k1−1)/2k1 , 1}. The modification of the cost does not only hold for
the cost of the algorithm, but also for the cost of the best expert, i.e., also the cost of the
best expert as seen in hindsight are only given with precision of k1 bits. We assume that
the calculations of the algorithm, for example the calculation of the weight of each expert,
can be done accurately using the modified cost in each time step.
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Theorem 5.3. If the costs of the algorithm and those of the experts are given with k1-bit
precision, the expected cost of the Shrinking Dartboard algorithm for η ≤ 1/2 can be bounded
by
E
[
KTSD
] ≤ (1 + η + 2ηB)CTbest + (1 + η + 2ηB)2−k1T + lnNη +B lnN .
That is, its regret increases by an amount of (1 + η + 2ηB)2−k1T .
Proof. Let us consider an expert which has cost cti ∈ [0, 1] in time step t. The algorithm
might not be able to present those cost with complete accuracy, since it can only deal with
cost from the set {0, 1/2k1 , 2/2k1 , . . . , (2k1−1)/2k1 , 1}. Hence, we denote the cost seen by expert
i by kti . We assume that cost which are not from the set {0, 1/2k1 , 2/2k1 , . . . , (2k1−1)/2k1 , 1}
are rounded up to the next possible cost, i.e. kti = c
t
i + x, where x ∈ [0, 1/2k1) is chosen
such that kti is the next value from the set {0, 1/2k1 , 2/2k1 , . . . , (2k1−1)/2k1 , 1} that is at least
as large as cti. By calculating k
t
i in the depicted way, it is ensured that if for the cost of an
expert i holds that cti ≥ ctbest, it also holds that kti ≥ ktbest. This ensures that the expert
which has the lowest cost when Shrinking Dartboard is executed with complete accuracy is
also (among one of) the best experts when the algorithm is run with cost that have k1-bit
precision. If we denote the sum of the cost for a request sequence of length T as seen by
the Shrinking Dartboard algorithm by KTSD =
∑T
t=1 k
t
SD and that of the best expert chosen
in hindsight by KTbest =
∑T
t=1 k
t
best, the expected cost of the algorithm can be calculated by
E
[
KTSD
] ≤ (1 + η + 2ηB)KTbest + lnNη +B lnN
≤ (1 + η + 2ηB)(CTbest + 2−k1T ) +
lnN
η
+B lnN
= (1 + η + 2ηB)CTbest + (1 + η + 2ηB)2
−k1T +
lnN
η
+B lnN ,
where the first equation follows using Theorem 4.3.
We have now shown that the regret of Shrinking Dartboard is increased by an amount
that depends on the number of bits which can be used to give the cost in each time step,
assuming that the calculations can be done exactly when given those costs. In the next
section we will show how the regret is influenced if the sum of the cost for each expert or
the algorithm, respectively, can be saved using only a limited number of bits.
5.2.2 Modified Precision: Sum of the Cost
In the last section we have shown how the regret of the Shrinking Dartboard algorithm
changes if the costs in each time step are given with limited precision. In this section
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we will now assume that the sum of the cost can only be stored with reduced precision.
We assume that the sum of the cost is saved using k2 bits for the integral part of the
number. We assume, furthermore, that the k1 bits given to the algorithm to store digits
behind the decimal point is enough for the sum of cost, i.e., we assume that the experts are
accounted only cost from the set {0, 1/2k1 , 2/2k1 , . . . , (2k1−1)/2k1 , 1}. If experts are given only
those cost, this will not influence the regret of the algorithm, but we have shown that this
assumption in general increases the regret. We will, therefore, combine the influence of all
those assumptions on the regret bound in the last section of this chapter. Using only k2
bits for the integral part of the sum of cost will also influence the weights and probabilities
of the experts even if those can be calculated accurately based on the given sum of cost
of each expert. In this section we will show how the regret of the Shrinking Dartboard
algorithm is influenced by the limited number of bits for storing the integral part of the
accumulated cost.
If there are k2 bits available to store positions before the decimal point, it is not possible
to save numbers which are larger than ∆C = 2k2 . If we bound the sum of the cost of the
algorithm or the experts, respectively, for each time step to this number, this might lead to
the situation in which non of the sums of cost can be stored accurately, since all the sums
become to large to store them using only k2 bits. We, therefore, first want to recalculate
the sums of cost to avoid this situation. In the Shrinking Dartboard algorithm, the sum
of cost of an expert is only used to calculate its weight and based on the weights of all
experts, the probability distribution among the expert in a time step. In Section 5.1 we
have presented the Modified Shrinking Dartboard algorithms, which calculates a modified
sum of cost for each expert by setting the cost of the best expert to zero and adapt the cost
of the other expert by subtracting the cost of the best expert from that cost. In Lemma 5.1
we have shown that this adaption of the Shrinking Dartboard does not change the behavior
of the algorithm. We can, therefore, use this recalculation and obtain the same results as
the Shrinking Dartboard algorithm.
We will now use this modification and assume that we are given k2 bits for positions before
the decimal point. Hence, to store the sum of the cost of each expert, we can now assume
that it is possible to save cost of an expert up to C = Ctbest + ∆C. Costs which exceed
this amount cannot be saved and are, therefore, not considered in the algorithm. In the
algorithms presented in this section this is achieved by redefining the cost of the experts
in some time steps. In time steps in which adding the cost of the expert to the sum of cost
of that expert would lead to cost higher than C, instead of adding the cost of the expert
in that time step to its sum of cost, the cost of the best expert so far are added to that
sum. For experts for which this is not the case, the cost of the expert in that time step are
Melanie Winkler 81
Chapter 5. Learning With Bounded Precision
t
cost
Cost of i (adapted)
Cost of i
Cost of min
t
sum of cost
Cost of i (adapted)
Cost of i
Cost of min
Figure 5.1: Cost of expert i with modified sum of cost
added to its sum of cost. This calculation is displayed in Figure 5.1.
To simplify the argumentation in this section, we argue with the real cost which an expert
has seen so far and with the difference between those cost and the cost of the best expert,
i.e., we use the original sums of the cost and weights instead of the recalculated ones.
This argumentation is possible, since we have shown that the cost and weights can be
recalculated without changing the algorithm as long as long as those values are stored
accurately. Instead of bounding the sum of cost of each expert by C, we then bound the
maximal difference between the sum of cost of an expert and that of the currently best
expert by ∆C.
To show the regret bound of the Shrinking Dartboard algorithm when using k2 bits for
storing the recalculated sum of the cost, we first show how the regret bound of the Random-
ized Weighted Majority algorithm (Algorithm 4, Chapter 4) is influenced by the decreased
precision. That is, we show the regret of RWMif the cost of an expert is reduced to that
of the best expert in the case that adding its own cost would lead to the situation that
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the sum of cost of that expert exceeds C. Using this result, we can then show the regret
bound of the SD algorithm with reduced precision. The algorithm which is generated by
applying the recalculation and bounding of the sums of cost to Randomized Weighted Ma-
jority, is denoted by Modified Randomized Weighted Majority (MRWM). It is displayed in
Algorithm 9.
Algorithm 9 (Modified Randomized Weighted Majority (MRWM))
1: choose expert e1 uniformly at random from {1, . . . , N}
2: v1i = 1, p
1
i =
1
N
, for all i
3: for t = 2, . . . , T do
4: vti = v
t−1
i (1− η)l
t−1
i , for all i
5: pti =
vti∑N
i=1 v
t
i
, for all i
6: choose expert et at random according to P t = {pt1, . . . , ptN}
7: end for
Let experts with hight cost in a time step t define those experts whose real cost are higher
than C in that time step. Hence, those experts have higher cost than seen by SD for those
experts. The amount of weight which is given to experts with higher accumulated cost
than seen by the Shrinking Dartboard algorithm is at most (N − 1)(1− η)∆C−1, since the
weight of each of those expert is at most (1 − η)∆C−1 and there are at most (N − 1) of
those experts. In the Modified Randomized Weighted Majority algorithm the cost which
are added to the sum of cost of an expert to calculate its weight in a time step t are
modified, such that the sum of cost of that expert cannot exceed C. Therefore, instead of
adding up the cost cti in every time step, we add up the cost of an expert as seen by the
algorithm up to that step. Let bestt denote the expert with the lowest cost up to time step
t. If the time step is clear from the context, we do not explicitly state the t. If there are
several experts with the same cost, we use the one with the lowest index. The cost of an
expert, as it is seen by the algorithm, can then be defined by
lti =
{
cti, if
∑t
s=0 l
t
i ≤
∑t
s=0 l
t
best + ∆C
ctbest, otherwise
if the best expert in time step t is the same expert as that in time step t− 1. If this is not
the case, i.e., if the best expert changes from time step t − 1 to time step t, we want to
compare the sum of the cost of every expert i to that of the new best expert bestt. The
cost of that expert up to time step t− 1 might differ from that of bestt−1. Since we want
to calculate the sum of the cost of each expert reduced by that of the current best expert,
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as it is also done in the case of that no expert change occurs, we also have to add the
difference in cost of the best experts in time step t− 1 and the best expert in time step t.
Hence, in case of an expert change, the expected loss of the algorithm can be calculated
by
lti =
{
cti, if
∑t
s=0 l
t
i ≤
∑t
s=0 l
t
bestt
+ ∆C
ct
bestt
+
∑t−1
s=1 l
s
bestt −
∑t−1
s=1 l
s
bestt−1 , otherwise
.
The weight of an expert i in a time step t is then calculated using the sum of the modified
cost, i.e., vti = (1 − η)Lti with Lti =
∑t
s=1 l
s
i . The probability of that expert is then calcu-
lated by vti/V
t, where V t =
∑N
i=1 v
t
i . Using these calculations, the Modified Randomized
Weighted Majority algorithm is given as described in Algorithm 9.
Theorem 5.4. For η ≤ 1/2 the cost expected of Modified Randomized Weighted Majority
can be bounded by
E
[
CTMRWM
] ≤ (1 + η)CTbest + lnNη + (N − 1)(1− η)∆C−1T .
Proof. To show the theorem, we first observe that for every l ∈ [0, 1], it holds that (1−η)l ≤
(1 − ηl), since (1 − η)l = (1 − ηl) for l ∈ {0, 1} and (1 − η)l is convex in l for the whole
interval. Let us now consider the total weight V t at time step t. V t can be bounded from
above by
V t =
N∑
i=1
vti =
N∑
i=1
vt−1i (1− η)l
t−1
i ≤
N∑
i=1
vt−1i (1− ηlt−1i ) = V t−1 − η
N∑
i=1
vt−1i l
t−1
i ,
using the inequality shown before. We now define
F t =
N∑
i=1
cti ·
vti
V t
to be the expected cost of the Modified Randomized Weighted Majority algorithm in time
step t. With
∆F t =
N∑
i=1
(cti − lti)
vti
V t
,
we denote that fraction of the expected cost of the Modified Randomized Weighted Major-
ity algorithm that is not seen by the algorithm due to the reduced precision. This means,
an expert has cost cti in a time step t. But, if it has experienced high cost compared to
84 Melanie Winkler
5.2. Shrinking Dartboard with k-Bit Precision
the currently best expert, the algorithm does not realize that this expert has high cost
in the current time step, since in the algorithm the expert is accounted only for the cost
of the best expert. We will now use ∆F t to calculate the expected cost of the Modified
Randomized Weighted Majority algorithm.
We can recalculate the weights V t, using the upper bound on V t and the expected cost of
the Modified Randomized Weighted Majority algorithm in a time step t. It holds that
V t ≤ V t−1 − V t−1η(F t−1 −∆F t−1)
= V t−1(1− ηF t−1 + η∆F t−1) .
The weight at the end of the algorithm can be lower bounded by
V T ≥ (1− η)LTbest ≥ (1− η)CTbest
and with that, the weight of the best expert can than be estimated by
(1− η)CbestT ≤ V T = V T−1(1− ηF T−1 + η∆F T−1)
= N
T∏
t=1
(1− ηF T−1 + η∆F T−1) .
Taking the logarithm on this equation and using the definition of F T and the fact that
ln(1− z) ≤ −z for every z ∈ [0, 1/2], it follows
CTbest ln(1− η) ≤ lnN +
T∑
t=1
ln
(
1− (ηF T−1 − η∆F T−1))
= lnN −
T∑
t=1
(ηF T−1 − η∆F T−1)
= lnN − ηE [CTMRWM]+ Tη∆F t .
With that, we can now calculate the expected cost of the Modified Randomized Weighted
Majority algorithm
E
[
CTMRWM
] ≤−CTbest ln(1− η)
η
+
lnN
η
+
∆F TηT
η
≤(1 + η)CTbest +
lnN
η
+ T∆F T ,
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by using − ln(1− z) ≤ z + z2 for every z ∈ [0, 1/2]. We can now upper bound
∆F T ≤ (N − 1)(1− η)∆C−1 ,
using the fact that the weight of an expert is increased to (1− η)∆C−1 if it differs from the
best expert by more than ∆C.
We have shown that the expected regret of the Modified Randomized Weighted Majority
algorithm is
(1 + η)CTbest +
lnN
η
+ (N − 1)(1− η)∆C−1T .
Using this, we can achieve a regret bound of the Programmable Shrinking Dartboard (PSD)
algorithm (Algorithm 10), the algorithm which is generated from the Shrinking Dartboard
algorithm by applying the same modifications to SD as those applied to RWM to generated
MRWM.
Algorithm 10 (Programmable Shrinking Dartboard (PSD))
1: choose expert e1 uniformly at random from {1, . . . , N}
2: v1i = 1, p
1
i =
1
N
, for all i
3: for t = 2, . . . , T do
4: vti = v
t−1
i (1− η)l
t−1
i , for all i
5: pti =
vti
V t
, for all i
6: With probability (1− η)ltet−1 :
7: do: do not change expert, i.e., et = et−1
8: else: choose expert et at random according to P t = {pt1, . . . , ptN}
9: end for
As described in detail in Section 4 the difference between the Randomized Weighted Ma-
jority and the Shrinking Dartboard algorithm is the fact that the random choices made
by the SD algorithm are not independent, whereas the choices of the RWM algorithm
are. We will now show that the same holds for the modified versions of both algorithms.
we will furthermore show, that both algorithms, i.e. the Programmable Shrinking Dart-
board algorithm and the Modified Randomized Weighted Majority algorithm, use the same
probability distribution for choosing an expert.
Lemma 5.5. The probability distribution of PSD equals the probability distribution of MRWM,
i.e., it holds that Pr [et = i] = pti, for i ∈ {1, . . . , N}, t ∈ {1, . . . , T}.
Proof. The statement in the lemma can be proven by induction on 1 ≤ t ≤ T . From the
definition of the algorithm, the lemma holds for t = 1. For t ≥ 2 the expert i which is
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selected in t is either already selected in time step t− 1 and the dart stays in the allowed
area or the expert is chosen when a new dart is thrown in time step t and it hits the area
of expert i. Hence, using weights vti and probabilities p
t
i, we can achieve a result similar to
the one for the non modified algorithm. Formally, we have
Pr
[
et = i
]
= Pr
[
et−1 = i
] · vti
vt−1i
+ pti ·
(
N∑
j=1
Pr
[
et−1 = j
] · (1− vtj
vt−1j
))
= pt−1i ·
vti
vt−1i
+ pti ·
(
N∑
j=1
pt−1j ·
(
1− v
t
j
vt−1j
))
=
vt−1i
V t−1
· v
t
i
vt−1i
+
vti
V t
·
(
N∑
j=1
vt−1j
V t−1
· v
t−1
j − vtj
vt−1j
)
=
vti
V t−1
+
vti
V t
· V
t−1 − V t
V t−1
=
vti
V t
= pti .
Let D denote the expected number of expert changes of the Programmable Shrinking
Dartboard algorithm. We can then calculate the expected number of expert changes in
terms of the expected cost of the best expert.
Lemma 5.6. The expected number of expert changes during the execution of PSD can be
bounded by E [D] ≤ 2ηCTbest + lnN .
Using the weights vti and V
t of the modified version of the algorithm and the observation
that
V T+1 ≥ (1− η)LTbest ≥ (1− η)CTbest
holds, the remaining of the proof of this lemma follows along the lines of the proof of
Lemma 4.2. With that, we can now upper bound the expected cost of the Programmable
Shrinking Dartboard algorithm.
Theorem 5.7. The expected cost of the Programmable Shrinking Dartboard can be bounded
by
E
[
CTPSD
] ≤ (1 + η + 2ηB)CTbest +B lnN + lnNη + (N − 1)(1− η)∆C−1T
for η ≤ 1/2.
Proof. The cost of the Programmable Shrinking Dartboard algorithm is bounded from
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above by
T∑
t=1
ctet +DB ,
i.e., by the sum of cost of the chosen experts in each time step, plus additional costs that are
caused by expert changes during the execution of the algorithm (see proof of Theorem 4.3
for details).
The cost of the chosen experts can then be bounded by
E
[
T∑
t=1
ctet
]
≤ (1 + η)CTbest +
lnN
η
+ (N − 1)(1− η)∆C−1T .
The left size of this equation describes the costs of PSD for each request sequence of length
T . In Lemma 5.5 we have shown that the probability that PSD chooses an expert i at time
step t equals the probability that MRWM chooses that expert in the same time step. Hence,
the left side of the equation also denotes the expected cost of the MRWM. We can, therefore,
apply the upper bound of the cost of the Modified Randomized Weighted Majority to those
costs. Combining this with the upper bound on the expected number of expert changes D
yields the theorem.
This theorem leads to a regret bound which depends on ∆C. In the PSD algorithm ∆C
denotes the maximal sum of cost of each expert when considering the modified sums of
cost, i.e., when from each original sum of cost the accumulated cost of the best expert
are subtracted. Since this amount is defined by the number of bits which the algorithm
is given to save the integer part of each number, i.e., ∆C = 2k2 , the theorem leads to a
regret bound which also depends on the number of those bits, i.e., on k2.
5.2.3 Modified Precision: Weights and Probabilities
In the last section we have shown how the regret of the Shrinking Dartboard algorithm is
influenced if the accumulated cost of each expert can be stored using maximal k2 bits for
the integer part of the value of the accumulated cost. We have assumed that the weights
and probabilities can be calculated correctly based on the modified accumulated cost of
the experts. In this section we want to calculate the regret bound of the algorithm if the
weights and probabilities of the experts cannot be saved accurately, but if there are only
k1 bits to save those values.
The new weights in a time step t are calculated based on the weights of the last time step.
Hence, if the algorithm is given only k1 bits to store a weight in a time step t, this weight is
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rounded to be able to store it. The weight calculated in the next time step is then calculated
based on the rounded weight, instead of the correct weight of the expert. Hence, using
only k1 bits to store the weight in a time step t might cause an even larger derivation from
the correct weight in future time steps. Therefore, we first want to calculate the maximal
derivation between the correct weight of an expert and the weight calculated in a time step
t. Based on the weights, the algorithm then calculates the probabilities of each expert.
If also the probabilities can be stored using maximal k1 bits, also those probabilities can
derive from the correct probabilities of the experts. In this section we, therefore, want to
show how the regret bound of the Shrinking Dartboard algorithm is influenced by these
derivations.
In the last section we have calculated the regret bound of PSD, i.e., of the Shrinking Dart-
board algorithm, when it is given k2 bits to save the integral part of the accumulated cost
of each expert. Unfortunately, even if the accumulated cost of the experts are bounded, the
weight of an expert can still become too small to store it using only k1 bits. The algorithm
might, therefore, only be able to save the weights of the experts with decreased precision.
We assume that the algorithm can use up to k1 bits to save the weight of each expert. The
weight of each expert is a value from the interval [0, 1], therefore, the weight of each expert
can be stored in discrete steps using values from the set {0, 1/2k1 , 2/2k1 , . . . , (2k1−1)/2k1 , 1}. We
assume that weights and probabilities which cannot be saved accurately are rounded up.
Let vti , respectively p
t
i denote the weight, respectively probability calculated with decreased
precision and let wti denote the weight calculated with complete accuracy. In each time
step the weight vti is the smallest possible value from the set {0, 1/2k1 , 2/2k1 , . . . , (2k1−1)/2k1 , 1}
which is as least as large as the weight calculated based on vt−1i . We will now show that the
weight calculated in step t can be at most t · 2−k1 larger than the correct weight for that
expert when the calculation is based on weight vt−1i which itself might have been saved
with an error due to the bounded precision.
Theorem 5.8. For every time step t and every expert i, the weight vti can be bounded by
vti ≤ wti + t · 2−k1.
Proof. We can show this by induction. It holds that v0i = w
0
i = 1 which gives the base
case. Consider now the induction step from t− 1 to t, for t ∈ N. It holds that
vti = v
t−1
i · (1− η)c
t−1
i
≤ (wt−1i + (t− 1) · 2−k1) (1− η)ct−1i + 2−k1
≤ wt−1i · (1− η)c
t−1
i + (t− 1) · 2−k1 · (1− η)ct−1i + 2−k1
≤ wt−1i · (1− η)c
t−1
i + t · 2−k1 ,
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where the second inequality follows from the induction assumption.
Using this upper bound on the derivation between the weights vti and w
t
i of the experts,
we can also upper and lower bound the probability pti of the each expert which is based on
the weights vti . Since weights and probabilities are rounded up by the algorithm, it holds
that
vti
V t
≤ pti ≤ v
t
i
V t
+ 2−k1 . From the calculations of the weights follows that
wti
W t + 2−k1tN
≤ pti ≤
vti
V t
+ 2−k1 ≤ w
t
i + 2
−k1t
W t
+ 2−k1 .
Furthermore, we can use that to calculate the upper bound
wti + 2
−k1t
W t
2−k1 ≤ qti +
2−k1t
W t
2−k1 ≤ qti + 2−k1(t+ 1)
and the lower bound
wti
W t + 2−k1tN
≥ qti
(
1
2−k1Nt
W t
)
≥ qti − qti
(
2−k1Nt
2−k1Nt+W t
)
≥ qti − 2−k1Nt ,
on the maximal error of the probabilities of each expert. Using the results about the
derivation of the calculated weights and probabilities from the correct ones, we can calculate
the influence of that derivation on the regret bound of the Shrinking Dartboard algorithm.
The proof of the regret bound is performed by first considering the influence of weights and
probabilities calculated with decreased precision RWM. This result is then used to calculate
the experted cost of SD using weights and probabilities with k1 bit precision.
Theorem 5.9. For η ≤ 1/2 the expected cost of Randomized Weighted Majority using k1
bits to store weights vti and probabilities p
t
i, can be upper bounded by
E
[
CTRWM
] ≤ (1 + η)CTbest + lnNη + T 2−k1η .
Proof. To show the theorem, we use that for each l ∈ [0, 1] the inequality (1−η)l ≤ (1−ηl)
holds, as shown in the last section. We now consider V t, the cumulated weight of all experts
at time step t. The weight V t can then be bounded from above by
V t =
N∑
i=1
vti ≤
N∑
i=1
vt−1i (1− η)c
t−1
i + 2−k1
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≤
N∑
i=1
vt−1i (1− ηct−1i ) + 2−k1
= V t−1 − η
N∑
i=1
vt−1i c
t−1
i + 2
−k1 .
We now define F t by
F t =
N∑
i=1
cti · pti ≥
N∑
i=1
cti ·
vti
V t
,
which equals the expected loss of the algorithm in time step t. Using those inequalities,
we can rewrite the total weight V t as
V t ≤ V t−1 − V t−1ηF t−1 + 2−k1
≤ V t−1 (1− ηF t−1 + 2−k1) .
The total weight at the end of the algorithm can be lower bounded by
V T ≥ W T ≥ (1− η)CTbest
and with that, the weight of the best expert can be estimated by
(1− η)CTbest ≤V T
=V T−1
(
1− ηF T−1 + 2−k1)
=N
T∏
t=1
(
1− ηF T−1 + 2−k1) .
Taking the logarithm on this equation, using the definition of F T and that ln(1− z) ≤ −z
for every z ∈ [0, 1/2], it follows
CTbest ln(1− η) ≤ lnN +
T∑
t=1
ln
(
1− ηF T−1 − 2−k1)
= lnN −
T∑
t=1
(ηF T−1 − 2−k1)
= lnN − ηE [CTRWM]+ T2−k1 .
This is used to calculate the expected cost of the Modified Randomized Weighted Majority
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algorithm
E
[
CTRWM
] ≤−Cbest ln(1− η)
η
+
lnN
η
+ T
2−k1
η
≤(1 + η)CTbest +
lnN
η
+ T
2−k1
η
,
which follows from the inequality − ln(1− z) ≤ z+ z2, that holds for every z ∈ [0, 1/2].
We can now use the result about the regret of the Randomized Weighted Majority algorithm
to prove the regret bound for the Shrinking Dartboard algorithm. We first show that the
probability distribution of the Randomized Weighted Majority algorithm is the same as
the probability distribution of the Shrinking Dartboard algorithm, using the probabilities
with decreased precision for both algorithms. This is also stated in the following lemma.
Lemma 5.10. The probability distribution of SD equals the probability distribution of RWM if
both algorithms are executed using probabilities stored with bounded precision, i.e., it holds
that Pr [et = i] = pti, for i ∈ {1, . . . , N}, t ∈ {1, . . . , T}.
The proof of this lemma follows along the lines of the proof of Lemma 5.5 using the weights
vti and the probabilities p
t
i stored with k1-bit precision. We can, furthermore, calculate
the expected number of expert changes during the execution of the Shrinking Dartboard
algorithm.
Lemma 5.11. The expected number of expert changes during the execution of SD can be
bounded by E [D] ≤ 2ηCTbest + lnN .
The proof of the lemma follows along the line of the proof of Lemma 4.2, using the fact
that
V T ≥ W T ≥ (1− η)CTbest
holds. Applying the results from those lemmas and the regret bound of the Randomized
Weighted Majority algorithm with bounded precision for weights and probabilities, the
following theorem follows:
Theorem 5.12. The expected cost of the Shrinking Dartboard algorithm with decreased
precision for weights and probabilities can be bounded by
CSD ≤ (1 + η + 2ηB)CTbest +B lnN +
lnN
η
+ T
2−k1
η
for η ≤ 1/2.
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The proof of this theorem equals the proof of Theorem 5.7 using the weights and probab-
ilities calculated with decreased precision, the regret bound for the Randomized Weighted
Majority algorithm with bounded precision for weights and probabilities and the fact that
V T ≥ W T ≥ (1− η)CTbest
holds.
5.2.4 Modified Precision: Regret Bound
In previous sections of this chapter we have shown how bounding the number of bits
for storing the integer part or, respectively, the fractional part of a variable in single
calculations of the algorithm influences the regret bound of that algorithm. Limiting the
number of bits for storing variables leads to reduced precision in the calculations of the
algorithm. This reduced precision can increase the costs of the algorithm and, therefore,
also the difference between the costs of SD and those of the best expert chosen in hindsight,
i.e., the regret of the algorithm. So far, we have only considered reduced precision in single,
isolated steps of the algorithm. However, when Shrinking Dartboard is implemented,
reduced precision is not only experienced in single steps of the algorithm but throughout
the whole implementation. The limited precision is caused by the fact that only a constant
number of bits can be used to store costs, weights and probabilities. The exact number of
available bits is defined by the type of the variable and the architecture of the machine,
the algorithm is implemented on. Therefore, we want to show in this section how the
regret bounds we have achieved, for storing numbers with limited precision in single steps
of the algorithm, can be combined to achieve a regret bound which is valid, if the algorithm
experiences space limitations for saving the calculated costs, weights and probabilities in
all parts of the learning process.
In Theorem 5.3 we have achieved the expected cost of the algorithm if the costs for the
experts in each time step cannot be seen accurately by the algorithm, but only up to k1 bit
precision for each cost. If the cost are given to the algorithm, using only k1 bits to store
them, this influences the calculations of the algorithm in the step where the algorithm
is given the cost of each expert. The remaining calculations are not influenced by this,
but the given costs are assumed to equal the real cost for all other calculations. Hence,
the influence of this limited precision can be considered independently of the remaining
influences.
Theorem 5.7 bounds the cost of Shrinking Dartboard if the accumulated cost of each
expert can be stored using at most k2 bits for the integer part of the variable. Since the
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costs per time step are chosen from the set {0, 1/2k1 , 2/2k1 , . . . , (2k1−1)/2k1 , 1}, the fractional
part of the sum can be stored using at most k1 bits. If the accumulated cost of each
expert reduced by the cost of the best expert can be stored using at most k2 bits, the
maximal accumulated cost of each expert cannot become higher than 2k2 . This increases
the regret of the algorithm, since the algorithm cannot account the experts for all cost which
they experience. Hence, the algorithm has additional cost caused by an expert which it
cannot take into account. This amount is independent from the error that is made when
saving the weight or, respectively, the probability of the expert and is due to bounded
precision for storing weight and probability. Furthermore, the error made by saving weight
or, respectively, probability of the expert can be seen as additional miscalculation of the
accumulated cost of the expert, when we consider that weight as correct weight of the
expert and the derivation of its correct weight as cost which the expert is not accounted
for. Hence, the increase in cost for those steps of the algorithm can be added up in the
total bound on the cost of the Shrinking Dartboard algorithm.
Each of the increases in the cost bound is by an additive factor. Therefore, it is possible to
combine the cost bounds achieved for limiting the precision in single steps of the algorithm
to a bound on the cost for the algorithm which holds if precision is limited through the
whole algorithm. The regret bound achieved by this holds if limited precision is given for
the whole execution of the Shrinking Dartboard algorithm. It is given in the theorem.
Theorem 5.13. For η ≤ 1/2, the expected cost of the Shrinking Dartboard algorithm can
be bounded by
E
[
CTSD
] ≤ (1 + η + 2ηB) (CTbest + 2−k1T)+B lnN + lnNη + T (N − 1)(1− η)2k2 + 2−k1Tη
if the algorithm is given k1 bits for storing the fractional part of a number and k2 bits for
storing the integer part of a number. Setting η = min{1/√T , 1/2} and k1 = k2 = lnT yields
E
[
CTSD
] ≤ CTbest +O(BN√T ).
Proof. The first part of the theorem, i.e., the cost bound for Shrinking Dartboard with
limited precision in all steps of the algorithm, follows from combining the cost bounds
achieved by introducing decreased precision for single steps of the algorithm. This means,
by combining the bounds for the expected cost of Shrinking Dartboard from Theorem 5.3,
Theorem 5.7 and Theorem 5.12.
By setting η = min{1/√T , 1/2} and k1 = k2 = lnT , the expected cost of the Shrinking
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Dartboard algorithm can be bounded by
E
[
CTSD
]− CTbest
≤ (η + 2ηB) (T + 2−k1T)+B lnN + lnN
η
+ T (N − 1)(1− η)2k2 + 2
−k1T
η
≤
(
1√
T
+
2B√
T
)(
T + 2− lnTT
)
+B lnN +
lnN
1/
√
T
+ T (N − 1)(1− 1√
T
)2
lnT
+
2− lnTT
1/
√
T
= O
(
BN
√
T
)
,
using the trivial bound CTbest ≤ T . This leads the theorem.
We have, therefore, shown that Shrinking Dartboard algorithm can be implemented as
no-regret algorithm if the constants k1, k2 and η are chosen suitable.
5.3 Summary
In this chapter we have shown how the Shrinking Dartboard algorithm can be adapted if
the variables of the algorithm can only be saved with limited precision. This means that
the algorithm is given k = k1 + k2 bits for saving the costs, weights and probabilities of
the experts, k1 bits for the fractional and k2 bits for the integer part of each variable. In
the version of the Shrinking Dartboard algorithm presented in the last chapter we have
assumed that cost, weights and probabilities can be calculated exactly, regardless of the
value they take. Hence, the accumulated costs of the experts can become very large and
weights and probabilities can become infinitesimal during the execution of the algorithm.
The regret bound proven in the last chapter was shown under the condition that those
values can be stored accurately in each time step of the algorithm.
In this chapter we have shown that, if the number of bits available to save the values of
costs, weights and probabilities is bounded in a suitable way, the Shrinking Dartboard
algorithm still achieves the no-regret property. The number of bits necessary to achieve
this depends on the value of η. We have shown a no regret bound for k1 = k2 = lnT and
η = 1/
√
T . This result depends on the length of the request sequence. In an implementation
of the algorithm, it might not always be possible to guarantee this requirement, but since
the logarithm has a very low slope, it has been sufficient to guarantee the no-regret property
for the Shrinking Dartboard algorithm in the simulations performed in the next chapter.
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CHAPTER 6
Simulation: Model and Results
In prior parts of this thesis we have introduced different algorithms for Online Buffering
problems. However, we have analyzed the algorithms in theoretical settings with predefined
conditions which might not hold in practice. In this chapter we, therefore, want to study
the behavior of the algorithms when they are executed in a typical application for Online
Buffering. Hence, we implement those algorithms as control strategy in a hybrid electric
vehicle and analyze their performance using simulations.
We can divide the implemented algorithms into two classes. The first class of algorithms
contains those that achieve theoretically provable, good results in a predefined setting of
the Online Buffering problem. Those algorithms are designed in a way that they achieve a
good performance in a particular setting, but often this guarantee is only given as a worst
case performance guarantee in a very limited setting. The Cautious algorithms presented
in Chapter 3, for example, achieves optimal costs if the prices for the resource are generated
by a random walk. However, it is not clear how the algorithm performs if the price model
differs from that. In contrast, online algorithms such as Shrinking Dartboard and Weighted
Fractional make no assumptions about the underlying price model. Those algorithms are
equipped with a set of experts and their performance depends on the performance of the
best expert. If the performance of the best experts is known, we can give a guarantee
on the worst case performance for those algorithms. Unfortunately, those results cannot
be used directly to estimate the performance of the algorithms in practical applications
where some of the worst case scenarios might not even occur. We use the simulations of
the algorithms to estimate how the theoretically optimal algorithms perform, when they
are used in a typical application of Online Buffering.
The second class of algorithms is used as benchmarks for the performance of our algorithms.
It contains algorithms that are commonly used as control strategies in a HEV such as
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heuristics and Equivalent Consumption Minimization Strategies. There are no performance
guarantees given for those algorithms, but it is known by experience that they can achieve
good results, i.e., a low fuel consumption, when they are applied as control strategies in
an HEV. Unfortunately, those strategies cannot achieve a low fuel consumption for all
possible driving scenarios, but they have to be tuned by hand in test scenarios for the
driving scenarios for which that strategy should achieve a low fuel consumption.
In this chapter we study experimentally if algorithms from the first class can be used as
control strategy in a HEV to achieve a similar fuel consumption than algorithms from
the second class, i.e., if the good results that those algorithms achieve in theory can be
transfered into praxis. If this is the case, applying those algorithms as control strategies can
lead to a low fuel consumption of a hybrid electric vehicle. This is then achieved without
extensive tuning of control strategies. However, we do not implement the algorithms into
the control unit of a real hybrid electric vehicle, but we use a model of a HEV to simulate
the algorithms.
6.1 Simulation Model of a Hybrid Electrical Vehicle
The simulations in this thesis are performed using a model of a hybrid electric vehicle
implemented in Simulink [Beu06]. Simulink is a model based design environment based
on the programming language MATLAB. In model based development it is possible to
simulate, test and rebuild an implemented model in every step of the development process.
Furthermore, the results of the simulation process can be visualized directly in Simulink.
Simulink provides different building blocks, which can be deployed to model and simu-
late dynamic systems. In Simulink a model can be constructed by defining it directly in
MATLAB or by utilizing the graphical interface provided by Simulink. It is possible to
build nonlinear, hierarchically structured models using the predefined building blocks or
by directly programming the needed elements using the Simulink programming language.
Building blocks which are useful to model a hybrid electric vehicle are provided by the
QSS -toolbox [GS05] which extends Simulink.
The QSS-toolbox provides several elements of a hybrid electric vehicle in predefined build-
ing blocks. The main idea of this toolbox is to calculate the model backwards, i.e., to
change the cause-effect relation. Instead of a driver who demands a certain acceleration by
pressuring the gas pedal, which then leads to a certain speed of the car, for those models
the speed of the vehicle is defined by a driving cycle for each time step. A driving cycle is
a predefined driving profile that defines speed and acceleration of the vehicle in each time
step. The speed and acceleration defined by the driving cycle, are met exactly in each
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Figure 6.1: Simulink model of the hybrid electric vehicle
time step of the simulations. This means that there is no deviation regarding the driving
conditions, as it might be caused by a driver whose behavior varies. Since the driving
condition of a fixed driving cycle are exactly the same each time it is used, the results of
different simulations on the same driving cycle can easily be compared. This is a huge
advantage over a driver who drives a route several times if we want to compare the fuel
consumption of different control strategies. The model used for the simulations is displayed
in Figure 6.1. The components of the model equal components of a real vehicle. They are
explained in more detail in the remainder of this section. The order of the components
is that given by the model when reading it from left to right, i.e., the driving cycle, the
vehicle block, the control strategy, the combustion engine and the electrical engine.
6.1.1 Driving Cycle
The simulation is performed in a backward driving model. This means, it is based on a
predefined driving cycle, as it can also in the Simulink model (Figure 6.1). The driving
cycle specifies the speed vt, the acceleration ∆vt, the total distance driven so far and the
chosen gear. Furthermore, extra information such as the slope of the road, can be given.
However, the driving cycles used in the simulations assume the road to be horizontal all
the time and, therefore, only information about speed, acceleration and gear are processed
from the driving cycle. The driving cycles that we use are predefined driving cycles, i.e., the
standardized FTP-75 City and Highway driving cycle. They are depicted in the Figure 6.2
and Figure 6.3 and represent typical driving scenarios.
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Figure 6.2: Base driving cycle for driving
in the city
Figure 6.3: Base driving cycle for driving
on a highway
The City driving cycle represents typical inner city driving where the vehicle is driven at
a relatively low speed. The speed of the vehicle is increased and decreased often, as it is
typical for driving in the city. This is for example due to traffic lights and pedestrians. The
battery in a hybrid vehicle can reduce the fuel consumption for this stop and go modus.
The Highway driving cycle simulates driving on an American highway. The vehicle is
driven at a relatively high speed and the number of braking and accelerating maneuvers
is low compared to inner city driving. Both driving cycles are used as benchmark in the
development of hybrid electric vehicles. In the simulations we combine those driving cycles
to achieve longer cycles, that are more suitable for long term optimization of the fuel
consumption.
6.1.2 Vehicle Block
In each time step t of the simulation speed vt and acceleration ∆vt are transmitted from the
driving cycle to the vehicle block. The vehicle block specifies the vehicle, i.e., its weight,
size of the wheels, internal resistance etc. The vehicle block calculates the rotational speed
wtwheel, the torque T
t
wheel and the acceleration ∆w
t
wheel of the wheels based on the inputs v
t
and ∆vt.
The rotational speed needed at the wheels is calculated by
wtwheel =
vt
rwheel
,
where the radius of the wheels, i.e., rwheel is defined in the vehicle block.
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The torque requested at the wheel can be calculated by
T twheel = F
t
wheel · rwheel ,
where F twheel defines the force affecting the vehicle in time step t. The force at the wheels
F twheel is the sum of the aerodynamic friction losses F
t
aero, the rolling friction losses Froll
and the internal loss F tint. The force at the wheels might change over time and for time
step t, it is given by
F twheel = F
t
aero + Froll + F
t
int .
The aerodynamic friction losses are given by
F taero =
1
2
· ρ · cd ·A · vt · vt ,
where ρ is the density of the ambient air, cd ·A is the drag area of the vehicle, and vt is its
velocity at time t. Aerodynamic friction losses are caused by air surrounding the vehicle
that induces friction on the surface of the vehicle, when it is driving.
The rolling friction losses can be computed by
Froll = cr ·m · g ,
where cr is the rolling friction coefficient, m is the mass of the vehicle and g ≈ 9.81m/s2
is the standard gravity. The rolling coefficient itself is not constant, but depends, for
example, on the speed of the vehicle, the pressure of the tires and the conditions of the
road on which the vehicle is driving.
Internal forces are induced by the rotating parts inside the vehicle which cause friction
losses. For a faster calculation and a simpler model, those losses can also be included in
the model by increasing the vehicle’s weight. We assume that the weight of the rotational
part of the vehicle is given by mrot. The losses caused by internal friction losses can then
be estimated by
Fint = m · (1 +mrot) · vt .
If the vehicle drives on a non-horizontal road, an uphill driving force, caused by gravity
forces, has to be considered to calculate the force at the wheels. The loss due to a non-
horizontal road can be calculated by
Fg(α, t) = m · g ·α ,
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m Mass of the vehicle 1400 kg
A Vehicle cross section 1.8 m2
rwh Wheel radius 0.2227 m
cd Drag coefficient 0.25
cr Rolling friction coefficient 0.008
ρ Density of ambient air 1.18 kg/m3
mrot Relative rotating mass 0.05
g1 Ratio of first gear 15.174
g2 Ratio of second gear 8.338
g3 Ratio of third gear 5.378
g4 Ratio of fourth gear 3.937
g5 Ratio of fifth gear 2.748
% Gearbox efficiency 0.98
Pidle Idle losses in the gearbox 300 W
Pcomb,max Power of combustion engine 73 kW
θcomb Combustion engine inertia 0.05kg ·m2
ρf Density of gasoline 0.745 kg/m3
L Lower heating value of gasoline 42,700,000 Ws/kg
Pelec,max Power of electric engine 60 kW
θelec Electric engine inertia 0.1kg ·m2
Table 6.1: Specifications of the vehicle
where the slope α is given in radiance. However, since the standard driving cycles are
defined without hight information, we assume the road to be horizontal during all simula-
tions. The uphill driving force can, therefore, be excluded from our calculations.
Furthermore, the rotational acceleration at the wheel is calculated by
∆wtwheel =
∆vt
rwheel
.
The parameters used for the calculations on the vehicle and are defined in the vehicle block
of the model. The specific parameters used in the simulations can be found in Table 6.1.
6.1.3 Control Strategy
The rotational speed wtwheel, the torque T
t
wheel and the acceleration ∆w
t
wheel are then given
to the control strategy of the vehicle. The control strategy, furthermore, receives the chosen
gear from the driving cycle and the current state of charge from the battery. Based on
this information, the control strategy then has to decide how to divide the torque T twheel to
the two engines of the vehicle, i.e., the combustion engine and the electrical engine. The
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torque has to be split between those engines such that
T twheel = T
t
comb,gear + T
t
elec .
The torque produced by the electrical engine can be positive or negative. In case of a
negative torque, the battery is recharged using the energy additionally produced by the
combustion engine. The demand, given to the combustion engine, is combined with the
currently chosen gear, which is defined by the driving cycle. The split between the engines
is given by ut. The torque produced by the combustion engine can then be calculated by
T tcomb = u
t ·Twheel
and the torque produced by the electrical engine by
T telec =
(
1− ut) ·Twheel .
The split ut also directly defines the driving mode of the vehicle. There are four different
driving modes:
• ut = 0 : the vehicle is driven purely electrical, the battery is discharged.
• 0 < ut < 1 : the vehicle is driven by both engines, the exact split between the engines
is given by ut, the battery is discharged.
• ut = 1 : the vehicle is driven purely by the combustion engine, the battery is neither
charged nor discharged.
• 1 < ut < umax : the vehicle is driven by the combustion engine, additional energy is
produced by that engine to charge the battery.
The value umax defines the maximal amount which the combustion engine is allowed to
produce additionally. In our simulations umax is set to 1.5 in order to guarantee that
the engine is able to produce the additional amount of energy in all driving conditions.
Furthermore, the brake force can be used to operate the electrical engine in generator
mode. The torque demand for the combustion engine is zero in that case and the energy
produced by the electrical engine can be used to charge the battery.
The combustion engine and the electrical engine are mounted on the same axle shaft.
Hence, the rotational speed at the wheel equals that demanded from the electrical engine.
The rotational speed of the combustion engine is fixed if the rotational speed at the axle
shaft is given, but it might differ from that, since it is influenced by the chosen gear.
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6.1.4 Combustion Engine and Tank
T tcomb,gear, w
t
comb,gear and ∆w
t
comb,gear are given to the gear box block. Since we use a
backward model for the simulations, the demands given to the combustion engine are
those which have to be given to the wheels. The demands which have to be produced by
the combustion engine depend on the chosen gear and, therefore, have to be calculated by
the gear box. We assume that the engine is equipped with a 5-speed manual transmission
gear box. The gear ratios ggear and the efficiency % of the gear box are defined in the vehicle
specifications in Table 6.1. The rotational speed of the combustion engine is calculated by
wtcomb = ggear ·wtcomb,gear,∆wtcomb = ggear ·∆wtcomb,gear
and the torque produced by that engine is defined by
T tcomb =
T tcomb,gear +
Pidle
wtcomb,gear · %
ggear
%
.
The engine has to produce the demanded torque and rotational speed to satisfy the request
at the wheel in a given time step. Since the engine not only has to accelerate or decelerate
the vehicle, but also the components of the engine have to be accelerated or decelerated,
the torque produced by the engine has to be corrected by the amount of torque necessary
to accelerate or decelerate the components of the engine. The engine, therefore, has to
produce the corrected amount of torque calculated as by
T tcombcor = T
t
comb + ∆w
t
comb · θcomb .
Given the torque and rotational speed demanded from the combustion engine in the cur-
rent time step, the fuel consumption of the combustion engine can be taken from a fuel
consumption map (see Figure 2.5). A fuel consumption map defines the fuel consumption
for a specified engine. However, the fuel consumption is given in g/kWh. To calculate the
fuel consumption in liter per 100 km, we have multiply the accumulated fuel consumption
up to time steps t by 100/(ρf · distt), where distt denotes the total distance driven up to time
step t measured in km and ρf denotes the density of fuel.
6.1.5 Electrical Engine and Battery
T telec, w
t
elec and ∆w
t
elec are given to the electrical engine. Since the electrical engine can
work as generator charging the battery or as motor discharging the battery, the requested
104 Melanie Winkler
6.2. General Settings
torque of the engine can be positive (discharging) or negative (charging). The torque
which is requested from the electrical engine has to be adapted to cover the acceleration
or deceleration of the components of the electrical engine. Hence, the torque produced by
the electrical engine is
T teleccor = T
t
elec + ∆w
t
elec · θelec ,
The power required by the electrical engine to produce the demanded torque and rotational
speed is directly given by an efficiency map of the electrical engine (see Figure 2.6). An
efficiency map defines that percentage of the produced energy which the engine gives as
output. Hence, if the consumption map of the engine defines an efficiency of e
(
T teleccor , w
t
elec
)
then the energy P telec taken from the battery to produce the requested energy is
P telec =
1
e
(
T teleccor , w
t
elec
) ·T teleccor ·wtelec ,
given that the requested torque is positive. If the requested torque is negative, the amount
which can be charged into the battery is
P telec = e
(
T teleccor , w
t
elec
) ·T teleccor ·wtelec .
Based on the state of charge (SOC) of the battery previous to the current request, i.e.,
bt−1 and the amount of energy which is taken from or loaded into the battery, the current
state of charge bt can be calculated. In the simulations we assume that the battery’s state
of charge is given as relative state of charge, i.e., the amount of energy currently stored in
the battery divided by the amount which can maximal be stored on the battery.
6.2 General Settings
In this section we briefly describe the general setting of the simulations. All simulations
are based on the HEV’s model presented in the last section. The HEV is simulated on
different driving cycles that are based on the standardized FTP-75 City (Figure 6.2) and
Highway (Figure 6.3) driving cycles which are used as benchmarks in the development of
HEVs.
We combine the basic driving cycles to obtain longer driving cycles. Those driving cycles
are more suitable for long term optimization of the fuel consumption since the fuel con-
sumption is measured over a longer time period with changing driving conditions. Fur-
thermore, we still achieve comparable simulation results since we use standardized driving
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Name Content Time Steps
DC1 100 × City 86700
DC2 100 × Highway 76500
DC3 50 × (City + Highway) 81600
DC4 5 × (10 × City + 10 × Highway) 81600
DC5 5 × (15 × City + 5 × Highway) 84150
DC6 5 × (5 × City + 15 × Highway) 79050
DC7 25 × (City + 3 × Highway) 79050
DC8 25 × (3 × City + Highway) 84150
DC9 45 × City + 10 × Highway + 45 × City 85680
DC11 200 × City 173400
DC12 10 × (10 × City + 10 × Highway) 163200
DC13 90 × City + 30 × Highway + 190 × City 257040
Table 6.2: Driving cycles used in the simulations
scenarios. Hence, control strategies achieve a lower fuel consumption in the simulation if
they optimized the fuel consumption of the vehicle not only for one specific tour, but for
driving the vehicle for a longer time period with changing driving conditions. The different
driving cycles are given in Table 6.2. They are constructed by either repeating one of the
basic driving cycles multiple times or by combining both driving cycles in different ways.
By this, we cannot only study and optimize the fuel consumption of the vehicle for one
specific route, but also for varying driving conditions. Furthermore, we can observe how
the fuel consumption changes when the frequency of certain driving conditions are reduced
or increased.
To be able to compare the fuel consumption of different control strategies on a fixed driving
cycle, we have not only computed the average fuel consumption of the vehicle, but also the
equivalent fuel consumption. The equivalent fuel consumption considers the amount of fuel
which has been used to drive the cycle and corrects this value by the amount which has
to be used to charge the battery to 60% at the end of the driving cycle. If the battery is
charged higher than 60%, the amount which has been used to charge the battery between
60% and the current state of charge is subtracted from the fuel consumption. The amount
of fuel that is or has been necessary to charge the battery is calculated by using the average
equivalence factor of the strategy for the simulated driving cycle. In the simulations of
the Weighted Fractional algorithm a weighted average between the equivalence factors of
the experts is used in each time step. We use the equivalent consumption instead of the
absolute fuel consumption to compare the performance of the control strategies, since then
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(a) State of charge of Simple4.05,1 (b) State of charge of WF on Simple
Figure 6.4: Exemplary curves of state of charge for driving cycle 1
the fuel consumption of each strategy is independent of the battery’s state of charge at the
end of the driving cycle. Hence, the fuel consumption of a strategy cannot be lowered by
emptying the battery at the end of the cycle. Comparing the equivalent fuel consumption
of strategies, therefore, leads to a more realistic estimation of their relative performance
than comparing their absolute fuel consumption. The influence of the state of charge of
the battery on the fuel consumption of a strategy is shown in Figure 6.4.
To ensure a long life span of the battery and to avoid failures during the operation of the
battery, for example due to overcharging, we operate the battery within 30% and 80% of
its capacity in all simulations. This means that if the state of charge of the battery equals
30%, the battery cannot be discharged further. If the battery’s state of charge equals 80%,
the control strategy cannot decide to charge the battery further. Recuperated energy, such
as energy generated during braking, can be charged into the battery until its state of charge
reaches 90%. We, furthermore, assume that the desired state of charge equals 60%, i.e.,
for all ECMS bref = 60%
6.3 Simulations of Single Strategies
In this section we simulate different single strategies as control strategies in the hybrid
electric vehicle’s model presented in Section 6.1. By single strategies, we denote control
strategies with fixed parameters that do not change over time, such as Equivalence Con-
sumption Minimization Strategies (see Section 2.3.2) or threshold algorithms (introduced in
Section 3.2). The simulation results of more complex control strategies, i.e., the strategies
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Figure 6.5: Constant5.0, driving cycle 7, ξ
0
chosen too high
Figure 6.6: Constant3.0, driving cycle 7, ξ
0
chosen too low
constructed from the online learning algorithms are presented in the next section.
6.3.1 Equivalence Factor: Constant Equivalence Factor
The constant equivalence factor strategy Constantξ0 uses equivalence factor ξ
0 for the
whole duration of the simulation. An exemplary behavior of the battery’s state of charge for
the constant update strategy with different equivalence factors ξ0 can be seen in Figure 6.5
to Figure 6.7. The figures show the states of charge of the battery (green line) during the
simulation.
In Figure 6.5 the equivalence factor ξ0 is chosen too large for the simulated driving cycle. In
that case, the electrical energy is valued too expensive compared to the energy produced
by the combustion engine. When calculating the split between the electrical and the
combustion engine, the algorithm, therefore, uses the electrical engine to charge the battery
whenever the driving cycle allows for the production of additional energy. When the state
of charge reaches 80%, the battery is used whenever its state of charge is larger than 80%
and charged whenever the state of charge falls below 80%. This can be seen in Figure 6.5,
where the green line depicts the state of charge over the driving cycle. It can be seen, that
the battery is not used in a way that the fuel consumption is reduced. Using this strategy
does, therefore, not reduce the amount of fuel necessary for driving the car.
In Figure 6.6 the equivalence factor ξ0 is chosen too small for the simulated driving cycle.
Hence, the electrical energy is valued too cheap compared to the energy produced by the
combustion engine. Hence, the control strategy uses energy from the battery whenever
this is possible. It can be seen in the Figure 6.6 that the battery is discharged whenever
possible until the state of charge reaches 30%. If the state of charge is 30%, the battery is
charged slightly and the energy can again be used to drive the car. Since ξ0 is chosen too
108 Melanie Winkler
6.3. Simulations of Single Strategies
Figure 6.7: Constant3.7 on driving cycle 7,
ξ0 chosen suitable
Figure 6.8: Constantξ0 with different
values of ξ0
low for the simulated driving cycle, the use of the battery is defined only by the battery’s
state of charge. It is not influenced by the fact, whether the use of battery can help to
reduce the fuel consumption at that point of time.
In Figure 6.7 the equivalence factor ξ0 is chosen, such that it is suitable for the simulated
driving cycle. This is done by tuning the equivalence factor by hand until the behavior
of the battery is reasonable for the simulated driving cycle. As it can be seen in the
Figure 6.7, the green line shows the development of the state of charge of the battery, the
battery is charged and discharged depending on the current driving condition and can,
therefore, be used to decrease the fuel consumption of the car. However, a prior knowledge
of the driving cycle is necessary for the tuning and this factor has been tuned optimally
only to show how the strategy works with a suitable value for ξ0. Since ξ0 cannot be tuned
without prior knowledge of the driving cycle, it might be a reasonable approach to learn
the correct value of ξ0 by equipping an online learning algorithm with an expert set which
consists of different Constantξ0 strategies.
If the driving conditions changes over time, the optimal equivalence factor also changes
during the simulation. Whenever the optimal equivalence factor changes, the behavior of
Constantξ0 switches between the cases described before. The behavior of the strategy in
a time step then depends on the chosen ξ0 compared to the optimal equivalence factor for
that time step. Choosing the same equivalence factor for the whole driving cycle, without
being able to correct the chosen factor, might lead to very inefficient use of the battery.
This is due to the fact that the battery is probably only charged or discharged once and
can not be used for the remainder of the driving cycle.
In Figure 6.8 we show how the fuel consumption of Constantξ0 is influenced by different
parameters ξ0. To get a well structured figure, the fuel consumption of Constant4.2 is used
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DC Constant4.2 Constant4 Constant4.4 Constant4.8
1 4.6395 5.0189 4.6359 4.9463
2 3.7755 3.6901 3.9035 4.0411
3 3.9777 3.8846 4.0998 4.2836
4 3.9857 3.8954 4.1031 4.2896
5 4.1828 4.1661 4.2905 4.5221
6 3.8605 3.7715 3.9847 4.1432
7 3.8592 3.7688 3.9830 4.1413
8 4.1803 4.1405 4.2889 4.5214
9 4.4056 4.6428 4.4688 4.7404
11 4.6407 5.0319 4.6441 4.9516
12 3.9897 3.8969 4.1071 4.2928
13 4.4322 4.7061 4.4782 4.7460
Table 6.3: Fuel consumption for Constant (in /`100 km)
as basis and the fuel consumption of the other strategies is given as difference to that.
The absolute fuel consumption of all strategies is given in Table 6.3. The markers of the
corresponding update rule show the difference in fuel consumption measured in /`100 km.
The fuel consumption for different driving cycles are connected by a line for visualization
purpose only. In Figure 6.8 it can be seen that a certain parameter ξ0 can perform quite
good for one driving cycle, but that it performs quite bad on several other driving cycles. To
achieve a decreased fuel consumption compared to the fuel consumption of a vehicle which
is driven purely by the combustion engine, it is necessary to tune the factor according to
the driving conditions. However, the fuel consumption can only be decreased by a constant
equivalence factor if the optimal equivalence factor stays the same for the whole driving
cycle, since Constantξ0 cannot adapt ξ
0 during the simulation. In the next section we,
therefore, consider a slightly more flexible strategy that is able to adapt the equivalence
factor during the simulations.
6.3.2 Equivalence Factor: Simple Update Rule
The simple update rule Simpleξ0,kP is a bit more flexible than Constantξ0 , since it can
update the equivalence factor during the simulation. In this strategy a starting equivalence
factor ξ0 is chosen. This factor defines the amount a unit of electrical energy is worth
compared to a unit of energy produced by the combustion engine whenever the battery’s
state of charge equals the desired state of charge of 60%. During simulation, ξ0 is corrected
by the amount the current state of charge differs from 60% multiplied by a constant factor
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Figure 6.9: Simple3.0,1.0, driving cycle 12,
ξ0 chosen too low
Figure 6.10: Simple4.6,1.0, driving cycle 12,
ξ0 chosen too high
kP which is defined beforehand and does not change during the simulation. The factor kP
defines how much the difference between the desired state of charge and the current one is
valued.
The state of charge and the adaption of the equivalence factor of the simple update rule
for an exemplary driving cycle can be seen in Figures 6.9 to 6.11, depicted as green and
blue lines, respectively. In these figures, the simulation results of driving cycle 12 are
shown. The state of charge as well as the equivalence factor depend on the current driving
situation. While the simulated vehicle is driving on the highway, an additional amount of
energy can be produced at a low surplus in the fuel consumption and hence, the battery is
charged. While driving in the city, the combustion engine has to be driven in suboptimal
points of operation and the battery is then discharged to increase the efficiency of the
combustion engine.
In Figure 6.9 the equivalence factor ξ0 is chosen too low for the simulated driving cycle.
Hence, the algorithm discharges the battery, i.e., the green line depicting the state of
charge drops until the equivalence factor ξ0 is adapted. As correction term, the difference
between the desired state of charge and the current state of charge weighted with kP is
used. Decreasing the state of charge increases the equivalence factor used in the time step.
This can easily be calculated using Equation 2.1. It can also be seen in the the figure,
where the blue line displays the scaled equivalence factor (a factor of 20 is used on the
equivalence factor to achieve a suitable picture). The correct equivalence factor for the
given driving cycle is learned over time by the given strategy. This means, the strategy
adapts the state of charge and by that also the equivalence factor, until the difference
between the current state of charge and the desired state of charge of 60% weighted by kP
compensates for the difference between the correct equivalence factor and ξ0.
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Figure 6.11: Simple3.7,1.0 on driving
cycle 12, ξ0 chosen suitable
Figure 6.12: Simpleξ0,kP with different
parameter sets
In Figure 6.10 the equivalence factor ξ0 is set to a value that is too high for the given
driving cycle. The factor is, therefore, adapted over time by charging the battery until
the factor used in that time step is suitable for the given driving cycle. As described
before, Simpleξ0,kP can adapt the equivalence factor (blue curve) only by changing the
state of charge of the battery (green line). Hence, to decrease the equivalence factor in the
simulations, Simpleξ0,kP increases the state of charge of the battery.
If ξ0 equals the optimal equivalence factor for the driving cycle, the battery is charged and
discharged in a reasonable way, as displayed in Figure 6.11. This diagram is based on a
driving cycle that combines driving in a city and driving on a highway. While driving in
the city, the electrical energy is worth more than while driving on a highway. Hence, the
battery is mainly discharged while driving in the city and mainly recharged while driving
on a highway. In this figure the state of charge of the battery, therefore, reveals the current
driving conditions. Since the equivalence factor does not vary largely between both base
cycles, the battery is used around an optimal point of nearly 60% during the whole driving
cycle. This figure also shows that the equivalence factor is adapted by Simpleξ0,kP only
by changing the state of charge of the battery. The amount by which the state of charge
differs from 60% depends on the amount ξ0 differs from the correct equivalence factor for
the driving cycle and on the value of kP .
In Figure 6.12 the influence of the chosen parameters on the fuel consumption is shown.
The fuel consumption for the different parameter sets is given in comparison to the fuel
consumption of Simple4.4,1.0. The absolute fuel consumption of the strategies is given in
Table 6.4. It can be seen that a parameter set which is tuned optimally for a certain driving
cycle might, unfortunately, have a relatively high fuel consumption on driving cycles with
driving conditions that differ from the conditions the parameter set has been tuned for.
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DC Simple4.4, 1 Simple5, 2 Simple4.6, 4 Simple4.2, 1
1 4.6061 4.5489 4.6084 4.6087
2 3.5546 3.6294 3.5550 3.5477
3 3.8358 3.8822 3.8401 3.8299
4 3.8404 3.8825 3.8408 3.8334
5 4.1094 4.1185 4.1099 4.1026
6 3.6709 3.7336 3.6711 3.6640
7 3.6692 3.7370 3.6712 3.6628
8 4.1056 4.1171 4.1062 4.1009
9 4.3661 4.3401 4.3684 4.3670
11 4.6087 4.5525 4.6101 4.6073
12 3.8428 3.8848 3.8428 3.8354
13 4.3696 4.3439 4.3705 4.3661
Table 6.4: Fuel consumption for Constant (in /`100 km)
It can also be seen that a parameter set which achieves a relatively constant performance
on all driving cycles does not achieve a low fuel consumption on any of the simulated
driving cycles. Hence, whenever Simpleξ0,kP is used as control strategy and we have no
prior knowledge about the driving cycle, there is a tradeoff between choosing a parameter
set which achieves a low fuel consumption on some driving cycles and a relatively high fuel
consumption on others and one that achieves a moderate fuel consumption on all driving
cycles.
6.3.3 Equivalence Factor: Advanced Update Rule
The advanced update rule, Advancedξ0,kP ,kI , allows for a more flexible adaption of the
equivalence factor than Simpleξ0,kP . Instead of considering only the current battery’s state
of charge when updating the equivalence factor, Advancedξ0,kP ,kI also takes into account
the states of charge of past time steps. The equivalence factor can then be adapted by
accumulated differences between the state of charge and 60% in past time steps. Hence,
a large difference between the current state of charge and 60% in the current time step
is not necessary. A suitable equivalence factor can, therefore, be achieved without large
derivation from the desired state of charge of 60%.
More formally, the advanced update rule calculates the equivalence factor in the following
way: Advancedξ0,kP ,kI is initialized with equivalence factor ξ
0. The value of the factor
is corrected during the driving cycle based on the current state of charge of the battery
and the battery’s states of charge in past time steps. The current difference is rated by a
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Figure 6.13: Advanced3.2,1.0,0.001, driving
cycle 11, low kI
Figure 6.14: Advanced3.2,1.0,0.01, driving
cycle 11, middle kI
factor kP and the differences of past time steps are rated by a second factor kI . To achieve
a low fuel consumption when using Advancedξ0,kP ,kI as control strategy, it is, therefore,
important to choose suitable factors for both parameters, kI and kP .
If the equivalence factor is updated using Advancedξ0,kP ,kI , a suitable value of the equival-
ence factor is achieved after some time, whenever the driving conditions stay the same for
the whole simulation. A suitable equivalence factor can, furthermore, be achieved while
the state of charge is around 60%. The starting value ξ0, therefore, does not influence the
battery’s state of charge in the long run, as it might when using the simple update rule. In
general, when starting Advancedξ0,kP ,kI with an equivalence factor which differs from the
correct factor for the driving cycle, the state of charge changes it to correct the value of the
equivalence factor. But since also the differences of past states of charge and 60% are used
to correct the equivalence factor, the difference needed in the current time step to correct
this factor is reduced. If the state of charge differs in the same direction for some time
steps in a row, the difference needed in the current time step to correct the equivalence
factor is decreased. Hence, the state of charge stabilizes around 60% and the equivalence
factor tends to the correct value for the simulated driving cycle.
In Figure 6.13, Figure 6.14 and Figure 6.15 the simulation results of Advancedξ0,kP ,kI on
driving cycle 12 are displayed. Driving cycle 12 simulates driving conditions in the city
for the whole driving cycle. The optimal equivalence factor, therefore, stays roughly the
same during the whole simulation. In this simulation we have set ξ0 = 3.0 and kP = 1.0
and have used different values of kI . The variable kI specifies the influence of the state of
charge of past time steps. It can be seen in the figures that if the driving cycle stays the
same for the whole simulation, the value kI influences the time that is needed, until the
correct equivalence factor is reached. If kI is chosen too low (see Figure 6.13), the state
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Figure 6.15: Advanced3.2,1.0,0.05 driving
cycle 11, high kI
Figure 6.16: Advanced3.2,1.0,0.001, driving
cycle 12, low kI
of charge oscillates quite a lot before it tends towards a state of charge around 60%. This
increases the fuel consumption for the driving cycle, since the battery is discharged and
charged at operating points of the engine which are not optimal for discharging or charging
the battery.
If the value of kI is chosen such that past states of charge are valued higher (see Figure 6.14),
the state of charge differs a little bit in both directions over time. However, in the beginning
of the simulations the state of charge does not drop or increase as much as it does when
using lower values for kI . Since past states of charge are rated higher, a fluctuation of the
states of charge in consecutive time steps in the past influences the current equivalence
factor at a larger scale. A smaller difference between the current state of charge and 60%
is, therefore, sufficient to correct the current equivalence factor.
If the value of kI is chosen too high in comparison to kP , the past states of charge have a too
high influence on the development of the equivalence factor. In this case, the equivalence
factor does not stabilize, but it fluctuates around the suitable value as well as the battery’s
state of charge varies around 60%. This is due to the fact, that adding one more step
to past states of charge influences the equivalence factor by an amount that over corrects
the equivalence factor in one direction. After this correction, the battery is charged or
discharged according to the value of the current equivalence factor. If the equivalence factor
has been over corrected before, the battery is charged or discharged more then necessary
to achieve a suitable value for the equivalence factor in the next time step. Instead, the
value is over corrected in the opposite direction. Hence, the equivalence factor and the
state of charge fluctuate around the desired values. This fluctuation leads to an increase
in the fuel consumption, since the combustion engine cannot be used at its optimal point
of operation.
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Figure 6.17: Advanced3.2,1.0,0.01, driving
cycle 12, middle kI
Figure 6.18: Advanced3.2,1.0,0.05, driving
cycle 12, high kI
In the second set of simulation figures, i.e., Figure 6.16, Figure 6.17 and Figure 6.18, the
simulation results of driving cycle 12 are shown. Driving cycle 12 consists of driving in the
city and driving on a highway in alternating turns. In Figure 6.16 this can be seen in the
development of the equivalence factor. In parts when the car is driven in the city electrical
energy is used to compensate for not optimal operating points of the engine. Since this is
often the case when driving in city condition, the battery is mainly discharged. If the car
is driven on the highway, the operation point of the engine often is increased to achieve an
optimal point of operation. The surplus of energy can be used to charge the battery. When
the driving conditions change over time, it is important that the equivalence factor’s update
is based mainly on the current driving conditions. Otherwise, the update is influence by
driving conditions of past time steps that are no longer valid. In Figure 6.16 the factors kI
and kP are chosen such that the influence of past states of charge is small compared to the
influence of the current state of charge. Using those values, an equivalence factor suiting
the current driving conditions can be calculated even in varying driving conditions.
In Figure 6.17 the factor kI is chosen larger than in Figure 6.16. By choosing kI larger,
the equivalence factor is updated with a higher influence of past states of charge. This also
influences the behavior of the state of charge in the current time step. Instead of charging
while driving on the highway and using the energy while driving in inner city conditions,
the battery is charged at the beginning of the highway drive. But after an initial charging,
the battery is discharged while driving on the highway. The battery is discharged in that
situation, since it has had a high state of charge for several consecutive time steps. If the
influence of past time steps is larger, this leads to a small equivalence factor. Hence, it
is no longer desired to charge the battery, since the value of electrical energy drops. The
battery is, therefore, discharged while driving on the highway.
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Figure 6.19: Advancedξ0,kP ,kI with different parameter sets
If the value of kI is chosen even higher (see Figure 6.18), past states of charge achieve a
high influence on the current equivalence factor. If the driving conditions change during
simulation, it might be desirable to have larger variation in the battery’s state of charge,
since allowing a larger variation in the state of charge allows the combustion engine to
operate at a more efficient operation point. But if mainly past states of charge influence
the equivalence factor, consecutive time steps for which the state of charge differs 60%
are punished by setting the equivalence factor to values which favor charging if the state
of charge of the battery is below 60% and discharging otherwise. Hence, Advancedξ0,kP ,kI
favors equivalence factors that achieve a low variance from the desired state of charge. As
it can be seen in Figure 6.18, using this strategy reduces the number of time steps for
which the state of charge differs largely from 60%. The fuel consumption is increased by
that, since a state of charge around 60% becomes more important the optimal point of
operation of the combustion engine. When choosing the parameters in the described way,
the equivalence factor does, therefore, not converge to ins optimal value.
When using Advancedξ0,kP ,kI , it is crucial to find the correct balance between the values
of kI and kP , such that the values still allow the correct equivalence factor to be achieved.
Furthermore, the values have to be chosen such that they allow the battery’s state of charge
to vary. The battery can be used to operate the combustion engine around its optimal
point of operation.
In Figure 6.19 the fuel consumption of Advancedξ0,kP ,kI , using different sets of paramet-
ers, is shown. The fuel consumption is given as difference to the fuel consumption of
Advanced4.7,2.2,0.001. The absolute fuel consumption of the strategies is given in Table 6.5.
It can be seen that, although the parameter sets achieving the optimal fuel consumption on
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DC Adv.4.7, 2, 0.001 Adv.4, 1, 0.001 Adv.4.4, 3, 0.005 Adv.4.05, 4, 0.001
1 4.6078 4.6064 4.6072 4.6072
2 3.5761 3.5817 3.5853 3.5850
3 3.8458 3.8452 3.8457 3.8453
4 3.8452 3.8400 3.8557 3.8576
5 4.1085 4.1054 4.1133 4.1167
6 3.6857 3.6864 3.6940 3.6946
7 3.6876 3.6905 3.6916 3.6909
8 4.1086 4.1061 4.1088 4.1079
9 4.3694 4.3646 4.3722 4.3730
11 4.6075 4.6068 4.6072 4.6073
12 3.8489 3.8426 3.8576 3.8591
13 4.3708 4.3691 4.3741 4.3741
Table 6.5: Fuel consumption for Advanced (in /`100 km)
different driving cycles still differ, the fuel consumption between different parameter sets
does not differ as much as when using Simpleξ0,kP as control strategy. When the driving
cycle is not known beforehand, using Advancedξ0,kP ,kI instead of Simpleξ0,kP can, therefore,
lead to a more balanced fuel consumption.
6.3.4 Equivalence Factor: Interval Update Rule
The idea of the interval update rule, Intervalξ0,kD,i, is that the equivalence factor’s update
is based on the difference between the current state of charge and 60% and that the update
is not made in each time step, but only after an interval of length i. By this, it is aimed
for a strategy that can make use of the battery while still ensuring that the battery is
operated around 60%. Furthermore, instead of updating the equivalence factor based on
a reference value ξ0, it is updated based on the values of the last two equivalence factors.
The equivalence factor is, therefore, truly adapted to the current driving situation.
A drawback of the strategy is that it is not only important to choose the correct parameter
to perform the update step, but that also the number of steps between two updates of the
equivalence factor has to be defined. Even when fixing the parameter of the update step
changing the size of the interval can heavily influence the fuel consumption of a simulated
driving cycle. This can be seen in Figure 6.20 and Figure 6.21.
In Figure 6.20 driving cycle 1 is simulated using an interval length of 20 time steps. For
purely inner city driving, setting the parameters ξ0 = 4.7 and kD = 3 leads to an optimal
fuel consumption. It can be seen that the state of charge (green line) for this length of the
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Figure 6.20: Interval4.7,3.0,20, driving
cycle 1
Figure 6.21: Interval4.7,3.0,500, driving
cycle 1
interval stays around 60% during the whole simulation. The equivalence factor fluctuates
a lot and does not converge to a certain value. This is due to the fact that the update of
the equivalence factor is not based on a reference value ξ0 and the current state of charge,
but on the last two equivalence factors and the state of charge of the current time step.
Hence, not only the state of charge changes between two update steps, but also the value
the update is based on. This leads to larger changes in the equivalence factor.
In Figure 6.21 it can be seen that even only the length of the interval is changed and the
other update parameters are fixed, the results of the simulation can change largely. Instead
of an equivalence factor that fluctuates a lot as it occurs for a small interval size, for a
larger size of the interval the equivalence factor converges to a fixed value over a longer
time. Furthermore, the battery’s state of charge stays closer to 60%, even so, the length
between two updates is longer and would allow for a more extensive use of the battery. It
can also be seen that the fuel consumption for that driving cycle is slightly higher if the
size of the interval is chosen to be larger.
Unfortunately, the fuel consumption is not always reduced when the size of the interval
is decreased, as it can be seen in Figure 6.22 and Figure 6.23. In those figures, driving
cycle 2, simulating a pure highway drive, is shown. Comparing these figures, shows the
fuel consumption to be lower for an interval size of 500 than for an interval size of 20. In
these figures it can also be observed that the equivalence factor fluctuates more, when the
interval size is chosen to be smaller and that only for a large interval the equivalence factor
tends to a fixed value.
Hence, the best choice for the interval length depends on the simulated driving cycle. One
factor which might influence the optimal interval length for a driving cycle, is the number
of time steps after that nearly the same driving conditions as at the last update of the
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Figure 6.22: Interval4.7,3.0,20, driving
cycle 2
Figure 6.23: Interval4.7,3.0,500, driving
cycle 2
Figure 6.24: Flexible4.7,3.0,20, driving
cycle 1
Figure 6.25: Flexible4.7,3.0,500, driving
cycle 1
equivalence factor are reached. It is stated in [OSR10] that one weakness of Intervalξ0,kD,i
is that the quality of the strategy also depends on how much the driving conditions in two
update steps differ. If the driving conditions of an update step differ largely from the
conditions present in the last update step, the correction of the equivalence factor can be
chosen too large or too small due to the different conditions in the update step. To avoid
this error, the interval length between two update steps can be set variable. In that case
the update conditions are defined prior to the simulation. Update I is made at least i
time steps after update I − 1 in the first time step when the update conditions are met.
But even if a flexible interval length can increase the performance of the update strategy,
performing the update as described is not always possible, since it has to be ensured that
the driving conditions of the update step are met after a not too large number of time
steps.
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Figure 6.26: Flexible4.7,3.0,20, driving
cycle 2
Figure 6.27: Flexible4.7,3.0,500, driving
cycle 2
We have simulated the update strategy Intervalξ0,kD,i using flexible interval lengths with
different base intervals. We have defined the update conditions as the point of operation
where the vehicle does not move and it is operated in idle mode. The update strategy
using flexible interval lengths is denoted by Flexibleξ0,kD,i. The results of this strategy
on driving cycle 1, using the same parameter set as for the strategy with fixed interval
length, are shown in Figure 6.24 and Figure 6.25. Comparing the results to those of the
same update rule using a fixed interval size (Figure 6.20 and Figure 6.21), it can be seen
that the fuel consumption of the strategy is decreased significantly when using a flexible
interval length. While driving purely in the city, this is achieved since the update conditions
are reached at several points during the simulations. Hence, it is possible to update the
equivalence factor after an interval of nearly the chosen interval length, while still ensuring
that the update conditions are the same whenever an update is performed. The correction
of the equivalence factor is, therefore, not distorted by varying driving conditions. A lower
fuel consumption is the immediate consequence.
When the vehicle is driven purely on a highway as in driving cycle 2 or partly on a high-
way, the update conditions are no longer met frequently. This can be seen by comparing
Figure 6.26 to Figure 6.27. In this figures the results of Flexibleξ0,kD,i for driving cycle 2
are shown for the interval length 20 and 500, respectively. It can be seen that the equi-
valence factor (depicted by the blue line) is updated for both interval lengths after nearly
the same number of time steps. This is due to the fact that Flexibleξ0,kD,i performs an
update only when the predefined update conditions are met. This rarely happens when the
vehicle is driven on a highway. But although the update conditions are rarely met, the fuel
consumption of Flexibleξ0,kD,i is lower than that of Intervalξ0,kD,i. However, the number
of steps between two update steps for diving on the highway is mainly influenced by the
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Figure 6.28: Intervalξ0,kD,i, with different
parameter sets
Figure 6.29: Flexibleξ0,kD,i, with different
parameter sets
number of time steps where the update conditions are met and less on the desired length
of the interval. Hence, when driving on a highway, the difference in fuel consumption of
strategies using a different size of the interval decreases. This can also be seen by com-
paring the results depicted in Figure 6.26 and Figure 6.27. When using a flexible interval
size, the fuel consumption is influenced not only by the chosen interval size, but also by
the number of time steps between two time steps where an update is possible. When the
driving cycle is not known in advance, Flexibleξ0,kD,i might have a high fuel consumption
only because the choice of conditions was not ideal and the chosen update conditions are
rarely met. In this case, the same equivalence factor is used over very long time periods.
If this factor is chosen suboptimal, the fuel consumption increases.
In Figure 6.28 and Figure 6.29, respectively, the fuel consumptions of Intervalξ0,kD,i and
Flexibleξ0,kD,i, respectively, with different parameter sets are shown. In both figures the
fuel consumption is given as difference compared to the strategy using the parameter set
{4.0, 5.0, 120}. The absolute fuel consumptions of the strategies can be found in Table 6.6
and Table 6.7, respectively. It can be seen that the performance of a certain parameter set
differs between the strategy using fixed intervals and the strategy that uses flexible interval
sizes. Interval4.0,5.0,120 for example does not achieve the lowest fuel consumption from the
displayed strategies on any of the driving cycles, but Flexible4.0,5.0,120 achieves a slightly
lower fuel consumption than the strategies using different parameter sets on driving cycle 6.
This is caused by the fact, that the parameters used to update the equivalence factor are
the same for both update rules but that the update times differs. Hence, also the driving
conditions of those two updates differ. This influences the result of the newly calculated
equivalence factor even if the parameters used for both updates are the same. By comparing
the absolute fuel consumption of both strategies, it can also be seen that Flexibleξ0,kD,i
in general achieves a lower fuel consumption than Intervalξ0,kD,i. This is caused by the
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DC Interval4, 5, 120 Interval4.4, 3, 20 Interval4, 5, 500 Interval4.6, 3, 120
1 4.6053 4.6042 4.6071 4.6063
2 3.6563 3.6832 3.5862 3.5982
3 3.8584 3.9688 3.8479 3.9816
4 3.9099 4.0569 3.8737 3.9059
5 4.1519 4.4693 4.1279 4.1459
6 3.7544 3.8941 3.7076 3.7199
7 3.8075 3.9786 3.6944 3.8307
8 4.1653 4.3499 4.1304 4.1548
9 4.3901 4.3850 4.3754 4.3783
11 4.6059 4.6045 4.6074 4.6064
12 3.9030 4.0624 3.8740 3.9029
13 4.3916 4.3926 4.3751 4.3776
Table 6.6: Fuel consumption for Interval (in /`100 km)
fact that Intervalξ0,kD,i performs an update step after the exact number of steps defined
in the strategy. If the driving conditions in the update step differ largely from the driving
conditions in the last update step, this update rule might correct the equivalence factor
in a non-optimal way. For Flexibleξ0,kD,i this is not the case. This strategy updates the
equivalence factor after at least the time defined in the strategy’s interval has passed, but
only if the predefined driving conditions are met. By this, it is avoided that the equivalence
factor is updated suboptimal due to different driving conditions. However, if the driving
cycle is not known beforehand, it might be difficult to define driving conditions that occur
often enough to guarantee the equivalence factor to be updated regularly and to achieve a
low fuel consumption.
6.3.5 Threshold Strategies and Cautious Adapted
In this subsection we simulate threshold algorithms (introduced in Section 3.2) as control
strategies. Threshold strategies define their behavior based on whether predefined para-
meters have reached a certain threshold or not. Based on the values of those parameters
and, therefore, based on which thresholds are exceeded, the behavior of the strategy is
defined. We have shown that the Cautious algorithm achieves the lowest cost possible for
the Online Buffering problem when the costs of the resource are modeled by an random
walk with reflecting boundaries. That is, when a price c per unit of the resource is given
in time step t, the price for one unit in the next time step is c − 1 or c + 1, respectively,
with probability 1/2 each. The Cautious algorithm fills the buffer completely whenever the
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DC Flexible4, 5, 120 Flexible4.4, 3, 20 Flexible4, 5, 500 Flexible4.6, 3, 120
1 4.5231 4.5232 4.5230 4.5229
2 3.4874 3.4883 3.4874 3.4893
3 3.9844 4.1300 3.7626 3.8037
4 3.7746 3.7765 3.7750 3.7909
5 4.0537 4.1015 4.0472 4.0769
6 3.6019 3.6193 3.6215 3.6077
7 3.6094 3.8762 3.5990 3.7406
8 4.1773 4.3322 4.1826 4.0569
9 4.2893 4.2915 4.2896 4.2904
11 4.5229 4.5232 4.5229 4.5229
12 3.7748 3.7767 3.7758 3.7955
13 4.2881 4.2877 4.2876 4.2876
Table 6.7: Fuel consumption for Flexible (in /`100 km)
price equals the lowest possible price. Otherwise, it uses units from the buffer to fulfill the
request. Unfortunately, the prices of the resource in applications of Online Buffering are
rarely modeled by a random walk.
In this section we want to study if it is nonetheless possible to apply threshold algorithms
as control strategies in a hybrid electric vehicle. Since the cost, i.e., the fuel consumption
of an HEV is not modeled by a random walk, the threshold strategy achieving the lowest
fuel consumption might not be Cautious. The cost, i.e., the fuel consumption, of a HEV
is based on the input parameters torque and speed and it differs largely from prices given
by a random walk. Furthermore, some of the costs within the cost interval are usually not
met under normal driving conditions. A very high fuel consumption might for example
occur under very extreme conditions, but is unlikely to happen under normal driving
conditions. In addition, the amount of free energy, emerging for example while braking,
depends highly on the driving conditions. The cost interval defining the cost under normal
driving conditions might, therefore, differ from the interval of all possible cost. We have
introduced threshold strategies with different thresholds. For simplicity, we assume that
there are only two thresholds. The strategy that uses thresholds τ1 and τ2 is denoted by
Thresholdτ1,τ2 . More advanced strategies, using more than two thresholds, are also possible
(see for example Figure 2.4). They allow a more complex behavior of the vehicle, but are
not considered in our simulations due to their complexity.
In the simulations from this section we have defined two thresholds. Those thresholds
define maximal power requested of the combustion engine, before the operation mode of
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the vehicle switches. The lower threshold τ1 defines the power demand up to that the
battery is refilled during the drive, i.e., the vehicle is driven by the combustion engine
and additional energy is produced to recharge the battery. The amount of additionally
produced energy is the amount maximal possible until the threshold is met or until the
battery has reached its maximal capacity. If the currently requested energy is in between
the two thresholds, the vehicle is driven purely by the combustion engine. No additional
energy is produced. If the demand is above the second threshold τ2, the amount of energy,
necessary to lower the power demand per unit below the threshold, is taken from the
battery if possible.
Algorithm 11 (Threshold(τ1, τ2))
Input: pt(x), P twheel
1: if pt(P twheel) < γ1 + τ1 then
2: find maximal xt : 0 ≤ xt ≤ PB − P tbt + P twheel, s.t. pt(xt)/xt ≤ γ1 + τ1
3: else if pt(P twheel) > γ2 + τ2 then
4: find maximal yt : 0 ≤ yt ≤ P twheel, s.t. pt(P twheel−yt)/(P twheel−yt) ≥ γ2 + τ2
5: xt := P twheel −min{yt, P tbt}
6: else
7: xt := P twheel
8: end if
This behavior of the algorithm is possible, since the cost model differs slightly from the
assumption we have made in the random walk model. In Chapter 3 we have assumed that
the price for one unit of the resource is fixed for a given time step. This is no longer the
case when the algorithm is applied as control strategy in a hybrid electric vehicle. In this
application, producing a surplus of energy can increase or decrease the average cost per
unit. The average cost is increased if the combustion engine has to work in a less effective
point of operation when producing additional energy. It is reduced if the combustion
engine is pushed into a more effective operation point by producing a surplus of energy.
The same effect can be observed, when the amount of energy produced by the combustion
engine is reduced. Hence, to make the threshold algorithms more applicable as control
strategies in a HEV, we have modified them slightly for the implementation. This can be
seen in Algorithm 11. Let PB denote the amount of power that can maximal be stored in
the battery and P tbt the power stored in the battery in time step t. For simplification, we
assume that the power produced by an engine equals the power taken from or charged into
the battery. Otherwise, the amount of energy needed to drive the engine itself has to be
included into the calculations.
We assume that P twheel = T
t
wheel ·wtwheel is the demand of power that has to be applied to the
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Figure 6.30: Threshold9000,13000, driving
cycle 5, battery is charged to much
Figure 6.31: Cautious, driving cycle 5,
battery is discharged to much
wheels in time step t. The function pt(x) defines the fuel consumption of the combustion
engine, while fulfilling a demand of x. Since the value of wtwheel is fixed, this also holds for
the value wtcomb (for details see Section 6.1). Therefore, given w
t
comb, we can calculate the
necessary torque to fulfill a request of x with the combustion engine, using the equation
P tcomb = T
t
comb ·wtcomb. The fuel consumption of the vehicle is given by the fuel consumption
map (Figure 2.5). The cost bounds γ1 and γ2, as well as the thresholds τ1 and τ2 are given
as amount of power produced by the combustion engine. In the simulations we assume
γ1 = 0 and γ2 = 75000. The values of τ1 and τ2 are defined by the threshold strategy.
In Figure 6.30, Figure 6.31 and Figure 6.32, the simulation results of strategies with dif-
ferent thresholds are shown. It can be seen how the different thresholds influence the
state of charge of the battery and, therefore, also the fuel consumption. In Figure 6.30 the
thresholds are chosen such that the battery mainly is recharged. In contrast, in Figure 6.31
the thresholds are chosen such that the battery is discharged in the beginning of the driving
cycle. The recharging during the driving cycle is not enough to increase the state of charge
at some point during the driving cycle. Both choices of the thresholds are made suboptimal
and in both cases the battery cannot be used reasonable to decrease the fuel consumption.
However, the fuel consumption of Threshold9000,13000 is lower than the fuel consumption
of Cautious even though Threshold9000,13000 does not only fulfill the demands during the
driving cycle, but also charges the battery. Cautious, however, even uses energy from the
battery to fulfill the requests. It can be seen in Figure 6.32 that a suitable choice of the
thresholds of the control strategy decreases the fuel consumption even further.
In Chapter 3 we have shown that the Cautious algorithm achieves the lowest expected
cost possible if the cost of the resource are generated by a random walk. The Cautious
algorithm stores units in the buffer whenever the cost is at the lower cost boundary and
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Figure 6.32: Threshold7000,21000, driving
cycle 5, thresholds suitable
Figure 6.33: Thresholdτ1,τ2 , with different
parameter sets
uses units from the buffer otherwise. In the simulations this is realized by an algorithm
that stores only free energy in the buffer, i.e., energy produced without a surplus of energy,
such as energy produced while braking. The energy is used from the battery, as soon as the
car has to produce energy actively. As shown in Figure 6.32, implementing Cautious in this
direct approach does not lead to a reasonable use of the battery. The algorithm has a fuel
consumption that is almost as high as the fuel consumption when driving purely with the
combustion engine. This can also be seen when comparing the fuel consumption of Cautious
(Figure 6.32) to the fuel consumption when driving purely with the combustion engine (see
Table 6.9). Strategies using different thresholds can make better use of the battery and
achieve a lower fuel consumption. This can also be seen in Figure 6.33. In this figure
the fuel consumption is given as difference to the fuel consumption of Threshold7000,23000.
The absolute fuel consumption of the strategies can be found in Table 6.8. It can also be
seen in this table, that the optimal choice of the threshold values depends on the driving
cycle. A strategy that achieves a low fuel consumption on one of the driving cycles might
not achieve this result on other driving cycles. This is due to the fact that the thresholds
of a strategy define the two points of operation in which the combustion engine is mostly
operated. These points are determined by increasing or decreasing the amount of energy
produced by the combustion engine compared to the currently requested amount. The
optimal operation point of the combustion engine differs between the driving cycles. The
operation point the engine works in depends on the speed the vehicle drives and differs,
for example, between city and highway. Depending on the chosen thresholds, the engine
might be able to optimize the operation point for driving in the city or for driving on the
highway. Hence, the optimal thresholds for one driving cycle are not necessarily optimal
for other driving cycles.
Melanie Winkler 127
Chapter 6. Simulation: Model and Results
DC Thresh.7000, 23000 Thresh.7000, 21000 Thresh.5000, 5000 Cautious
1 5.4374 5.4520 5.5414 5.5291
2 4.0139 4.0056 4.0264 4.0232
3 4.4013 4.4013 4.4409 4.4349
4 4.3976 4.4013 4.4409 4.4349
5 4.7614 4.7728 4.8300 4.8218
6 4.1723 4.1669 4.1954 4.1909
7 4.1741 4.1669 4.1954 4.1909
8 4.7614 4.7729 4.8300 4.8218
9 5.1094 5.1225 5.1962 5.1859
11 5.4375 5.4520 5.5414 5.5402
12 4.4215 4.4013 4.4408 4.4410
13 5.1664 5.1224 5.1962 5.1986
Table 6.8: Fuel consumption for Threshold (in /`100 km)
Furthermore, it can be observed that, in general, threshold strategies are not able to
reduce the fuel consumption of the hybrid electric vehicle noticeable. This is caused by
the simplicity of the threshold strategies. The strategies, as defined above, increase the
amount of produced power if the amount necessary to drive the car is very low. As the
rotational speed is fixed by the speed of the vehicle, this leads to an increased demand
in torque. Therefore, the operation point of the combustion engine is raised into a more
efficient operation point (see Figure 2.5) and the battery is charged using the surplus of
energy. If the power requested from the combustion engine is high, the amount produced
by that engine is reduced by discharging the battery. Since the rotational speed is fixed
by the speed of the engine, this also reduces the torque demand of the combustion engine.
Unfortunately, this lowers the operation point of the combustion engine into a point of
operation which is less efficient (see Figure 2.5) and, therefore, does not decrease the
fuel consumption of the vehicle. To construct threshold strategies that decrease the fuel
consumption of the vehicle, it is necessary to use more than two thresholds and to adjust
the thresholds to the combustion engine used in the HEV. However, this is not the topic
of this thesis, but has to be considered in future studies.
6.4 Simulations of Learning Strategies
In this section we simulate Shrinking Dartboard (SD) and Weighted Fractional (WF) as
control strategies in a hybrid electric vehicle. Theoretically, both online learning algorithms
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achieve the same regret bound. But while the regret bound of SD is independent of the cost
function f t(x) = xpt(x) for purchasing an amount of x units, the proof of the regret bound
of WF only holds if f t(x) is convex. When applying WF as control strategy in an HEV,
a convex cost function is not necessarily given. The fuel consumption of the combustion
engine is not completely convex. It can be seen in Figure 2.5, that the the fuel consumption
is, for example, not convex in the border area of the consumption map. In the simulations
we want to study if WF can achieve a low fuel consumption even if the convexity is not
given.
The online learning algorithms are simulated as control strategies, using threshold and
equivalence factor strategies as sets of experts. For each simulation, we define the set of
experts used in that simulation. If an algorithm A is equipped with strategy S as set of
experts, it is denoted by AS. The set of experts then consists of strategies of the given
form, each defined by a different parameter set.
The regret bounds achieved by the learning algorithms SD and WF depend on a parameter
η ∈ [0, 1/2]. The parameter η defines the rate at which the cost of an expert changes
its weight. To achieve the theoretically optimal regret bound, this parameter is set to
η = min{√lnN/BT , 1/2}. This would give an optimal η ∈ [0.00344, 0.00923] depending on
the size of the set of experts and the length of the simulated driving cycle. However, the
optimal fuel consumption in the simulations is achieved by setting η = 0.00025 for all
expert sets and driving cycles. This value is considerable smaller than the values leading
to the theoretically optimal bound, but it has been shown in the simulations that the fuel
consumption can be further reduced by setting η to this small value. This is due to the fact
that Weighted Fractional achieves the lowest fuel consumption not necessarily by learning
the best single expert’s strategy, but also in a nearly unweighted average of the splits of all
experts. We discuss this issue in more detail in Subsection 6.4.3, since it becomes obvious
when Advancedξ0,kP ,kI with different parameter sets is used as set of experts
In order to compare the fuel consumption of the online learning algorithms on different
expert sets, we simulate the strategies using various strategies and driving cycles (see
Table 6.2). In order to make the fuel consumption and, therefore, also the reduction in fuel
consumption achieved by the algorithms comparable, the fuel consumption of the simulated
HEV, driven purely by the combustion engine, is given in Table 6.9. Furthermore, the fuel
consumption achieved by the online learning algorithms equipped with different expert
sets is also given in this table. The fuel consumption of Shrinking Dartboard is given
for a certain simulation. This result will differ slightly for each time that algorithm is
simulated, since the experts are chosen randomly and, therefore, a different expert sequence
is generated in each simulation.
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Comb. SD WF
DC only Const. Const. Simp. Adv.
Simp.
& Adv.
Int. Flex. Thresh.
1 5.5513 4.8825 4.4652 4.5486 4.6060 4.5811 4.5701 4.8739 5.5635
2 4.0312 4.0169 3.7451 3.5605 3.5288 3.4962 3.5653 3.7423 4.0259
3 4.4470 4.2561 3.9718 3.8198 3.7688 3.7637 3.9075 4.1341 4.4544
4 4.4470 4.2554 3.9877 3.8228 3.8123 3.7845 3.8218 3.9050 4.4539
5 4.8375 4.4619 4.1938 4.0769 4.0848 4.0617 4.0795 4.1917 4.8461
6 4.2008 4.1704 3.8433 3.6665 3.6429 3.6120 3.6800 3.4802 4.2068
7 4.2008 4.1321 3.8364 3.6653 3.6327 3.6118 3.7290 3.9135 4.2069
8 4.8375 4.4855 4.1919 4.0721 4.0927 4.0606 4.1563 4.3060 4.8465
9 5.2050 4.7642 4.3277 4.3186 4.3537 4.3285 4.3125 4.5703 5.2154
11 5.5513 5.0478 4.5374 4.5606 4.6111 4.5705 4.5696 5.1898 5.5567
12 4.4470 4.2732 4.0303 3.8600 3.8139 3.8050 3.8476 4.1040 4.4500
13 5.2050 4.8105 4.4121 4.3559 4.3636 4.3146 4.3118 4.9631 5.2077
Table 6.9: Fuel consumption (in /`100 km)
6.4.1 Learning the Constant Update Rule and Threshold Strategies
A very simple rule to choose an equivalence factor is to set it to a constant, i.e., to define
ξt = ξ0 for the whole driving cycle. This is done in Constantξ0 . We have simulated this
strategy in the last section and have shown that the strategy has to be tuned very carefully
to achieve a low fuel consumption for a simulated driving cycle. This is only possible if
the complete driving cycle is known in advance and it is, therefore, possible to calculate its
optimal equivalence factor. Since we assume the driving cycle not to be known in advance,
this strategy is not applied as single control strategy of a hybrid electric vehicle. If it
would be applied and the driving cycle differs only slightly from the assumed one, there is
no possibility to correct the factor and the fuel consumption can increase dramatically.
In this section we use Constantξ0 with different parameter values as set of experts. That
is, we simulate the algorithms SD and WF on the expert set Constantξ0 using parameter
values ξ0 ∈ {4.0, 4.05, . . . , 5.0}. We compare the fuel consumption of the online learning
algorithms on this set of experts to the fuel consumption of Simple4.4,1 and Simple5.0,2.
Simpleξ0,kP is an update rule that is applied as control strategy in research. The fuel
consumption is compared to Simple4.4,1 and Simple5.0,2, since the simulations have shown
that these update rules achieves a relatively low fuel consumption for most of the simulated
driving cycles compared to the fuel consumption of the same update rule using different
parameter sets. The absolute fuel consumption of Simple4.4,1 and Simple5.0,2 is shown
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(a) Difference between Simple and SD (b) Difference between Simple and WF
Figure 6.34: Exemplary fuel difference on expert set Constantξ0
in Table 6.4. To achieve the optimal fuel consumption, Simpleξ0,kP would use a different
parameter set for each of the driving cycles. Since we assume the driving cycle not to be
known in advance, we instead use this strategy with fixed parameters that perform not too
bad for nearly all simulated driving cycles.
By comparing Figure 6.34(a) to Figure 6.34(b), it can be seen that the fuel consumption of
SD is higher than the fuel consumption of WF for all driving cycles. This is concluded from
the fact that the difference in fuel consumption between SD and Simple4.4,1 is always larger
than the difference between WF and Simple4.4,1. Since the fuel consumption of Simple4.4,1
is below that of both algorithms, we can conclude that the fuel consumption of SD is higher
than that of WF on all driving cycles. This is caused by the fact that SD randomly chooses
the expert it wants to follow in every time step. Whenever the chosen expert in a time step
differs from the expert chosen in the time step before, there occurs a difference in the state
of charge between SD and the chosen expert. Due to this difference, SD might not be able to
perform the power split suggested by the chosen expert and the combustion engine has to
be operated in a suboptimal state. This increases the fuel consumption of the algorithm.
WF changes the distribution of the experts only slightly in each time step. It is, therefore,
able to perform most of the desired power splits. This reduces the fuel consumption. The
result is even more remarkable, given the fact that the fuel consumption map is a non-
convex function. This, however, is important for the theoretical results to hold. It seems
that this condition can be relaxed somewhat in practical applications without downgrading
the performance of the algorithm. In the remainder of the section we limit the simulations
to the Weighted Fractional algorithm.
It can be also seen in Figures 6.34(a) and 6.34(b) that using Constantξ0 as expert set for the
learning algorithms is not sufficient to reduce the fuel consumption. Simpleξ0,kP achieves
Melanie Winkler 131
Chapter 6. Simulation: Model and Results
a lower fuel consumption than SDConstant and WFConstant for all driving cycles, although the
parameter set of Simpleξ0,kP is fixed for all driving cycles. The strategy is, therefore, not
optimally tuned for the simulated driving cycle. It follows from this observation that to
reduce the fuel consumption in a HEV, it is necessary to choose the strategies used in
the set of experts more carefully. The ECMS Constantξ0 is a static strategy, since the
equivalence factor is fixed for the whole driving cycle and cannot be adapted to changing
driving conditions. Due to this fact, each of the strategies in the expert set is not flexible
enough to adapt to the simulated driving cycle and, therefore, cannot achieve a low fuel
consumption on the simulated cycles. When using these strategies as set of experts for the
online learning algorithms, the algorithm is also not able to achieve a low fuel consumption
on the simulated driving cycles. This is caused by the fact, that there is no combination
of strategies of the experts which leads to a low fuel consumption. To reduce the fuel
consumption of the hybrid electric vehicle, it is necessary to choose the set of experts, such
that there exists an expert for each driving cycle that achieves a low fuel consumption.
Given that, the learning algorithm can combine the experts in a way that a low fuel
consumption can be achieved.
This result can also be seen when the expert set consists of different threshold strategies.
We have simulated the WF algorithm, equipped with a set of simple threshold strategies
Thresholdτ1,τ2 , with different parameters. The results of the simulation are shown in
Figure 6.35. When we compare this figure to Figure 6.34(b), it can be seen that the
Weighted Fractional algorithm performs even worse when it is equipped with a set of
experts consisting of Thresholdτ1,τ2 , than when equipped with an expert set Constantξ0 .
For some of the driving cycles WF on Thresholdτ1,τ2 performs even worse than when driving
purely with the combustion engine (see Table 6.9). This is caused by the fact that the
threshold strategies itself have a relatively high fuel consumption, because the engine’s
operation point is shifted in a mode, where the relatively high efficiency of the combustion
engine prevents an improvement of the fuel consumption.
6.4.2 Learning the Simple Update Rule
In the last section we have seen that the expert set with that the algorithm is equipped has
to be carefully chosen to achieve a low fuel consumption, compared to the fuel consumption
of single strategies. Since it has also been shown, that the results of WF are better than
those of SD, in the remaining we only simulate WF using expert sets where the experts
themselves achieve a low fuel consumption for at least one driving cycle. The set of
experts used in the simulations of this subsection consist of Simpleξ0,kP with parameters
ξo ∈ {4.0, 4.05, . . . , 5.0}, kP ∈ {1, 2, 3, 4}. Simpleξ0,kP is a strategy that is used as control
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Figure 6.35: Exemplary fuel difference of WF with expert set Thresholdτ1,τ2
strategy in the research of hybrid electric vehicles.
It has been shown in [CSC10], that when the driving cycle is known in advance, Simpleξ0,kP
can be tuned such that it leads to a low fuel consumption. However, this update rule is
very sensitive to the given driving conditions. If Simpleξ0,kP uses parameters optimized for
a specific driving cycle, this strategy achieves a low fuel consumption only if the driving
conditions it was tuned for are met and not for driving cycles which differ from that. This
can also be seen in Figure 6.36(a). There, we depict the fuel consumption of Simple4.4,1 and
Simple5.0,2 compared to that of WFSimple. Both update rules, Simple4.4,1 and Simple5.0,2,
respectively, achieve a low fuel consumption for some of the simulated driving cycles, but
their fuel consumption is relatively high for the remaining ones. The driving cycles for
which the fuel consumption is low, are different for both update rules. This again reflects
the fact, that there exists an optimal tuned update rule for each driving cycle, but that
the parameters achieving a low fuel consumption depend on the simulated driving cycles.
When the fuel consumption of WFSimple is compared to Simpleξ0,kP with the optimal tuned
parameters for the given driving cycle, WF cannot always achieve a lower fuel consumption.
This can also be seen in Figure 6.36(a) for driving cycle 12. Comparing the fuel consump-
tion of Simple4.4,1 on driving cycle 12 to that of WFSimple, shows that the fuel consumption
of WF on that driving cycle is slightly higher. However, this update rule achieves a low
fuel consumption only for two of the simulated driving cycles (driving cycle 2 and driving
cycle 12). The driving conditions of those driving cycles are very similar, i.e., both are
driving cycles where the HEV is driven purely in the city. Only the length of the sim-
ulation differs. For driving cycles representing different driving situations, this strategy
cannot achieve a comparable fuel consumption. The online learning algorithm WF, in con-
trast, has a relatively low fuel consumption on all simulated driving cycles. Hence, using
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(a) Difference between Simple and WF (b) Difference between Advanced and WF
Figure 6.36: Exemplary fuel difference of WF with expert set Simpleξ0,kP
WFSimple instead of Simpleξ0,kP with fixed parameters as control strategy can reduce the
fuel consumption for a large set of driving conditions even if the driving conditions are not
known in advance. The fuel consumption of WFSimple is on average about 1% lower than
that of Simpleξ0,kP . The absolute fuel consumption of WF on all driving cycles is given in
Table 6.9.
A major drawback of using Simpleξ0,kP as control strategy is that the achieved fuel con-
sumption highly depends on ξ0 and kP . Hence, there exists a parameter set that achieves
a low fuel consumption for each driving cycle, but the parameter set changes for different
driving conditions. In contrast, our simulations show that for Advancedξ0,kP ,kI , there exist
a set of parameter achieving a relatively low fuel consumption on nearly all driving cycles.
That consumption is higher than the fuel consumption of the optimal tuned Simpleξ0,kP ,
but it is still relatively low and it can be achieved without a priori knowledge of the driving
cycle. This is an advantage desired for a control strategy. Since this is also given by using
Weighted Fractional with a suitable set of experts, we now compare the results of those
control strategies. The Weighted Fractional algorithm is still equipped with the expert set
build from Simpleξ0,kP strategies.
In the simulations of the single update strategies, it has been shown that Advanced4.0,1,0.001
and Advanced4.7,2,0.001 generally achieve a low fuel consumption. We have, therefore, com-
pared the fuel consumption of those strategies to the fuel consumption of WFSimple. The con-
sumptions are depicted in Figure 6.36(b). The difference between the fuel consumption of
the online learning algorithm and the single strategies is smaller and more balanced than in
Figure 6.36(a). Given that the fuel consumption of WFSimple is the same as in Figure 6.36(a),
this shows that the fuel consumption of Advanced4.0,1,0.001 and Advanced4.7,2,0.001, respect-
ively, are in general lower than that of Simple4.4,1 and Simple5.0,2, respectively. Nonethe-
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(a) Difference between Advanced and WFInterval (b) Difference between WFInterval and WFFlexible
Figure 6.37: Exemplary fuel difference of WF
less, the fuel consumption can be reduced for nearly all driving cycles using WFSimple instead
of Advancedξ0,kP ,kI with fixed parameters, see Figure 6.36(b).
It has been shown in the simulation of single strategies (Section2.1) that for all parameter
sets Intervalξ0,kD,I cannot achieve a lower fuel consumption than Advanced4.0,1,0.001, except
when driving only in the city. Furthermore, the performance of Intervalξ0,kD,I with a fixed
parameter set depends heavily on the simulated driving cycle. Hence, this strategy cannot
be used with a fixed set of parameters for all driving cycles, but it has to be carefully tuned
to achieve a low fuel consumption. Since we assume that the driving cycle is not known
in advance, the fuel consumption cannot be reduced by using Intervalξ0,kD,I instead of
Advancedξ0,kP ,kI . This can also be seen in Figure 6.37(a). We have seen that for some
driving cycles, the fuel consumption of Flexibleξ0,kD,I is lower than the fuel consumption
of Advancedξ0,kP ,kI . We have, therefore, considered Flexibleξ0,kD,I as set of experts for the
Weighted Fractional algorithm. It can be seen in Figure 6.37(b), that the fuel consumption
of Weighted Fractional can be reduced by using Flexibleξ0,kD,I as set of experts instead
of Intervalξ0,kD,I . Unfortunately, as it can also be seen in Figure 6.38(a), this is still
not sufficient to achieve a fuel consumption that is lower than the fuel consumption of
Advancedξ0,kP ,kI with fixed set of parameters for most of the simulated driving cycles.
Learning the interval strategy is, therefore, not reasonable, regardless whether the intervals
are chosen fixed or flexible.
6.4.3 Learning an Advanced Strategies
An advantage of Advancedξ0,kP ,kI is that the strategy itself is more flexible. This strategy
can adapt the equivalence factor to suit the driving conditions over time without changing
the state of charge largely for a longer time period. In the simulation of Section 6.3 we
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(a) Difference between Advanced and WFFlexible (b) Difference between Advanced and WFAdvanced
Figure 6.38: Exemplary fuel difference of WF
have seen that for Advancedξ0,kP ,kI , there exist parameters which achieve a relatively low
fuel consumption for all driving cycles. If the driving cycle is not known a priori, the fuel
consumption can, therefore, be reduce by using Advancedξ0,kP ,kI with a fixed parameter
set. Advanced4.0,1,0.001, for example achieves a lower fuel consumption than Simpleξ0,kP ,
when Simpleξ0,kP is used with a fixed parameter set without suitable tuning. In the last
subsection we have shown that WFSimple has a lower fuel consumption than both of those
update rules for most driving cycles. Since the results of WF depend highly on the chosen
expert set, we study in this subsection whether WF can benefit from a set of experts where
each expert itself can adapt its strategy to the simulated driving cycle.
We have simulated WFAdvanced with parameters ξ
0 ∈ {4.0, 4.05, . . . , 5.0}, kP ∈ {1, 2, 3, 4},
and kI ∈ {0.001, 0.005, 0.01, 0.05}. The results of the simulation are given in Fig-
ure 6.38(b). This figure depicts the difference in fuel consumption of Advanced4.0,1,0.001
and Advanced4.7,2,0.001, respectively, compared to the fuel consumption of WFAdvanced. Com-
paring the Figures 6.36(b) and 6.38(b), it can be seen that using WFAdvanced instead of
WFSimple as control strategy does not decrease the fuel consumption in general. There exist
driving cycles for both of the expert sets, such that WF using that expert set achieves a
lower fuel consumption than when using the other expert set. It can, therefore, not clearly
be stated that WF on one of the expert sets outperforms WF on the other.
However, an interesting observation can be made when comparing the fuel consumption of
Advancedξ0,kP ,kI with different sets of parameters to each other and to WFAdvanced. Although
the fuel consumptions of different parameterized Advancedξ0,kP ,kI on a given driving cycle
is nearly the same for all of those strategies, WFAdvanced is able to achieve a fuel consumption
lower than that of each of the experts from its expert set for most driving cycles. This is
due to the fact that, especially in the beginning of a simulation, the states of charge and,
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(a) State of charge starts low (b) State of charge starts high
Figure 6.39: State of charge and equivalence factor over time
therefore, also the equivalence factors of all Advancedξ0,kP ,kI fluctuate a lot. The direction
of the fluctuation depends on the parameter set, as it can be seen in Figure 6.39.
Hence, even given that the fuel consumption of Advancedξ0,kP ,kI on a given driving cycle
does not differ significantly between different parameter sets and that WFAdvanced, therefore,
does not really learn over time, it can combine the strategies in a way that reduces the fuel
consumption. WFAdvanced does not learn a suitable strategy, since the size of the fraction
that an expert contributes to WF depends on its fuel consumption compared to that of the
others. If the fuel consumption of all experts is nearly the same in each time step, the
weight of all experts is nearly the same in each time step. Hence, WFAdvanced mainly builds
an average with respect to the equivalence factors and states of charge of all experts in
each time step of the simulation. This is also depicted in Figure 6.40. By combining the
experts, the fluctuation of the experts is compensated and the combustion engine can be
operated more efficiently. WFAdvanced can, therefore, achieve a fuel consumption that is 0.5%
to 1.5% below the fuel consumption of its experts for many driving cycles.
Figures 6.36(b) and 6.38(b) show that WF achieves a fuel consumption lower than
Advanced4.0,1,0.001 on different driving cycles for WFSimple and WFAdvanced, respectively. Hence,
it seems that the algorithm can benefit from strategies of different expert sets for differ-
ent driving cycles. We have, therefore, simulated the algorithm with a combined set of
experts, i.e., we have simulated WFSimple,Advanced, to study if the fuel consumption of the
hybrid electric vehicle can be reduced even further. Figure 6.41(a) shows the fuel con-
sumption of Weighted Fractional equipped with the combined set of experts compared
to Advanced4.0,1,0.001 and Advanced4.7,2,0.001, respectively. The difference in the fuel con-
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Figure 6.40: State of charge of Advanced4,1,0.005, Advanced4.4,4,0.005, and WF on these two
experts
sumption of WFSimple,Advanced is compared to that of WFSimple and WFAdvanced. It is shown in
Figure 6.41(b). It can be seen that combining the expert sets, when using WF as con-
trol strategy, reduces the fuel consumption for many, but not all driving cycles compared
to WFSimple. Furthermore, the fuel consumption of WFSimple,Advanced is lower than that of
WFAdvanced for all simulated driving cycles. This results in the fact that expanding the set
of experts does not necessarily improve the results of the Weighted Fractional algorithm.
It is nonetheless reasonable, since WFSimple has relatively high consumptions on most of the
driving cycles for which its fuel consumption is higher than that of WFSimple,Advanced. Hence,
whenever the driving cycle is not known in advance, the fuel consumption of an hybrid
electric vehicle can be reduced most efficiently, i.e., by 0.5% to 2.0%, compared to a single
strategy Advancedbest with fixed parameters, by using WFSimple,Advanced as control strategy.
(a) Diff. between Advanced and WFSimple,Advanced (b) Difference between WF on different expert sets
Figure 6.41: Exemplary fuel difference of WF
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Figure 6.42: Exemplary fuel difference of WF and the optimal parameterized strategy
Figure 6.42 shows that WFSimple,Advanced cannot only be used to reduce the fuel consumption
whenever the driving cycle is not known in advance, but for most driving cycles even if it is
known beforehand. In Figure 6.42 the fuel consumption of WFSimple,Advanced is compared to
the fuel consumption of the optimally parameterized Simpleξ0,kP and Advancedξ0,kP ,kI , re-
spectively. More formally, Simplebest and Advancedbest, respectively, denote the parameter
set of the corresponding strategy that achieves the lowest fuel consumption for that driving
cycle. Hence, even if Simplebest and Advancedbest are optimally tuned for the simulated
driving cycle, using WFSimple,Advanced instead can reduce the fuel consumption for most of
the simulated driving cycles. The amount of reduction depends on the simulated driving
cycle and reaches maximal 2%.
6.4.4 Running Time
In each time step of the simulations the equivalence factor of each of the N experts has to
be updated. This is done at first in each time step. Then the optimal split of the energy
between the two engines is computed. This is done by discretization of the continuous
split into M sampling points. The optimal splits of the N experts can be computed by
considering each of the sample points once for each time step: In each time step t we first
compute P tcomb and P
t
elec for the given split. This can be done as described in Section 6.1.
The cost of each expert can then be updated. The running time of each time step is,
therefore, mainly dominated by the necessary sub-simulations for finding an optimal split.
Hence, the time complexity for one time step of the algorithms can be bounded by O(MN)
for both algorithms, Shrinking Dartboard and Weighted Fractional.
The simulations are performed on a standard desktop computer with an Intel Core i7
processor. On this machine a driving cycle of 173,400 time steps can be simulated in 138
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seconds using 42 experts for WF. This yields an average of 0.0008 seconds per time step of
the simulation. Each time step corresponds to one second in a real time driving cycle. So
the algorithm can be executed 1,250-times faster than real-time. Practically, we figured
out that doubling the experts from N = 42 to N = 84 for WF on a driving cycle of length
173,400 increases the running time to 224 seconds. Of course the computational power in a
hybrid electric vehicle is not as large as on a desktop machine, but since the algorithm can
be executed 1,250-times faster than real time on a desktop machine, the running time of
the algorithms might also be fast enough to achieve real time results when those algorithms
are implemented as control strategies in the control unit of a hybrid electric vehicle.
6.5 Summary
In this chapter we have simulated different algorithms as control strategies in a hybrid
electric vehicle. We have implemented and simulated methods studied in the research of
optimal control strategies as well as algorithms introduced in this thesis. We have then
compared the performance of those strategies based on the fuel consumption of the vehicle
for different driving cycles. The different driving cycles have been used to study how
different driving conditions or lengths of the simulated driving scenarios influence the fuel
consumption of a certain strategy.
The simulations show that the threshold strategies introduced in Chapter 3 achieve a lower
fuel consumption than when driving the vehicle using only the combustion engine. But
it has also been shown that the decrease in fuel consumption using threshold strategies is
only very small. Furthermore, the theoretical optimal algorithm, Cautious cannot reduce
the fuel consumption as much as other threshold strategies. When applied as control
strategy, Cautious stores energy in the buffer whenever it is freely available, as for example
while braking and uses it as soon as the vehicle has to produce energy actively. Since
the amount of free energy is relatively small Cautious cannot reduce the fuel consumption
significantly. Other threshold strategies increase the amount of energy produced by the
combustion engine if the demand of energy for driving is relatively small and by this,
they push the engine into a slightly more efficient operation point. Those strategies can,
therefore, decrease the fuel consumption by a larger amount. However, those strategies
have shown to be still too simple to achieve a significant reduction in the fuel consumption
of a hybrid electric vehicle.
Equivalent consumption minimization strategies (ECMS) are used as control strategies
in hybrid electric vehicles in research. It has been shown in the simulations that those
strategies reduce the fuel consumption noticeably more than threshold strategies. ECMS
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define a factor ξ which weights one unit of electrical energy with ξ units of energy produced
by fuel. Using this factor, the strategy can calculate the fuel consumption that is considered
equivalent to the costs of using energy from the battery, instead of producing that energy
with the combustion engine. The optimal split of energy between the combustion engine
and the electrical engine can then be calculated. The simulations have shown that ECMS
can reduce the fuel consumption most efficiently if the simulated driving cycle is known
in advance. This is caused by the fact that the optimal factor ξ depends on the driving
conditions and can, therefore, be defined closer to the optimal value if the driving cycle
is known beforehand. Unfortunately, this is normally not the case in a realistic driving
situation.
To reduce the fuel consumption even further, we have combined threshold strategies
and Equivalent Consumption Minimization Strategies with the online learning algorithms
presented in Chapter 4. The simulation results show that although theoretically the expec-
ted cost of both algorithms presented in that chapter are the same, when applying them as
control strategies the algorithms achieve different fuel consumptions. Weighted Fractional,
which chooses its action based on a fractional combination of the experts, achieves a lower
fuel consumption than Shrinking Dartboard, which randomly chooses one expert in each
time step. It has, furthermore, been shown that the fuel consumption of the algorithm is
significantly reduced if the set of experts is chosen such that at least one expert achieves
a low fuel consumption for each of the simulated driving conditions. This fits with the
results achieved in the theoretical studies, since the performance guarantees are based on
the best expert chosen in hindsight. The simulations have also shown that an expert set
build from threshold algorithms or from Constantξ0 is not sufficient to achieve a low fuel
consumption. However, if we build an expert set from more advanced strategies of ECMS,
i.e., if we simulate WFSimple,Advanced, we can reduce the fuel consumption by 0.5% to 2%
compared to Advancedξ0,kP ,kI with fixed parameters. WFSimple,Advanced even has a lower fuel
consumption than the optimally tuned Advancedξ0,kP ,kI on all driving cycles and a lower
fuel consumption than Simpleξ0,kP on nearly all simulated driving cycles. We can, there-
fore, conclude that the fuel consumption of a hybrid electric vehicle can be reduced by
using WFSimple,Advanced as control strategy.
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Conclusion and Open Problems
In this thesis we have studied the Online Buffering problem. Online Buffering deals with
the purchase of a resource with varying prices over time. A certain quantity of this resource
is requested in each time step. A decision maker is equipped with a buffer of fixed size.
In each time step he has to define the amount of the resource he wants to purchase given
the current price of the resource. We have studied this problem online, i.e., in a setting,
where decisions can be based only on information about past and current time steps, but
not based on information about future time steps. In Online Buffering this means that
the current price and demand is revealed in each time step and the decision can be made
based on that information.
In the first part of this thesis we have studied the Online Buffering problem theoretically
using different price models. First, we have considered a random price model. The costs
of the resource are modeled by a random walk with reflecting barriers and step size one,
i.e., the cost of one unit of the resource is an integer from a bounded set of size I. If the
resource can be bought at a price of c in a time step, then it can be bought at a price of
either c− 1 or c+ 1, respectively, in the next time step, each with probability 1/2. We have
studied simple threshold strategies for this cost model. The algorithm performing best
in this setting is an algorithm called Cautious that fills the buffer completely whenever
the price equals the lowest possible price and which uses the buffer to fulfill the request at
every other price. We have studied the expected costs of this algorithm and we have shown
that its costs depend on the size of the storage and the number of possible prices. If this
number is in the order of at most the square root of the size of the buffer, the expected
costs of Cautious are minimal. We have furthermore studied the expected savings of the
Cautious algorithm, i.e., the reduction in costs of the Cautious algorithm compared to an
algorithm without a buffer. We have shown that the competitive factor, i.e., the fraction
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of the expected savings of Cautious and that of the optimal offline algorithm is bounded
by a constant if the buffer is of size ω(I2).
Unfortunately, this cost model is very simplistic and it is, therefore, not valid for most
applications. Hence, we have studied the Online Buffering problem, using online learning
algorithms and regret minimization. In online learning a decision maker is given a set
of experts. Each expert is a strategy to solve the given problem. The algorithm makes
no assumptions about the cost model of the resource. However, the experts might be
constructed, such that they perform optimally if the price model fulfills certain conditions.
An online learning algorithm can construct its strategy from the given set of experts,
i.e., in each time step the algorithm can choose one or a fractional combination of the
experts. It then copies the strategy of the chosen expert or a fractional combination of
the strategies for that time step. In standard online learning, the algorithm is accounted
for the cost of the chosen expert. We have extended the approach of online learning to
Online Buffering. For Online Buffering, the decision maker has to take its current state of
the buffer into account when choosing an expert. If the status of the buffer differs between
the chosen expert and the algorithm, this might cause additional costs for the algorithm.
Those costs are due to the fact that the algorithm might have to purchase additional units
to fulfill the request, for example if its buffer is empty, but the chosen expert fulfills the
current request using units from the buffer. We have introduced Shrinking Dartboard and
Weighted Fractional, both variations of the well known Randomized Weighted Majority
algorithm and have shown that the algorithms perform well for Online Buffering. Those
algorithms assign a weight to each expert, starting with the same weight for all experts.
Depending on the costs of an expert in a time step, the weight of that expert is updated.
The algorithm chooses an expert probabilistically (in SD) or fractionally (in WF). In each
time step an expert is chosen based on the fraction it contributes to the total weight and
the expert which was chosen in the last time step. Basing the decision also on the expert
chosen in the last time step reduces the number of switches between experts and, therefore,
also between different states of the buffer which reduces the amount of additional cost. The
algorithms presented in this thesis have the no-regret property, i.e., the regret of choosing
the experts according to the algorithm instead of choosing the expert with the lowest costs
in hindsight tends to zero for a long request sequence.
However, we have only shown that this regret bound holds in expectation. A question
we have not answered in this thesis is if it is possible to achieve no-regret, not only in
expectation, but also with high probability. We have, furthermore, shown that a no-regret
bound can also be achieved for the Shrinking Dartboard algorithm if the calculations
are done with bounded precision. Whether this also holds for the Weighted Fractional
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algorithm is still an open question. In this thesis, we have furthermore bounded the studies
to the external regret model. Considering also the internal regret model in future studies
might lead to new insights. Another interesting open question is if online learning for Online
Buffering can achieve no-regret bounds if the set of experts is not the same for each time
step, i.e., when certain experts are only available in some time steps. In standard online
learning this setting is called sleeping expert setting and has been considered in several
studies. It is, however, not clear if those results can be transfered to Online Buffering
problems.
In the second part of the thesis we have studied Online Buffering experimentally. The
algorithms are applied as control strategies in a hybrid electric vehicle. A HEV is equipped
with two engines, a combustion engine and an electrical engine. The combustion engine is
the prime mover of the vehicle. Power, produced by the combustion engine, can be used
to drive the vehicle in the current time step or it can be stored in the battery for later
usage. The cost function in this application is defined by the amount of fuel used by the
combustion engine per 100 km. Online Buffering algorithms can be used to control the
amount of power produced by the combustion engine in each time step. The simulations
in this thesis show that online learning algorithms can achieve a low fuel consumption
when it is equipped with strategies which themselves achieve a low fuel consumptions for
at least very specific driving conditions. Combining strategies which are optimized for
different driving conditions in a set of experts allows the learning algorithm to achieve a
low fuel consumption for all simulated driving cycles. The fuel consumption is measured in
comparison to the fuel consumption of Equivalent Consumption Minimization Strategies.
ECMS use an equivalence factor. This factor defines an amount of energy produced by fuel
which is equivalent to a certain amount of electrical power. By this, the use of electrical
energy is not considered as free, but the energy is rather accounted with certain costs for
its production. ECMS achieve a lower fuel consumption than heuristics and are, therefore,
used as benchmarks in our studies. A major drawback of those strategies is that the
optimal equivalence factor depends on the driving situation and that each strategy has to
be tuned by hand to achieve a low fuel consumption for a given diving cycle. Tuning a
strategy is, however, only possible if the driving cycle is known in advance. Online learning
algorithms which are equipped with ECMS as set of experts achieve a fuel consumption
which is comparable to and sometimes even lower than that of an optimal tuned ECMS.
In particular, it is not necessary to have a prior knowledge about the driving conditions
to achieve this result. Hence, it might be a promising approach to use those algorithms as
control strategies in hybrid electric vehicles.
In this thesis we have studied a very simplistic model of a HEV. Since the results of
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online learning algorithms are very promising when applied in this model, it is reasonable
to continue studying online learning algorithms as control strategies in hybrid electric
vehicles. A next step towards applying online learning in real HEVs is to implement a
more realistic model of a hybrid electric vehicle and to continue the simulations in this
model.
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