The visual system conducts parallel and hierarchical signal processing for each aspect of visual information. The different signals are then integrated at appropriate stages to generate unified visual percepts. This ability is a remarkable accomplishment considering that the retinal image is constantly moved by self-motion including movements of body, head, and eyes, so that it contains information about movement from external objects and the observer himself. Our eyes alternate fixation and saccade (rapid and jerky eye movement used to scan the world around us). Therefore, the visual system needs to discriminate this information for an individual to accurately interpret his environment and to prevent the visual images from blurring and bouncing during saccades. In this review, we discuss how the visual system solves these problems at the single neuron level. Results indicate that our visual motion perception is built on the integration of different aspects of visual signals, multisensory signals, and sensorymotor signals along a hierarchy of visual motion information processing. Keywords : motion perception, intraparietal, saccadic suppression, receptive field remapping, efference copy
Problems in visual information processing
We see visual motion in self-motion. For example, in playing soccer, basketball, and tennis, we are absorbing a wide range of visual stimuli including a ball, teammates, and opponents that are all moving independently of each other. At the same time, we too are moving dynamically. The situation is the same during natural viewing in the sedentary state because our eyes alternate between fixation and saccade (rapid and jerky eye movement used to scan the world around us), and even during fixation, very small eye movements called miniature eye movements move the retinal image continuously. This condition puts additional demands on preventing visual images from blurring and bouncing by saccade, and in interpreting a retinal image by distinguishing movement information of external objects from oneself. In this review, we deal with how the visual system solves this problem at the single neuron level along a hierarchy of visual motion information processing.
Visual system's parallel and hierarchical manner of information processing
Signals from the retina are conveyed through the lateral geniculate nucleus (LGN) in the thalamus to the primary visual cortex (area V1), and subsequently processed hierarchically (Fig. 1A) to generate visual perception, to be utilized for directing attention to areas of interest, and to plan motor action. Different aspects of the visual information are processed in parallel pathways, beginning with morphologically and functionally different classes of retinal ganglion cells (RGCs), which are known as Pα and Pβ cells in primates. Pα cells project to M cells in the magnocellular layers of the LGN, and Pβ cells project to P cells in the parvocellular layers of the LGN. Pα and M cells have larger receptive fields, higher axon conduction velocity, and higher sensitivity to motion -but not colorthan their Pβ and P cell counterparts. The properties of the Pα and M cells are suitable for motion information processing. Schiller et al. (1990) 1) trained monkeys to perform a task of discriminating the direction and speed of visual stimuli. Subsequent lesions in the magno-or parvocellular layers of the LGN showed that only lesions in the magnocellular layer substantially impaired discrimination *Correspondence: shimegi@vision.hss.osaka-u. performance. Yet neither type of LGN neuron showed tuning for the speed or direction of the stimuli, suggesting that motion information is formed and represented after cortical processing.
Layer 4 in the six-layered structure of the primate V1 is subclassified into four sub-layers (4A, 4B, 4Cα, 4Cβ), where layers 4Cα and 4Cβ are recipients of the geniculocortical afferents of M and P cells, respectively. 4Cα neurons are less specific concerning the direction of moving stimulus, whereas 4B neurons, a main projection target of layer 4Cα neurons, show strong direction selectivity, suggesting that direction selectivity first arises in V1 through interlaminar cortical processing. The signals of layers 4Cα and 4Cβ are processed interlaminarly and in parallel within V1 before being outputted to the posterior parietal lobes through the dorsal stream pathway and the temporal lobes through the ventral stream pathway, respectively 2) . The dorsal pathway processes the spatial ('where/how') information for spatial and motion vision and visually guided action 3, 4) , while the ventral stream pathway processes non-spatial ('what') information for object and form vision.
V1 projects to the middle temporal visual area (MT, V5) directly from layer 4B and indirectly via areas V2 and V3. Area MT is specialized for motion computation 5-7) , as about 90% of its neurons show selectivity for motion direction with 95° of the mean tuning width (half width at half height) 8) , and are specific for speed of motion 9) . The neuronal activity of MT neurons is known to closely correlate with motion perception. For example, unilateral MT lesions in monkeys caused a severe impairment on the judgment of motion direction in the visual field corresponding to the lesion, but not the opposing visual field 10) . Additionally, the neural activity of speed-tuned MT neurons recorded from monkeys performing a speed discrimination task correlated with the animals' behavioral choices on a trial-to-trial basis (choice probability), and the choices were predictable by the speed-tuning properties of each unit 11) . Moreover, electrical stimulation of a cortical column with specific motion-direction selectivity modulated motion perception in which the motion signals generated by the visual stimulus and by the electrical stimulation were integrated in a vector-sum manner. Many MT neurons are selective for the motion of complex patterns independent of the orientation of their components 12) . When an object moves in one direction, MT neurons project their axons to the dorsal part of the medial superior temporal area (MSTd, V5A), whose neurons show strong direction selectivity like MT neurons. However, unlike MT neurons, these have huge receptive fields (approximately one quarter the visual field), prefer global motion stimuli, and are tuned for a combination of motion patterns such as expansion, deformation, translation, and rotation [13] [14] [15] . These motion patterns are called optic flow and are important cues of self-motion. Optic flow-sensitive neurons have also been observed in subsequent stages like the ventral intraparietal area (VIP) [16] [17] [18] . Electrical stimulation of MSTd or VIP neurons causes bias in heading (direction of self-motion) judgments, which are based solely on optic flow information, suggesting that the MSTd and VIP areas contain robust representations of self-motion direction.
How the vision system represents self-motion
An accurate estimate of the direction of self-motion is crucial for navigating through our environment. Although optic flow can provide powerful cues for heading perception 19) , it provides ambiguous and insufficient information when perceiving self-motion because of multiple signals attributable to the motions of the body, head, and eyes. Previous experiments have linked area MSTd to the perception of heading based on vestibular signals 20) , and have implicated MSTd neurons as responsible for combining optic flow and vestibular cues to enhance heading discrimination. MSTd/VIP neurons also respond selectively to self-motion in darkness, further suggesting that they receive vestibular inputs 17, [21] [22] [23] [24] [25] [26] [27] . The response modulation of MSTd neurons during inertial motion was shown to be of labyrinthine origin, as MSTd neurons were no longer tuned for heading (direction of head movement) following bilateral labyrinthectomy 25, 27) . Thus, wide field visual cues (optic flow) and vestibular cues are integrated in MSTd neurons to generate self-motion perception 20,28) .
Vision remains robust despite interruptions caused by saccadic eye movements
Visual system interprets our visual environment despite constantly moving. These movements are not only from activities like walking or jumping. Our eyes have been known to move even while our gaze is fixed on an object. These fixational eye movements serve to prevent and reverse visual adaptation during fixation and to improve visibility at high spatial frequencies 29) . In fact, visual percepts tend to fade as a result of neural adaptation when microsasccades, a type of fixational eye movement, are eliminated or reduced in the laboratory [30] [31] [32] [33] . Although different types of fixational eye movements called drift and tremor are known, their functional roles are not clear. Moreover, we make fast, ballisitc eye movements called saccades, which change the line of sight between successive points of fixation. Since each saccade rapidly displaces the image on the retina, one would expect that the image be perceived, at least temporarily, as a blur, and as a spatiotemporal discontinuity of the visual field. However, we are oblivious to such movements, suggesting that brain mechanisms compensate 34) . The most convincing explanation for why our image is not blurred during a saccade is saccadic suppression 35, 36) . A saccade suppresses the visual responses of neurons in the visual pathways, causing a reduction in visual sensitivity by which the visual perception is suppressed around the time of the saccade. Saccadic suppression has been observed in various visual areas including the early areas (LGN and area V1) and almost all of the dorsal stream such as MT [37] [38] [39] , MSTd 40) , VIP, and LIP 39, 41) . This property does not mean, however, that the reduced visual responses in higher-order areas are simply inherited from the suppressed responses of the early visual areas in a feedforward signal transmission. Instead, perisaccadic response changes are qualitatively different between areas 39) . Saccadic suppression in the dorsal stream starts well before eye movement, suggesting that the suppression has nothing to do with the changes in the visual input evoked by eye movement. Rather, this property suggests the suppression has a functional role in perisaccadic information processing.
Neurons in MT and MSTd are very sensitive to visual motion, and their neurons -with preferred direction that is opposite the direction of the eye movement -should be activated during saccadic image motion even if some are selectively silenced by saccadic suppression. In fact, the majority of these neurons respond to very high image velocities, even when their speed tuning preference is shifted toward lower velocities 37) , which suggests another mechanism besides saccade suppression is necessary for compensation during saccade-evoked motion of a retinal image. Interestingly, the directional selectivity of such neurons is reversed around the time of the saccade 37, 40) such that the neurons remain unresponsive to the direction of the retinal image motion caused by the saccade. This reversal of directional preference was observed in one third of the MT and MSTd neurons.
Even if an image is not blurred, this does not explain why we do not perceive image discontinuity before and after a saccade? The leading possible hypothesis for this phenomenon is a shifting of receptive fields, otherwise known as remapping or spatial updating. Here, a dynamic spatial shift of the receptive field location around the time of a saccade occurs, as first observed in neurons of the lateral intraparietal area (LIP) of primates 42) . Fig. 2 shows a typical example of recordings from an LIP neuron. While a monkey gazed at a fixation point, stimulation of the neuron's receptive field evoked visual responses with an onset latency of about 70 ms ( Fig. 2A) . The fixation point disappeared during the monkey's fixation. At this moment, another target, which required a saccade, appeared on the left side of the visual field, and the visual stimulus was presented at the future receptive field after completion of the saccade (Fig. 2B) . Interestingly, neuronal responses to the visual stimulus at the future receptive field emerged about 80 ms before the saccade. About 35% of LIP neurons showed visual responses to the stimulus at the future receptive field even when the monkey had not started its saccade towards the target, suggesting they predictively process the information that comes after the saccade. This predictive remapping of the neuronal receptive field is thought to compensate for the mismatch of retinal images that arises before and after a saccade. The same remapping phenomenon was also observed in other visual areas, but the appearance rate decreased at lower hierarchies: 35% for V3, 11% for V2, and 2% for V1 43) . Therefore, the signals that drive receptive field remapping are thought to come from non-bottom-up feedforward information processing pathways. Other cortical areas such as the frontal eye field (FEF) 44, 45) and subcortical regions, the superior colliculus (SC) 46, 47) have also shown predictive receptive field remapping.
Origin of the compensatory signal generated around the time of a saccade
A long-held hypothesis has a copy of the motor command signal sent to sensory areas as compensation for the sensory inflow attributable to impending self-movement. This extraretinal signal is called the corollary discharge (CD). Historically, it has also been named the "Efferenzkopie" (efference copy) 48) or "Willensanstrengung" (effort of will) 49) . In the last decade, the origin of the putative CD for eye movement and its corresponding transmission pathway in the primate brain has been revealed [50] [51] [52] [53] . The CD is generated at intermediate layers of the SC, where neurons increase their activity before saccades to one particular location of the visual field known as the movement field. This activity is then passed through the lateral region of the parvocellular region of the thalamic medial dorsal nucleus (MD) to the FEF of the frontal cortex. The CD is thought to contribute to predictive receptive field remapping, because future receptive field activity just be- .
Neurons in early visual areas possess information about self-motion
To successfully navigate through the world, we need to accurately estimate our heading and speed. Speed information can be obtained by integrating visual speed from optic flow and run speed from the proprioceptive and locomotor systems. Indeed, it was recently shown that nearly half of mouse V1 neurons are reliably driven by the weighted sum of visual speed and run speed 54) . This property suggests that V1 participates in a multimodal processing system that integrates visual motion and locomotion during navigation.
Summary
Visual motion perception is built on the integration of different aspects of visual signals, multisensory signals, and sensory-motor signals along a hierarchy of visual motion information processing. 
