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Coarse differentiation and quasi-isometries of a class of
solvable Lie groups II
Irine Peng
Abstract
In this paper, we continue with the results in [P] and compute the group of quasi-isometries
for a subclass of split solvable unimodular Lie groups. Consequently, we show that any finitely
generated group quasi-isometric to a member of the subclass has to be polycyclic, and is virtually
a lattice in an abelian-by-abelian solvable Lie group. We also give an example of a unimodular
solvable Lie group that is not quasi-isometric to any finitely generated group, as well deduce
some quasi-isometric rigidity results.
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1 Introduction
A (κ,C) quasi-isometry f between metric spaces X and Y is a map f : X → Y satisfying
1
κ
d(p, q)− C ≤ d(f(p), f(q)) ≤ κd(p, q) + C
with the additional property that there is a number D such that Y is the D neighborhood of f(X).
Two quasi-isometries f, g are considered to be equivalent if there is a number E > 0 such that
d(f(p), g(p)) ≤ E for all p ∈ X .
Let G = Rm ⋊ϕ R
n, G′ = Rm
′
⋊ϕ′ R
n′ be connected, simply connected non-degenerate unimod-
ular split solvable groups (See section 2.1 for definitions). We say a map from G to G′ is standard,
if it splits as a product map that respects ϕ and ϕ′ (See definition 2.1.1). Also homomorphisms ϕ
is called diagonalizable if its image can be conjugated into the set of diagonal matrices. The main
result of this paper is the following statement.
Theorem 5.2 (abridged) Let G, G′ be non-degenerate, unimodular, split abelian-by-abelian solvable
Lie groups, and φ : G→ G′ a κ,C quasi-isometry. Then φ is bounded distance from a composition
of a left translation and a standard map.
Consequently, Corollary 5.3.1 If ϕ is diagonalizable and ϕ′ isn’t, then there is no quasi-isometry
between them.
Corollary 1.0.1.
QI(G) =

∏
[α]
Bilip(V[α])

⋊ Sym(G)
Here [α] is an equivalence class of roots and Sym(G) is a finite group, analogous to the Weyl group
in reductive Lie groups, that that reflects the symmetries of G. (See section 2.1)
When ϕ is diagonalizable, as an application the work by Dymarz [D] on quasi-conformal maps
on the boundary of G, we have
Corollary 1.0.2. In the case that ϕ is diagonalizable, if Γ is a finitely generated group quasi-
isometric to a G, then Γ is virtually polycyclic.
1.1 Proof outline
Our starting point is Theorem 3.1, and our first task is to show that the A′ part of the standard
maps (See Definition 2.1.1) fi are affine. This is done in Section 3, where will see that the linear
part is a scalar multiple of a finite order element in O(n) (where n is the rank of G). We also give
interpretations of the linear and constant part of fi in terms of properties of G
′ and measure of
certain sets in the box where fi was partially defined. In Section 4, we show that the linear part of
the fi’s in different boxes have to be the same up to scalar multiple in the case that that the rank
of G is 2 or higher. The rank 1 case is the same as the content in [EFW2]. The proof for higher
rank case basically consists of many rank 1 argument as appeared in [EFW2]. In the last section,
we put all theses partially defined standard maps together to produce a splitting of the original
quasi-isometry.
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2 Preliminaries
Here we recall the settings from [P] and define new terms that will be used in this paper.
2.1 Geometry of a certain class of solvable Lie groups
Non-degenerate, split abelian-by-abelian solvable Lie groups Let g be a (real) solvable Lie
algebra, and a be a Cartan subalgebra. Then there are finitely many non-zero linear functionals
αi : a→ C called roots, such that
g = a⊕
⊕
αi
gαi
where gαi = {x ∈ g : ∀t ∈ a, ∃n, such that (ad(t) − αi(t)Id)n(x) = 0}, Id is the identity map on g,
and ad : g→ DerR(g) is the adjoint representation. Let △ denotes for the set of roots. Then Aut(a)
acts on △ in a natural way. We define Perm(g) to be the subgroup consisting A ∈ Aut(a) such that
(i) it leaves the set of roots invariant, i.e. A△ = △.
(ii) for every α ∈ △, dimgα◦A =dimgα.
In this way, elements of Perm(g) induces a permutation on the set △, and we define Sym(g) to
be the image of Perm(g) in the group of permutations of △. For a generic g, its Perm(g) is trivial.
We say g is split abelian-by-abelian if g is a semidirect product of a and
⊕
i gαi , and both are
abelian Lie algebras; unimodular if the the roots sum up to zero; and non-degenerate if the roots
span a∗. In particular, non-degenerate means that each αi is real-valued, and the number of roots
is at least the dimension of a. Being unimodular is the same as saying that for every t ∈ a, the trace
of ad(t) is zero. We extend these definitions to a Lie group if its Lie algebra has these properties,
and write Perm(G), Sym(G) to mean Perm(g) and Sym(g) where g is the Lie algebra of G.
Therefore a connected, simply connected solvable Lie group G that is non-degenerate, split
abelian-by-abelian necessary takes the form G = H⋊ϕ A such that
(i) both A and H are abelian Lie groups.
(ii) ϕ : A→ Aut(H) is injective
(iii) there are finitely many αi ∈ A∗\0 which together span A∗, and a decomposition of H = ⊕iVαi
(iv) there is a basis B of H whose intersection with each of Vαi constitute a basis of Vαi , such that
for each t ∈ A, ϕ(t) with respect to B is a matrix consists of blocks, one for each Vαi , of the
form eαi(t)N(αi(t)), where N(αi(t)) is an upper triangular with 1’s on the diagonal and whose
off-diagonal entries are polynomials of αi(t). If in addition, G is unimodular, then ϕ(t) has
determinant 1 for all t ∈ A.
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The rank of a non-degenerate, split abelian-by-abelian group G is defined to be the dimension of
A, and by a result of Cornulier [C], if two such groups are quasi-isometric, then they have the same
rank.
By abuse of notation, we call △ roots of G as well and coordinatize its points as ((xα)α∈△, t),
where xα = (x1,α, x2,α, · · · , xdim(Vα),α) ∈ Vα, t ∈ A. A left invariant Finsler metric that is quasi-
isometric to a left invariant Riemannian is given by:
dt+
∑
α∈△
e−α(t)

dxα +∑
j
Pj,α(α(t))dxj,α


where Pj,α is a polynomial. The following consequence is immediate.
Lemma 2.1.1. If G is non-degenerate, split abelian-by-abelian, then it can be QI embedded into∏
α∈△Hdim(Vα)+1, where Hs+1 = R
s
⋊ψ R is a non-unimodular solvable Lie group determined by
ψ(t) = etN(t), where N(t) is a nilpotent matrix (upper triangular with 1’s on the diagonal) with
polynomial entries, equipped with a left-invariant Finsler metric given by
dt+ e−t

dx +∑
j
Pj(t)dxj


where Pj(t) is a polynomial.
Remark 2.1.1. When ψ(t) is diagonal, Hs+1 is just the usual hyperbolic space.
To understand the geometry of Hs+1 better, we first note that the metric is bilipchitz to one
given by dt + e−t(1 + maxj Pj(t))dx, which is quasi-isometric to one given by dt + e−tQ(t)dx for
some polynomial Q(t). So a function q.i. to the metric on Hs+1 is the following
d((x1, t1), (x2, t2)) =
{ |t1 − t2| if e−tiQ(ti)|x1 − x2| ≤ 1 for some i = 1, 2;
UQ(|x1 − x2|)− (t1 + t2) otherwise
(1)
where UQ(|x1 − x2|) = t0 satisfies
e−t0Q(t0)|x1 − x2| = 1
Since exponential grows faster than any polynomials, the function UQ has the following property:
ln(x)− CQ ≤ UQ(x) ≤ 2 ln(x) + CQ (2)
for some constant C depends only on the polynomial Q.
Back to the description of G, we declare two roots equivalent if they are positive multiples of
each other, and write [Ξ] for the equivalence class containing Ξ ∈ △. Moreover, for Ξi,Ξ2 ∈ [Ξ], we
say Ξ1 less than Ξ2 if Ξ2/Ξ1 > 1. This makes sense because all roots in a root class are positive
multiples of each other. A left translate of V[Ξ] = ⊕σ∈[Ξ]Vσ will be called a horocycle of root class
[Ξ].
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A left translate of H, or a subset of it, is called a flat. For p = (xα)α, q = (yα)α points in H, we
compute subsets of pH and qH that are within distance 1 of each other according to the embedded
metric in Lemma 2.1.1, as the p and q translate of the subset⋂
α∈△:ln(|xα−yα|)≥1
α−1[Uα(|xα − yα|),∞] ⊂ A
Since the roots sum up to zero in a non-degenerate, unimodular, split abelian-by-abelian group,
the set where two flats come together can be empty,i.e. the two flats have no intersection. If it is
not empty, then the equation above says that it is an unbounded convex subset of A bounded by
hyperplanes parallel to root kernels.
Definition 2.1.1. Let G, G′ be non-degenerate, split abelian-by-abelian Lie groups. A map from G
to G′ or a subset of them, is called standard map if it takes the form f × g, where g : H→ H′ sends
foliation by root class horocycles of G to that of G′, and f : A→ A sends foliations by root kernels
of G to that of G′. We will often refer to f as the A′ part of a standard map.
Remark 2.1.2. Note that when G has at least rank(G) + 1 many root kernels, the condition on f
means that f is affine, and when G is rank 1, the condition on f is empty.
2.2 Notations
2.2.1 General remarks about neighborhoods
Neighborhoods of a set We write B(p, r) for the ball centered at p of radius r, and Nc(A) for the
c neighborhood of the set A. We also write dH(A,B) for the Hausdorff distance between two sets A
and B. If Ω ⊂ Rk is a bounded compact set, and r ∈ R, we write rΩ for the bounded compact set
that is scaled from Ω with respect to the barycenter of Ω.
Given a set X , a point x0 ∈ X , the (η, C) linear neighborhood of X with respect to x0 is the set
{y, s.t.∃xˆ ∈ X, d(y, xˆ) = d(y,X) ≤ ηd(xˆ, x0)+C. Equivalently it is the set
⋃
x∈X B(x, ηd(x, x0)+C).
By (η, C) linear neighborhood of a set X , we mean the (η, C) linear neighborhood of X with respect
to some x0 ∈ X .
If a quasi-geodesic λ is within (η, C) linear (or just η-linear) neighborhood of a geodesic segment
γ, where η ≪ 1 and C ≪ η|λ|, then we say that λ admits a geodesic approximation by γ.
2.2.2 Notations used in split abelian-by-abelian groups
Let G = H⋊A stands for a non-degenerate, unimodular, split abelian-by-abelian group. Fix a point
p ∈ G. We define the following:
• For a root class [α], we write l[α] =
∑
ξ∈[α] ξ be the sum of all roots in the equivalence class.
Let RG be the set of all l[α]’s for [α] ranging over all root classes of G, and GR for the group
of linear maps that leaves RG invariant. As RG is finite, GR is a subgroup of O(n).
• For α ∈ △ a root, we write α0 ∈ A∗ for the positive multiple of l[α] of unit norm with respect
to the usual Euclidean inner product on A and ~v[α] ∈ A for the dual of α0.
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• Given ~v ∈ A, we define
W+~v = ⊕Ξ(~v)>0VΞ
W−~v = ⊕Ξ(~v)<0VΞ
W 0~v = ⊕Ξ(~v)=0VΞ
We say a vector ~v ∈ A is regular if Ξ(~v) 6= 0 for all roots Ξ, and a linear functional ℓ ∈ A∗ is
regular if its dual ~vℓ is regular.
• Let ℓ ∈ A∗, we define W+ℓ , W−ℓ , W 0ℓ , as W+~vℓ , W−~vℓ , W 0~vℓ respectively, where ~vℓ ∈ A is the dual
of ℓ.
• By the walls based at p, we mean the set p⋃Ξ ker(Ξ).
• The root kernels partition the unit sphere in A into into convex subsets called chambers.
For vectors ~u,~v in the interior of the same chamber b, W+~u = W
+
~v , and we define W
+
b
for
this common subspace of H and W−
b
for its complement in H according to the root space
decomposition, so that H = W+
b
⊕W−
b
.
• By a geodesic segment through p, we mean a set pAB, where AB is a directed line segment
in A. By direction of a directed line segment in Euclidean space, we mean a unit vector with
respect to the usual Euclidean metric, and by direction of pAB we mean the direction of AB.
• For i = 2, 3, ..rank(G) − 1, by i-hyperplane through p, we mean a set pS, where S ⊂ A is an
i-dimensional linear subspace or an intersection between an i-dimensional linear subspace with
a convex set.
• Let πA : G −→ A be the projection onto the A factor as (x, t) 7→ t.
• For each root αi, define παi : G −→ Vαi ⋊ 〈~vαi〉 as (x1,x2, · · ·x|△|)t 7→ (xi, αi(t)~vαi ). We refer
to negatively curved spaces Vαi ⋊ 〈~vαi〉 or V[α] ⋊ 〈~vα〉 as weight (or root) hyperbolic spaces.
• For a regular vector ~v ∈ A, we define Π~v : G −→ H⋊ 〈~v〉 as (x, t) 7→ (x, 〈~v, t〉~v), where 〈, 〉 is
the standard inner product on A. In the rank 1 space H⋊ 〈~v〉, the height function is given as
H⋊ 〈~v〉 π~v−→ 〈~v〉
• For a regular liner functional ℓ ∈ A∗ with unit norm, we define Πℓ : G → W−ℓ ⋊ R~vℓ as
(x,~t) 7→ ([x]W−
ℓ
, ℓ(t)~vℓ).
Box associated to a compact convex set Fix a net n of G. For α ∈ △, let b(r) ⊂ Vα be maximal
product of intervals of size r, [0, r]dim(Vα). Let Ω ⊂ A be a convex compact set with non-empty
interior whose barycenter is the identity of A. We define the box associated to Ω, B(Ω), as the set∏♯
j=1 b(e
max(αj(Ω)))Ω. We write
• L(Ω)[m] (or L(B(Ω))[m]) for the set of geodesics in B(Ω) whose πA images begin and end at
points of ∂Ω such that the ratio between its length and the diameter of Ω lies in the interval
[1/m,m]. This is a set of n approximations of such geodesic segments, so is finite.
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• For i = 2, 3, · · · , n, write Li(Ω)[mi] (or Li(B(Ω))[mi]) for the set of i dimensional hyperplanes
in B(Ω) such that the ratio between its diameter and the diameter of Ω lies in the interval
[1/mi,mi]. This is a set of n approximations of such bounded subsets in i-hyperplanes, so
again is finite.
• P(Ω) (or P(B(Ω))) for the set of points in B(Ω). That is P(Ω) = B(Ω)∩n, so a finite set too.
• Let S be an element of ⋃ni=2 Li(Ω)⋃L(Ω)⋃P(Ω). We write L(S), Li(S) for subset of L(Ω),
Li(Ω) contained or containing S, and P (S) for the subset of P(Ω) contained in S.
The following lemma shows that G is amenable.
Lemma 2.2.1. Let Ω ⊂ A be compact convex with non-empty interior. Then, B(rΩ), r →∞ is a
Fo¨lner sequence. The volume ratio between Nǫ(∂(B(rΩ))) and B(rΩ) is O(ǫ/diam(B(rΩ))
†.
Proof. See Lemma ?? in [P]
Remark 2.2.1. The same calculation as above shows that for any set B˜ of the form Λ ⋊ Ω, where
Λ ⊂ H, Ω ⊂ A, the ratio of volumes of Nǫ(∂B˜) and that of B˜ is O(ǫ/diam(B˜)).
3 Shadows, slabs and coarsening
We recall the following from [P].
Theorem 3.1. Let G, G′ be non-degenerate, unimodular, split abelian-by-abelian Lie groups, and
φ : G → G′ be a (κ,C) quasi-isometry. Given 0 < δ, η < η˜ < 1, there exist numbers L0, m > 1,
̺, ηˆ < 1 depending on δ, η, η˜ and κ,C with the following properties:
If Ω ⊂ A is a product of intervals of equal size at least mL0, then a tiling of B(Ω) by isometric
copies of B(̺Ω)
B(Ω) =
⊔
i∈I
B(ωi) ⊔Υ
contains a subset I0 of I with relative measure at least 1− ν such that
(i) For every i ∈ I0, there is a subset P0(ωi) ⊂ P(ωi) of relative measure at least 1− θ.
(ii) The restriction φ|P0(ωi) is within ηˆdiam(B(ωi)) Hausdorff neighborhood of a standard map
gi × fi.
Here, ν, θ and ηˆ all approach zero as η˜, δ go to zero.
In this section, we focus on a particular standard map gi × fi supported on the subset Ui of a
good box B(ωi), i ∈ I0. We will first show that the fi is affine for all ranks. Then we will interpret its
the constant and linear parts: the linear part has to come from a finite set related to the geometry
of G′, and the constant part depends on measure of certain subsets in B(ωi). We will drop the
subscript i from now on.
†because the ratio of volumes of ∂Ω to Ω is roughly 1
diam(Ω)
, and rdiam(Ω) = diam(rΩ)
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3.1 Definitions
In this subsection we define a list of objects that will be used for the remaining of this section.
Root class half planes A set of the form p α−10 [−∞, c] (resp.p α−10 [c,∞]), where p ∈ H, c ∈ R,
is called a [α] negative (resp. positive) half plane. We write H−[α] (resp. H+[α]) for the set of [α]
negative (resp. positive) half planes. When we refer to a [α] half plane in a bounded set, we mean
p α−10 ([c, d]), for some p ∈ H, c, d ∈ R. We will also say that the length of this [α] half plane is
|c− d|. (remember here that the domain of roots are is A, not the entire group G)
Upper root boundary We define the upper boundary of root class [α] , ∂+[α], as the quotient of
H+[α] under the equivalence relation of bounded Hausdorff distance.
If two positive [α] half-planes Ep, Eq where p, q ∈ H, are bounded Hausdorff distance apart, then
p, q can only differ by V[α] coordinates. This means each equivalence class can be identified with
V[α], and the collection of all equivalence classes, ∂
+
[α], can be identified with ⊕[β] 6=[α]V[β].
Lower root boundary We say two [α] negative half planes Hp, Hq are equivalent if there is a
sequence Hi ∈ H−[α] such that H0 = Hp, Hq = Hn and any two successive Hi’s intersect at an
unbounded convex set. This is an equivalence relation because if Hp is equivalent to Hq, and Hq is
equivalent to Hr, then concatenation of the sequences used to connect the two pairs is a sequence
that connects Hp and Hr. We define the lower boundary of [α] ∂
−
[α] as the quotient of H−[α] under
this equivalence relation.
We see that if Hp, Hq ∈ H−[α] based at p, q ∈ H have non-empty intersection, then p and q cannot
differ by V[α] coordinate. On the other hand, if p and q differ only in some V[β] coordinate, where
[β] 6= [α], then Hp ∩ Hq 6= ∅, so Hp is equivalent to Hq in this case. This way, we see that the
equivalence class containing Hp, p ∈ H are all those Hq ∈ H[α], where q ∈ H differ from p by some
elements of ⊕[β] 6=[α]V[β], and consequently, ∂−[α] an be identified with V[α].
Measures on lower root boundaries If p ∈ G, we write π−[α](p) ⊂ ∂−[α] (resp. π+[α](p) ⊂ ∂+[α]) for
the set of equivalence classes, each containing a minimal negative (resp. positive) [α] half planes
through a point that is at most distance ρ away from p, where ρ is the scale of discretization. Since
V[α] is the direct sums of VΞ, where Ξ ∈ [α], we will write π−σ (p), where σ ∈ [α], for the Vσ coordinate
of π−[α](p). For A ⊂ G, we write π∗[α](A) =
⋃
p∈A π
∗
[α](p), where ∗ ∈ {+,−}.
Since ∂−[α] is a homogeneous space (the subgroup V[α] ⊂ H acts faithfully and transitively on it),
it admits a Haar measure. We normalize this measure |  | by requiring that for each σ ∈ [α],∣∣π−σ (p)∣∣ e−σ(p) = 1, ∀p ∈ G (3)
Upper and lower boundaries of a linear functional We call the intersection of half planes
corresponding to two perpendicular linear functionals, a quarter plane.
We now define an equivalence relation onH+ℓ (resp. H−ℓ ) as follows. Two positive (resp. negative)
ℓ half planes Hp, Hq are equivalent if there is a sequence of Hi ∈ H+ℓ such that H0 = Hp, Hn =
Hq and the intersection between any two successive Hi’s does not contain a quarter plane. This
is an equivalence relation because if Hp is equivalent to Hq, and Hq is equivalent to Hr, then
the concatenation of the sequences used to connect the two pairs is a sequence that establishes
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equivalence between Hp and Hr. We see that if the positive (resp. negative) ℓ half planes Hp, Hq
based at p, q ∈ H are equivalent, then p, q differ by an element of W−ℓ . (resp. W+ℓ )
We define the upper boundary of ℓ, ∂+ℓ , (resp. lower boundary of ℓ, ∂
−
ℓ ) as the quotient of H+ℓ
(resp. H−ℓ ) under this equivalence relation. In light of the forgoing discussion, we see that ∂+ℓ (resp.
∂−ℓ ) can be identified with W
+
ℓ . (resp. W
−
ℓ )
Measure on upper and lower boundaries of a linear functional Let ℓ be a generic linear
functional. Since ∂+ℓ can be identified with W
+
ℓ which itself is a direct sum of V[Ξ] where ℓ(~vξ) > 0,
and each of V[Ξ] can be identified with ∂[Ξ], we can identify ∂
+
ℓ with
∏
[Ξ]:ℓ(~vΞ)>0
∂[Ξ], and equip it
with the product measures on the constituent root boundaries. The same procedure can be applied
to ∂−ℓ to turn into a measure space.
If p ∈ G, we write π−ℓ (p) ⊂ ∂−ℓ (resp. π+ℓ (p) ⊂ ∂+ℓ ) for the set of equivalence classes, each
containing a smallest negative (resp. positive) ℓ half planes through a point that is at most distance
ρ away from p, where ρ is the scale of discretization. For A ⊂ G, and ∗ ∈ {+,−}, π∗ℓ (A) is the union
of π+ℓ (p), where p ranges over all points of A.
Branching constant The branching constant b[α] of root class [α] is the number such that e
b[α]L
represents the number of [α] half planes of length L leaving a point. It equals l[α]/α0.
The branching constant bℓ, of a generic linear functional ℓ, is a number such that e
bℓL represents
the number of ℓ half planes of length L leaving a point. Its value is given by
bℓ =
∑
σ:σ(~vℓ)>0
σ(~vℓ) =
∑
σ:σ(~vℓ)<0
σ(~vℓ) (4)
If ℓ˜ is a linear functional whose norm is not 1, we will write bℓ˜ for bℓ˜/‖ℓ˜‖.
Distances on lower root boundaries Given p, q ∈ ∂−[α] ∼ V[α], let tp,q be the minimal t ∈ R such
that there exists negative [α] half planes in the equivalence class of p and q that are distance 1 (or
ρ if the scale of discretization is not 1) at sets whose πA projection is ℓ
−1
[α](t).
Fix a positive number c, we define a psudo distance D[α] between p, q as
D[α](p, q) = e
ctp,q
Different choice of c leads to quasi-symmetric equivalent metric. In this way, the space (∂−[α], D[α])
becomes those whose quasi-conformal maps are studied in [D].
Shadows, slabs Using the same root class as before, we define any subset H of a left translate of
⊕[β] 6=[α]V[β]⋊ker(α0) a [α] block. Note that for any element σ ∈ [α], σ(H) is well-defined. For ρ > 1,
we define the ρ-shadow of H , Sh(H, ρ), as the union of smallest negative [α] half planes containing
a point in NρH . For h2 < h1 < α0(H), we define a slab of H , denoted by Sl
1
2(H) as the intersection
between Sh(H, ρ) with α−10 ([h2, h1]). That is, it’s the subset of Sh(H, ρ) that whose α0 values lies
in between h2 and h1.
Generalized slabs For E− ⊂ ∂−[α], E+ ⊂ ∂+[α], K ⊂ ker(α0), h2 < h1, we call a set
S(E−, E+,K, h2, h1) = {
(
x[α], (x[β])[β] 6=[α], t
)
: t ∈ [h2, h1]K, x[α] ∈ E−, (x[β])[β] 6=[α] ∈ E+}
a generalized [α] slab. This generalizes the definition of slabs defined in the previous paragraph.
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Coarsening We define a process coarsening as follows. For h ∈ R, E+ ⊂ ∂+[α], the coarsening of
E+ by h, Ch(E+) is defined as the subset of ∂+[α] consisting of those equivalence classes that contains
a positive [α] half plane that has a non-empty intersection with a positive [α] half plane whose
equivalence class belongs to E+ at a set whose πA projection belongs to α
−1
0 [h,∞].
Similarly, for E− ⊂ ∂−[α] a subset of the lower boundary, the coarsening of E− by h, C
E−
h , is
defined to be those equivalence classes of negative [α] half planes that contains an element which
intersects non-empty with a negative [α] half plane whose equivalence class belongs to E− at a set
whose πA projection is a subset of α
−1
0 ([−∞, h])†.
Observe that as long as h3 ≤ h2, h4 ≥ h1, we have
S
(
E−, E+, h2, h1
)
= S
(Ch3(E−), Ch4(E+), h2, h1)
Lemma 3.1.1. The number of [α] planes in S = S(Ch3(E−), Ch4(E+),K, h2, h1) is comparable to
V ol(S)
|K|(h1 − h2)e
b[α](h1−h2)
That is, it is compatible to the area of the cross-section times eb[α](h1−h2).
Proof. Counting the number of [α] half planes really means you count the number of geodesics in
V[α] ⋊R(~v[α]). In this way, we see that the first term of the product is the size of a cross section in
this projection image, and the product is the no. of geodesics in the range.
3.2 Improving almost product map
Recall our setting from Theorem 3.1.
φ : B(ω)→ G′
is a quasi-isometry such that on a subset U∗ ⊂ B(ω) of relative measure at least 1−θ, the restriction
φ|U∗ , is within ηˆdiam(B(ω)) of a standard map φˆ = g × f .
If U∗ = B(ω), then it is clear that the image of a slab is a slab, and image of a generalized slab is
also a generalized slab. However as U∗ is generally not B(ω), it is not clear that for a [α] block H ,
and h2 < h1 < α0(H), there is an obvious relation between φ(Sl
1
2(H)) and Sˆl
1
2(H), which is defined
as S(g(π−[α](H)), g(π
+
[α](H)), f(πA(H)× [h2, h1])), other than
φ(Sl12(H) ∩ U∗) ⊂ Nηˆdiam(B(ω))φˆ(Sl12(H) ∩ U∗) ⊂ Nηˆdiam(B(ω))Sˆl
1
2(H)
We will show that by restricting to certain subset of Sl12(H) whose coarsened version lies almost
entirely in U∗, a reversal inclusion can be obtained.
To this end, fix a [α] block H in B(ω), and let h = α0(H). As f preserves foliations by root
kernels, the f image of ker(α0) is the kernel of Ξ0 ∈ A∗ for some root class [Ξ]. We identify
A/ker(α0) with R by taking the α0 value of a coset, and do so similarly for A/ker(Ξ0). Then f
†This is the same as the set of points in ∂−
[α]
that is distance eh from a point in E−.
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induces a map q : R → R by sending t to the Ξ0 value of f(t ker(α0)). When the rank of G is 1,
this is just f .
Now, fix heights h2 < h1 < h, and define
Sˆl
1
2(H) = S(Cq(h1)g(π−[α](H)), Cq(h2)g(π+[α](H)), f(πA(H)× [h2, h1]))
In the rest of this section, we write B for the box B(ω) =
(∏
[σ]A[σ]
)
ω where A[σ] ⊂ V[σ], ω ⊂ A.
We refer to the parameters δ, η, η˜ in Theorem 3.1 as ‘initial data’, and show now that most slabs
inherit the property that ‘intersection with U∗ possess relative large measure’ For the remaining
subsections, whenever ≫ appears, it means the ratio of the two quantities is more than 2κ.
Lemma 3.2.1. Given 0 < β ≪ β′ ≪ 1, there exist constants c1, c2 ≪ 1 depending on our initial
data and a subset E∗∗ ⊂ ∂−[α](B) of relative large measure such that whenever H is a [α] block which is
at least 2κβ′diam(B(ω)) away from ∂B and π−[α](H)∩E∗∗ 6= ∅, then |h1(H)−h2(H)||πA(H)| > β|ω|
implies
|Sl12(H) ∩ U∗| ≥ (1− c2)|Sl12(H)| (5)
Proof. Let c2 be a constant to be chosen later. Let E1 ⊂ ∂−[α](B) be the subset such that for x ∈ E1,
there exists a [α] block Hx such that x ∈ Ix = π−[α](Hx) and equation (5) fails. Then we have a cover
of E1 by intervals Ix. By Vitali covering there is a subset of Ik’s such that
∑
k |Ik| ≥ 1/5|E1|, and
whose elements are strongly disjoint i.e. for j 6= k, d(Ij , Ik) ≥ 1/2max(|Ij |), which means that the
corresponding [α] block Hk’s are also disjoint. By construction
∣∣Sl12(Hk) ∩ U c∗ ∣∣ ≥ c2|Sl12(Hk)|.
Summing over k yields
|B ∩ U c∗ | ≥ c2
∑
k
∣∣Sl12(Hk)∣∣ ≥ c22
∑
k
|h1(Hk)− h2(Hk)||πA(Hk)||Ik||π+[α](Hk)|
As |π+[α](Hk)| = |π+[α](B)| =
∏
[σ] 6=[α] |A[σ]|, and |B ∩ U c∗ | ≤ θ|ω||π−[α](B)||π+[α](B)|, we obtain
|E1| ≤ 5
∑
k
|Ik| ≤ 10θ
βc2
∣∣∣∂−[α](B)∣∣∣
Now choose c2 appropriately.
Note that as φˆ is only partially defined, the definition of Sˆl
1
2(H) sort of ‘fills up’ φˆ(Sl
1
2(H)).
Therefore it is not clear that most of Sˆl
1
2(H) lie close to the φ(U∗). We now introduce some
notations needed to describe a subset of Sˆl
1
2(H) which can be controlled more easily. Given a set
D ⊂ B and A[Ξ] ⊂ π+[Ξ](B), we write A[Ξ] ∩ D for the intersection between A[Ξ] and π+[Ξ](D). We
then define
S˜l
1
2(H,D) := S(Cq(h1)(g(π−[α](H))), Cq(h2)(g(π+[α](H) ∩D)), f(πA(H)× [h2, h1]))
This next lemma says that for certain ‘slimmed down’ version of Sˆl
1
2(H), S˜l
1
2(H,D), most of them
lies in φ(U∗).
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Lemma 3.2.2. Given ηˆ < β ≪ β′ ≪ β′′ < 1, there exist constants c3, c4 depending on our initial
data and a subset E∗ ⊂ π−[α](B) of relative large measure with the following properties.
Let H0 be a [α] block in B such that
a. The distance between H0 and ∂B is at least 4κβ
′′diam(B(ω)).
b. The intersection π−[α](H0) ∩E∗ is not empty.
Suppose H is a [α] block in S = U∗∩S(π−[α](H0), π+[α](H0), πA(H0), ℓ[α](H0), ℓ[α](H0)+β′′diam(B(ω)))
such that π−[α](H) has non-empty intersection with E∗. Then, β
′|ω| > |h1(H)−h2(H)||πA(H)| > β|ω|
implies ∣∣∣S˜l12(H) ∩ φ(U∗)∣∣∣ ≥ (1− c4) ∣∣∣S˜l12(H)∣∣∣ (6)
where S˜l
1
2(H) = S˜l
1
2(H,S), and c4 approaches aero as our initial data approach zero’s.
Proof. The set E∗ will be constructed from E∗∗ that appeared in Lemma 3.2.1.
We first show that S˜l
1
2(H) ⊂ φ(B). Recall that H0 is more than 4κ2β′′diam(B(ω)) away from
the boundary of B. This means that S is also more than 4κ2β′′diam(B(ω)) away from ∂B. By
definition
S˜l
1
2(H) = S(Cq(h1)(g(π−[α](H))), Cq(h2)g(π+[α](H) ∩ S), f(πA(H)× [h2(H), h1(H)]))
By assumption, |h1(H) − h2(H)| ≤ β′ |ω||πA(H)| , so |h1 − h2| ≤ β′diam(B(ω)). Take q0 ∈ S˜l
1
2(H).
Then q0 is no further than β
′diam(B(ω)) away from a point q in the generalized [α] slab
S(g(π−[α](H)), g(π
+
[α](H)∩S), f(πA(H)× [h2(H), h1(H)])). This means that there is p ∈ S ⊂ U∗ such
that π+[α](q) = π
+
[α](φˆ(p)), so d(q, φˆ(p)) ≤ β′diam(B(ω)).
By definition, φˆ(p) lies on a [Ξ] half plane that is ηˆdiam(B(ω)) away from the image of a
[α] half-plane containing p. This means d(q, φ(S)) ≤ 2β′diam(B(ω)), and therefore d(q0, φ(S)) ≤
3β′diam(B(ω)). Since d(S, ∂B) > 4β′′diam(B(ω)), it follows that q0 ∈ φ(B).
Let c3 be a constant to be chosen later. Let E2 ⊂ ∂−[α](B)− E1 be such that for x ∈ E2 there is
a [α] block Hx such that x ∈ Ix = π−[α](Hx) and equation (6) fails. Thus we have a cover of E2 by
intervals Ix. By Vitali covering, we can find a subset of Ik’s such that the the inequality opposite to
above holds for each Hk (instead of H) and
∑
k |Ik| ≥ (1/5)|E2|, and that Ik’s are strongly disjoint1.
(That is, for j 6= k, d(Ij , Ik) ≥ 1/2max(|Ij |, |Ik|). In particular, this means S˜l12(Hk)’s are disjoint
as well.
We now claim that
φ(Sh(Hk, O(1))
c ∩ U∗) ∩ S˜l12(Hk) = ∅ (7)
Suppose not, then there is a p ∈ Sh(Hk, O(ρ1))c ∩ U∗ such that φ(p) ∈ S˜l12(Hk). The latter means
that π−[α](φ(p)) ∈ Cq(h1(H))g(π−[α](Hk)), so there is a p′ ∈ Sh(Hk, O(1)) ∩ U∗ such that
tπ−
[Ξ]
(φ(p)),π−
[Ξ]
(φˆ(p′)) ≤ q(h1(Hk)) +O(ηˆdiam(B(ω))) (8)
1Note that we cannot proceed in the same manner as Lemma 3.2.1 from this point on because the ∂+
[α]
(S) is not
a full set: it’s the intersection of this with something else, so we need to do something else first.
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However the fact that p ∈ Sh(Hk, O(1))c and p′ ∈ Sh(Hk, O(1)) means that for
tπ−
[α]
(p),π−
[α]
(p′) > α0(Hk) +O(1)
which in turns means that
tπ−
[Ξ]
(φ(p)),π−
[Ξ]
(φˆ(p′)) > q(α0(Hk)) +O(ηˆdiam(B(ω))) > q(h1(Hk)) +O(ηˆdiam(B(ω)))
contradicting (8). So equation (7) holds.
Next we show that
S˜l
1
2(Hk) ∩NO(ηˆdiam(B(ω)))φˆ(Sl12(Hk))c ⊂ φ(U c∗) (9)
Since U c∗ has relative small measure in B, this means that the measure of left hand side over all k’s
from the strongly disjoint family remains small, making the measure of
∑
kNO(ηˆdiam(B(ω)))φˆ(Sl
1
2(Hk))
a lower bound for
∑
k |S˜l
1
2(Hk)|.
Suppose (9) is not true. Then there is a p ∈ S˜l12(Hk), such that p ∈ NO(ηˆdiam(B(ω)))φ(Sl12(Hk))c
and p ∈ φ(U∗). However, by equation (7), the last two conditions means that p 6∈ S˜l12(Hk), which
contradicts assumption that p ∈ S˜l12(Hk).
By choice, S˜l
1
2(Hk)’s satisfy the inequality opposite to equation (6), so |S˜l
1
2(Hk) ∩ φ(U c∗)| ≥
c4|S˜l12(Hk)|. As all the S˜l
1
2(Hk)’s are disjoint, summing over k yields
|φ(U c∗ )| ≥ c4
∑
k
|S˜l12(Hk)| ≥ c4(1− θ)
∑
k
NO(ηˆdiam(B(ω)))φˆ(Sl
1
2(Hk))
≥ c4(1− θ)(1 −O(ηˆ))(1 − c2)
∑
k
|Sl12(Hk)|
≥ c4(1− θ)(1 −O(ηˆ))(1 − c2)
∑
k
|πA(Hk)||h1(Hk)− h2(Hk)||Ik||π+[α](Hk)|
The second line comes from Lemma 3.2.1 and the fact that the volume ratio between ǫ neighborhood
of Sl12(H) and Sl
1
2(H) is 1 +O(ǫ) in the second line, as noted in Remark 2.2.1.
Since π+[α](Hk) = π
+
[α](B), and |φ(U c∗)| ≤ θ|ω||π+[α](B)||π−[α](B)|, we obtain
|E2| ≤ 5
∑
k
|Ik| ≤ 5θ
c4β(1 − θ)(1 −O(ηˆ))(1 − c2) |π
−
[α](B)|
Corollary 3.2.1. Let H be a [α] block in B(ω) satisfying the hypothesis of Lemma 3.2.1 and 3.2.2,
and S as in Lemma 3.2.2. Let w1, w2 ∈ R be such that β′|ω| ≥ |w1 − w2||πA(H)| ≥ β|ω|. Then
|Cw1(g(π−[α](H)))||Cw2 (g(π+[α](H) ∩ S))| ≥ d|π−[α](H)||π+[α](H)| (10)
and
|Cw1(g(π−[α](H)))||Cw2 (g(π+[α](H) ∩ S))| ≤ b|π−[α](H)||π+[α](H)| (11)
where d and b depend only on κ, C.
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Proof. Note that from the structure of U and the fact that φ is a quasi-isometry, it follows that for
z1, z2 ∈ πA(B(ω)) we have
1
2κ
|z1 − z2| − ηˆdiam(B(ω)) ≤ |q(z1)− q(z2)| ≤ 2κ |z1 − z2|+ ηˆdiam(B(Ω))
This means that q is essentially monotone, so there exists h1, h2 such that q(h1(H)) = w1, and
q(h2(H)) = w2. We now apply Lemma 3.2.1 and 3.2.2 to the resulting Sl
1
2(H) and S˜l
1
2(H).
By equation (6) in Lemma 3.2.2, we know that |S˜l12(H)∩φ(U∗)| ≥ (1−c4)|S˜l
1
2(H)|. The structure
of a standard map means that the ratio of measures of S˜l
1
2(H) ∩ φ(U∗) to that of Sl12(H) ∩ U∗ lies
in [1/2κ, 2κ]. These facts together shows that
(1− c4)|S˜l12(H)| ≤ |S˜l
1
2 ∩ φ(U∗)| ≤ 2κ|Sl12(H) ∩ U∗| ≤ 2κ|Sl12(H)|
Similarly,
(1− c2)|Sl12(H)| ≤ |Sl12(H) ∩ U∗| ≤ 2κ|S˜l
1
2(H) ∩ φ(U∗)| ≤ 2κ|S˜l
1
2(H)|
The claims now follow from the following volume formula.
|Sl12(H)| = |π−[α](H)||π+[α](H)||πA(H)||h2 − h1|
|S˜l12(H)| = |Cq(h1)g(π−[α](H))||Cq(h2)g(π+[α](H))||f(πA(H))||q(h1)− q(h2)|
3.3 The constant part of f
Continuing with the same notations from the previous subsection, we show in this subsection, that
q : A/ker(ℓ[α])→ A/ker(ℓ[Ξ]) is affine and compute its constant term. To compute the the constant
term of this affine map, we make use of Corollary 3.2.1, and the property that the standard map φˆ
roughly preserves the number of root class half planes.
Lemma 3.3.1. Let H be a [α] block in B. Let F , F˜ denote the set of (maximal) [α], [Ξ] half planes
in Sl12(H) and S˜l
1
2(H) respectively. Then
log |F| = log
∣∣∣F˜ ∣∣∣+O(ηˆdiam(B))
Proof. The claim is base on the fact that there is a bijection between Sl12(H)∩U∗ and S˜l
1
2(H)∩φ(U∗).
Explicitly, let F ′ be the set of [α] half planes in Sl12(H) that are more than O(ηˆdiam(B)) away
from ∂B, and spend at least 1−√c2 fraction of their measure in U∗. Then F ′ has a relative large
measure in F .
For each γ ∈ F ′ there is a [Ξ] half plane γˆ ∈ Fˆ such that φ(γ ∩U∗) is within ηˆdiam(B) of γˆ. We
define ψ(γ) = γˆ. Note ψ is at most eηˆdiam(B)+
√
c2diam(B) to one since two [α] planes with the same
φˆ image must be within ηˆdiam(B) of each other whenever they are in U∗. Inverse of ψ is defined
similarly.
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Lemma 3.3.2. For all z1, z2 ∈ [zbot, ztop], where ztop = maxα0(B), and zbot = minα0(B).
q(z1)− q(z2) =
b[α]
b[Ξ]
(z1 − z2) +O(ηˆdiam(B))
where [Ξ] = f∗[α]
Proof. It is sufficient to check this for a [α] block H , and h1, h2 satisfying the hypothesis of Lemma
3.2.1 and 3.2.2. Let F , F˜ denote the set of [α], [Ξ] half planes in Sl12(H) and S˜l
1
2(H) respectively.
The number of [α] half planes in Sl12(H) is
|π−[α](H)| |π+[α](H)| eb[α](h1−h2)
while the number of [Ξ] half planes is
|Cq(h1)g(π−[α](H))| |Cq(h2)g(π+[α](H) ∩ S)| eb[Ξ](q(h1)−q(h2))
By Lemma 3.3.1,
|Cq(h1)g(π−[α](H))| |Cq(h2)g(π+[α](H) ∩ S)| eb[Ξ](q(h1)−q(h2)) = |π−[α](H)| |π+[α](H)|eb[α](h1−h2) eηˆdiam(B)
After simplifying,
q(h1)− q(h2) =
b[α]
b[Ξ]
(h1 − h2) + 1
b[Ξ]
log
|π−[α](H)||π+[α](H)|
|Cq(h1)g(π−[α](H))||Cq(h2)g(π+[α](H) ∩ S)|
+ ηˆdiam(B)
The claim now follows because by Corollary 3.2.1,
|π−[α](H)| |π+[α](H)|
|Cq(h1)g(π−[α](H))| |Cq(h2)g(π+[α](H) ∩ S)|
= O(1)
Lemma 3.3.3. The A′ part of a standard map is affine. Its natural action sends RG to RG′ , hence
can only take on one of finitely many possibilities.
Proof. WhenG has exact rank(G) many root kernels, every point ofA andA′ is uniquely determined
by the intersection of rank(G) many translates of root kernels, so Lemma 3.3.2 shows that f is affine
and takes foliations by root kernels of G to that of G′.
Let A denote for the linear part of f , and σ be the permutation that f induces on the root
classes. The existence of a standard map O(ηˆdiam(B)) away from a quasi-isometry means that for
~u ranges over a large subset of Sn−1, [Ξ] a root class, then l[Ξ](~u) > 0 if and only if lσ([Ξ])(A(~u)) > 0,
and l[Ξ](~u) = 0 if and only if lσ([Ξ])(A(~u)) = 0
†. So lσ([Ξ]) ◦A = c[Ξ]l[Ξ] for some c[Ξ] > 0.
Since f is affine, the push-forward of ℓ ∈ A∗, f∗(ℓ) = ℓ ◦ A−1, is an element of A′∗. Take ℓ a
regular linear functional of unit norm, and H an [α] block. Then, inside of Sl12(H), the number of
maximal sets of the form p ℓ−1[c, d], p ∈ H, d− c = L is
†Note that in general, l[Ξ] ◦ A
−1 = clσ([Ξ]) for some positive c, not necessarily 1. All that we know is that A
induces a permutation on the root classes, not on the set RG.
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|π−[α](H)| |π+[α](H)|eL
∑
[Ξ]:Ξ(~vℓ)>0
l[Ξ](~vℓ)
while the number of f∗ℓ half planes in S˜l
1
2(H) is
|Cq(h1)g(π−[α](H))| |Cq(h2)g(π+[α](H) ∩ S)|eL
∑
[Ξ]:Ξ(~vℓ)>0
lσ([Ξ])(A~vℓ)
Simplifying using Lemma 3.3.1 and Corollary 3.2.1 yields∑
[Ξ]:Ξ(~vℓ)>0
lσ([Ξ])(A~vℓ) =
∑
[Ξ]:Ξ(~vℓ)>0
l[Ξ](~vℓ) + ηˆdiam(B)
Since the map from Sn−1 to disjoint union of root classes defined by sending ~v to {[Ξ] : Ξ(~v) >
0} ⊔ {[β] : β(~v) < 0} is constant on chambers, and each chamber contains a basis of A, we conclude
that up to an error of ηˆdiam(B(ω)),∑
[Ξ]:Ξ(~vℓ)>0
l[Ξ] =
∑
[Ξ]:Ξ(~vℓ)>0
lσ([Ξ]) ◦A =
∑
[Ξ]:Ξ(~vℓ)>0
c[Ξ]l[Ξ]
In other words, we have two equations:∑
[α]:α(~v)>0
(1 − c[α])l[α] = 0
∑
[β]:β(~v)<0
(1 − c[β])l[β] = 0
therefore R˜ = {(1−c[α])l[α], [α]an equivalence class of roots} is a finite set of linear functionals whose
sum is zero and such that for any codimension 1 hyperplane, the sum of those elements in R˜ lying
entirely on a half plane is zero. Therefore R˜ consist of zero linear functionals, so c[α] = 1 for all
root equivalence classes [α]. But this means lσ([α]) ◦A = l[α]. So A is a linear map that sends RG to
RG′ .
Remark 3.3.1. Lemma 3.3.3 implies that the linear part of f , when viewed just as a linear map
on Rn, where n is the rank of G (which is also the rank of G′) is a scalar multiple of an element
Af ∈ O(n), where Af has finite order. (This is because f sends foliations by root kernels of G to
that of G′, and elements of RG (resp. RG′ ) are orthogonal to root kernels.
The next proposition gives an interpretation to the constant part of f .
Proposition 3.3.1. Let β ≪ β′ ≪ β′′ ≪ 1 be as in Lemma 3.2.1. Let S(E−, E+,K, hbot, htop) be
a generalized [α] slab in B. Suppose hbot < zbot < ztop < htop with 4β(htop − hbot) ≤ (ztop − zbot) ≤
β′(htop − hbot), and |htop − ztop|, |zbot − hbot| > 4κ2β′′(htop − hbot).
Then there exists a set S ⊂ B as in Lemma 3.2.2 such that for all z ∈ [zbot, ztop],
q(z) =
b[α]
bf∗[α]
z − 1
bf∗[α]
log
|Cq(zbot)g(π+[α](H) ∩ S)|
|π+[α](H)|
+O(ηˆdiam(B)) (12)
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Remark 3.3.2. In all application of Proposition 3.3.1, we change q by O(ηˆdiam(B)) in order to
have equation (12) hold with no error term.
Proof. We know from Lemma 3.3.2 that
q(z) =
b[α]
bf∗[α]
(z) +
(
q(zbot)−
b[α]
bf∗[α]
(zbot)
)
+ O(ηˆdiam(B))
We now find an alternative expression for the term in the bracket.
Let Htop ⊂ B be a [α] block such that α0(Htop) = ztop. Then, according to equation (3)
log
|π−[α](H)|e−b[α]ztop
|Cq(h1)g(π−[α](H))|e−bf∗[α]q(ztop)
= O(ηˆdiam(B))
Simplifying gives
log
|π−[α](H)|
|Cq(h1)g(π−[α](H))|
= b[α]ztop − bf∗[α]q(ztop) +O(ηˆdiam(B))
Together with Corollary 3.2.1 and Lemma 3.3.2 produces
1
bf∗[α]
log
|Cq(h2)g(π+[α](H) ∩ S)|
|π+[α](H)|
=
1
bf∗[α]
log
|π−[α](H)|
|Cq(h1)g(π−[α](H))|
=
b[α]
bf∗[α]
ztop − q(ztop) +O(ηˆdiam(B))
Remark 3.3.3. Now that we know the A′ part of a standard map is affine, we can repeat this entire
section for half planes defined for a regular linear functional ℓ ∈ A∗ using the analogous definitions
of upper and lower ℓ boundaries given in Section 3.
4 Aligning the linear part of standard maps
Again, we refer to Theorem 3.1. By Lemma 3.3.3, the linear part of fi’s that appeared in the
conclusion of Theorem 3.1 sends RG of G, to RG′ of G
′. A priori, the linear parts of the fi’s do
not have to be the same. For a generic G and G′, the group of permutations between RG and RG′
coming from linear maps would be trivial in which case the linear par of fi’s are identity.
In this section, we show that when rank of G is 2 or higher, the linear parts of the fi’s have to be
the same. When G is rank 1, there are exactly two root classes and the argument follows exactly the
same proof as in [EFW2], with the modification of replacing x and y horocycles by left translates of
horocycles corresponding to those two root classes.
We aim to prove the following by the end of this section.
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Theorem 4.1. Let G,G′ be non-degenerate, unimodular, split abelian-by-abelian Lie groups. Let
φ : G→ G′ be a (κ,C) quasi-isometry. Given 0 < δ, η < η˜ < 1, there exist numbers L0 such that if
Σ ⊂ A′ is a product of intervals of equal size at least L0, then there is a subset U ⊂ φ−1(B(Σ)) ⊂ G
of relative measure at least 1− θ such that for any root class horocycle p V[α] ⊂ G′,
d(φ−1(pV[α] ∩ φ(U)), p′V[β] ∩ U) = O(ηˆdiam(Σ)), for some root horocycle p′ V[β] ⊂ G
Here θ → 0, and L0 →∞ as δ, η, η˜ approach zero.
Choose δ, η ≪ 1. By Lemma ?? and Remark ?? in [P], G is amenable and boxes have small
boundary compared to its volume, therefore the same is true of its image under φ−1, which means
that we can take a sufficiently large box B and apply Theorem 3.1 to φ−1(B) to obtain a tiling of
B by images of smaller boxes Bi.
B =
⊔
i∈I
φ(Bi) ⊔Υ (13)
where |Υ| ≤ ̺|B|, such that there is a subset I0 ⊂ I of relative measure at least 1−κ, where κ → 0
as η˜ → 0, with the following properties.
For each i ∈ I0, there is a subset Ui ⊂ Bi of relative measure at least 1 − θ, such that φ|Ui is
ηˆdiam(Bi) away from a standard map gi × fi, where fi is a affine map respecting root kernels, and
whose linear part preserves the set RG.
Since each Ui has a relative large measure, U∗ =
⋃
i∈I0 Ui relative large measure at least 1−(̺+θ)
in φ−1(B). We write Bi = B(Ωi) where Ωi ⊂ A is compact convex, and are all isomorphic to each
other.
For a subset V ⊂ G′, we write I(V ) for those i ∈ I such that Bi ∩ V 6= ∅.
Theorem 4.1 finishes the alignment step because of the following consequences.
Corollary 4.0.1. In the conclusion of Theorem 3.1, the linear part of fi’s, i ∈ I0 are all the same.
Proof. Let U∗ =
⋃
i∈I0 Ui ⊂ G. Lemma 4.1 implies that for boxes that are within O(ηˆdiam(B)) of a
left translate ofH, the fi’s are the same. Suppose for some x, y ∈ φ−1(B)∩U∗ with d(πA(x), πA(y)) ≥
ηˆdiam(B), the linear part of of standard maps supported in neighborhoods of x and y corresponds
to distinct permutations σAx , σAy from RG to RG′ . So there must be a root class [α] such that
[β] = σAy ([α]) is different from [Ξ] = σAx([α]). Let P be a codimension 1 hyperplane such that ~v[β]
and ~v[Ξ] lie on either side of it.
Without loss of generality, we can take xV[α], yV[α] such that their intersections with B have
equal measure. Let x′V[Ξ] be a horocycle such that x′V[Ξ] ∩ B is O(ηˆdiam(B) Hausdorff distance
away from φ(xV[α]∩φ−1(B)), and y′V[β] be the corresponding horocycle for yV[α]. Since the distance
between πA(x) and πA(y)) is at least ηˆdiam(B), we also have d(πA(x
′), πA(y′)) > O(ηˆdiam(B)).
Let F be the set of geodesic segments in direction P⊥ (the unique direction perpendicular to
P ) with one end point in x′V[Ξ] ∩ B and another in y′V[β] ∩ B. Then, elements of F have length
at most O(diam(B)). An element of φ−1(F) on the other hand, is a path with one end point in
xV[α]∩φ−1(B) and another in yV[α]∩φ−1(B). Since the distance between πA(x) and πA(y) is bigger
than ηˆdiam(B), we can assume without loss of generality that |α0(x) − α0(y)| = Ω(ǫ˜diam(B)), for
some ǫ˜ ≤ ηˆ such that diam(B) ≪ eǫ˜diam(B). As the measure of xV[α] ∩B and yV[α] ∩B are equal,
this forces lengths of a large proportion of elements in φ−1(F) to be at least eǫ˜diam(B), which is a
contradiction because the length of an element of φ−1(F) is O(diam(B)).
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Corollary 4.0.2. Given 0 < δ, η < η˜ < 1, there exist numbers L0, ηˆ such that if Ω ⊂ A is a product
of intervals of equal size at least L0, then there is a subset U ⊂ B(Ω) of relative measure at least
1− Q˜, and a standard map φˆ = g × f where f is affine defined on it such that
d(φ|U , φˆ) = O(ηˆdiam(B(Ω)))
Here Q˜ and ηˆ approach zero as η˜, η, δ → 0.
Proof. By Theorem 3.1 and Corollary 4.0.1, there is a tiling of B(Ω):
B(Ω) =
⊔
i∈I
B(ωi) ⊔Υ
where each ωi is isometric to ρΩ with the properties that there is a subset I0 ⊂ I, with relative
measure at least 1 − κ such that for i ∈ I0, there is a subset Ui ⊂ B(ωi), with relative measure at
least 1− θ, and a standard map gi × fi supported on it such that
d(φ|Ui , gi × fi) = ηˆdiam(B(ωi))
Furthermore, the linear parts of fi’s are all the same. Denote this common linear map by Af .
We now basically proceed according to the same steps as in the proof to Theorem 3.1 in [P].
Let P0 = ⋃i∈I0 Ui. Since each Ui has relative measure at least 1 − θ in P(B(ωi)), therefore
the measure of P0 is at least 1 − θ′ times that of P(B), where θ′ → 0 as η˜ approaches zero. Let
L0 = {l ∈ L(B) : |l ∩P0| ≥ (1− θ′1/2)|l |}. By Chebyshev inequality, the size of L0 is at least 1− θ′′
that of L(B) where θ′′ → 0 as η˜ approaches zero.
We now show that if l ∈ L0, then φ(l) is close to a geodesic segment.
First we claim that πA◦φ(l) is close to a straight line segment inA′. By construction, if li = l∩Pi
for some i ∈ I0, then πA(φ(li)) is within ηˆ-linear neighborhood of the line segment in direction Af ◦ l ,
and makes an angle at least sin−1(η˜) with root kernels. Since l spend all but θ′1/2 proportion of its
length in P0, we conclude that πA(φ(l)) is within (ηˆ, θ′1/2|l |)-linear neighborhood of a line segment
lˆ in direction Af ◦ l , and makes an angle at most sin−1(η˜) with root kernels.
Let h : φ(l)→ lˆ sends each point on φ(l) to a point on lˆ that is closest to its πA image. We now
show that if for some p, q ∈ l ∩ P0, the line segment connecting h(φ(p)) to h(φ(q)) is orthogonal to
lˆ , then d(φ(p), φ(q)) ≤ η˙|φ(l)|, where 1≫ η˙/2≫ θ′1/2.
Suppose not, then we have two points with above property except that the distance between
them is bigger than η˙|φ(l)|. Then either p, q ∈ Pi for some i ∈ I0, or p ∈ Pι1 , q ∈ Pι2 for distinct
ι1, ι2 ∈ I0.
The first case implies that d(φ(p), φ(q)) ≤ ηˆdiam(Bi) < η˙|l | so this case cannot happen.
So p, q must belong to distinct B(ωi)’s. In this case, the lower bound on the distance between
φ(p) and φ(q) and the knowledge that πA(φ(l)) is within (ηˆ, θ
′1/2|l |)-linear neighborhood of lˆ means
that there must be two points x, y ∈ Pj ∩ l for some j ∈ I0 such that the oriented line segment
connecting πA(φ(x)) and πA(φ(y)) makes an angle of at least π − sin−1(ηˆ) with lˆ , but this is a
contradiction to the Lemma 4.0.1 which says that the linear parts of fi’s are the same.
Since l spend all but θ′1/2 proportion of its length in P0, by Lemma ?? in [P], we conclude that
φ(l) is (ηˆ, θ′1/2|φ(l)|) weakly monotone, and by Proposition ?? of [P], φ(l) is within (ηˆ, θ′1/2|φ(l)|)-
linear neighborhood of a geodesic segment in direction Af ◦ l .
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So now the φ image of each element of L0 is close to a geodesic segment and we can apply Lemma
?? in [P] to obtain a subset F0 ⊂ F(Ω) of relative large measure such that if γ ∈ F0, φ(f) is within
ηdiam(γ) Hausdorff neighborhood of another flat. We now apply the same argument as in the proof
of Theorem 3.1 using quadrilaterals to obtain a standard fˆ × gˆ on P0, where linear part of fˆ is
Af .
4.1 S graph, Sˆ graph and the H graph
We continue with the setting from equation (13) and discretize B in this section so that it reflects
the structures of the standard maps φˆi, for i ∈ I0.
The S graph Take G′, a ρ1 net in G′ (the range space) and connect x, y ∈ G′ by an edge if their
πA images are within ρ1 of each other and d(x, y) ≤ 10ρ1. We metrize this graph by letting lengths
of edges be the distance between the corresponding points in G′, so all edges have length O(ρ1). We
refer to the discretization restricted to B as the S graph.
Recall that that each box Bi tiling the set φ
−1(B) is isometric to B(ω), the box associated to
some convex compact set ω ⊂ A. Let ρi,i = 2, 3, 4, 5, be numbers such that ρi ≪ ρi+1 ≪ diam(ω).
Fix 0 < β ≪ β′ ≪ β′′ ≪ 1 such that ηˆ ≪ β.
The set Eℓ(p) Let ℓ be a regular linear functional of A with unit norm. For p ∈ G, we write Eℓ(p)
for the left coset p W+ℓ ⋊ ker(ℓ). A left coset of W
+
ℓ ⋊ ker(ℓ) is also the pre-image of a point under
the projection map G→W−ℓ ⋊R~vℓ.
We say Eℓ(p) is favourable if
(i)
|Eℓ(p) ∩ U∗| ≥
(
1− ϑ1/2
) ∣∣Eℓ(p) ∩ φ−1(B)∣∣
where ϑ is the relative proportion of U c∗ in φ
−1(B).
(ii) For any point q that is such that ℓ(πA(p))− ℓ(πA(q)) = ρ5
|Eℓ(q) ∩ U∗| ≥
(
1− ϑ1/2
) ∣∣Eℓ(q) ∩ φ−1(B)∣∣
We say Eℓ(p) is very favourable if in addition, for every i ∈ I0 such that |Eℓ(q) ∩ Ui| ≥(
1− θ1/3) |Eℓ(q) ∩Bi|, the intersection between π−ℓ (Eℓ(q) ∩Bi) and E˜∗∗ is non-empty, where E˜∗∗
is the union of E∗∗ in those Bi’s, i ∈ I0 ∩ I(Eℓ(p)) from Lemma 3.2.1 and Remark 3.3.3. Here θ is
an upper bound for U ci in Bi.
Since U∗ has relative large measure in φ−1(B), it follows that if we fix a chamber b, there is a
left translate of W+
b
, x0W
+
b
, and a function κ with the following properties:
A. The measure of x0W
+
b
∩ U∗ is at least 1− κ times that of x0W+b .
B. There is a subset S0 ⊂ b of relative measure at least 1 − κ such that for every ℓ ∈ S0, and
p ∈ Ub, Eℓ(p) is very favourable.
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where κ approaches zero as our initial data of δ, η and η˜ approach zero.
Fix such a left coset of W+
b
and for every ℓ ∈ S0, write H˜ℓ for Eℓ(x0) ∩ φ−1(B) and Hℓ for the
subset of Sh(Eℓ(x0), ρ5) ∩ φ−1(B) whose ℓ value is ℓ(x0)− ρ5.
The sets Ig(ℓ), good and bad ℓ boxes For each ℓ ∈ S0, let Ig(ℓ) ⊂ I0 consisting of indices such
that
|Hℓ ∩ Ui| ∩
(
1− ϑ1/3
)
|Hℓ|
A box Bi in the domain is called a good ℓ box if i ∈ Ig(ℓ), and bad otherwise.
Shadows of Hℓ and φ(Hℓ) Fix a ℓ ∈ S0. Let h1 = ℓ(Hℓ) − βdiam(ω) and h2 = ℓ(Hℓ) − (β +
β′
2 )diam(ω). Since Eℓ(x0) is very favourable, Lemma 3.2.1 says that with those chosen h2 and h1,
for each i ∈ Ig(ℓ),
|Sl12(Hℓ) ∩ Ui| ≥ (1 − c2)|Sl12(Hℓ)|
For each j between h2 and h1, if we write ρ(j) for the relative proportion of Sl
1
2(Hℓ) ∩ ℓ−1(j) ∩ U ci
in Sl12(Hℓ) ∩ ℓ−1(j), the above condition means that
h1∑
j=h2
ρ(j) ≤ 2c2
which means that ρ(hi0) ≤ 2
√
c2 for some h
i
0 ∈ [h2, h1].
The shadow of Hℓ, denoted by W (Hℓ), is now defined as the union of ∪i∈Ig(ℓ)Sl12(Hℓ) ∩ ℓ−1(hi0)
and ∪i∈I(Hℓ)\Ig(ℓ)Sl12 ∩ ℓ−1(h1).
Let S = U∗ ∩ S
(
π−ℓ (H˜ℓ), π
+
ℓ (H˜ℓ), πA(H˜ℓ), ℓ(H˜ℓ), ℓ(H˜ℓ) + β
′′diam(ω)
)
. For each i ∈ Ig(ℓ), we
define Wˆi(Hℓ) as S˜l
1
2(Hℓ, S) ∩ (f∗ℓ)−1(q(hi0)). The shadow of φ(Hℓ), denoted by Wˆ (Hℓ) is now
defined as the union of Wˆi(Hℓ)’s, where i ranges over Ig(ℓ).
Shadow vertices We now define a set of ℓ shadow vertices in the discretization of B. By shifting
the discretization, we can assume that Wˆ (Hℓ) contains a ρ1 net of S-vertices. Every S-vertex in
Wˆ (H) is a shadow vertex.
Furthermore, a ℓ shadow vertex is good if it lies in φ(U∗), belonging to ℓ plane containing a point
of φ(U∗), and is at least 10κβ′′diam(ω) from ∂B.
If a shadow vertex is not good, then it is bad. We enlarge the set of bad shadow vertices by
declaring any S-vertex in the ρ1 neighborhood of φ(U
c
∗ ∩W (H)) a bad shadow vertex, even if it was
a good shadow vertex by our previous definition.
The bad shadow vertices in Nρ1φ(U
c
∗ ∩W (H)) are not necessarily close to Wˆ (H), even if they
come from good boxes†. While these bad shadow vertices are not well controlled, they make up a
small proportion of all shadow vertices and so do not interfere with the geometric argument in the
next section. See Lemma 4.1.1 below.
For either good or bad boxes, the number of ℓ shadow vertices coming from Bi is proportional
to the size of the set Hℓ ∩Bi. The proportionality constant depends only on κ, C, G and G′.
†Because it’s the bad set in the good box, which we have no control over. Anything termed ’bad’ basically comes
from sets that we have no control over: everything in bad boxes, and bad sets Uci ’s in good boxes.
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Lemma 4.1.1. For each ℓ ∈ S0, there is a constant c5 depending on our initial data δ, η, η˜ such
that the proportion of bad shadow vertices is at most c5 which approach zero as our initial data go
to zero’s.
Proof. Bad shadow vertices are defined in two stages. First we have the set S1 of vertices in Wˆ (Hℓ)
that are either within 10κβ′′diam(ω) of ∂B or outside of β′diam(ω) neighborhood of a point in
φ(U∗) whose ℓ value is hi0 smaller than ℓ(Hℓ). That this set has small measure in Wˆ (Hℓ) follows
from two facts. First, the subset that are close to ∂B has relative small measure by Lemma 2.2.1.
Second, if the proportion of S1 in Wˆ (Hℓ) is θ, then the set of points in S˜l
1
2(Hℓ)∩φ(U c∗ ) contained
in a ℓ half plane through a point of S1 has measure at most θ relative to S˜l
1
2(Hℓ). However by Lemma
3.2.2, the proportion of S˜l
1
2(Hℓ) ∩ φ(U c∗ ) in S˜l
1
2(Hℓ) is at most c4. Therefore θ ≤ c4.
In the second stage, we enlarge the set of bad vertices in Wˆ (H) by adding the set Nρ1φ(U
c
∗ ∩
Wˆ (Hℓ)). That this set has small measure follows from our choice of h
i
0.
The Sˆ-graph We now modify the S-graph near φ(Hℓ) so that it reflects divergence property
dictated by standard maps.
For x ∈ W+ℓ , y ∈W−ℓ and t ∈ R, we write γx,y(t) for the set (x, y) ℓ−1(t), and γx,y([c, d]) for the
∪t∈[c,d]γx,y(t), which is a ℓ half plane of length |c− d|.
Let Ki be the union of γx,y([q(h
i
0), q(ℓ(H˜ℓ)) − ρ5/4])’s that have non-empty intersection with
Wˆi(Hℓ)
‡. We begin by replacing Ki as a subset of the S graph by disjoint union of γx,y’s, then
define the Sˆ graph by declaring a new set of vertices and a new incidence relation on Ki.
For each tj ∈ 1ρ1 (q(ℓ(H˜ℓ))−ρ5/4− q(hi0)), call the S vertices of γx,y(tj) ∈ Ki pre-vertices. Recall
that for each linear functional Ξ, we can evaluate Ξ(p) where p ∈ G to be the Ξ value of πA(p). In
the range, we tile left cosets of W−(fi)∗ℓ in ((fi)∗ℓ)
−1(tj) by rectangles T−’s of diameter 10ρ1; in the
domain, we tile left cosets ofW+ℓ in ℓ
−1(q−1i (tj)) by rectangles T+’s of diameter 10κ
2ρ1. We identify
two vertices p, q if
(i) p, q are in the same T−.
(ii) φ−1i (p) and φ
−1
i (q) are in the same T+ which has the property that
|∂−ℓ (T+) ∩ E˜∗∗| ≥ 1/2|∂−ℓ (T+)|
where E˜∗∗ is the union of E∗∗ coming from each Bi , i ∈ I0 as in Lemma 3.2.1.
We also remove any edges in Ki that ends at a bad shadow vertex. A Sˆ vertex is called regular
unless it arise from the procedure above, in which case it is called irregular.
In our original S graph, every point has the same valence provided the vertex is not close to the
boundary. However, upon the changes made for the Sˆ graph, the ’homogeneous’-ness of valence is
not so clear. This next lemma says that we only change the valence by bounded amount, so that Sˆ
graph is essentially homogeneous away from boundary.
‡Note that Wˆi(Hℓ) is only defined for i ∈ Ig(ℓ).
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Lemma 4.1.2. There exist constants Ml, Mu depending only on κ, C such that for any two Sˆ
vertices v1, v2, the ratio of numbers of f∗ℓ half planes through them is bounded between Ml and Mu.
Proof. Let v be an irregular vertex, and let ztop = max(f∗ℓ)(B). In the following calculations, we
use ≈ to mean that up to a multiplicative error of eO(ηˆdiam(ω)). First, the number of f∗ℓ half planes
of length ztop − (f∗ℓ)(v) containing v and (f∗ℓ)−1(ztop) is ≈ ebf∗ℓ(ztop−f∗ℓ(v)).
As v is an irregular vertex, there exists a ℓ block H ′ in Bi such that v ∈ φi(H ′) and ∂−ℓ (H ′)
contains a point of E∗∗. The number of f∗ℓ half planes containing v and Wˆi(Hℓ) (whose f∗ℓ and qi
value is hi0) is
≈|Cqi(hi0)gi(π
−
ℓ (H
′))|e−bf∗ℓhi0 by (3)
≈|Cqi(hi0)gi(π
−
ℓ (H
′))| |Cqi(h2)g(π
+
ℓ (H
′) ∩ S)|
|π+ℓ (H ′)|
e−bℓq
−1
i (h
i
0) by Proposition 3.3.1
≈|π−ℓ (H ′)|e−bℓq
−1
i (h
i
0) by 3.2.1
≈ebℓ(ℓ(H′)−q−1i (hi0)) by (3)
=ebf∗ℓ(qi(ℓ(H
′))−hi0) by Proposition 3.3.1
The H graph We now define the H graph as a subgraph of the Sˆ graph. A good ℓ vertex is an
irregular Sˆ vertex v ∈ Ki such that f∗ℓ(v) is within O(ρ1) of qi(ℓ(Hℓ)) and the W−ℓ coordinate of
φ−1i (v) is within O(ρ1) of the W
−
ℓ coordinate of Hℓ. A bad ℓ vertex is a bad ℓ shadow vertices,
which is always a regular Sˆ vertices.
A vertex of the H graph is either good or bad. Good (resp. bad) H vertices is the union over
ℓ ∈ S0, all the good (resp. bad) ℓ vertices. If a vertex comes from the φ image of x0W+b ∩ U∗, then
it is called a b vertex.
An edge of the H graph is concatenation of edges in the Sˆ graph that connects two H vertices,
or connect a good H vertex with ∂B. An E0 edge is one that connects two good H vertices or one
good H vertex with ∂B.
4.2 Some geometric lemmas
The idea behind the proof of Theorem 4.1 is the following observation. In Hn+1 (as in Lemma 2.1.1)
suppose two travelers leave a common starting point via segments of diverging vertical geodesics.
If they are to meet up again without having to travel for long, then they can only do so in some
neighborhood of the starting point.
The projection Πℓ and the function ρℓ(, ) Let Πℓ : G→W−ℓ ⋊R~vℓ be the projection defined by
(x, t) 7→ ([x]W−
ℓ
, ℓ(t))‡. Let H be a ℓ block, and write ρℓ(p, q) = (Πℓ(p),Πℓ(q))Πℓ(H) for the Gromov
product of Πℓ(p) and Πℓ(q) with respect to Πℓ(H) in the negatively curved space W
−
ℓ ⋊R~vℓ.
‡[x]
W
−
ℓ
denotes for the W−ℓ coordinate of x
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Recall that for three points x, y, z in a metric space, the Gromov product is defined as
(y|z)z = 1
2
(dX(x, y) + dX(x, z)− dX(z, y))
In a δ hyperbolic space X , the geodesic joining y to z, γyz, satisfies
dX(γyz, x)− δ ≤ (y|z)x ≤ dX(γyz , x)
For the remaining of this subsection, H denotes for a ℓ block. Also, until the end of Section 4,
ǫ is a positive number less than 1 such that O(diam(B))≪ eǫdiam(B), and ηˆdiam(ω)≪ ǫdiam(B).
The length of any path considered in this section is less than eǫdiam(B).
In the next lemma, we list some properties of ρℓ, where ≈ is used to denote two quantities whose
ratio depends only on κ,C, ℓ and the space G.
Lemma 4.2.1.
(i) Suppose d(p′, p)≪ d(p,H), d(q′, q)≪ d(q,H), and ρℓ(p, q)≪ min{d(p,H), d(q,H)}. Then
ρℓ(p, q) ≈ ρℓ(p′, q′)
(ii) Suppose ℓ(p′) < ℓ(p), ℓ(q′) < ℓ(q), and each of the pairs (p, p′), (q, q′) can be connected by a
geodesics having at least η proportion of the component in direction ~vℓ.
If d(p,H), d(q,H)≫ ρℓ(p, q), then
ρℓ(p, q) ≈ ρℓ(p′, q′)
(iii) If ρℓ(p, q), ρℓ(q, q
′)≫ s, then ρℓ(p, q′)≫ s.
Lemma 4.2.2. Suppose p, q ∈ G can be connected by a path γˆ of length less than eǫR such that
(i) ℓ(πA(p)), ℓ(πA(q)) ≤ ℓ(H)− ρ4
(ii) The ℓ values of γˆ decreases for at least ǫR units at both ends, and the ℓ values of points on the
the remaining subsegment are no more than ℓ(H)− ǫR.
Then, ρℓ(p, q) ≥ Ω(ρ4).
Proof. Let p′ and q′ be the closest points to p and q whose ℓ value first dips below ℓ(H)− ǫR. Since
the length of γˆ is less than eǫR, so is the length of Πℓ(γˆ), which connects Πℓ(p) and Πℓ(q), as well
as the subsegment of Πℓ(γˆ) between Πℓ(p
′) and Πℓ(q′). This means that if Πℓ(p) 6= Πℓ(q), then any
path connecting Πℓ(p
′) to Πℓ(q′) whose ℓ value stays ǫR units below ℓ(H) would have length at least
eǫR, contradicting the assumption about the length of γˆ.
Lemma 4.2.3. Let p0, q0 be good ℓ vertices, and γ be an E0 edge connecting them. Let p, q ∈ γ be
points that are within the same good box as p0 and q0 respectively. Then the following holds:
(i) Except near the end points, γ never pass through any irregular ℓ vertices.
(ii) we have ρℓ(φˆ
−1(p), φˆ−1(q)) ≥ Ω(ρ4)
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Proof. Starting from p0, let p1 be the first place where γ hits Wˆ (Hℓ). As γ is a E0 edge, it doesn’t
hit a bad ℓ shadow vertex, then there exists a good ℓ shadow vertex p′1 ∈ U∗ ∩W (Hℓ) such that
φˆ(p′1) = p1 and d(φ
−1(p1), p′1) = O(ηˆdiam(ω)). Note that p
′
1 and φ
−1(p1) are both Ω(ǫdiam(B))
away from ∂(φ−1(B)).
Let p′2 = φ
−1(p2) be the next point after p′1 when φ
−1(γ) intersects U∗ ∩W (Hℓ). We know there
must be such a point because the length of γ is less than eǫdiam(B), so whenever it moves transverse
to Hℓ, it must do so in ℓ
−1[hi0,∞].
Since γ does not hit a bad shadow vertex, p′2 ∈ ℓ−1(hi0) at i ∈ Ig(ℓ), so p2 is a good shadow
vertex. Therefore continuing γ after p2 hits a vertex in φ(U∗) ∩ Hℓ, which is a good ℓ vertex, and
must be q0.
By Lemma 4.2.1
ρℓ(φˆ
−1(p), φˆ−1(q)) = ρℓ(φˆ−1(p1), φˆ−1(p2)) ≈ ρℓ(φ−1(p1), φ−1(p2)) ≥ Ω(ρ4)
Lemma 4.2.4. Suppose p0, q0 are good ℓ vertices and p0q0 is a E0 edge connecting them. If for some
ρ1 ≪ s≪ ρ3 ≪ ρ4, we have p, q ∈ p0q0 in the same good box as p0 and q0 satisfying
(fi)∗ℓ(p)− (fi)∗ℓ(p0) = (fj)∗ℓ(q)− (fj)∗ℓ(q0) = s,where i, j ∈ Ig(ℓ)
Then, there is a a ℓ block H ′ℓ such that p, q are within O(ρ1) of φˆ(H
′
ℓ).
Proof. Let p′, q′ be points on p0q0 close to where it enters respective good boxes. By Lemma 4.2.3,
ρℓ(φˆ
−1(p′), φˆ−1(q′)) ≥ Ω(ρ4). Since s≪ ρ3 < ρ4, by Remark 3.3.1, we conclude that the ℓ values of
φˆ−1i (p) and φˆ
−1
j (q) are the same, both are s lower than that of Hℓ. Since s < ρ3 ≪ ρ4, Πℓ(φˆ−1i (p))
and Πℓ(φˆ
−1
j (q)) are the same point, which is the same as saying that φˆ
−1
i (p) and φˆ
−1
j (q) are within
O(ρ1) of a ℓ block H
′
ℓ as claimed.
Lemma 4.2.5. Let n be 4 or 6. Suppose for 0 ≤ i ≤ n − 1, pi are Sˆ vertices whose φ pre-images
support standard maps. Let pi−1pi be subsegments of E0 edges in H graph, where the indices are
counted mod n.
Let r(pi) = min{|(fi)∗ℓ(v)− (fi)∗ℓ(pi)|, v is a good ℓ vertex.}, where φi = gi × fi is the standard
map supported in a neighborhood of φ−1(pi).
Suppose there is an index k such that r(pk) ≪ ρ4, and for all i 6= k, r(pi) > r(pk) + 2ρ1. Then
pkpk+1 and pkpk−1 cannot have only pk in common.
Proof. we can assume k = 0. Let H ′ℓ be the ℓ block passing through φˆ
−1(p0). By Lemma 4.2.4, we
can consider H ′ℓ in place of Hℓ. Namely, we can replace the appearance of Hℓ in the definition of ℓ
vertices by H ′ℓ. Let p
+
i and p
−
i be the first and last time that pi−1pi leaves Wˆ (Hℓ).
By Lemma 4.2.3, for all i 6= 0, ρℓ(φˆ−1(p+i−1), φˆ−1(p−i )) ≥ Ω(ρ4), and ρℓ(φˆ−1(p−0 ), φˆ−1(p+0 )) ≤ ρ1.
This is a contradiction to Lemma 4.2.1
4.3 Proof of Theorem 4.1
Let Rk⋊τ R be a rank 1 space with roots αi, −βj ’s, where αi, βj > 0, and τ(t) is matrix consisting of
blocks of the form eαitNi(αit), e
−βjtNj(βjt) where Ni, Nj are unipotent matrices with polynomial
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entries. For the following two lemmas, let B[T ] denote for the subset
(∏
iΩi ×
∏
j Uj
)
⋊ [−T, T ],
where Ωi ⊂ V αi , and Uj ⊂ V −βj , and αi, βj > 0, |Ωi|e−αiT , |Uj|e−βjT ≥ 1. We call the set
∏
i
Ωi ×
∏
j
Uj

⋊−T⋃

∏
i
Ωi ×
∏
j
Uj

 ⋊ T
the top and bottom of B[T], denoted by ∂¯B[T ].
Lemma 4.3.1. The total number of geodesics in B[T ] is eT (
∑
i αi+
∑
j βj)
∏
i,j |Ωi||Uj|, and the num-
ber of geodesics in B[T ] through each vertex is eT (
∑
i αi+
∑
j βj).
Proof. To specify a geodesic in B[T ], we need to specify its coordinates in αi, βj root spaces, and
for every choice of αi and βj coordinate, there is a unique geodesic segment in B[T ] going from the
top to the bottom. The number of different coordinates in αi root spaces is
∏
i |Ωi|eαiT , and those
in βi root spaces is
∏
j |Uj |eβjT , so the number of geodesics is(∏
i
|Ωi|eαiT
)∏
j
|Uj |eβjT


We know that in B[T ]
no. of geodesics ×no. of vertices on a geodesic = no. vertices×no. of geodesics through each vertex
The number of vertices on each geodesic is 2T , and the number of vertices is 2T (
∏
i Ωi)(
∏
j Uj),
and we now see the number of geodesics through each point is indeed as claimed.
Lemma 4.3.2. Hypothesis as in Lemma 4.3.1. Now further assume that Rk ⋊τ R is unimodular,
and let the common values of
∑
i αi and
∑
j βj be m. Let X ⊂ B[T ] be a subset of vertices. If F is
a family of geodesics in B[T ] with size σe2mT
∏
i,j |Ωi||Uj |, where σ ≫ 2Temρ2 , then there is a vertex
v ∈ X, and two geodesics through v in in the same direction that stay together for shorter than ρ2
units.
Proof. Suppose the claim is not true. Then for each X vertex v, every pairs of geodesics through v
stay together at least ρ2 units. If v is within ρ2 neighborhood of top and bottom of B[T ], the number
of geodesics through v with properties is e
(2T−h(v))m
emρ2 , where h is the height function on R
m ⋊R. On
the other hand, if v is outside of ρ2 neighborhood of top and bottom of B[T ], the number of geodesics
through v with this property is
eh(v)
∑
i αi
emρ2
e(2T−h(v))
∑
j βj
emρ2
=
e2mT
e2mρ2
The number of X vertices outside of ρ2 neighborhood of the top and bottom of B[T ] is at most
2(T − ρ2)
∏
i,j |Ωi||Uj |, and the number of X vertices within ρ2 neighborhood of top and bottom of
B[T ] is at most 2ρ2
∏
i,j |Ωi||Uj |. So the number of geodesics satisfying this scenario is at most
∑
v∈Nρ2 ∂¯B[T ]
e(2T−h(v))m
emρ2
+
e2mT
e2mρ2
2(T − ρ2)
∏
i,j
|Ωi||Uj| ≤ e
2Tm
emρ2
(2T )
∏
i,j
|Ωi||Uj|
26
Since the size of F is larger than this number, it is not possible that every pairs of geodesics in F
satisfy the scenario described above. So there must be a X vertex v, and two geodesics in F that
stay together for less than ρ2 units after passing through v.
In the remaining of this subsection, given a regular vector ~u, we write Iλ,~u(p), p ∈ G′, for the
subset of pW+~u that can be reached by two geodesics of length λ in direction ~u in the rank 1 space
G′~u = H
′
⋊ R~u containing p, and I ′λ,~u(p) for the subset of the left W
−
~u coset that can be reached
from p by a geodesic in direction ~u (or in direction −~u as viewed from p) of length λ.
For the next two propositions, we make the following assumptions.
(i) Let v be a b vertex such that φ−1(v) locally supports a standard map φv = fv⋊gv. Since fv is
affine and permutes root classes of G to root classes of G′, its linear part induces a permutation
from the chambers of G to chambers of G′ and we write (fv)∗ for this permutation.
(ii) Suppose for ℓ ∈ (A)∗ a regular linear functional, and ~u ∈ A′, the vectors ~vℓ and (fv)−1∗ ~u lie in
a common chamber b of G.
Proposition 4.3.1. If λ is a number such that at least σ fraction of geodesics leaving v in direction
~u are unobstructed by Hℓ vertices for length at least λ+ ρ2, where σ ≫ 2λ/eb~uρ2 . Suppose σ > O(η)
for some η < 1, then at least 1−O(η) fraction of the Sˆ vertices in Iλ,~u(v) are Hℓ vertices.
Proof. Let E denote the set of geodesics leaving v in direction ~u that are unobstructed by ℓ vertices
of length at least λ + ρ2. Let Eλ be the subset of I
′
λ,~u(v) passing through an element of E. By
assumption, we have
|Eλ| ≥ σeb~uλ
Let F ′0 be the union of geodesics leaving Eλ in direction −~u. (as viewed from Eλ). Applying Lemma
4.3.2 to F ′0, where X means ℓ vertices, we see that either there is a ℓ vertex whose ~u∗ = 〈~u, πA()〉
value is at most ρ2 from that of v, or that there is a ℓ vertex w whose ~u
∗ value differ from that of
v by more than ρ2, and two geodesics in G~u through w1 that stay together for less than ρ2 units
after passing through w1. Suppose the latter happens. Let x, y ∈ I ′λ,~u(v) be two upper end points
of those two geodesics, and w1 be the first time that wx diverge from wy. See Figure 1 below.
Let z be the first time that vx diverge from vy. Applying Lemma 4.2.5 to the loop z−y−w1−x−z
creates a contradiction. So there is a ℓ vertex whose ~u∗ = 〈~u, πA()〉 value is at most ρ2 from that of
v. That is, there is a ℓ vertex in the ρ2 neighborhood of Iλ,~u(v).
Let U ′ ⊂ Iλ,~u(v) be those vertices that can be reached by two elements of F ′0. Since every vertex
in Iλ,~u(v) can be reached by at most |Eλ| geodesics in I ′λ,~u(v), it follows that the relative measure
of U ′ in Iλ,~u(v) is at least 1−O(η).
Now suppose w ∈ U ′, and let x, y ∈ I ′λ,~u(v) be such that xw, yw are element of F ′0 that are
not obstructed by ℓ vertices. Applying Lemma 4.2.5 to the loop v − x − w − y − v, and noting
that r(v) = 0, r(x), r(y) ≥ ρ2, it follows that r(w) = 0 (otherwise r(v) would be the smallest, a
contradiction), which means that w is a ℓ vertex.
Proposition 4.3.2. (Hypothesis as in Proposition 4.3.1) Let F be the union of geodesics in direction
~u leaving a point of Iλ,~u(v). Then at least 1 − O(η) fraction of F are unobstructed by Hℓ vertices
for length λ+ ρ2.
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Figure 1: The loop in the proof of Proposition 4.3.1. Filled boxes are Hℓ vertices.
Proof. Let Eλ ⊂ I ′λ,~u(v), U ′ ⊂ Iλ,~u(v) and F ′0 be as in Proposition 4.3.1. Note that the measure of
U ′ is at least 1−O(η) that of Iλ,~u(v).
Let F ′′ be the set of geodesics leaving U ′ in direction ~u. Let F ′′long be the set of geodesics coming
from extending elements of F ′′ by extending ρ4 units on the Iλ,~u(v)†. Let H ′ℓ be the ℓ block whose
ℓ value is ρ4 less than ℓ(Hℓ). We call the resulting vertices ℓ
′
vertices if we replace occurrence of Hℓ
in the definition of ℓ vertices by H ′ℓ.
If all elements of F ′′long are unobstructed by images of ℓ
′
vertices, then almost all elements of F
are unobstructed by ℓ vertices, where ‘almost’ here means with relative proportion at least 1−O(η).
Let U ′long be the set of ℓ
′
vertices that are within ρ4 of U
′.
We have that |F ′′long| ≥ (1−O(η))eb~u(2λ+ρ4). Applying Lemma 4.3.2 allows us to conclude that
either there is a ℓ vertex whose ~u∗ value is within ρ2 to ∂B∩G′~u, or that there is a ℓ vertex q whose
~u∗ value differ from that of ∂B ∩ G′~u by more than ρ2 units, and two elements of F ′′long that stay
together for less than ρ2 units after passing through q.
Suppose the latter scenario happens. Then there are w1, w2 ∈ Iλ,~u(v) and a ℓ′ vertex q such that
w1q, w2q ∈ F ′′long. Let q∗ be the first point where w1q and w2q come together. Then by assumption,
the d(q, q∗) < ρ2. Let x1 ∈ I ′λ,~u(v) be the first point where geodesics in direction ~u leaving w1 and
v first meet, and let x2 ∈ I ′λ,~u(v) be similarly defined for w2 and v. Let r() now denotes for the
distance to the closest ℓ
′
vertex. Then in the loop v − x1 − w1 − q∗ − w2 − x2 − v, (see Figure 2)
the r value of all points but q∗ are at least ρ4, while r(q∗) ≤ ρ2, which is a contradiction by Lemma
4.2.5.
†Ideally, we would like to apply Lemma 4.3.2 to the family F ′′ in a rank 1 box of size λ but in order to use illegal
circuit we need the stub - vertical segment from Hℓ instead of being on Hℓ. Hence the choice of H
′
ℓ lower down.
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Figure 2: The loop in the Proof of Proposition 4.3.2. Filled boxes are Hℓ′ vertices.
Therefore if elements of F ′′long is to contain a ℓ′ vertex, this vertex is within ρ2 neighborhood of
∂B ∩ G′~u, which is just saying that no elements of F ′′long are obstructed by ℓ′ vertices, therefore at
least 1−O(η) proportion of elements in F are unobstructed by ℓ vertices by construction.
Theorem 4.2. Let v be a b vertex and φˆv = fv×gv be a standard map supported in a neighborhood of
φ−1(v). Let λ0 = d(v, ∂B). Then at least 1−O(η) proportion of vertices in vW+(fv)∗b are b vertices,
where O(η) is the proportion of geodesics leaving φ−1(v) that admits a geodesic approximation of
length Ω(diam(ω)).
Proof. Let s~u be the difference in v
∗
~u values between ∂B ∩G′~u and v.
Fir a ρ2 = ηˆs~u. For every ℓ ∈ S0, and w ∈ Iλ,~u(v), we let fℓ(w, λ) denotes the proportion of
geodesics leaving w that are unobstructed by Hℓ vertices for length at least λ+ ρ2. Let
f∗ℓ (v, λ) = sup
w∈Iλ,~u
fℓ(w, λ)
In view of Proposition 4.3.1 and 4.3.2, if f∗ℓ (v, λ) ≥ O(η), then f∗ℓ (v, λ) ≥ 1−O(η).
Then, either for all λ ≤ s~u, we have f∗ℓ ≥ 1− O(η); or that there is a maximal number λ~u,ℓ − 1
such that f∗ℓ (v, λ~u,ℓ − 1) ≥ 1 − O(η), but f∗ℓ (v, λ~u,ℓ) < O(η). We are done if the latter does not
happen. We now proceed to show that this is indeed the case.
In the second scenario, we know that λ~u,ℓ ≥ ηˆdiam(ω), and at least 1−O(η) proportion of vertices
in Iλ~u,ℓ,~u(v) and I
′
λ~u,ℓ,~u
(v) are Hℓ vertices. That is, they are φ images of U∗ ∩
(
x0W
+
b
⋊ ker(ℓ)
)
.
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Claim: If λ~u,ξ > λ~u,ℓ for ξ, ℓ ∈ S0, then λ~u,ξ − λ~u,ℓ > O(ηˆdiam(ω)).
Suppose not. Then we will have subsets, one in ker(ξ) and one in ker(ℓ) that are within O(ηˆdiam(ω))
Hausdorff distance from each other. This can only happen if the subsets are within O(ηˆdiam(ω))
of ker(ξ) ∩ ker(ℓ). But this would mean that most of I ′λ~u,ℓ,~u(v) come from φ images of x0W+b ⋊
(ker(ξ) ∩ ker(ℓ)), contradicting the assumption that λ~u,ξ is the minimal height t where most of the
I ′t,~u(v) are obstructed by Hξ vertices.
In this way, the image of the map S0 → [0, s~u] defined by sending ξ → λ~u,ξ is a O(ηˆdiam(ω))
discrete set. Let λˆ~u be the minimal image value whose pre-images has positive measure. This means
that most elements of I ′
λˆ~u,~u
(v) and Iλˆ~u,~u(v) are φ images of U∗ ∩ x0W
+
b
, thus the subset of S0
consisting of elements ξ such that λ~u,ξ > λˆ~u is empty. Since for all t < λˆ~u, the pre-images of t in
S0 has zero measure, this means not only does the pre-images of λˆ~u has positive measure, it has full
measure.
Now pick another direction ~u′ in the same chamber as ~u, but not in the ηˆ1/2 neighborhood of the
~u orbit under the finite group of affine maps permuting Rg to RG′ , and repeat the same argument
as above to obtain a number λˆ~u′ such that most of I
′
λˆ~u′ ,~u
′
(v) come from φ images of x0W
+
b
.
Pick y0 ∈ I ′λˆ~u(v) and y ∈ I
′
λˆ~u′
(v) so that each locally supports a standard map. Take two geodesics
leaving y0 in direction ~u (as viewed from v) that stay together for t~u units (where ηˆ
1/2diam(ω) ≪
t~u ≪ diam(ω)) after they leave y0, followed by a short segment diam(ω) away from v, before joining
the geodesics connecting v to y. Let’s say they stay together for t~u′ units before coming to a stop
at y. See Figure 3
As most of I ′
λˆ~u
(v) and I ′
λˆ~u′
(v) come from U∗ ∩W+b , for a full measure of ℓ ∈ b, Lemma 4.2.5
requires us to have Πℓφ
−1
y0 (t~u~u) ≥ Πℓφ−1y (t~u′~u′), as well as Πℓφ−1y0 (t~u~u) ≤ Πℓφ−1y (t~u′~u′). This means
that f−1y0 (t~u~u) = f
−1
y (t~u′~u
′), where fy0 and fy are linear part of standard maps φy0 and φy. That
is, t~u/t~u′ ∈ [1/(1− ηˆ), 1 + ηˆ], and t~u~u lies in the ηˆdiam(ω) neighborhood of the orbit of t~u′~u′ under
the finite group of linear maps that permutes RG to RG′ . But this contradicts our choice of ~u
′ and
t~u.
Proof. of Theorem 4.1 As any root class horocycle is the intersection of finitely many left translates
of W+
b
, where b is a chamber, it suffices to show that the analogue claim holds for left translates of
W+
b′
of G′ in place of left translates of V[α]′ of G′.
We start with B(Σ) sufficiently large so that we can apply Theorem 3.1 to φ−1(B(Σ)) and
obtaining a tiling as in equation (13). Let U∗ =
⋃
i∈I0 Ui. Since U∗ has large measure relative to
φ−1(B(Σ)), for a fixed chamber b, we can find a large subset Ub ⊂ U∗ with the property that for
every point p ∈ Ub, there is a subset S0 ⊂ b of relative proportion at least 1 − ϑ such that Eℓ(p)
is very favourable for every ℓ ∈ S0. By constructing the corresponding Sˆ and H graph, application
of Theorem 4.2 to a point v ∈ φ(Ub) shows that the φ−1 image of vW+c ∩B(Σ) is O(ηˆdiam(B(Σ))
away from a left translate of W+
b
, where c is the image of b under the linear part of the standard
map supported in a neighborhood of φ−1(v).
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Figure 3: The loop that prevents blocking. Filled boxes represent b vertices. The left hand is the
πA projection image of the loop on the right.
5 Patching
In the previous section, we aligned the linear part of standard maps appeared in Theorem 3.1 by
showing that they are all the same. In this last section, we remove the condition that standard
maps are only defined for a subset of relative large measure and align the translational part of the
standard maps by adopting the procedure used to achieve this in [EFW1].
5.1 A weak version of an affine map
We have by now seen that given a box, there is a subset of large measure supporting a standard
map. In this subsection, by controlling the sizes of increasingly larger and larger boxes, we get rid
of the ’subset of large relative measure’ and extend the result to all pairs of points p, q ∈ G on the
same flat. The precise statement is the following:
Theorem 5.1. Let G,G′ be non-degenerate, unimodular, split abelian-by-abelian Lie groups and
φ : G → G′ be a (κ,C) quasi-isometry between them. Given 0 < δ, η ≪ η˜ < 1, then there exists
τ < 1, M depending on δ, η, η˜ and QI constants of φ such that whenever x, y belong to the same
left coset of H,
|πA(φ(x)) − πA(φ(y))| ≤ τd(x, y) +M (14)
where τ → 0, M →∞ as the input parameters approach zeros.
The setup to the proof of theorem 5.1 follows the same sequence of steps as the analogue result in
Section 6.1 of [EFW1].
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Fix 0 < δ, η ≪ η˜ < 1. Let Ω ⊂ A be a product of intervals of size L0 with barycenter located at
the origin of A. By Corollary 4.0.2, there is a subset P0 ⊂ P(Ω) of relative large measure which is
the support of a standard map g × f where f is affine. Let ϑ ≪ 1 satisfies ∣∣P0∣∣ ≥ (1 − ϑ) |P(Ω)|,
and set ̺ =
√
ϑ. Let P be a left translate of H, and we can assume P contains the identity element.
Let R(Ω) = B(Ω) ∩P, and R(Ω) = ⋃g∈R(Ω) g(̺Ω). The following is a rehash of Corollary 4.0.2.
Corollary 5.1.1. There is a standard map f × g where f is affine with linear part Af , defined on
P0 ⊂ P(R(Ω)), with ∣∣P0∣∣ ≥ (1− ̺) |P(R(Ω))|, such that d(φ|P0 , f × g) ≤ ηˆdiam(B(Ω)).
Furthermore, if p ∈ P0, there is a subset L0(p) ⊂ L(p) of relative large measure such that the φ
image of every element ζ ∈ L0(p) is within ηˆ-linear neighborhood of a geodesic segment in direction
that of Af ◦ ζ, whose direction makes an angle of at most sin−1(η˜) with root kernels.
The tiling. Choose ηˆ ≪ ς ≪ 1. For each j ∈ N, set Ωj = (1 + ς)jΩ. We tile P by R(Ωj), where
each tile is denoted by Rj,ι, ι ∈ N. For p ∈ G, we write Rj [x] for the tile in the j-th tiling containing
the point in P that lies on the same flat as x.
Warning. Despite the fact that Ωj+1 = (1+ ς)Ωj , the number Rj,k’s needed to cover a rectangle
Rj+1[p] is very large, on the order of e
∑|△|
i=1 ςmax{αi(Ω)}.
The sets Uj For each tile Rj,k in the j-th tiling of P, Corollary 5.1.1 produces a subset P0j,k ⊂
P(Rj,k) of relative large measure. We set
Uj =
⋃
k∈N
P0j,k
In view of Corollary 5.1.1, for any x ∈ Uj ,
sup
y∈R[x]∩Uj
|πA(φ(x)) − πA(φ(y))| ≤ ηˆdiam(B(Ωj)) (15)
Recall that △′ is the set of roots in G′, and we write n for the rank of G (which is also the rank of
G′). We also have the following generalization:
Lemma 5.1.1. For any x ∈ Uj, and y ∈ Rj+1[x] ∩ Uj,
|πA(φ(x)) − πA(φ(y))| ≤ (|△′|)(n)4ηˆdiam(B(Ωj))
Proof. WLOG, we can assume that there is a horocycle H[α], [α] an equivalence class of roots,
that intersect both R[x] ∩ Uj and R[y] ∩ Uj. (If not, then we can find a sequence of points x =
p0, p1, · · · , pl = y where l ≤ |△′| such that for each pair of consecutive points, there is a horocycle
intersecting R[pι]∩Uj and R[pι+1]∩Uj). Let x1 ∈ H[α] ∩R[x]∩Uj , y1 ∈ H[α] ∩R[y]∩Uj be points
of intersection. Therefore by equation (15),
|πA(φ(x)) − πA(φ(x1))| ≤ ̺diam(B(Ωj)), |πA(φ(y))− πA(φ(y1))| ≤ ̺diam(B(Ωj))
Since d(x1, y1) ≤ diam(B(Ωj+1)), for ι = 1, 2 we can find geodesic segments γx1,ι, γy1,ι leaving x1, y1
respectively such that Q = {γx1,ι, γy1,ι}ι=1,2 is a 0-quadrilateral. Additionally, because x1, y1 ∈
Uj ∩ H[α], we can assume for ι = 1, 2, ∗ = x1, y1, the subsegment γˆ∗,ι ⊂ γ∗,ι containing ∗ and
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satisfies |γˆ∗,ι| = 11+ς |γ∗,ι| admit geodesic approximation to its φ image. That is, φ(γˆ∗,ι) is within
η|γˆ∗,ι| Hausdorff neighborhood of another geodesic segment.
Let l∗,ι be a geodesic approximation to φ(γˆ∗,ι). Then angle between the direction of l∗,ι and that
of γˆ∗,ι is at most sin−1(ηˆ). Therefore by modifying each l∗,ι by an amount at most ηˆ2κdiam(Q) ≤
ηˆdiam(B(Ωj+1)), we can assume l∗,ι all have parallel directions. Since ς ≪ 1, the four geodesic
segment l∗,ι do constitute a quadrilateral Q˜ and Lemma ?? of [P] applied to Q˜ yields
|π~v ◦Π~v(φ(x1))− π~v ◦Π~v(φ(y1))| ≤ ηˆdiam(B(Ωj)
where ~v is parallel to edge directions of Q˜. Therefore
|π~v ◦Π~v(φ(x)) − π~v ◦Π~v(φ(y))| ≤ ηˆdiam(B(Ωj) + 2̺diam(B(Ωj)) ≤ 4ηˆdiam(B(Ωj))
since ̺ ≤ ηˆ. The claim now follows by constructing quadrilaterals whose image is approximated by
quadrilaterals whose edge direction ranges over at least n many linearly independent directions.
Lemma 5.1.2. Suppose p ∈ Rj [x] ∩ Uj, q ∈ Rj+1[x] ∩ Uj+1. Then,
|πA(φ(x)) − πA(φ(y))| ≤ (4|△|n+ 2)ηˆdiam(B(Ωj+1))
Proof. Note that the projection of both Rj+1[x] ∩ Uj and Rj+1[x] ∩ Uj+1 to Rj+1[x] have relative
measure up at least 1 − ̺. Therefore we can find p′ ∈ Rj+1[x] ∩ Uj , q′ ∈ Rj+1[x] ∩ Uj+1, and
|πA(φ(p′))− πA(φ(q′))| ≤ ̺diam(B(Ωj+1)). Now by Lemma 5.1.1,
|πA(φ(p))− πA(φ(p′))| ≤ (|△|)n4ηˆdiam(B(Ωj))
and by equation (15)
|πA(φ(q′))− πA(φ(q))| ≤ ηˆdiam(B(Ωj+1))
the claim now follows by triangle inequality.
Proof. to Theorem 5.1 We have
R0[x] ⊂ R1[x] ⊂ R2[x] · · ·
and
R0[y] ⊂ R1[y] ⊂ R2[x] · · ·
There exists N with diam(B(ΩN )) is comparable to d(x, y) (after possibly shifting the N ’s grid by
a bit) such that RN [x] = RN [y]. Now for 0 ≤ j ≤ N , pick xj ∈ Rj[x] ∩ Uj , yj ∈ Rj[y] ∩ Uj . We
may assume that xN = yN . By Lemma 5.1.2:
|πA(φ(x0))− πA(φ(y0))| ≤
N−1∑
j=0
|πA(φ(xj+1))− πA(φ(xj))|+
N−1∑
j=0
|πA(φ(yj+1))− πA(φ(yj))|
≤ 2(4|△|n+ 2)
N−1∑
j=0
ηˆdiam(B(Ωj+1))
≤ 4(2|△|n+ 1) ηˆ
ς
diam(B(ΩN ))
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where last inequality comes from diam(B(Ωj+1)) = (1 + ς)diam(B(Ωj)). Now since x0 ∈ R0[x]
|πA(φ(x)) − πA(φ(x0))| ≤ 2κd(x, x0) ≤ 2κdiam(B(Ω)) = M , and similarly |πA(φ(y)) − πA(φ(y0))| ≤
M . The claim now follows by noting that we chose diam(B(ΩN ))d(x,y) ∈ [1/2, 2] and ς ≫ ηˆ
5.2 Consequence of weak height preservation - flats go to flats
Theorem 5.1 is the first statement we have that places no additional constraints on the points other
than their natural relation in G. In this subsection we show that as a first consequence, the image
of a flat is within O(1) of another flat, which eventually culminating in the proof of theorem 5.2 in
the next subsection.
Proposition 5.2.1. φ sends each flat to within O(1) of another flat.
We now proceed to establish some necessary observations.
Lemma 5.2.1. There is a linear map A0 : A → A′ and numbers τˆ < 1, Mˆ > 0 such that for any
x, y ∈ G,
|(πA(φ(x)) − πA(φ(y))) − (A0(πA(x)) −A0(πA(y)))| ≤ τˆ d(x, y) + Mˆ (16)
Proof. Let B be a box such that diam(B)/d(x, y) ∈ [1/2, 2]. By Corollary 4.0.2, there is a subset
P0 ⊂ P(B) of relative measure at least (1−√ηˆ) that supports a standard map which is ηˆdiam(B)
away from φ|P0 . Write A0 for the linear part of the A′ part of the standard map. Without loss of
generality we can assume that xH∩P0 6= ∅, and yH∩P0 6= ∅. Let xˆ ∈ xH∩P0, and yˆ ∈ yH∩P0.
Then by Theorem 5.1
|(πA(φ(yˆ))− πA(φ(y))) − (A0(πA(yˆ))−A0(πA(y)))| ≤ τd(yˆ, y) +M
since πA(yˆ) = πA(y). By Corollary 4.0.2 we also have
|(πA(φ(xˆ))− πA(φ(yˆ))) − (A0(πA(xˆ))−A0(πA(yˆ)))| ≤ ηˆdiam(B)
and by Theorem 5.1 again, we have
|(πA(φ(x)) − πA(φ(xˆ)))− (A0(πA(x))−A0(πA(xˆ)))| ≤ τd(x, xˆ) +M
Summing all three equations and apply triangle inequality to the left hand side we have
|(πA(φ(x)) − πA(φ(y))) − (A0(πA(x)) −A0(πA(y)))| ≤ (2τ + η)diam(B) + 2M
≤ 2(2τ + ηˆ)d(x, y) + 2M
since ηˆ and τ depends on our initial ǫ, δ, and approach zero as those initial input approach zero, we
can assume that 2(2τ + ηˆ) < 1, and we set τˆ = 2(2τ + ηˆ), Mˆ = 2M .
Corollary 5.2.1. There is a number M0 such that if p, q ∈ G are two points on the same flat and
πA(φ(p)) = πA(φ(q)), then d(x, y) ≤M0.
Proof. In equation (16) substitute x, y by p, q and note that since p, q lies on the same flat, |πA(p)− πA(q)| =
d(p, q). So we have
(1− τˆ )d(p, q) ≤ Mˆ
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to which the result follows. Alternatively, this can be obtained from Theorem 5.1 applied to the
inverse map φ−1 and φ(p), φ(q), for then equation (14) becomes∣∣πA ◦ φ−1(φ(p))− πA ◦ φ−1(φ(q))∣∣ ≤ τd(φ(p), φ(q)) +M ≤ τκd(p, q) +M + C
|πA(p)− πA(q)| = d(p, q) ≤ τκd(p, q) +M + C
d(p, q) ≤ M + C
1− τκ
A subset L of A′ ≃ Rn is called a ’grid’ if it is the image of an injective homomorphism ψ :
Zn → A′. A line in L refers to a subset of the form: {ψ(c + tu) : t ∈ Z} for some c,u ∈ Zn, and
each coordinate of u is either +1,−1 or 0. A grid is said to be good if none of its lines are parallel
to root kernels.
Lemma 5.2.2. Let {xi} ⊂ G′ be a sequence of points with the following properties:
(i) πA(xj) 6= πA(xi) if i 6= j.
(ii) {πA(xi)} ⊂ A′ is a good grid.
(iii) for any subsequence {xij} such that {πA(xij )} is a line, {xij} is within O(1) of a (bi-infinite)
geodesic.
Then {xi} is within O(1) of a flat.
Proof. Write {πA(xi)} = L. Let {x1j}, and {x2j′ } be two subsequences such that their πA images
are two parallel lines, and let l1, l2 be two geodesics within O(1) of {x1j} and {x2j} respectively.
We note to every x1j , there is a x2j such that πA(x2j ) is closest to πA(x1j ) amongst {πA(x2j )}, and
furthermore, there is a line in L containing πA(x1j ) and πA(x2j ), and by assumption, this means
that there is a geodesic lˆj (whose direction is the same for all j) within O(1) of x1j and x2j . Now if
l1 and l2 are not in the same flat, then for any root Ξ, πΞ(l1) and πΞ(l2) fork out with respect to the
orientation we previously fixed on l1 and l2. When x1j , x2j are far away from the fork point, this
causes a contradiction because the existence of lˆ mean that πΞ(x1j ) and πΞ(x2j ) can be connected
by a vertical geodesic in VΞ, but they lie far away from the forking point of two geodesics. Therefore
if {xij} is a subsequence for which their πA image is a affine 2-subspace, then {xij} lie within O(1)
of an affine 2-subspace in a flat.
Now suppose whenever {xij} is a subset whose πA image is an affine I-subspace, {xij} is within
O(1) of a flat. Let {x1j}, {x2j} be two subsets such that {πA(x1j )}, {πA(x2j )} are two parallel
I-hyperplane, and h1, h2 be two affine I subspace within O(1) of {x1j} and {x2j} respectively.
Then we know for every x1j , there is a x2j such that there is a line in L containing πA(x1j ) and
πA(x2j ), so by assumption, x1j , x2j are within O(1) of a (straight) geodesic lˆj . Furthermore we can
assume WLOG that the direction of lˆj are the same for all j. Therefore if h1 and h2 lie on two
different flats, then for some root Ξ, πΞ(h1) and πΞ(h2) are two vertical geodesic that fork apart.
Therefore for x1j , x2j such that πΞ(x1j ), πΞ(x2j ) lying very far from the fork point where πΞ(h1)
and πΞ(h2) diverge from each other, this is a contradiction to the existence of lˆj within O(1) of x1j
and x2j , for the latter would imply that πΞ(x1j ) and πΞ(x2j ) are within O(1) of a vertical geodesic
in VΞ.
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Proof. to Proposition 5.2.1
Fix a flat F ≃ A. The composition πA ◦ φ|F is homotopic to the identity map when we consider F
as A, so πA ◦ φ|F preserves homologies. By equation (16), it takes balls to neighborhood of balls,
so it preserves homologies relative to the complement of a ball, therefore πA ◦ φ|F is onto.
Let L be a good grid in A′ under a group isomorphism ψ. We can further make sure that for
each basis ei ∈ Zn, |ψ(ei) − ψ(~0)| = 4M0, where M0 is as in Corollary 5.2.1. The same corollary
also implies that for every point b ∈ L, the subset sb = {x ∈ φ(F) : πA(x) = b} of G′ is contained
in a ball of radius at most M0. Therefore for distinct points b,d ∈ L, sb ∩ sd = ∅.
Let {xj} ⊂ φ(F) be a subset such that xj ∈ sb for some b ∈ L. We choose xj ’s so that if j 6= i,
xj ∈ sb, xi ∈ sc for b 6= c. Now let {xij} be a subsequence whose πA images is a line in L, and
{yij} ⊂ F be their φ-preimages in F . Then by equation (16), d(yij , yij+1) ≤ Cˆ(L), for all j, for
some constant Cˆ depending on L. This means that that d(xij , xij+1 ) ≤ 2κCˆ for all j. Apply (i) of
Lemma ?? to {xij} shows that the sequence is within O(Cˆ) of a (bi-infinite) geodesic. The claim
now follows by applying Lemma 5.2.2 to {xj}.
5.3 Consequences of flats go to flats
The primarily reason for introducing root boundaries ∂[α] for each root class [α] and the (psudo)
distance function is that a quasi-isometry of G induces quasi-similarities among (∂[α], D[α])’s.
Recall that a map F : X → Y between metric spaces is called a (N,K)-quasi-similarities if
N/Kd(x, y) ≤ d(F (x), F (y)) ≤ NKd(x, y)
When K = 1, the map is called a similarity. We write the group of quasi-similarities of a space by
QSim(X).
Proposition 5.3.1. If ψ : G = H⋊ϕA→ G′ = H′ ⋊ϕ′ A′ is a quasi-isometry such that the image
of left translate of A is within O(1) neighborhood of a left translates of A′. Then
(i) ψ sends foliations by root kernels of G to the foliations by root kernels of G′.
(ii) The number of root classes of G and G′ are the same.
(iii) ψ sends foliations by root class horocycles of G to foliations by root class horocycles of G′.
(iv) ψ is within O(1) of a product map f × g, where f : A → A′ is affine whose linear part is
some scalar multiple of a finite order element of O(n); while g = (g1, g2, · · · gs0), each gi is
a bilipschitz map from V[α] to Vf∗[α], where f∗ is the bijection from root classes of G to root
classes of G′ as induced by the linear part of f .
(v) For each root class [Ξ], if we list the roots ξ1 < ξ2 < ξ3 · · · ξl, then f induces a map on the
roots such that f∗ξ1 < f∗ξ2 · · · f∗ξl, where {f∗ξ} = f∗[Ξ]. Furthermore, with respect to this
order of roots, g|V[Ξ] : V[Ξ] → Vf∗[Ξ] has the form
(x1, x2, · · ·xl) 7→ (g1(x1, x2, · · ·xl), · · · gl−1(xl−1, xl), gl(xl))
such that for each i, any xj ∈ Vξj for j > i, the map • 7→ gi(•, xi+1, · · ·xl) is a (ef∗ξi(t0), 2κec)
quasi-similarity, where t0 is the constant part of f , and c is a constant depending on ψ.
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(vi) ψ induces an quasi-similarity between root boundaries of G to root boundaries of G′.
Proof. Since two flats are within a finite Hausdorff distance of each other if and only if they are the
same flat, our assumption means that a flat Fˆ within O(1) Hausdorff neighborhood of ψ(F) for F
a flat, is unique.
If two flats F1,F2 have no-empty intersection (i.e. come together) then Fˆ1 ∩ Fˆ2 6= ∅, and
dH(φ(∂(F1 ∩ F2)), ∂(Fˆ1 ∩ Fˆ2)) ≤M0.
The boundary of the set where two flats come together viewed as a subset of A is a finite union of
hyperplanes parallel root kernels. If for two flats F , F ′, ∂(F ∩F ′) is a union of hyperplanes parallel
to at least two roots kernels, then there are flats F1,F2, · · · Fk such that F
⋂F ′ = ⋂kι=1 F ⋂Fι.
Therefore if ∂(F1 ∩ F2) is a hyperplane parallel to just one root kernel, then so is ∂(Fˆ1
⋂ Fˆ2).
Fix a flat F . Since every hyperplane in F parallel to a root kernel is the boundary of F ∩ F ′
for some other flat F ′, it follows that if h1, h2 ⊂ F are two hyperplanes parallel to a common
root kernel, then there exists hyperplanes hˆ1, hˆ2 ⊂ Fˆ parallel to a common root kernel such that
dH(φ(hi), hˆi) ≤ A for i = 1, 2. In other words, φ|F : F → Fˆ sends hyperplanes parallel to the kernel
of a root, to hyperplanes parallel to the kernel of some other root. As ψ is coarsely onto, it follows
that the number of root kernels of G and G′ are the same.
For the remaining claims, we consider two cases separately.
Case I - G has rank(G) many root kernel
Since G is unimodular, the sum of all its roots is zero. But with only rank(G) many root
kernels, this means that there is a basis {αi} of A∗ such that every root of G is of the form cαi
where c ∈ R−{0}. By abuse of notation, we will write V +αi to be the direct sum of root spaces where
the root is positive multiples of αi, even though αi itself might not be a root, and similarly, V
−
αi
denote for direct sum of root spaces where the root is negative multiples of αi. Let {βi} ⊂ A′∗ be the
analogous linear functionals for G′. In this way,H =
⊕
i V
+
αi⊕V −αi , and similarlyH′ =
⊕
i V
+
βi
⊕V −βi .
First we show that left translates ofH are taken to O(1) Hausdorff neighborhood of left translates
of H′. Take p, q ∈ V ⋆α1 , ⋆ ∈ {+,−}. We construct a quadrilateral Q (see Definition ?? in [P])
with p, q as two of its vertices using left translates of
⋂
j 6=1 ker(αj). Since flats are taken to O(1)
neighborhoods of flats, ψ(Q) is within O(1) neighborhood of a quadrilateral Qˆ whose edges are left
translates of
⋂
j 6=l ker(βj) for some l, and therefore ψ(p), ψ(q) are within O(1) neighborhood of a
left translate of V ⋆βl , ⋆ ∈ {+,−}.
More generally, for any two points x, y ∈ H, we can find a sequence of points pi ∈ H, such that
p0 = x, ps = y, and for all i, pi, pi+1 differ only in a V
⋆
αi , ⋆ ∈ {+,=} coordinate. The previous
argument then implies ψ(x) and ψ(y) are within O(1) of a left translate of H′, because the same is
true of ψ(pi) and ψ(pi+1) for all i.
Next we show that the restriction of ψ to different flats agree. If p, q ∈ H are points such that
for each αi, these two points differ in only one of V
+
αi , V
−
αi coordinate (but not both), then the
intersection of flats based on them, pF , qF , intersect at an unbounded set whose boundary is a
union of hyperplane parallel to kernels of αi’s that appear in the coordinate difference between p
and q. Furthermore, we can find a third point x ∈ H that differ in one of V +αi , V −αi coordinate with
each of p and q so that pF ∩ qF ⊂ pF ∩ xF , and pF ∩ qF ⊂ qF ∩ xF . In this way, we see that φ|pF
is the same as φ|qF .
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More generally, for any two points x, y ∈ H, we can find a finite number of points pi ∈ H such
that p0 = x, pl = y, such that for all i, pi differ from pi+1 in one of V
+
αj , V
−
αj coordinate (but
not both). The previous argument then implies φ|xF is the same as φ|xF (as φ|piF is the same as
φ|pi+1F ).
Denote the common value of the restriction of ψ to any flat as f . Then we know that f induces
a bijection between {αi} and {βi} which are numbered such that for all i, ψ sends left translates
of kernel of αi to left translates of kernel of βi. As left translate of ker(αi) (resp. ker(βi)) can be
identified with a rank 1 space Gαi = H ⋊ R(~vαi ) (resp. G
′
βi
= H′ ⋊ R(~vβi)), ψ induces a quasi-
isometry from Gαi to G
′
βi
that sends left translates of H to O(1) neighborhood of left translates of
G′βi . By Proposition 5.8 of [FM], we conclude that the f -induced map fromA/ker(αi) toA
′/ker(βi)
is bounded distance from an affine map.
Repeat the above argument to all other αi’s shows that f is O(1) away from being affine that
respects root kernels of G and G′.
Case II - G has at least rank(G)+1 many root kernels. In this case, the restriction to a
flat, φ|F preserves at least n+1 many parallel families of hyperplanes, thus forcing φ|F to be affine
(when F and Fˆ are viewed as A and A′ respectively.) that respects root kernels.
So by identifying F and Fˆ with Rn, φ|F can be written as t 7→MF(t)+ tF0 , where MF ∈ GL(n)
is a linear map preserving root kernels. This implies (i), that images of (straight) geodesics are
within O(1) Hausdorff neighborhood of straight geodesics. At this stage, both the affine map MF
and the translation tF0 depend on the flat F .
Fix a root equivalence class [Ξ]. Let ~v ∈ Rn be a direction such that α(~v) 6= 0 for all roots α.
Then for any two points x, y in the same left coset of V[Ξ], there is a quadrilateral Q with x, y as two
of its vertices, and whose edges are all in direction ~v. WLOG we can assume Ξ(~v) < 0, so x, y are
in the same left coset of W−~v . Since ψ takes geodesics to O(1) neighborhood of geodesics, it follows
that ψ(Q) is within O(1) of another (0) quadrilateral. Write Fx = xA, Fy = yA for the flats based
at x and y respectively. Then ψ(Q) close to a quadrilateral means that MFx(~v) =MFy(~v), and the
dot product between ~v and tFx0 , as well as t
Fy
0 are the same. More over, writing ~u = MFx(~v), by
Lemma ?? in [P], ψ(x), ψ(y) are within O(1) of a left coset of W−~u .
We can find at least n ~vi’s, such that ∩iWΞ(~vi)/|Ξ(~vi)|~vi = V[Ξ] and none of them lies in a root
kernel. Repeat the same argument as before yields that MFx =MFy =M , t
Fx
0 = ⊔Fy0 . That is, the
restriction of ψ to the flats based at x, y are within O(1) of each other. WLOG, we can assume that
we have so many ~vi’s, such that ∩iWΞ(~vi)/|Ξ(~vi)|M(~vi) = V[β] for some root equivalence class [β], which
shows that ψ(x), ψ(y) are within O(1) of a left translate of V[β] for some root class [β].
Since any two points on the same left translate of Rm (or H) can be ’connected’ by finitely many
points, for which successive pairs of points lie on a left translate of V[α] for some root class [α], it
follows that ψ sends a left translate of H to within O(1) neighborhood of another left translate of
H. Since the ψ restricted to flats based at two points that lie on a common horocycle agree, we also
have now that the restriction of ψ to any two flats agree. That is, the restriction of ψ to any flat
does not depend on the base point of the flat.
So now we know that regardless of the number of root kernels, ψ splits into f × g, where
f : A → A′ affine and respects root kernels, while g : H → H′ takes root class horocycles to root
class horocycles. Furthermore, the permutation on root classes induced by f and g agree.
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We now proceed to show that the f actually induces a bijection between roots of G and G′ (not
just root classes).
Since we know now the ψ restricted to any flat is the map t 7→ M(t) + t0. This means that
(straight) geodesics are taken to straight geodesics, and we can compare the rate of divergence
between two geodesics in the same direction but at based at different points of H.
Specifically, take Ξ a root, and let p, q be two points on a common Ξ horocycle. Pick some ~v ∈ A,
and let lx = x(t~v), ly = y(t~v) be two geodesic rays in direction ~v leaving x, y respectively. Then
ψ(lx), ψ(ly) are within O(1) of lx′ = x
′(tM(~v)) and ly′ = y′(tM(~v)) respectively, where x′, y′ are
within O(1) of a left translate of V[β].
The rate of divergence between lx and ly is e
tΞ(~v); the divergence rate between lx′ and ly′ is
etξ(M(~v)) for some ξ ∈ [β]. Since the two rates are QI to each other, there must be some β˜ ∈ [β]
such that Ξ(~v) = β˜(M(~v)). But ~v is arbitrary, so Ξ = β˜ ◦M , x′, y′ are in the same left translate of
⊕ξ∈[β]:ξ<β˜Vξ.
This means that f induces a bijection σf between roots of G and G
′. So that for each root α,
ψ sends left translates of ⊕ξ∈[α]:ξ≤αVξ, to O(1) Hausdorff neighborhoods of left translates of direct
sum of root spaces where the roots are in the same root class as σf (α) but less than σf (α).
For x, y ∈ VΞ, write gΞ(x), gΞ(y) ∈ Vσ(Ξ) for the Vσ(Ξ) , and for each ξ < σ(Ξ), write g˜ξ(x), g˜ξ(y) ∈
Vξ for the Vξ component of g(x) and g(y), so that g(x) = gΞ(x)+
∑
ξ g˜ξ(x), g(y) = gΞ(y)+
∑
ξ g˜ξ(y).
Pick a t ∈ A, then the distance between (t, x) and (t, y) with respect to path metric in tH is
e−Ξ(t)|x − y|. The ψ images of (t, x), (t, y) is c away from (Mt+ t0, g(x)) and (Mt+ t0, g(y)), so
we have the following inequality:
1
2κ
e−ce−Ξ(t)|x− y| ≤
(
e−σ(Ξ)(Mt+t0)PΞ(σ(Ξ)(Mt + t0))|gΞ(x)− gΞ(y)|
)
+

 ∑
ξ<σ(Ξ)
e−ξ(Mt+t0)Pξ(ξ(Mt+ t0))|g˜ξ(x)− g˜ξ(y)|


≤ 2κece−Ξ(t)|x− y|
Since σ(Ξ) ◦M = Ξ, dividing by ΞPΞ on both sides and let Ξ(t) →∞, and noting that for any
polynomial Q, limt→∞Q(t+ t0)/Q(t) is bounded above by a number independent of t0, so we end
up with
1
2κ
e−ceσ(Ξ)(t0) |x− y| ≤ |gΞ(x) − gΞ(y)| ≤ 2κeceσ(Ξ)(t0) |x− y|
so the restriction of g|VΞ : VΞ → Vσ(Ξ) is bilip with bilip constants 2κeceσ(Ξ)(t0), 1/2κe−ceσ(Ξ)(t0).
To summarize, ψ is O(1) from a map of the form (x, t) 7→ (g(x),mAf (t) + t0), where m > 0,
Af : A → A′ is a finite order element in O(n) that preserves foliations by root kernels, while
g : H→ H′ sends root horocycles to root horocycles and furthermore respects the graded foliations
in each root horocycle.
Let σ be the permutation on root classes induced byM . Then as ψ sends negative [α] half planes
to bounded neighborhood of negative σ([α]) half planes, ψ induces a map from ∂−[α] to ∂
−
σ([α]) for
every root class [α] of G.
39
Furthermore, the map qˆ : R ∼ A/ker(α0) → A/ker(σ(α)0) ∼ R is bounded distance from an
affine with linear term as m and constant term as σ(α)0(t0), we now show the induced map on lower
root boundaries is a quasi-similarity.
Take p, q ∈ ∂[α] ∼ V[α]. Then, definition of D[α](p, q) says that
D[α](p, q) = e
mtp,q
under φ, we have
Dσ([α])(g(p), g(q)) = e
qˆ(tp,q)
therefore
mtp,q + σ(α)0(t0)− c ≤ qˆ(tp,q) ≤ mtp,q + σ(α)0(t0) + c
emtp,q
eσ(α)0(t0)
ec
≤ eqˆ(tp,q) ≤ emtp,q eσ(α)0(t0)ec
1
ec
(
eσ(α)0(t0)D[α](p, q)
)
≤ Dσ([α])(g(p), g(q)) ≤ ec
(
eσ(α)0(t0)D[α](p, q)
)
Theorem 5.2. Let G, G′ be a non-degenerate, unimodular, split abelian-by-abelian solvable Lie
group, and φ : G → G′ a (κ,C) quasi-isometry. Then φ is bounded distance from a composition of
a left translation followed by a map of the form (x, t) → (g(x), f(t), where f is affine whose linear
part is a positive of a finite order element Af ∈ O(n) (n is the rank of G) that preserves foliations
by root kernels, while g = (g1, g2, · · · , g♯), gi is a bilip map from V[αi] to V[αi] with bilip constants
depending only on κ,C.
Proof. Apply Proposition 5.3.1 in light of Proposition 5.2.1.
Corollary 5.3.1. Let G = H⋊ϕA be a a non-degenerate, unimodular, split abelian-by-abelian group
such that ϕ(A) is diagonalizable, while G′ = H′⋊ϕ′ A
′ is another non-degenerate, unimodular, split
abelian-by-abelian group such that ϕ′(A′) is not diagonalizable. Then G and G′ are not quasi-
isometric.
Proof. If there were, then Theorem 5.2 implies that geodesics are taken to geodesics and the induced
height function on the geodesics are affine, which means that we can compare rates of divergence
between two geodesics in the same direction. In G′, we would detect exponential polynomial growth
while in G, only exponential growth can be detected, and those two growth types are not q.i. to
each other.
When the homomorphism appeared in the semidirect expression of a non-degenerate, unimodular,
abelian-by-abelian solvable Lie group is diagonalizable, uniform subgroups of quasi-similarities of its
root boundaries are analyzed in [D], and in this case we are able to say something about an arbitrary
finitely generated group in its quasi-isometric class.
Corollary 5.3.2. Let G = H⋊ψA be a non-degenerate, unimodular, split abelian-by-abelian solvable
Lie group where ψ is diagonalizable. If Γ is a finitely generated group quasi-isometric to G, then Γ
is virtually polycyclic.
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Proof. Let ϕ : Γ → G be a (κ,C) quasi-isometry. For each γ ∈ Γ, write Lγ for the left translation
of γ, and L˜γ = ϕ ◦Lγ ◦ϕ−1. Then Γ˜ = {L˜γ}γ∈Γ constitute an uniform subgroup of QI(G), all with
the same q.i. constants (they are all (κ,C) quasi-isometries).
By Theorem 5.2, each L˜γ induces a permutation on root classes. Therefore the map from Γ˜ into
the permutations on root classes of G is a well-defined homomorphism, whose kernel, Γ˜0 is finite
index in Γ˜.
Since Γ˜ is a uniform subgroup of QI(G), by Proposition 5.3.1 Γ˜0 is a uniform subgroup of∏
[α]QSim(∂
−
[α]). Applying Theorem 2 in [D] to the image of Γ˜0 in each QSim(∂
−
[α]) factor, we
can conjugate Γ˜0 into
∏
[α]ASim(∂
−
[α]), the group of almost similarities. Denote the image of Γ˜0 in∏
[α]ASim(∂
−
[α]) by Γˆ0. Note that Γˆ0 and Γ˜0 are isomorphic.
For each L˜γ ∈ Γ˜0, write g[Ξ],γ for the almost similarity on (∂−[Ξ], D[Ξ]) and t[Ξ],γ the corresponding
similarity constant, as induced by the image of L˜γ in Γˆ0.
Claim: For each L˜γ ∈ Γ˜0, there is a sγ ∈ A such that t[Ξ],γ = eΞ0(sγ) for each root class [Ξ].
We know that for each L˜γ , there is a t0,γ ∈ A such that L˜γ induces (eΞ0(t0,γ ), ec) quasi-similarity
g˜[Ξ],γ on (∂[Ξ], D[Ξ]). Theorem 2 of [D] says that we can find F[Ξ] ∈ Bilip(∂[Ξ], D[Ξ]) with bilip
constant K ′ such that for every root class [Ξ] and every L˜γ ∈ Γ˜0,
F[Ξ]g˜[Ξ],γF
−1
[Ξ] = g[Ξ],γ
Therefore t[Ξ],γ , the similarity constant of g[Ξ],γ satisfies
t[Ξ],γ ∈ [eΞ0(t0,γ) 1
ecK ′2
, eΞ0(t0,γ )ecK ′2], for all root classes [Ξ] (17)
Since the sum of roots is zero and
0 =
∑
α roots
α =
∑
[Ξ]
Ξ0
l[Ξ]
Ξ0
it follows that
∏
[Ξ]
(
eΞ0(t0,γ )
) l[Ξ]
Ξ0
= 1
therefore ∏
[Ξ]
(
t[Ξ],γ
) l[Ξ]
Ξ0 = 1 (18)
(because the left hand side lies in an interval those end points are constants independent of γ, so if
the left hand side was not 1, then the product for sufficiently high powers of γ escape the interval)
On the other hand, for a generic linear functional ℓ, we know that
0 =
∑
[Ξ]
l[Ξ](~vℓ) =
∑
[Ξ]
Ξ0(~vℓ)
l[Ξ]
Ξ0
=
∑
[Ξ]
Ξ0(t0,γ)
Ξ0(~vℓ)
Ξ0(t0,γ)
l[Ξ]
Ξ0
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By equation (17) this means that
∏
[Ξ]
(
t[Ξ],γ
) Ξ0(~vℓ)
Ξ0(t0,γ )
l[Ξ]
Ξ0 = 1 (19)
By letting ℓ ranging over a subset of positive measure, equation (19) and (18) means that the t[Ξ],γ
must be of the form eΞ0(sγ) for some sγ ∈ A2.
This means that for each L˜γ ∈ Γ˜0, {g[Ξ],γ}[Ξ] determines an element ψγ ∈ QI(G) of the form
ψγ((x[Ξ])[Ξ], t) =
(
(g[Ξ],γ(x[Ξ]))[Ξ], t+ sγ
)
and we can define a homomorphism h : Γˆ0 → A as γ 7→ sγ .
The kernel of h consist of elements with no translations, so they leave the subgroup H invariant.
Since Γ is quasi-isometric to G, the quasi-action of Γ˜0 on G is proper, which means Γˆ0 and ker(h)
quasi acts properly on
∏
[Ξ](∂
−
[Ξ], D[Ξ]). Now by Theorem 18 of [D], Γ is virtually polycyclic.
In a group G, an element x ∈ G is called exponentially distorted if there are numbers c, ǫ such
that for all n ∈ Z,
1
c
log(|n|+ 1)− ǫ ≤ ‖xn‖G ≤ c log(|n|+ 1) + ǫ
where ‖xn‖G is the distance between the identity and xn in G. In the case of a connected, simply
connected solvable Lie group G, Osin showed in [O] that the set of exponentially distorted elements
forms a normal subgroup Rexp(G).
Lemma 5.3.1. Let G be a connected, simply connected solvable Lie group such that
1→ Rexp(G)→ G→ Rs → 1,
where Rexp(G) is abelian. Then the above sequence splits and G is a semidirect product of Rexp(G)
and Rs.
Proof. Let h be a Cartan subalgebra of g, the Lie algebra of G. Then v, the Lie algebra of Rexp(G),
is generated by root spaces in the decomposition of g with respect to h. Since this is abelian, it
means that g is a semidirect product of h and v. Since g/v is abelian, h is abelian.
Corollary 5.3.3. Let G = H⋊ψA be a non-degenerate, unimodular, split abelian-by-abelian solvable
Lie group where ψ is diagonalizable. If Γ is a finitely generated group quasi-isometric to G, then Γ
is virtually a lattice in a unimodular semidirect product of H and A.
Proof. By Corollary 5.3.2, Γ contains a finite index subgroup that is polycyclic. By a theorem of
Mostow (Theorem 4.28 in [R]) which says that a polycyclic group contains a finite index subgroup
that embeds as a lattice in a connected, simply connected Lie group, we have L, a connected, simply
connected solvable Lie group to which Γ is virtually a lattice of. The crux of the proof consists of
showing that L satisfies the short exact sequence in Lemma 5.3.1, and the argument is practically
2When rank of G is 2 or higher, t[Ξ],γ equals to e
Ξ0(t0,γ ); but in rank 1 all that we can say is that it is of the form
eΞ0(sγ ) where sγ might not be the same as t0,γ
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that of Section 4.3 in [D] with minor modifications. We reproduce the skeleton of the proof below,
and refer the readers to the relevant sections in [D] for details.
We are now going to construct a continuous homomorphism h˜ : L → A = Rn that is onto, whose
finitely generated kernel not only is quasi-isometric to H but also coincides with the exponential
radical of L. As any finitely generated in the same quasi-isometric class as Rn must be virtually
Rn, by Lemma 5.3.1, L is virtually a semidirect product of A and H. If this semidirect product
were not unimodular, then L would be non-amenable, which is a contradiction because amenability
is preserved under quasi-isometry.
The h˜ is going to be the composition of the following three homomorphisms:
A. L →∏[α]QSim(∂−[α])
B. Conjugation of a uniform subgroup of
∏
[α]QSim(∂
−
[α]) into AIsom(G), where AIsom(G) is
the set of all maps of the form ψγ((x[Ξ])[Ξ], t) =
(
(g[Ξ],γ(x[Ξ]))[Ξ], t+ sγ
)
.
C. h :
∏
[α]AIsom(∂
−
[α])→ A = Rn
Homomorphism A. We can assume without loss of generality, that Γ itself is a lattice in L. We
start with the following construction which can be found in Section 3.2 of [F]. Choose some open
subset E ⊂ L with compact closure, such that L is the union of left translates of E by Γ. Also
fix a function p : L → Γ such that x ∈ p(x)E for every x ∈ L. Then by defining qh : Γ → Γ as
qh(γ) = p(hγ) for every h ∈ L, we obtain a homomorphism from L into QI(Γ). Since Γ is quasi-
isometric to G, conjugating by the quasi-isometry between Γ and G, we obtain a homomorphism
from L into QI(G), where the images have uniform quasi-isometric constants. By (v) of Proposition
5.3.1, we can realize QI(G) as a subgroup of
∏
[α]QSim(∂
−
[α]). By passing to a finite index subgroup
of L if necessary, we now have the homomorphism A from L to ∏[α]QSim(∂−[α]), whose image is a
uniform subgroup of quasi-similarities. Continuity of homomorphism A follows from Proposition 26
of [D] where continuity in each factor was obtained.
Homomorphism B. Theorem 2 of [D] says that we can conjugate the image of homomorphism A.
into
∏
[α]ASim(∂
−
[α]). That elements of
∏
[α]ASim(∂
−
[α]) can be realized as elements of AIsom(G)
follows from the Claim in the proof of Corollary 5.3.2. Homomorphism B. is continuous because
conjugation is continuous.
Homomorphism C. The definition of AIsom(G) means that we have a well-defined homomor-
phism intoA = Rn, which is our homomorphism C. Now if qi is a sequence in AIsom(G) approaching
to identity, then the map each one of them induces on the A factor also has to approach that of
what the identity does. Since the identity map produces no change in the A factor, it follows that
the image of qi’s under homomorphism C. approaches ~0 ∈ A.
Since Γ is quasi-isometric to G, the quasi-action3 of Γ, and therefore L, on G is cobounded, it
follows that h˜ must be onto because it is continuous.
We now claim that Rexp(L) = ker(h˜). To this end, we need the following from [O].
3Conjugating each left translation of Γ by the quasi-isometry between Γ and G gives a quasi-action on G
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Lemma 5.3.2. (Lemma 2.1 in [O])
Suppose G, H are locally compact groups generated by some symmetric compact neighborhoods of
the identities, ‖‖˙G, ‖‖˙Hare canonical norms on G and H, and disG, distH are the induced metrics.
Assume φ : G→ H is a continuous surjective homomorphism, then there is a constant K such that
distH(φ(g1), φ(g2)) ≤ KdistG(g1, g2)
Applying the lemma above to h˜ gives us that
‖h˜(γ)‖ ≤ K|γ|L, ∀γ ∈ L
Now let γ ∈ Rexp(L) such that |h˜| = c. Then for any n
cn = |h˜(γn)| ≤ K |γn|L = K log(n+ 1)
So we must have h˜ = ~0, hence Rexp(L) ⊂ ker(h˜).
Conulier showed in [C] that for a connected, simply connected solvable Lie group X , the asymp-
totic dimension, defined as the dimension of X/Rexp(X) is a quasi-isometric invariant. This means
that
dim L/Rexp(L) = dim G/Rexp(G) = dim A = n
However as h˜ is onto, the dimension of L/ker(h˜) also equals n. So ker(h˜) cannot be strictly bigger
than Rexp(L).
By construction, L quasi-acts properly on G as a uniform group of quasi-isometries, which
means ker(h˜) quasi-acts properly on H as a uniform group of quasi-similarities, so ker(h˜) is finitely
generated by Proposition 20 in [D]. Fix a p ∈ G. Then γ 7→ B ◦ A(γ)(p) is a quasi-isometry from
L to G. Here B,A refers to the homomorphisms mentioned above. The restriction of this map
to ker(h˜) = Rexp(L) produces a quasi-isometric embedding of Rexp(L) into H. However since the
cohomological dimension is a quasi-isometry invariant [G], the dimension of Rexp(L) must equal that
of H. Now by theorem 7.6 of [FM], this embedding must be coarsely onto, which means Rexp(L) is
quasi-isometric to H, so Rexp(L) must be virtually H since the latter is abelian.
Example of a unimodular solvable Lie group not Q.I. to any finitely generated groups
We need the following result which is stated in [EFW1], and whose proof is finished in [D].
Theorem 5.3. Theorem 1 in [D] If the rank of G is 1, then a finitely generated group Γ quasi-
isometric to G is virtually a lattice in G.
Let G be a rank 1 group with weights 1, 1,−2. It has no lattice4 so Theorem 5.3 says that it
cannot be quasi-isometric to any finitely generated groups.
4because if an elements of SL3(Z) has two distinct eigenvalues, one of them repeated twice, then they have to be
−1,−1, 1. See [H]. But the diagonal matrix with those eigenvalues as entries is not conjugate to the action of R on
R3 i.e. the diagonal matrix with entries e1, e1, e−2.
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