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a b s t r a c t
In this paper we present an application of optimal control theory of partial differential
equations combined with multi-objective optimization techniques to formulate and solve
an economical–ecological problem related to the management of a wastewater treatment
system. The problem is formulated as a parabolic multi-objective optimal control problem,
and it is studied from a non-cooperative point of view (looking for a Nash equilibrium),
and also from a cooperative point of view (looking for Pareto-optimal solutions ‘‘better’’
than the Nash equilibrium). In both cases we state the existence of solutions, give a useful
characterization of them, and propose a numerical algorithm to solve the problem. Finally,
a numerical experience for a real world situation in the estuary of Vigo (NW Spain) is
presented.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The management of purifying plants is a very important problem for industries and municipal governments. Current
legislation in developed countries requires wastewater to be treated in a purifying plant before being discharged. These
treatments are not only necessary but also very expensive, and its management involves environmental and economical
aspects. The main objective of this paper is to use mathematical modelling and multi-objective optimal control techniques
to formulate and solve this problem in an urban-industrial area. We are going to consider, see Fig. 1(a), a shallow water
domain (for example an estuary or a lake), located in an urban area with a wastewater treatment system consisting of
several purifying plants. Each plant collects the sewage from different districts or villages, treats it with chemical–biological
methods and, finally, discharges it into the domain by means of a submarine outfall. Moreover we suppose that there
also exist several sensitive areas Ai (representing, for instance, fisheries, beaches or marine recreation zones), where it is
necessary to guarantee a good water quality level.
We assume that each of the plants is controlled by a different organization (for example differentmunicipal governments)
andwe suppose that each of themhas to take care of a small number of sensitive areas, in such away that a penalty is imposed
on the plant if the water pollution levels in one of its associated zones is greater than a threshold level. Obviously, in each
plant there is a purification cost associated to the purification process and the wastewater treatment problem consists of
finding the purification strategy in each plant minimizing the cost functional (purification cost and penalties) at every plant.
In Section 2 we deal with the mathematical formulation of this problem and show that it can be formulated as a multi-
objective parabolic optimal control problem. In Section 3, taking into account that each plant is controlled by a different
organization having an ulterior motivation, we study the problem from a non-cooperative point of view: we introduce
the concept of Nash equilibrium, state the existence of Nash equilibria, give their characterization, and propose a numerical
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(a) DomainΩ . (b) Purification cost function at jth plant.
Fig. 1. Schemes of domain and purification cost function.
algorithm to obtain them. Following, in Section 4, because of a Nash equilibrium can be a non-optimal solution, we introduce
the concept of Pareto-optimal solutions and, as in the previous case, existence, characterization and numerical algorithm to
obtain the Pareto-optimal solutions are given. Finally, in Section 5, a numerical experience for a real world situation in the
estuary of Vigo (NW Spain) is presented.
2. Mathematical formulation
The first step to formulate this problem is to choose an indicator of water quality and to provide a mathematical model
giving, from discharges at interior points, the indicator concentration in the bounded domain Ω ⊂ R2. When assuming
domestic discharges, it is usual to take faecal coliform (FC) bacteria as indicator of the water quality. In a shallow water
domain, the FC concentration ρ is given by the solution of the following parabolic initial-boundary value problem:
∂ρ
∂t
+ Eu · ∇ρ − β∆ρ + κρ = 1
h
NE∑
j=1
mj(t)δ(x− Pj) inΩ × (0, T ),
ρ(x, 0) = ρ0(x) inΩ,
∂ρ
∂n
= 0 on ∂Ω × (0, T ),
 (1)
where h(x, t) and Eu(x, t) are, respectively, the height and the depth-averaged horizontal velocity of water, ρ0(x) is the initial
FC concentration, β > 0 is a viscosity coefficient collecting turbulent and dispersion effects, κ > 0 is related to the loss rate
of FC, En is the unit normal outward vector,NE is the number of purifying plants and, for j = 1, . . . ,NE , Pj ∈ Ω is the location of
the jth plant submarine outfall,mj(t) is themass flow rate of FC discharged at Pj, and δ(x−Pj) denotes theDiracmeasure at Pj.
Parameters β and κ , and function ρ0 should be experimentally known. Functions h and Eu can be obtained from experimental
data, but also by solving the 2D shallow water equations inΩ × (0, T ) (see, for instance, [1]). In this work we assume that all
of them are known data: h ∈ C(Ω¯ × [0, T ]) verifies h(x, t) ≥ α > 0, ∀(x, t) ∈ Ω¯ × [0, T ]), Eu ∈ [L∞(0, T ;W 1,∞(Ω))]2, and
ρ0 ∈ C(Ω¯).
The management of a purification plant is equivalent to determine the amount of FC discharged after purification. Thus,
in system (1), the functionmj(t)will be the control associated to the jth plant.
The cost functional for the jth plant collects two different aspects: the purification process cost and the cost because
of insufficient purification (penalties). The purification process cost in a plant is function of FC discharge through the
corresponding outfall: in order to discharge a lower amount of FC it is necessary to carry out a more intensive purification,
that leads to a higher cost. Moreover, if we denotemj themaximummass flow rate of FC arriving to the jth plant, andmj > 0
the minimummass flow rate of FC discharging at Pj (corresponding with the maximum purification level in that plant), the
cost function fj(mj) takes a form similar to the one shown in Fig. 1(b).
On the other hand, the jth plant has to take care of several sensitive areas and, if purification is not sufficient and the
FC concentration in its zones is greater than a fixed threshold, a penalty is imposed. We assume that penalty amount is an
increasing (quadratic) function of FC extra concentration. If we define n0 = 0, and number the protected areas in such a
way that the jth plant takes care of ∪nji=nj−1+1 Ai, then the cost functional for the jth plant is given by
Jj(m) =
∫ T
0
fj(mj(t)) dt +
nj∑
i=nj−1+1
1
2i
∫
Ai×(0,T )
(ρ(x, t)− σi)2+ dxdt, (2)
where σi is the FC threshold in Ai, i is a given penalty parameter and (ρ(x, t)− σi)+ is the positive part of ρ(x, t)− σi, that
is, (ρ(x, t)− σi)+ = max{ρ(x, t)− σi, 0}.
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For j = 1, 2, . . . ,NE , we denote byMj = {m ∈ L∞(0, T ) : mj ≤ m(t) ≤ mj, a.e. in (0, T )} the strategy space for the jth
plant, and defineM = ∏NEj=1Mj. Then, the optimal management of the wastewater treatment system can be formulated as
the followingmulti-objective optimal control problem (P ): Findm(t) = (m1(t),m2(t), . . . ,mNE (t)) ∈ M whichminimizes
the functionals J1, J2, . . . , JNE given by (2), where ρ(x, t) is the solution of the state system (1).
Obviously, because of the internal contradiction of these cost functionals, it is not possible to find a vectorm ∈ M which
minimizes all functionals simultaneously. In below sectionswe define two possible strategies in order to choose the suitable
controls.
3. First (non-cooperative) strategy: Nash equilibria
First we recall that each plant is controlled by a different organization which looks for its own strategy purification (that
is, its own control mj ∈ Mj) in order to minimize its own cost functional Jj. So, we look for a whole strategy (a vector of
controlsm ∈ M) accepted by all of the plant managers in the sense that none can change its strategy without increasing its
cost functional, if the others do not change their strategies. This vector m ∈ M is known as Nash equilibrium. We have the
following definition:
Definition 1. We say that m = (m1, . . . ,mNE ) ∈ M is a Nash equilibrium of problem (P ) if it verifies that, for all
j = 1, . . . ,NE ,
Jj(m1, . . . ,mj−1,mj,mj+1, . . . ,mNE ) = min
m∗j ∈Mj
Jj(m1, . . . ,mj−1,m∗j ,mj+1, . . . ,mNE ). (3)
From the classical Schauder fixed point theorem we can state the existence of Nash equilibria (see [2]):
Theorem 1. If fj is continuous and strictly convex in [mj,mj], for all j = 1, . . . ,NE , then the problem (P ) has, at least, a Nash
equilibrium.
Nash equilibria can also be characterized by using classical optimal control theory of partial differential equations: For
each j = 1, . . . ,NE we introduce the jth adjoint problem:
−∂qj
∂t
− β∆qj − div(qjEu)+ κqj =
nj∑
i=nj−1+1
1
i
χAi(ρ − σi)+ inΩ × (0, T ),
β
∂qj
∂n
+ qj Eu · En = 0 on ∂Ω × (0, T ),
qj(x, T ) = 0 inΩ,

(4)
where χAi denotes the characteristic function of the set Ai, i.e. χAi(x) = 1 only if x ∈ Ai. Then we have the following result
(see [3]):
Theorem 2. If fj ∈ C1([mj,mj]), for all j = 1, . . . ,NE , then the functional Jj given by (2) is Gateaux differentiable at every point
m = (m1, . . . ,mNE ) ∈ M, and
〈DJj(m), δm〉 =
∫ T
0
f ′j (mj)δjmjdt +
NE∑
k=1
∫ T
0
1
h(Pk, t)
qj(Pk, t)δkmkdt (5)
for all δm = (δ1m1, . . . , δNEmNE ) ∈ (L∞(0, T ))NE satisfying m+ δm ∈ M, for some  > 0.
In practice, because of the particular shape of function fj (see Fig. 1(b)), the minimum in (3) is usually attained at an
interior point ofMj. In this case, previous theorem gives us a very useful characterization of Nash equilibria:
Theorem 3. A vector m = (m1, . . . ,mNE ) ∈ int(M) is a Nash equilibrium of the problem (P ) if and only if it verifies the
optimality system given by:
State system (1)
Adjoint systems (4), for j = 1, . . . ,NE .
f ′j (mj)+
1
h(Pj, t)
qj(Pj, t) = 0 in (0, T ), for j = 1, . . . ,NE .
 (6)
In order to solve this optimality system we introduce a time discretization: we take N ∈ N, ∆t = TN , and tn = n∆t , for
n = 0, . . . ,N . We defineM∆t =∏NEj=1[mj,mj]N , and consider the discrete control
m∆t = (m1(t1), . . . ,m1(tN), . . . ,mNE (t1), . . . ,mNE (tN)) ∈ M∆t .
The optimality system is now approximated by:
Find m∆t ∈ M∆t verifying F(m∆t) = 0, (7)
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Fig. 2. Geometrical interpretation of Pareto-optimal solutions and Pareto-optimal frontier.
where the function F : M∆t ⊂ RN×NE −→ RN×NE can be evaluated in the following way:
Algorithm 1. (Computation of F(m∆t))
Initial inputs: Polygonal approximationΩh ofΩ , admissible triangulation τh ofΩh, andm∆t ∈ M∆t .
– Step 1.1: Numerical resolution of the state system.
Takingm∆t ∈ M∆t as data, we solve system (1) by using a characteristic-Galerkin method (see [4]) and obtain, for
n = 0, . . . ,N , functions ρnh (x) verifying ρnh (x) ≈ ρ(x, tn) inΩh.
– Step 1.2: Numerical resolution of the adjoint systems.
Taking approximations ρnh (x) as data, we solve systems (4) by using the previous characteristic-Galerkin method
and obtain, for n = N, . . . , 0 and j = 1, . . . ,NE , functions qnjh(x) verifying qnjh(x) ≈ qj(x, tn) inΩh.
– Step 1.3: Time discretization of the optimality condition.
We compute F(m∆t) =
((
f ′j (mj(tn))+ 1h(Pj,tn)qnjh(Pj)
)N
n=1
)NE
j=1
.
Finally, a discrete approximation of a Nash equilibrium is obtained from solving problem (7) by any standard numerical
method for nonlinear systems.
4. Second (cooperative) strategy: Pareto-optimal solutions
Once we have already obtained a Nash equilibrium, we wonder if it is an optimal solution. That is, the Nash equilibrium
is a vector of controls accepted by all plant managers because if only one of them changes its particular control, then its
particular cost functional necessarily increases. But now the question is: If all plant managers are ready to cooperate, can
we obtain a better vector of controls which brings off a simultaneously decrease of all cost functionals? According to this we
introduce the concept of Pareto-optimal solution:
Definition 2. We say thatm = (m1, . . . ,mNE ) ∈ M is a Pareto-optimal solution of problem (P ) if there does not exist any
m∗ ∈ M such that Jj(m∗) ≤ Jj(m), for all j = 1, 2, . . . ,NE , and for at least one j ∈ {1, 2, . . . ,NE}, Jj(m∗) < Jj(m).
Ifm ∈ M is a Pareto-optimal solution, the objective vector
(J1(m), . . . , JNE (m)) ∈ RNE
is also known as Pareto-optimal. The set of Pareto-optimal solutions is called Pareto-optimal set and the set of Pareto-optimal
objective vectors is called Pareto-optimal frontier.
Fig. 2 shows the geometrical interpretation for twoplants. An admissible set and its image are illustrated. The fat line is the
Pareto-optimal frontier and, for a non-Pareto-optimal solutionm∗ ∈ M , dashed lines bound objective vectors corresponding
to controls m ∈ M better than m∗. Controls m ∈ M with image on the arch bounded by dashed lines are Pareto-optimal
solutions better thanm∗.
In order to characterize the Pareto-optimal set, for each vector λ = (λ1, λ2, . . . , λNE ) ∈ RNE such that λi ≥ 0, for all
i = 1, . . . ,NE , and∑NEi=1 λi = 1, we introduce the following problem, to be known as a weighting problem:minimize J(m) =
NE∑
j=1
λjJj(m)
subject to m ∈ M.
(8)
We can prove the following very useful result:
Theorem 4. Let fj ∈ C1([mj,mj]) be strictly convex in [mj,mj], for all j = 1, . . . ,NE . For each vector λ = (λ1, λ2, . . . , λNE ) ∈
RNE , λ ≥ 0 and∑NEk=1 λk = 1, weighting problem (8) has only one solution. Moreover, m ∈ M is a Pareto-optimal solution of
problem (P ) if and only if there exists λ = (λ1, λ2, . . . , λNE ) ∈ RNE , λ ≥ 0 and
∑NE
k=1 λk = 1 such that m is a solution of (8).
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Proof. The existence and uniqueness of problem (8) are stated in the proof of Theorem 4 of [3]. Now, ifm is the solution of
(8) it is also a Pareto-optimal solution of problem (P ) because if it is not, there exists mˆ 6= m such that Jj(mˆ) ≤ Jj(m) for all
j = 1, . . . ,NE and then J(mˆ) ≤ J(m), which is contradictory to thatm is the unique solution of (8).
Reciprocally, if m is a Pareto-optimal solution of problem (P ), from Theorem 6.1.3 and Remark 6.1.2-(iv) of [5], there
exists λ = (λ1, λ2, . . . , λNE ) ∈ RNE , λ ≥ 0 and
∑NE
k=1 λk = 1 verifying
〈DJ(m),m∗ −m〉 ≥ 0, ∀m∗ ∈ M, (9)
(we use that M is convex and Jj is convex and Gateaux differentiable and then also Propositions 2.4.4 and 2.3.6 of [5]). For
problem (8), condition (9) is equivalent to the fact thatm is its solution (see, for instance, Chapter IV of [6]). 
From this result the Pareto-optimal set of problem (P ) is given by:
S(P ) =
⋃
λ∈RNE
λ≥0,
NE∑
k=1
λk=1
{
m∗ ∈ M : m∗is the unique solution of (8)} .
From a computational point of view, the identification of S(P ) is divided into two stages:
Stage 1:Wemust fix the number imax+1 of points of S(P )we are interested in, andwe have to choose their corresponding
weights {λ0, λ1, . . . , λimax} ⊂ RNE verifying λi ≥ 0,∑NEk=1 λik = 1, for i = 0, . . . , imax. It is well known (see, for instance,
Section 3.1.2 of [7] and the references therein) that, depending on the characteristics of the problem, this stage can be
very laborious. In this paper, and among the wide range of possible techniques proposed in the literature, we have used an
algorithm generating the family of weight vectors by splitting the interval [0, 1] in an homogeneous way, as was described
in [8].
Stage 2: For each i = 0, 1, . . . , imax, we have to solve the problem (8) taking λ = λi. In order to do it, we recall the time
discretization introduced in Section 3, and approach the problem (8) by the discrete problem:{
minimize J∆t(m∆t)
subject to m∆t ∈ M∆t , (10)
where
J∆t(m∆t) =
NE∑
j=1
λj∆t
N∑
n=1
fj(mj(tn))+ nj∑
i=nj−1+1
1
2i
∫
Ai
(
ρnh (x)− σi
)2
+ dx
 ,
and, for n = 1, . . . ,N , ρh(x) is the approximation of ρ(x, tn) obtained as described in Step 1.1 of Algorithm 1. The gradient
of J∆t atm∆t can be also approximated by a discretization of the expression (5) of Theorem 2. To be exact, we can take
∇J∆t(m∆t) ≈
(λjf ′j (mj(tn))+ NE∑
k=1
λk
1
h(Pj, tn)
qnkh(Pj)
)N
n=1
NE
j=1
,
where, for n = N, . . . , 1 and k = 1, . . . ,NE , qnkh(x) is the approximation of qk(x, tn) obtained as described in Step 1.2 of
Algorithm 1.
The discrete problem (10) can now be solved by any method for convex differentiable optimization (it is worthwhile
mentioning here that each function evaluation involves the numerical resolution of state system (1) and each gradient
evaluation involves the numerical resolution of the NE adjoint problems (4)).
5. Numerical experiences
Problem (P ) has been solved in a realistic situation posed in the ría of Vigo (see Fig. 3(a)), one of the most populous and
industrialized cities in theNWof Spain.We have considered two sewage purifying plants, and two protected zones, each one
of them associated to its corresponding plant (that is, n1 = 1 and n2 = 2). We have also assumed that the zone A1 is more
sensitive than the zone A2, so different thresholds have been considered for each one of the protected areas (σ1 = 0.00035
and σ2 = 0.0005). Related to depuration characteristics, we have taken m1 = m2 = 1,m1 = m2 = 150, and the same
purification cost function for both plants:
f1(x) = f2(x) =
 100(150)
3
x3 − 3(150)x2 + 3(150)2x , x ≤ 150,
100, x > 150.
For the numerical simulation, the polygonal domainΩh and the chosen grid τh are shown in Fig. 3(b) (in this figure we
can also see location of discharge points and protected zones). We considered a complete tidal cycle (T = 12.4 h in this
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(a) Satellite photo of the estuary of Vigo (NW Spain). (b) DomainΩh and triangulation τh .
Fig. 3. Domain for numerical experiences.
(a) Velocity field at high tide (t = 6.2 h). (b) Velocity field at low tide (t = 12.4 h).
Fig. 4. Velocity field at two typical times.
Table 1
Numerical results for Pareto-optimal frontier: (a) = 10−6∆t∑Nn=1 f1(m1(tn)), (b) = 10−6∆t∑Nn=1 f2(m2(tn)), (c) = ∆t∑Nn=1 ∫A1 (ρnh − σ1)2+dx, and
(d) = ∆t∑Nn=1 ∫A2 (ρnh − σ2)2+dx.
λi = (λi1, λi2) (a) (b) (c) (d) J1(m∆t ) J2(m∆t )
λ0 = (1, 0) 2.5180 108.72 0.2179 0.0000 2.7359 106 108.72 106
λ1 = (0.9, 0.1) 2.6600 4.4240 0.3763 0.1017 3.0363 106 4.5258 106
λ2 = (0.8, 0.2) 2.7257 3.6288 0.4275 0.1944 3.1532 106 3.8233 106
λ3 = (0.7, 0.3) 2.7849 3.3102 0.4490 0.2667 3.2339 106 3.5770 106
λ4 = (0.6, 0.4) 2.8483 3.1346 0.4507 0.3203 3.2991 106 3.4550 106
λ5 = (0.5, 0.5) 2.9253 3.0203 0.4360 0.3577 3.3614 106 3.3780 106
λ6 = (0.4, 0.6) 3.0297 2.9366 0.4054 0.3805 3.4351 106 3.3172 106
λ7 = (0.3, 0.7) 3.1890 2.8683 0.3563 0.3888 3.5454 106 3.2572 106
λ8 = (0.2, 0.8) 3.4765 2.8056 0.2833 0.3801 3.7599 106 3.1858 106
λ9 = (0.1, 0.9) 4.1925 2.7372 0.1752 0.3462 4.3678 106 3.0834 106
λ10 = (0, 1) 108.72 2.5915 0.0004 0.1268 108.73 106 2.8083 106
latitude), chose N = 120, supposed null initial concentration of FC (ρ0 = 0), and used the height and the velocity field
obtained by solving the shallowwater equations on this domain (a detailed description of the numerical method for solving
these equations can be seen in [9] and the obtained velocity field at two characteristic times – high tide and low tide – is
shown in Fig. 4). Finally, we have taken 1 = 2 = 10−3 as penalty parameters.
In Table 1 we show the values of the objective functions J1 and J2 for the Pareto-optimal solutions corresponding to
imax = 10 and the associated weights, automatically generated with the method proposed in [8]. For the extreme cases
λ0 = (1, 0) (minimizing J1 not regarding J2) and λ10 = (0, 1) (minimizing J2 not taking into account J1) we can see that
the value of (b) (depuration cost in plant 2), corresponding to λ0, is equal to the value of (a) (depuration cost in plant 1),
corresponding to λ10. Moreover, this value equals
∫ T
0 fj(1)dt . These results are due to the fact that, as obvious, if we are not
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(a) Pareto-optimal frontier. (b) Pareto-optimal frontier (zoom).
Fig. 5. Pareto-optimal frontier.
(a) Depuration strategy given by the Nash equilibrium. (b) Depuration strategy given by the Pareto-optimal
solution corresponding to λ = (0.325, 0.675).
Fig. 6. Optimal solutions.
considering the economic cost associated to the plant j, the best option consists of the maximum depuration in that plant,
that is, the corresponding Pareto-optimal solution is given bym∆tj = (mj, . . . ,mj) = (1, . . . , 1).
In Fig. 6(a) we can see the Nash equilibrium m∗ = (m∗1,m∗2) achieved by us for the problem (P ). The Pareto-optimal
frontier for data in Table 1 (not showing the extreme points corresponding to λ0 and λ10) can be seen in Fig. 5(a). In this
figurewe also show theNash equilibriumobjective vector (J1(m∗), J2(m∗)), and the arch of Pareto-optimal frontier providing
uswith purification strategies improving the results for both plants, in relation to the strategy given by theNash equilibrium.
In order to capture this arch in more detail, we have taken more values for λ among λ5 and λ8, and the obtained result are
shown in Fig. 5(b). There we can see highlighted the vector of the frontier representing a similar improvement (in terms of
cost diminution) for both plants. This vector corresponds to a value of λ = (0.325, 0.675), and its associated purification
strategy (Pareto-optimal solution) is shown in Fig. 6(b). The comparison of the depuration and penalty costs corresponding
to the two optimal strategies given in Fig. 6 is made in Table 2. The FC concentrations corresponding to those solutions are
also shown, respectively, in Fig. 7(a) and (b), where a zoom of the neighborhood of the protected zones is drawn at the end
of the simulation time (t = T ).
Finally, in order to compare also from an ecological viewpoint both strategies, we have drawn along the whole time
interval the FC concentrations corresponding to both strategies in one significative point inside zone A1 – Fig. 8(a) – and
another point inside zone A2 – Fig. 8(b) – (exact location of these points a1 ∈ A1 and a2 ∈ A2 can be seen in Fig. 7). If we
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Table 2
Comparison between the two proposed solutions given in Fig. 6: (a) = 10−6∆t∑Nn=1 f1(m1(tn)), (b) = 10−6∆t∑Nn=1 f2(m2(tn)), (c) = ∆t∑Nn=1 ∫A1 (ρnh−
σ1)
2+dx, and (d) = ∆t
∑N
n=1
∫
A2
(ρnh − σ2)2+dx.
(a) (b) (c) (d) J1(m∆t ) J2(m∆t )
Nash equilibrium 2.8749 2.8567 0.7296 0.5129 3.60 106 3.37 106
Pareto-optimal 3.1414 2.8845 0.3705 0.3882 3.51 106 3.27 106
λ = (0.325, 0.675)
(a) FC concentration corresponding to the depuration
strategy given by the Nash equilibrium.
(b) FC concentration corresponding to the depuration
strategy given by the Pareto-optimal solution.
Fig. 7. FC concentration in the neighborhood of protected zones at final time t = T .
(a) FC concentration at significative point a1 ∈ A1 . (b) FC concentration at significative point a2 ∈ A2 .
Fig. 8. FC concentration along the time interval at significative points of protected areas.
compare the data in Table 2 and analyze in detail Fig. 6, we can notice that the changes from the Nash equilibrium to
the Pareto-optimal solution consist of a very slight variation in plant 2 and a higher (and, consequently, more expensive)
depuration in plant 1. Fig. 8 shows that this higher depuration involves an ecological improvement, not only in zone A1, but
also in zone A2.
References
[1] L.J. Alvarez-Vázquez, A. Martínez, R. Muñoz-Sola, C. Rodríguez, M.E. Vázquez-Méndez, Thewater conveyance problem: Optimal purification of polluted
waters, Math. Models Methods Appl. Sci. 15 (2005) 1393–1416.
[2] N. García-Chan, R. Muñoz-Sola, M.E. Vázquez-Méndez, Nash equilibrium for a multiobjective control problem related to wastewater management,
ESAIM-Control Optim. Calc. Var. 15 (2009) 117–138.
L.J. Alvarez-Vázquez et al. / Journal of Computational and Applied Mathematics 234 (2010) 2193–2201 2201
[3] L.J. Alvarez-Vázquez, N. García-Chan, A. Martínez, M.E. Vázquez-Méndez, Multi-objective pareto-optimal control: An application to wastewater
management, Comput. Optim. Appl., doi:10.1007/s10589-008-9190-9 (in press).
[4] L.J. Alvarez-Vázquez, A. Martínez, C. Rodríguez, M.E. Vázquez-Méndez, Numerical convergence for a sewage disposal problem, Appl. Math. Modelling
25 (2001) 1015–1024.
[5] F.H. Clarke, Optimization and Nonsmooth Analysis, John Wiley & Sons, New York, 1983.
[6] J. Cea, Optimisation theorie et algorithmes, Dunod, Paris, 1971.
[7] K.M. Miettinen, Nonlinear multiobjective optimization, Kluwer Academic Publishers, Boston, 1999.
[8] R. Caballero, L. Rey, F. Ruiz, M. González, An algorithmic package for the resolution and analysis of convex multiple objective problems, in: F. Gunter,
T. Gal (Eds.), Multiple Criteria Decision Making, in: Lecture Notes in Econ. and Math. Systems, vol. 448, Springer, Berlin, 1997, pp. 275–284.
[9] A. Bermúdez, C. Rodríguez, M.A. Vilar, Solving shallowwater equations by amixed implicit finite elementmethod, IMA J. Numer. Anal. 11 (1991) 79–97.
