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ABSTRACT
Improving Accuracy of the EdgeBox Approach
by
Kamna Yadav, Master of Science
Utah State University, 2018
Major Professor: Xiaojun Qi, Ph.D.
Department: Computer Science
The thesis investigates several options to improve accuracy of the EdgeBox [58] ap-
proach. EdgeBox is an object proposal detection [19,20] technique that utilizes the quality
and quantity of the edges present in an image to identify candidate proposal windows.
EdgeBox exclusively focuses on the edges while ignoring several other cues like color infor-
mation and corners. Since color portrays important information about the background as
well as foreground of the image and corners represent a vital and reliable way to identify
important points in the image, we propose a class, scale, lighting and skew independent
approach that uses corner information to identify important keypoint locations in the im-
age. This information combined with color-based segmentation is further used to generate
a set of bounding boxes that are class invariant. We also describe two variations of the
approach that have proven promising. Our extensive experimental results demonstrate the
improvement of the proposed approach over the traditional EdgeBox approach.
(58 pages)
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PUBLIC ABSTRACT
Improving Accuracy of the EdgeBox Approach
Kamna Yadav
Object region detection plays a vital role in many domains ranging from self-driving
cars to lane detection, which heavily involves the task of object detection. Improving the
performance of object region detection approaches is of great importance and therefore is
an active ongoing research in Computer Vision. Traditional sliding window paradigm has
been widely used to identify hundreds of thousands of windows (covering different scales,
angles, and aspect ratios for objects) before the classification step. However, it is not only
computationally expensive but also produces relatively low accuracy in terms of the classifier
output by providing many negative samples. Object detection proposals, as discussed in
detail in [19, 20], tackle these issues by filtering the windows using different features in
the image before passing them to the classifier. This filtering process helps to control the
quality as well as the quantity of the windows. EdgeBox is one of the most effective proposal
detection approaches that focuses on the presence of dense edges in an image to identify
quality proposal windows.
This thesis proposes an innovative approach that improves the accuracy of the EdgeBox
approach. The improved approach uses both the color properties and the corner information
from an image along with the edge information to evaluate the candidate windows. We also
describe two variations of the proposed approach. Our extensive experimental results on
the Visual Object Classification (VOC) [29,30] dataset clearly demonstrate the effectiveness
of the proposed approach together with its two variances to improve the accuracy of the
EdgeBox approach.
vACKNOWLEDGMENTS
I would like to take this opportunity to acknowledge the countless efforts of my advisor,
Dr. Xiaojun Qi, who has always encouraged me to come up with different approaches for
solving the research problem. She has always been there to help me prioritize the solutions
and guide me through the process.
I would also like to acknowledge my gratitude towards the members on my gradu-
ate committee, Dr. Vladimir Kulyukin and Dr. Amanda Hughes. They have constantly
provided help by reviewing the system, reading my reports, and providing their valuable
inputs. I would like to thank my parents for always motivating me to move forward in
life and pursue my Master’s degree. I would also like to thank my loving husband, Paul
Coleman, for always believing in me and my efforts. Last but not the least, I would like to
thank my husband’s family, who treated me like their own daughter and never doubted my
ambitions. The constant emotional support of all these people helped me get through the
difficult and stressful times with a smile on my face.
Kamna Yadav
vi
CONTENTS
Page
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
PUBLIC ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 RELATED WORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Object Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Object Region Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.1 Sliding Window Approaches . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.2 Object Proposal Methods . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.3 Interest Point Detectors with Hough Voting . . . . . . . . . . . . . . 13
3 PROPOSED APPROACH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1 Proposed Proposal Generation Approach . . . . . . . . . . . . . . . . . . . . 17
3.1.1 Pre-Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.2 Candidate Proposal Generation . . . . . . . . . . . . . . . . . . . . . 20
3.1.3 EdgeBox . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.4 Candidate Proposal Scoring . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.5 Post-Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Variations of the Proposed Approach . . . . . . . . . . . . . . . . . . . . . . 26
3.2.1 Superpixel based Segmentation with Corners . . . . . . . . . . . . . 26
3.2.2 Superpixel based Segmentation with Canny Edges . . . . . . . . . . 28
4 EXPERIMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.1 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3 Consolidated Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.4 Illustrations of the Proposals . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
vii
LIST OF TABLES
Table Page
4.1 Classes in VOC 2007 dataset . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 Details of image sets used . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3 Comparison of detection rates for EdgeBox and proposed approach . . . . . 35
4.4 Comparison of performance of four approaches . . . . . . . . . . . . . . . . 38
4.5 Comparison of four approaches on different image sets when returning 5000
proposals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.6 Processing times for four approaches . . . . . . . . . . . . . . . . . . . . . . 39
viii
LIST OF FIGURES
Figure Page
2.1 Examples of object detection and recognition . . . . . . . . . . . . . . . . . 4
2.2 Sliding window approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Sample predictions by Alexe et al.’s method . . . . . . . . . . . . . . . . . . 10
2.4 Sample predictions by Rahtu et al.’s method . . . . . . . . . . . . . . . . . 11
2.5 EdgeBox approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.6 Corner detection sample image . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.7 Sample outputs of Harris Corner Detector . . . . . . . . . . . . . . . . . . . 15
2.8 Sample outputs of MSER detector . . . . . . . . . . . . . . . . . . . . . . . 16
3.1 Block diagram of proposed system . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Flowchart of pre-processing module . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Flowchart of candidate proposal generation module . . . . . . . . . . . . . . 21
3.4 Flowchart of EdgeBox module . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.5 Flowchart of post-processing module . . . . . . . . . . . . . . . . . . . . . . 25
3.6 Sample superpixel segmentation output . . . . . . . . . . . . . . . . . . . . 27
3.7 Flowchart of the first variation . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.8 Flowchart of the second variation . . . . . . . . . . . . . . . . . . . . . . . . 29
4.1 Illustration of Intersection over Union . . . . . . . . . . . . . . . . . . . . . 32
4.2 Comparison of four approaches on validation image set under different IoUs 34
4.3 Comparison of four approaches when returning 5000 proposals . . . . . . . 35
4.4 Comparison of four approaches on different image sets . . . . . . . . . . . . 37
4.5 Sample images for cases where different approaches fail . . . . . . . . . . . . 40
CHAPTER 1
INTRODUCTION
People share millions of bytes of media on mega platforms such as Facebook, Instagram,
and Snapchat every second of every day. In fact, the total number of active users on all
the platforms combined is roughly equal to 40% of the world population. This number has
been rising and so has the number of images and videos being shared. Computer vision
applies cutting-edge techniques to analyze the images and videos. One crucial technique,
namely object detection [4, 8, 31, 41] technique, is to identify the interested targets such as
cars, buildings, dogs, tables, people, and so on in an image or a video. The success of object
detection lies in the object region detection techniques being used. In this research, we will
focus on object region detection for object detection.
Object detection techniques identify the location of each target object in an image or
a video. They first identify some candidate regions that are more likely to contain the
objects and pass these candidate regions to a classifier. The classifier then decides whether
each candidate region contains an object or not. In this process, candidate object region
detection plays an important role in the success of the detection algorithm. During the
infancy of object region detection, the sliding window approaches were used extensively.
They identify windows by sliding a window over the image and passing the region under
the window to the classifier.
With time, object region detection approaches have advanced and become more ef-
ficient. The sliding window paradigm, being slow and computationally taxing, has been
replaced by more efficient object proposal detection [2, 16, 32, 33, 63] approaches. These
approaches identify the underlying features present in images and detect regions suitable
to be passed to the classifier. For instance, the EdgeBox [58] approach uses the presence
and density of edges of the input image to identify candidate regions. These object pro-
posal detection approaches tend to be much faster because they utilize underlying features
2to eliminate regions that do not satisfy the feature requirements. For the scope of this
research, we will focus on improving the accuracy of the EdgeBox approach.
The EdgeBox approach provides a good recall on the Pascal Visual Object Classifi-
cation (VOC) 2007 [29, 30] dataset. However, we observe that EdgeBox emphasizes the
edge information while ignoring the color information present in the pixels and the corner
information present in the image. As a result, we propose to incorporate corners as well as
color-based object region detection into EdgeBox to improve its accuracy.
In this thesis, we propose a class invariant approach that improves the EdgeBox ap-
proach to generate a better set of proposals, which can be further input to a classifier
for object recognition. The proposed approach utilizes complementary information such
as corners, edges, and regions to identify more candidate proposals. Specifically, we use
the Harris corner detector [3, 48, 51, 52, 60] to locate robust corner points, the Canny edge
detector [1, 46, 49] to find significant edges, and the Maximally Stable External Regions
(MSER) [34, 53] method to identify regions based on the intensities. We seamlessly inte-
grate the complementary information to generate more proposals on top of the proposals
generated by EdgeBox. Our experimental results show that the proposed approach achieves
89% in recall and 46% in area under curve for 0.7 Intersect over Union (IoU), which improves
EdgeBox by 2% in recall while retaining the 46% area under curve value. Our contributions
are as follows: 1) Combining the interest point [7, 14, 24, 52, 53] feature information (e.g.,
corners) with the edge information to generate more candidate proposals; 2) Updating the
scores of the EdgeBox proposals based on the overlapping ratio between the EdgeBox and
candidate proposals; 3) Designing a fusion strategy to merge the candidate and the Edge-
Box proposals and eliminate low-scoring proposals that are insignificant; 4) Proposing two
variant algorithms to improve EdgeBox. One variant algorithm utilizes the edge informa-
tion in combination with superpixels [10,25,43]. The other variant algorithm makes use of
superpixels with corner information.
The rest of this thesis is organized as follows. Chapter 2 provides an overview of the key
concepts used in the thesis. Chapter 3 focuses on the implementation details of the proposed
3approach and its two variant approaches. Chapter 4 explains experiments performed and
presents the experimental results of the proposed approach, its two variant approaches, and
the EdgeBox approach. Chapter 5 concludes the thesis and describes the future scope of
the research.
4CHAPTER 2
RELATED WORK
This chapter will provide a brief description of background on object proposals and
other object region detection approaches.
2.1 Object Detection
Confucius once said that A picture is worth a thousand words. This is true, there is so
much information that humans can infer from an image. But how can a computer analyze
an image and understand it the same way as a human being? The first thing the computer
would have to do is identify all the objects present in an image. This can be done using an
object detection technique, which tells us whether an image contains an object and/or the
location of the object. It is usually used as a precursor to object recognition algorithms,
which, identify the class of the object that was detected earlier. Fig. 2.1 shows sample object
detection results with yellow bounding boxes together with object recognition results shown
at the upper left corner of the yellow bounding boxes.
Fig. 2.1: Examples of object detection and recognition results in six images with different
backgrounds
5Living in the era of social networking also means that we are surrounded by images and
videos of all kinds. Identifying objects in these real-world images or videos poses several
problems. First, the number of objects present in the image is unknown. This implies
that we need to keep looking for objects even after finding the first and the only object
successfully. Secondly, the locations of objects are unknown, which makes it difficult to
limit the region where we look for objects. Thirdly, the sizes of objects are unknown and
can vary. This prevents us from using a fixed size window to find all the objects in an
image. And lastly, figuring out a technique to separate the foreground from the background
is challenging. This is important so that we do not present the background as possible
objects to the user. An effective approach should be able to solve at least two out of four
of these problems.
The object detection workflow can be broadly divided into two main steps: identifying
a set of regions that need to be passed to the classifier and classifying the individual regions
as having an object or not. The scope of this thesis focuses on the first step.
2.2 Object Region Detection
Object region detection identifies the set of regions that can possibly contain objects,
hence playing a vital role in object detection. The following are the different types of
techniques that are used for this purpose.
• Sliding window techniques: Utilizing variable-size windows and slide them across the
image to identify a set of regions [22].
• Object proposal techniques: Identifying a set of bounding boxes based on the image
contents.
• Interest point techniques: Identifying important locations in the images based on
interest points.
We will discuss the representative techniques in each category in detail in the following
subsections.
62.2.1 Sliding Window Approaches
As the name suggests, these approaches utilize a fixed size window and slide it across
the image to identify whether the area covered by the window contains an object. If not,
the algorithm goes on to the next window. The location of the next window is calculated
using the step size. Once the whole image has been processed, a window of a different scale
is used, and the same process is repeated.
The window size and the step size play an important role in the success of the technique.
If a very small window size is chosen, there would be good chances that bigger objects get
missed. If the window size is too big, the chances of a box bigger than the ground truth
would be higher. Similarly, the step size also affects the performance and accuracy. Using
a small step size would mean more densely packed and accurate window identification but
would be computationally taxing. On the other hand, using a big step size would mean
that we may miss some objects that were partially part of our current window and did not
make it to the next window. Fig. 2.2 illustrates the flowchart of the slide window approach.
Fig. 2.2: The flowchart of the sliding window approach
Since classifiers can be very complex and expensive, limiting the number of times
we run a classifier can improve the performance of the overall system while maintaining
the accuracy. Recent trends are moving towards performing some sort of filtering on the
sliding window regions to reduce the number of times the classifier must run. Some of the
7representative approaches in this trend are explained below.
Parageorgiou et al. [50] proposed a trainable system that utilized the sliding window
approach to identify all the candidate samples in images by performing a brute force search
for objects over all the sub windows in the input image. The algorithm uses a set of training
data that comprises of positive and negative samples to train an SVM classifier. The sample
images are then converted to a Haar wavelet representation and passed to the SVM classifier
to learn patterns. A problem with this approach is that it does not work well on occluded
objects.
Viola et al. [6,65] proposed a highly-efficient face detection framework with high detec-
tion rates. They also introduced the concept of integral images to quickly compute features
and use the sliding window approach to identify the set of positive samples to be passed to
the classifier.
Felzenszwalb et al. [27,28,42] proposed an approach that solves the occlusion problem
while improving accuracy of object detection. They suggested using different parts that
make up the object instead of the whole object to perform object detection since the local
appearance can be easily modelled when compared to the global appearance of objects.
This also works well for occluded and deformed objects since their model represents highly
variable objects using mixtures of multiscale deformable parts models and global template.
2.2.2 Object Proposal Methods
The goal behind object proposal approaches is to improve the quality of the input
prediction boxes that are passed to the classifier. As we explained with the sliding window
approaches, the number of windows is too high and prohibits the use of complex classifiers.
Object proposal approaches focus on generating candidate boxes that may contain objects.
Different object proposal approaches can be broadly divided into three types: grouping
proposal methods, window scoring proposal methods, and neural-network based methods.
We will be explaining these types in the following subsections.
82.2.2.1 Grouping Proposal Methods
Grouping proposal methods try to segment input images such that different segments
relate to different objects. These segments are then returned to the user as a set of proposal
bounding boxes. Following are the representative approaches under this category.
Uijlings et al. [69] proposed an approach that combines exhaustive search and segmen-
tation to generate proposals. The search part ensures that all prominent image locations
are searched for objects. The authors introduce the concept of selective search that enables
them to avoid performing a blind search through the image for locations. The segmentation
is done using superpixels. Initially a set of superpixel segments are generated. Neighboring
segments are then merged based on similarity. The similarity is calculated based on color
and texture features. This process merges superpixels together while maintaining object
boundaries.
Manen et al. [63] suggested a modified version of Prim’s algorithm that uses a learning
process to improve Selective Search [68,69] based method. Initially a connectivity graph is
computed for the superpixels in the image. The weights of the graphs depict the probability
of neighboring pixels belonging to the same object. The algorithm then generates random
partial spanning trees that are eventually proposed as bounding boxes. The learning part
improves the speed of the approach when compared to selective search.
Rantalankila et al. [11] proposed a method using superpixel merging strategy. The
method utilizes both global as well as local search in the sets of superpixels. The local search
greedily merges neighboring superpixels to build a bottom-up segmentation hierarchy. A
set of proposals are derived from the regions of this hierarchy. The global search on the
other hand performs graph cut segmentations on an intermediate level superpixel graph.
The parameters on graph cut are learnt to provide complementary sets of regions. These
regions together are returned as proposals.
Chang et al. [59] presented a framework to combine saliency and objectness using a
graphical model. The saliency and objectness [17, 44, 62] cues are used because of their
vital role in an image’s visual representation. The graphical model is then used to isolate
9superpixels into foreground and background segments.
Endres et al. [32,33] proposed a category-independent method using graph-cuts to pro-
duce a set of candidate regions. Many proposals are generated using binary segmentations,
seeded with different regions in the image. The seeds belong to foreground objects in the
image, and so do the related regions. The segments are then ranked in such a way that
the top-ranked regions cover all objects and many diverse proposals with at least one good
proposal per object are generated as the candidate regions
Carreira et al. [39,55,56] also proposed a framework based on graph-cuts. They solved
the segmentation issue by ranking proposals using bottom-up approach and mid-level cues.
The approach uses graph-cuts with random seeds to obtain foreground and background
segmentations. The proposals are extracted automatically, without prior knowledge, by
solving a sequence of constrained parametric min-cut problems (CPMC) on images. The
ranking is done by training a model on the mid-level region properties of the windows based
on several cues.
Humayun et al. [18] proposed a method very similar to CPMC, in its use of graph
min-cuts from multiple seeds, but faster. The method works by generating overlapping
segment proposals in images. The speed improvement is achieved by avoiding extensive
computations and by precomputing the graphs for segmentation.
2.2.2.2 Window Scoring Proposal Methods
Window scoring methods return a set of candidate bounding boxes as output. They
score each candidate box to depict the probability of the box containing an object. A higher
score means higher chances of an object in the box. These approaches tend to be faster
than the grouping-based approaches. Following are the representative approaches under
this category.
Alexe et al. [41,44] proposed one of the earliest window scoring methods. It is focused
around a generic measure called objectness. Generic means it is not designed for any
specific class of objects and can be used for any object class. The purpose of the measure is
to identify objects, with well-defined boundaries, by isolating them from backgrounds with
10
less structures. The measure utilizes different image cues to compute a score. The cues
being used are edge density, color contrast, straddling superpixels, and multi-scale saliency.
The individual cues are then combined using a Bayesian framework to compute a score.
The authors identify 100,000 random windows uniformly distributed across the image. The
windows are chosen to ensure that all image locations are covered. Each window is then
assigned a score based on the objectness measure.
Fig. 2.3 presents the sample predication results, where the blue window in the images
contains an object, the green window depicts the ground-truth, and the red window does
not have any objects. So, ideally objectness should assign a high score to green windows, a
lower score to blue windows, and the lowest score to red windows.
Fig. 2.3: Sample predictions resulted from Alexe et al.’s method
Rahtu et al. [61] improved the scoring strategy used in Alexe’s approach. This ap-
proach identifies 100,000 bounding boxes using superpixel segmentation and a prior learnt
from training data. The authors introduced three new objectness measures, which were
superpixel boundary integral, boundary edge distribution, and window symmetry. These
measures along with superpixel straddling are computed for all the windows. The final
score for the windows is computed as a linear combination of these four measures. At the
end, they return the top 100 or 1000 boxes based on their scores.
Fig. 2.4 depicts the sample predictions when returning top 100 bounding boxes. The
best prediction is shown in green and the second-best prediction is shown in red.
Cheng et al. [54, 57] proposed an approach that utilized edge information instead of
11
  
 
Fig. 2.4: Sample predictions obtained by Rahtu et al.’s method
superpixels to identify proposal windows. This approach was faster and introduced a generic
objectness measure. The work revolves around the fact that objects have well-defined
boundaries. The approach scans images using predefined window sizes and aspect ratios
and assigns a score to each window in the process. They utilize the normalized gradient
features to find the existence of objects in 8X8 resized images.
Zitnick et al. [58] developed the EdgeBox approach, which used a faster algorithm to
compute edges. The EdgeBox approach uses a sliding window approach with windows of
different scales to identify a preliminary set of prediction windows. The big differentiating
factor of this approach is that it uses structured decision forests [35, 36] to estimate object
boundaries based on edges. Each box is scored based on the edge entirely contained in it. A
high score means the chances of an object being present are higher. A lot of windows that
do not have any edges get eliminated in the process. The remaining windows are sorted
based on their scores and are then passed to the classifier. Fig. 2.5 shows the intermediate
results at different steps. The first row shows the original images, the second row shows
Structured Edges for original images, the third row shows different edge groups, the fourth
row shows examples of one sample correct bounding box and two kinds of edge labels, and
the fifth row shows examples of one sample incorrect bounding box and two kinds of edge
labels. It is clear that the correct bounding box contains the entire edge structure and the
incorrect bounding box contains part of a bigger edge structure.
Feng et al. [66] proposed an approach focusing on the salient image contents. Salient
12
Fig. 2.5: Illustrations of the structured edge detection results of the EdgeBox approach
object detection measures the visual importance of individual pixels. The authors propose
new saliency cues to score each window and exclude very small or highly occluded objects
from the computation. They utilize a sliding window paradigm to compute saliency for
each window.
2.2.2.3 Neural Network Based Methods
A neural network is an information processing system that works like a human nervous
system. It comprises of many highly interconnected processing elements, known as nerves,
that work together to solve a specific problem. The interconnected elements have the capa-
bility of learning patterns and hence can improve performance of repetitive tasks by learning
and improving the system based on the inputs. The use of neural networks in computer
vision tasks has drastically increased because of their adaptability and performance. The
approaches discussed in this section [5,9,12,15,21,23,38,40] rely heavily on neural networks
for computation of object proposals.
[16] proposed an approach that uses geodesic distance transforms to identify seeds in
an image. Some critical sets in geodesic distance transforms are first identified as seeds
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in the image. Unlike other approaches, the seeds are not randomly placed in the image.
Instead, the seeds are selected by using trained classifiers, which are optimized to discover
objects. Then, foreground and background masks are generated for the seeds and proposals
are identified using the geodesic distance transforms.
Multiscale combinatorial grouping (MCG) [45] uses a bottom-up hierarchical image
segmentation approach for proposal generation. It’s faster and uses the normalized cuts
algorithm to compute globalized contours. As the name suggests, the segments are created
using detected contours at multiple scales. The algorithm uses edges for scoring windows.
The multiscale segments are combined based on edge strength and delivered as final pro-
posals.
Zhang et al. [2,64] proposed an approach that uses a whole cascade of ranking SVMs to
generate a set of proposal windows. A ranking SVM is a specialized version of SVMs that
works on the principle that some data holds more importance than the rest and should be
assigned a higher score. The first step of the approach learns a ranking SVM for multiple
scales and aspect ratios in the cascade. The second step refines the learned results and
assigns scores to each data. The SVMs are trained using structured output to learn and
improve the scoring method.
Bergh et al. [62] proposed an approach that works well on videos. They utilized the
concept of superpixel maps to over-segment images by grouping similar pixels. The Su-
perpixels extracted via energy-driven sampling [67] (SEED) approach starts with an initial
superpixel segmentation and then continuously refines them. The authors propose a modi-
fied SEED implementation for superpixel segment extraction from videos. They make use
of temporal continuity to extract these superpixels. Multiple randomized SEED superpixel
maps are used to identify and score windows using straddling superpixels as cues.
2.2.3 Interest Point Detectors with Hough Voting
The interest point [7, 14, 24, 47] methods, as the name suggests, identify a set of in-
teresting points present in the input images. Interest points can be anything that helps
different sections of an image stand out from each other. Once the interest points have
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been identified, a vote is done for where an object could be present considering the content
around those points.
There are different types of detectors that fall under this category. Edges, corners, and
blobs detectors are some of them. They are used in many applications from image stitching
to object tracking. However, their most common use is to find matching patterns in images.
We will discuss one corner detector and one blob detector below.
2.2.3.1 Harris Point Detector
Corners are points in an image where there is a large variation in intensity when
compared to its neighboring pixels. Let’s say we had the checkerboard pattern, like the one
in Fig. 2.6, and wanted to identify the corners in it. The first way to handle this would
be to follow the edges and find the intersections along the edges. That is how most corner
point detectors work at the core.
Fig. 2.6: Checkerboard pattern for corner identification
Out of the many available corner point detection algorithms, Harris corner point de-
tector (Ye, et al., 2009) [3, 48, 51, 52, 60] provides high repeatability even under changing
lighting, scale, and rotation. The results of corner detection play an important role in
image processing and computer vision applications. They are scale, rotation, illumination
invariant and easily identifiable. Fig. 2.7 shows a few sample images with different scales,
rotations, illuminations together with the corners identified by the Harris corner detector.
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It is clear that Harris corner detector is able to produce the reliable corner points for images
with the same object.
    
    
  
 
 
  
 
 
 
Fig. 2.7: Sample outputs of Harris Corner Detector on different images. First column
present corners on original images; Second column shows corners on images with lowered
brightness; Third column shows corners on images with a 5-degree skew (images have been
cropped to avoid black corners); Fourth column shows corners on images that have been
scaled down by 25%
2.2.3.2 Maximally Stable Extremal Regions Detector
Maximally stable external region or MSER, as explained in [34,53], is a blob detector.
It works on grayscale images and identifies regions that have similar gray values. We can
think of it as a connected component identifier for gray images. Since the algorithm depends
on the gray intensity values of the pixels, it is sensitive to lighting effects. If the contrast
or brightness of an image is changed, the results might be different. The regions detected
are stable in nature and are scale-invariant. Another interesting property of this detector
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is that the regions are extremal in nature. It means that all the pixels inside any region are
either lighter or darker than the pixels surrounding the regions. This property also ensures
that the results of the detector are not affected even if the image is skewed or warped.
This ensures repeatability under different circumstances. Fig. 2.8 presents sample results
produced by the MSER method on a few images with different kinds of objects. We can
see that the objects get distributed across multiple blobs but all the blobs together manage
to cover most of the objects.
  
  
  
  
 
Fig. 2.8: Sample MSER outputs on different types of objects: The first column presents the
original images and the second column presents their MSER results, where different regions
are indicated by different colors.
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CHAPTER 3
PROPOSED APPROACH
3.1 Proposed Proposal Generation Approach
In this section, we describe the proposed approach for proposal generation. The ap-
proach builds on top of the results of the EdgeBox approach, to improve the accuracy. The
EdgeBox approach focuses on just the edges for proposal identification. There are several
other cues present in images that hold importance in defining the structure of the image.
We propose an approach that seamlessly utilizes two pieces of complementary information,
keypoint-based corners and color-based blobs, to create more proposals.
Fig. 3.1 shows an overview of the system. There are five modules that work together to
form the proposed system. The following sub-sections explain the different modules. The
input to the system is an RGB image. The output is a set of proposal bounding boxes
that can be used as input to the classifier. The EdgeBox module is the original EdgeBox
approach, whose output is used to refine as well as discard proposal bounding boxes.
 
Input Image 
Pre-
Processing 
EdgeBox 
Candidate 
Proposal 
Generation 
Candidate 
Proposal 
Scoring 
Post-Processing 
Output Image 
Fig. 3.1: Block diagram of the proposed system
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3.1.1 Pre-Processing
The aim of pre-processing is to enhance the input image, inputRGB, for further pro-
cessing. This pre-processing step enhances the input image for the EdgeBox approach to
achieve better performance. However, in future we intend to improve the pre-processing
step, so it can be utilized with any object region detection approach to improve the per-
formance. Since images for object region detection can be any types such as lab-controlled
images, smartphone images, or even video snapshots, we make sure that this pre-processing
step works efficiently on any type of images. Fig. 3.2 shows an overview of the module,
which deals with several defects possibly present in images captured in poor lighting envi-
ronments with uneven brightness and high/low contrast. Specifically, we aim to handle the
inadequate lighting and improper contrast issue in this module.
 
Input: 
- inputRGB 
- filterAHE 
- clipLimitAHE 
Convert 
inputRGB to lab 
colorspace image 
: labImg 
Extract ‘L’ 
channel from 
labImg 
: L 
Perform 
Adaptive 
Histogram 
Equalization on 
L 
: adaptiveImg 
Convert 
adaptiveImg 
back to RGB 
: rgbAdaptive 
Convert 
rgbAdaptive to 
grayscale 
: grayAdaptive 
Output: 
- grayAdaptive 
- adaptiveImg 
Fig. 3.2: Flowchart of Pre-processing
The images captured and displayed by most devices are in RGB format, comprising of
three color channels namely red, green, and blue. The red, green and blue channel value at
each pixel decides the color saturation and brightness levels. Different combinations of the
red, green, and blue values result in different colors, complicating the task of changing the
brightness and contrast values of the pixels. The LAB color space or more widely known
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CIEL*a*b color space is a device-independent color format, making the pixel colors inde-
pendent of the capture as well as display devices. This ensures that the output is uniform
across different capture and display devices. The LAB color space comprises of one lightness
and two color-components. Keeping the lightness (or brightness) component separate from
the two color components makes it easier to adjust brightness without impacting the color.
Images modified in this way have colors that are more relatable to human eyes. Therefore,
we convert the input image from the RGB color space to the LAB color space, where the L
component represents lightness and can be changed to modify the brightness of the image
and the a and b components represent the colors red/green and yellow/blue. The LAB color
space is specially designed to enable computers to imitate the human vision system. The
L component is claimed to represent the lightness more closely to how humans perceive it.
To this end, we convert inputRGB to labImg in the LAB color space.
The L channel, which controls the lightness of the whole image, is extracted from
labImg. This is the channel that we use for adjusting the brightness and contrast of the
image. Brightness and contrast are common issues in images not captured in a lab-controlled
environment. This means that images could be very dark or very bright at some regions
or across the whole image. The brightness or contrast of an image can be analyzed using a
histogram. In histograms of low-contrast images, the gray intensities are focused near one
point instead of being evenly distributed. For a good image, the values need to be distributed
across most intensities, making the histogram more even in appearance. A technique called
histogram equalization is commonly used to improve the quality of low contrast images.
It stretches the histogram of problematic images by adjusting the brightness of pixels to
brighten the darker pixels and darken the brighter pixels. Histogram equalization is a global
approach, in which a transformation function is calculated according to the histogram of
the entire image. This works fine when the image overall has low or high contrast. If there
is an image, where small areas of low/high contrast are present, the histogram equalization
approach fails to provide good results. That is when we need to perform local enhancement
to compute a local transformation function instead of a global transformation. Adaptive
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histogram equalization is such a technique that performs local histogram equalization by
using small windows to compute new pixel values. To accommodate all types of brightness
and contrast issues, we perform adaptive histogram equalization on the input image. Since
adaptive histogram equalization is a local process, we use filterAHE as an input to specify
the size of the window to be used for the adaptive histogram equalization process and
use clipLimitAHE as another input to limit the contrast being computed for the pixels.
The clipLimitAHE helps to avoid over-saturation caused by the histogram equalization
technique and avoid amplifying noise in pixels by limiting the contrast. It should be noted
that we perform adaptive histogram equalization on L channel to ensure that the contrast
of the image is improved without sacrificing the color quality. The output of this step is
adaptiveImg.
The adaptiveImg is a grayscale image containing the adjusted brightness component
for labImg. adaptiveImg will be used as the enhanced input for the EdgeBox module.
We replace the L component in labImg with adaptiveImg to obtain the contrast adjusted
labImg. The labImg is converted to the RGB color space, tempIm. The tempIm is
then converted to grayscale image, grayAdaptive, which will be used for corner interest
point detection in the next module. The outputs of this module are grayAdaptive and
adaptiveImg.
3.1.2 Candidate Proposal Generation
The aim of candidate proposal generation is to produce a set of class-invariant proposals
likely containing objects. We propose an approach that is invariant to scale, skew and
varying illuminations. Fig. 3.3 presents an overview of the module.
First, we identify a set of corner points in grayAdaptive. Corners help represent
prominent locations in the image that are invariant to changes in scale, lighting conditions,
noise, and skew. Hence, corners are the stable features that can be repeatedly and reliably
identified to represent objects from different viewpoints. We use the Harris Point detector
[3, 48, 51, 52, 60] for corner detection since it is simple to compute and is fast enough to
be used in a complex algorithm. In the proposed system, we perform corner detection
21
 
Input: 
grayAdaptive 
Detect corners in 
grayAdaptive 
using Harris 
Corner Detector 
: cornerPoints 
Identify bounding 
boxes using 
connected 
components in 
edgeImg 
: edgeBbs 
Detect bounding 
boxes in 
grayAdaptive 
using MSER 
Detector 
: labelsMSER 
Identify edges in 
grayAdaptive 
using Canny Edge 
Detector 
: edgeImg 
Remove 
bounding boxes 
in edgeBbs and 
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that do not 
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corner points: 
intermedBbox 
Merge 
bounding boxes 
in 
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that have over 
90% overlap 
with each other 
Output: 
- preBbs 
Fig. 3.3: Flowchart of the Candidate Proposal Generation Module
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on grayAdaptive using Harris Point Detector and get a set of corner points in the image,
cornerPoints. These corners are used at a later step to filter out some candidate bounding
boxes.
Next, we identify a set of bounding boxes using the edge information from the image.
To this end, we perform canny edge detection [1, 46, 49] on grayAdaptive to get edgeImg.
We perform canny edge detection two times using different thresholds such as 0.4 and 0.6
for better coverage. The edgeImg contains the edge information for the whole image. These
edges could contain noise along with important edges. So, we perform dilation on the edge
pixels to eliminate noisy pixels and produce the noise removed result dilImg. We identify
connected components in dilImg as a set of candidate bounding boxes, which are stored in
edgeBbs.
Third, we extract blob information from the grayscale image to find more candidate
regions or windows. The pixels in grayscale images represent intensities. MSER region
detector is able to identify connected areas with near-uniform intensities, surrounded by
contrasting background pixels. To identify these regions, multiple thresholds are used and
only regions that remain unchanged over multiple thresholds are used for final computation.
The MSER detector returns a labelled image with individual labels depicting different
regions. We apply the MSER detector on grayAdaptive to get labelledImg as output. The
labelledImg is processed to find a set of candidate bounding boxes, labelsMSER, based on
the labels of the pixels to cover each labeled region.
For each bounding box in labelsMSER and edgeBbs, we identify the number of corners
(from cornerPoints list) present in them. If there are not sufficient corners in a partic-
ular bounding box, we can safely ignore and drop this bounding box from the final list.
Otherwise, we append this bounding box to intermedBbox.
The MSER identifies regions with similar intensities. Most objects, however, are not
comprised of pixels with a single intensity value. It means that, an object can be divided
into multiple blobs. Similarly, the edge detector can divide a single object into multiple
regions. This means that some of the bounding boxes could contain parts of objects instead
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of the whole object. To address these issues, we propose to combine these boxes to identify
more accurate proposals. We merge the boxes in intermedBbox to identify another set of
bigger bounding boxes, tempBbs, with higher possibility of containing objects. Specifically,
we copy the bounding boxes from intermedBbox to tempBbs. We then sequentially go
through each bounding box in intermedBbox and identify its overlapping bounding boxes.
The overlapping bounding boxes are used to identify coordinates for the union of the two
overlapping bounding boxes. The new coordinates are added to the tempBbs to represent
the newly merged bigger bounding box. To ensure that the unique larger bounding box is
added to tempBbs, we remove the newly processed bounding box from the next round of
the merging process.
The merge process often creates duplicates and one way to solve this issue is to remove
redundant bounding boxes. We merge bounding boxes in tempBbs that have over a 90 per-
cent overlap with each other and get finalBbs. The bounding boxes in finalBbs represent
a set of proposals and are passed onto the next module.
3.1.3 EdgeBox
The aim of EdgeBox is to provide a set of bounding boxes for the enhanced image. Here,
we use the original EdgeBox to generate bounding boxes based on edges. The edge map
used in EdgeBox is identified using Structured Forests, which provide a fast and effective
way to identify edges. In the structured edge method, an edge response is computed for
each pixel to identify whether the pixel is a part of an edge. The next step is to perform
non-maximal suppression on the edge responses to identify edge peaks. This gives us an
edge map where each pixel has an edge magnitude and orientation. The edge image created
using structured forests is E. Fig. 3.4 presents an overview of the module. Below we will
briefly explain other modules of the EdgeBox approach.
The edges in E can be part of multiple foreground or background objects. The first
step is to create edge clusters, edgeCluster, by greedily merging connected edge pixels.
The clusters formed this way could have small clusters that are either part of some bigger
clusters or are too small to be part of an object. Clusters formed for background objects
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Fig. 3.4: Flowchart of EdgeBox module
have higher chances of creating these smaller clusters. If these small clusters lie near a big
cluster, they are merged with the bigger cluster. Otherwise, these clusters are removed
from edgeCluster. Each pair of neighboring clusters in edgeCluster is used to compute an
affinity based on their mean positions and mean orientation. The neighboring clusters with
affinities below a specific threshold are ignored.
A sliding window approach is employed to slide windows of different scales at different
locations to identify the candidate bounding boxes, bboxes, by using the information in
edgeCluster. A score is computed for each candidate bounding box in bboxes by evaluating
the edge structures. A higher score is assigned to the bounding box with the entire edge
structure and a lower score is assigned to the bounding box with the partial edge structure.
Finally, a set of bounding boxes with the descending scores (e.g., bbs) will be returned as
the results.
3.1.4 Candidate Proposal Scoring
The aim of candidate proposal scoring is to compute scores for bounding boxes, preBbs.
We use the scoreAllBoxes method of EdgeBox approach to compute scores for these boxes.
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Specifically, scoreAllBoxes identifies the set of edges in each cluster in edgeCluster, which
lies inside the bounding box, in preBbs, which relates to the respective cluster. The mag-
nitudes of the edges lying inside the bboxes are then used to score each box in preBbs.
After processing, preBbs contains the bounding box coordinates as well as scores for all the
candidate bounding boxes.
We use the scoreAllBoxes method to compute the scores for all the candidate bounding
boxes. This calculation ensures that the scores are consistent for bounding boxes generated
from different sources. Specifically, we use the same scoreAllBoxes method to compute the
scores of the bounding boxes detected using the candidate proposal generation module. We
utilize the same scoring mechanism to make sure that the scores of our proposed bounding
boxes can be fairly compared with the scores of the bounding boxes generated from the
EdgeBox approach.
3.1.5 Post-Processing
The aim of post-processing is to merge our proposed bounding boxes (e.g., preBbs)
and the EdgeBox output (e.g., bbs) to get the final set of bounding boxes. Fig. 3.5 shows
an overview of the post-processing module. In this module, we process each bounding box,
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Fig. 3.5: Flowchart of post-processing module
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bbs, in the EdgeBox output to see if the score can be improved. For every box in bbs, we
identify all matching boxes in the bounding boxes generated from the candidate proposal
generation module, preBbs. The idea behind this merge process is that a box in bbs should
be scored higher if it is present in both lists. To this end, we calculate the overlap ratio
between each pair of bounding boxes in bbs and preBbs. If the overlap ratio is greater than
or equal to 70 percent, a match between the pair is identified. For the bounding box in bbs
that matches the bounding box in preBbs, we increase its original score calculated from the
scoreAllBoxes method by a quarter of the overlap ratio. This ensures that if a specific bbs
has a significant overlap with many boxes in preBbs, its score is increased to reflect that it
has more chances of containing an object. We also use the overlap ratio of 90 percent to
purge redundant boxes from preBbs. We then combine the remaining preBbs boxes with
the bbs bounding boxes, in a 3:2 ratio, to get a final set of candidate proposal windows,
finalSetBbs.
3.2 Variations of the Proposed Approach
When working on the new approach, we experiment with different ideas. We will
explain the two variant approaches that show promising results, but not as good as the
proposed approach, in the following sub-sections.
3.2.1 Superpixel based Segmentation with Corners
The difference in the first variant approach and the proposed approach is in the can-
didate proposal generation module. This variant approach deals with superpixel segmenta-
tion, instead of MSER, for identifying a set of object regions. Fig. 3.6 shows the superpixel
segmentation results of a sample image, which constitutes of a dog of brownish color and
floor of the white and black patterns. Superpixel based segmentation allocates a label to
each pixel, where pixels with similar color or gray values are assigned the same label. This
segmentation method provides reliable segmentation of images and can portray important
facts about the structure of the images.
Fig. 3.7 presents an overview of the first variant candidate proposal generation module.
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Fig. 3.6: Sample superpixel segmentation output
In this variant method, we use superpixel based segmentation results to find candidate
bounding boxes and merge the bounding boxes before looking for presence of corners in each
region. We perform this merging to ensure that each superpixel region has a reasonable size
and contains enough textures. However, the superpixel based segmentation method utilizes
more computation power than MSER and therefore takes more time.
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Fig. 3.7: Flowchart of the first variation of the candidate proposal generation module
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We perform superpixel segmentation [10, 25, 43] on adaptiveImg. The superpixel seg-
mentation approach labels the image pixels based on the superpixel they belong to. We
identify a set of bounding boxes around the superpixels, superpixels. The superpixel seg-
mentation strategy can divide an object into different segments, if the color differences
are too high. So, a merging process is employed to find regions with a larger segment,
superP ixelBoxes, which likely contains an object. This merging process is the same as the
one we used in the proposed approach.
We perform corner detection on grayAdaptive using Harris Point Detector [3, 48, 51,
52,60] and maintain a set of corner points in the image, cornerPoints.
For each bounding box in superP ixelBoxes, we identify the number of corners (from
cornerPoints list) present in them. If there are not sufficient corners in the bounding box,
we can safely ignore and drop the bounding box from the final list. Otherwise, we append
the bounding box to intermedBbox.
We observe that the merge process often creates duplicates. To solve this issue, we
identify bounding boxes in intermedBbox that have over a 90 percent overlap with each
other to remove redundant bounding box and obtain finalBbs. The bounding boxes in
finalBbs represent a set of proposals and are passed onto the next module.
3.2.2 Superpixel based Segmentation with Canny Edges
The difference in the second variant approach and the proposed approach is in the
candidate proposal generation module. This variant approach uses superpixel segmentation,
instead of MSER, to identify a set of object regions. It identifies a second set of bounding
boxes based on canny edge detector output.
Fig. 3.8 presents an overview of the second variant candidate proposal generation mod-
ule. We first identify a set of bounding boxes based on canny edge detector output. The
canny edge detection is performed on the enhanced gray image. Noise reduction is per-
formed on the canny edge output to remove the very small edges. A set of bounding boxes
are identified around the major edges present in the image. Another set of bounding boxes
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is identified using the superpixel segmentation output. The two sets are merged together
to form the final output for the module.
 
Input: 
- grayAdaptive 
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Fig. 3.8: Flowchart of the second variation of the candidate proposal generation module
Specifically, we perform Canny edge detection on grayAdaptive to identify edges and
get edgeImg. We then use the edge information to identify a set of bounding boxes,
edgeBbs.
We employ superpixel segmentation method on adaptiveImg to generate a group of
superpixels, superpixels, and identify a set of bounding boxes around superpixels. The
superpixel segmentation strategy can divide an object into different segments, if the color
differences are too high. We merge the boxes in superpixels to identify a larger set of
bounding boxes with higher possibility of containing objects, superP ixelBoxes.
The final step is to combine superP ixelBoxes and edgeBbs to get a final set of unique
bounding boxes, finalBbs.
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CHAPTER 4
EXPERIMENTS
In this section, we describe the different experiments performed and their results on
the proposed approach. In addition to the proposed approach, we share the results on the
two variant approaches.
4.1 Experiments
We evaluate the proposed object proposal method by conducting experiments on Pascal
Visual Object Classes (VOC) 2007 (Everingham, et al., 2010) dataset [29, 30]. This is the
dataset used by the EdgeBox approach for evaluation of the results. This dataset contains
9963 images with 30, 639 objects belonging to 20 classes. Table 4.1 presents the number of
objects belonging to each of the 20 classes in the database. The annotations are provided
for objects that are clearly visible and for objects that are not highly occluded. For the
experiments, we will be focusing on 24, 640 objects (used for the Pascal VOC 2007 challenge)
that are not highly occluded in 9,963 images.
We compute the quantitative results in terms of recall (detection rate), precision, and
area under the receiver operating characteristic (ROC) curve for different tests. Recall, also
called detection rate, is the number of true positives divided by the number of detected true
positives plus the number of missed true positives (i.e., the total number of true positives
provided as the ground truth). Precision is defined as the number of true positives divided
by the number of positives (i.e., the total of the number of true positives and the number of
false positives). False positives are cases that the model incorrectly labels as positive that
are actually negative. The area under the ROC curve (AUC) plots the true positive rate
vs the false positive rate for the experiments. It defines the probability that a classifier will
rank a randomly chosen positive instance higher than a randomly chosen negative one. So, a
better AUC value indicates a better classification performance. Recall and AUC hold more
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Table 4.1: List of 20 categories and the number of objects in each category in VOC 2007
dataset
Object Class # of instances in the database 
Aeroplane 642 
Bicycle 807 
Bird 1175 
Boat 791 
Bottle 1291 
Bus 526 
Car 3185 
Cat 760 
Chair 2806 
Cow 685 
Dining Table 609 
Dog 1068 
Horse 801 
Motor Bike 759 
Person 10674 
Potted Plant 1217 
Sheep 664 
Sofa 821 
Train 630 
TV Monitor 728 
 
value in comparison to precision when evaluating object proposals since the total number of
proposals being detected is a small number when compared to the total number of windows
considered by the sliding window approaches. We mainly focus on recall and AUC in our
experiments.
For evaluating the performance of the proposed approach, we first test it on different
Intersection over union (IoU) thresholds by using one image-set. We then test it on different
image-sets using one commonly used IoU threshold. An IoU threshold is a metric used to
evaluate the performance of object detection approaches. Since every object detection
approach computes some prediction bounding boxes with scores that indicate the chances
of containing an object, the accuracy of the approach can be evaluated by comparing these
predictions with the ground truth coordinates using IoU values. To compute the IoU value
of a prediction bounding box, we divide the intersection area between the ground truth box
and the prediction bounding box by the union area of the ground truth and the prediction
bounding boxes. The IoU value ranges from 0 to 1. A higher value close to 1 means a
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closer match to the ground truth, which in turn means that a good match has been found.
Fig. 4.1 graphically illustrates the IoU concept and its mathematical equation.
Fig. 4.1: Illustration of IoU by dividing intersection by union
Specifically, we evaluate the object proposal detection performance by testing IoU
thresholds of 0.5, 0.6, 0.7, 0.8 and 0.9 on the validation image set with 2510 images. We
also experiment with different image sets, namely the validation image set with 2510 images,
the train image set with 2501 images, the test image set with 4952 images, the train and
validation image set with 5011 images, and the complete image set with 9963 images, to
evaluate the approach. For these experiments, we fix the IoU threshold to 0.7. Table 4.2
summarizes the image sets used in our experiments.
Table 4.2: Different image sets used for experiments
Image set name Complete Dataset Train Test Validation TrainValidation 
# of images 9963 2501 4952 2510 5011 
 
4.2 Experimental Results
In this section, we showcase the results of our experiments.
First, we present results for experiments that use different overlap ratios on the valida-
tion image set. We compare the detection rates of the proposed approach with the EdgeBox
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approach. Fig. 4.2 compares the detection rate of the proposed object proposal detection
approach, its two variant approaches, and the EdgeBox approach for a varied number of
returned proposals under different IoU thresholds. It clearly shows that the proposed ap-
proach achieves the overall higher detection rate than the EdgeBox approach. Also, the
first and second variation approaches provide a one percent increase over the accuracy of
the EdgeBox approach. These approaches work great on images with highly occluded and
complex objects, but an almost uniform color distribution. The approaches also work great
on images where the color of the objects greatly differs from the background.
We can clearly see that the proposed approach performs better than the EdgeBox
approach when using IoU thresholds of 0.5, 0.6 and 0.9. The better performance when
using 0.9 IoU proves that the object proposals generated using the proposed approach are
more closely matched with the ground truth bounding boxes in comparison to the EdgeBox
approach. It can also be seen that when using a 0.7 IoU, the proposed approach provides
better proposals when returning just the top 10 proposals and also when returning more
than 1000 proposals. The EdgeBox approach works better than the proposed approach for
0.7 IoU, when returning between the top 100 and 1000 proposals.
Table 4.3 presents a comparison of the detection rates of EdgeBox and the proposed
approach when returning different number of proposals on the different image sets (using
0.7 IoU). When looking at the validation image set, it clearly proves that the proposed
approach works better than the EdgeBox approach for all cases except for returning 100
proposals. The numbers in green show an improvement in proposed approach over the
EdgeBox approach and the numbers in red show a reduction in performance. Similar
improvement can be seen on other image sets as well.
Fig. 4.3 compares the detection rate of the proposed approach, its two variant ap-
proaches, and the EdgeBox approach over different IoU thresholds on the validation dataset
when returning 5000 proposals. It clearly shows that the proposed approach achieves higher
detection under different IoU values when returning a fixed number of candidates (e.g.,
5000).
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Fig. 4.2: Comparison of the detection rates of the proposed approach, its two variant
approaches, and the EdgeBox approach on the validation image set under different IoUs of
(a) 0.5; (b) 0.6; (c) 0.7; (d) 0.8; and (e) 0.9
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Table 4.3: Comparison of detection rates when returning a different number of proposals
for EdgeBox and the proposed approach
Different 
Approaches/ 
Different Image sets 
Detection Rates when returning different number of proposals 
(0.7 IoU) 
1 5 10 50 100 1000 2000 5000 
EdgeBox 
Approach 
Complete 0.06 0.16 0.23 0.41 0.50 0.79 0.84 0.87 
Train  0.06 0.16 0.22 0.41 0.51 0.79 0.84 0.87 
Test 0.07 0.17 0.23 0.41 0.51 0.80 0.85 0.88 
Validation 0.06 0.16 0.22 0.39 0.48 0.77 0.83 0.87 
Train 
Validation 
0.06 0.16 0.22 0.40 0.50 0.78 0.84 0.87 
Proposed 
Approach 
Complete 0.06 0.17 0.23 0.41 0.48 0.79 0.85 0.89 
Train  0.06 0.16 0.23 0.41 0.48 0.80 0.86 0.89 
Test 0.06 0.17 0.24 0.41 0.49 0.79 0.85 0.89 
Validation 0.06 0.16 0.23 0.40 0.47 0.78 0.85 0.89 
Train 
Validation 
0.06 0.16 0.23 0.40 0.48 0.79 0.85 0.89 
 
Fig. 4.3: Comparison of the detection rates of the proposed approach, its two variant
approaches, and the EdgeBox approach on the validation image set over different IoUs
when returning 5000 proposals
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Now, we present the results of our experiments on five image sets listed in Table 4.2
using a common IoU threshold of 0.7. Fig. 4.4 compares the detection rates of the proposed
approach, its two variant approaches, and the EdgeBox approach for a varied number of
returned proposals under IoU of 0.7 on five image sets, including complete image set, train
image set, test image set, validation image set, and train and validation image set. It clearly
shows that the proposed approach achieves the highest detection rate when returning less
than 100 proposals.
4.3 Consolidated Results
In this section, we present consolidated/tabulated results of the proposed approach
and its two variants with comparison to the EdgeBox approach. Table 4.4 summarizes
experimental results in terms of AUC and recall on the validation image set for the three
approaches and the EdgeBox approach under different IoU thresholds. We mark the best
performance in green, the decrement over the EdgeBox approach in red, and no change
when compared to the EdgeBox in black. The numbers clearly indicate that the proposed
approach as well as the two variant approaches provide better results than the EdgeBox
approach when using 0.5, 0.7, 0.8 and 0.9 IoU. It can also be seen that the AUC numbers
for the proposed approach are better than the EdgeBox approach when using 0.5, 0.6, 0.8
and 0.9 IoU, meaning better proposal bounding boxes. The two variant approaches provide
best results when using 0.8 and 0.9 IoU. Better results on higher IoUs indicate that our
approaches provide proposals that closely represent the objects since they are more closely
matched with the ground truth bounding boxes.
Table 4.5 summarizes the experimental results of the four compared approaches on
five image sets under a fixed IoU of 0.7 when returning 5000 proposals, which are the
commonly used number of proposals for evaluation. We use the similar color to represent the
performance. The numbers clearly indicate that the recall values for our approaches is better
than the EdgeBox approach for all the image sets used. The performance improvement
varies from 1% to 2% depending on the image set being used.
Table 4.6 lists the average running time per image for the proposed approach, its two
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Fig. 4.4: Comparison of the detection rates of the proposed approach, its two variant
approaches, and the EdgeBox approach for different numbers of proposals under IoU of 0.7
on five image sets. (a) Complete image set; (b) Test image set; (c) Train image set; (d)
Train Validation image set; (e) Validation image set
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Table 4.4: Comparison of the performance of the EdgeBox approach, the proposed approach,
and its two variant approaches on the validation image set under different IoU values
Approach/ IoU 0.5 IoU 0.6 IoU 0.7 IoU 0.8 IoU 0.9 IoU 
 
EdgeBox 
AUC 0.58 0.53 0.46 0.28 0.08 
Recall 0.98 0.96 0.87 0.51 0.13 
Proposed 
Approach 
AUC 0.61 0.54 0.46 0.29 0.09 
Recall 0.99 0.96 0.89 0.55 0.15 
First 
Variation 
AUC 0.58 0.52 0.44 0.28 0.09 
Recall 0.98 0.96 0.88 0.56 0.16 
Second 
Variation 
AUC 0.60 0.53 0.45 0.28 0.09 
Recall 0.99 0.96 0.88 0.55 0.15 
 
Table 4.5: Comparison of the performance of the EdgeBox approach, the proposed approach,
and its two variant approaches on five image sets (IoU=0.7) when returning 5000 proposals
Approach/ IoU Complete 
Database 
Train.txt Test.txt Val.txt Trainval.txt 
EdgeBox AUC 0.47 0.47 0.47 0.46 0.46 
Recall 0.87 0.87 0.88 0.87 0.87 
Proposed 
Approach 
AUC 0.46 0.46 0.47 0.46 0.46 
Recall 0.89 0.89 0.89 0.89 0.89 
First 
Variation 
AUC 0.45 0.45 0.44 0.44 0.44 
Recall 0.88 0.88 0.88 0.88 0.88 
Second 
Variation 
AUC 0.46 0.46 0.45 0.45 0.45 
Recall 0.88 0.89 0.89 0.88 0.88 
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variant approaches, and the EdgeBox approach. The experiments were run on the validation
image-set using IoU value of 0.7.
The proposed approach includes a call to the EdgeBox approach, to get the bounding
boxes from EdgeBox. This adds an additional 0.18 seconds to the execution time of the
approach. Using the scoring mechanism of EdgeBox adds another 0.2 seconds. Furthermore,
the MSER and Harris Corner detectors available with Matlab have been used for corner
and MSER region detection. The methods are computationally heavy. All these factors
combined, increase the execution time of the proposed approach.
Table 4.6: Execution time (in seconds) for different approaches on a single image
Algorithm Time taken (in seconds) per image 
EdgeBox approach 0.18 
Proposed approach 0.52 
First variation approach 0.26 
Second variation approach 0.25 
 
4.4 Illustrations of the Proposals
In this section, we present some sample images that represent the effectiveness of each
approach.
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Fig. 4.5: Sample images for cases where one or more of the approaches do not perform well.
(a) Sample images where the proposed approach, first variant, second variant successfully
find the object but EdgeBoxes does not; (b) Sample images where only the proposed ap-
proach is able to detect the objects; (c) Sample images where only the first variant approach
is able to detect the objects; (d) Sample images where only the second variant approach
is able to detect the objects; (e) Sample images where EdgeBox approach works perfectly
but other approaches do not. The bounding boxes for Proposed approach are depicted by
green color; first variation by magenta color; second variation by red color; and EdgeBox
approach by blue color.
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CHAPTER 5
CONCLUSION
In this section, we conclude the thesis and discuss future plans for the approach.
5.1 Conclusions
In this thesis, we propose a class invariant approach that improves the EdgeBox ap-
proach to generate a better set of proposals, which can be further input to a classifier
for object recognition. The proposed approach utilizes complementary information such
as corners, edges, and regions to identify more candidate proposals. Specifically, we use
the Harris corner detector to locate robust corner points, the Canny edge detector to find
significant edges, and the MSER (Maximally Stable External Regions) method to identify
regions based on the intensities. We seamlessly integrate the complementary information to
generate more proposals on top of the proposals generated by EdgeBox. Our experimental
results show that the proposed approach achieves 89% in recall and 46% in AUC for 0.7
IoU, which improves the EdgeBox algorithm by 2% in recall while retaining the 46% AUC.
Our contributions are as follows:
1. Combining the interest point feature information (e.g., corners) with the edge infor-
mation to generate more candidate proposals;
2. Updating the scores of the EdgeBox proposals based on the overlapping ratio between
the EdgeBox and candidate proposals;
3. Designing a fusion strategy to merge the candidate proposals and the EdgeBox pro-
posals;
4. Proposing two variant algorithms to improve the EdgeBox algorithm. One variant
algorithm utilizes the corner information in combination with superpixels. The other
variant algorithm makes use of superpixels with the edge information.
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5.2 Future Work
We have the following tasks planned for further improvements in the proposed ap-
proach:
1. Improving the performance of the approach by considering better filtration of the false
positive bounding boxes
2. Improving the running time of the approach by implementing a faster Harris corner
detector and MSER detector in C++ instead of using the ones available with Matlab
Image processing toolbox
3. Enhancing the approach to work independently of EdgeBox by implementing a new
scoring mechanism, thus removing dependency on EdgeBox
4. Testing and comparing results of the proposed approach on ImageNet [37] and MS
COCO [13] datasets
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