Abstract Credit Valuation Adjustment (CVA) has become an important field as its calculation is required in Basel III, issued in 2010, in the wake of the credit crisis. Exposure, which is defined as the potential future loss on a financial contract due to a default event, is one of the key elements for calculating CVA. This paper provides a backward dynamics framework for assessing exposure profiles of European, Bermudan and barrier options under the Heston and Heston Hull-White asset dynamics. We discuss the potential of the Stochastic Grid Bundling Method (SGBM), which is based on the techniques of simulation, regression and bundling (Jain and Oosterlee, Applied Mathematics and Computation, 269:412-431, 2015). By SGBM we can relatively easily compute the Potential Future Exposure (PFE) and sensitivities over the whole time horizon. Assuming independence between the default event and exposure profiles, we give here examples of calculating exposure, CVA and sensitivities for Bermudan and barrier options.
Introduction
In the wake of the credit crisis, regulators put more strict capital requirements to cover losses caused by default events. A recent capital charge was introduced in Basel III, i.e. the Credit Value Adjustment (CVA). CVA is the difference between the risk-free contract value and the contract value that accounts the possibility of a counterparty's default [16] . It can be computed as the integral over the time horizon as the expectation of the discounted losses on a default event, multiplied by the probability of default at that moment and the percentage of loss given default [30] . The computational complexity of CVA arises from the uncertainties of the losses of a default event and the likelihood of the counterparty's default in the future. An unstable dependence structure between the counterparty's default probability and the corresponding losses in the future may exist, which makes the computation of CVA complicated [5, 16] .
Credit exposure is defined as potential future losses without any recovery. Exposure evolves over time as the market moves with volatility, and typically cannot be expressed in closed form. Before the appearance in Basel II [2] , concepts as expected exposure (EE) and potential future exposure (PFE) had emerged and were commonly used as the representative metrics for credit exposure [16] . EE represents the average expected loss in the future, while PFE can manifest the worst exposure given a certain confidence level. These two quantities illustrate the loss from both a pricing and risk management perspective [16] , respectively. In order to get these metrics of future losses, in practice, the exposure profile needs to be computed for a large number of scenarios on a set of time steps. This is one of the involved parts in computing CVA.
A general Monte Carlo (MC) framework is formulated by Pykhtin and Zhu [30] for the computation of exposure profiles for over-the-counter (OTC) derivative products. There are three basic components: (1) Monte Carlo path generation for a series of simulation dates under some underlying dynamics; (2) valuation of markto-market (MtM) values of the contract for each realization at each simulation date, by some numerical method; (3) calculation of exposure for each simulation at each simulation date.
Calculation of exposure profiles asks for efficient numerical methods, as the computational demand grows rapidly w.r.t. the number of MC paths. Different numerical methods have been combined with the MC forward paths to handle the computational demand of exposure, such as the Finite Difference Monte Carlo Method [12] or the Monte Carlo COS method 1 [31] . Computational complexity increases for CVA of a whole portfolio, as there are then multiple financial derivatives in the exposed portfolio. Inclusion of various market factors in the asset dynamics, such as stochastic asset volatility and stochastic interest rates, further increases the computational effort.
We will use the Stochastic Grid Bundling Method (SGBM) for the efficient and flexible computation of exposure. The SGBM technique was proposed for pricing multiple-asset Bermudan derivative contracts under Black-Scholes dynamics in [20] . In the present work we extend SGBM to computing exposure values of options under a stochastic volatility asset equity model with stochastic interest rates. We show the impact of adding stochastic volatility and stochastic interest rates on the metrics of future losses (i.e. CVA, EE, PFE). A stochastic volatility may explain the implied volatility surface observed in the derivatives market (such as the volatility smile) [18] , and uncertainty in the interest rate may give a significant contribution to the price, especially of long-term financial derivatives [25] . The hybrid model chosen to model these stochastic quantities is the Heston Hull-White model [17] . We will also study the impact of stochastic interest rate and stochastic volatility, respectively, under the Black-Scholes Hull-White model and the Heston model.
SGBM is based on simulation, regression, and bundling [20] , and the method is very suitable for the computation of exposure profiles. The idea of using simulation and regression for pricing options with early exercise has been used by Carriere [9] , Tsitsiklis and Van Roy [33] , and Longstaff and Schwartz [27] . There are several recent modifications and comparisons of pricing techniques with regression, such as the work by Broadie and Cao [7] , by Broadie et al. [8] and by Stentoft [32] . SGBM distinguishes itself from other regression-based simulation methods in the following ways. First of all, a bundling technique is employed to ensure an accurate local calculation of the exposures on each path. Secondly, the conditional expectations of basis functions used for regression in SGBM are analytic expressions when the underlying framework is affine or can be approximated by an affine model. They are used for the calculation of the continuation values. Thirdly, compared to the popular Longstaff-Schwartz (LS) method that uses the 'in-the-money' paths, SGBM uses the information of all paths and assigns exposure values to each path at each monitoring date. These features ensure the accuracy of computing exposure values on each path, which is in particular important for PFE. Furthermore, sensitivities of the EE can be calculated accurately with little extra effort.
The flexibility of SGBM is demonstrated by placing the computation of exposure profiles, for different option types under different asset dynamics, in a general unifying framework based on backward recursion. The options considered include European, Bermudan and barrier options. The reminder of the paper is structured as follows: Sect. 2 provides the mathematical framework for CVA and exposure, discusses the affine diffusion models for the underlying, and the backward dynamics for calculation of the exposure of options, and their exposure sensitivities. In Sect. 3, we present the SGBM algorithm in detail. In Sect. 4 the choice of basis functions and the derivation of the discounted moments is presented, as well as a simple bundling technique that ensures the accuracy of the local, bundle-wise, regression. In Sect. 5, numerical results are presented to show the convergence and efficiency of the method, and the impact of the stochastic interest rate and stochastic volatility on the exposure metrics is studied in Sect. 5.4.
CVA and Exposure
CVA is the price of counterparty-credit risk. It is based on an expected value (the expected exposure) which is computed under the risk-neutral measure. There has been debate on the computation of PFE regarding whether to compute it under the real-world or the risk-neutral measure. It is argued that PFE should be computed based on simulations under the real-world measure, reflecting the future developments in the market realistically, from a risk management perspective [22] .
In this paper we will focus on the computation of CVA, and we will compute EE and PFE under the risk-neutral measure as well. However, the numerical techniques in this paper can be also be used for computing PFE under the real-world measure, which is a next stage of our work.
The default probability will also be measured under the risk-neutral measure in this paper. The implied default probability of the counterparty typically is retrieved from market prices of CDS (credit default swap) or corporate bonds issued by this counterparty. Notice that the implied default probability under the risk-neutral measure in general is different from that inferred from historical data under the realworld measure, and of the two the former is typically higher than the latter [5] .
Mathematical Formulation
Assuming a market without friction. Let .˝; F ; P/ be a complete probability space on a finite time horizon OE0; T including all required quantities, wherei s the sample space, F is the sigma algebra of events at time T, and P is the probability measure. We assume the existence of a risk-neutral probability measure Q, equivalent to P, under which the current value of a financial asset is equal to its expected discounted payoff in the future. The uncertainty of the market includes a set of influencing factors, such as the (log-)stock price and its volatility, and the short rate. These quantities can all be expressed by an n- 
The exposure can also be measured in terms of the replacement costs for a derivative contract, i.e. the amount to replace the contract at current market rates [16] . Without transaction costs, the exposure of options in a default event is the loss defined by the replacement costs without any recovery. We assume that the exposure to the writer immediately becomes zero when the option is terminated, exercised or knocked out. Hence, exposure can be expressed by:
if the option is terminated; knocked out or exercised;
V.t; Y t /; if the option is alive:
In addition, the discounted exposure is defined by E .t;
The likelihood of default of the counterparty is another important quantity in the calculation of the CVA. We will utilize the intensity (the so-called reduced form) model, of which the construction has been widely studied. Some work on initial intensity models was presented by Jarrow and Turnbull [21] , Madan and Unal [28] , Duffie and Singleton [13] . Lando [23] presented the term structure of defaultable bonds with the assumption of independence between the risk-free interest rate and the default intensity. A detailed discussion of intensity modeling of default risk can be found in the books by Bielecki and Rutkowski [3] , Lando [23] and Brigo and Mercurio [6] .
We also discuss the intensity model briefly here. Let h t WD h.Y t / be the F t -intensity of a jump process and d > 0 be the first jump time of this process. We construct a right continuous process H t D 1. d Ä t/, where 1. / is the indicator function. The natural filtration generated by H t is given by H t WD .H s / s2OE0;t . The enlarged filtration G t D H t _ F t thus includes all information of default events and market quantities up to time t. The survival probability under the risk-free measure Q at time t can be expressed by an intensity function:
The well-known quantities of the exposure distribution, EE and PFE, are important for risk management [16] . The mathematical formulas for the EE and PFE quantities are given by:
where˛is the confidence level. For calculating PFE, the confidence level˛D 97:5% is commonly used to measure the 'worst' losses [16] . Both quantities are deterministic functions in the period OE0; T.
Affine Diffusion Models
For the asset price processes under study here, we will benefit from the affine diffusion (AD) class of Markov stochastic processes .Y t / t2OE0;T , which can be expressed by the general form,
where e W t is an F t -measurable column vector of independent Wiener processes under measure Q in R n , the drift term .Y t / W U ! R n , and the volatility term .Y t / W U ! R n n . In the AD class it is assumed that the drift term, the covariance .Y t / .Y t / T and the interest rate are of the affine form, i.e.
With this type of model, it can be shown that the discounted characteristic function (dChF) is of the following form:
with time lag D T t. The coefficients satisfy the ODE system [13, 17] 
The dChF facilitates the calculation of the discounted moments in Sect. 4.1, which is one of the key components within the SGBM algorithm. Based on this general expression for affine models, we will discuss several hybrid models.
Black-Scholes Hull-White Model and Heston Model
The famous Black-Scholes option pricing partial differential equation (PDE) [4] is based on the assumptions that the asset price follows a geometric Brownian motion with constant volatility and constant interest rate. We first relax the assumption of constant interest rate by a stochastic instantaneous short-rate r t . In practice, interest rates vary over time and by tenor T, as observed in the zero coupon bond curves in the market [6] . The instantaneous forward rate at time t for a maturity T > t is defined by:
The characterization of the term structure of interest rates is well-known from Vasicek [34] , Cox, Ingersoll, and Ross [11] , and Hull and White [19] . In this paper, we will also employ the Black-Scholes Hull-White hybrid (BSHW) model. Under risk-neutral measure Q, the dynamics of the model Y t D OEx t ; r t T are given by the following SDEs [6] : t are two independent standard Wiener processes under measure Q and j x;r j < 1 is the instantaneous correlation parameter between the asset price and the short rate process; positive parameters and Á denote the volatility of equity and interest rate, respectively; the drift term Â.t/ is a deterministic function chosen to fit the term structure observed in the market, which must satisfy:
Another way of extending the Black-Scholes model is to define the variance as a diffusion process, like in the stochastic volatility model developed by Heston [18] . With state variable Y t D OEx t ; v t T , the Heston model is given by:
where r is a constant interest rate; the two correlated Wiener processes .W 
Heston Hull-White Model and H1HW Model
Consider a state vector including all these stochastic quantities, i.e. Y t D OEx t ; v t ; r t T . The corresponding model can be defined by adding a HW interest rate process to the Heston stochastic volatility dynamics, as presented in [17] . The hybrid model of the equity, stochastic Heston asset volatility and stochastic interest rate is represented by the following SDEs: The Heston Hull-White (HHW) SDE system in (15) is not affine. Conditioned on information at time t, the symmetric covariance matrix at time s > t is given by:
where the term p v s is not linear. Grzelak and Oosterlee in [17] approximated the covariance matrix in (16) by
where the term p v s is approximated by its conditional expectation E p v sˇvt , for which an analytic formula is given by:
with 1 WD s t, and
This affine approximation of the HHW model with covariance (17) is called the H1HW model, and details can be found in [17] . In this paper, we further make an approximation of the calculation in (18) , as presented in Appendix 3.
Pricing European, Bermudan and Barrier Options
We will study the CVA, EE and PFE of several types of options to show the flexibility of SGBM. We present the backward valuation dynamics framework for European, Bermudan and barrier options in this section. Let the collection of equally-spaced discrete monitoring dates be:
The options will be valued at so-called monitoring dates to determine the exposure profiles. The received payoff from immediate exercise of the option at time t m is given by
for a callI ! D 1; for a put; (20) where K is the strike value and S m is the underlying asset variable at time t m . The continuation value of the option at time t m can be expressed by the conditional expectation of the discounted option value at time t mC1 . As we have assumed the Markov property of the process Y m , we replace the filtration F m in the conditional expectation, i.e. the continuation values of the option will be written as a function of the state variable Y m , i.e.
where Y m is the state variable at time t m , and V.t mC1 ; Y mC1 / is the option value at time t mC1 .
Bermudan Options
Bermudan options can be exercised at a series of time points before expiry date T.
Denote the set of early-exercise dates by T E . We will take a small step size t when simulating the market variables to enhance the accuracy of the CVA calculation, and we assume that the Bermudan option can only be exercised at some of these dates, i.e. T E T . We also assume that the option holder makes the exercise strategy aiming for the 'optimal' profit, and the option holder is not influenced by the credit quality of the option writer when making the decision. We further denote the optimal stopping time by B , which is the optimal time to exercise the option under the assumptions. It should maximize the expected payoff at time t D 0, i.e.
The essential idea of pricing Bermudan options by simulation is to determine the optimal exercise strategy for each path. At each exercise date, the option holder compares the received payoff from immediate exercise with the expected payoff from continuation of the option to determine the optimal exercise strategy. The dynamics of pricing Bermudan options in backward induction derived by the Snell envelope [14, 27] can be expressed by:
European Options
Similar to pricing Bermudan options, the exposure profile of a European option can be determined based on simulation. The European option value at time T equals the received payoff
at time points t m < T, the value of the European option is equal to the discounted conditional expected payoff, i.e.,
where g.S M / is the received payoff at time t M D T. By the tower property of expectations, it can be calculated in a backward iteration as:
Barrier Options
Barrier options become active/knocked out when the underlying asset reaches a predetermined level, i.e. the barrier level. There are four main types of barrier options: up-and-out, down-and-out, up-and-in, down-and-in options. Here we focus on the down-and-out barrier options. A down-and-out barrier option is active initially and gets knocked out (looses its value except for some rebate value) when the underlying hits the barrier; otherwise if the option is not knocked out during its lifetime, the holder will receive the payoff value at the expiry date T. The backward pricing dynamics of the down-and-out barrier options are thus given by [14] ,
where 1 . / is the indicator function, L is the barrier level and r b is the rebate value.
The Stochastic Grid Bundling Method (SGBM)
Monte Carlo simulation plays a primary role in computing CVA, i.e. generating N independent scenarios for each monitoring date T . We denote the realization of the state vector Y m on the i-th path at time t m by O y m .i/, i D 1; : : : ; N. After finishing the calculation of the exposure profile on the generated stochastic grid, the CVA, assuming independence of exposures and defaults, can be computed by the following discrete formula:
Similarly, the value at time t m of the EE and PFE functions can be approximated by: 
Calculation of the Continuation Values
At time t m < T, the generated paths are clustered into some non-overlapping bundles with as a criterion that the realizations O 
where O y .l/ m .i/ represents the l-th dimension of the realization O y.i/, and j D 2; 3; : : : ; J.
These subdomains fI j m g J jD1 are disjoint. At the same time, the corresponding realizations O y mC1 .i/ of the state vector Y mC1 within the j-th bundle also form a bounded domain in R n , i.e. 
m , a commonly used approximation of the option function is a constructed function that is the 'best fit' for the data set in least squares sense. With a set of some basis functions f k g H kD1 in L 2 , the option function can be approximated on U j mC1 by a linear combination of the basis functions:
where H is the number of basis functions, andˇj m .k/ are the constant coefficients at time t m of the k-th basis function k within the j-th bundle B 
of which the solution is denoted by f Ǒ j m .k/g H kD1 . Within the j-th bundle, the approximation of the option function on U j mC1 is thus given by:
Hence the continuation function on the bounded domain I j m can be approximated by a linear combination of the conditional expected discounted basis functions defined by:
where the conditional expectation of the k-th discounted basis function is given by
We will approximate the 'real' continuation function c.t m ; / given in equation (21) 
In addition, we will show that the error of approximation of the continuation function at time t m is bounded by the error of approximation of the option function at time t mC1 in Sect. 3.4.
Backward Algorithm
From Sect. 3.1, it is clear that the continuation values on each path at time t m can be calculated in backward fashion as long as the option values at these paths at time t mC1 are available. In this section, we will present the backward algorithm of the SGBM for computing exposures of options, first for Bermudan options.
Initializing:
on all paths can be calculated from the received payoff. The backward algorithm of calculating the exposure profile of a European option or a barrier option is the same as the algorithm for a Bermudan option, except that the pricing formula (23) 
in
Step III needs to be replaced by formula (25) for pricing European options or formula (26) for pricing barrier options, respectively.
Sensitivities of EE
The sensitivities Delta ( EE ) and Gamma ( EE ) of EE w.r.t. the change of the underlying asset price S 0 can be computed in the same backward algorithm for the computation of the exposure profile. At time t M D T, we simply assign value zero to these derivatives of the EE function. At time t m < T, the sensitivities can be computed by:
where x m D log.S m / represents the log-asset value at time t m . The derivation of formulas (38) and (39) is presented here. At time t m , the first derivative of the EE function can be computed by
by the chain rule,
where x m WD log S m , and
The second equation in (42) can be derived as follows. The asset value S t follows a Geometric Brownian motion process, i.e.
By integrating both sides, we obtain
hence the derivative of S t w.r.t. S 0 can be expressed by
So, the first derivative of the EE function can be expressed by
From (46), the second derivative can be derived by
For those paths on which the option is alive at time t m , the first and the second derivatives of the exposure function are given by
where the derivatives of the continuation function w.r.t. x m within the j-th bundle are approximated by
with the same coefficient set f Ǒ j m .k/g H kD1 as in (35).
For those paths on which the option has been exercised or knocked out at time t m , the derivatives of EE are given value zero, as the exposure values on these paths are zero.
Convergence Results
The so-called direct estimator is obtained in the backward algorithm by regression [20] . With convexity of the 'max' function, it can be proven by induction that the direct estimator is often higher than the true value with some bias, and that the direct estimator converges to the option value as the number of paths and the number of monomial basis functions goes to infinity. See Theorem 2 and Theorem 4 in [20] .
In addition, an estimator can be made based on the average cash flow of a second set of paths, referred to as the path estimator. Using the coefficients obtained by regression based on one set of paths, an approximation of the optimal early exercise strategy of another set of paths can be made by comparing values of continuation and values of immediate exercise. The path estimator is often a lower bound of the option value, converging a.s. as the number of paths goes to infinity [20] , since the option value computed by the optimal early exercise strategy is the supremum of the option value at time t D 0 by definition. Details of the proof can be found in [20, 27] .
For European and barrier options, one can take the discounted average of the MC paths as our reference. For Bermudan options, the direct and path estimators provide a conservative confidence interval for the true option value [20] :
where O s path and O s direct are the sample standard deviations for the path and direct estimator respectively, and V path .0/ and V direct .0/ are the sample means of the path and direct estimators respectively; these sample means and sample standard deviations are based on N s independent trials.
The approximation of the option function converges as the number of paths, the number of basis functions and the number of bundles go to infinity. Details of this can be found in Appendix 4. From the discussion of convergence in Appendix 4, we can also conclude that by using bundles, the option function can be approximated well piece-wise functions, even with a low order p D 1. This advantage of the SGBM approach will reduce the computational effort for increasing problem dimensions. In addition, the error of approximation of the continuation function can be uniformly bounded by the error in approximating the option function, as stated in Proposition 1. It ensures the accuracy of the computed continuation values by SGBM on each path, which is important for computing exposure profiles. Proof By Jensen's inequality it is proved in Appendix 5.
Proposition 1 At time t m , the error of approximating the continuation function by SGBM is uniformly bounded by the error of approximation of the option function within each bundle, given by
c.t m ; Y m / c 2 .t m ; Y m /ˇÄ kV.t mC1 ; / Z 2 .t mC1 ; /k L 2 D Z Y mC1 2R n .V.t mC1 ; Y mC1 / Z 2 .t mC1 ; Y mC1 // 2 d .Y mC1 jY m / ! 1 2 ;(51
Choice of Basis Functions and Bundling

The Monomial Basis and the Discounted Moments
Essentially, the approximation of the option function expressed in (32) is its projection onto a space consisting of basis functions on the bounded domain U j mC1 . For the polynomial space, it is natural to take monomials as the basis, as all monomials with order lower or equal to any degree p 2 N can form a closure. 
whereˇWD OEˇ.1/;ˇ.2/; ;ˇ.H/ 2 R H , and f k g H kD1 is the monomial basis. Table 1 presents the monomial basis set for the hybrid models in this paper with degree p D f1; 2; 3g.
The monomial basis grows rapidly with the dimension of the state variable n and the polynomial order p. In the algorithm of SGBM, bundling will enhance the accuracy and thus a lower degree p can be employed to achieve a certain accuracy level, as we will see in the numerical Sect. 5. The expected value of a discounted monomial basis is the discounted moment, for which an analytic formula, the -function, is needed in the calculation of the continuation function. Over a time period OEs; t, the k-th discounted moment of an ndimensional vector Y t , corresponding to the monomial basis 
which can be derived by the associated dChF of the dynamics,
where i represents the imaginary unit, vector u D OEu 1 ; u 2 ; : : : ; u l ; : : : ; u n 2 R n and the function˚.uI Y s ; t s/ is the dChF of the underlying dynamics given in equation (9) . So, the discounted moments of AD processes of any order can be expressed in closed form, i.e. we have all discounted moments corresponding to the monomial basis presented in Table 1 . For the HHW process, of course, we base them on the H1HW approximate model.
A Bundling Method
We introduce a technique for making bundles in SGBM such that there is an equal number of paths within each bundle. It is called the equal-number bundling technique. The same technique of clustering paths is found in [10, 26] . The advantages of this bundling technique are that the number of paths within each bundle will grow in portion to the number of paths, and that there will be a sufficient number of paths for regression when the total number of paths is large. We use the Heston model to present the bundling technique, where the 2D state vector is denoted by Y t D OEx t ; v t T . First, all paths are sorted w.r.t. their log-asset values, and clustered into J 1 bundles with respect to their ranking, ensuring that within each bundle, the number of paths is equal to
; subsequently, within each bundle we perform a second sorting w.r.t. the variance values and cluster the paths into J 2 bundles. After these two iterations, the total number of bundles will be J D J 1 J 2 .
The two steps are visualized in Fig. 1 , where scatter plots demonstrate the 2D domain for the Heston model, at some time instant t m . In plot (a), the paths are first clustered into 8 bundles w.r.t. the values of the log-asset, while in plot (b), the paths within each bundle are again clustered into 2 bundles w.r.t. the value of the variance. The total number of bundles is thus 16 .
In a similar way, paths simulated under the HHW model can be clustered by the realized values of the log-asset (x t ), variance (v t ) and interest rate (r t ) values, in this order. We denote the number of bundles in these three dimension by J 1 , J 2 and J 3 , and the total number of bundles
There are other bundling approaches such as the recursive-bifurcation-method and the k-means clustering method, used in [20] . For our specific multi-dimensional problems, however, using the recursive-bifurcation-method will give rise to too few paths within some bundles when the correlation parameter is close to 1 or 1, no matter how large the total number of paths is. This problem will not occur if we use the equal-number bundling technique. In addition, it is easy to implement and fast for computation compared to the k-means clustering method.
Numerical Tests
In this section, we will analyze the convergence and accuracy of SGBM for the Heston and the HHW models, respectively w.r.t. the following quantities:
• the value of the option at time t D 0;
• the EE and PFE quantities over time OE0; T;
• the sensitivities w.r.t. S 0 of the EE function over time OE0; T.
The convergence of SGBM for the computation of Bermudan options can be checked by comparing the direct and path estimators. The reference values for European and barrier options can be computed by averaging discounted cash flows for a very large number of paths.
In addition, the COS method can be connected to the MC method [31] for reference values. Under the Heston model, the COS method in [14] can be used to calculate option values and corresponding Greeks at time t D 0 for Bermudan and barrier options. By the MC COS method exposure profiles, quantities and sensitivities of the EE function can be computed at monitoring date t m . We use quantities computed by the COS method as the reference values for EE, PFE and sensitivity functions under the Heston model. 2 The Quadratic Exponential (QE) scheme is employed for accurate simulation of the Heston volatility model [1] . CVA is computed here via formula (4) with LGD D 1. The survival probability function defined in (2) is assumed to the independent of exposure with a constant intensity h t D 0:03 in the period OE0; T.
The Heston Model
The parameters for the Heston model in (14) We choose a large number of MC paths, N D 2 10 6 and a relatively small time step size t D 0:05. The paths will be clustered into J 1 D 2 j ; J 2 D 2 j , j D 1; 2; 3; 4 bundles. The monomial basis in SGBM is of order p D f1; 2; 3g. The number of paths is chosen large as we wish to compare the convergence and accuracy using the same set of simulated scenarios for different choices of the number of bundles J and degree p. The number of paths can be greatly reduced in real-life CVA computations because SGBM typically exhibits low variances compared to LSM.
We consider a Bermudan put option under the Heston model with parameter Test A, with 10 equally-spaced exercise dates till T D 1. In Fig. 3 , we present the accuracy of SGBM for the exposure quantities, EE, PFE and sensitivities of EE, by comparing to reference values by the MC COS method based on the same set of MC paths. Increasing the number of bundles J and/or the order of the monomial basis p enhances the accuracy of the results, as expected. In particular, a basis of order p D 2 achieves the same level of accuracy as order p D 3 with twice more bundles. By increasing the number of bundles, we can thus employ a monomial basis of lower order, which is an important insight. Table 2 presents option values as well as CVA and sensitivities computed by SGBM plus the corresponding reference values. We see that the direct estimators have smaller variances compared to the path estimators.
In addition, Fig. 4 demonstrates the convergence of SGBM based on basis functions of lower order, p D 1, where we increase the number of bundles to 4 6 . The conclusion in Appendix 4, i.e. when the size of a bundle approaches zero, the bias caused by approximating a continuous function by a simple linear function goes to zero, is confirmed. This is one advantage of SGBM compared to LSM. We need fewer basis functions by using bundles. 3 The relative L 2 norm is defined by:
J -Number of bundles We also consider a put-down-out barrier option with strike K D 100. The option is knocked out when the asset value reaches barrier level H D 0:9K before the maturity T D 1. After being knocked out, an investor receives a rebate value, r b D 10; otherwise the investor receives the payoff at time T D 1. We present these quantities computed by SGBM and the corresponding reference values in Table 3 . 
The HHW Model
SGBM for the Heston Hull-White model is based on forward simulation under the true HHW dynamics while the backward computation employs the discounted moments of the H1HW dynamics.There are basically two issues regarding the SGBM computation of exposure under the HHW model. We will focus on the impact of a long expiry date (say T D 10), and we will examine the accuracy of the approximation of the HHW model by the affine H1HW model. We use the following parameters for the HHW and H1HW models ( The accuracy of SGBM is first studied by computing a European put option with T D 10. The implied volatility (in %) is used to demonstrate the accuracy of the computed option values, as the implied volatility is typically sensitive to the accuracy of option values [17] . The implied volatility is computed by means of the BS formula for strike values K D f40; 80; 100; 120; 180g. The reference values are computed by the average cash flows on the generated MC paths. The results are presented in Table 4 . The SGBM results have smaller variances compared to results of a plain Monte Carlo simulation, and maintain a high accuracy when comparing the absolute errors.
We then consider a Bermudan put option with 50 exercise dates equally distributed in the period OE0; T. Figure 5 shows the SGBM convergence rate by comparing the direct and path estimators. Results of this Bermudan put are presented in Table 5 . Table 6 presents results of SGBM for computing a down-andout barrier put option. It shows that SGBM works well also for a non-continuous payoff function. 
Speed
One benefit of the SGBM algorithm is that one can calculate different financial derivatives on the same underlying in one backward iteration using the same set of simulated paths, as the monomial basis and the discounted moments are the same. Table 7 compares the calculation time of a single Bermudan option and of a portfolio, that consists of a Bermudan option, a European option and two barrier options with the same underlying stock. The algorithm is implemented in MATLAB, and runs on an Intel(R) Core(TM) i7-2600 CPU @ 3.40GHz. By using parallelization of the SGBM algorithm, the speed can be further enhanced drastically, see a study in [26] . 
Impact of Stochastic Volatility and Stochastic Interest Rates
We here check the impact of stochastic volatility and stochastic interest rates on exposure profiles and CVA. Next to the already discussed Heston and HHW models, we also consider the Black-Scholes (BS) and the Black-Scholes Hull-White (BSHW) models in this section. The parameter set chosen is the same as in Test B. For comparison, we use the parameters of the other models such that we can ensure that the values of a European put option with a fixed expiry date T has the same price under all models. 4 We define a so-called CVA percentage as 100 Table 8 presents the percentage CVA for European put options with two maturity times, T D f1; 5g, for the strike values K D f80; 100; 120g. It can be seen that the CVA percentage does not change with strike; furthermore, European options with maturity T D 5 exhibit a higher CVA percentage than those with maturity T D 1. Based on the chosen parameters, we see only a small impact of stochastic volatility and stochastic interest rate on the CVA percentage. Table 9 presents the percentage CVA for Bermudan put options with maturity times T D f1; 5g for strike values K D f80; 100; 120g. We see that the 'in-themoney' options have the smallest CVA percentage. This is understandable as the optimal exercise strategy, in this paper, does not take into account the risk of a counterparty default. A put option is likely to be exercised before maturity when the strike value is higher than the current stock value, and thus one can expect relatively little exposure. Figure 6 presents the EE and PFE function values w.r.t. time for a Bermudan put option which is at-the-money. The stochastic interest rate plays a significant role in the case of a longer maturity derivatives, and results in increasing PFE profiles; stochastic asset volatility appears to have an effect on PFE values at the early stage of a contract. Under the parameters chosen here, at an early stage of the contract (say t < 1), the PFE profiles under the HHW model are very similar to those under the Heston model, but at later contract times the PFE profiles under the HHW model increase. It seems that the stochastic volatility has more effect on the right-side tail compared to the expectation of the exposure profile, while adding the stochastic interest rate increases the whole exposure profile, especially in the case of a longer maturity.
Conclusion
In this paper we generalize the Stochastic Grid Bundling Method (SGBM) towards the computation of exposure profiles and sensitivities for asset dynamics with stochastic asset volatility and stochastic interest rate for European, Bermudan as well as barrier options. The algorithmic structure as well as the essential method components are very similar for CVA as for the computation of early-exercise options, which makes SGBM a flexible CVA valuation framework.
We presented arguments for the choice of the basis functions for the local regression, presented a bundling technique, and showed SGBM convergence of the direct and path estimators with respect to an increasing number of bundles. Numerical experiments demonstrate SGBM's convergence and accuracy.
Using higher-order polynomials as the basis functions is especially important when accurate sensitivities values are needed; otherwise, a polynomial order p D 1 is sufficient for option prices and exposure quantities with a sufficiently large number of bundles and paths. The computational efficiency is connected to the number of bundles used in SGBM. A parallel algorithm will be important for a drastic reduction of the computation times, see the studies in [26] .
where
The solution is given by:
and
The form of the characteristic function in Heston's original paper [18] is problematic due to branch cuts. A more recent reference is [15] . We use the correct form of the characteristic function in our numerical examples.
Appendix 2: The Joint Discounted ChF of the Black-Scholes Hull-White Model
The expression for the joint dChF for the BSHW model is given by:
where the coefficients of the ChF are obtained via the following ODEs:
The solution is now given by: 
Again the discounted moments are obtained by symbolic computations in MATLAB.
Appendix 3: The Joint Discounted ChF of the H1HW Model
The expression for the joint dChF of the H1HW model is given by: The integrals expressed in (94) and (95) can be approximated by an analytic formula with the approximation in (97). To further enhance the of SGBM, we compute the integrals on a volatility grid based on the minimum and maximum values of the variance on the simulated paths. At each time step t m , the discounted moments on all paths are computed with the help of the volatility grid plus a spline interpolation technique.
Appendix 4: Errors of Approximation of the Option Function
There are two types of errors when approximating the option function on the bounded domain U j mC1 at time t mC1 . The first type of error 1 is the difference between the real option function and its projection on the polynomial space P.U j mC1 ; p/, and the second type of error 2 is the difference between the real projection on the polynomial space and its statistical approximation given a data set 
It is trivial to see that the total error of approximation of the option function is bounded by the sum of these two types of error, i.e.
and we will discuss them respectively.
• For the first type of error 1 : The well-known Weierstrass approximation theorem states that any continuous function defined on a closed interval can be uniformly approximated as closely as desired by a polynomial function [24] . It can ensure that 1 will go to zero as the order of the monomial basis goes to infinity. More specifically, the error 1 is involved with the property of the polynomial space P.U approaches zero as the number of paths goes to infinity with probability 1. Error 2 can be reduced by increasing the number of paths N j .
As a conclusion, the SGBM approach converges as the number of bundles, the number of paths within each bundle and the polynomial order p of the basis functions go to infinity.
