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1 INTRODUCTION
In the course of the progressive digitalization, the
amount of data produced is growing continuously. A
party that should benefit from increasing data vol-
umes is the general public. The data stock of public
institutions is growing continuously, be it by newly
acquired data or by digitalized inventory data. In
2013, the G8 agreed upon the Open Data Charter with
the goal to make a large part of data owned by federal
institutions public so that it can be accessed by ev-
eryone and thus, promote innovation and ensure high
data quality1.
In the course of the promoted new open data
strategies, multiple open data portals were launched,
either operated by official side or by interest groups
that engage in open data movements for certain re-
gions or data domains. A crucial aspect for the provi-
sion of data in open data portals is metadata. These
must be of high quality to ensure that data can be
found and used correctly. This ensures the acceptance
and increased use of these portals, especially as the
Charter does not provide any proposals for standard-
isation and contributors are not interested in it due to
its complex implementation.
This becomes even more important when data
consumers like app developers are interested in data
from multiple open data portals, for example, to inte-
grate data from multiple cities, each providing its own
platform. In this case, the consumer must be able to
identify which data contains the same semantic infor-
mation across portals.
Data providers are responsible for providing and
maintaining metadata and thus, also for ensuring
quality. Open data portals and their usage have
been subject to many studies. In 2017, Schauppen-
lehner and Muhar investigated the European- and the
Austrian Data Portal regarding the use of metadata
(Schauppenlehner and Muhar, 2018). The authors
conclude that the mere existence of metadata pro-
1https://www.gov.uk/government/
publications/open-data-charter/
g8-open-data-charter-and-technical-annex,
Accessed: 2020-02-09
vides no added value. They identify weaknesses in the
large number of different used data formats and in the
way free text descriptions are used. Within these free
texts, human-readable descriptions are mixed with
machine-readable information, such as database iden-
tifiers. As consequence, data that were originally
created for the human user, can only be understood
by technical experts or require a high degree of pre-
processing. In their review from 2012, Zuiderwijk et
al. have identified in particular the characteristics of
non-machine-readable metadata as a problem of open
data portals (Zuiderwijk et al., 2012). In 2016, Tygel
et al. (Tygel et al., 2016) did another investigation of
open data portals. They identified the usage of syn-
onyms, ambiguity and incoherence in metadata as a
key factor that hinders the reuse of open data, espe-
cially across different open data platforms. To solve
this problem, they propose the integration of a seman-
tic layer on top of multiple data platforms to improve
quality and to allow interlinking multiple platforms.
Their proposed approach is based on a tag manager
that allows users to register, for example, synonyms
when adding a data source. A prominent approach
initiated by Google, Microsoft, Yahoo and Yandex
is schema.org2 that has the goal to unify schemas of
structured data on the web.
All in all, the use of metadata still poses chal-
lenges within individual portals and especially across
several portals. Metadata are important for users to
understand the semantic meaning of data. This se-
mantic meaning should at best be comprehensible
to both the computer and the human. Approaches
to this are offered, for example, by ontology-based
data management, which is based on the fact that the
meaning of data is stored in firmly defined conceptu-
alizations. These concepts can either be defined apri-
ori, so that new data has to fit to the existing concepts,
or the concepts can be extended step by step on the
basis of new data as for example latest research by
Pomp et al. (Pomp et al., 2019) shows. To repre-
sent the semantic meaning of data sources, it is nec-
essary to establish a mapping between ontology and
data. This process is typically either data-driven by
2https://schema.org, Accessed: 2020-03-11
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looking at actual values in the data, or label-driven,
based on data identifiers like attribute names. Ul-
timately, however, human intervention is always re-
quired to define whether the concepts recognized by
the algorithms are actually meaningful. Behind this
step of mapping data to ontologies, there is always a
certain effort, which should be kept as low as possi-
ble for the data provider so that it continues its work
as continuously as possible and provides many data
sources.
Especially in the case of open data portals, there
is often additional data available that can support the
mapping of data and ontologies and that can be cre-
ated by data providers with limited effort and more
informally: textual descriptions of the data in human
and/or machine readable form. Considering the cur-
rent research progress regarding unsupervised Natu-
ral Language Processing, new potentials arise to use
these texts to extract concepts automatically. During
the last two years models outperforming each other in
NLP tasks like language understanding are released
in short time windows. ELMo (Peters et al., 2018),
Bert (Devlin et al., 2018) and XLNnet (Yang et al.,
2019) are some of the latest developments in this field
and achieve scores of up to 90% for reading compre-
hension tasks. The use of modern NLP models brings
opportunities in many cases where classical statistical
NLP methods were not sufficient. It is therefore quite
conceivable that the use of modern NLP methods can
be used to further support people in the preparation of
semantic models and thus improve the harmonization
of metadata.
2 RESEARCH PROBLEM
As described at the beginning, using the exam-
ple of open data portals, the use of metadata alone is
not sufficient to ensure uniform usability and quality
of the data provided and that provision of metadata
is always a time-consuming task for data providers.
Therefore, this task of metadata provision is carried
out in different ways and with varying quality. As a
result, it is particularly difficult to identify and share
semantically similar data. Ontologies are one possi-
bility for better semantic description of data, but it is
necessary to develop corresponding concepts in ad-
vance or when the data to be described is made avail-
able. In this case, the expert knowledge and time ex-
penditure of the data provider are necessary to achieve
optimal results. Recent automatic approaches for se-
mantic labeling and semantic modeling, meaning the
creation of a mapping between data and ontology, are
based either on the data identifiers or on the actual
data values. Metadata in form of free text, as it is for
example often used in open data portals, represents a
third possible source for this modelling if they contain
a detailed description of the dataset. With the help
of natural language processing methods, among oth-
ers, these texts could be used to automatically suggest
concepts behind provided datasets, so that recognized
concepts can subsequently be edited or released by
the provider. Especially the mixed use of human and
computer-readable information, which has been criti-
cized in previous studies, represents a potential here.
A hybrid approach combining existing texts and the
expertise of the provider could complement the ex-
isting procedures for semantic labeling that are used
to manage data semantically, using ontologies. Thus,
data from different sources could be integrated into
a common database in the future without the provid-
ing person having to describe the underlying concept
for each dataset completely formally. An additional
problem that arises from this is the handling of con-
cepts that are not yet known in the existing ontology.
This ontology should continuously evolve based on
texts and user input. To formalize the problem, we
can make the following assumptions: Di is an arbi-
trary structured dataset, SDi is the actual structure of
the dataset, TDi is the textual description of the dataset
and MDi is its semantic model. O is the global ontol-
ogy which is empty at the beginning. We want to find
out, if it is possible, to
• use the description TDi in combination with the
ontology O to receive the semantic model MDi that
is semantically equivalent to SDi
• use the description TDi and the model MDi to
evolve the ontology O
• use the ontology O and the semantic model MDi
to generate a textual description TDi .
3 OUTLINE OF OBJECTIVES
With our research we will extend the possibilities
of semantic modeling, available so far, to get a global
view at the meaning behind datasets from multiple
sources and multiple providers. We will leverage as
many available metadata to keep the human effort for
semantic modeling as small as possible and neverthe-
less allow to have a common semantic model across
multiple datasets later on. Figure 1 visualizes how we
imagine a solution here. We focus on two key issues:
first, semantic modeling itself, i.e. the process of ex-
tracting concepts from a dataset consisting of the ac-
tual data and a corresponding textual description, and
second, how we can use these extracted concepts to
Figure 1: This figure shows our concept of adding two semantically identical data sources. Before adding any of the two
data sources, the ontology on the right only consists of the black concepts. When data source A is integrated, our NLP-based
approach extracts a semantic model with support of the ontology. The automatically extracted model has to be modified by
the user, as it is not completely correct. The corrected version of the model is used to enhance the ontology. New concepts
and their textual descriptions are added. When data source B is integrated, those new green concepts are already part of the
ontology. The automatically generated semantic model is correct and the user just has to improve it instead of modifying it.
build a global ontology that can improve this process
in the future. As input data we use textual descrip-
tions of datasets and some global ontology describ-
ing data characteristics. This global ontology, which
does not contain any concepts at the beginning, will
grow by adding new data sources and their seman-
tic modeling. Texts can follow different patterns by
either describing the datasets completely informal or
by also integrating certain available data identifiers.
We will use state of the art NLP methods to process
the textual descriptions in order to identify underly-
ing semantic concepts. This process of mapping to a
semantic concept should be supported by the global
ontology as well as by potentially available external
data sources like domain specific thesauri or knowl-
edge bases. After our algorithms have generated a
semantic model, the data provider has to check the re-
sulting model. He can make modifications and finally
release the model if it meets his expectations. Af-
terwards we use the semantic model, verified by this
hybrid approach to improve the global ontology in the
case that previously unknown concepts were created.
Furthermore, we would like to give data providers the
opportunity to have descriptions of textual metadata
evaluated. An evaluation here means that the descrip-
tion is compared to semantically similar datasets to
determine if certain standards are available and if the
description is sufficient to map it to a similar seman-
tic concepts. When developing ontologies, we look
beyond existing approaches to the possible use of em-
beddings. We will investigate the added value of stor-
ing extracted concepts and associated texts as embed-
dings in the ontology instead of just the confirmed
concepts in graph form. Current research on text and
graph embeddings promises a benefit that should be
investigated in any case. The storage of embeddings
could also lead to the automatic generation of descrip-
tive texts for data sources that are entered without de-
scriptive texts, based on the data- or label-driven se-
mantic modelling.
In summary, our goals lead to the following re-
search questions which we would like to answer:
1. What information has to be included in textual
metadata and how informal is the description al-
lowed to be for the creation of semantic models?
2. What are suitable methods to generate a semantic
model for a data source using informal texts and
existing formal concepts like ontologies?
3. Which methods are suitable for extending an al-
ready existing ontology based on extracted se-
mantic models?
4. To what extent is it possible, on the basis of
learned concepts and texts, to generate textual
metadata for datasets whose semantic models
were created without the use of texts?
4 STATE OF THE ART
4.1 Ontologies
In order to describe the content of data in a structured
way it is necessary to formalize the existing knowl-
edge about the dataset and the domain data comes
from. A popular approach for formalizing this knowl-
edge are ontologies. Studer et al. (Studer et al., 1998)
define ontologies as an “explicit, formal specification
of a shared conceptualization”. To make it more tan-
gible, ontologies can be described as a set of con-
cepts, which are in a certain relation to each other. For
example the concept GEO POSITION could be related
to the concepts LATITUDE and LONGITUDE with the
relation HAS ATTRIBUTE. Ontologies are an enabler
for further developments like the Semantic Web, pro-
viding a deeper understanding to resources from the
web. People, responsible for building the ontology
are so called ontology engineers (Maedche and Staab,
2001). A research discipline, dealing with support-
ing ontology engineers during creation by automating
this process as far as possible, is ontology learning.
This is an important task to take unnecessary work-
load away from engineers or at least to support them
in identifying needed concepts.
4.2 Ontology Learning
While in classical approaches, ontology engineers are
the persons, responsible for building up an ontology
manually, examples from the real world show that
such ontologies can grow immeasurably which leads
to a high creation and correction effort. When do-
mains are added or extended, this leads to a manual
maintenance of the ontology later on (Maedche and
Staab, 2001). For this reason, methods for automated
ontology generation and maintenance are in the focus
of research for more than 20 years now, as Ding and
Foo (2002) already provided a survey on this research
topic in 2002. One domain for automated generation
deals with ontology learning from text. Wong et al.
define this as “process of identifying terms, concepts,
relations, and optionally, axioms from textual infor-
mation and using them to construct and maintain an
ontology” (Wong et al., 2012). As there are multiple
surveys from 2019, presenting existing approaches
for ontology learning from texts, we just want to give
a brief overview. In a survey from 2019, Lourdusamy
and Abraham (Lourdusamy and Abraham, 2019) pro-
vide an overview of methods and frameworks for on-
tology learning from text. They present multiple ap-
proaches, their input and the technique they use. The
input is (semi-) structured or unstructured text, as well
as external knowledge in form of already existing on-
tologies. Presented methods mainly make use of sta-
tistical methods, Natural Language Processing (NLP)
and Machine Learning (ML). Aside from the used
methods it is noticeable that most approaches make
use of either external taxonomies like WordNet or al-
ready existing ontologies for the specific domain to
improve or extract the ontology from text. During
their survey, they identified several gaps in the re-
viewed approaches. Beyond others these gaps are not
satisfying methods for language understanding and
knowledge extraction and the problem of dealing with
noise in text data. Lourdusamy and Abraham (2019)
come to the conclusion that by now the fully auto-
mated ontology creation from text is not possible, but
semi-automated approaches are. Another method is
presented by Xu et al. (Xu et al., 2019) in 2019. They
present the creation of ontologies from unstructured
text by using a two classifier approach. In a first step
it identifies candidates for concepts in the text, in the
second step it assigns them to actual concepts. Their
approach is based on linguistic features, the context
of words inside a sentence and they make use of pre-
trained word embeddings.
4.3 Ontology-Based Data Management
In 2011, Lenzerini (Lenzerini, 2011) defined
the paradigm of ontology-based data management
(OBDM). He defines the goals as unified access to
data as well as the governance of processes for in-
tegrating and handling data. The necessity for this
paradigm arose from practical problems of data gov-
ernance as experienced by companies in the context of
growing data volumes. The author describes that the
fact that database structures in companies change over
time and are adapted to the application using them
creates a kind of silo structure: there are a number of
databases that can each be used by one application,
but which are otherwise independent of each other
and that hardly enable any unified data access. The
idea of OBDM is establishing a three-level architec-
ture for data management:
Ontology Layer: The ontology layer represents the
formal description of the domain, that the data comes
from or is used for.
Source Layer: The source layer represents the ac-
tual data in a structure that is independent from any
application specific requirements.
Mapping Layer: The mapping layer represents the
relations between concepts from the ontology layer
and the corresponding data sources from the source
layer.
The author mentions as an advantage of this pro-
cedure that the knowledge from the ontologies, un-
like with pure database structures, is reusable, that
an explicit documentation of data sources is avail-
able through the mapping layer and that data sources
do not have to be completely integrated immediately,
but that the system can evolve over time (Lenzerini,
2011).
The OBDM paradigm can be found today in
several software solutions. Examples are KARMA
(Knoblock et al., 2012), Optique (Kharlamov et al.,
2013) or ESKAPE (Pomp et al., 2017). KARMA is lo-
cated at the Semantic Web, allowing users to integrate
data from multiple sources. The process is supported
by a graphical user interface. Users model their data
with respect to an ontology and the system creates the
mappings between data and ontology. Optique is de-
veloped close to industry and optimized for accessing
data from big data sources efficiently by using an on-
tology, mapped to the data sources. ESKAPE allows
users to integrate data sources by adding a semantic
model for the data. Based on the providing models, a
knowledge-graph is evolving and supports later data
integration and information-driven access to data.
4.4 Semantic Labeling and Modelling
When implementing the mapping layer, semantic
labeling or semantic modelling comes to the fore.
While semantic labeling creates pairs of attributes
from the data source and the specific attributes from
an ontology, they belong to, semantic modelling also
takes relations between attributes into account (Vu
et al., 2019). Instead of building a map, semantic
modelling builds a tree in which the nodes define
attributes and the edges define relationships. Since
there is a danger of confusion between similarly
named attributes, the automated creation of seman-
tic models is still a great challenge, which is why the
user is usually supported but not replaced by auto-
mated systems. Vu et al. (Vu et al., 2019) classify ex-
isting approaches for automated semantic modelling
into those that try to match data schemas and those
that describe the semantic using external knowledge
like DBpedia for finding relationships. The latter one
can be driven by attribute names as well as by data
values.
4.5 Extracting Models from Text
As, to the best of our knowledge, there currently
is little research on the usage of text for semantic
modelling, we want to give a brief overview of re-
search that might be relevant here. Beyond the here
presented approaches, methods for ontology learn-
ing from text, as discussed by Wong et al. (Wong
et al., 2012) could be taken into account, here as well.
There is many domain specific research available that
focuses on extracting certain use case-relevant infor-
mation from texts. Wang et al. (Wang et al., 2016)
present a more generic approach that extracts knowl-
edge graphs from texts. With their approach they
tackle the problem of key concept extraction and con-
cept relationship identification being both extracted
in form of the knowledge graph. For the extrac-
tion they make use of word embeddings, word based
similarities and external sources like Wikipedia. Us-
ing knowledge graphs here, this research is already
closely related to our problem of extracting semantic
models. Si et al. (Si et al., 2019) demonstrate the pos-
sibilities of modern global NLP models like ELMo
(Peters et al., 2018) or Bert (Devlin et al., 2018) for
the task of concept extraction with the example of
medical documents. By using global contextualized
embeddings they achieve almost as good results as by
using highly domain-specific embeddings.
5 METHODOLOGY
From the problem we described and the first look
at state of the art, we can define a first plan on how to
tackle the problem during the next years in the scope
of further scientific publications.
Phase 1: Identification of Methods and Datasets
The goal of the first phase is to identify methods and
data to work with for the further course. Follow-
ing our initial literature research, we are going to ex-
amine, which methods are suitable best for deriving
metadata concepts from textual descriptions and to
use them for semantic modeling in combination with
human input. We want to analyze similarities and dif-
ferences in existing methods, characterize advantages
and disadvantages of each and prepare the results in a
survey paper on methods. By now, there is no existing
dataset which will help us in developing and evaluat-
ing our own methods. To build our own evaluation
dataset, we will do a research across multiple relevant
open data portals to find out, which kind of textual
metadata is used. Based on the findings we will setup
a suitable evaluation dataset, consisting of structured
data in combination with textual metadata.
Phase 2: Method Development and Metric Defini-
tion As second step, we will examine, how the iden-
tified methods can be combined and how they have
to be extended in order to realize the proposed hybrid
approach. In the course of this, we will develop an ac-
tual solution that leverages existing metadata to sup-
port users with the task of annotating their datasets.
Besides the development of methods, a user study to
evaluate the benefit for users in terms of time saving
will be necessary. For this, it is important to iden-
tify suitable metrics at this stage: how can the benefit
of users be measured? Possible dimensions might be
saving time or increasing quality or standardization.
Phase 3: Metadata Assessment Next, we will find
out, how we can measure the usefulness of newly pro-
vided metadata, based on the continuously growing
global ontology. When users provide a new dataset
they are in the duty to provide sufficient metadata as
well if they want to keep the effort of manual seman-
tic modelling small. By comparing the new metadata
to already known historical data and the ontology, it
is likely that we can predict beforehand, how much
manual effort data providers have to invest after inte-
gration. Thus, we are looking for some kind of fore-
cast to predict the degree of manual modifications of
the semantic model, needed later on. In this context,
the evaluation dataset, created in context of phase 1,
has to be extended and manually annotated to allow
for meaningful evaluation results, regarding the simi-
larity between different datasets, regarding their con-
tent and their semantic modeling effort.
Phase 4: Turning Things Around Finally, we as-
sume that the creation of semantic models of data
has been successful. Then, these models are help-
ful for the computer for better understanding of the
data structure but not for the average human user who
wants to access datasets. To create another benefit
for human users, we will find out if it is possible to
leverage the created semantic models and the ontol-
ogy to automatically generate a textual description of
a new dataset. Instead of using textual descriptions
for semantic modeling, only a data- or label-driven
method will be used for semantic modelling in this
phase. Finding concepts of semantically similar data
sources and their textual description in the global on-
tology, we will evaluate if the identified concepts and
information from similar earlier concepts are suffi-
cient to generate a human-readable description text
for the dataset, automatically.
6 EXPECTED OUTCOME
As soon as we are able to obtain relevant findings
from our research, we will publish them. Developed
methods and software, as well as built datasets we
would like to make available to the community for
discussion in the course of further scientific publica-
tions. We will orient ourselves along the phases de-
scribed above:
Outcome Phase 1: In the first phase, we will pub-
lish a review of methods suitable for the extraction
of a semantic model from textual metadata at a very
early stage, as it is fundamental for all subsequent
work. Further, we will create an evaluation dataset
that contains a large number of datasets among which
semantic similarities exist. For each of these datasets,
our evaluation dataset will also contain a textual de-
scription. Due to high availability, we will compile
the data from a variety of open data portals. The
datasets will be from different domains (e.g. geo-
data and economic data), from different regions and
especially from different data providers. This should
ensure a heterogeneity in the metadata with which
we can ensure that our approach is not only working
domain-specifically.
Outcome Phase 2: As during the second phase,
method development and metric definition are in the
focus, this will be reflected in the outcome. At first
we will present the methods we develop as a con-
cept in a publication. In a second publication we will
present the actual implementation of the method, a
suitable metric to evaluate the method and the results
that we achieve on the evaluation dataset that resulted
from the first phase. We will to make the actual soft-
ware implementation available as open source, so that
methods and achieved results are comprehensible for
everyone interested.
Outcome Phase 3: As mentioned above, in course
of phase three, the evaluation dataset has to be ex-
tended. We will publish the extended dataset, also
containing the semantic modeling effort score, to
check if unknown data can be assessed correctly. In a
scientific publication we will publish our method for
data assessment and the results that we can achieve on
the provided dataset. Resulting implementations will
be made available as open source tools.
Outcome Phase 4: Since we would like to find out
in the fourth phase if automated text generation based
on historical data is possible, we will publish a paper
that gives an overview of existing methods for auto-
mated text generation. Based on this, we will present
a suitable methodology for our application case in a
scientific publication. To what extent a further data set
can be created here is still open, but it should be possi-
ble to use the data set created in phase 1 for a manual
comparison of the generated texts with real texts. An
automatic comparison of generated texts with manu-
ally provided by humans will be hard to realize, as the
goal of our method is the human text understanding.
7 STAGE OF THE RESEARCH
The research for the thesis is still at a very early
stage. At this point we have gained a first insight
into the different existing Open Data Portals and have
looked at the different ways metadata is handled. In
addition, we have started a first analysis of the current
state of research, which has to be intensified in order
to identify current lines of research that may not be
related to the project at first sight, but which can pro-
vide further insights.
8 CONCLUSION
In this paper, we presented the problem of generat-
ing semantic models for managing shared data, using
the model to enhance ontologies and using ontologies
to create textual descriptions. With the example of
open data portals we showed that metadata alone is
not sufficient to provide all semantic relevant infor-
mation of data. While the research field of ontology-
based data management already deals with the two di-
mensions data labels and data values for the automatic
generation of semantic models from data, we identi-
fied a third dimension that might be useful: textual
descriptions. Using modern NLP approaches, an au-
tomated extraction of concepts from texts is promis-
ing. With the identified problem we have set our own
research goals. We will use the textual descriptions
of data to extract semantic models that can be modi-
fied or approved by human users. Based on approved
models we will develop and extend a global ontology,
that can be used to improve the process of automatic
semantic model creation, but also offers the possibili-
ties to assess unknown datasets or to create textual de-
scriptions automatically. Based on these questions we
provided a brief overview of the state of the art regard-
ing ontology-based data management, ontology learn-
ing and semantic mapping. Finally, we divided the
necessary research work into four phases and showed
how we are going to proceed in the current phases and
what results we expect. In particular, methods, large
evaluation datasets and implementations will be pub-
lished.
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