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We propose a concept to generate and stabilize diverse partial synchronization patterns (phase
clusters) in adaptive networks which are widespread in neuro- and social sciences, as well as biology,
engineering, and other disciplines. We show by theoretical analysis and computer simulations that
multiplexing in a multi-layer network with symmetry can induce various stable phase cluster states
in a situation where they are not stable or do not even exist in the single layer. Further, we develop
a method for the analysis of Laplacian matrices of multiplex networks which allows for insight into
the spectral structure of these networks enabling a reduction to the stability problem of single layers.
We employ the multiplex decomposition to provide analytic results for the stability of the multilayer
patterns. As local dynamics we use the paradigmatic Kuramoto phase oscillator, which is a simple
generic model and has been successfully applied in the modeling of synchronization phenomena in
a wide range of natural and technological systems.
Complex networks are an ubiquitous paradigm in na-
ture and technology, with a wide field of applications
ranging from physics, chemistry, biology, neuroscience,
to engineering and socio-economic systems. Of particu-
lar interest are adaptive networks, where the connectivity
changes in time, for instance, the synaptic connections
between neurons are adapted depending on the relative
timing of neuronal spiking [1–5]. Similarly, chemical sys-
tems have been reported [6], where the reaction rates
adapt dynamically depending on the variables of the sys-
tem. Activity-dependent plasticity is also common in
epidemics [7] and in biological or social systems [8]. Syn-
chronization is an important feature of the dynamics in
networks of coupled nonlinear oscillators [9–13]. Vari-
ous synchronization patterns are known, like cluster syn-
chronization where the network splits into groups of syn-
chronous elements [14], or partial synchronization pat-
terns like chimera states where the system splits into co-
existing domains of coherent (synchronized) and incoher-
ent (desynchronized) states [15–17]. These patterns were
also explored in adaptive networks [18–33]. Furthermore,
adapting the network topology has also successfully been
used to control cluster synchronization in delay-coupled
networks [34].
Another focus of recent research in network science are
multilayer networks, which are systems interconnected
through different types of links [35–38]. A prominent
example are social networks which can be described as
groups of people with different patterns of contacts or
interactions between them [39–41]. Other applications
are communication, supply, and transportation networks,
for instance power grids, subway networks, or airtraffic
networks [42]. In neuroscience, multilayer networks rep-
resent for instance neurons in different areas of the brain,
neurons connected either by a chemical link or by an elec-
trical synapsis, or the modular connectivity structure of
brain regions [43–51]. A special case of multilayer net-
works are multiplex topologies, where each layer contains
the same set of nodes, and only pairwise connections be-
tween corresponding nodes from neighbouring layers ex-
ist [52–71].
In spite of the lively interest in the topic of adaptive
networks, little is known about the interplay of adap-
tively coupled groups of networks [25, 72, 73]. Such
adaptive multilayer or multiplex networks appear nat-
urally in neuronal networks, e.g., in interacting neuron
populations with plastic synapses but different plasticity
rules within each population [74, 75], or affected by dif-
ferent mechanisms of plasticity [76], or the transport of
metabolic resources [77]. Beyond brain networks, coex-
isting forms of (meta)plasticity are investigated in neuro-
inspired devices to develop artificially intelligent learning
circuitry [78].
In this Letter we show that a plethora of novel pat-
terns can be generated by multiplexing adaptive net-
works. In particular, partial synchronization patterns
like phase clusters and more complex cluster states which
are unstable in the corresponding monoplex network can
be stabilized, or even states which do not exist in the
single-layer case for the parameters chosen, can be born
by multiplexing. Thus our aim is to provide fundamental
insight into the combined action of adaptivity and multi-
plex topologies. Hereby we elucidate the delicate balance
of adaptation and multiplexing which is a feature of many
real-world networks even beyond neuroscience [79–82].
As local dynamics we use the paradigmatic Kuramoto
phase oscillator model, which is a simple generic model
and has been successfully applied in the modeling of syn-
chronization phenomena in a wide range of natural and
technological systems [13].
A general multiplex network with L layers each con-
sisting of N identical adaptively coupled phase oscillators
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2is described by
φ˙µi = ω −
1
N
N∑
j=1
κµij sin(φ
µ
i − φµj + αµµ)
−
L∑
ν=1,ν 6=µ
σµν sin(φµi − φνi + αµν), (1)
κ˙µij = −
(
κµij + sin(φ
µ
i − φµj + βµ)
)
,
where φµi ∈ [0, 2pi) represents the phase of the ith oscil-
lator (i = 1, . . . , N) in the µth layer (µ = 1, . . . , L), and
ω is the natural frequency. The interaction between the
phase oscillators within each layer is described by the
coupling matrix elements κµij ∈ [−1, 1]. The intra-layer
coupling weights κµij are determined adaptively, whereas
the inter-layer coupling weights σµν ≥ 0 are fixed. The
parameters αµν are the phase lags of the interaction [83].
The adaptation rate 0 <   1 is assumed to be a
small parameter separating the time scales of the slow
dynamics of the coupling weights and the fast dynamics
of the oscillatory system. Using the neuroscience termi-
nology, such an adaptation may be called plasticity [19].
The phase lag parameter βµ of the adaptation function
sin(φµi − φµj + βµ) describes different rules that may oc-
cur in neuronal networks. For instance, for βµ = −pi/2, a
Hebbian-like rule [84–86] is obtained where the coupling
κij is increasing between any two systems with close-by
phases, i.e., φi − φj ≈ 0 [87]. If β = 0, the link κij will
be strengthened if the ith oscillator is advancing the jth.
Such a relationship is typical for spike-timing dependent
plasticity in neuroscience [3, 5, 88, 89]. If β = pi/2, an
anti-Hebbian-like rule emerges.
Eq. (S1) has been widely used as a paradigmatic
model for adaptive networks [18–30]. It generalizes the
Kuramoto-Sakaguchi model with fixed coupling topol-
ogy [90–94].
Let us note important properties of the model.
First, ω can be set to zero without loss of general-
ity due to the shift-symmetry of Eq. (S1), i.e., con-
sidering the co-rotating frame φ → φ + ωt. More-
over, due to the existence of the attracting region
G ≡ {(φµi , κµij) : φµi ∈ (0, 2pi], |κµij | ≤ 1, i, j = 1, . . . , N,
µ = 1, . . . , L}, one can restrict the range of the coupling
weights to the interval −1 ≤ κij ≤ 1 [24]. Finally, based
on the parameter symmetries of the model
(α,β,φ,κ) 7→ (−α, pi − β,−φ,κ),
(αµµ, βµ, φµi , κ
µ
ij) 7→ (αµµ + pi, βµ + pi, φµi ,−κµij),
where α,β,φ,κ abbreviate the whole set of variables and
parameters, it is sufficient to analyze the system within
the parameter region α11 ∈ [0, pi/2), αµµ ∈ [0, pi) (µ 6= 1),
αµν ∈ [0, 2pi) (µ 6= ν) and βµ ∈ [−pi, pi).
For a single layer, Eq. (S1) has been studied numeri-
cally and analytically [18–22, 24]. In particular, it was
shown that starting from uniformly distributed random
initial condition φi ∈ [0, 2pi), κij ∈ [−1, 1] the system can
reach different frequency multi-cluster states with hier-
archical structure depending on the parameters α and
β. The frequency multi-clusters in turn consist of several
one-clusters which determine the existence and stability
of the former [23]. Therefore, these one-cluster states
(with identical frequency, but different phase distribu-
tions) constitute the building blocks of adaptively cou-
pled phase oscillators.
Before we consider multiple layers, we will introduce
notions and patterns of the single-layer case, which will
be needed for the multiplex network. Each solution of
Eq. (S1) for L = 1 or L = 2 is called a monoplex or
duplex state, respectively.
It is known that already the monoplex system (S1)
possesses a huge variety of dynamical states such as
multi-clusters with respect to frequency synchronization,
chaotic attractors, and chimera-like states [20–24]. In
this article we will focus on the simplest patterns, namely
one-cluster states, and their generalization to the multi-
plex case. The reasons for this are threefold. First, from
the analytical point of view, the one-cluster states in the
monoplex network are very well understood. Second, the
one-clusters are building blocks for more complex dynam-
ical states such as multi-cluster states. Therefore, they
are essential for the understanding of more complex dy-
namical patterns. And third, stable chimera-like states
as they were studied in [24, 25] exist close to the borders
of the stability regions for one-clusters, so the existence
and stability of one-clusters may pave the way for ob-
serving those hybrid patterns.
In general, one-cluster states are given by equilibria
relative to a co-rotating frame [22]
φµi = Ωt+ a
µ
i ,
κµij = − sin(aµi − aµj + βµ),
(2)
with collective frequency Ω and relative phases aµi .
Hence the second moment order parameter R2(a
µ) =
1
N
∣∣∣∑Nj=1 ei2aµj ∣∣∣ with aµ ≡ (aµ1 , . . . , aµN )T can be used as
a characteristic measure. In the case of monoplex sys-
tems (L = 1), three types of solutions exist (see Fig. 1)
which are characterized by corresponding frequencies Ω
as a function of (α11, β1) [22]: (a) Ω = cos(α11 − β1)/2
if R2(a
1) = 0 (Splay state), (b) Ω = sinα11 sinβ1 if
R2(a
1) = 1 with a1i ∈ {0, pi} (Antipodal state), (c)
Ω = cos(α11−β1)/2−R2(a) cos(ψQ)/2 if 0 < R2(a1) < 1
with a1i ∈ {0, pi, ψQ, ψQ + pi} (Double antipodal state)
with ψQ being the unique solution (modulo 2pi) of
(1− q) sin(ψQ − α11 − β1) = q sin(ψQ + α11 + β1),
where q = Q/N and Q ∈ {1, . . . , N − 1} denotes the
number of phase shifts a1i ∈ {0, pi}. Here, splay states
are defined in a more general sense by R2(a
1) = 0, which
includes the states a1i = 2pii/N usually referred to as
splay state [95].
3κij
1
−1
ψ
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FIG. 1. Illustration of the three types of monoplex one-cluster
states of Eq. (2) (L = 1) for an ensemble of 10 oscillators
(green circles) with frequencies Ω (upper panels) and coupling
structure with weights κij (lower panels): One-cluster (a) of
splay type (R2(a) = 0), (b) of antipodal type (R2(a) = 1),
and (c) of double antipodal type with Q = 7. Parameters:
α = 0.1pi, β = 0.1pi
Let us now consider these one-cluster states in multi-
plex structures. Therefore, we introduce the notion of
lifted one-cluster states, where in each layer µ = 1, . . . , L
the state (φµi (t), κ
µ
ij(t)) is a monoplex one-cluster, i.e.,
the phases aµi of the oscillators are of splay, antipodal,
or double antipodal type. It can be shown [102] that in
duplex systems (L = 2) the phase difference of oscillators
between the layers ∆a ≡ a1i − a2i takes only two values
and solves ∆Ω = σ12 sin(∆a+ α12) + σ21 sin(∆a− α12),
where ∆Ω ≡ Ω(α11, β1)−Ω(α22, β2) is given above for the
three different one-cluster states (splay, antipodal, dou-
ble antipodal). These states are shown in Fig. 2: Panels
(a),(b),(d) display lifted states of splay, antipodal, and
splay type, respectively. The phase distributions in both
layers are the same but shifted by the constant value ∆a
in agreement with the above equation. In contrast to the
lifted states, Fig. 2(c) shows another possible one-cluster
for the duplex network. Due to the interaction of the two
layers we can find a phase distribution which is of double
antipodal type in each layer but not a lifted state. This
means that these states are born by the duplex set-up.
Moreover, in contrast to the other examples the phase
distribution between the layers does not agree, ψ1 6= ψ2.
For the monoplex case, it has been shown that double an-
tipodal states are unstable for any set of parameters [23].
Hence, finding stable double antipodal states which in-
teract through the duplex structure is unexpected.
For more insight into the birth of phase-locked states
by multiplexing, Fig. 3 displays the emergence of double
antipodal states in a parameter regime where they do
not exist in single-layer networks. They are character-
ized by the second moment order parameter R2. It is
remarkable that the new double antipodal state can be
found for a wide range of the inter-layer coupling strength
larger than a certain critical value σc, and is clearly differ-
ent from those of the monoplex. Below the critical value
σc, the double antipodal states are no longer stable, and
more complex temporal dynamics occurs which causes
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FIG. 2. Different duplex states of Eq. (2) (L = 2) for an
ensemble of 50 oscillators in each layer with color-coded cou-
pling weights κµij (upper panels, color code as in Fig.1), phases
φµj (lower panels): Duplex one-cluster states (a) of lifted
splay type (R2(a
µ) = 0) for α12/21 = 0.3pi, σ12/21 = 0.07;
(b) of lifted antipodal type (R2(a
µ) = 1) for α12 = 0.3pi,
α21 = 0.75pi, σ12/21 = 0.62; (c) of double antidodal type (not
a lifted state) for α12/21 = 0.05pi, σ12/21 = 0.28; (d) of lifted
splay type for α12 = 0.3pi, α21 = 0.4pi, σ12/21 = 0.8, and
 = 0.01. In the lower panels phase differences between the
two layers are indicated by ∆a ≡ a1i − a2i , and between the
two new antipodal states (c) by ψ1, ψ2.
temporal changes in R2. This leads to non-vanishing
temporal variance indicated by the error bars in Fig. 3.
In the following we show how the dynamics in a neigh-
borhood of theses states can be lifted as well, i.e., we in-
vestigate their local stability. Everything is exemplified
for antipodal states but can be generalized to lifted splay
and lifted double antipodal states in a straightforward
manner. To study the dynamics around the one-cluster
states described by Eq. (2), we linearize Eq. (S1) around
these states:
˙δφ
µ
i =
1
N
N∑
j=1
[
sin(∆a+ βµ) cos(∆a+ αµµ)∆µµij δφ−
sin(∆a+ αµµ)δκµij
]− M∑
ν=1
σµν cos(∆a+ αµν)∆µνij δφ,
˙δκ
µ
ij = −
(
δκµij + cos(∆a+ β
µ)∆µµij δφ
)
(3)
where ∆µνij δφ ≡ δφµi − δφνj .
In duplex networks, the coupling structure is given by
a 2×2 block matrix M with the N ×N unity matrix IN :
M =
(
A m · IN
n · IN B
)
. (4)
If A and B are diagonalizable N × N matrices which
commute (m,n ∈ R, n 6= 0), the following relation for
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FIG. 3. Birth of double antipodal state in a duplex network
(N = 12) for a wide range of inter-layer coupling strength
σ = σ12 = σ21. The solid lines are the temporal averages
for the second moment order parameter R2 of the individual
layers (layer 1: black, layer 2: red). The error bars for σ < σc
denote the standard deviation of the temporal evolution of
R2. The dashed horizontal lines represent the unique values
of R2 for the double antipodal state in a monoplex network.
The plot was obtained by adiabatic continuation of a duplex
double antipodal state (see inset) in both directions starting
from σ = 0.5. Parameters: α11/22 = 0.3pi, α12/21 = 0.05,
β1 = 0.1pi, β2 = −0.95pi, and  = 0.01.
the characteristic polynomial can be proven [102] using
Schur’s decomposition [96, 97]:
det (mn · IN − (DA − λIN )(DB − λIN )) = 0, (5)
where DA and DB are the diagonal matrices correspond-
ing to A and B, respectively. Note that Eq. (5) not only
simplifies the calculation for the eigenvalues in the case
of a duplex structure, moreover, it is a general result on
linear dynamical systems on duplex networks. Therefore,
this result is important for the investigation of stability
and symmetry in multiplex networks.
In the case of a duplex antipodal one-cluster state
Eq. (S1) with a1i ∈ {0, pi} and a2i = a1i − ∆a,
Eq. (3) can be brought to the form (4) and pos-
sesses the following set of Lyapunov exponents S =
{−, (λi,1, λi,2, λi,3, λi,4)i=1,...,N} where λi,1,...,4 are the
solutions of polynomials containing the eigenvalues of the
monoplex system [102].
Thus, the stability analysis of the duplex system can
be reduced to that of the monoplex case. We are able to
analyze the stabilizing and destabilizing features of a du-
plex network numerically and analytically. To illustrate
the effect of multiplexing, the interaction between two
clusters of antipodal type is presented in Fig. 4. The sta-
bility of these states is determined by integrating Eq. (2)
numerically starting with a slightly perturbed lifted an-
tipodal state. The states are stable if the numerical tra-
jectory is approaching the lifted antipodal state. Oth-
erwise, the state is considered as unstable. The black
contour lines in Fig. 4 show the borders of the stabil-
ity regions in dependence of the coupling strength σ21,
as calculated from the Lyapunov exponents.The borders
are in remarkable agreement with the numerical results.
σ21σ
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FIG. 4. Regions of stability (blue) and instability (white)
of the lifted antipodal state in the (α22, β2) parameter plane
for different values of interlayer coupling (indicated by differ-
ent blue shading) σ21, where regions of stronger coupling σ21
(lighter blue) include such of weaker σ21 (darker blue). Stabil-
ity regions for single-layer antipodal clusters are indicated by
red hatched areas. The inter-layer coupling is considered as
(a) unidirectional (σ12 = 0) and (b) bidirectional (σ12 = σ21).
Parameters: α11 = 0.2pi, β1 = −0.8pi, α12 = 0, α21 = 0.3pi,
and  = 0.01.
We investigate two different situations in Fig. 4: In
both panels the parameters for the first layer α11, β1 are
chosen such that the antipodal state is stable without
inter-layer coupling. The stability of the duplex antipo-
dal states is displayed in the (α22, β2) parameter plane
for several values of the inter-layer coupling σ21. To com-
pare the effects of the duplex network with the mono-
layer case, the stability regions for monoplex antipodals
states are displayed, as well, as red hatched areas. They
are markedly different. In Figure 4(a), the two layers are
connected unidirectionally (σ12 = 0). It can be seen that
with increasing inter-layer coupling weight σ21 the region
of stability for the lifted antipodal state also grows. Al-
ready for small values of the inter-layer couplings σ21, a
stabilizing effect of the duplex network can be noticed.
For σ = 0.1 there exist already regions for which the
duplex antipodal state is stable but the corresponding
monoplex state would not be stable. The opposite effect
is found as well where the duplex network destabilizes a
lifted state. Figure 4(b) shows the results for two lay-
ers with bidirectional coupling. In this case, the duplex
structure can have stabilizing and destabilizing effects, as
well. Further, for the bidirectional coupling we also no-
tice a growth of the stability region with increasing σ21
similar to the unidirectional case. However, the regions
of stability grow at different rates in dependence on σ21
and non-monotonically with respect to the parameters
α22, β2. Comparing the size of the stability region for
both cases, one can see that for small values of σ21 the
region for bidirectional coupling is larger. In turn, for
higher inter-layer coupling, the regions for the unidirec-
tional case are larger. It is worth noting that in Fig. 4
the stability regions for smaller values of σ21 are always
contained in the region for larger values of σ21.
In conclusion, we have proposed a concept to induce
5diverse partial synchronization patterns (phase clusters)
in adaptively coupled phase oscillator networks. While
adaptive networks have recently attracted a lot of atten-
tion in the fields of neuro- and social sciences, biology,
engineering, and other disciplines, and multilayer net-
works are a paradigm for real-world complex networks,
little has been known about the interplay of multilayer
structures and adaptivity. We have aimed to fill this gap
within a rigorous framework of theoretical analysis and
computer simulations. We have shown that multiplex-
ing in a multi-layer with symmetry can induce various
stable phase cluster states like splay states, antipodal
states, and double antipodal states, in a situation where
they are not stable or do not even exist in the single
layer. Further, we have developed a novel method for
analysis of Laplacian matrices of duplex networks which
allows for insight into the spectral structure of these net-
works, and can easily be generalized to more than two
layers [102]. This new approach of multiplex decompo-
sition has a broad range of applications to physical, bio-
logical, socio-economic, and technological systems, rang-
ing from plasticity in neurodynamics or the dynamics
of linear diffusive systems [98, 99] to generalizations of
the master stability approach [100, 101] for adaptive net-
works [102]. We have used the multiplex decomposition
to provide analytic results for the stability of lifted states
in the multilayer system. As local dynamics we have
used the paradigmatic Kuramoto phase oscillator model,
supplemented by adaptivity of the link strengths with a
phase lag parameter which can model a whole range of
adaptivity rules from Hebbian via spike-timing depen-
dent plasticity to anti-Hebbian.
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MODEL
We consider a multiplex network with L layers each
consisting of N identical adaptively coupled phase oscil-
lators
dφµi
dt
= ω − 1
N
N∑
j=1
κµij sin(φ
µ
i − φµj + αµµ) (S1)
−
L∑
ν=1,ν 6=µ
σµν sin(φµi − φνi + αµν),
dκµij
dt
= − (κµij + sin(φµi − φνj + βµ)) , (S2)
where φµi ∈ [0, 2pi) represents the phase of the ith os-
cillator (i = 1, . . . , N) in the µth layer (µ = 1, . . . , L)
and ω is the natural frequency. The interaction between
the phase oscillators within each layer is described by the
coupling matrix κµij ∈ [−1, 1]. The intra-layer coupling
weights obey equation (S2). Between the layers the in-
teraction is given by the fixed coupling weights σµν ≥ 0.
The parameters αµν can be considered as a phase lag of
the interaction [S1].
In order to include also more general dynamics on
static networks we also consider the following dynami-
cal equations with diffusive coupling [S2? , S3]
x˙ki = f(x
k
i (t))− σ
N∑
j=1
akijH(x
k
i − xkj )
− ρ
L∑
l=1
mklG(xki − xli), (S3)
where xki is a d-dimensional state vector of the ith node
in the kth layer, i.e. xki ∈ Cd, f ∈ C1(Cd,Cd) describes
the local dynamics, the functions H,G ∈ C1(Cd,Cd) de-
termine the intra- and inter-layer coupling scheme, re-
spectively. The parameter σ ∈ R is the intra-layer cou-
pling strength, ρ ∈ R and is the inter-layer coupling
strength. The connectivities are given by the matrix el-
ements akij ∈ {0, 1} of the N × N intra-layer adjacency
matrix Ak and the L× L (inter)-layer adjacency matrix
M with elements mkl ∈ {0, 1}.
EXISTENCE OF DUPLEX EQUILIBRIA IN
ADAPTIVE NETWORKS
Suppose we have two one-cluster states where each
is of either splay, antipodal, or double antipodal type
which form a duplex one-cluster (see Eq. (2) of the main
text) and φµi = Ω(α
µµ, βµ)t+ ωµt+ aµi (µ = 1, 2), where
Ω(αµµ, βµ) is given by Eq. (3), of the main text, and the
coupling weights are given by κµij = − sin(aµi − aµj + βµ).
We verify by directly inserting that φµi and κ
µ
ij solve
Eq. (S2). For the given ansatz, Eq. (S1) reads
Ω(α11, β1) + ω1
=
1
2
cos(α11 − β1)− 1
2
<
(
e−i(2a
1
i+α
11+β1)Z2(a
1)
)
− σ12 sin(∆Ωt+ ∆ωt+ a1i − a2i + α12),
and
Ω(α22, β2) + ω
2
=
1
2
cos(α22 − β2)− 1
2
<
(
e−i(2a
1
i+α
22+β2)Z2(a
2)
)
+ σ21 sin(∆Ωt+ ∆ωt+ a1i − a2i − α21).
where ∆Ω = Ω(α11, β1)−Ω(α22, β2) and ∆ω = ω1−ω2,
respectively. Thus, φ = (φ1, φ2) is a duplex equilibrium
if
∆Ω + ∆ω = 0
which is equivalent to
∆Ω = σ12 sin(a1i − a2i + α12)+
σ21 sin(a1i − a2i − α21)
for all i = 1, . . . , N . Note that ∆Ω is not necessarily zero
even if the phase-lag parameters for both layers agree.
They can still differ in the type of one-cluster state. The
former equation can be written as
∆Ω
C
= sin(a1i − a2i + ν) (S4)
with
sin(ν) =
1
C
(
σ12 sin(α12)− σ21 sin(α21)) , (S5)
cos(ν) =
1
C
(
σ12 cos(α12) + σ21 cos(α21)
)
,
2where
C =
√
(σ12)2 + (σ21)2 + 2σ12σ21 cos(α12 + α21).
Whenever (σ12)2 + (σ21)2 + 2σ12σ21 cos(α12 + α21) ≥ 0
and
(σ12)2 + (σ21)2 + 2σ12σ21 cos(α12 + α21) ≥ ∆Ω2, (S6)
Eq. (S4) has the two solutions a1i−a2i = arcsin(∆Ω/C)−ν
and a1i − a2i = pi − arcsin(∆Ω/C) − ν. Considering the
inverse function arcsin : [−1, 1]→ [−pi/2, pi/2] applied to
Eq. (S5) determines ν to be either ν′ or pi − ν′, where
ν′ := arcsin(sin(ν)) and sin(ν) as given in (S5). The
second equation for cos(ν) then fixes ν to take one of the
values.
The condition (S6) is a relation between all parameters
of the system which has to be fulfilled for the existence of
duplex relative equilibria. Note that for any given inter-
layer coupling σ12 6= 0 and α12 + α21 6= ±pi/2 or ±3pi/2
there exists a minimum coupling weight σ21 < ∞ such
that the lifted one-clusters exist. In case of unidirectional
coupling, i.e., σ12 = 0, the condition gives the minimum
weight σ21 ≥ ∆Ω.
MULTIPLEX NETWORKS AND THEIR
DECOMPOSITION
In this section, we provide important tools and theo-
rems to find the spectrum of multiplex networks.
Theorem 1. Let R be a commutative subring of CN×N
and let M ∈ RL×L. Then,
detCM = detC (detRM) .
The proof can be found in Ref ? . This rather abstract
result allows for a very nice decomposition for pairwise
commuting matrices and yields a useful tool to study the
local dynamics in multiplex systems.
Proposition 2. Let M ∈ CN×N be a unitary diago-
nalizable matrix with M = UDMU
H where U , UH and
DM are a unitary, its adjoint and a diagonal matrix, re-
spectively. Let further DM be the set of simultaneously
diagonalizable matrices to M , i.e., the set of all matrices
which commute pairwise and with M . Then,
det
A11 · · · A1L... . . . ...
AL1 · · · ALL
 =
det
(∑
σ∈SL
[
sgn(σ)
L∏
µ=1
DAµ,σ(µ)
])
(S7)
where Aµν ∈ DM for µ, ν = 1, . . . , L and SL is the set of
all permutations of the numbers 1, . . . , L.
Proof. Consider any A,B ∈ DM , then they are simulta-
neously diagonalizable with M and hence A = DAU
H
and B = UDBU
H with the same U . Thus, all Aµν can
be diagonalized with the same U . Since U is unitary,i.e.
(detU)2 = 1, we find
det
A11 · · · A1L... . . . ...
AL1 · · · ALL
 = det
DA11 · · · DA1L... . . . ...
DAL1 · · · DALL

by applying the block diagonal matrices diag(U, · · · , U)
and diag(UH , · · · , UH) from the left and right, respec-
tively. The set of diagonal matrices with usual matrix
multiplication and addition form a commutative sub-
ring of CN×N . Applying Theorem 1 and using the well-
known determinant representation of Leibniz, the expres-
sion (S7) follows.
Remark 3. The set DM consists of all matrices which
commute with M and all the other elements of DM . In
particular, the identity matrix IN ∈ DM for any M ∈
CN×N .
In the following, we apply the last result to a duplex
and triplex system and connect the local dynamics on the
one-layer network to the multiplex case. We specify our
consideration by defining two special multiplex systems.
Definition 4. Suppose A,B,C ∈ CN×N and mij ∈ C
(i, j = 1, . . . , 3). Then, the 2N × 2N block matrix
M (2) =
(
A m12I
m21I B
)
(S8)
and the 3N × 3N block matrix
M (3) =
 A m12I m13Im21I B m23I
m31I m32I C
 (S9)
are called (complex) duplex and triplex network, respec-
tively.
Suppose we know how to diagonalize the individual
layer topologies. The next result shows how the eigenval-
ues of the individual layers are connected to eigenvalues
of the multiplex system. This will be done for the duplex
and triplex network. For the proof of our following state-
ment, we provide two different proofs. The first approach
makes use of Schur’s decomposition [S6, S7] which will be
used, later on, in order to derive the characteristic equa-
tions. In particular, any m×m matrix M =
(
A B
C D
)
in
the 2× 2 block form can be written as
M =
(
Ip BD−1
0 Iq
)(
A−BD−1C 0
0 D
)(
Ip 0
D−1C Iq
)
.
(S10)
3With this, a simplified form of the determinant of a 2×2
block matrix M =
(
A B
C D
)
is derived, namely
det(M) = det(A−BD−1C) · det(D), (S11)
An extension of the first approach to any number of lay-
ers in the network can be found by induction but is very
technical, see [? ]. The second approach uses Proposi-
tion 2 which allows for a straightforward extension to any
number of layers in a multiplex network.
Proposition 5. Suppose A,B,C ∈ CN×N , they com-
mute pairwise, and are diagonalizable with diagonal ma-
trices DA, DB , DC and unitary matrix U . Then, the
eigenvalues µ for the multiplex networks M (2) and M (3)
can be found by solving the N quadratic
µ2 − ((dA)i + (dB)i)µ+ (dA)i(dB)i −m12m21 = 0
(S12)
and cubic polynomial equations
µ3 + a2,iµ
2 + a1,iµ+ a0,i = 0, (S13)
respectively, with
a2,i = − ((dA)i + (dB)i + (dC)i)
a1,i = (dA)i(dB)i + (dA)i(dC)i + (dB)i(dD)i
−m12m21 −m13m31 −m23m32
a0,i = m12m21(dC)i +m13m31(dB)i +m23m32(dA)i
− (dA)i(dB)i(dC)i −m12m23m31 −m13m32m21
and (dA)i, (dB)i, and (dC)i the respective diagonal ele-
ments of DA, DB, and DC .
Proof. Since A,B,C are diagonalizable and com-
mute, Proposition 2 can be applied to both matrices
M (2),M (3). Anyhow, for the matrix M (2) we will provide
another proof using Schur’s decomposition.
The determinant is an antisymmetric multi-linear
form. Thus, we can write
det
(
M (2) − µI2N
)
= det
(
A− µIN m12 · IN
m21 · IN B − µINm
)
= (−1)N det
(
m12 · IN A− µIN
B − µIN m21 · IN .
)
By assumption A and B are both diagonalizable with
respect to the unitary transformation matrix U , and so
are A− µI and B − µI. This allows us to write
det
(
m12 · IN A− µIN
B − µIN m21 · IN .
)
= det
(
m12IN DA − µIN
DB − µIN m21IN
)
we apply the block diagonal matrices diag(U, · · · , U) and
diag(UH , · · · , UH) from the left and right, respectively.
Now, using Schur’s decomposition (S10) the determinant
can written as
det
(
m12IN DA − µIN
DB − µIN m21IN
)
= nN det
(
m− 1
n
(DA − µIN ) (DB − µIN )
)
= det (m12m21IN − (DA − µIN ) (DB − µIN )) .
The last expression together with det
(
M (2) − µI2N
)
= 0
yields the N quadratic equations (S12).
Using that (A− µI), (B − µI), (C − µI) commute pair-
wise, Proposition 2 can be applied. We find
det
(
M (3) − µI3N
)
=
det ((DA − µIN ) [(DB − µIN )(DC − µIN )−m23m32IN ]
−m21 [m12(DC − µIN )−m13m32IN ]
+m31 [m12m23IN −m13(DB − µIN )])
The last expression together with det
(
M (3) − µI3N
)
= 0
yields the N cubic equations (S13).
Let us briefly discuss some special cases for both the
duplex and triplex network. Consider a duplex network
with master and slave layer, i.e., either m12 = 0 or m21 =
0. Then, the quadratic equations (S12) yield
(µ− (dA)i) (µ− (dB)i) = 0. (S14)
As shown in Proposition 2, the eigenvalues for special
triplex networks can be found by solving cubic equations.
For the solution even closed forms exist. Despite this, the
explicit form of the solutions is rather tedious, in general.
However, if we consider A = B = C and a ring-like
inter-layer connection between the networks, i.e., m12 =
m23 = m31 = 0, then equation (S13) has the following
solutions for all j = 1, . . . , N
µ1 = −(dA)j + (m13m32m21)1/3 ,
µ2 = −(dA)j + 1
2
i(i +
√
3) (m13m32m21)
1/3
,
µ3 = −(dA)j − 1
2
(i +
√
3) (m13m32m21)
1/3
,
where i denotes the imaginary unit. In analogy to equa-
tion (S14), a decoupling for the eigenvalues can be found.
Consider three pairwise commuting matrices A,B,C,
and the structure between the layers is a directed chain,
i.e., m12 = m13 = m31 = m23 = 0 , then
(µ− (dA)i) (µ− (dB)i) (µ− (dC)i) = 0. (S15)
In the following three section, different applications will
be briefly discussed.
4The master stability approach for multiplex
networks
In Ref. [S9], the master stability function for dynam-
ical systems on multiplex networks was introduced. In
their article, the authors considered a systems similar
to (S3) but with Laplacian instead of adjacency matri-
ces. Since they assumed the coupling function H and G
to be linear, both systems are equivalent. Consider now
the synchronous solution which solves s˙ = f(s). The
master stability function corresponding to (S3) can be
derived from the following variational equations
ξ˙ =
[
INL ⊗Df(s)− σ
(Lintra ⊗H)− ρ (Linter ⊗G)] ξ,
all necessary details can be found in Ref. [S9]. Here,
ξ = x − IL ⊗ IN ⊗ s and x ∈ CL·N ·d is the system state
vector where all individual nodal states are stacked on
each other ordered by the layer and node index. Further,
the intra-layer Laplacian is defined is defined as
Lintra =
L⊕
l=1
Ll =
L
1
. . .
LL

where
Lk =

∑N
j=1 a
k
1j
. . . ∑N
j=1 a
k
Nj
−Ak.
The inter-layer Laplacian is defined as Linter = LI ⊗ IN
where
LI =

∑L
l=1m
1l
. . . ∑L
l=1m
Ll
−M,
where mkl with mll = 0 are the entries of the L × L
matrix M . In Ref [S9], it is shown that if Lintra and Linter
commute, a master stability equation for system (S3) can
be found which reads
y˙ = [Df(s)− αH − βG] y,
where α = σλ, β = ρµ, λ and µ are the (complex)
eigenvalues of Lintra and Linter, respectively. Note that if
H = G the master stability equation can be reduced to
y˙ = [Df(s)− γH] y, (S16)
with γ = α + β and y ∈ Cd. Equation (S16) is called
the master stability equation for the composite system
where a single supra-Laplacian matrix σLintra + ρLinter
described the network topology [S10, S11].
Direct evaluation shows that
[Lintra,Linter] = 0 is
equivalent to mklLl −mlkLk = 0 for all l, k = 1, . . . , L.
Thus, to require
[Lintra,Linter] = 0 yields a linear de-
pendence between the individual layer topologies. Using
Proposition 4 for composite system, the master stability
function can be used under much milder conditions.
Proposition 6. Let us consider the multiplex dynamical
system (S3), with linear function H = G. Suppose that
further all Ll, l = 1, . . . , L, commute pairwise. Then, the
master stability equation is given by
y˙ = [Df(s)− µH] y, (S17)
and µ = µ(λ1i , . . . , λ
l
i) being a non-linear function, map-
ping the ith eigenvalues λli (i = 1, . . . , N) of the layer
topologies Ll, to the ”master parameter” µ in (S17). The
non linear mapping is given as the formal solution to the
Lth order polynomial equation
det
(∑
σ∈SL
[
sgn(σ)
L∏
l=1
D(Lsupra
lσ(l)
−µINδlσ(l)
)
])
= 0, (S18)
where Lsupra = σLintra + ρLinter is a L× L block matrix
divided into N ×N matrices which we individually refer
to with Lsuprakl , k, l = 1, . . . , L, and δkl is the Kronecker
symbol.
Proof. Using H = G, the variation equation for (S3) on
the synchronous solution s(t) is given by
ξ˙ = [INL ⊗Df(s)− Lsupra ⊗H] ξ,
By assumption all Ll, l = 1, . . . , L, commute pairwise and
Linter is a L×L block matrix consisting of N×N identity
matrices multiplied by scalar. Hence, Proposition 2 can
be applied to (Lsupra − µIL·N ) in order to diagonalize
Lsupra.
With this Proposition, we have a very powerful tool in
order to investigate not only the influence of the multi-
plex structure network on the stability of the synchronous
state but also the impact of different layer topologies
which are not necessarily linearly dependent. As an ex-
ample, we consider a duplex systems with [L1, L2] = 0
and
Lsupra =
(
σL1 + ρm12I −ρm12I
−ρm21I σL2 + ρm21I
)
.
Knowing the eigenvalues for L1 and L2, the master pa-
rameter µ is determined using Eq. (S12). The matrices
L1 and L2 are Laplacian matrices which have at least one
zero eigenvalue, corresponding to the so-called Goldstone
mode 1ˆ = (1, . . . N − times · · · , 1)T . As a result there are
two parameters µ = 0 and µ = ρ(m12 + m21). The first
value corresponds to the Goldstone mode
(
1ˆ, 1ˆ
)T
. The
second parameter is exclusively induced by the duplex
structure and completely independent from the individ-
ual layer topologies. Further, we find that in case of
5m12 = −m21 another zero parameter µ exists which cor-
responds to the eigenmode
(
1ˆ,−1ˆ)T . The other eigen-
values of the supra-Laplacian matrix Lsupra are given by
the non-linear mappings
µ(λ1, λ2) =
σ(λ1 + λ2) + ρ(m12 +m21)
2
± 1
2
√(
σ(λ1 − λ2) + ρ(m12 −m21))2 + 4ρ2m12m21
(S19)
for which we have formally solved equation (S12) with
respect to µ. Let us consider two special cases.
First, we assume that there is no connection from the
second to the first layer. We have a master-slave set-up
which means that m12 = 0. With this, the master pa-
rameter is µ(λ1, λ2) = σλ1 and µ(λ1, λ2) = σλ2 + ρm21.
Remarkably, in this set-up the stability of a synchronous
state in a duplex network is reduced to the pure one-layer
system. The stability in the duplex system is determined
by the spectrum of the individual layer topologies where
only in the second layer the spectrum is shifted due to
the interaction.
The second case starts from the consideration in [S9].
In particular, we consider
[Lintra,Linter] = 0 which leads
to a pairwise linear dependence of all individual layer
topologies, and hence λli = λi for all l = 1, . . . , L and
i = 1, . . . , N with λli ∈ C. Taking this into account,
the equation for the master parameter yields µ(λ1, λ2) =
σλ1 + ρ
(
m12 +m21
)
and µ(λ1, λ2) = σλ1. In order to
see that the master parameter agrees with the set for the
parameter γ in (S16), we determine the eigenvalues of
Lintra and Linter individually. Since L(1) and L(2) are lin-
early dependent, the set of eigenvalues for Lintra consists
of the eigenvalues of L1 with double multiplicity. Us-
ing Proposition 5, we find that Linter has eigenvalues 0
and (m12 + m21) each with multiplicity N . Since both
Laplacian matrices commute, there exists a common set
of eigenvectors. We find γ = ρλ(1) for the eigenvector
(1, 1)T ⊗ v and γ = ρλ(1) + σ(m12 + m21) for the eigen-
vector (m12,−m21)T ⊗ v where L1v = λ1v. Here, again
everything boils down to a pure one-layer set-up with an
additional shift.
Analytic treatment of diffusive dynamics on
multiplex networks
In the previous section we considered the dynamics of
linear systems as they are given by the variational equa-
tion (S16). In the context of diffusive systems on complex
networks, recently linear diffusive processes were consid-
ered in order to study the dynamics on social as well
as transport networks [S12, S13]. Compared with equa-
tion (S3) in [S13], the authors investigate a duplex system
(L = 2) with f = 0, σ = Dk (k = 1, 2), H,G = I, and
ρmkl = Dx. Additionally, they considere weighted net-
works for which instead of akij ∈ {0, 1} coupling weights
wkij (k = 1, 2) were taken. Note that the former results
on multiplex matrices still hold true for weighted connec-
tions.
Let us assume that the super-Laplacian matrix is given
by
Lsupra =
(
D1L
1 +DxI −DxI
−DxI D2L2 +DxI
)
.
with [L1, L2] = 0. Due to the structure of the supra-
Laplacian we are allowed to apply Proposition 6. In ac-
cordance with [S13] and our former findings in Sec. , we
have the two eigenvalues µ = 0 and µ = 2Dx corre-
sponding to the Goldstone mode (1ˆ, 1ˆ)T and the vector
(1ˆ,−1ˆ)T , respectively. The other eigenvalues are given
as solution to the equations (S12) and read
µi =
D1λ
1
i +D2λ
2
i + 2Dx
2
± 1
2
√(
D1λ
1
i −D2λ2i
)2
+ 4(Dx)
2,
where λ1i and λ
2
i are the eigenvalues of the Laplacian
matrices L1 and L2, respectively.
Regions of synchronization in adaptive multiplex
networks
For an arbitrary duplex equilibrium of the form φµi =
Ωt + aµi with a
1
k = (0,
2pi
N k, . . . , (N − 1) 2piN k)T and a2k =
a1k − ∆a we start with the linearized system (4) of the
main text. This can also be written in the block matrix
form
˙δφ1
˙δφ2
˙δκ1
˙δκ2
 =

A1 m1IN B1 0
m2IN A2 0 B2
C1 0 −IN2 0
0 C2 0 −IN2


δφ1
δφ2
δκ1
δκ2

with (δφµ, δκµ)
T
= (δφµ1 , . . . , δφ
µ
N , δκ
µ
11, . . . , δκ
µ
1N ,
δκµ21, . . . , δκ
µ
NN )
T
, the matrices Aµ, Bµ, and Cµ follow
from system (4) of the main text, and m1,m2 ∈ R. With
the help of Schur’s decomposition the characteristic equa-
tion for the linearized system takes the form
6(λ+ )2(N
2−N) = 0
det
(
(λIN −A1) (λ+ )−B1C1 −(λ+ )m1IN
−(λ+ )m2IN (λIN −A2) (λ+ )−B2C2
)
= 0. (S20)
The second equation has the block matrix form which
is required from Proposition 5. All blocks can be di-
agonalized and commute since they all possess a cyclic
structure; compare Lemma 4.1 of [S14]. Thus, we are
allowed to apply Proposition 5 which we use in order to
diagonalize the matrix in Eq. (S20). For the diagonalized
matrix we find the following equations for the diagonal
elements µi
(λ+ )2m1m2 − (p1i (λ;α11, β1, α12, σ12)− µi)(p2i (λ;α22, β2, α21, σ21)− µi) = 0 (S21)
where i = 1, . . . , N , pµi (λ;α
µµ, βµ) is a second order poly-
nomial in λ which depends continuously on α and β as
well as functionally on the type of the one-cluster state.
For every i ∈ {1, . . . , N}, these equations will give us two
eigenvalues µi,1 and µi,2 for the matrix in Eq. (S20) de-
pending on λ and the system parameters. Thus, we can
write Eq. (S21) as
(µi − µi,1(λ;α,β,σ)) (µi − µi,2(λ;α,β,σ)) = 0
where α,β,σ represent all system parameter chosen for
(S1)–(S2). In order to find the eigenvalue λ of the lin-
earized system (S20) one of the eigenvalues µ has to
vanish. This means that we have to find λ such that
Eq. (S21) equals
µi (µi − µi,2(λ;α,β,σ)) = 0
which is equivalent to finding λ such that the following
quartic equation is solved
p1i (λ;α
11, β1, α12, σ12)p2i (λ;α
22, β2, α21, σ21)− (λ+ )2m1m2 = 0. (S22)
Note that here the diagonal elements of A1 are slightly
different from those in Prop. 4.2 of [S14] but they do
not affect the result, i.e., the diagonal element equals
ρi(α
11, β1)−m1(α12). The same holds true for A2. Thus,
with the two possible eigenvalues ρi,1,2(α
µµ, βµ) for the
monoplex system from Corr. 4.3 of [S14] one finds the
following quartic equation which give the Lyapunov ex-
ponents for the lifted duplex one-cluster
[(
λ− ρi,1(α11, β1)
) · (λ− ρi,2(α11, β1))+m1(λ+ )]×[(
λ− ρi,1(α22, β2)
) (
λ− ρi,2(α22, β2)
)
+m2(λ+ )
]− (λ+ )2m1m2 = 0. (S23)
In case of an antipodal monoplex one-cluster given by
Eq. (2) of the main text with ai ∈ {0, pi}, then the set
of Lyapunov exponents S for Eq. (4)in the main text is
given by
In the case of a duplex antipodal one-cluster state given
by Eq. (2) of the main text with a1i ∈ {0, pi} and a2i =
a1i −∆a, Eq. (3) possesses the following set of Lyapunov
7exponents
SDuplex = {−, (λi,1, λi,2, λi,3, λi,4)i=1,...,N}
where λi,1,...,4 solve the following N quartic equations
(λ+ )2m1m2 −
[(
λ− ρ1i,1
) · (λ− ρ1i,2)+m1(λ+ )]×[(
λ− ρ2i,1
) (
λ− ρ2i,2
)
+m2(λ+ )
]
= 0, (S24)
withm1 ≡ σ12 cos(∆a+α12), m2 ≡ σ21 cos(∆a−α21) and
the eigenvalues ρµi,1,2 ≡ ρi,1,2(αµµ, βµ) for the monoplex
system
SMonoplex =
{
(0)1 , (−)(N−1)N+1 ,
(ρ1)N−1 , (ρ2)N−1
}
(S25)
where ρ1 and ρ2 solve ρ
2 +
(
− cos(α11) sin(β1)) ρ −
 sin(α11 + β1) = 0. Here, the multiplicities for each
eigenvalue are given as lower case labels. The proof and
the results for other clusters can be found in [S14, S15].
Using the Lyapunov exponents of the duplex antipodal
clusters, the stability for duplex antipodal states can be
found. The results are presented in Fig. 4 (in the main
text).
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