Abstract: In this paper, a minimum entropy control approach for closed-loop tracking error is studied for linear dynamic control systems subjected to stochastic disturbances. The basic idea is to construct a feedback control scheme with the guaranteed closed loop stability using the Youla parameterization that provides a set of free parameters embedded in the controller. The entropy of the closed loop tracking error is then minimized by selecting these free parameters in the Youla parameterization. In this context, the Renyi's entropy with the Parzen window estimation is used to measure the information contained in the tracking error. Such an entropy measure characterizes the uncertainty of the closed loop control system. By minimizing such entropy measures, the selection of these free parameters has been formulated. An illustrative example is included to demonstrate the use of the control algorithm, and satisfactory results have been obtained.
INTRODUCTION
In control systems design, the tracking error signal of closed loop control systems is an important index that represents the control performance of closed-loop systems. For dynamic stochastic systems, the statistics of the closed loop tracking error can be used to characterize the performance of the designed controllers. In the case when linear systems subjected to a Gaussian noise signal is considered, the mean and the variance of the tracking error can certainly determine the probability density function (pdf) shape of the tracking error when a linear controller is applied. In particular, the tracking error variance represents the uncertainties contained in the error signal and the ultimate purpose of the controller design would be to minimize such uncertainties. This has therefore motivated the development of minimum variance control in the past decades.
However, for linear systems subjected to a nonGaussian disturbance, the tracking error of the closed loop control system will be of non-Gaussian even when a linear controller is used. In this regard the shape of the tracking error pdf will be related to both the control parameters and the statistics of the disturbances. In this case, the variance of the tracking error cannot fully represent the embedded uncertainties and entropy should be used to provide a general measure of uncertainties (or randomness) embedded in the tracking error (Erdogmus and Principe, 2002; Yaesh and Shaked, 1997) . This leads to the minimum entropy control for closed-loop tracking error of stochastic dynamic systems in (Yue and Wang, 2003) , where a class of nonlinear systems is considered and the probability density function (pdf) of the closed loop tracking error was firstly formulated. This then allowed the calculation of the entropy using the obtained pdf. A numerical algorithm was obtained and the closed loop stability was analyzed. Moreover, it has been shown in (Yue and Wang, 2003) , as expected, that the minimum entropy algorithm becomes a minimum variance control algorithm when the closed loop system is linear and is subjected to a Gaussian input. However, due to the nonlinear nature of the system it is generally difficult to develop analytical procedures for the design and the closed loop analysis. This is particularly true for the stability analysis of the closed loop system and linearized models have to be used.
In this paper, a new design method of the minimization of tracking error entropy controller is proposed for linear systems with a linear controller, where the well-known Youla parameterization is used. The advantage of using such a pre-specified structure of the controller is that the Youla formula can automatically guarantee the stability of the closed loop system whilst provides a set of free parameters in the controller. These set of free parameters have been used in many cases such as H-infinity controller design etc so as to improve the robustness of the closed loop system. As a result, one can also use these set of free parameters to achieve extra performance expectation, such as to minimize the randomness (i.e., the uncertainties) embedded in the closed loop tracking error. This formulates a new algorithm to be described in this paper, where the free parameters provided by the Youla parameterization will be used to minimize the entropy of the tracking error.
II. PROBLEM STATEMENT
It is assumed that the considered closed loop control system can be represented by a standard feedback configuration as shown in Figure 1, 
In (1) and (2) Without the loss of generality, it is assumed that the feedback closed loop control system is well-posed (i.e.,
). Also, to simplify the presentation, the unit back shift operator 1 z − may be omitted in the notations of all the transfer functions. In Figure 1 , r denotes the set-point, e is the system tracking error, u is the control input and y is the system output. The closed loop system is also subjected to a random and bounded disturbance term denoted by d, which affects the closed loop performance in the sense that the system output and the tracking error will contain certain randomness or uncertainty. Ideally, it would be expected that such a randomness or uncertainty is minimized. This means that the controller ) ( 1 − z K needs to be selected so that the randomness or the uncertainty in the tracking error is minimized. When d is a Gaussian white noise, this would be realized by designing a minimum variance control. However, when d is not Gaussian, alternative measure of uncertainty or randomness embedded in the tracking error should be used. In this context, the entropy of the tracking error will be used here once the closed loop stability can be guaranteed by the Youla formula. This is because the entropy is a much general measure of uncertainties for random variables than their variance. As such, the controller design consists of two stages, namely 1) Design the controller structure and some control parameters so that the closed loop system is stable; 2) Optimize the remaining control parameters so that the tracking error entropy is minimized. To realize the control structure design, the well-known Youla parameterization formula will be used, where it is known that every stabilizing controller
can be written by the follow form (see Fig .2 
1 is a transfer function whose parameters can be arbitrarily chosen so long as det( (1) (
In this control system, the tracking error e can be represented as follows 
which is a function of Q and d. It is noted that in the standard Youla parameterization,
is true.
III. MINIMUM ENTROPY CONTROLLER
As discussed before, the purpose of the controller design is to minimize the uncertainties or the randomness embedded in the tracking error e(t). with ∆θ i being the incremental change of the ith component of θ n-1 . Moreover, using equations (6) and (7), the above tuning rule can also be analytically represented by taking q m as a variable to read Thus, from equations (15) and (16), it can be seen that the key issue here is to calculate the gradient denoted by (14) by its components, equation (17) (18), it can be further calculated that: (21); Step 2: Use the equation (14) to obtain the tuned parameter values n θ ;
Step3: Formulate the Q -polynomial (i.e., ) (
for subinterval n T using the equation (6); Step 4: Apply
in the equation (16) to obtain the required control sequence for subinterval n T ;
Step 5: Apply control k u to the system, and return to step 1.
V. SIMULATION RESULTS
To demonstrate the effectiveness of the proposed numerical solution for the minimized tracking error entropy control, a simple example is considered in this section, where k d is a bounded "Gaussian alike" random signal and the desired output signal is defined to zero. The controller structure is given in the equation (3) with five right stable coprime factorizations function blocks as shown in Fig.2 . In specific, the process has been defined as 
In the simulation, the order of Renyi's entropy is set to Fig. 4 and Fig. 5 show the response of the parameter tuning using (15) for the two parameters, q 0 and q 1. It can be seen that the control signal drives the system towards a small random fluctuations as shown in Fig. 6 , where a 3D pdf response of the tracking error is given. The entropy of system tracking error starts to converge to a minimal absolute value as shown in Fig. 7 . From these figures, it can be seen that the simulation results are in line with the theoretical analysis as a small entropy would mean that the uncertainty of tracking error is small. This has been further confirmed by the shape changes of the tracking error pdf as shown in Fig. 6 , where along with the progress of the time the shape of the tracking error pdf gets narrower.
VI. CONCLUSIONS
In this paper, a novel controller design has been described which is based on the minimization of tracking error entropy using numerically calculated pdfs. The system considered is a linear time-invariant stochastic system subjected to a bounded random input, where the Youla parameterization has been used to formulate the structure of the controller so as to guarantee the closed loop stability. The time horizon has then been divided into a number of subintervals, where within each subinterval the controller has a fixed parameter vector. However, at the beginning of each subinterval, the Q -polynomial in the Youla parameterization controller is updated. A numerical updating rule has been developed and a simulated example is given, which has confirmed the expected results from the proposed control algorithm. 
