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weff Effektive Geschwindigkeit  [m/s] 
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1 Einleitung 
Batch-Prozesse werden vielfach in der chemischen Industrie eingesetzt, insbesondere 
wenn eine große Flexibilität, hohe Produktreinheiten oder häufige Produktwechsel von 
Interesse sind. In der Vergangenheit sind nicht nur die Anforderungen hinsichtlich Pro-
duktqualität und Wirtschaftlichkeit, sondern auch hinsichtlich Sicherheit und Umwelt-
verträglichkeit stetig gestiegen. Die Prozessoptimierung hat aus diesem Grund immer 
stärker an Bedeutung gewonnen. 
Batch-Prozesse zeichnen sich durch eine Vielzahl sich gegenseitig komplex beeinflus-
sender Größen und kompliziertes dynamisches Verhalten aus. Aufgrund des großen 
Informationsumfanges und der komplexen nichtlinearen Zusammenhänge lassen sich 
empirische Aussagen bezüglich des Verhaltens und der Optimierung eines Prozesses oft 
nur schwer ableiten. Prozessführungsstrategien in der Industrie beruhen zum großen 
Teil auf langjährigen praktischen Erfahrungen. Experimentelle Untersuchungen sind 
eine Möglichkeit, die Fahrweise von Prozessen zu verbessern. Sie erfordern jedoch eine 
Vielzahl an Versuchen und können nicht garantieren, dass die optimale Prozess-
führungsstrategie gefunden wird. Sicherheitstechnische und wirtschaftliche Aspekte 
erlauben zudem in der Regel keine Experimente am realen Prozess. Daher werden zu-
nehmend die Möglichkeiten der Prozesssimulation genutzt. 
Die Modellierung und Simulation von verfahrenstechnischen Prozessen gehört mittler-
weile zum Stand der Technik. Sie wird vielfältig eingesetzt, z.B. beim Design von An-
lagen und der Auslegung von Apparaten, bei der Analyse bestehender Anlagen bis hin 
zur Optimierung. Nicht zuletzt die rasante Entwicklung der Rechentechnik in den letz-
ten zwei Jahrzehnten hat der Simulation neue Möglichkeiten eröffnet. Inzwischen wer-
den zahlreiche leistungsstarke Programmpakete (z.B. ChemCAD, Aspen, 
MATLAB/Simulink) für die unterschiedlichsten Simulationsaufgaben angeboten. Mit 
ihrer Hilfe kann das Verhalten vieler Prozesse auf relativ einfache Weise abgebildet 
werden, wenngleich Standardlösungen nicht für alle Probleme existieren. 
Die mathematische Optimierung verfahrenstechnischer Prozesse ist seit Jahrzehnten 
Gegenstand der Forschung. Zu diesem Zweck wird eine Zielfunktion entsprechend des 
Vorhabens der Optimierung formuliert. Diese bildet zusammen mit den Modellglei-
chungen, den Nebenbedingungen und den Beschränkungen der Variablen ein Optimie-
rungsproblem, welches numerisch gelöst wird. Die Methoden und Algorithmen zur 
Optimierung werden stetig weiterentwickelt, z.B. im Hinblick auf die Ermittlung glo-
baler Optima. Breite Einsatzmöglichkeiten für neue Optimierungsansätze ergeben sich 
jedoch nur, wenn diese auch an die gängigen Standardwerkzeuge zur Modellierung und 
Simulation gekoppelt werden können.  
Diese Arbeit beschäftigt sich mit der Modellierung, Simulation und Optimierung eines 
industriellen Batch-Prozesses der Firma BASF Schwarzheide GmbH zur Herstellung 
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von Polyesterolen. Zunächst wird mit Hilfe des Softwarepaketes ChemCAD ein geeig-
netes Prozessmodell erstellt. Schwerpunkt bildet dabei die Abbildung der Polykonden-
sationsreaktion. Des Weiteren wird eine Methodik zur Optimierung dynamischer ver-
fahrenstechnischer Prozesse entwickelt, die auf den Simulator ChemCAD aufsetzt. 
1.1 Prozessbeschreibung 
Der in dieser Arbeit untersuchte industrielle Batch-Prozess besteht aus einem Rührkes-
selreaktor mit einer nachgeschalteten Packungskolonne, einem Kondensator und zwei 
Destillatbehältern (Abbildung 1.1). 
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Abbildung 1.1:  Vereinfachtes Schema des Batch-Prozesses 
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Im Reaktor wird ein Polymer durch Polykondensation aus einem Diol und einer Dicar-
bonsäure gewonnen. Die ablaufende Gleichgewichtsreaktion kann vereinfacht als 
 
n · HOOC - R1 - COOH  +  (n+1) · HO - R2 - OH ↔ 
HO - [R2 - COO - R1 - COO]n - R2 - OH  +  2n · H2O 
 
dargestellt werden. Praktisch besteht das Endprodukt aus einem Gemisch von Polyeste-
rolen mit unterschiedlicher Kettenlänge. Diese sind linear aus zwei alternierenden 
monomeren Einheiten aufgebaut. 
Zunächst werden die Monomere vorgelegt. Danach erfolgt die Aufheizung des Reak-
tors. Das bei der Veresterung entstehende Wasser wird durch Verdampfen aus dem 
Reaktor entfernt. Dadurch wird zum einen die Produktreinheit gewährleistet und zum 
anderen das chemische Gleichgewicht in Richtung der Produkte verschoben. Neben 
dem Wasser verdampft auch ein Teil des Eduktdiols. Das verdampfte Gemisch wird in 
der Kolonne getrennt. Während das im Sumpf angereicherte Diol zurück in den Reaktor 
läuft, wird das Wasser über Kopf abgezogen. Der Prozess läuft zunächst bei Normal-
druck ab. Um die Entfernung des Wassers aus dem Reaktor zu begünstigen, wird in 
einer späteren Phase der Druck abgesenkt. Das Chargenende wird durch das Erreichen 
einer definierten Produktqualität (Säurezahl, OH-Zahl, Viskosität) bestimmt. 
Die Kolonne besitzt keinen eigenen Verdampfer und arbeitet als reine Verstärkungs-
säule. Das Rücklaufverhältnis ist die einzige Stellgröße. Mit dieser Variante können 
nicht gleichzeitig eine hohe Kopf- und eine hohe Sumpfproduktreinheit erzielt werden. 
Mit steigender Destillatreinheit wird mehr Wasser mit dem Sumpfprodukt zurück in den 
Reaktor gefahren. Umgekehrt werden bei möglichst wasserfreiem Sumpfprodukt grö-
ßere Verluste an Eduktdiol über das Destillat auftreten. Da sowohl eine höhere Wasser-
konzentration als auch eine niedrigere Diolkonzentration im Reaktor die Reaktion 
hemmen, gilt es, einen Kompromiss zwischen beiden Fahrweisen zu finden. Zu Beginn 
der Reaktion ist eine hohe Destillatreinheit wünschenswert. Damit werden gleichzeitig 
Diolverluste vermieden. Im späteren Verlauf, wenn der größte Teil der Edukte bereits 
zu längerkettigen Polyestermolekülen reagiert hat und die Reaktion sich dem Gleichge-
wicht nähert, ist die Wasserentfernung aus dem Reaktor von zunehmender Bedeutung.  
Ein Modell des Prozesses existiert bisher nicht. Die Kinetik der ablaufenden Polykon-
densationsreaktion ist nur zum Teil untersucht und kann nicht exakt beschrieben wer-
den. Die gegenwärtige Fahrweise entstammt langjährigen Erfahrungen. Inwieweit sie 
einem Optimum angenähert ist bzw. welches Optimierungspotential weiterhin besteht, 
kann bisher jedoch kaum beurteilt werden. Die entsprechenden Untersuchungen bilden 
den Gegenstand dieser Arbeit. 
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1.2 Ziele und Aufbau der Arbeit 
Aus den einleitenden Ausführungen lassen sich folgende allgemeine Schwerpunkte der 
Arbeit ableiten: 
 Wie kann das umfangreiche Know-how, welches in den verbreiteten 
Simulationspaketen integriert ist, für die Optimierung von Batch-Prozessen ge-
nutzt werden? 
 Welche Modelltiefe ist im Hinblick auf die Genauigkeit der Ergebnisse und auf 
die Recheneffizienz für die Optimierung erforderlich? 
 Welche Optimierungsalgorithmen eignen sich besonders? 
 Auf welche Weise können Optimierungsalgorithmen und Simulatoren gekoppelt 
werden? 
 Wie kann eine möglichst große Bedienerfreundlichkeit gewährleistet werden? 
Darüber hinaus ergeben sich für den speziell untersuchten Polymerisationsprozess fol-
gende Fragestellungen: 
 Wie kann die Polykondensationsreaktion geeignet modelliert werden? 
 Wie können die entsprechenden kinetischen Parameter ermittelt werden? 
 Welches Optimierungspotential besteht gegenüber der herkömmlichen Fahr-
weise des Prozesses? 
 Wie kann eine optimierte Führungsstrategie umgesetzt werden? 
Das Kapitel 2 gibt einen Überblick über den Stand des Wissens zur Beschreibung von 
Polykondensationsreaktionen zwischen Diolen und Dicarbonsäuren sowie über die bis-
herigen wesentlichen Arbeiten zur Modellierung, Simulation und Optimierung von 
Batch-Rektifikationsprozessen.   
Eine detaillierte Beschreibung des dynamischen Prozessmodells der Polyesterolanlage 
erfolgt in Kapitel 3. Besondere Schwerpunkte bilden dabei die Abbildung der Polykon-
densationsreaktion in ChemCAD und die Ermittlung der reaktionskinetischen Parame-
ter. Das entwickelte Modell kann den Prozess gut beschreiben, wie ein Vergleich der 
Simulationsergebnisse mit Betriebsdaten zeigt.  
Das Kapitel 4 ist der Optimierung der Betriebsführung gewidmet. Vorgestellt wird ein 
Optimierungskonzept für verfahrenstechnische Prozesse, das auf der Anbindung eines 
stochastischen Optimierungsalgorithmus an den Simulator ChemCAD beruht. Diese 
Methodik wird am Beispiel zweier Prozesse aus der Literatur getestet und schließlich 
auf den Batch-Polymerisationsprozess angewendet. Auf diese Weise kann eine opti-
mierte Betriebsstrategie abgeleitet werden, welche die Chargendauer minimiert. 
Die Ergebnisse dieser Arbeit werden abschließend in Kapitel 5 reflektiert. Auf zukünf-
tige Aufgaben und Möglichkeiten wird verwiesen.  
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2 Stand des Wissens 
Dieses Kapitel fasst die grundlegenden Erkenntnisse, die im Hinblick auf die Modellie-
rung, Simulation und Optimierung des in dieser Arbeit betrachteten Batch-Polymerisa-
tionsprozesses von Bedeutung sind, zusammen.  
2.1 Polykondensationsreaktionen zwischen Diolen und Dicarbon-
säuren 
In diesem Abschnitt werden verschiedene Ansätze zur Beschreibung der Reaktionsge-
schwindigkeit von Polykondensationen sowie zur Bestimmung des mittleren Polymeri-
sationsgrades und der Molmassenverteilung dargestellt.   
2.1.1  Reaktionskinetik 
Die ersten Untersuchungen zu den Mechanismen und zur Kinetik von Stufenwachs-
tumspolymerisationen stammen von Flory (1937, 1939, 1940, 1946). Diese klassischen 
Publikationen bilden die Basis aller nachfolgenden Arbeiten. Seit den Veröffentlichun-
gen von Flory (1937, 1939, 1940, 1946) sind viele andere Studien zur Kinetik der Poly-
esterbildung erschienen. Die Interpretationen der experimentellen Ergebnisse sind kon-
trovers, da einige Autoren nur den Bereich hoher Umsätze, andere dagegen den gesam-
ten Umsatzbereich betrachten. In neueren Arbeiten (z.B. Chen und Wu, 1982; Kuo und 
Chen, 1989; Beigzadeh et al., 1995) wird häufig der Einfluss der umsatzabhängigen 
Dielektrizität auf die Reaktionsgeschwindigkeit berücksichtigt. 
Theorie von Flory 
Eine grundlegende Annahme der Theorie von Flory (1937, 1939, 1940, 1946) besteht 
darin, dass die Reaktionsgeschwindigkeit der Veresterung unabhängig von der Ketten-
länge bzw. von kettenlängenabhängigen Eigenschaften wie der Viskosität oder der 
Molmasse ist. Anhand experimenteller Daten zeigt Flory (1939), dass sowohl Mono- als 
auch Polyesterbildung in gleicher Weise beschrieben werden können. 
Flory (1939, 1946) beschreibt unkatalysierte Veresterungen, bei denen das entstehende 
Wasser fortwährend entfernt wird, als irreversible Reaktionen 3. Ordnung. Die Reak-
tionsgeschwindigkeit kann mit folgender Gleichung beschrieben werden: 
]OH[]COOH[k
dt
]COOH[d 2
AC ⋅⋅=−  (2.1)
Veresterungen werden im Wesentlichen von Wasserstoff-Ionen katalysiert. In Abwe-
senheit einer anderen stärkeren Säure wirken nur die dissoziierten Wasserstoff-Ionen 
der Carbonsäure als Katalysatoren. Durch diesen autokatalytischen Effekt geht die Kon-
zentration der Carboxylgruppen mit der Reaktionsordnung 2 in die Gleichung (2.1) ein. 
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Für äquimolare Verhältnisse der funktionellen Gruppen, d.h. [COOH] = [OH], kann 
Gleichung (2.1) vereinfacht werden: 
3
AC ]COOH[kdt
]COOH[d ⋅=−  (2.2)
Durch Integration von Gleichung (2.2) erhält man: 
.Consttk2
]COOH[
1
AC2 +⋅⋅=  (2.3)
Die Integrationskonstante beträgt 20]COOH[1 , vorausgesetzt die Reaktion kann von 
Beginn an über die gesamte Dauer mit einer Reaktionsordnung von 3 beschrieben wer-
den. Definiert man den Umsatz UCOOH an Säuregruppen als 
0
0
COOH ]COOH[
]COOH[]COOH[
U
−=  (2.4)
und vernachlässigt man die Masseänderung durch die Verdampfung des Wassers, dann 
kann die Carboxylgruppenkonzentration durch 
( )COOH0 U1]COOH[]COOH[ −⋅=  (2.5)
beschrieben werden. Durch Einsetzen von (2.5) in (2.3) lässt sich zeigen, dass bei 
Gültigkeit von Gleichung (2.1) und äquimolarem Verhältnis der Edukte eine lineare 
Abhängigkeit zwischen 1/(1-UCOOH)² und der Zeit t herrschen muss.  
In Abbildung 2.1 und Abbildung 2.2 sind die experimentellen Ergebnisse von Flory 
(1939) dargestellt1. Im Bereich von Umsätzen über 0,8 wird der lineare Zusammenhang 
für die Bildung eines Monoesters und zweier Polyester bei unterschiedlichen Tempera-
turen bestätigt. 
Zu Beginn der Reaktion im Bereich niedriger Umsätze (U < 0,8) zeigen die Messdaten 
jedoch ein abweichendes Verhalten und folgen eher einer Reaktionsordnung von 1 
bezüglich der Säuregruppenkonzentration. Ob die Reaktion in diesem Bereich tatsäch-
lich wie ein bimolekularer Mechanismus verläuft, konnte bisher nicht umfassend geklärt 
werden. Es existieren verschiedene Erklärungsansätze für diese Beobachtungen. 
Flory (1939) begründet die Abweichungen zum Teil mit der durch die Wasserverdamp-
fung hervorgerufenen Masseänderung, die in der Anfangsphase der Reaktion besonders 
ausgeprägt ist.  
 
                                                 
1 In den Veröffentlichungen von Flory (1937, 1939, 1940, 1946) wird der Umsatz mit p bezeichnet 
(Abbildung 2.1, Abbildung 2.2). 
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Abbildung 2.1:  Experimentelle Ergebnisse von Flory, links: Umsatz bis 0.8, rechts: gesamter 
Reaktionsverlauf, DE-A: Diethylenglykol-Adipinsäure, DE-C: Diethylenglykol-Hexan-
säure, Quelle: Flory (1939) 
 
 
 
Abbildung 2.2:  Experimentelle Ergebnisse von Flory, T=202°C, L-A: Laurylalkohol-Adipinsäure, L-L: 
Laurylalkohol-Laurinsäure, DM-A: 1,10-Decandiol-Adipinsäure, Quelle: Flory (1939) 
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Viele Autoren (Chen und Wu, 1982; Kuo und Chen, 1989; Beigzadeh et al., 1995) ver-
muten in der starken Änderung der Stoffeigenschaften während der Anfangsphase der 
Reaktion die Ursache für die Abweichungen. Die Dielektrizitätskonstante spielt in die-
sem Zusammenhang eine große Rolle, da sie die Dissoziation der Carboxylgruppen und 
damit ihre katalytische Wirkung beeinflusst. Im Experiment konnte gezeigt werden, 
dass zu Beginn der Reaktion tatsächlich kaum dissoziierte Wasserstoff-Ionen vorliegen 
(Fradet und Marechal, 1982). Erst mit zunehmendem Reaktionsfortschritt und sinkender 
Dielektrizitätskonstante nimmt die Säuredissoziation und damit der autokatalytische 
Effekt zu.   
Lehmus et al. (1999) dagegen begründen dieses Phänomen mit der Vernachlässigung 
der Kettenlänge. Da jedoch auch bei der Monoesterbildung im Bereich niedriger Um-
sätze eine Abweichung von Gleichung (2.1) zu beobachten ist, erscheint diese Erklä-
rung nicht ausreichend. 
Eine ausführliche Übersicht über kinetische Studien zur Polyesterbildung wird von 
Fradet und Marechal (1982) angegeben. Obwohl viele der von Fradet und Marechal 
(1982) zitierten Veröffentlichungen die Schlussfolgerungen von Flory (1939) belegen, 
herrscht keinesfalls Einigkeit über die Mechanismen von Polykondensationsreaktionen. 
Selbst aus identischen experimentellen Daten werden von verschiedenen Autoren völlig 
unterschiedliche Reaktionsmechanismen geschlussfolgert. Einige Studien betrachten 
den gesamten Bereich der Veresterung. In diesen Fällen wird meist eine Reaktionsord-
nung von 2,5 gefunden. Andere Autoren berücksichtigen nur den Bereich höherer Um-
sätze mit der Begründung, dass die bereits erwähnte starke Änderung der Dielektriziät 
zu Beginn der Reaktion kinetische Studien unmöglich macht. Für die Veresterung wur-
den so Reaktionsordnungen zwischen 2 und 6 ermittelt. Fradet und Marechal (1981) 
kritisieren, dass die experimentellen Daten häufig unter unzureichenden Bedingungen 
ermittelt werden und daher inkonsistent sind.  
Extern katalysierte Polykondensation 
In Anwesenheit einer starken Säure werden die Wasserstoff-Ionen hauptsächlich durch 
diesen externen Katalysator bereitgestellt. Flory (1946) vernachlässigt daher autokata-
lytische Effekte und formuliert für eine konstante Katalysatorsäurekonzentration eine 
Reaktion 2. Ordnung: 
]OH[]COOH[]H[k
dt
]COOH[d
Flory
Ck
Flory ⋅⋅⋅=− +43421  (2.6)
Bei höheren Temperaturen ist jedoch die Dissoziation der Carboxylgruppen und damit 
ihre autokatalytische Wirkung stärker ausgeprägt. Dieser Einfluss auf die Reaktion kann 
dann nicht mehr vernachlässigt werden (Chen und Wu, 1982; Kuo und Chen, 1989; 
Chang und Karalis, 1993). Daher formulieren Chang und Karalis (1993) folgende Glei-
chung: 
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]OH[]COOH[]H[k]OH[]COOH[k
dt
]COOH[d
Chang
Ck
Chang2
AC ⋅⋅⋅+⋅⋅=− +43421  (2.7)
Reversibilität der Polykondensationsreaktion 
Die Polyesterbildung ist eine Gleichgewichtsreaktion. Unter Berücksichtigung der 
Hydrolyse (Rückreaktion) lautet die Reaktionsgeschwindigkeitsgleichung für den rein 
autokatalysierten Fall: 
]OH[]COO[k]OH[]COOH[k
dt
]COOH[d
2HAC
2
AC ⋅⋅−⋅⋅=−  (2.8)
Die Gleichgewichtslage wird durch die Gleichgewichtskonstante bestimmt. Bei Äqui-
valenz der Einsatzprodukte gilt folgender Zusammenhang zwischen der auf Konzentra-
tionen bezogenen Gleichgewichtskonstanten KC und den Gleichgewichtskonzentrati-
onen: 
]OH[]COOH[
]OH[]COO[
K 2C ⋅
⋅=  (2.9)
Gleichgewichtskonstanten können experimentell bestimmt oder aus den thermodynami-
schen Beziehungen berechnet werden. Die molare freie Gibbs’sche Reaktionsenthalpie 
Rg∆  ist ein Maß für die Triebkraft einer chemische Reaktion.  
( )∑
=
µ⋅ν=∆
NK
1i
iiRg  (2.10)
Die Berechnung kann auf Grundlage verschiedener Standardzustände bzw. Konzentra-
tionsmaße erfolgen (Czeslik et al., 2001). Das chemische Potential µi einer Komponente 
in der Mischung kann beispielsweise mit Hilfe von Konzentrationen und einem Be-
zugspotential 0iµ  beschrieben werden: 
0
i0
ii c
clnTR ⋅⋅+µ=µ  (2.11)
Die Konzentrationen werden auf eine Bezugskonzentration c0 normiert. Mit (2.10) er-
gibt sich: 
( )
4342143421
c
i
0
R K
NK
1i
0
i
g
NK
1i
0
iiR c
clnTRg ∏∑
=
ν
∆
=


⋅⋅+µ⋅ν=∆  
(2.12)
Das chemische Gleichgewicht ist erreicht, wenn gilt: 
0KlnTRgg C
0
RR =⋅⋅+∆=∆  (2.13)
Die molare freie Gibbs’sche Standard-Reaktionsenthalpie 0Rg∆  kann über die Gibbs-
Helmholtz-Beziehung mit der molaren Standard-Reaktionsenthalpie 0Rh∆  und der mola-
ren Standard-Reaktionsentropie 0Rs∆  gekoppelt werden: 
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0
R
0
R
0
R sThg ∆⋅−∆=∆  (2.14)
mit 
∫+∆=∆ T
K298
P
0
R
0
R dTc)K298(h)T(h  , (2.15)
∫+∆=∆ T
K298
P
0
R
0
R T
dTc)K298(s)T(s  . (2.16)
Die genaueste Methode besteht darin, die Temperaturabhängigkeiten der Wärmekapa-
zitäten aller Reaktionskomponenten zu berücksichtigen, sofern diese bekannt sind.  
Häberlein (2004) nennt als typische Größenordnungen für Gleichgewichtskonstanten 
bei Polykondensationen beispielhaft KC(186°C) = 9,6 für die äquimolare Reaktion von 
Terephthalsäure mit Ethylenglykol und KC(280°C) = 4,9 für die äquimolare Reaktion 
von Dimethylterephthalat mit Ethylenglykol.  
Berücksichtigung einer umsatzabhängigen Dielektrizität 
Zwischen der Gleichgewichtsdissoziationskonstanten KD von Carbonsäuren und der 
Dielektrizitätskonstante ε des Reaktionsmediums wurde experimentell folgende Bezie-
hung ermittelt (Chen und Wu, 1982): 
baKln D −ε=  (2.17)
Unter Annahme des linearen Zusammenhangs 
dUc1 +⋅=ε  (2.18)
zwischen dem Umsatz U und dem Kehrwert der Dielektrizitätskonstante ε kann die 
Dissoziationsgleichgewichtskonstante als 
{ }UexpKK 0,DD ⋅α⋅=  (2.19)
mit KD,0 = exp{a·d-b} und α = a·c dargestellt werden. 
Da die autokatalytische Wirkung der Carboxylgruppen von ihrem Dissoziationsgrad 
abhängig ist, berücksichtigen viele Autoren diesen Effekt (Lin und Yu, 1978; Chen und 
Wu, 1982; Kuo und Chen, 1989; Beigzadeh et al., 1995). Die korrigierte Reaktionsge-
schwindigkeitsgleichung für den autokatalysierten, reversiblen Fall lautet dann (Chen 
und Wu, 1982): 
]OH[]COO[k
]OH[]COOH[
]COOH[
]COOH[]COOH[expKk
dt
]COOH[d
2HAC
2
0
0
'k
0,DAC
AC
⋅⋅−
⋅⋅



 −⋅α⋅⋅=− 43421  (2.20)
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Der Parameter α wird wie die Geschwindigkeitskonstanten aus den experimentellen 
Daten bestimmt. Die meisten veröffentlichten kinetischen Parameter für Reaktionen 
zwischen Diolen und Dicarbonsäuren wurden durch Anpassung der experimentellen 
Daten an die Gleichung (2.20) ermittelt (z.B. Chen und Wu, 1982; Kuo und Chen, 1989; 
Beigzadeh, 1995).  
Berücksichtigung nichtkatalytischer, bimolekularer Reaktionen 
Bacaloglu et al. (1988, 1998) gehen davon aus, dass autokatalytische und bimolekulare 
Mechanismen parallel ablaufen. In der entsprechenden Modellgleichung wird diese An-
nahme durch zwei Terme, in welche die Säuregruppenkonzentration mit unterschied-
licher Reaktionsordnung eingeht, berücksichtigt: 
]OH[]COO[)kk(
]OH[]COOH[k]OH[]COOH[k
dt
]COOH[d
2HNCHAC
NC
2
AC
⋅⋅+−
⋅⋅+⋅⋅=−
 (2.21)
In der Modellvorstellung von Bacaloglu et al. (1988, 1998) dominiert der bimolekulare 
Mechanismus jedoch bei hohen Umsätzen und liefert damit keine Erklärung für die von 
Flory (1939) festgestellten Abweichungen vom autokatalytischen Mechanismus bei 
kleinen Umsätzen.  
Komplexe Reaktionsgeschwindigkeitsgleichungen 
Die Berücksichtigung aller in den vorangegangenen Abschnitten diskutierten Effekte 
führt zu den komplexen Reaktionsgeschwindigkeitsgleichungen. Für die autokataly-
sierte, reversible Polykondensation erhält man folgenden Zusammenhang: 
]OH[]COO[)kk(]OH[]COOH[k
]OH[]COOH[
]COOH[
]COOH[]COOH[expk
dt
]COOH[d
2HNCHACNC
20
AC
⋅⋅+−⋅⋅+
⋅⋅


 −⋅α⋅=−
 (2.22)
Die extern katalysierte, reversible Polykondensation kann durch folgende Gleichung 
beschrieben werden: 
]OH[]COO[)kkk(]OH[]COOH[)kk(
]OH[]COOH[
]COOH[
]COOH[]COOH[expk
dt
]COOH[d
2HNCHCHACNCC
20
AC
⋅⋅++−⋅⋅++
⋅⋅


 −⋅α⋅=−  (2.23)
Bei der Wahl eines solchen Ansatzes ist jedoch zu bedenken, dass der Parameter α und 
die temperaturabhängigen Geschwindigkeitskonstanten durch Regression aus Messda-
ten bestimmt werden müssen. Da in den meisten Fällen auch mit einfacheren Ansätzen 
gute Anpassungen erzielt werden können, finden diese komplexen Reaktionsgeschwin-
digkeitsgleichungen in der Praxis kaum Anwendung. 
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2.1.2 Mittlerer Polymerisationsgrad 
Das Zahlenmittel des Polymerisationsgrades Nj  lässt sich als Verhältnis der ursprüng-
lich vorhandenen Monomermoleküle zur Gesamtzahl der Moleküle zum betrachteten 
Zeitpunkt t beschreiben. Unter Berücksichtigung des Umsatzes U folgt daraus die 
Carothers-Gleichung (Tieke, 1997): 
U1
1jN −=  (2.24)
Bei Copolymerisationen mit Überschuss eines Monomers muss die Nichtäquivalenz der 
funktionellen Gruppen berücksichtigt werden. Die Carothers-Gleichung lautet dann 
(Tieke, 1997): 
)Ur2r1(
)r1(
j
00
0
N ⋅⋅−+
+=  (2.25)
mit r0 als stöchiometrischem Verhältnis der Monomere, wobei r0 < 12.   
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Abbildung 2.3: Zusammenhang zwischen Umsatz und mittlerem zahlengemitteltem Polymerisationsgrad 
bei Stufenwachstumsreaktionen für unterschiedliche Vorlageverhältnisse der Mono-
mere, Gleichung (2.25)  
 
                                                 
2 Das stöchiometrische Verhältnis r0 der Monomere wird in der Literatur unterschiedlich festgelegt, wobei 
in anderen Zusammenhängen häufig auch per Definition r0 ≥ 1. (siehe Kapitel 3.1) 
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Sehr hohe Polymerisationsgrade werden nur bei äquimolaren oder nahezu äquimolaren 
Verhältnissen der Monomere erreicht. Mit wachsendem Überschuss eines Monomers 
nimmt der mittlere Polymerisationsgrad stark ab (Abbildung 2.3). 
2.1.3 Molekulargewichtsverteilung 
Unter der Annahme, dass die Reaktionsfähigkeit der funktionellen Gruppen gleich, d.h. 
unabhängig von der Kettenlänge ist, lässt sich die Molekulargewichtsverteilung von 
Polykondensaten aus statistischen Überlegungen ableiten. Der Umsatz U kann dabei als 
Wahrscheinlichkeit aufgefasst werden, mit der eine der ursprünglich vorhandenen 
funktionellen Gruppen reagiert hat. Die Wahrscheinlichkeit, dass eine funktionelle 
Gruppe nicht reagiert hat, beträgt (1-U). Damit ein Molekül mit j monomeren Einheiten 
entsteht, müssen (j-1) Gruppen reagiert haben und eine Gruppe nicht. Die Wahrschein-
lichkeit P(j) für die Bildung dieses Moleküls beträgt demnach: 
)U1(U)j(P 1j −⋅= −  (2.26)
Die Anzahl der Moleküle mit dem Polymerisationsgrad j lässt sich mit Hilfe der Ge-
samtzahl der Moleküle Nt zum betrachteten Zeitpunkt t ausdrücken: 
)U1(UNN)j(PN 1jttj −⋅⋅=⋅= −  (2.27)
Mit Nt = N0·(1-U) lässt sich für äquimolare Verhältnisse der funktionellen Gruppen fol-
gende Verteilungsfunktion ableiten (Küchler, 1951; Tieke, 1997): 
Häufigkeitsverteilung (Abbildung 2.4) 
21j
0
j )U1(U
N
N −⋅= −  (2.28)
Mit m0 = N0·M0 und mj = Nj· (j·M0) ergibt sich: 
Massenverteilung (Abbildung 2.5) 
21j
0
j )U1(Uj
m
m −⋅⋅= −  (2.29)
Dabei bezeichnet mj die Masse der Moleküle mit j monomeren Einheiten, m0 die Masse 
der Moleküle zum Zeitpunkt t = 0 und M0 die Molmasse des Monomers. Die Vertei-
lungsfunktionen gelten für Polykondensationen bifunktioneller Monomere und für 
Polykondensationen zweier monofunktioneller Monomere, wenn diese in äquivalenten 
Mengen vorhanden sind. 
Für Copolymerisationen, bei denen eine Komponente im Überschuss vorliegt, müssen 
mit komplexeren Beziehungen die Verteilungsfunktionen für alle in Bezug auf die End-
gruppen verschiedenen Arten von polymeren Molekülen berechnet werden (Flory, 
1946; Küchler, 1951). 
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Abbildung 2.4:  Häufigkeitsverteilung linearer Polykondensate in Abhängigkeit des Umsatzes, 
äquimolares Verhältnis der funktionellen Gruppen, Gleichung (2.28) 
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Abbildung 2.5:  Massenverteilung linearer Polykondensate in Abhängigkeit des Umsatzes, äquimolares 
Verhältnis der funktionellen Gruppen, Gleichung (2.29) 
2  Stand des Wissens 15 
Der statistische Ansatz betrachtet die Molekulargewichtsverteilung lediglich als Funk-
tion des Umsatzes und der Stöchiometrie. Für reversible Polykondensationsreaktionen 
in homogenen Batch-Reaktoren ausgehend von Monomeren ist diese Methode in der 
Regel gut geeignet. Sie lässt sich jedoch nicht auf komplexere Systeme übertragen 
(Kilkson, 1964, 1968; Costa und Villermaux, 1988). In vielen Fällen ist die Molekular-
gewichtsverteilung vom Reaktionsweg bzw. von der Reaktorkonfiguration abhängig. 
Dann müssen Nebenreaktionen, Mischungseffekte oder zusätzliche Feedströme berück-
sichtigt werden. Die Molekulargewichtsverteilung im Prozessverlauf kann nicht mehr 
über einfache statistische Betrachtungen, sondern nur über rigorose Ansätze abgeleitet 
werden.   
2.1.4 Rigorose Modellierung der linearen, reversiblen Polykondensation 
Detaillierte mathematische Modelle zur Beschreibung von Polykondensationen wurden 
von Min und Ray (1978) sowie Jacobsen und Ray (1992) veröffentlicht und im Simula-
tionspaket PolyRED implementiert. Unter Berücksichtigung aller möglichen Reaktio-
nen werden sämtliche Spezies im Prozess bilanziert. Die Stoffbilanzen des jeweiligen 
Reaktortyps, Stofftransporteffekte und die Anfangsbedingungen fließen ebenfalls in das 
Modell ein. Kilkson (1964, 1968) sowie Costa und Villermaux (1986a, 1988, 1989a) 
entwickeln rigorose Ansätze zur Simulation von Polykondensationsreaktionen in Semi-
batch-, Batch- und kontinuierlich betriebenen Reaktoren. Sie beschäftigen sich weiter-
hin ausführlich mit den analytischen Methoden zur Lösung der komplexen Modellglei-
chungssysteme, insbesondere der Z- und der S-Transformation.     
Bei dem in dieser Arbeit untersuchten industriellen Prozess werden ein Diol und eine 
Dicarbonsäure verestert. Die funktionellen Endgruppen reagieren reversibel miteinander 
und bilden eine Estergruppe sowie Wasser: 
OHCOOOHCOOH 2
k
k
r
h
+←
→+  (2.30)
Werden bei der Polykondensation Monomere mit zwei jeweils gleichen funktionellen 
Endgruppen eingesetzt, können Polymermoleküle mit gleichen, d.h. zwei Carboxyl- 
bzw. zwei Hydroxyl-Endgruppen, oder unterschiedlichen Endgruppen entstehen. Die 
drei unterschiedlichen Produkttypen müssen bei der Bilanzierung berücksichtigt wer-
den. 
Kilkson (1964) sowie Costa und Villermaux (1986a, 1988, 1989a) treffen folgende 
Modellannahmen: 
 Die Reaktivität der funktionellen Gruppen (COOH, OH, COO) ist unabhängig 
von der Kettenlänge oder kettenlängenabhängigen Eigenschaften sowie unab-
hängig von der Art der benachbarten Gruppen. 
 Ringbildende und andere Nebenreaktionen werden vernachlässigt. 
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 Die Reaktionen sind erster Ordnung in Bezug auf die beteiligten funktionellen 
Gruppen bzw. Wasser.  
Sämtliche Reaktionen, durch die ein Polymermolekül bestimmten Typs und bestimmter 
Kettenlänge gebildet und zerstört werden kann, werden nun betrachtet. Ein Polymer-
molekül der Kettenlänge n mit zwei Carboxyl-Endgruppen (CCn) kann beispielsweise 
entstehen durch: 
 die Reaktion (Veresterung) eines Moleküls der Kettenlänge m mit zwei Carbo-
xyl-Endgruppen (CCm) mit einem Molekül der Kettenlänge n-m, welches zwei 
unterschiedliche Endgruppen (CHn-m) besitzt, 
 die Rückreaktion (Hydrolyse) eines Moleküls beliebiger Kettenlänge >n mit 
mindestens einer Carboxyl-Endgruppe.  
Das gleiche Polymermolekül (CCn) kann zerstört werden durch: 
 die weitere Reaktion (Veresterung) mit einem Molekül beliebiger Kettenlänge, 
das mindestens eine Hydroxyl-Endgruppe besitzt, 
 die eigene Rückreaktion (Hydrolyse) von CCn, 
Daraus lässt sich für die massebezogene Stoffmengenänderungsgeschwindigkeit des 
Molekültyps CCn ableiten (Costa und Villermaux, 1989a): 
 
( )
( ) 

 ⋅⋅−⋅+−⋅⋅⋅+


 ⋅−⋅⋅⋅=
∑
∑
−
=
−
=
−
1n
1m
nmmr
n
1n
1m
mnmhCC
CCn2CC2CHC2Wk
CCHCHCCk2r
n
 (2.31)
 
Analog lassen sich die Beziehungen für die beiden anderen Produkttypen herleiten. 
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 (2.32)
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(2.33)
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Bedeutung der verwendeten Symbole: 
 C – Konzentration aller COOH-Gruppen im Reaktionsmedium 
 H – Konzentration aller OH-Gruppen im Reaktionsmedium 
 W – Konzentration des Wassers im Reaktionsmedium 
 O – Konzentration der COO-Gruppen im Reaktionsmedium 
 CCm/CCn – Konzentration der Polymermoleküle mit m bzw. n monomeren 
Einheiten, die zwei Carboxyl-Endgruppen besitzen 
 HHm/HHn – Konzentration der Polymermoleküle mit m bzw. n monomeren 
Einheiten, die zwei Hydroxyl-Endgruppen besitzen 
 CHm/CHn – Konzentration der Polymermoleküle mit m bzw. n monomeren 
Einheiten, die jeweils eine Hydroxyl- und eine Caboxyl-Endgruppe besitzen 
Costa und Villermaux (1986a, 1988, 1989a) berücksichtigen neben Veresterung und 
Hydrolyse weitere reversible Austauschreaktionen zwischen Ester- und Hydroxylgrup-
pen (Alkoholyse), zwischen Ester- und Carboxylgruppen (Acidolyse) sowie zwischen 
zwei Estergruppen (Ersterolyse). Die Gleichungen (2.31) bis (2.33) müssen dann um 
diese Reaktionen ergänzt werden und nehmen sehr komplexe Formen an. Für die 
Simulation werden sie mit den Bilanzgleichungen des gewählten Reaktors kombiniert.3 
Es ergeben sich Systeme von Differentialgleichungen (Batchreaktor, Strömungsrohr) 
oder algebraischen Gleichungen (stationärer Rührkesselreaktor), aus denen die Molmas-
senverteilung bestimmt werden kann. Die Lösung, die u.a. die Auswertung der kom-
plexen Summenbeziehungen beinhaltet, gestaltet sich jedoch schwierig und sehr auf-
wendig. Zur Vereinfachung bedienen sich Kilkson (1964) sowie Costa und Villermaux 
(1986a, 1988, 1989a) daher der Z- bzw. der S-Transformation: 
Z-Transformation 
∑∞
=
⋅

=
0k
k
k
P
z
1)z(P  (2.34)
S-Transformation 
∑∞
=
⋅=
1k
k
k Ps)s(P  (2.35)
Pk stellt die Konzentration einer polymeren Spezies der Kettenlänge k dar. Durch die 
Transformation lassen sich die Summen über n bzw. m aus den Beziehungen (2.31) bis 
(2.33) eliminieren, wodurch die Lösung des Modellgleichungssystems entsprechend 
vereinfacht wird. 
                                                 
3 Bilanzgleichungen für kontinuierliche und diskontinuierliche Reaktoren sind in Grundlagenwerken 
(z.B. Hagen, 1993) ausführlich erläutert. Die Zusammenhänge für den in dieser Arbeit betrachteten 
Batch-Reaktor sind in Kapitel 3.5.1 dargestellt. 
2  Stand des Wissens 18 
Die S-Transformation ermöglicht darüber hinaus die direkte Berechnung der Momente 
der Kettenlängenverteilung (Costa und Villermaux, 1986a, 1988, 1989a): 
1s1k
k
k
k
k
k,P )s(log
)s(PPn
=
∞
=
∑ 


∂
∂=⋅=λ  (2.36)
Aus den Momenten können wiederum bekannte Kenngrößen wie der zahlen- oder der 
massengemittelte Polymerisationsgrad bestimmt werden (Costa und Villermaux, 1988): 
Zahlengemittelter Polymerisationsgrad 
0,P
1,P
Nj λ
λ=  (2.37)
Massengemittelter Polymerisationsgrad 
1,P
2,P
Mj λ
λ=  (2.38)
 
Inzwischen verfügen einige kommerzielle Simulationspakete über spezielle Module zur 
Modellierung verschiedener Polymerisationsreaktionen und Reaktoren sowie zur Vor-
ausberechnung von Polymerstoffdaten und –phasengleichgewichten (Aspen, 
ChemCAD, Pro/II, PolyRED). Die Anwendung ist jedoch meist auf einzelne Probleme 
beschränkt, z.B. auf stationäre Prozesse (Pro/II) bzw. radikalische Homopolymerisatio-
nen (ChemCAD). Speziell zur Simulation von Polymerisationsreaktionen wurde das 
Programm PREDICI (Wulkow, Computing in Technology GmbH) entwickelt. Es er-
möglicht die rigorose Modellierung und Simulation fast aller Arten von Polymerisa-
tionen (radikalisch, Ziegler-Natta, Polykondensation, ..) in Batch-, Semibatch- oder 
kontinuierlich betriebenen Reaktoren. Im Gegensatz zu Simulatoren wie ChemCAD, 
Aspen oder Pro/II umfasst die Modellbibliothek von PREDICI jedoch keine anderen 
Unit Operations wie z.B. Trennkolonnen. Die Simulation von gekoppelten Reaktoren ist 
jedoch möglich. 
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2.2 Batch-Rektifikationsprozesse 
Dieser Abschnitt gibt einen Überblick über die grundlegenden Arbeiten zur Modellie-
rung, Simulation und Optimierung von Batch-Destillationsprozessen, die in der Ver-
gangenheit durchgeführt wurden.  
2.2.1 Modellierung und Simulation der Batch-Rektifikation  
Bei der Wahl eines Modells ist zum einen zu bedenken, dass die Genauigkeit der Abbil-
dung des Prozesses den Anforderungen entspricht. Zum anderen ist der Rechenaufwand 
zu berücksichtigen, der zur Lösung des Modellgleichungssystems erforderlich ist. Für 
ein sehr komplexes Modell existieren u.U. keine effizienten Verfahren zur Simulation 
oder Optimierung. Basierend auf diesen Überlegungen wurden verschiedene Modelle 
für die Batch-Rektifikation entwickelt, die in Shortcut- und rigorose Modelle unter-
schieden werden können. 
Shortcut-Methoden 
Aus der Stoffbilanz um eine Anlage zur diskontinuierlichen einfachen Batch-Destilla-
tion ergibt sich die Rayleigh-Gleichung zu (Sattler, 1995): 
xy
dx
n
dn
S
S
−=  (2.39)
Dabei ist nS der Inhalt der Sumpfblase, x und y stellen die Stoffmengenanteile der Be-
zugskomponente im Sumpf und im Dampf dar. Für ein binäres Stoffsystem kann die 
rechte Seite der Gleichung grafisch ausgewertet werden. 
Näherungsmethoden wie das grafische Verfahren von McCabe-Thiele und das Verfah-
ren nach Fenske, Underwood und Gilliland können benutzt werden, um die Zahl der 
theoretischen Trennstufen bzw. das Rücklaufverhältnis für eine gegebene Trennaufgabe 
zu bestimmen. Dabei nimmt man an, dass: 
 der Stoffaustausch zwischen Gas und Flüssigkeit äquimolar stattfindet, 
 die relativen Flüchtigkeiten jeder Komponente über die gesamte Kolonnenhöhe kon-
stant sind, 
 der Holdup im Kondensator und auf den Kolonnenböden vernachlässigt werden 
kann und 
 keine Wärmeverluste auftreten. 
Die Anwendung von Shortcut-Methoden für die Batch-Rektifikation bei Fahrweise mit 
konstanter Destillatkonzentration bzw. mit konstantem Rücklauf ist u.a. in Perry (1985), 
Weiss (1993) und Sattler (1995) ausführlich beschrieben. 
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Coward (1967) und Robinson (1969, 1970) verwenden die Methode von McCabe-
Thiele und die Rayleigh-Gleichung zur Beschreibung der Batch-Destillation eines ide-
alen binären bzw. durch Einführung von Schlüsselkomponenten reduzierten Stoffgemi-
sches. 
Diwekar und Madhavan (1991) schlagen eine Modifizierung der Methode von Fenske, 
Underwood und Gilliland für die Batch-Destillation unter Einbeziehung der Rayleigh-
Gleichung vor, mit der die Konzentrationsprofile im Kopf und im Sumpf berechnet 
werden können („Shortcut Method“). Diese Vorgehensweise wird später erweitert 
(„Modified Shortcut Method“), um den Holdup zu berücksichtigen. Eine ausführliche 
Beschreibung beider Methoden mit allen Gleichungen findet sich in Diwekar (1995). 
„Shortcut Method“ und „Modified Shortcut Method“ wurden in dem Programmpaket 
BATCH-DIST (Diwekar und Madhavan, 1991) implementiert und können dort zur 
Auslegung, Simulation und Optimierung von Batch-Rektifikationsprozessen verwendet 
werden.   
Weitere Shortcut-Methoden, die ebenfalls auf die Gleichungen von Rayleigh, Fenske, 
Underwood und/oder Gilliland zurückgehen, werden von Salomone et al. (1997), Zamar 
et al. (1998) sowie Kim und Ju (1999) vorgestellt. 
Shortcut-Methoden beschreiben die Batch-Rektifikation mit einer geringen Anzahl von 
differentiellen und algebraischen Gleichungen. Sie erfordern daher wenig Rechenauf-
wand, sind aber nur für überschlägige Untersuchungen geeignet. Insbesondere bei 
Stoffgemischen, die stärker vom idealen Verhalten abweichen, können große Unge-
nauigkeiten auftreten. Die Ergebnisse der Shortcut-Methoden werden jedoch häufig als 
Startwerte für Simulationen mit rigorosen Modellen verwendet. 
Rigorose Modelle 
Rigorose Modelle ermöglichen eine exaktere Beschreibung der Batch-Destillationspro-
zesse. Die meisten von ihnen beschreiben den Prozess auf der Basis von Trennstufen, 
auf denen sich das Phasengleichgewicht zwischen Dampf und Flüssigkeit einstellt. Für 
jede Gleichgewichtsstufe können dann  
 die Energiebilanz,  
 die Massenbilanz für jede Komponente, 
 das Phasengleichgewicht für jede Komponente sowie 
 die Summenbeziehungen der Komponentenanteile in der Dampf- und in der Flüssig-
phase 
aufgestellt werden. Man erhält ein nichtlineares dynamisches Differential-algebraisches 
Gleichungssystem (DAE-System), das nur numerisch gelöst werden kann. Dazu werden 
die Gleichungen in der Regel zunächst zeitlich diskretisiert.  
Huckaba und Danly (1960) entwickeln das erste rigorose Modell für die Batch-Rektifi-
kation eines idealen binären Stoffsystems (Methanol/t-Butanol). Meadows (1963) veröf-
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fentlicht ein detailliertes Modell für die diskontinuierliche Mehrstoffrektifikation, wel-
ches von Distefano (1968) umfangreich analysiert und mit verschiedenen Methoden 
numerisch gelöst wird. Diese Arbeiten bilden die Grundlage für viele der nachfolgenden 
Veröffentlichungen anderer Autoren.  
Farhat et al. (1990) präsentieren ein rigoroses Modell zur Simulation und Optimierung 
der Batch-Rektifikation eines Dreistoffgemisches. Sie vernachlässigen den Holdup der 
Trennstufen und des Kondensators, den Druckverlust und die Änderung der Dampf- 
und Flüssigkeitsströme in der Kolonne.  
Soll die Dynamik eines Batch-Rektifikationsprozesses jedoch hinreichend beschrieben 
werden, so kann zumindest der Flüssigkeits-Holdup nicht vernachlässigt werden. 
Robinson (1970) zeigt bereits, welche Abweichungen von der Realität durch die verein-
fachenden Annahmen eines „No Holdup“-Modells auftreten können. Mujtaba und 
Macchietto (1991) untersuchen die Effekte des Holdups im Kondensator und auf den 
Trennstufen bei der Optimierung einer binären Batch-Rektifikation.  
Logsdon und Biegler (1993) berücksichtigen den Holdup auf den Stufen und im Kon-
densator und zeigen, welchen Einfluss der Holdup auf das optimale Rücklaufverhältnis 
hat. Optimierungsrechnungen mit vereinfachten Modellen ohne Berücksichtigung des 
Holdup können daher nur suboptimale Führungsstrategien liefern. 
Diwekar und Madhavan (1991) haben in das Programm BATCH-DIST auch ein rigoro-
ses Modell eingebunden. Sie setzen dabei einen adiabaten Betrieb und einen konstanten 
Flüssigkeits-Holdup auf den einzelnen Stufen voraus. Der Dampf-Holdup wird ver-
nachlässigt. Das Modell mit seinen Gleichungen und verschiedene numerische 
Lösungsverfahren sind in Diwekar (1995) erläutert.  
Mujtaba und Macchietto (1997) sowie Sorensen et al. (1996) vernachlässigen in ihren 
Modellen die zeitlichen Enthalpieänderungen auf den Stufen und verwenden die alge-
braische Energiebilanz ohne dynamischen Term.  
Reuter (1995) entwickelt das Programm BARESI zur Simulation von (reaktiven) Batch-
Rektifikationsprozessen. Das von ihm verwendete umfangreiche rigorose Modell kann 
die Messdaten zweier Beispielprozesse gut abbilden. In der Weiterentwicklung von Li 
(1998) umfasst es die dynamischen Stoff- und Energiebilanzen für Sumpfblase, Trenn-
stufen und Kondensator, die rigorosen Phasengleichgewichts- und die Summenbezie-
hungen für jeden Boden.  
Mit der Genauigkeit eines Modells nimmt die Dimension des DAE-Systems und damit 
die Rechenzeit stark zu. Daher sind effiziente Simulationsmethoden erforderlich. In den 
frühen Arbeiten (Huckaba und Danly, 1960; Meadows, 1963; Boston et al., 1981) wird 
das Modellgleichungssystem sequentiell gelöst, d.h., die Differential- und die algebrai-
schen Gleichungen werden für jede Stufe getrennt gelöst. Zur Integration der gewöhnli-
chen Differentialgleichungen werden explizite Euler- oder Runge-Kutta-Verfahren ver-
wendet. Diese iterativen Methoden erfordern einen großen Rechenaufwand. Reuter 
(1995) und Li (1998) verwenden dagegen das Newton-Raphson-Verfahren (Gear, 
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1971), um das DAE-System für jeden Zeitschritt simultan zu lösen. Als Diskretisie-
rungsmethode wählt Reuter (1995) ein implizites Euler-Verfahren. Li (1998) schlägt die 
orthogonale Kollokation vor und kann zeigen, dass damit die Rechenzeit gegenüber 
dem impliziten Euler-Verfahren erheblich reduziert werden kann. Die Veröffentlichun-
gen von Reuter (1995) und Li (1998) belegen die positiven Eigenschaften der simulta-
nen Methode hinsichtlich Stabilität und Konvergenz. 
Alle bisher in diesem Kapitel genannten Autoren betrachten Bodenkolonnen und ver-
nachlässigen hydrodynamische Effekte. Reuter (1995) und Li (1998) berücksichtigen 
die Nichtidealitäten bei der Einstellung des Phasengleichgewichts durch einen Stufen-
wirkungsgrad. Die meisten anderen Autoren betrachten nur ideale Trennstufen.  
Obwohl in der Praxis häufig Packungskolonnen eingesetzt werden, existieren im Ver-
gleich zu Bodenkolonnen weniger Veröffentlichungen, die sich mit der rigorosen 
Modellierung und Simulation von Packungskolonnen beschäftigen. In den meisten Fäl-
len wird die Packung entsprechend dem HEPT (Height of a Theoretical Plate) - Konzept 
in eine bestimmte Anzahl von Stoffübertragungseinheiten geteilt und mit einem Gleich-
gewichtsstufenmodell behandelt. Die Gründe, warum erst in den letzten Jahren Simula-
tionsmodelle für Packungskolonnen entwickelt wurden, liegen darin, dass diese Modelle 
sehr komplex sind und effiziente Lösungsalgorithmen sowie leistungsstarke Rechen-
technik benötigen. Außerdem werden zur Beschreibung Stofftransportkoeffizienten 
benötigt, für deren Berechnung erst in jüngerer Zeit geeignete Korrelationen entwickelt 
wurden (Bravo et al., 1985; Rocha et al. 1996; Billet und Schultes, 1991, 1993a, 1995, 
1999). Die Parameter der Korrelationen sind von der speziellen Geometrie eines 
Packungsmaterials abhängig und bisher längst nicht für alle Packungstypen verfügbar.  
Die erste Simulation einer Batch-Rektifikation in einer Packungskolonne mit einem 
rigorosen Modell wird von Hitch und Rousseau (1988) durchgeführt. Sie verwenden 
eine Methode, bei der jeder Variable die Modellgleichung zugeordnet wird, die ihren 
Wert am direktesten bestimmt. Jede Gleichung wird linearisiert, indem alle anderen 
außer der ihr zugeordneten Variable als konstant angenommen werden. Dann wird das 
Gleichungssystem mit der Finite-Differenzen-Methode diskretisiert und die Variablen 
werden nacheinander berechnet, wobei die berechneten Werte der Variablen im vorher-
gehenden Zeitabschnitt als konstante Größen in den jeweiligen Gleichungen eingesetzt 
werden. Dieser Simulationsalgorithmus wurde von Hitch und Rousseau (1988) im Pro-
grammpaket DISTCAL umgesetzt und arbeitet sehr stabil. 
Wajge et al. (1997) übernehmen das Simulationsmodell von Hitch und Rousseau (1988) 
und erweitern es für einen reaktiven Batch-Destillationsprozess. Außerdem untersuchen 
sie verschiedene Diskretisierungsmethoden (finite Differenzen, orthogonale Kolloka-
tion, stückweise Kollokation) für das DAE-System.  
Sogenannte Nonequilibrium-Modelle für Packungskolonnen, die eine direkte Berech-
nung des Stoffübergangs an der Phasengrenze zwischen Dampf und Flüssigkeit in Ab-
hängigkeit der Stofftransportkoeffizienten und der effektiven Stoffaustauschfläche 
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beinhalten, werden z.B. von Krishnamurthy und Taylor (1985), Sivasubramanian et al. 
(1987), Taylor und Krishna (1993) sowie Pelkonen (1997) beschrieben.  
Inzwischen enthalten auch etliche der kommerziell vertriebenen Simulationsprogramme 
(ChemCAD, Aspen Dynamics, PRO/II, Hysys Dynamics) Module für die Modellierung 
von dynamischen, diskontinuierlichen Prozessen wie die Batch-Rektifkation. Auch Kor-
relationen für Packungskolonnen wurden implementiert. Allerdings sind die benötigten 
Parameter nicht für alle Packungstypen erhältlich.     
Reaktion und Batch-Rektifikation 
Im Gegensatz zur reinen Batch-Rektifikation oder zur kontinuierlichen Reaktiv-Rektifi-
kation existieren deutlich weniger Arbeiten zur Batch-Rektifikation mit überlagerter 
Reaktion. Die Kopplung von Reaktion und Rektifikation ist insbesondere für Gleichge-
wichtsreaktionen interessant, bei denen durch Verdampfen eines Produktes die Lage des 
chemischen Gleichgewichts beeinflusst werden kann. 
Zur Beschreibung der chemischen Reaktion im Prozessmodell sind genaue kinetische 
Daten erforderlich. Daher wird vielfach auf gut dokumentierte Reaktionen zurückge-
griffen, für die kinetische Parameter veröffentlicht wurden. Häufiges Beispiel ist die 
Veresterung von Ethanol und Essigsäure (Mujtaba und Macchietto, 1997, Wajge et al., 
1997; Giessler et al. 2001). Da jedoch keine experimentellen Daten zur Verfügung ste-
hen, kann die Genauigkeit der berechneten Profile nicht überprüft werden.  
Cuille und Reklaitis (1986) entwickeln ein Simulationsmodell für die Batch-Rektifika-
tion mit chemischer Reaktion im Verdampfer, auf den Stufen und im Kondensator. Sie 
lösen das DAE-System simultan mit der Methode von Gear (1971). Zur Beschreibung 
der Reaktion (Veresterung von Essigsäure und 1-Propanol) verwenden Cuille und 
Reklaitis (1986) eine vereinfachte Reaktionsgleichung mit temperaturunabhängigen 
Geschwindigkeitskonstanten.  
Reuter (1995) und Li (1998) untersuchen eine Umesterungsreaktion, die nur im Ver-
dampfer stattfindet, und validieren ihr Prozessmodell anhand experimenteller Daten 
einer Pilotanlage.  
Mujtaba und Macchietto (1997) betrachten eine reaktive Batch-Rektifikation, bei der 
die Reaktion im Sumpf, auf den Stufen und im Kondensator stattfinden kann. 
Die einzige Batch-Rektifikation mit überlagerter Polymerisationsreaktion wird von 
Sorensen et al. (1996) beschrieben. Dabei handelt es sich um eine Polykondensation. 
Die Reaktion von Terephthalsäure mit den Alkoholen 1,2 Propandiol und 1,6 Hexandiol 
findet nur im Verdampfer statt. Das entstehende Polymer wird als separate, feste Phase 
betrachtet und nicht in das Modell der Rektifikation einbezogen.   
Auch Batch-Rektifikationsprozesse mit überlagerter Reaktion können inzwischen von 
einigen kommerziellen Simulationsprogrammen behandelt werden.   
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2.2.2 Prozessführungsstrategien für Batch-Rektifikationsprozesse 
Man unterscheidet bei den Prozessführungsstrategien für Batch-Rektifikationsprozesse 
zunächst zwei Extremfälle, die Fahrweise mit konstantem Rücklaufverhältnis und die 
Fahrweise mit konstanter Destillatkonzentration. Während bei der ersten Variante bei 
gleichbleibendem Rücklaufverhältnis die Destillatkonzentration mit der Zeit variiert 
und im Mittel einer geforderten Reinheit entsprechen muss, wird das Rücklaufverhältnis 
bei der zweiten Variante stetig nachgeführt, so dass die Zusammensetzung des Destil-
lats konstant bleibt. Die Fahrweise mit konstanten Rücklaufverhältnis wird bevorzugt 
bei der Zerlegung von Mehrstoffgemischen angewandt. Die Variante mit konstanter 
Destillatkonzentration findet häufiger bei der Trennung von Zweistoffgemischen An-
wendung (Sattler, 1995). Diese Fahrweise ist auch flexibler, erfordert allerdings die 
größere Heizleistung.  
Neben diesen beiden Fahrweisen kann eine optimale Strategie im Hinblick auf ein be-
stimmtes Ziel, z.B. die Minimierung der Batchdauer, verwendet werden. Bei dieser 
Fahrweise variieren sowohl das Rücklaufverhältnis als auch die Destillatkonzentration 
mit der Zeit. Sie stellt einen Kompromiss zwischen der Fahrweise mit konstantem 
Rücklaufverhältnis und der Fahrweise mit konstanter Destillatkonzentration dar (Diwe-
kar, 1995). 
Die Ermittlung optimaler Prozessführungsstrategien wird ausführlich im folgenden 
Kapitel behandelt. 
2.2.3 Optimierung der Betriebsführung 
Bevor eine optimale Führungsstrategie für einen Prozess entwickelt werden kann, muss 
zunächst das Ziel der Optimierung definiert werden. Bei Batch-Rektifikationsprozessen 
wird in der Regel eines der folgenden Probleme betrachtet (Diwekar, 1995): 
 das „Minimum Time Problem“, dessen Optimierungsziel die Minimierung der 
Batchdauer darstellt, 
 das „Maximum Distillate Problem“, bei dem innerhalb einer vorgegebenen Batch-
zeit eine möglichst große Destillatmenge abgezogen werden soll, oder 
 das „Maximum Profit Problem“, bei dem eine ökonomische Zielfunktion optimiert 
wird. 
Für die Batch-Rektifikation mit überlagerter Reaktion wird in der Literatur auch das 
„Maximum Conversion Problem“ genannt (Mujtaba und Macchietto, 1997). 
Als Optimierungsvariablen kommen in Abhängigkeit von der konkreten Ausführung 
des Prozesses die zeitlichen Profile von Feedströmen, Rücklaufverhältnis und/oder 
Heizleistung in Frage.  
Das Optimierungsproblem besteht neben der Zielfunktion aus Gleichungs- und Unglei-
chungsnebenbedingungen. Die Gleichungsnebenbedingungen ergeben sich aus den 
Modellgleichungen. Die Ungleichungsnebenbedingungen resultieren aus den Beschrän-
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kungen der Variablen, z.B. einzuhaltenden Produktspezifikationen oder technischen 
Einschränkungen hinsichtlich maximaler Durchflussmengen.  
Albet et al. (1991) und Reuter (1995) versuchen, das zeitliche Profil des Rücklaufver-
hältnisses durch wiederholte Simulationen zu optimieren. Diese Methode ist jedoch sehr 
aufwendig und führt in der Regel nicht zu einem Optimum. 
Die mathematischen Methoden zur Lösung dieser dynamischen Optimierungsprobleme 
werden in indirekte und direkte Verfahren unterschieden. Zu den indirekten Verfahren 
gehören das Maximum Prinzip von Pontryagin (Pontryagin et al., 1962) und die dyna-
mische Programmierung (Bellmann, 1957). Der mathematische Aufwand zur Umset-
zung dieser beiden Methoden ist sehr hoch. Daher sind sie zur Lösung großer dynami-
scher Optimierungsprobleme nicht geeignet (Li et al., 1998b). Sollen diese Verfahren 
dennoch angewandt werden, wird im Allgemeinen mit vereinfachten Modellen gear-
beitet, um die Komplexität des Problems zu reduzieren. Converse und Gross (1963) 
maximieren die Destillatmenge innerhalb einer vorgegebenen Zeitspanne mittels der 
Dynamischen Programmierung. Coward (1967), Robinson (1969, 1970) sowie Hansen 
und Jorgensen (1986) lösen das „Minimum Time Problem,“ Kerkhof und Vissers 
(1978) das „Maximum Profit Problem“ mit Hilfe des Maximum Prinzips von Pontrya-
gin. Sie verwenden dabei ein vereinfachtes Modell der Batch-Rektifikation ohne 
Berücksichtigung des Holdup. 
Bei den direkten Verfahren werden die dynamischen Modellgleichungen diskretisiert 
und zu einem algebraischen Gleichungssystem umgeformt. Das Problem kann dann mit 
Hilfe eines Nichtlinearen Programmierungsverfahrens (NLP) gelöst werden. Bekannte 
Diskretisierungsverfahren sind die orthogonale Kollokation (Biegler, 1984; Cuthrell und 
Biegler, 1987) oder das Multiple Shooting (Bock und Plitt, 1984). In den meisten Fällen 
wird für die Optimierung ein Successive Quadratic Programming (SQP)-Algorithmus 
verwendet. 
Farhat et al. (1990) formulieren ein NLP-Problem mit dem Ziel, die Destillatmenge 
einer Mehrfraktionen-Batch-Rektifikation zu maximieren. Sie verwenden verschiedene 
Funktionen (konstant, linear, polynomisch), um das Rücklaufverhältnis innerhalb einer 
Fraktion anzunähern. Logsdon und Biegler (1993) betrachten ebenfalls das „Maximum 
Distillate Problem“ und formulieren ein NLP-Problem unter Verwendung der orthogo-
nalen Kollokation zur Diskretisierung des Modellgleichungssystems. Zur Lösung des 
Optimierungsproblems wird ein SQP-Algorithmus verwendet.  
Mujtaba und Macchietto (1997) lösen zunächst das „Maximum Conversion Problem“ 
mit dem über die gesamte Batchdauer konstanten Rücklaufverhältnis als Optimierungs-
variable sowie verschiedenen gegebenen Parametersätzen aus Batchdauer und Produkt-
reinheit. Sie formulieren dazu ein NLP-Problem, welches mit Hilfe eines SQP-Verfah-
rens gelöst wird. Das optimale Rücklaufverhältnis kann dann mit Hilfe von polynomi-
scher Kurvenanpassung als Funktion der Batchdauer mit der Produktreinheit als Para-
meter dargestellt werden. Diese Polynome werden dann verwendet, um auf einfache 
Weise die Zielfunktion des „Maximum Profit Problems“, das nun ein einfaches alge-
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braisches Optimierungsproblem mit der Batchdauer als einziger Variable ist, zu berech-
nen. 
Optimale Führungsstrategien für Batch-Rektifikationsprozesse unter Berücksichtigung 
von recycelten Zwischenfraktionen werden u.a. von Christensen und Jorgensen (1987) 
sowie Mujtaba und Macchietto (1992, 1993) untersucht. 
Die Diskretisierung und das Einbeziehen aller Variablen und Gleichungen in das NLP-
Problem führt schnell zu sehr hohen Dimensionen, die derzeit kaum effizient behandelt 
werden können. Aus diesem Grund wurden in den letzten Jahren verschiedene Dekom-
positionsstrategien zur Reduktion der Variablenzahl vorgeschlagen (Logsdon und 
Biegler, 1992; Biegler et al., 2002; Li, 1998). Eine Möglichkeit besteht darin, nur die 
diskretisierten Steuervariablen und ihre Beschränkungen in das Optimierungsproblem 
einzubeziehen und die Zustandsgrößen durch Simulation zu ermitteln. Die Anzahl der 
Variablen kann auf diese Weise stark reduziert werden, allerdings muss nun das 
Modellgleichungssystem in jeder Iterationsschleife gelöst werden. Dieser Ansatz wird 
u.a. von Li et al. (1998a, 1998b) und Sorensen et al. (1996) benutzt, um Batch-Rektifi-
kationsprozesse mit überlagerter Reaktion zu optimieren.  
Die Steuervariablen werden häufig als abschnittweise konstant angenommen (Mujtaba 
und Macchietto, 1993, 1997; Li et al., 2000, Giessler et al., 2001). Denkbar sind weiter-
hin andere Approximationen. Sarkar und Modak (2003) verwenden beispielsweise ein 
Neuronales Netz, um die unabhängige Variable als Funktion der Zeit darzustellen. Die 
zu optimierenden Variablen sind dann die Gewichte und Schwellenwerte der Neuronen. 
Giessler et al. (2001) untersuchten am Beispiel einer Batch-Reaktivrektifikation, wel-
chen Einfluss die Anzahl der Zeitabschnitte bei der Diskretisierung der Steuergrößen 
auf das Optimierungsergebnis und den Rechenaufwand hat. Anzahl und Länge der Zeit-
abschnitte können auch als Teil des Optimierungsproblems aufgefasst werden (Biegler 
et al., 2002; Low und Sorensen, 2004). 
Zur Modellierung und Simulation von Batch-Rektifikationsprozessen werden in zu-
nehmendem Maße (kommerzielle) Softwarepakete verwendet, in denen die Forschungs-
ergebnisse von Jahrzehnten vereint sind. Die Optimierung der mit diesen Tools model-
lierten Prozesse gestaltet sich allerdings schwieriger, da der Anwender nicht immer ein-
fachen Zugriff auf die Modellgleichungen hat und diese dem gewählten Optimierungs-
verfahren entsprechend behandeln kann. So werden bei gradientenbasierten Verfahren 
wie SQP Informationen über die Ableitungen der Zielfunktion und der Nebenbedingun-
gen benötigt, die dann nur numerisch approximiert werden können (Hanke und Li, 
2001).  
Eine Alternative stellt die Verwendung eines gradientenfreien Optimierungsalgorith-
mus, einer sogenannten Direct Search Methode, dar. Dazu zählen u.a. das Simulated 
Annealing, genetische Algorithmen, die Simplex Methode oder das Verfahren nach 
Hooke und Jeeves (Belegundu und Chandrupatla, 1999). Die Steuervariablen werden 
ebenfalls diskretisiert und die Zustandvariablen durch Simulation berechnet. Es müssen 
jedoch keine Gradienten berechnet werden. Die Implementierung und Anbindung an 
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Simulationstools gestaltet sich relativ einfach. Direct Search Methoden, die stochasti-
sche Elemente beinhalten (Simulated Annealing, genetische Algorithmen), können 
außerdem mit großer Wahrscheinlichkeit ein globales Optimum finden. SQP-Verfahren 
dagegen konvergieren gegen ein lokales Optimum. 
Hanke und Li (2001) lösen das Problem der Gewinnmaximierung für eine Batch-Rekti-
fikation mit überlagerter Reaktion mit Hilfe eines Simulated Annealing-Verfahrens.  
Stochastische Suchmethoden werden zunehmend auch für Probleme der gemischt-ganz-
zahligen nichtlinearen Programmierung (MINLP) verwendet, um beispielsweise Design 
und Betriebsführung der Batch-Rektifikation simultan zu optimieren (Low und Soren-
sen, 2004). 
Über die Kopplung von Direct Search-Methoden mit kommerziellen Simulationswerk-
zeugen wird bisher kaum berichtet. Li et al. (2000) realisieren die Anbindung eines 
Simulated Annealing-Algorithmus an SPEEDUP. Zobel (2002) verwendet einen Evolu-
tionären Algorithmus in Verbindung mit ChemCAD im stationären Simulationsmodus 
zur simultanen Optimierung der Struktur und Parametrierung verfahrenstechnischer 
Prozesse.  
2.3 Einordnung der eigenen Arbeit 
Die im Kapitel 2.2 zitierten Publikationen belegen, dass in den vergangenen Jahrzehn-
ten große Fortschritte im Bereich der Modellierung, Simulation und Optimierung von 
Batch-Prozessen erzielt wurden. Sowohl die dynamischen Prozessmodelle, als auch die 
Optimierungsalgorithmen und -methoden werden stetig weiterentwickelt. Es zeigen sich 
jedoch Diskrepanzen zwischen den einzelnen Bereichen: 
Für die Simulation von Batch-Prozessen stehen heute leistungsstarke kommerzielle 
Programmpakete zur Verfügung. Diese sind weit verbreitet und werden in der indust-
riellen Praxis für die überwiegende Anzahl der Simulationsaufgaben eingesetzt. Im 
Gegensatz dazu existieren nur vereinzelt Veröffentlichungen, die sich mit der Optimie-
rung von Prozessmodellen, welche mit Hilfe der gebräuchlichen Simulationstools er-
stellt wurden, beschäftigen. In der Regel werden eigene Simulationsmodelle in ver-
schiedenen Programmiersprachen entwickelt. Die Schnittstellen zwischen Modell und 
Optimierungsalgorithmus sind dann jeweils auf den speziellen Fall zugeschnitten. Die 
Anbindung der weiterentwickelten Optimierungsalgorithmen an die sequentiell-modula-
ren Simulatoren wird von den meisten Autoren vernachlässigt. Daher finden die moder-
nen Methoden der Prozessoptimierung schwer Eingang in die industrielle Praxis. 
Einige Simulatoren, z.B. ChemCAD, verfügen zwar ihrerseits auch über Optimierungs-
werkzeuge, diese sind jedoch weniger leistungsfähig und können nur auf einfache 
Probleme angewandt werden. Komplexe Zielfunktionen können damit nicht optimiert 
werden. Ebenso wenig können die optimalen zeitliche Profile von Steuergrößen, z.B. im 
Hinblick auf die minimale Chargendauer, für dynamische Prozesse bestimmt werden.  
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Die Simulation und Optimierung von Prozessen, bei denen Polymerisationen ablaufen, 
erweist sich als besonders schwierig. Die im Kapitel 2.1 vorgestellten Erkenntnisse über 
die Mechanismen und die Kinetik von Polykondensationsreaktionen haben größtenteils 
noch keinen Eingang in die verbreiteten Simulationspakete gefunden. Während kineti-
sche Studien in der Literatur nahezu ausschließlich mit funktionellen Gruppen arbeiten, 
müssen bei der Simulation eines verfahrenstechnischen Prozesses die kettenlängenab-
hängigen physikalischen Stoffdaten der einzelnen Spezies sowie die Phasengleichge-
wichte berücksichtigt werden.  
Diese Arbeit soll einen Beitrag dazu leisten, den Forschungs- und Entwicklungsbedarf, 
der im Hinblick auf die Abbildung von Polykondensationsreaktionen durch kommer-
zielle Simulatoren sowie die Anbindung von Optimierungsalgorithmen an diese Pro-
gramme besteht, zu verringern.  
Die Zielstellungen dieser Arbeit umfassen daher: 
 die Entwicklung eines kinetischen Modells der Polykondensation für den 
Simulator ChemCAD, 
 die Entwicklung einer Methodik, welche die Optimierung der Prozessführung 
beliebiger mit ChemCAD modellierter dynamischer Prozesse ermöglicht, 
 die Anbindung eines stochastischen Optimierungsalgorithmus an den Simulator 
ChemCAD 
 sowie für den speziell betrachteten Prozess der BASF Schwarzheide GmbH: 
 die Ermittlung der kinetischen Parameter einer Beispielreaktion für das Modell 
der Polykondensation, 
 die Abbildung des gesamten Prozesses in ChemCAD und 
 die Optimierung der Betriebsführung des Batch-Polymerisationsprozesses mit 
Hilfe des ChemCAD-Modells. 
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3 Modellierung und Simulation des Batch-
Polymerisationsprozesses 
Die Modellierung des in dieser Arbeit betrachteten Batch-Polymerisationsprozesses 
unter Verwendung des Simulationspaketes ChemCAD besitzt einige Vorteile. Mit Hilfe 
dieses Standardwerkzeugs können auf einfache, komfortable und relativ schnelle Weise 
Prozessmodelle mit beliebig vielen Unit Operations erstellt werden, die später auch 
noch erweitert werden können. Die integrierten Stoffdatenbanken und thermodynami-
sche Berechnungsmethoden ermöglichen die Beschreibung von Phasengleichgewichten 
oder auch die Vorausberechnung von Reinstoffdaten. Der Austausch von Daten und 
Modellen zwischen verschiedenen Benutzern wird durch die standardisierten Schnitt-
stellen, Import- und Exportroutinen vereinfacht. Der Simulator ChemCAD ist zudem 
am Lehrstuhl vorhanden und wird bereits seit vielen Jahren in Lehre und Forschung 
eingesetzt.  
Umfangreichere Überlegungen erfordert das reaktionskinetische Modell. Im Gegensatz 
zu einigen anderen Simulationsprogrammen, die spezielle Polymer-Module enthalten, 
ist die Beschreibung von Polykondensationen bisher in ChemCAD nicht vorgesehen. Zu 
diesem Zweck wird ein eigenes kinetisches Modell entwickelt. 
Ausgehend von der Abbildung der Reaktionskinetik wird in diesem Kapitel das dyna-
mische Prozessmodell im Detail erläutert. Anschließend werden die Simulationsergeb-
nisse vorgestellt und diskutiert. 
3.1 Chemische Reaktion 
Aus der Produktpalette der Polyesterolanlage der BASF Schwarzheide GmbH wird für 
diese Arbeit beispielhaft eine Reaktion ausgewählt. Betrachtet wird die unkatalysierte 
Veresterung von Adipinsäure (AS) mit Ethylenglykol (EG).  
3.1.1 Vorüberlegungen zum reaktionskinetischen Modell 
Im Hinblick auf die Recheneffizienz, insbesondere bei der Optimierung mit dem 
Modell, sollte ein möglichst einfacher Ansatz gewählt werden, der die gemessenen 
Konzentrationsverläufe dennoch hinreichend genau beschreiben kann. Daher wird zu-
nächst geprüft, welche Modellierungstiefe für die Kinetik prinzipiell erforderlich ist, 
d.h., welche der in Kapitel 2.1.1 vorgestellten Reaktionsmechanismen in das kinetische 
Modell einfließen müssen. Zu diesem Zweck werden verschiedene kinetische Ansätze 
an experimentelle Daten für die Polykondensation von Adipinsäure und Ethylenglykol 
aus der Literatur (Beigzadeh et al., 1995) angepasst. 
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Zunächst wird ein sehr einfacher Ansatz unter Annahme eines rein autokatalytischen, 
reversiblen Reaktionsmechanismus betrachtet. Entsprechend der Theorie von Flory 
(1939, 1946) wird angenommen, dass die Veresterung einer Reaktion 2. Ordnung in 
Bezug auf die Carboxylgruppenkonzentration und 1. Ordnung in Bezug auf die Hydro-
xylgruppenkonzentration folgt. Die Rückreaktion (Hydrolyse) besitzt eine Gesamtreak-
tionsordnung von 2. Beigzadeh et al. (1995) gehen von einer konstanten Wasserkon-
zentration im Reaktionsmedium aus. Dann gilt:   
]COO[]OH[k]OH[]COOH[k
dt
]COOH[d
HACk
2HAC
2
AC ⋅⋅−⋅⋅=− 443421
o
 (3.1)
Abbildung 3.1 zeigt, dass mit diesem Ansatz jedoch keine besonders gute Beschreibung 
experimentell bestimmter Konzentrationsverläufe aus der Literatur (Beigzadeh et. al, 
1995) gelingt. Weitere Einflüsse auf die Reaktionsgeschwindigkeit müssen demnach 
berücksichtigt werden. 
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Abbildung 3.1:  Anpassung experimenteller Datensätze aus der Literatur für die Reaktion von Adipin-
säure und Ethylenglykol mit einem einfachen, reversiblen Ansatz nach Gleichung (3.1) 
 
Die in Kapitel 2.1.1 vorgestellten Beobachtungen von Flory (1939) deuten darauf hin, 
dass bei Polykondensationsreaktionen zwei unterschiedliche Reaktionsmechanismen 
parallel ablaufen. Im Bereich niedriger Umsätze dominiert ein bimolekularer Mecha-
nismus, während bei fortgeschrittener Reaktion die Autokatalyse vorherrscht. In der 
Reaktionsgeschwindigkeitsgleichung kann die Vorstellung zweier verschiedener Reak-
tionsmechanismen bei der Veresterung durch zwei Terme, in denen die Säuregruppen-
konzentration mit unterschiedlicher Reaktionsordnung eingeht, berücksichtigt werden: 
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( ) ]COO[]OH[kk
]OH[]COOH[k]OH[]COOH[k
dt
]COOH[d
Hk
2HACHNC
2
ACNC
⋅⋅+−
⋅⋅+⋅⋅=−
444 3444 21
o
 (3.2)
Abbildung 3.2 zeigt, dass die Polykondensationsreaktion durch das Modell zweier 
parallel ablaufender Reaktionsmechanismen sehr gut beschrieben werden kann. Der 
Ansatz ist dennoch einfach. Gegenüber Gleichung (3.1) ist lediglich ein Term bzw. ein 
aus experimentellen Daten zu ermittelnder Parameter hinzugekommen. Da die Mess-
daten aus der Literatur (Beigzadeh et al., 1995) mit diesem Ansatz bereits sehr gut wie-
dergegeben werden, erscheint es nicht sinnvoll, die Komplexität des Modells durch Be-
rücksichtung weiterer Einflüsse, z.B. einer umsatzabhängigen Dielektrizität, zu erhöhen. 
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Abbildung 3.2:  Anpassung experimenteller Datensätze aus der Literatur für die Reaktion von Adipin-
säure und Ethylenglykol mit dem Ansatz zweier parallel ablaufender Reaktionsmecha-
nismen nach Gleichung (3.2) 
 
Es lässt sich feststellen, dass die Polykondensation unter Berücksichtigung bimolekula-
rer und autokatalytischer Mechanismen sehr gut modelliert werden kann. Die verwen-
dete Gleichung (3.2) arbeitet mit funktionellen Gruppen. ChemCAD erlaubt jedoch nur 
Reaktionen zwischen Modellspezies, denen physikalische Stoffdaten zugewiesen wer-
den können. Eine Modellierung der Kinetik ausschließlich auf Basis von funktionellen 
Gruppen, wie sie in der Literatur (z.B. Flory, 1937, 1939, 1946) beschrieben wird, kann 
daher nicht erfolgen.  
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Betrachtet man die einzelnen Spezies, so reagieren zunächst die Monomere Adipinsäure 
und Ethylenglykol zu einem Dimer: 
 
( ) ( ) ( ) ( )[ ]
OH
OHCOCHCOOCHOHCOOHCHHOOCOHCHHO
2
R
42224222
+
←
→+ 444 34444 21  (3.3)
 
Die Dimere reagieren untereinander oder mit den Monomeren weiter. Eine lineare Stu-
fenwachstumsreaktion setzt ein. Es können 3 in Bezug auf die Endgruppen verschie-
dene Polymere entstehen. Folgende Reaktionen der Produkttypen untereinander können 
auftreten: 
 
( ) ( ) ( ) OHOHRHOHRHOHRH 2mnmn +←
→+ +  
 
(3.4)
( ) ( ) ( ) ( ) ( ) OHOHCHORHOHRHOHCHORH 222mnm22n +←
→+ +  
 
(3.5)
( ) ( ) ( ) ( ) ( )
OH
OHRCOCHHOOCOHRHOHRCOCHHOOC
2
mn42mn42
+
←
→+ +  
 
(3.6)
( ) ( ) ( ) ( ) ( )
OH
OHRHOHRCOCHHOOCOHCHORH
2
1mnm4222n
+
←
→+ ++  (3.7)
 
Entsprechend den in Kapitel 2.1.4 vorgestellten rigorosen Modellen müssten nun die 
Bilanzen für alle Polymere bis zu einer festgelegten Kettenlänge (theoretisch geht der 
mögliche Polymerisierungsgrad gegen unendlich) aufgestellt werden. Unter der An-
nahme, dass die Reaktivität der funktionellen Gruppen konstant bleibt (Kilkson, 1964; 
Costa und Villermaux, 1986a, 1988, 1989a), könnte jede Veresterung mit denselben 
kinetischen Parametern charakterisiert werden. Die zuvor gewonnenen Erkenntnisse 
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über die zu berücksichtigenden bimolekularen und autokatalytischen Reaktionsmecha-
nismen können in den Geschwindigkeitsansatz einfließen4. 
Die Implementierung eines solchen rigorosen Modells unter Berücksichtigung der Ket-
tenlängenverteilung durch den Benutzer ist prinzipiell möglich. Zu diesem Zweck 
müssten Moleküle mit allen denkbaren Endgruppen und Kettenlängen als einzelne Spe-
zies definiert und sämtliche möglichen Reaktionen zwischen ihnen beschrieben werden. 
Neben den Stoffdaten für jede Modellkomponente werden Angaben zur Beschreibung 
der Phasengleichgewichte benötigt. Da praktisch jedoch nie monodisperse Polymere 
vorliegen, ist es unmöglich, die benötigten Stoff- und Phasengleichgewichtsdaten expe-
rimentell zu bestimmen. Es kann lediglich auf Vorausberechnungsmethoden zurückge-
griffen werden, die für Polymere immer noch recht fehlerbehaftet sind. Aufgrund der 
hohen Anzahl von Spezies und Reaktionen wäre ein solches Modell sehr komplex und 
rechenintensiv.  
Bei dem betrachteten industriellen Prozess wird der Reaktionsverlauf anhand von Säu-
rezahl, OH-Zahl und Viskosität verfolgt. Diese Größen sind einfach online messbar. Die 
Molmassenverteilung wurde lediglich für das Endprodukt einiger Chargen exemplarisch 
bestimmt. Daher erscheint es wenig sinnvoll, mit Hilfe eines komplexen Modells einen 
zeitlichen Verlauf der Kettenlängenverteilung zu simulieren, der nicht anhand experi-
menteller Daten überprüft werden kann und im realen Betrieb nur von untergeordneter 
Bedeutung ist.  
Zusammenfassend lassen sich folgende Erkenntnisse in Bezug auf das kinetische 
Modell festhalten: 
 Bimolekulare und autokatalytische Reaktionsmechanismen sollten bei der Be-
schreibung der Polykondensation berücksichtigt werden. 
 Das kinetische Modell für den Simulator ChemCAD muss mit einzelnen Spezies 
und nicht nur mit funktionellen Gruppen arbeiten. 
 Die Berücksichtigung von Spezies aller Typen und Kettenlängen sowie ihrer 
Reaktionen führt jedoch zu einem äußerst komplexen, rechenintensiven Modell, 
dessen Vorhersagen (Kettenlängenverteilung) nicht überprüft werden können. 
Das entwickelte kinetische Modell der Polykondensation für den Simulator ChemCAD 
stellt einen Kompromiss im Hinblick auf die genannten Anforderungen und Limitierun-
gen dar. Es wird im folgenden Abschnitt ausführlich erläutert. 
 
 
 
                                                 
4 Costa und Villermaux (1986a, 1988, 1989a) vernachlässigen autokatalytische Reaktionsmechanismen. 
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3.1.2 Modell der Polykondensation für den ChemCAD-Simulator 
Für den Simulator ChemCAD wird ein Modell der Polykondensation entwickelt, das 
zwar mit einzelnen, jedoch nicht mit allen denkbaren Polymerspezies arbeitet. Außer-
dem werden nicht alle Stufen der Polymerisation bzw. nicht alle Reaktionen, die zwi-
schen Polymermolekülen unterschiedlicher Kettenlänge und unterschiedlichen Typs (in 
Bezug auf die Endgruppen) auftreten können, betrachtet. Das Reaktionsschema wird auf 
eine zweistufige Veresterung vereinfacht und auf eine fiktive Stöchiometrie reduziert. 
Zu diesem Zweck werden zwei Modellkomponenten, die Polymerspezies DEA5 
(kurzkettiges Zwischenprodukt) und PEAG6 (langkettiges Endprodukt), eingeführt. Die 
Erkenntnisse über bimolekulare und autokatalytische Mechanismen bei der Polykon-
densation (Kapitel 2.1.1 und 3.1.1) fließen in die Modellvorstellung ein. Die 
Polykondensation wird durch zwei Teilreaktionen beschrieben (Machefer, 2002): 
Teilreaktion I 
In einem ersten Schritt reagieren die Monomere Adipinsäure und Ethylenglykol zu dem 
kurzkettigen Zwischenprodukt DEA. Diese Reaktion wird als bimolekularer Mechanis-
mus betrachtet. Die Reaktionsordnung bezüglich Adipinsäure beträgt 1. Laut Flory 
(1939) dominiert bei Umsätzen über 70-80% die Autokatalyse. Eine Reaktionsordnung 
von 1 bezüglich der Säuregruppen kann nur im Bereich kleinerer Umsätze angenommen 
werden. Für das Zwischenprodukt wird daher mit Hilfe der Carothers-Gleichung (2.25) 
bei einem Umsatz von 70-80% ein Polymerisationsgrad von jDEA = 4 abgeschätzt.     
Die Struktur des Zwischenprodukts kann außerdem nur so gewählt werden, dass eine 
weitere Verkettung der DEA-Moleküle im zweiten Reaktionsschritt möglich ist. Es 
muss daher zwei unterschiedliche funktionelle Gruppen aufweisen. 
Teilreaktion II 
Im zweiten Schritt, einer Folgereaktion, reagieren die kurzkettigen DEA-Moleküle zum 
langkettigen Endprodukt PEAG. Die Säuregruppen werden durch das im Überschuss 
vorliegende Ethylenglykol vollständig abgesättigt. Der Polymerisationsgrad der 
Modellkomponente PEAG wird entsprechend der experimentell bestimmten mittleren 
Molmasse des industriellen Endprodukts mit jPEAG = 21 festgelegt.  
Da die Teilreaktion II die im fortgeschrittenen Reaktionsstadium dominierenden auto-
katalytischen Effekte beschreiben soll, liegt die Reaktionsordnung des DEA zwischen 1 
und 2. Eine Reaktionsordnung von 2 wäre zu hoch gewählt, weil das Zwischenprodukt 
sowohl Carboxyl- als auch Hydroxylgruppen besitzt und daher keine reine Säure dar-
stellt.      
 
 
                                                 
5 DEA = Di(ethylen adipate) 
6 PEAG = Poly(ethylene adipate) glycol (Chang und Karalis, 1993) 
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Stöchiometrie 
Die Stöchiometrie der beiden Teilreaktionen wird folgendermaßen dargestellt: 
 
(I)      ←
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Reaktionskinetik 
Die Reaktionsgeschwindigkeit der Teilreaktionen wird als Funktion der Konzentratio-
nen mit einem Potenzansatz beschrieben. Die Temperaturabhängigkeit der Stoßfaktoren 
für die Hin- und Rückreaktionen wird mit Hilfe eines Arrhenius-Ansatzes erfasst.  
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Für die Reaktionsordnungen der einzelnen Komponenten gilt: 
 
1IAS =κ  1IÉG =κ  1IDEA =κ  1I OH2 =κ  
2..1IIDEA =κ  1IIEG =κ  1IIPEAG =κ  1II OH2 =κ  
 
Insgesamt müssen 9 kinetische Parameter durch Regression von experimentellen Daten 
bestimmt werden. Diese sind die Stoßfaktoren und Aktivierungsenergien der Hin- und 
Rückreaktionen I und II sowie die Reaktionsordnung von DEA in der Teilreaktion II.  
3.1.3 Bestimmung der reaktionskinetischen Parameter 
Kinetische Daten für Polykondensationsreaktionen zwischen Diolen und Dicarbonsäu-
ren wurden u.a. von Chen und Hsiao (1981), Chen und Wu (1982), Kuo und Chen 
(1989) sowie Beigzadeh et al. (1995) veröffentlicht (siehe Anhang).  
Die massebezogene Stoffmengenänderungsgeschwindigkeit der einzelnen Komponen-
ten kann wie folgt aus den Reaktionsgeschwindigkeiten der Teilreaktionen bestimmt 
werden: 
( )∑
=
⋅ν=⋅=
NR
1j
jj
i
i
i rdt
dn
m
1r  (3.12)
Nur für den Fall einer konstanten Reaktionsmasse gilt mit ii dcmdn = : 
( )∑
=
⋅ν==
NR
1j
jj
i
i
i rdt
dc
r  (3.13)
Veröffentlicht sind in der Regel die zeitlichen Verläufe des Umsatzes, wobei der Um-
satz aus den gemessenen Konzentrationen bestimmt wird: 
0
0
COOH ]COOH[
]COOH[]COOH[
U
−=  (3.14)
Die Masseänderung, die durch das Verdampfen des entstehenden Wassers eintritt, wird 
dabei nicht berücksichtigt. Es handelt sich daher um einen „scheinbaren“ und nicht um 
den realen Umsatz. Die kinetischen Parameter werden ebenfalls unter Vernachlässigung 
des entfernten Wassers durch Regression an Gleichung (3.13) bestimmt.  
Als Begründung für diese Vorgehensweise wird meistens angegeben, dass die Wasser-
konzentration erst im späten Reaktionsverlauf einen signifikanten Einfluss hat. Zu die-
sem Zeitpunkt ist bereits das meiste Wasser verdampft, die Bildungsraten sind nur noch 
gering und somit kann eine konstante Wasserkonzentration angenommen werden (Chen 
und Wu, 1982; Kuo und Chen, 1989; Beigzadeh et al., 1995).   
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In der Literatur werden einzelne, zum Teil jedoch falsche Approximationen vorgeschla-
gen, um den Wasserverlust für den Fall zu berücksichtigen, dass die gesamte entste-
hende Wassermenge verdampft (Fradet und Marechal, 1982). In keiner Veröffentli-
chung wurde der Verlauf der Wasserkonzentration verfolgt. Lediglich der Wassergehalt 
bei Versuchsende wurde von wenigen Autoren stichprobenartig ermittelt. Die Angaben 
darüber, welcher Anteil des gebildeten Wassers im Reaktionsmedium verbleibt, reichen 
von 10-15% (Tang und Yao, 1959) bis zu 34% bzw. 41% (Chen und Wu, 1982). In An-
betracht dieser Informationslage erscheint es fraglich, ob die Korrektur der Konzentra-
tionen bzw. Umsätze um eine geschätzte Menge verdampften Wassers die Genauigkeit 
der Korrelationen erhöht.  
Zur Bestimmung der reaktionskinetischen Parameter werden daher die Annahmen aus 
der Literatur übernommen. Die massebezogenen Stoffmengenänderungsgeschwindig-
keiten der einzelnen Komponenten berechnen sich daher wie folgt: 
( )44444 344444 21 o
Ir
I
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I
h ]DEA[k]EG[]AS[k2dt
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mit  
]OH[kk 2
I
r
I
r ⋅=o , ]OH[kk 2IIrIIr ⋅=o  und [H2O] ≈ konst. 
Die kinetischen Parameter werden nun nacheinander durch Regression bestimmt. Dazu 
werden die Daten von Chen und Hsiao (1981), Chen und Wu (1982), Kuo und Chen 
(1989) sowie Beigzadeh et al. (1995) verwendet. Die genaue Vorgehensweise wird im 
Folgenden erläutert. 
Anpassung der Geschwindigkeitskonstanten der Teilreaktion I  
Zur Bestimmung der Geschwindigkeitskonstanten der Teilreaktion I werden nur Mess-
daten bei Umsätzen ≤ 0,7 verwendet. In diesem Bereich soll die Reaktion I und damit 
der von Flory (1939) beschriebene bimolekulare Mechanismus dominieren. Die Regres-
sion erfolgt unter Vernachlässigung von Reaktion II ( 0k IIh = , 0k IIr = ).  
Die Konzentrationsprofile der Modellkomponenten werden entsprechend den Gleichun-
gen (3.15) bis (3.18) berechnet. Als Zielfunktion der Anpassung wird die Summe der 
relativen Fehler zwischen der experimentell bestimmten Carboxylgruppenkonzentration 
exp
m]COOH[  und der berechneten Carboxylgruppenkonzentration 
ber
m]COOH[  über alle 
Messpunkte k verwendet: 
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∑
=
−NE
1k
exp
k
ber
k
exp
k
]COOH[
]COOH[]COOH[min  (3.19)
Die berechnete Carboxylgruppenkonzentration setzt sich aus den ermittelten Konzen-
trationen der Modellkomponenten Adipinsäure und DEA zusammen: 
ber
m
ber
m
ber
m ]DEA[]AS[2]COOH[ +⋅=  (3.20)
Zur Lösung des Optimierungsproblems wird ein Quasi-Newton-Verfahren verwendet. 
Das Abbruchkriterium, d.h. die relative Änderung der Zielfunktion, beträgt 0,00001. 
In Tabelle 3.1 sind die für die Teilreaktion I ermittelten Geschwindigkeitskonstanten 
zusammengefasst. Für die Rückreaktion I ergeben sich bei der Regression ausnahmslos 
Geschwindigkeitskonstanten von 0k Ir =o . Daher wird im weiteren die Rückreaktion I 
vernachlässigt. Diese Annahme erscheint gerechtfertigt, da die Teilreaktion I in der 
Modellvorstellung den bimolekularen Reaktionsmechanismus beschreibt. Dieser domi-
niert bei niedrigen Umsätzen und damit in einem Bereich, der vom chemischen Gleich-
gewicht noch weit entfernt ist. Aufschluss könnte eine Bestimmung der Gleichge-
wichtskonstanten aus den thermodynamischen Größen geben (2.13). Diese sind jedoch 
nicht für alle Reaktionsteilnehmer bekannt. Insbesondere für die Modellkomponente 
DEA kann nur auf Vorausberechnungsmethoden zur Abschätzung einzelner thermophy-
sikalischer Stoffdaten zurückgegriffen werden (Kapitel 3.2).  
Tabelle 3.1:  Geschwindigkeitskonstanten der Teilreaktion I 
T r0 [COOH]0 Ihk  
oI
rk  Quelle 
[°C] [-] [mol/kg] [kg/(mol·min)] [1/min] 
Beigzadeh et al. 
(1995) 
160 
170 
180 
180 
180 
1,5496 
1,5523 
1,0741 
1,5430 
1,7008 
8,2261 
8,2196 
9,3618 
8,2356 
7,9160 
0,00185 
0,00255 
0,00454 
0,00369 
0,00390 
0 
0 
0 
0 
0 
Kuo und Chen 
(1989) 
140 
140 
160 
160 
180 
180 
1,9336 
2,4923 
1,0824 
2,8696 
1,0729 
2,0394 
7,5221 
6,6482 
9,3849 
6,1745 
9,4109 
7,3334 
0,00078 
0,00078 
0,00179 
0,00218 
0,00219 
0,00411 
0 
0 
0 
0 
0 
0 
Chen und Hsiao 
(1981), Chen und 
Wu (1982) 
140 
160 
160 
166 
180 
180 
180 
2,4973 
2,8128 
1,0005 
1,0050 
1,5914 
2,8000 
3,5546 
6,6410 
6,2990 
9,5920 
9,5920 
8,1660 
6,2510 
5,4530 
0,00074 
0,00150 
0,00336 
0,00358 
0,00846 
0,00392 
0,00230 
0 
0 
0 
0 
0 
0 
0 
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(Beigzadeh et al., 1995)
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Abbildung 3.3:  Regressionsergebnisse für die Teilreaktion I, Gleichung (3.10) mit einer Reaktionsord-
nung von 1 bezüglich Adipinsäure, experimentelle Daten von Beigzadeh et al. (1995) 
 
Auffällig ist, dass die Geschwindigkeitskonstanten für die Hinreaktion I bei gleichen 
Temperaturen, aber unterschiedlichen Reaktandenverhältnissen r0 voneinander abwei-
chen. In der Literatur (z.B. Chen und Wu, 1982) wird darauf verwiesen, dass die Stoff-
eigenschaften des Reaktionsmediums bei unterschiedlichen Reaktandenverhältnissen 
variieren und einen Einfluss auf die Reaktion ausüben. Aus Tabelle 3.1 lässt sich jedoch 
kein eindeutiger Trend bezüglich r0 ablesen. Die Ursachen dafür sind in den speziellen, 
keinesfalls identischen Bedingungen, unter denen die Experimente der einzelnen Auto-
ren durchgeführt wurden, sowie in der Güte der einzelnen Anpassungen zu suchen. 
Die Ergebnisse zeigen, dass mit einer Reaktionsordnung von 1 bezüglich Adipinsäure 
die gemessenen Verläufe gut beschrieben werden können (Abbildung 3.3). Die 
Beobachtungen von Flory (1939) werden somit bestätigt. 
Bestimmung der Arrhenius-Parameter der Hinreaktion I 
Über eine Arrhenius-Auftragung (Abbildung 3.4) der für die Hinreaktion I ermittelten 
Geschwindigkeitskonstanten k können der Stoßfaktor ∞k  und die Aktivierungsenergie 
EA über die Beziehung 




⋅−⋅= ∞ TR
Eexpkk A  (3.21)
gewonnen werden. 
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Abbildung 3.4:  Arrhenius-Diagramm zur Bestimmung von Stoßfaktor und Aktivierungsenergie von 
Hinreaktion I 
 
Tabelle 3.2:  Kinetische Parameter der Teilreaktion I (Hinreaktion) auf Basis unterschiedlicher experi-
menteller Daten aus der Literatur 
Quelle 
Verwendete Daten 
T / r0 
I
h,k ∞  
[kg/(mol·min)] 
I
h,aE  
[kJ/mol] 
Beigzadeh et al., 1995 
160°C / 1,5 
170°C / 1,5 
180°C / 1,5 
180°C / 1,7 
25336 58,53 
 
Kuo und Chen (1989) 
140°C / 2,5 
160°C / 2,9 
180°C / 2,0 
 
130092 
 
64,08 
160°C / 1,0 
166°C / 1,0 
180°C / 1,6 
 
12225 
 
78,67 
Chen und Hsiao (1981), 
Chen und Wu (1982) 140°C / 2,5 
160°C / 2,8 
180°C / 2,8 
 
105662 
 
63,90 
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Die Arrhenius-Parameter werden durch lineare Regression von Datenpunkten mit je-
weils annähernd gleichem Reaktandenverhältnis bestimmt. Für das Prozessmodell wer-
den Parameter gewählt, die aus Datensätzen ermittelt wurden, deren vorgelegtes Edukt-
verhältnis in etwa dem des realen Prozesses entspricht. 
Die ermittelten Aktivierungsenergien für die Hinreaktion I liegen alle in der gleichen 
Größenordnung (Tabelle 3.2). Lediglich die aus den Daten von Chen und Hsiao (1981) 
bzw. Chen und Wu (1982) für Reaktandenverhältnisse nahe 1 bestimmte Aktivierungs-
energie weicht stärker von den anderen ab. Die Lage der Geraden im Arrhenius-Dia-
gramm deutet bereits darauf hin (Abbildung 3.4). Bei den Stoßfaktoren zeigen sich grö-
ßere Abweichungen für die unterschiedlichen Reaktandenverhältnisse. 
Bestimmung der Reaktionsordnung von DEA in der Teilreaktion II 
Zur Ermittlung der Reaktionsordnung von DEA in der Teilreaktion II werden Anpas-
sungen an die Literaturdaten mit unterschiedlichen Reaktionsordnungen im Bereich von 
1 bis 3 durchgeführt. Für die Anpassungen werden das vollständige kinetische Modell 
mit beiden Teilreaktionen, die zuvor bestimmten Parameter der Teilreaktion I und die 
Messdaten über den gesamten Umsatzbereich verwendet. Die Geschwindigkeitskon-
stanten IIhk  und 
oII
rk  bilden die Regressionsparameter. 
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Abbildung 3.5:  Mittlerer relativer Fehler bei der Regression an verschiedene Literaturdatensätze für 
unterschiedliche Reaktionsordnungen bzgl. DEA in Teilreaktion II 
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Das Fehlerminimum bei der Regression liegt im Bereich von Reaktionsordnungen zwi-
schen 1,4 und 1,6 bezüglich DEA (Abbildung 3.5). Für das kinetische Modell wird 
5,1IIDEA =κ gewählt.  
Anpassung der Geschwindigkeitskonstanten der Teilreaktion II 
Die Geschwindigkeitskonstanten der Teilreaktion II werden wie im vorigen Abschnitt 
beschrieben durch Regression mit dem vollständigen Kinetikmodell (Gleichungen 
(3.10) und (3.11)) gewonnen. Alle zuvor bestimmten Parameter, d.h. der Stoßfaktor und 
die Aktivierungsenergie von Hinreaktion I sowie die Reaktionsordnung von DEA in der 
Teilreaktion II, werden vorausgesetzt.  
Die Anpassung der Parameter erfolgt nach dem gleichen Verfahren wie für die Reak-
tionsgeschwindigkeitskonstanten der Teilreaktion I (Quasi-Newton-Verfahren, Ziel-
funktion (3.19), Abbruchkriterium 0,00001).  
Die gemessenen Konzentrationsverläufe können mit dem zweistufigen Modell, das so-
wohl bimolekulare als auch autokatalytische Mechanismen berücksichtigt, gut wieder-
gegeben werden (Abbildung 3.6 bis Abbildung 3.8). 
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Abbildung 3.6:  Korrelation der Datensätze von Kuo und Chen (1989) für die autokatalytische 
Polykondensation von Adipinsäure und Ethylenglykol durch das zweistufige Modell 
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(Chen u. Hsiao, 1981; Chen u. Wu, 1982)
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Abbildung 3.7:  Korrelation der Datensätze von Chen und Hsiao (1981) bzw. Chen und Wu (1982) für 
die autokatalytische Polykondensation von Adipinsäure und Ethylenglykol durch das 
zweistufige Modell 
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(Beigzadeh et al., 1995)
 
 T=160°C / r0=1,5
 T=170°C / r0=1,5
 T=180°C / r0=1,1
 T=180°C / r0=1,5
 T=180°C / r0=1,7
 Zweistufiges Modell
C
O
O
H
-U
m
sa
tz
 [-
]
Zeit [min]
 
Abbildung 3.8:  Korrelation der Datensätze von Beigzadeh et al. (1995) für die autokatalytische 
Polykondensation von Adipinsäure und Ethylenglykol durch das zweistufige Modell 
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Tabelle 3.3:  Geschwindigkeitskonstanten der Teilreaktion II 
T r0 [COOH]0 Ihk  
oI
rk  
II
hk  
oII
rk  
Quelle 
[°C] [-] [mol/kg] [kg/(mol·
min)] 
[1/min] [(kg/mol)1,5·
min-1] 
[1/min] 
Beigzadeh et al. 
(1995) 
160 
170 
180 
180 
180 
1,5496 
1,5523 
1,0741 
1,5430 
1,7008 
8,2261 
8,2196 
9,3618 
8,2356 
7,9160 
0,00185 
0,00255 
0,00454 
0,00369 
0,00390 
0 
0 
0 
0 
0 
0,000076 
0,000161 
0,000634 
0,000346 
0,000345 
0,000540 
0,000666 
0 
0,000731 
0,000732 
Kuo und Chen 
(1989) 
140 
140 
160 
160 
180 
180 
1,9336 
2,4923 
1,0824 
2,8696 
1,0729 
2,0394 
7,5221 
6,6482 
9,3849 
6,1745 
9,4109 
7,3334 
0,00078 
0,00078 
0,00179 
0,00218 
0,00219 
0,00411 
0 
0 
0 
0 
0 
0 
0,000086 
0,000003 
0,000460 
0,000059 
0,001106 
0,000209 
0 
0 
0,001136 
0 
0 
0 
Chen und Hsiao 
(1981), Chen und 
Wu (1982) 
140 
160 
160 
166 
180 
180 
180 
2,4973 
2,8128 
1,0005 
1,0050 
1,5914 
2,8000 
3,5546 
6,6410 
6,2990 
9,5920 
9,5920 
8,1660 
6,2510 
5,4530 
0,00074 
0,00150 
0,00336 
0,00358 
0,00846 
0,00392 
0,00230 
0 
0 
0 
0 
0 
0 
0 
0,000016 
0,000072 
0,000258 
0,000485 
0,000321 
0,000205 
0,000270 
0,000116 
0,000018 
0 
0 
0,000355 
0,000367 
0,000093 
 
Die zur Bestimmung der Parameter verwendeten Messungen (siehe Anhang) wurden 
bei unterschiedlichen Endumsätzen abgebrochen. Kuo und Chen (1989) messen nur bis 
zu Umsätzen von ca. 80%. Dieser Bereich ist vom chemischen Gleichgewicht noch 
relativ weit entfernt, der Einfluss der Hydrolyse dementsprechend gering. Daher liefern 
viele Datensätze Geschwindigkeitskonstanten von Null für die Rückreaktion (Tabelle 
3.3). Da zudem keinerlei Angaben über die Wasserkonzentrationen vorliegen, bestehen 
größere Unsicherheiten bei der Ermittlung der Geschwindigkeitskonstanten für die 
Hydrolyse. 
Abschätzung der wasserkonzentrationsunabhängigen Geschwindigkeitskonstanten 
der Rückreaktion II 
Bei dem zu modellierenden Batch-Prozess kann nicht von einer konstanten Wasserkon-
zentration im Reaktor ausgegangen werden. Diese Tatsache muss bei der Simulation 
berücksichtigt werden. Die Entfernung des Kondensats ist eine der entscheidenden Ein-
fluss- und somit Optimierungsgrößen des Prozesses. Daher muss die Reaktionsge-
schwindigkeit durch das Modell auch als Funktion der Wasserkonzentration abgebildet 
werden. 
Eine Möglichkeit besteht darin, die Wasserkonzentration aus den gemessenen Endkon-
zentrationen unter der Annahme, dass ein bestimmter Anteil q = 0..1 des insgesamt ge-
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bildeten Wassers verdampft, abzuschätzen. Die Masse des verdampften Wassers ergibt 
sich dann zu (Fradet und Marechal, 1982): 
( )
( ) qm]COOH[m]COOH[018,0
qnn018,0m
00
COOH0,COOHverd,OH2
⋅⋅−⋅⋅=
⋅−⋅=
 (3.22)
Mit 
verd,OH0 2mmm −=  (3.23)
ergibt sich: 




⋅⋅−
⋅⋅−⋅=
q]COOH[018,01
q]COOH[018,01
mm 00  (3.24)
Aus diesen Größen kann die Wasserkonzentration berechnet werden. Für die verwen-
deten Datensätze aus der Literatur (Chen und Hsiao, 1981; Chen und Wu, 1982; Kuo 
und Chen, 1989; Beigzadeh et al., 1995) existieren jedoch keine Angaben über den An-
teil des verdampften Wassers. Es ist anzunehmen, dass dieser Anteil mit der Temperatur 
und den Stoffeigenschaften des Produktes, die wiederum durch das Vorlageverhältnis 
der Edukte beeinflusst werden, variiert. Bei Experimenten bis in hohe Umsatzbereiche 
ist der verbleibende Wassergehalt wahrscheinlich geringer, da dann die Bildungsge-
schwindigkeit des Wassers im Vergleich zur Verdampfungsrate klein ist. Der spezielle 
Versuchsaufbau kann sich ebenfalls auf den Wassergehalt auswirken. Um wenigstens 
eine grobe Abschätzung der Wasserkonzentration vornehmen zu können, werden Daten 
aus dem realen Prozess hinzugezogen. Es wird angenommen, dass die Temperaturab-
hängigkeit der Wasserkonzentration im Reaktor sich tendenziell umgekehrt zur Ver-
dampfungsrate des Wassers aus dem Reaktor verhält (Machefer, 2001): 
)T(
)T(
)T](OH[
)T](OH[
i
1i
1i2
i2
eWassermeng/gsrateVerdampfun
eWassermeng / gsrateVerdampfun −
−
=  (3.25)
Die Verdampfungsrate bezogen auf die jeweilige Wassermenge im Reaktor kann für 
unterschiedliche Temperaturen aus den gemessenen Destillatmengen ermittelt werden. 
Dabei wird vorausgesetzt, dass das Destillat nur Wasser beinhaltet, was für die Normal-
druckphase mit guter Näherung angenommen werden kann. Als Ausgangspunkt dient 
die im Prozess gemessene Wasserkonzentration bei fortgeschrittener Reaktion nahe dem 
chemischen Gleichgewicht (U ≈ 0,99; T ≈ 245°C; [H2O] ≈ 0,0093). Die auf diese Weise 
abgeschätzten Wasserkonzentrationen und die korrigierten Reaktionsgeschwindigkeits-
konstanten sind in Tabelle 3.4 dargestellt. Diese Werte sind sehr ungenaue Schätzun-
gen. Die Fehler, die bei dieser Vorgehensweise auftreten können, ihr Einfluss und Kor-
rekturmöglichkeiten werden in späteren Abschnitten dieses Kapitels noch ausführlich 
diskutiert. 
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Tabelle 3.4:  Wasserkonzentrationsunabhängige Geschwindigkeitskonstanten der Hydrolyse 
T r0 [COOH]0 
oII
rk  
[H2O] 
geschätzt 
II
rk  
Quelle 
[°C] [-] [mol/kg] [1/min] [mol/kg] [kg/(mol⋅min)]
Beigzadeh et al. 
(1995) 
160 
170 
180 
180 
1,5496 
1,5523 
1,5430 
1,7008 
8,2261 
8,2196 
8,2356 
7,9160 
0,000540 
0,000666 
0,000731 
0,000732 
0,0892 
0,0571 
0,0397 
0,0397 
0,006054 
0,011656 
0,018420 
0,018438 
Chen und Hsiao 
(1981), Chen und 
Wu (1982) 
140 
160 
180 
180 
2,4973 
2,8128 
1,5914 
2,8000 
6,6410 
6,2990 
8,1660 
6,2510 
0,000116 
0,000018 
0,000355 
0,000367 
0,3920 
0,0892 
0,0397 
0,0397 
0,000297 
0,000206 
0,008957 
0,000924 
 
Bestimmung der Arrhenius-Parameter der Teilreaktion II 
Die Arrhenius-Parameter der Teilreaktion II werden analog zu denen der Teilreaktion I 
bestimmt (Abbildung 3.9, Abbildung 3.10). Geschwindigkeitskonstanten für die Rück-
reaktion können nur für 2 Datensätze ermittelt werden. Der Datensatz (T/r0: 160°C/1,0; 
166°C/1,0; 180°C/1,5) von Chen und Hsiao (1981) zeigt bei der Auftragung für die 
Hinreaktion eine sehr starke Abweichung vom linearen Verlauf und eine völlig andere 
Steigung als die anderen Arrhenius-Geraden. Er wurde daher nicht zur Bestimmung der 
Parameter verwendet. 
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Abbildung 3.9:  Arrhenius-Diagramm für Teilreaktion II (Hinreaktion) 
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Abbildung 3.10:  Arrhenius-Diagramm für Teilreaktion II (Rückreaktion) 
 
Tabelle 3.5:  Kinetische Parameter der Teilreaktion II auf Basis verschiedener experimenteller Daten 
aus der Literatur 
II
h,k ∞  
II
h,aE  
II
r,k ∞  
II
r,aE  
Quelle 
Verwendete 
Daten 
T / r0 [(kg/mol)
1,5 
·min-1] 
[kJ/mol] [kg/(mol 
·min)] 
[kJ/mol] 
Beigzadeh et al. 
(1995) 
160°C / 1,5 
170°C / 1,5 
180°C / 1,5 
180°C / 1,7 
6,3227·1010 122,26 4,0242·108 88,56 
Kuo und Chen 
(1989) 
140°C / 2,5 
160°C / 2,9 
180°C / 2,0 
 
5,4926·1013 
 
148,56 
 
- 
 
 
- 
 
Chen und Hsiao 
(1981), Chen 
und Wu (1982) 
140°C / 2,5 
160°C / 2,8 
180°C / 2,8 
 
5,5064·107 
 
97,735 
 
3,5974·1015 
 
148,45 
 
Die aus den verschiedenen Datensätzen ermittelten Stoßfaktoren weichen sowohl für 
die Hin- als auch für die Rückreaktion um einen Faktor von 103..107 voneinander ab 
(Tabelle 3.5). Bei den Aktivierungsenergien treten ebenfalls Unterschiede von bis zu 
50% auf. Der Datensatz von Beigzadeh et al. (1995) liefert eine größere Aktivierungs-
energie für die Hinreaktion als für die Rückreaktion. Dagegen lassen die experimentel-
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len Daten von Chen und Hsiao (1981) auf das Gegenteil schließen. Da die Polyesterbil-
dung schwach exotherm verläuft, muss sich nach dem Prinzip von Le Chatelier das 
chemische Gleichgewicht dieser reversiblen Reaktion bei zunehmender Temperatur in 
Richtung der Edukte verschieben. Das Verhältnis der Geschwindigkeitskonstanten von 
Hin- und Rückreaktion muss daher mit steigender Temperatur abnehmen. Übertragen 
auf die Teilreaktion II kann aus 
( )



 +−≅
RT
EE
expT
k
k II r,A
II
h,A
II
r
II
h  (3.26)
gefolgert werden, dass die Aktivierungsenergie der Hinreaktion kleiner sein muss als 
die der Rückreaktion. Der Datensatz von Beigzadeh et al. (1995) liefert demnach keine 
konsistenten Parameter. Da bei schwacher Wärmetönung nur eine geringfügige Ver-
schiebung des chemischen Gleichgewichts mit der Temperatur erfolgt, sind eher geringe 
Unterschiede zwischen den Aktivierungsenergien von Hin- und Rückreaktion zu er-
warten. Diese Überlegungen fließen in die spätere Feinanpassung der reaktionskineti-
schen Parameter mit ein. 
Korrektur der Stoßfaktoren der Teilreaktion II 
Abbildung 3.11 verdeutlicht den Einfluss von Fehlern bei der Schätzung der 
Wasserkonzentration im Reaktor auf die Bestimmung der Arrhenius-Parameter.  
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Abbildung 3.11:  Einfluss von Fehlern bei der Abschätzung der Wasserkonzentration auf die Arrhenius-
Parameter der Hydrolyse am Beispiel eines Datensatzes aus der Literatur 
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Unter der Annahme eines bestimmten prozentualen Fehlers, mit dem die geschätzte 
Wasserkonzentration behaftet ist, verschieben sich die Arrhenius-Geraden parallel. Das 
bedeutet, der Fehler wirkt sich vor allem auf den ermittelten Stoßfaktor, jedoch nicht 
auf die Aktivierungsenergie der Reaktion aus. Ist nun mindestens ein weiterer Punkt 
(1/T, ln(k)) bekannt, der aus zuverlässigeren Daten ermittelt wurde, können die Stoß-
faktoren durch Parallelverschiebung der Arrhenius-Geraden korrigiert werden. 
Für den realen Prozess liegen Messdaten der COOH-, OH- und für eine Charge der 
Wasserkonzentration über einen großen Umsatzbereich vor. Daraus lassen sich 
Reaktionsgeschwindigkeitskonstanten bei Betriebstemperatur ableiten. 
Zur Korrektur der Stoßfaktoren der Teilreaktion II wird das entwickelte Modell an die 
Betriebsdaten verschiedener Chargen angepasst. Dazu werden Zeitabschnitte mit kon-
stanter Temperatur (chargenabhängig 240°C oder 245°C) ausgewählt. Diese fallen beim 
vorliegenden Prozess in den Verlauf der Vakuumphase. Die Umsetzung ist in diesem 
Bereich bereits weit fortgeschritten. Es kann vereinfachend angenommen werden, dass 
die Teilreaktion II dominiert und die Teilreaktion I zu vernachlässigen ist. Weiterhin 
wird vorausgesetzt, dass die Monomere bis auf den Ethylenglykolüberschuss nahezu 
vollständig zum kurzkettigen Zwischenprodukt DEA reagiert haben. Die Säurekonzen-
tration ergibt sich somit lediglich aus der DEA-Konzentration, die OH-Konzentration 
setzt sich aus den DEA- und PEAG-Konzentrationen sowie aus der Konzentration über-
schüssigen Ethylenglykols zusammen.  
Auch die im Prozessverlauf gemessenen Säure- und Hydroxylkonzentrationen können 
durch das Modell sehr gut wiedergegeben werden (Abbildung 3.12).  
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Abbildung 3.12:  Abbildung von Prozessdaten verschiedener Chargen (fortgeschrittene Reaktion, 
Vakuumphase) durch die Teilreaktion II des Modells 
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Tabelle 3.6:  Anhand von Betriebsdaten verschiedener Chargen bestimmte Geschwindigkeitskonstanten 
für Teilreaktion II 
Charge T IIhk  
oII
rk  [H2O] 
II
rk  
 [°C] [(kg/mol)1,5· 
min-1] 
[1/min] [mol/kg] [kg/(mol⋅min)]
7646 240,6 0,0187 0,000020 0,0101 0,00206 
7700 240,4 0,0186 0,000029 0,0101 0,00311 
7749 240,6 0,0155 0,000021 0,0101 0,00227 
7826 241,0 0,0202 0,000017 0,0101 0,00181 
7679 245,6 0,0223 0,000013 0,0093 0,00140 
7680 245,7 0,0240 0,000021 0,0093 0,00204 
7870 245,7 0,0240 0,000012 0,0093 0,00124 
 
Die korrigierten Stoßfaktoren (Tabelle 3.7) ergeben sich nun aus einer Parallelverschie-
bung (Abbildung 3.13, Abbildung 3.14) der zuvor ermittelten Arrhenius-Geraden für 
die Teilreaktion II durch die Prozesspunkte (Tabelle 3.6) Aufgrund der Datenstreuung 
kann nur ein Bereich für die Stoßfaktoren angegeben werden. Er ist durch zwei 
gepunktete Linien gekennzeichnet (Abbildung 3.13, Abbildung 3.14). 
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Abbildung 3.13:  Korrektur der aus Literaturdaten von Beigzadeh et al. (1995) ermittelten Stoßfaktoren 
für die Teilreaktion II (Hinreaktion) anhand von Prozessdaten 
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Abbildung 3.14:  Korrektur der aus Literaturdaten von Beigzadeh et al. (1995) ermittelten Stoßfaktoren 
für die Teilreaktion II (Rückreaktion) anhand von Prozessdaten 
 
Tabelle 3.7:  Korrigierte Stoßfaktoren der Teilreaktion II 
Verwendete 
Daten 
 
II
h,k ∞  
 
II
h,k ∞  
(korrigiert) 
II
h,aE  
 
II
r,k ∞  
 
II
r,k ∞  
(korrigiert) 
II
r,aE  
 Quelle 
T / r0 [(kg/mol)1,5 
·min-1] 
[(kg/mol)1,5 
·min-1] 
[kJ/mol] [kg/(mol 
·min)] 
[kg/(mol 
·min)] 
[kJ/mol]
Beigzadeh et 
al. (1995) 
160°C / 1,5 
170°C / 1,5 
180°C / 1,5 
6,3227·1010 4,4·10
10 .. 
1,9·1011 122,26 4,0242·10
8 8,9·10
5 .. 
5,4·106 88,56 
Kuo und 
Chen (1989) 
140°C / 2,5 
160°C / 2,9 
180°C / 2,0 
5,4926·1013 1,8·10
13 ..
7,9·1013 148,56 - - - 
Chen und 
Hsiao (1981), 
Chen und 
Wu (1982) 
140°C / 2,5 
160°C / 2,8 
180°C / 2,8 
5,5064·107 1,3·10
8 .. 
3,0·108 97,735 3,5974·10
15 8,8·10
11 .. 
1,1·1013 148,45 
 
Für die Hinreaktion ergeben sich kaum Veränderungen (Tabelle 3.7). Die korrigierten 
Stoßfaktoren liegen in der gleichen Größenordnung wie die zuvor aus den Literaturda-
ten ermittelten. Bei der Rückreaktion sind die korrigierten Stoßfaktoren jedoch um 
einen Faktor 102 bis 104 kleiner (Tabelle 3.7). Die Ergebnisse deuten darauf hin, dass 
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die wesentlichen Fehler bei der Beschreibung der Hydrolyse durch die Abschätzung der 
Wasserkonzentration und den Abbruch der Experimente (Chen und Hsiao, 1981; Chen 
und Wu, 1982; Kuo und Chen, 1989; Beigzadeh et al., 1995) vor Erreichen des chemi-
schen Gleichgewichts entstehen. 
Weitere Anpassung der kinetischen Parameter 
Mit der beschriebenen Vorgehensweise können Bereiche für die kinetischen Parameter 
der einzelnen Teilreaktionen des Modells abgeschätzt werden. Dennoch stellen alle 
Stoßfaktoren und Aktivierungsenergien Validierungsparameter dar und werden bei der 
Simulation durch Vergleich mit gemessenen Konzentrationsverläufen des realen Pro-
zesses weiter angepasst. Dazu wird das vollständige ChemCAD-Prozessmodell (Kapitel 
3.6) verwendet. Die Anpassung erfolgt mit Hilfe eines gradientenfreien Algorithmus’ 
(Kapitel 4.1) und der speziell zur Optimierung mit ChemCAD-Modellen entwickelten 
Oberfläche (Kapitel 4.3).  
Die Summe der relativen Fehler zwischen den im Betrieb experimentell bestimmten und 
den berechneten Konzentrationen über alle Messpunkte k, multipliziert mit einem 
Wichtungsfaktor G bildet die Zielfunktion der Minimierung: 

−

 +−+−⋅∑
=
exp
k2
ber
k2
exp
k2
NE
1k
exp
k
ber
k
exp
k
exp
k
ber
k
exp
k
]OH[
]OH[]OH[
]OH[
]OH[]OH[
]COOH[
]COOH[]COOH[Gmin
 (3.27)
Die berechnete Hydroxylgruppenkonzentration setzt sich aus den berechneten Konzen-
trationen der Modellkomponenten Ethylenglykol, DEA und PEAG zusammen: 
ber
m
ber
m
ber
m
ber
m ]PEAG[2]DEA[]EG[2]OH[ ⋅++⋅=  (3.28)
Die berechnete Carboxylgruppenkonzentration wird nach Gleichung (3.20) bestimmt. 
Die Startwerte für die Optimierung werden aus den zuvor abgeschätzten Bereichen für 
die kinetischen Parameter gewählt (Tabelle 3.2, Tabelle 3.7). Das Abbruchkriterium 
beträgt 0,000001. 
Die optimierten Parameter, die für die Simulation des Prozesses verwendet werden, sind 
in Tabelle 3.8 zusammengestellt. Die Rückreaktion I wird entsprechend den vorherigen 
Überlegungen (S. 38) vernachlässigt. 
Tabelle 3.8:  Auf Basis von Betriebsdaten optimierte kinetische Parameter 
I
h,k ∞  
[kg/(mol· 
min)] 
I
h,aE  
[kJ/mol] 
II
h,k ∞  
[(kg/mol)1,5 
·min-1] 
II
h,aE  
[kJ/mol] 
II
r,k ∞  
[kg/(mol ·min)] 
II
r,aE  
[kJ/mol] 
4,56·105 61,38 3,03·1013 140,72 4,62·1012 147,32 
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Die kinetischen Parameter für die Teilreaktion I liegen in derselben Größenordnung wie 
die aus den Daten von Kuo und Chen (1989) sowie für höhere Reaktandenverhältnisse 
aus den Daten von Chen und Hsiao (1982) bestimmten Parameter (Tabelle 3.2). Die 
Aktivierungsenergien sind fast identisch. Der optimierte Stoßfaktor ist um den Faktor 4 
größer als aus den Literaturdaten abgeschätzt.  
Die für die Hin- und die Rückreaktion II optimierten Aktivierungsenergien unterschei-
den sich nur sehr geringfügig. Die Aktivierungsenergie der Rückreaktion II ist etwas 
größer als die der Hinreaktion II. Diese Tatsache entspricht den vorherigen Überlegun-
gen (3.26). Die optimierten kinetischen Parameter für die Reaktion II liegen in den 
zuvor geschätzten Bereichen (Tabelle 3.2).  
Die Simulationsergebnisse in Kapitel 3.7 zeigen, dass mit den optimierten Parametern 
der industrielle Prozess gut beschrieben werden kann. 
Aussagen über die Zuverlässigkeit der mittels nichtlinearer Optimierung bestimmten 
Parameter lassen sich aus der Abhängigkeit der Fehlerquadratsumme von den Parame-
tern in der Nähe des Optimums ableiten. Gesucht sind für eine Anzahl NV von Parame-
tern Xi Konfidenzintervalle der Form: 
iii XXX ≤≤  (3.29)
Die Xi sind die aus der Optimierung bestimmten wahrscheinlichsten Werte. iX  und iX  
begrenzen den Bereich, in dem die Parameter variiert werden können, ohne dass die 
Änderung der Zielfunktion einen bestimmten Betrag überschreitet. Jedoch sind nicht 
alle so erhaltenen Ungleichungen von einander unabhängig. Laut Hartmann (1971) lässt 
sich statt dessen zeigen, dass genau NV linear unabhängige Aussagen der Form 
( ) jNV
1i
i
j
ij XXuX ≤⋅≤ ∑
=
          j = 1,..,NV (3.30)
existieren, wobei jiu  vorgegebene Koeffizienten sind. Man kann demnach Aussagen 
über Linearkombinationen aller Parameter treffen. Die Frage, wie gut oder schlecht ein-
zelne Parameter bestimmt sind, bzw. die Frage nach der relativen Bestimmtheit der 
Parameter untereinander wird in der Regel durch statistische Untersuchungen mehrerer 
Sätze von Messdaten und ihrer Abbildung durch das Modell beantwortet. Im vorliegen-
den Fall steht jedoch nur ein Datensatz für die Bestimmung der Parameter zur Verfü-
gung. Hartmann (1971) schlägt zur Bestimmung der Konfidenzintervalle ein kompli-
ziertes Verfahren unter Berücksichtigung fiktiver Messreihen vor. Ein entsprechendes 
Programm ist jedoch nicht verfügbar. Aus diesem Grund werden an dieser Stelle nur die 
linearisierten Vertrauensintervalle nach Gleichung (3.29) betrachtet. Die Änderung der 
Fehlerquadratsumme (3.27) in Abhängigkeit der jeweils einzelnen Parameter bei Kon-
stanz aller anderen Parameter ist in Abbildung 3.15 und Abbildung 3.16 dargestellt. 
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Abbildung 3.15:  Veränderung der Zielfunktion in der Nähe des Optimums in Abhängigkeit jeweils eines 
Stoßfaktors (Hinreaktion I, Hinreaktion II, Rückreaktion II) bei gleichzeitiger Konstanz 
aller anderen Parameter 
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Abbildung 3.16:  Veränderung der Zielfunktion in der Nähe des Optimums in Abhängigkeit jeweils einer 
Aktivierungsenergie (Hinreaktion I, Hinreaktion II, Rückreaktion II) bei gleichzeitiger 
Konstanz aller anderen Parameter 
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Obwohl die Kurven in Abbildung 3.15 und Abbildung 3.16 jeweils lediglich die 
Veränderung eines einzelnen Parameters berücksichtigen, lassen sich mit ihrer Hilfe 
qualitative Aussagen darüber gewinnen, wie sicher die Ergebnisse der Optimierung 
sind.  
Die Sensitivität der Zielfunktion bezüglich der Aktivierungsenergien ist grundsätzlich 
größer als bezüglich der Stoßfaktoren. Dieses Verhalten wird dadurch hervorgerufen, 
dass die Aktivierungsenergien als Exponenten, die Stoßfaktoren dagegen als Faktoren in 
die Reaktionsgeschwindigkeitgleichungen eingehen.  
Trägt man den Wert der Zielfunktion über den Stoßfaktoren auf (Abbildung 3.15), so 
erhält man für die Stoßfaktoren der Hinreaktion I und der Rückreaktion II nur ein 
schwaches Minimum. Das bedeutet, dass diese Parameter nur mit geringer Sicherheit 
bestimmt sind. Die Kurve für den Stoßfaktor der Hinreaktion II verläuft am Optimum 
deutlich steiler. Dieser Parameter liegt daher mit höherer Wahrscheinlichkeit in der 
Nähe des berechneten Optimums. 
Die Aktivierungsenergie der Rückreaktion II kann in einem Bereich von ±10% um den 
durch Optimierung gefundenen Wert variiert werden, ohne dass sich die Zielfunktion 
nennenswert ändert (Abbildung 3.16). Die Aktivierungsenergien der Hinreaktionen I 
und II sind im Vergleich dazu relativ sicher bestimmt. Eine kleine Änderung dieser 
Parameter ruft bereits einen großen Anstieg der Fehlerquadratsumme hervor.  
Es kann festgestellt werden, dass die Hinreaktion II offenbar den größten Einfluss auf 
die Fehlerquadratsumme besitzt. Die Hinreaktion II beschreibt in der entwickelten fikti-
ven Stöchiometrie die Reaktion des Zwischenproduktes mit dem Polymerisationsgrad 4 
zum Endprodukt mit dem Polymerisationsgrad 21 (3.9). Sie fasst somit die meisten Stu-
fen der ablaufenden Polykondensation zusammen und dominiert innerhalb der Chargen-
zeit am längsten. Die Monomere haben dagegen bereits nach relativ kurzer Zeit zu 
kurzkettigen Polyestermolekülen reagiert. Die Hinreaktion I ist danach nicht mehr von 
Bedeutung. Die Hydrolyse (Rückreaktion II) spielt wiederum erst gegen Ende der 
Charge eine Rolle. Die Wasserkonzentrationen im Reaktor sind dann sehr klein und 
werden vor allem durch das chemische Gleichgewicht und weniger durch die Verdamp-
fung beeinflusst. Die kinetischen Parameter der Rückreaktion II würden sich in dieser 
Phase am stärksten auf die Abweichungen zwischen den gemessenen und den simulier-
ten Wasserkonzentrationen und somit auf den Wert der Zielfunktion auswirken. Der 
Verlauf der Wasserkonzentration wurde jedoch während des Betriebsversuchs, dessen 
Daten für die Anpassung der kinetischen Parameter zur Verfügung stehen, nicht bis zum 
Chargenende verfolgt. Die Messungen der Wasserkonzentration wurden lange vor dem 
Erreichen des chemischen Gleichgewichts abgebrochen. Der Einfluss der Rückreaktion 
II kann demnach durch die Zielfunktion nicht adäquat abgebildet werden. Dementspre-
chend sind die kinetischen Parameter der Rückreaktion II als sehr unsicher einzustufen.   
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3.1.4 Bewertung des Kinetikmodells 
Die Ausführungen in den vorangegangenen Kapiteln sowie die Simulationsergebnisse 
in Kapitel 3.7 belegen, dass das entwickelte Modell einer zweistufigen, teilreversiblen 
Reaktion sowohl die experimentellen Literaturdaten (Abbildung 3.6, Abbildung 3.7, 
Abbildung 3.8) als auch den realen Prozess (Abbildung 3.12) gut abbilden kann. Das 
Modell ist einfach und daher vergleichsweise wenig rechenintensiv, was für die Opti-
mierung von großer Bedeutung ist. Es muss jedoch darauf hingewiesen werden, dass es 
sich keinesfalls um ein allgemeingültiges, übertragbares Kinetikmodell handelt. Die 
Ursachen dafür liegen zum einen in der gewählten Modellstruktur, zum anderen in der 
Vorgehensweise und in der Art des verwendeten Datenmaterials bei der Bestimmung 
der kinetischen Parameter. 
Modellstruktur 
Die fiktive Stöchiometrie, die zur Beschreibung der Polykondensation gewählt wurde, 
berücksichtigt lediglich zwei polymere Spezies, ein kurzkettiges Zwischenprodukt und 
das langkettige Endprodukt. Das Modell kann daher keine Kettenlängen- bzw. Molmas-
senverteilung simulieren und auch keine Vorhersagen bezüglich gemittelter Größen wie 
der mittleren Molmasse oder des mittleren Polymerisationsgrades des Produktes treffen. 
Diese Größen sind bereits in der Modellstruktur verankert und keine Modellvariablen. 
Diese Tatsache führt weiterhin dazu, dass das Modell nicht mit unterschiedlichen 
Reaktandenverhältnissen arbeiten kann. Ein höherer Überschuss eines Monomers führt 
in der Praxis dazu, dass der mittlere Polymerisationsgrad sinkt (Kapitel 2.1.2). Diesen 
Effekt kann das Modell nicht abbilden, es entsteht immer dasselbe Endprodukt mit der 
festgelegten Kettenlänge. 
Die Allgemeingültigkeit des kinetischen Modells wird demnach bereits durch seine 
Struktur, welche an die im Speziellen betrachtete Veresterung angepasst ist, einge-
schränkt.  
Bestimmung der kinetischen Parameter 
Die größte Fehlerquelle bei der Bestimmung der kinetischen Parameter stellt das ver-
wendete Datenmaterial dar. Bei den meisten Experimenten aus der Literatur (Chen und 
Hsiao, 1981; Chen und Wu, 1982; Kuo und Chen, 1989; Beigzadeh et al., 1995) wurde 
die Reaktion nicht bis zum Erreichen des chemischen Gleichgewichts verfolgt. Ein noch 
gravierenderes Problem sind die fehlenden Wasserkonzentrationsmessungen. An dieser 
Stelle können nur grobe Schätzungen vorgenommen werden, die zu größeren Fehlern 
bei der Bestimmung der kinetischen Parameter für die Hydrolyse führen. 
Die veröffentlichten experimentellen Daten (Chen und Hsiao, 1981; Chen und Wu, 
1982; Kuo und Chen, 1989; Beigzadeh et al., 1995) wurden in Temperaturbereichen 
zwischen 140°C und 180°C sowie bei Normaldruck gewonnen. Der Betriebsbereich des 
realen Prozesses wird damit nicht abgedeckt. Ungenauigkeiten können demnach auch 
bei der Extrapolation auftreten. 
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Die Regressionsergebnisse zeigen weiterhin, dass die Reaktionsgeschwindigkeiten nicht 
nur von der Temperatur, sondern auch vom Vorlageverhältnis der Edukte abhängig 
sind. Bei der Übertragung des kinetischen Modells auf Semibatch-Prozesse ist zu be-
rücksichtigen, dass sich das Vorlageverhältnis während der Reaktion durch Monomer-
zudosierung ändern kann. Diese Fehlerquelle wird jedoch im Vergleich zu den fehlen-
den Wasserkonzentrationsmessungen als gering eingestuft.  
Die Geschwindigkeitskonstanten der Teilreaktion II wurden unter Verwendung von 
Betriebsdaten des realen Prozesses korrigiert. Im großtechnischen Reaktor liegen jedoch 
andere Bedingungen als im Labor vor. Daher ist anzunehmen, dass die aus den Be-
triebsdaten ermittelten Reaktionsgeschwindigkeiten auch von apparatespezifischen Ein-
flüssen, z.B. Durchmischungs- oder Wärmeübertragungseffekten, abhängig sind. Es 
handelt sich nicht um wahre, sondern um Bruttoreaktionsgeschwindigkeiten.  
Aufgrund der Datenlage erfolgt eine Feinanpassung der kinetischen Parameter durch 
Vergleich der Simulationsergebnisse mit den Betriebsdaten. Da auch andere Modell-
parameter fehlerbehaftet sein können, wirken auch diese sich auf die Validierungser-
gebnisse aus. Das trifft insbesondere für die thermodynamischen Parameter zur Vor-
ausberechnung der Phasengleichgewichte zu (siehe Kapitel 3.3.2). Fehler bei der Be-
schreibung der Thermodynamik werden so auch durch Anpassung der kinetischen 
Parameter kompensiert und umgekehrt.   
Zusammengefasst lässt sich feststellen, dass die ermittelte Kinetik die Betriebsdaten gut 
wiedergeben kann. Zur Ermittlung der kinetischen Parameter mussten jedoch Brutto-
reaktionsgeschwindigkeiten herangezogen werden, welche von apparate- bzw. prozess-
spezifischen Bedingungen beeinflusst sind. Es handelt sich daher nicht um wahre kine-
tische Parameter, die ohne weiteres auf andere Prozesse übertragen werden können.  
Zur Verbesserung des wahren kinetischen Modells sind experimentelle Untersuchungen 
nötig. Wünschenswert wäre vor allem eine Entkopplung von chemischem und thermo-
dynamischem Gleichgewicht bei der Modellvalidierung. Die Messungen sollten iso-
therm bei verschiedenen Temperaturen möglichst bis zum Erreichen des chemischen 
Gleichgewichts durchgeführt werden. Die Temperaturen sind so zu wählen, dass der 
Betriebsbereich des realen Prozesses abgedeckt wird. Neben Messungen der Säure- und 
der Hydroxylkonzentration ist die Verfolgung der Wasserkonzentration von großer Be-
deutung. Auf diese Weise können die Modellgüte und die Vorhersagegenauigkeit ande-
rer Betriebszustände erhöht werden. 
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3.2 Physikalische und thermodynamische Eigenschaften von DEA 
und PEAG 
Jede Komponente i muss in ChemCAD durch die Angabe von Stoffeigenschaften cha-
rakterisiert werden. Dazu gehören mindestens: 
 das Molekulargewicht Mi, 
 die Siedetemperatur TS,i ,  
 die kritische Temperatur Tkr,i , 
 der kritische Druck pkr,i , 
 das kritische molare Volumen Vkr,i ,  
 die molare Standard-Bildungsenthalpie 0ih∆ , 
 die molare freie Gibbs’sche Standard-Bildungsenthalpie 0ig∆ , 
 die molare Verdampfungswärme i,Vh∆  und 
 der azentrischer Faktor ω. 
Den Modellkomponenten DEA und PEAG müssen demnach ebenfalls Stoffeigenschaf-
ten zugewiesen werden. Da beide Spezies virtueller Natur sind und in ihrer Reinform so 
nicht vorkommen, existieren auch keine experimentell bestimmten Stoffdaten. Sie kön-
nen lediglich mit Hilfe von Gruppenbeitragsmethoden abgeschätzt werden. 
ChemCAD verfügt mit der Joback/Lydersen- und der Elliot/UNIFAC-Methode 
(Chemstations, 2003d) über zwei Gruppenbeitragsmethoden zur Vorausberechnung von 
physikalischen Reinstoffeigenschaften. Jedoch liefern beide keine durchgängig schlüssi-
gen Ergebnisse für die zwei Polymere. Insbesondere die Methode nach Joback/Lydersen 
gilt inzwischen als veraltet. Sie ist nur für kurzkettige Stoffe geeignet. Bei höheren 
Polymerisationsgraden ergeben sich negative Siedetemperaturen und negative kritische 
Temperaturen (Frommelt, 2004).  
Für die Abschätzung der physikalischen und thermodynamischen Eigenschaften von 
DEA und PEAG wird daher nicht auf die von ChemCAD zur Verfügung gestellten 
Methoden, sondern auf die Methode von Constaninou und Gani (1994) zurückgegriffen. 
Gruppenbeitragsmethoden zerlegen ein Molekül in unterschiedliche funktionelle Grup-
pen, z.B. CH3- oder CH2-Gruppen. Diese sogenannten First-Order-Groups gehen mit 
einem bestimmten Beitrag in die Gleichungen zur Berechnung der Stoffeigenschaften 
ein, wobei in der Regel nur die Anzahl der Gruppen, nicht aber ihre spezielle Anord-
nung im Molekül eine Rolle spielt. Um mehr Informationen über die Molekülstruktur, 
z.B. über Seitenketten, einzubeziehen und so die Genauigkeit der Berechnungen zu 
erhöhen, definieren Constaninou und Gani (1994) zusätzlich Second-Order-Groups, die 
sich aus First-Order-Groups zusammensetzen. Die Second-Order-Groups leisten eben-
falls einen Beitrag bei der Berechnung der Stoffeigenschaften. 
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Die Grundform aller Berechnungsgleichungen für die Stoffeigenschaften lautet 
(Constaninou und Gani, 1994): 
( ) ( )∑∑
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jj
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ii EXMXCXNX)X(f  (3.31)
Dabei ist CXi der Beitrag der First-Order-Group vom Typ i, welche NXi mal auftritt, 
und EXj der Beitrag der Second-Order-Group vom Typ j, welche MXj mal auftritt. f(X) 
ist eine Funktion der Stoffeigenschaft X. Die First- und Second-Order-Groups, ihre 
Gruppenbeiträge zu den einzelnen Stoffeigenschaften sowie die expliziten Berech-
nungsgleichungen sind in Constaninou und Gani (1994) erläutert. Die Autoren belegen 
die Vorteile dieser Berechnungsmethode gegenüber anderen Verfahren weiterhin durch 
den Vergleich mit einer großen Anzahl experimentell bestimmter Eigenschaften für 
unterschiedliche, auch längerkettige Stoffe. 
Die nach Constantinou und Gani (1994) berechneten Stoffwerte von DEA und PEAG 
sind im Anhang angegeben. Da für die meisten Parameter keine Vergleichsdaten von 
langkettigen Polymeren vorliegen, kann die Genauigkeit der Berechnungen nicht über-
prüft werden. 
3.3 Phasengleichgewicht 
3.3.1 Grundlagen 
Den Ausgangspunkt zur Beschreibung des Phasengleichgewichts bildet die Isofugazi-
tätenbeziehung: 
V
i
L
i ff =  (3.32)
Unter Verwendung des Aktivitätskoeffizienten Liγ  für die Flüssigphase und des Fugazi-
tätskoeffizienten Viϕ für die Gasphase folgt aus Gleichung (3.32): 
pyfx Vii
0
i
L
ii ⋅ϕ⋅=⋅γ⋅  (3.33)
Für die ideale Dampfphase gilt: 
1Vi =ϕ  (3.34)
Bei niedrigen Drücken kann als Standard-Fugazität 0if der Dampfdruck der reinen 
Komponente i gewählt werden: 
0
i
0
i pf =  (3.35)
Die Berechnung des Dampfdruckes erfolgt über die Beziehung von Antoine. 
Zur Bestimmung der Aktivitätskoeffizienten Liγ existiert eine Vielzahl von Ansätzen,  
z.B. gE-Modelle wie NRTL und UNIQUAC oder Inkrementenmethoden wie UNIFAC. 
Für das gut dokumentierte System Wasser/Ethylenglykol liegen experimentelle Daten 
bzw. experimentell bestimmte Parameter für die gE-Modelle vor (Gmehling und Onken, 
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1991; Gmehling et al., 1998). Experimentelle Daten und NRTL-Parameter für das Sys-
tem Wasser/Adipinsäure entstammen der BASF-Datenbank. Für alle anderen Systeme 
muss auf Vorausberechnungsmethoden für Phasengleichgewichte zurückgegriffen wer-
den. Das Phasengleichgewicht für das System Ethylenglykol/Adipinsäure wird mit dem 
UNIFAC-Ansatz berechnet. Auf die Beschreibung der Polymerphasengleichgewichte 
wird im folgenden Kapitel genauer eingegangen.  
3.3.2 Polymerphasengleichgewichte 
Grundsätzlich existieren zwei Ansätze, um die Fugazitäten einer Komponente (3.32) zu 
beschreiben. Die Modellierung kann mit Hilfe von 
 Aktivitätskoeffizientenmodellen (gE-Modellen) oder 
 Zustandsgleichungen 
erfolgen. Im Falle der gE-Modelle wird die molare freie Gibbs’sche Exzessenthalpie der 
Mischung ermittelt, woraus die Aktivitätskoeffizienten der Systeme berechnet werden 
können (Reid et al., 1987): 
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Dabei gilt für die molare freie Gibbs’sche Enthalpie der idealen Mischung: 
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Mit Hilfe der Aktivitätskoeffizienten lassen sich die Aktivitäten und daraus wiederum 
die Fugazitäten ermitteln. 
Bei der Verwendung von Zustandsgleichungen wird mit einer geeigneten Beziehung 
das molare Volumen des Systems in Abhängigkeit von Temperatur, Druck und 
Zusammensetzung berechnet. Daraus können über die Fugazitätskoeffizienten die 
Fugazitäten bestimmt werden (Reid et al., 1987). 
Aktivitätskoeffizientenmodelle 
Aktivitätskoeffizientenmodelle sind meist gut geeignet zur Beschreibung polarer Sys-
teme bei niedrigen Drücken, weit entfernt vom kritischen Punkt. Sie können zum Teil 
auch bei starken Nichtidealitäten der Flüssigphase angewandt werden (Aspentech, 
2004). Bei der Beschreibung von Dampf-Flüssig-Phasengleichgewichten können Akti-
vitätskoeffizientenmodelle nur für die Flüssigphase verwendet werden. Für die Dampf-
phase wird ein weiteres Modell, z.B. eine Zustandsgleichung, benötigt.  
Die Aktivitätskoeffientenmodelle für Polymere sind Erweiterungen bekannter Berech-
nungsmethoden wie z.B. UNIFAC oder NRTL. Einige der wichtigsten werden im Fol-
genden kurz vorgestellt. Ausführliche Beschreibungen und Bewertungen von Aktivi-
tätskoeffizientenmodellen für Polymere finden sich u.a. bei Kontogeorgis et al. (1994) 
sowie in Aspentech (2004). 
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Flory-Huggins für Polymere 
Die ersten Modelle zur Beschreibung des Phasenverhaltens von Polymerlösungen 
stammen von Flory (1941) und Huggins (1942). Sie basieren auf statistischen Betrach-
tungen zur Anzahl der Anordnungsmöglichkeiten der Polymerketten im Lösungsmittel. 
Die Polymerlösung wird dabei mit Hilfe eines starren Gittermodells beschrieben. Die 
Polymerketten werden in einzelne Segmente von der Größe der Lösungsmittelmoleküle 
unterteilt, wobei diese Segmente und die Lösungsmittelteilchen jeweils einen Gitter-
platz einnehmen können. Mit Hilfe der statistischen Thermodynamik leiten Flory 
(1941) und Huggins (1942) eine Gleichung für die molare Mischungsentropie eines 
binären Systems ab: 
( )2211M lnxlnxRs Φ⋅−Φ⋅⋅−=∆  (3.38)
mit 
21
1
1 NNSN
N
⋅+=Φ    und   21
2
2 NNSN
NSN
⋅+
⋅=Φ  (3.39)
Dabei bezeichnet NS die Anzahl der Segmente im Polymermolekül. N1 und N2 geben 
die Anzahl der Moleküle des Lösungsmittels (1) bzw. des Polymers (2) an. 
Die Anzahl der Segmente NS kann als Verhältnis der molaren Volumina oder als Ver-
hältnis der Molekulargewichte von Polymer und Lösungsmittel definiert werden. Φ1 
und Φ2 stellen im ersten Fall Volumenanteile, im zweiten Fall Massenanteile dar. 
Bei athermischen Mischungen tritt keine Mischungsenthalpie auf. Um die Anwendbar-
keit des Modells auf nicht athermische Polymerlösungen auszuweiten, wird der empiri-
sche Wechselwirkungsparameter χ eingeführt. Flory (1941) und Huggins (1942) schla-
gen als Ausdruck für die Mischungsenthalpie ∆hM vor: 
21M xTRh Φ⋅⋅χ⋅⋅=∆  (3.40)
Über die Beziehung 
MMM sThg ∆⋅−∆=∆  (3.41)
lässt sich für die molare freie Gibbs’sche Enthalpie der Mischung ableiten: 
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Erweitert auf Mehrkomponentensysteme lautet die modifizierte Gleichung (Tompa, 
1956): 
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Die Anzahl der Segmente einer Komponente NSi ist abhängig von ihrem Polymerisie-
rungsgrad. Für kleine Moleküle ist NSi = 1. Die binären Flory-Huggins-Parameter 
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χij charakterisieren die Unterschiede zwischen den intermolekularen Wechselwir-
kungen der reinen Komponente und denen der Mischung. Sie werden meist halbempi-
risch als Funktion der Konzentration, des Druckes, der Temperatur und der Kettenlänge 
der Polymere beschrieben (Tapavicza und Prausnitz, 1975). 
Mit Hilfe von (3.36) lässt sich aus (3.43) für den Aktivitätskoeffizienten einer Kom-
ponente i ableiten (Aspentech, 2004): 
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Aufgrund ihrer einfachen Anwendung ist die Flory-Huggins-Theorie sehr verbreitet. 
Ungenauigkeiten in den Berechnungen können jedoch durch die Vernachlässigung 
freier Volumen-Effekte und die Annahme, dass alle Gitterplätze gleich gut für die ver-
schiedenen Komponenten zugänglich sind, auftreten. 
UNIFAC für Polymere (UNIFAP) 
Die Gruppenbeitragsmethode UNIFAC zerlegt chemische Verbindungen in einzelne 
Strukturgruppen und führt die Wechselwirkungen zwischen den Molekülen im 
Gemisch auf die Wechselwirkungen der Strukturgruppen zurück. Der Aktivitätskoeffi-
zient setzt sich nach UNIFAC aus zwei Anteilen zusammen (Reid et al., 1987): 
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Dabei beschreibt ln Ciγ  den durch die unterschiedliche Form und Größe der Moleküle 
verursachten kombinatorischen Anteil der Gibbs’schen Exzessenthalpie, während ln Riγ  
den durch die Wechselwirkungen der Moleküle in der flüssigen Mischung hervorgeru-
fenen residualen Anteil charakterisiert. Beide Anteile setzen sich wiederum aus den 
Beiträgen der einzelnen Strukturgruppen zusammen.  
Die Berechnungsgleichungen für ln Ciγ  und ln Riγ  des Modells für Polymere entspre-
chen denen des originalen UNIFAC. Die Datenbank der UNIFAC-Gruppen wurde 
lediglich um Segmente von Polymeren erweitert und die entsprechenden Parameter 
wurden gefittet (Reid et al., 1987; Hansen et al., 1991; Aspentech, 2004). 
Das Modell ist weniger verlässlich bei stark verdünnten Systemen, insbesondere bei 
stark nicht-idealen Systemen. Es sollte nur in einem Temperaturbereich von 300-425 K 
angewandt werden. Eine Extrapolation außerhalb dieses Bereiches wird nicht empfoh-
len, da die Gruppen-Parameter temperaturunabhängig sind (Aspentech, 2004). 
UNIFAC-Free-Volume (UNIFAC-FV) 
Das ursprüngliche UNIFAC-Modell berücksichtigt die Unterschiede des freien Volu-
mens zwischen Lösungsmittel und gelöster Spezies nicht. Bei kleinen Molekülen spie-
len diese Effekte auch nur eine untergeordnete Rolle. Sie können laut Oishi und Praus-
nitz (1978) bei Polymer-Lösungsmittel-Systemen jedoch nicht vernachlässigt werden, 
da die Polymermoleküle bedeutend dichter gepackt sind als die des Lösungsmittels. 
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Oishi und Prausnitz (1978) erweitern daher die UNIFAC-Beziehungen um einen Term 
ln FViγ , der die freien Volumeneffekte berücksichtigt: 
FV
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Der kombinatorische Anteil ln Ciγ  und der residuale Anteil ln Riγ  werden entsprechend 
den Beziehungen des originalen UNIFAC-Modells berechnet (Reid et al., 1987). Für 
ln FViγ  gilt (Oishi und Prausnitz, 1978): 
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Dabei sind vi und xi das spezifische Volumen einer Komponente i und ihr Molanteil in 
der Flüssigphase, ir~  der Volumenparameter der Komponente i aus dem originalen 
UNIFAC-Modell. Oishi und Prausnitz (1978) schlagen iC
~  = 1,1 und ib
~  = 1,28 für die 
anderen Parameter vor. 
Im Vergleich zum zuvor vorgestellten UNIFAC für Polymere ist dieses Modell bei 
höheren Drücken etwas zuverlässiger (Aspentech, 2004). 
NRTL für Polymere (Poly-NRTL) 
Bei diesem Ansatz handelt es sich um eine Erweiterung des NRTL-Modells für kleine 
Moleküle auf Systeme, die sowohl kleine Lösungsmittelmoleküle als auch Makromole-
küle beinhalten. Es kombiniert die Ableitungen von Flory (1941) und Huggins (1942) 
zur Entropie der Mischung von Molekülen unterschiedlicher Größe mit dem Konzept 
der lokalen Zusammensetzung von NRTL (Renon und Prausnitz, 1968). Die freie 
molare Gibbs’sche Enthalpie der Mischung wird wie folgt bestimmt (Chen, 1993): 
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Die molare Flory-Huggins-Mischungsentropie FHMs∆ wird nach Gleichung (3.38) be-
stimmt. Die molare Mischungsenthalpie FHMh∆  wird nach dem NRTL-Ansatz berech-
net. Die Berechnungsgleichungen sind denen des ursprünglichen NRTL sehr ähnlich. 
Der Unterschied besteht darin, dass die Polymermoleküle in Segmente unterteilt wer-
den und nun Lösungsmittel-Lösungsmittel-, Lösungsmittel-Segment- sowie Segment-
Segment-Wechselwirkungen betrachtet werden. Dementsprechend werden Lösungs-
mittel-Lösungsmittel-, Lösungsmittel-Segment- sowie Segment-Segment-Wechselwir-
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kungsparameter benötigt. Diese sind bereits für viele Systeme veröffentlicht (Chen, 
1993; Aspentech, 2004). 
Ein Vorteil besteht darin, dass die binären Wechselwirkungsparameter relativ unabhän-
gig von der Temperatur, der Kettenlänge und der Polymerkonzentration sind. Das 
NRTL-Modell für Polymere kann im Bereich niedriger bis mittlerer Drücke für eine 
Vielzahl von Stoffen angewandt werden sowie auch auf stärker polare Systeme (Chen, 
1993). 
Zustandsgleichungen 
Die meisten Aktivitätskoeffizientenmodelle sind nur für inkompressible Flüssigkeiten 
anwendbar, da sie keine Druck- und Kompressibilitätseffekte berücksichtigen. Insbe-
sondere bei hohen Drücken eignen sich Zustandgleichungen zur Beschreibung des Pha-
senverhaltens besser, da sie die Kompressibilität einbeziehen. Sie sind für die flüssige 
und für die gasförmige Phase anwendbar. 
Zur Beschreibung von Polymer-Systemen wurden bekannte kubische Zustandsglei-
chungen erweitert. Dazu gehört: 
Soave-Redlich-Kwong für Polymere (Poly-SRK) 
Die klassische Zustandsgleichung nach Soave-Redlich-Kwong lautet: 
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Es existieren unterschiedliche Mischungsregeln, mit deren Hilfe die Parameter aSRK 
und bSRK in Abhängigkeit vom kritischen Druck und von der kritischen Temperatur be-
schrieben werden können.  
Die molare freie Gibbs’sche Exzessenthalpie kann entweder durch eine Zustandsglei-
chung oder durch ein Aktivitätskoeffizientenmodell bestimmt werden. Für einen Refe-
renzdruck p0 gilt: 
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Holderbaum und Gmehling (1991) modifizieren unter Nutzung der Beziehung (3.52) 
die Mischungsregeln der Soave-Redlich-Kwong-Zustandsgleichung und kombinieren 
sie mit einem Aktivitätskoeffizientenmodell: 
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SRK
SRK
b
blnx
TR
g546,1
bTR
a
x
TRb
a  (3.53)
Zur Berechnung der molaren freien Gibbs’schen Exzessenthalpie der Mischung können 
verschiedene Aktivitätskoeffizientenmodelle verwendet werden. Um die Gleichungen 
(3.51) und (3.53) auf Polymere übertragen zu können, wird der NRTL-Ansatz für Poly-
mere verwendet. Es ist zu berücksichtigen, dass sich die Ungenauigkeiten des gewähl-
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ten Aktivitätskoeffizientenmodells auf die Berechnungen mit der Zustandsgleichung 
auswirken. 
Für den Co-Volumen-Parameter bSRK wird eine lineare Mischungsregel verwendet: 
( )∑
=
⋅=
NK
1i
i,SRKiSRK bxb  (3.54)
Für die komponentenspezifischen Konstanten gilt: 
i,kr
i,kr
i,SRK p
TR
08664,0b
⋅⋅=  (3.55)
i,SRK2
i,kr
2
i,kr
2
i,SRK p
TR
42748,0a α⋅⋅⋅=  (3.56)
( ) ( ) ( )[ ]235,0i,ri,SRK25,0i,ri,SRK5,0i,ri,SRKi,SRK T13cT12cT11c1 −+−+−+=α  (3.57)
Dabei stellen Tkr,i und Tr,i die kritische und die reduzierte (T/Tkr,i) Temperatur der 
Komponente i dar. Den kritischen Druck der Komponente i bezeichnet pkr,i. Die Para-
meter c1SRKK,i .. c3SRK,i sind die Mathias-Copeman-Konstanten. 
Die Mathias-Copeman-Konstanten sind für viele Stoffe tabelliert. Für Oligomere und 
Polymere wird die Temperaturabhängigkeit von aSRK,i vernachlässigt und die Mathias-
Copeman-Konstanten nehmen den Wert Null an. Für die Anwendung werden hohe 
Werte für die kritischen Temperaturen der Polymere (Tkr,i > 1000K) empfohlen, da 
Polymere nicht verdampfen sollten (Aspentech, 2004). 
Neben Modifizierungen der klassischen Zustandsgleichungen existieren Beziehungen, 
die eigens für Polymere entwickelt wurden und die auf statistischer Thermodynamik 
beruhen. Dazu gehören: 
 die Statistical Associating Fluid Theory (SAFT)–Zustandsgleichung (Chapman 
et al., 1989; Huang und Radosz, 1990, 1991) und 
 die Perturbed-Chain Statistical Associating Fluid Theory (PC-SAFT)–Zustands-
gleichung (Gross und Sadowski, 2001, 2002). 
Beide Modelle wurden für Homopolymere entwickelt und später auf Copolymere er-
weitert. Die SAFT- und die PC-SAFT-Zustandsgleichung können viele Systeme mit 
sehr hoher Genauigkeit beschreiben (Sadowski, 2004). Ihre Parameterbasis wird lau-
fend erweitert, derzeit sind jedoch für viele Stoffe noch keine Modellparameter verfüg-
bar.  
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Phasengleichgewichte in Systemen mit DEA und PEAG 
Um eine Vorausberechnungsmethode für die Phasengleichgewichte in Systemen mit 
den virtuellen Komponenten DEA und PEAG auswählen zu können, werden zunächst 
die im vorigen Abschnitt vorgestellten Methoden auf ihre Eignung untersucht. Die binä-
ren Phasengleichgewichte für die Systeme 
 Wasser-DEA, 
 Ethylenglykol-DEA, 
 Adipinsäure-DEA, 
 Wasser-PEAG, 
 Ethylenglykol-PEAG, 
 Adipinsäure-PEAG sowie 
 DEA-PEAG 
werden mit den verschiedenen Ansätzen vorausberechnet (Frommelt, 2004). Abbildung 
3.17 und Abbildung 3.18 zeigen beispielhaft die Ergebnisse für das System Ethylengly-
kol-DEA. 
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Abbildung 3.17:  Vorausberechnete Dampf-Flüssig-Gleichgewichte des Systems Ethylenglykol/DEA bei 
101kPa (x-y-Diagramm) 
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Abbildung 3.18:  Vorausberechnete Dampf-Flüssig-Gleichgewichte des Systems Ethylenglykol/DEA bei 
101kPa (x ,y-T-Diagramm) 
 
Da keinerlei experimentelle Daten zum Vergleich vorliegen, kann das berechnete 
Phasengleichgewichtsverhalten nur anhand folgender Kriterien beurteilt werden: 
 Wird die Siedetemperatur der Komponenten korrekt berechnet? 
 Treten Extrempunkte, Sprünge oder sonstige Unregelmäßigkeiten in den 
Kurvenverläufen auf? 
 Wird azeotropes Verhalten vorhergesagt und wie wahrscheinlich ist dieses für 
das vorliegende System? 
Lediglich mit der Methode von Flory-Huggins für Polymere werden für alle Phasen-
gleichgewichte prinzipiell schlüssige Verläufe berechnet (Frommelt, 2004). Soave-
Redlich-Kwong für Polymere ermittelt in allen Fällen falsche Siedetemperaturen. Auch 
die anderen Berechnungsmethoden sagen zum Teil unrealistisches Verhalten mit 
Extrempunkten bzw. Sprüngen in der Siede- oder Taulinie voraus, wie das Beispiel 
Ethylenglykol/DEA in Abbildung 3.17 und Abbildung 3.18 zeigt. Die mit Hilfe des 
NRTL-Ansatzes für Polymere berechneten Kurven unterscheiden sich nur wenig von 
denen nach Soave-Redlich-Kwong für Polymere. Das ist auch plausibel, da die molare 
freie Gibbs’sche Exzessenthalpie aus dem Aktivitätskoeffizientenmodell in die 
Mischungsregel der Zustandsgleichung eingeht (3.53).  
Zur Vorausberechnung der Polymerphasengleichgewichte im Prozessmodell erscheint 
Flory-Huggins für Polymere am geeignetsten. Diese Methode ist jedoch im ausgewähl-
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ten Simulator nicht implementiert. Aus diesem Grund wird in ChemCAD der NRTL-
Ansatz ausgewählt. Die NRTL-Parameter, die üblicherweise an experimentelle Daten 
angepasst sind, werden durch Regression der mit Flory-Huggins für Polymere berech-
neten Phasengleichgewichtsdaten bestimmt. Mit den so gewonnen Parametern ist das 
NRTL-Modell in der Lage, die Vorhersagen der Flory-Huggins-Methode für Polymere 
gut abzubilden (Frommelt, 2004). 
Da experimentelle Daten fehlen, kann nicht beurteilt werden, wie gut die Phasengleich-
gewichte tatsächlich mit der gewählten Methode beschrieben werden. Diese Unsicher-
heit und mögliche Fehler fließen in das Modell ein und werden bei der Anpassung der 
Validierungsparameter ausgeglichen. Das trifft insbesondere auf die kinetischen Para-
meter zu, wie bereits in Kapitel 3.1.4 ausgeführt wurde. 
3.4 Stofftransportkoeffizienten in strukturierten Packungen 
ChemCAD bietet zur Abschätzung von binären Stofftransportkoeffizienten in Packun-
gen bzw. Füllkörperschüttungen die Korrelationen von Bravo, Rocha und Fair (Bravo et 
al., 1985; Rocha et al., 1996) sowie von Billet und Schultes (1993, 1995, 1999) an. Cha-
rakteristische geometrische Daten und Parameter der einzelnen Modelle sind im An-
hang für verschiedene Packungstypen angegeben. 
3.4.1 Modell von Bravo, Rocha und Fair (Bravo et al., 1985; Rocha et al., 1996) 
Dieses Modell (Bravo et al., 1985; Rocha et al., 1996) wurde zunächst zur Beschreibung 
des Stoffaustausches in strukturierten Packungen aus Metallgewebe (Abbildung 3.19) 
entwickelt und später auf Metallblechpackungen (Abbildung 3.20) erweitert. 
 
 
 
Abbildung 3.19:  Sulzer BX Metallgewebepackung, Seitenansicht (links) und Röntgenaufnahme (rechts), 
Quellen: Sulzer Chemtech (1997) und Schmit et al. (2001) 
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Abbildung 3.20:  Sulzer Packungen Mellapak (links) und Optiflow (rechts), Quelle: Sulzer Chemtech 
(1994, 1997) 
 
Ausgehend von wellblechartig geformten Packungslagen werden die Querschnitte der 
Strömungskanäle als Dreiecke oder Rauten modelliert. Diese können durch charakteris-
tische Abmessungen und Neigungswinkel beschrieben werden (Abbildung 3.21). Gas 
und Flüssigkeit strömen im Gegenstrom durch die Kanäle, wobei die Flüssigkeit einen 
dünnen Film an der Wand bildet. 
 
 
 
Abbildung 3.21:  Modellgeometrie für strukturierte Packungen mit dreieckigen oder rautenförmigen 
Strömungskanälen nach Bravo, Rocha und Fair 
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Bei vollständiger Benetzung der Packung entspricht die effektive Stoffaustauschfläche 
aeff der spezifischen Packungsoberfläche aP. Diese Annahme gilt jedoch nur für große 
Flüssigkeitsbelastungen nahe des Flutpunktes. Unterhalb des Flutpunktes kann die 
effektive Stoffaustauschfläche anhand einer empirischen Korrelation abgeschätzt wer-
den (Rocha et al., 1996): 
FPP
eff
F
F58,05,0
a
a ⋅+=  (3.58)
mit den Gasbelastungsfaktoren F im aktuellen Zustand und FFP am Flutpunkt. 
Gasseitiger Stoffübergang 
Bravo et al. (1985) beschreiben den gasseitigen Stoffübergang mit Hilfe dimensionslo-
ser Kennzahlen entsprechend der Beziehung von Johnstone und Pigford: 
( ) ( ) 32 aVaV1V ScReaSh ⋅⋅=  (3.59)
mit 
V
eq
V
STV
D
dk
Sh
⋅=  (3.60)
( )
V
L
eff
V
eff
V
eqV wwdRe µ
+⋅ρ⋅=  (3.61)
VV
V
V
D
Sc ⋅ρ
µ=  (3.62)
Für die experimentell bestimmten Parameter geben Rocha et al. (1996) die Werte a1 = 
0,0338, a2 = 0,8 und a3 = 0,333 an.  
Der Äquivalentdurchmesser deq eines Strömungskanals wird von Bravo et al. (1985) mit 



⋅+⋅+⋅⋅= S2
1
S2B
1HBdeq  (3.63)
angegeben. In späteren Arbeiten wird deq = S gesetzt (Rocha et al., 1993). 
Die effektiven Geschwindigkeiten weff des Gases und der Flüssigkeit werden in Abhän-
gigkeit des Hohlraumvolumenanteils ε, des Flüssigkeits-Holdups HUL und des Nei-
gungswinkels des Strömungskanals zur Horizontalen α berechnet (Rocha et al., 1996): 
( ) α⋅−⋅ε= sinHU1
ww
L
V
V
eff  (3.64)
α⋅⋅ε= sinHU
ww L
L
L
eff  (3.65)
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Der Flüssigkeits-Holdup setzt sich aus einem statischen und einem dynamischen Anteil 
zusammen. Zur Berechnung der beiden Anteile werden verschiedene empirische Kor-
relationen verwendet (Rocha et al., 1993). 
Flüssigkeitsseitiger Stoffübergang 
Im Vergleich zum gasseitigen Stofftransportwiderstand ist der flüssigkeitsseitige in den 
meisten Fällen gering. Zur Berechnung des flüssigkeitsseitigen Stofftransportkoeffi-
zienten LSTk  wird von Rocha et al. (1996) ein Ansatz basierend auf der Penetrationstheo-
rie von Higbie verwendet: 
L
K
L
L
ST t
CD2k ⋅π
⋅=  (3.66)
Der Faktor C erfasst Effekte in der Packung, die eine schnelle Erneuerung der Oberflä-
che hemmen. Für übliche Packungsstrukturen wurde experimentell ein Wert von 0,9 für 
C ermittelt. Die Kontaktzeit tK interpretieren Rocha et al. (1996) als Verweilzeit eines 
Fluidelementes auf einem Schenkel der Länge S eines Strömungskanals (Abbildung 
3.21): 
L
eff
L
K w
St =  (3.67)
3.4.2 Modell von Billet und Schultes (1993, 1995, 1999) 
Billet und Schultes (1993, 1995, 1999) verwenden die Penetrationstheorie von Higbie 
sowohl zur Beschreibung des gasseitigen als auch des flüssigkeitsseitigen Stoffüber-
ganges. Die Packungsgeometrie wird durch den hydraulischen Durchmesser dh gekenn-
zeichnet: 
P
h a
4d ε⋅=  (3.68)
Die Autoren geben ebenfalls eine Korrelation für die effektive Stoffaustauschfläche bei 
unvollständiger Benetzung der Packung an (Billet und Schultes, 1993, 1999): 
( ) ( ) ( ) ( ) 45,0L75,0L2,0L5,1hP
P
eff FrWeReda5,1
a
a −−− ⋅⋅⋅⋅⋅=  (3.69)
mit den dimensionslosen Kennzahlen 
L
L
h
L
L
µ
dwRe ρ⋅⋅=  (3.70)
( )
L
h
L2L
L dwWe σ
⋅ρ⋅=  (3.71)
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( )
h
2L
L
dg
wFr ⋅=  (3.72)
Gasseitiger Stoffübergang 
Billet und Schultes (1993) bestimmen die Kontaktzeit des Gases VKt  zu: 
( ) VhLVK w1dHUt ⋅⋅−ε=  (3.73)
Mit CV als packungsspezifischem Parameter ergibt sich für den gasseitigen Stoffüber-
gangskoeffizienten: 
( )
31
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Der Flüssigkeits-Holdup wird wie folgt berechnet (Billet und Schultes, 1993): 
31
L
2
P
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L
g
awµ12HU 



ρ⋅
⋅⋅⋅=  (3.75)
Flüssigkeitsseitiger Stoffübergang 
Die Kontaktzeit der Flüssigkeit wird analog zur Gleichung (3.73) definiert: 
Lh
LL
K w
1dHUt ⋅⋅=  (3.76)
Der flüssigkeitsseitige Stoffübergangskoeffizient wird mit folgender Gleichung be-
stimmt (Billet und Schultes, 1993): 
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CL ist ebenso wie CV ein packungsspezifischer Parameter. 
3.4.3 Diffusionskoeffizienten 
Diffusionskoeffizienten in der Gas- und in der Flüssigphase werden zur Berechnung des 
Stoffübergangs benötigt.  
Diffusionskoeffizienten in der Gasphase 
ChemCAD verwendet zur Berechnung der binären Diffusionskoeffizienten in der Gas-
phase VijD die Beziehungen nach Wilke und Lee. Es gilt (Reid et al., 1987): 
( )( )
D
2
ij
21
ij
2332/1
ijV
ij Mp
T10M98,003,3
D Ω⋅σ⋅⋅
⋅⋅−=
−
 (3.78)
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mit 
ji
ij M1M1
2M +=         und (3.79)
( )
2
VV18,1 31j
31
i
ij
+⋅=σ  (3.80)
Für ΩD existieren verschiedene Approximationen auf Basis des Lennard-Jones-Poten-
tials (Reid et al., 1987). 
Diffusionskoeffizienten in der flüssigen Phase 
Zur Berechnung des Diffusionskoeffizienten ∞ijD  bei unendlicher Verdünnung der 
Komponente i im Lösungsmittel j wird die Beziehung von Wilke und Chang verwendet 
(Reid et al., 1987): 
( )
6,0
ij
21
j
8
ij V
TM104,7
D ⋅µ
⋅⋅φ⋅⋅=
−
∞  (3.81)
Der Assoziationsfaktor φ ist von den Eigenschaften des Lösungsmittels abhängig. Für 
nicht assoziierende Stoffe beträgt φ = 1,0. Wasser hat beispielsweise einen Assoziati-
onsfaktor von φ = 2,6. Assoziationsfaktoren sind für viele Stoffe tabelliert bzw. können 
mit Hilfe von Gruppenbeitragsmethoden abgeschätzt werden. 
Die binären Maxwell-Stefan-Diffusionskoeffizienten in einem flüssigen Mehrkompo-
nentengemisch werden nach Wesselingh und Krishna aus den binären Diffusionskoeffi-
zienten bei unendlicher Verdünnung berechnet (Taylor und Krishna, 1993): 
( )( ) ( )( ) 2xx1ji2xx1ijij jiij DDD −+∞−+∞ ⋅=  (3.82)
3.5 Dynamisches Prozessmodell 
Der Reaktor, die Kolonne sowie der Kondensator bilden die Hauptelemente des Pro-
zessmodells (Abbildung 1.1). Für jeden Bilanzraum gelten die Komponentenbilanzen, 
die Energiebilanz, die Phasengleichgewichts- sowie die Summenbeziehungen. Bei der 
Beschreibung der Packungskolonne werden zusätzlich die Stofftransportbeziehungen 
berücksichtigt. In den folgenden Kapiteln werden die Annahmen und mathematischen 
Beziehungen zur Modellierung der einzelnen Elemente dargelegt.  
3.5.1 Reaktor 
Der Reaktor wird in Batch-Fahrweise betrieben. Während der Reaktion erfolgt ein Ab-
zug von Dampf und die Rückführung des flüssigen Sumpfproduktes aus der Kolonne 
zum Reaktor. Ein zusätzlicher Feedstrom sowie der Abzug von Flüssigkeit aus dem 
Reaktor können gegebenenfalls berücksichtigt werden. Aufgrund der Abdestillation 
ändert sich der molare Holdup der Flüssigphase während der Charge. Der Holdup der 
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Gasphase wird dagegen nicht berücksichtigt. Die Verknüpfung zur Kolonne erfolgt über 
den Dampfabzug und den Sumpfproduktstrom der Kolonne (Abbildung 3.22). 
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Abbildung 3.22:  Bilanzraum Reaktor 
 
Weiterhin werden folgende Annahmen getroffen: 
 Die chemische Reaktion findet nur in der Flüssigphase des Reaktors statt. 
 Die Flüssig- sowie die Gasphase sind ideal durchmischt. Stofftransportwider-
stände werden nicht berücksichtigt.   
 Der Holdup der Gasphase wird vernachlässigt. 
Für den Reaktor können dann die Erhaltungsgrößen bilanziert werden. 
Stoffbilanz für die einzelnen Komponenten i 
( )
32143421&43421&43421&43421&
aktionRe
Ri
ugFlüssigabz
R,iL
Gasabzug
R,iV
mpfKolonnensu
S,iS
Feed
F,iF
R,i
L
R mrxnynxnxn
dt
xnd ⋅+⋅−⋅−⋅+⋅=⋅  (3.83)
Phasengleichgewicht 
R,iR,iR,i xKy ⋅=  (3.84)
Summenbeziehungen 
∑
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∑
=
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Enthalpiebilanz 
Mit RQ& als zuzuführender Verdampfungswärme lautet die Enthalpiebilanz für den 
Reaktor: 
( )
R
L
RL
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VV
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FF
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R
L
R Qhnhnhnhn
dt
hnd &&&&& +⋅−⋅−⋅+⋅=⋅  (3.87)
mit 
( )∑
=
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V
j hyh  (3.88)
( )∑
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NK
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L
j,ij,i
L
j hxh  (3.89)
und j = F, S, V, R. 
Die spezifische Enthalpie Vj,ih  der Komponente i im Dampf des Stromes j wird wie folgt 
berechnet: 
( ) ( ) ∫+∆= T
K298
P
0
i
V
j,i dTcK298hTh j,i  (3.90)
Als Bezugsniveau dient die Standard-Bildungsenthalpie 0ih∆ bei 298K. Die spezifische 
Enthalpie Lj,ih  der Komponente i in der Flüssigkeit des Stromes j ergibt sich unter 
Berücksichtigung der Verdampfungsenthalpie i,Vh∆  zu: 
i,V
V
j,i
L
j,i hhh ∆−=  (3.91)
Die Reaktionsenthalpie tritt in der Energiebilanz nicht explizit auf, da sie über die Än-
derung der Bildungsenthalpien von Dampf und Flüssigkeit erfasst wird. 
3.5.2 Packungskolonne 
Trennkolonnen werden in den meisten Arbeiten (siehe Kapitel 2.2.1) mit Hilfe von 
Gleichgewichtsstufenmodellen abgebildet. Sie beruhen auf der Vorstellung, dass bei 
einer idealen Stufe die den Bilanzraum verlassenden Gas- und Flüssigkeitsströme mit-
einander im thermodynamischen Gleichgewicht stehen. Nichtidealitäten bei der Gleich-
gewichtseinstellung auf einer praktischen Stufe werden durch einen Bodenwirkungs-
grad berücksichtigt. Packungskolonnen werden in der Regel durch die Angabe des 
HETP (Height Equivalent to a Theoretical Plate) charakterisiert und ebenfalls als eine 
Folge von Gleichgewichtsstufen modelliert. Dieses Konzept ist einfach. Probleme bei 
der Anwendung können sich jedoch aus folgenden Tatsachen ergeben:  
 HETPs sind abhängig vom Packungsmaterial, den physikalischen Eigenschaften 
des Stoffsystems und den Betriebsbedingungen der Kolonne. 
 HETPs variieren mit der Packungshöhe. 
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 In Mehrkomponentensystemen sind die HETPs für verschiedene Komponenten 
nicht dieselben. 
Von den Packungsherstellern werden HETPs für bestimmte Stoffgemische, Betriebsbe-
dingungen und Belastungsbereiche der Kolonne angegeben. Eine Extrapolation auf an-
dere Bereiche gestaltet sich nicht immer einfach. Bei dem in dieser Arbeit untersuchten 
Polymerisationsprozess spielen zudem die zeitlich sehr stark schwankenden Kolonnen-
belastungen eine große Rolle. 
Eine Alternative stellen die sogenannten Rate-based- oder Nonequilibrium-Modelle dar 
(Srivastava und Joseph, 1984; Krishnamurthy und Taylor, 1985; Sivasubramanian et al., 
1987; Patwardhan und Edgar, 1993; Taylor und Krishna, 1993; Mori et al., 1995; Pel-
konen, 1997). Sie beinhalten eine direkte Berechnung des Stoffübergangs an der Pha-
sengrenze zwischen Dampf und Flüssigkeit in Abhängigkeit der Stofftransportkoeffi-
zienten und der effektiven Stoffaustauschfläche. ChemCAD verfügt über ein solches 
Modell (Taylor et al., 2003). Es wird in dieser Arbeit zur Simulation der Packungs-
kolonne eingesetzt. 
Folgende Annahmen werden für die Modellierung getroffen: 
 Es finden keine chemischen Reaktionen in der Kolonne statt. 
 Die Kolonne arbeitet adiabat. 
 Der Stoff- und der Wärmetransport finden nur an der bzw. durch die Phasen-
grenze statt. 
 Die Flüssigkeit und der Dampf sind in radialer Richtung ideal vermischt. Im 
Bulk treten keine radialen Konzentrations- und Temperaturgradienten auf. 
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Abbildung 3.23:  Differentielles Kolonnenelement 
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Abbildung 3.23 zeigt einen differentiellen Ausschnitt der Packung. Die Stoff- und Ener-
giebilanzen für die Packung können wie folgt formuliert werden: 
Gesamtstoffbilanz 
z
n
z
n
tt
VLVL
∂
∂−∂
∂=∂
Ψ∂+∂
Ψ∂ &&  (3.92)
ΨL und ΨV stellen den auf die Höhe (z) bezogenen molaren Holdup der Dampf- bzw. 
Flüssigphase dar. 
Komponentenbilanz 
( ) ( ) ( ) ( )
z
yn
z
xn
t
y
t
x i
V
i
L
i
V
i
L
∂
⋅∂−∂
⋅∂=∂
⋅Ψ∂+∂
⋅Ψ∂ &&  (3.93)
Komponentenbilanzen für die Dampf- und die Flüssigphase 
( ) ( )
z
n
z
yn
t
y ii
V
i
V
∂
∂−∂
⋅∂−=∂
⋅Ψ∂ ∗&&  (3.94)
( ) ( )
z
n
z
xn
t
x ii
L
i
L
∂
∂+∂
⋅∂=∂
⋅Ψ∂ ∗&&  (3.95)
Gesamtenthalpiebilanz 
( ) ( ) ( ) ( )
z
hn
z
hn
t
h
t
h VVLLVVLL
∂
⋅∂−∂
⋅∂=∂
⋅Ψ∂+∂
⋅Ψ∂ &&  (3.96)
Enthalpiebilanzen für die Gas- und die Flüssigphase 
( ) ( )
z
Q
z
hn
t
h VVVV
∂
∂−∂
⋅∂−=∂
⋅Ψ∂ ∗&&  (3.97)
( ) ( )
z
Q
z
hn
t
h LLLL
∂
∂+∂
⋅∂=∂
⋅Ψ∂ ∗&&  (3.98)
Der Wärmestrom durch die Phasengrenze setzt sich aus Anteilen durch Konvektion und 
durch Wärmeleitung zusammen. 
Die Bilanzgleichungen für die Packung bilden ein System partieller Differentialglei-
chungen. Für die Simulation erfolgt eine Diskretisierung in z-Richtung. Die Packungs-
kolonne wird zu diesem Zweck in eine bestimmte Anzahl von Segmenten unterteilt. 
Innerhalb eines Segmentes werden nur zeitliche, jedoch keine axialen (z-Richtung) 
Gradienten betrachtet. Ein Segment mit den ein- und ausgehenden Gas- bzw. Flüssig-
keitsströmen ist in Abbildung 3.24 dargestellt. Der Stoff- und Energietransport erfolgt 
über die Phasengrenze von Dampf und Flüssigkeit, an der ein thermodynamisches 
Gleichgewicht herrscht. Die Bilanzierung erfolgt für beide Phasen getrennt.  
Je kürzer die Segmente gewählt werden, desto mehr Segmente werden benötigt, um 
eine bestimmte Packungshöhe abzubilden. Mehr Segmente führen zu genaueren Ergeb-
nissen, erhöhen jedoch den Rechenaufwand.  
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Abbildung 3.24:  Schematische Darstellung eines Kolonnensegmentes 
 
Da an der Phasengrenze keine Akkumulation stattfindet, müssen die Stofftransportraten 
in beiden Phasen gleich sein. Es gilt: 
∗∗∗ == m,iLm,iVm,i nnn &&&  (3.99)
Komponentenbilanzen für die Dampf- und die Flüssigphase 
( ) ∗
−− +⋅−⋅=⋅ m,im,iLm1m.iL 1mm,i
L
m nxnxn
dt
xnd &&&  (3.100)
( ) ∗
++ −⋅−⋅=⋅ m,im,iVm1m,iV 1mm,i
V
m nynyn
dt
ynd &&&  (3.101)
Zur Berechnung des Flüssigkeits- bzw. Gas-Holdups der Packung existieren verschie-
dene empirische Korrelationen wie z.B. die Gleichung (3.75). 
Phasengleichgewicht an der Phasengrenze 
∗∗ ⋅= m,im,im,i xKy  (3.102)
Summenbeziehungen  
Die Summenbeziehungen gelten für die Flüssig- und die Dampfphase (Bulk) sowie für 
die Phasengrenze. 
∑
=
=
NK
1i
m,i 1x  (3.103)
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1y
NK
1i
m,i =∑
=
 (3.104)
1x
NK
1i
m,i =∑
=
∗  (3.105)
1y
NK
1i
m,i =∑
=
∗  (3.106)
Stofftransport 
Die Stoffmengenströme über die Phasengrenzfläche können durch Kopplung der Max-
well-Stefan-Beziehungen und des Fick’schen Gesetzes ermittelt werden (Taylor und 
Krishna, 1993): 
( )( ) m,iVm1NK
1k
m,km,k
V
ik,ST
V
m
V
m,i ynyyKac
~n ⋅+−⋅⋅⋅= ∗
−
=
∗∗∗ ∑ &&  (3.107)
( )( ) m,iLm1NK
1k
m,km,k
L
ik,ST
L
m
L
m,i xnxxKac
~n ⋅+−⋅⋅⋅= ∗
−
=
∗∗∗ ∑ &&  (3.108)
mit c~ als molarer Dichte der Flüssig- bzw. Dampfphase des Segmentes m und a* als 
Phasengrenzfläche. 
Die Stofftransportkoeffizienten KST,ik eines Komponentenpaares i-k im Mehrkompo-
nentensystem können aus den binären Stofftransportkoeffizienten, die mit den in Kapi-
tel 3.4 vorgestellten Methoden abgeschätzt werden können, bestimmt werden. Die 
Stofftransportraten über die Phasengrenze sind von den Stofftransportkoeffizienten, den 
Molanteilen im Bulk und an der Phasengrenze sowie von den Stofftransportraten selbst 
abhängig. Daher ist eine iterative Lösung erforderlich (Taylor und Krishna, 1993).  
Die Phasengrenzfläche kann aus der effektiven Stoffaustauschfläche, dem Kolonnen-
durchmesser und der Höhe des Segmentes ermittelt werden. 
Enthalpiebilanzen für die Dampf- und die Flüssigphase 
Bei der Bilanzierung sind für jede Phase die Enthalpien der ein- und ausgehenden 
Ströme des Segments, die Enthalpien der Stoffströme über die Phasengrenze sowie der 
Wärmetransport über die Phasengrenze zu berücksichtigen. 
( ) ( ) ( )∑
=
∗∗∗
++ ⋅−−⋅⋅−⋅−⋅=⋅
NK
1i
V
m,im,im
V
m
V
m,WT
V
m
V
m
V
1m
V
1m
V
m
V
m hnTTakhnhn
dt
hnd &&&  (3.109)
( ) ( ) ( )∑
=
∗∗∗
−− ⋅+−⋅⋅+⋅−⋅=⋅
NK
1i
L
m,im,i
L
mm
L
m,WT
L
m
L
m
L
1m
L
1m
L
m
L
m hnTTakhnhn
dt
hnd &&&  (3.110)
Enthalpiebilanz um die Phasengrenzfläche 
( ) ( )∑∑
=
∗∗∗
=
∗∗∗ ⋅+−⋅⋅=⋅+−⋅⋅
NK
1i
L
m,im,i
L
mm
L
m,WT
NK
1i
V
m,im,im
V
m
V
m,WT hn)TT(akhn)TT(ak &&  (3.111)
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Zur Abschätzung der Wärmetransportkoeffizienten existiert eine Reihe von empirischen 
Korrelationen (Taylor und Krishna, 1993). 
Druckverlust 
Der Druck p1 am Kolonnenkopf wird festgelegt: 
spec1 pp =  (3.112)
Der Druckverlust über eine Stufe kann vorgegeben werden, so dass gilt: 
1m1mm ppp −− ∆=−  (3.113)
3.5.3 Kondensator 
Den Bilanzraum bilden der eigentliche Kondensator und ein Destillatbehälter 
(Abbildung 3.25). Der ankommende Dampf wird unter Abfuhr eines Energiestroms KQ&  
vollständig kondensiert und um eine vorgegebene Temperaturdifferenz unterkühlt. 
Daher muss keine Dampfphase berücksichtigt werden.  
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L
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Abbildung 3.25:  Bilanzraum Kondensator 
 
Für einen Destillatstrom Dn&  und einen Rücklaufstrom RLn&  ergibt sich das Rücklaufver-
hältnis RV zu: 
D
RL
V n
nR &
&=  (3.114)
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Gesamtmassenbilanz 
Bei konstantem Holdup im Destillatbehälter gilt: 
DRLK nnn &&& +=  (3.115)
Komponentenbilanz 
( ) 44 344 21 &&43421&
bzugDestillataRücklauf
DB,iDRL
Kopfdampf
K,iK
DB,iL
DB xnnyndt
dx
n
+
⋅+−⋅=⋅  (3.116)
Summenbeziehungen 
∑
=
=
NK
1i
DB,i 1x  (3.117)
Enthalpiebilanz 
Die Enthalpiebilanz für einen Totalkondensator mit Unterkühlung lautet: 
( ) KLDBDRLVKK
L
DBL
DB Qhnnhndt
dhn &&&& +⋅+−⋅=⋅  (3.118)
3.5.4 Regelkreise 
Die Kolonnenregelung wird in das Modell implementiert. Die entsprechenden Regler 
werden als PID-Regler modelliert. Es besteht ebenfalls die Möglichkeit, ein zeitliches 
Profil des Rücklaufverhältnisses direkt vorzugeben. Diese Variante wird bei den Opti-
mierungsrechnungen genutzt. 
Die Temperaturregelung des Reaktors und die Druckregelung des Systems werden nicht 
betrachtet. Stattdessen werden das Temperaturprofil für den Reaktor und das Druck-
profil für das gesamte System vorgegeben. 
3.5.5 Lösung des Modellgleichungssystems 
Die Formulierung des Modells führt zu einem Gleichungssystem, welches aus linearen 
Differentialgleichungen und nichtlinearen algebraischen Gleichungen besteht. Die 
Differentialgleichungen resultieren aus den Stoff- und Energiebilanzen, die algebrai-
schen Gleichungen u.a. aus den Phasengleichgewichtsbeziehungen.  
Probleme bei der Lösung des Modellgleichungssystems können durch seine Steifheit 
entstehen. Curtiss und Hirschfelder (1952) bezeichnen Differentialgleichungssysteme 
als steif, wenn ihre Koeffizienten in sehr unterschiedlichen Größenordnungen auftreten. 
Steife Differentialgleichungssysteme besitzen Lösungsfunktionen, die sich in sehr klei-
nen Intervallen stark ändern, aber in anderen großen Intervallen praktisch keine Ände-
rung aufweisen. Dieses Verhalten tritt häufig bei Systemen mit chemischen Reaktionen 
auf. Die Geschwindigkeitskonstanten differieren wie im vorliegenden Fall oft um meh-
rere Zehnerpotenzen. Demnach sind die Zeitskalen der Reaktionen unterschiedlich. Die 
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numerische Integration von steifen Differentialgleichungssystemen kann große Schwie-
rigkeiten bereiten. Explizite Lösungsverfahren sind ungeeignet bzw. erfordern äußerst 
geringe Schrittweiten, die wiederum sehr lange Rechenzeiten hervorrufen. Implizite 
Verfahren arbeiten stabiler. Sie ermöglichen allerdings keine direkte Lösung, sondern 
führen zu einem algebraischen Gleichungssystem, welches numerisch gelöst werden 
muss. 
ChemCAD verwendet ein implizites adaptives Runge-Kutta-Verfahren zur Integration 
der Differentialgleichungen sowie ein Mixed Broyden/Newton-Verfahren zur Lösung 
der algebraischen Gleichungen (Schmidt, 2005). Die Integrationsschrittweiten müssen 
sehr sorgfältig gewählt werden. Insbesondere zu Beginn der Reaktion sind sehr kleine 
Schrittweiten erforderlich, um die Konvergenz zu gewährleisten. Zur Einsparung von 
Rechenzeit können die Schrittweiten bei fortgeschrittener Simulationszeit wieder etwas 
erhöht werden. 
3.6 Implementierung des Prozessmodells in ChemCAD 
Das Gesamtprozessmodell wird in ChemCAD 5.3.5 implementiert. Abbildung 3.26 
zeigt das entsprechende Flowsheet. Zur Simulation des dynamischen Prozesses werden 
die ChemCAD-Zusatzmodule CC-Reacs und CC-DColumn zur Simulation von Batch-
Reaktoren und dynamischen Kolonnen benötigt.  
Das entwickelte reaktionskinetische Modell lässt sich direkt im Simulator abbilden. Die 
Polykondensation wird durch den in Kapitel 3.1 erörterten Ansatz mit den kinetischen 
Parametern aus Tabelle 3.8 beschrieben. 
Reaktionen (Detaillierte Schreibweise siehe Gleichungen (3.8) und (3.9)) 
(I)  2 AS + 2 EG → DEA + 3 H2O 
(II)  5 DEA + EG ↔ PEAG + 5 H2O 
Reaktionsgeschwindigkeiten (Detaillierte Schreibweise siehe Gleichungen (3.10) und 
(3.11))  
(I)  ]EG[]AS[kr Ih
I ⋅⋅=  
(II)  ]OH[]PEAG[k]EG[]DEA[kr 2
II
r
5,1II
h
II ⋅⋅−⋅⋅=  
DEA und PEAG werden der Stoffdatenbank als benutzerdefinierte Komponenten mit 
den vorausberechneten Stoffdaten (siehe Anhang) hinzugefügt.   
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Abbildung 3.26:  Implementierung des Prozessmodells als ChemCAD-Flowsheet 
 
Tabelle 3.9:  Wichtigste Symbole des ChemCAD-Flowsheets 
Nr. des Symbols Erläuterung 
1 Batch-Reaktor 
8 Packungskolonne 
13 Kondensator 
15, 19 PID-Regler für die Kolonnenregelung 
17 Behälter mit Überlauf, fungiert als Rücklaufteiler 
20 Regelventil für den Rücklaufstrom in die Kolonne 
25, 26 Kondensatbehälter 
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Die vorgelegten Monomermengen im Reaktor werden aus aufgezeichneten Daten eines 
Betriebsversuches (Charge 7914) entnommen. Sie entsprechen der typischen Fahrweise 
des Prozesses. Abbildung 3.27 zeigt die vorgegebenen Profile der Reaktortemperatur 
und des Systemdrucks. Diese Daten sind ebenfalls dem Betriebsversuch entnommen. 
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Abbildung 3.27:  Vorgegebenes Druckprofil im System und Temperaturprofil im Reaktor 
 
Zur Berechnung der binären Stofftransportkoeffizienten in der Packungskolonne stehen 
in ChemCAD zwei verschiedene Methoden zur Verfügung (siehe Kapitel 3.4). Da bei 
der Berechnung nach Billet und Schultes (1993, 1995, 1999) während der Simulation 
massive Stabilitäts- und Konvergenzprobleme auftreten, wird die Methode von Bravo, 
Rocha und Fair (Bravo et al., 1985; Rocha et al., 1996) gewählt. Die reale Kolonne ist 
mit einer Optiflow OF.C36-Packung ausgestattet, für die allerdings keine Daten in 
ChemCAD hinterlegt sind. Nach Rücksprache mit dem Hersteller werden die Parameter 
von Mellapak 250.Y verwendet, da diese Packung eine sehr ähnliche Trennleistung 
aufweist (Abbildung 3.28).  
Holdup und Druckverlust der Packung werden für Optiflow OF.C36 mit Hilfe des Pro-
gramms SULPAK 2.17 abgeschätzt. In dem Programm sind vom Hersteller für verschie-
dene Packungstypen charakteristische Daten hinterlegt. Für den Druckverlust der 
Kolonne wird ein zeitliches Profil vorgegeben. Der Holdup wird als zeitlich konstant 
angenommen. 
                                                 
7 Sulzer Chemtech Ltd., www.sulzerchemtech.com 
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Abbildung 3.28:  Trennleistungen verschiedener Packungstypen, Quelle: Sulzer Chemtech (1997) 
 
Das dynamische Kolonnenmodell von ChemCAD bietet grundsätzlich die Möglichkeit, 
die Regelung der Kolonne mit dem Kolonnenrückfluss als Steuergröße einzubinden. Ein 
Wechsel zwischen unterschiedlichen Regelstrategien, wie sie beim realen Prozess er-
folgt bzw. in der Simulation untersucht werden soll, lässt sich jedoch mit dem CC-
DColumn Kolonnenmodell nicht in geeigneter Weise umsetzen. Daher wurde die 
dynamische Kolonne selbst ohne Kondensator und stattdessen ein externer Kreislauf 
mit einem Kondensator, einem dynamischen Behälter als Stromteiler, einem PID-Regler 
und einem Regelventil modelliert (Abbildung 3.26). Die Regelgrößen und Sollwerte des 
Reglers können dann mit Hilfe einer Ramp-Unit zeitlich geändert werden. Auf diese 
Weise ist es möglich, einen Wechsel der Regelstrategie zu simulieren. 
3.7 Modellvalidierung 
Die Simulationsergebnisse des Prozesses sind in Abbildung 3.29 bis Abbildung 3.32 
dargestellt. Zum Vergleich werden die Messdaten eines Betriebsversuches (Charge 
7914) herangezogen, für den als einzigen neben den durch das Prozessleitsystem er-
fassten Daten zusätzlich Informationen über den Verlauf der Wasserkonzentration im 
Reaktor vorliegen. 
Die Konzentrationsverläufe im Reaktor können mit dem Prozessmodell prinzipiell gut 
wiedergegeben werden. Insbesondere die simulierten Verläufe der Wasser- und der 
Hydroxylgruppenkonzentration weichen kaum von den Messdaten ab. Da Wasser und 
Ethylenglykol aus dem Reaktor verdampfen, hängt der Verlauf ihrer Konzentrationen 
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im Reaktor nicht nur von der Güte des Kinetikmodells, sondern in sehr starkem Maße 
auch von der Wahl der thermodynamischen Parameter ab. Die Hydroxylgruppen liegen 
zudem im Überschuss vor und reagieren nicht wie die Carboxylgruppen nahezu voll-
ständig ab. Daher machen sich Fehler bei der Beschreibung der Reaktionskinetik im 
Konzentrationsverlauf der Hydroxylgruppen weniger stark bemerkbar. Das Profil der 
Carboxylgruppenkonzentration zeigt dagegen, dass die Reaktionsgeschwindigkeit 
anfangs überschätzt und gegen Ende bei sehr hohen Umsätzen (Endspezifikation U = 
0,9985) unterschätzt wird. Die Ursache dafür ist zum einen in der Ermittlung der kineti-
schen Parameter zu suchen. Die zu diesem Zweck verwendeten experimentellen Daten 
aus der Literatur wurden nicht in derart hohen Umsatzbereichen und zudem bei niedri-
geren Temperaturen gewonnen. Bei der Simulation des Prozesses muss daher stark 
extrapoliert werden. Die Unsicherheiten bei der Bestimmung der Reaktionskinetik 
sowie der wechselseitige Einfluss von Fehlern der kinetischen und thermodynamischen 
Parameter wurden bereits in Abschnitt 3.1.4 ausführlich diskutiert. Zum anderen kann 
aber auch die Struktur des Kinetikmodells dazu beitragen, dass die Konzentrationsver-
läufe nicht exakt beschrieben werden können. 
Die abgezogene Destillatmenge wird durch die Simulation sehr gut abgebildet. 
Die Temperaturverläufe im Kopf und im Sumpf der Kolonne werden tendenziell richtig 
wiedergegeben. Bei der Bewertung der Simulationsergebnisse ist zu berücksichtigen, 
dass die Temperaturen auch im Prozess Schwankungen unterliegen. Zum Vergleich 
wurden die Daten von weiteren 18 Chargen herangezogen. In Abbildung 3.33 und 
Abbildung 3.34 sind die Bereiche, in denen die Kopf- und Sumpftemperaturen während 
der Vakuumphase schwanken, grau dargestellt. Der Anstieg der Kopftemperatur gegen 
Ende der Vakuumphase steht im Zusammenhang mit der Zugabe kleiner Mengen Ethy-
lenglykol. Dieses sogenannte Nachbessern erfolgte bei den Chargen zu unterschiedli-
chen Zeitpunkten. Daher ergibt sich für die Kopftemperatur ein relativ breiter Schwan-
kungsbereich. Aber bereits vor dem Nachbessern, d.h. dem starken Anstieg der Kopf-
temperatur, ist zu erkennen, dass die Kopf- und Sumpftemperaturen selbst bei gleicher 
Fahrweise deutliche Abweichungen aufweisen können. Vor diesem Hintergrund kann 
die Abbildung der Sumpftemperatur durch das Simulationsmodell als gut beurteilt wer-
den. Für die Kopftemperatur werden in der Vakuumphase jedoch systematisch zu nie-
drige Temperaturen berechnet. Diese Tatsache deutet darauf hin, dass die Trennleistung 
der Kolonne nicht richtig modelliert wird. Niedrigere Kopftemperaturen bedeuten, dass 
die Destillatreinheit in der Simulation höher und die Trennleistung der Kolonne damit 
besser ist als in der Realität. Die Ursachen können in der Wahl des Stofftransportmo-
dells und der Packungsparameter liegen. Außerdem können in der Praxis Effekte, die 
durch das Modell nicht berücksichtigt werden, die Trennleistung der Packung vermin-
dern. Dazu gehören beispielsweise Benetzungsprobleme, Randgängigkeiten oder Ver-
schmutzung. Da die Destillatreinheit im Betrieb nicht erfasst wird, ist eine genaue 
Analyse der Abweichungen schwierig. 
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Abbildung 3.29:  Simulierte und gemessene Konzentrationen im Reaktor 
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Abbildung 3.30:  Simulierte und gemessene Gesamtdestillatmenge 
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Abbildung 3.31:  Simulierte und gemessene Kopftemperatur der Kolonne 
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Abbildung 3.32:  Simulierte und gemessene Sumpftemperatur der Kolonne 
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Abbildung 3.33:  Schwankungen des Kopftemperaturprofils während der Vakuumphase im Vergleich von 
18 Chargen 
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Abbildung 3.34:  Schwankungen des Sumpftemperaturprofils während der Vakuumphase im Vergleich 
von 18 Chargen 
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Zusammenfassend kann festgestellt werden, dass die Simulation den Prozess gut abbil-
den kann. Das gilt insbesondere, wenn man die schlechte Datenlage zur Modellierung 
der Reaktionskinetik und der Phasengleichgewichte berücksichtigt. Auf Verbesse-
rungsmöglichkeiten durch experimentelle Untersuchungen wurde bereits in den 
Abschnitten 3.1.4 und 3.3.2 hingewiesen. 
Damit steht erstmals ein Modell des industriellen Batch-Polymerisationsprozesses zur 
Verfügung. Mit Hilfe des Modells können über die empirischen Beobachtungen hinaus 
systematische Untersuchungen zur Verbesserung der Betriebsweise durchgeführt wer-
den. 
Wünschenswert sind weitere Betriebsversuche. Gegenwärtig kann das Modell im Hin-
blick auf den Wasserkonzentrationsverlauf im Reaktor nur anhand von Daten einer ein-
zigen Charge validiert werden. Eine Bestimmung der Zusammensetzungen des Destil-
lats und des Sumpfproduktes könnte Aufschluss darüber geben, inwieweit die simulierte 
Trennleistung der Kolonne von der tatsächlichen abweicht. Diese Informationen könn-
ten wiederum zur Verbesserung des Stofftransportmodells genutzt werden. 
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4 Optimierung der Betriebsführung 
Ein Ziel dieser Arbeit besteht in der Ermittlung einer optimalen Führungsstrategie für 
den betrachteten Batch-Prozess, die eine minimale Chargendauer gewährleistet. Die 
Optimierung soll unter Verwendung des im vorherigen Kapitel vorgestellten 
ChemCAD-Prozessmodells erfolgen. Zu diesem Zweck muss ein geeignetes Konzept 
entwickelt werden, welches eine Verbindung zwischen dem kommerziellen Simulator 
und einem leistungsfähigen Optimierungsalgorithmus herstellt. Es soll eine entspre-
chende Plattform geschaffen werden, die benutzerfreundlich ist und für vielfältige 
Problemstellungen bei der Optimierung verfahrenstechnischer Prozesse eingesetzt wer-
den kann. 
In diesem Kapitel werden zunächst der verwendete mathematische Algorithmus, die 
entwickelte Benutzeroberfläche, die benötigten Schnittstellen und Grundlagen der 
Implementierung vorgestellt. Die Anwendung des Optimierungskonzeptes wird im An-
schluss für zwei Beispielprozesse aus der Literatur und den Batch-Polymerisations-
prozess demonstriert. Die Formulierung des Optimierungsproblems wird erläutert und 
die Optimierungsergebnisse werden ausführlich diskutiert. 
4.1 Optimierungsalgorithmus 
4.1.1 Motivation 
Zur Optimierung wird das Globex-Verfahren nach Jacob (1982) ausgewählt. Dabei 
handelt es sich um ein gradientenfreies Verfahren mit stochastischen Elementen. Es 
benötigt keinerlei Informationen über die mathematische Struktur des Modells und 
seine Ableitungen bzw. Gradienten. Das ermöglicht eine Anbindung an den sequentiell-
modularen Simulator ChemCAD. Durch den Einsatz von Zufallsmethoden bei der 
Suche kann mit hoher Wahrscheinlichkeit ein globales Optimum gefunden werden. Der 
Algorithmus überzeugt durch sehr gute Konvergenzeigenschaften selbst bei Funktionen 
mit schwer auffindbaren Extrema. Zum Vergleich wurden ein Simulated Annealing- 
und ein Genetisches Verfahren (Pham und Karaboga, 2000) sowie das Globex-Verfah-
ren (Jacob, 1982) anhand klassischer Testfunktionen (Schöneburg, 1994) untersucht. 
Der Globex-Algorithmus zeichnet sich weiterhin durch einen geringen Programmum-
fang und Speicherplatzbedarf aus. Beschränkungen und Nebenbedingungen können auf 
einfache Weise berücksichtigt werden. Durch eine implizite Normierung der Optimie-
rungsvariablen im Algorithmus wird zudem gewährleistet, dass auch Probleme gelöst 
werden können, bei denen Variablen mit sehr unterschiedlicher Größenordnung auftre-
ten.  
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4.1.2 Grundlagen des Optimierungsalgorithmus nach Jacob (1982) 
Der Optimierungsalgorithmus besteht aus zwei Hauptmodulen, die im folgenden vorge-
stellt werden. 
Ermittlung eines lokalen Extremums mit dem Algorithmus „Extrem“ 
Das Prinzip des Suchalgorithmus zur Ermittlung eines lokalen Extremums ist in 
Abbildung 4.1 dargestellt. Ausgehend von einem Startvektor X0(NV), wobei NV die 
Anzahl der zu optimierenden Variablen bezeichnet, wird iterativ das nächstgelegene 
Minimum oder Maximum der gegebenenfalls beschränkten Funktion bestimmt. Die 
Ableitungen müssen dabei nicht bekannt sein.  
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Abbildung 4.1:  Prinzip des Algorithmus zum Auffinden eines lokalen Extremums (Jacob, 1982) 
 
Die Suche erfolgt zunächst in der durch die Anfangssuchschritte DX(NV) vorgegebe-
nen Hauptsuchrichtung. Die Zielfunktionswerte an den Punkten X0, X1 = X0 + DX und 
X2 = X0 - DX werden berechnet. Eine parabolische Extrapolation durch diese 3 Punkte 
führt zum Punkt X3, dem angenähert extremalen Punkt in der betrachteten Richtung 
(Abbildung 4.2). Liegt der durch die parabolische Extrapolation ermittelte Punkt näher 
oder weiter als ein bestimmtes Maß vom Ausgangspunkt entfernt, so wird der Such-
schritt für die nächste Stufe verkleinert bzw. vergrößert. Mit Hilfe einer Gram-Schmidt-
Orthogonalisierungsprozedur (siehe Anhang) wird durch den extrapolierten Punkt X3 
eine Nebensuchrichtung definiert, die senkrecht zur Hauptsuchrichtung verläuft. Ent-
lang der Nebensuchrichtung wird analog zur Suche entlang der Hauptsuchrichtung ver-
fahren und man erhält den Punkt X6 als annähernd extremalen Punkt (Abbildung 4.1). 
Bei einem Optimierungsproblem mit NV unabhängigen Parametern werden nacheinan-
der entlang NV-1 Nebensuchrichtungen, die jeweils orthogonal zu den vorhergehenden 
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Richtungen verlaufen, die annähernd extremalen Punkte bestimmt. Die erste Optimie-
rungsstufe ist damit abgeschlossen. Die neue Hauptsuchrichtung wird durch den Start- 
und den Abschlusspunkt der letzten Optimierungsstufe (hier X0 und X6) vorgegeben 
und die Vorgehensweise wird wiederholt. Als Abbruchkriterium kann die Veränderung 
des Gütefunktionswertes von Optimierungsstufe zu Optimierungsstufe herangezogen 
werden. 
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Abbildung 4.2:  Parabolische Extrapolation durch 3 Punkte 
 
Ermittlung von globalen Extrema mit dem Algorithmus „Globex“  
Das im vorigen Abschnitt beschriebene Verfahren eignet sich nur zur Ermittlung eines 
lokalen Extremums. Bei dem von Jacob (1982) vorgeschlagenen Verfahren „Globex“ 
wird in einem ersten Optimierungsabschnitt eine Folge von normalverteilten Zufalls-
zahlen, deren vektorieller Mittelwert dem vorgegebenen Startvektor X0(NV) entspricht, 
erzeugt. Die jeweiligen mittleren quadratischen Abweichungen entsprechen den 
vorgegebenen Anfangsschrittweiten DX(NV). An jedem der erzeugten Punkte wird eine 
Teiloptimierung mit dem Algorithmus „Extrem“ durchgeführt. Um den bis dahin ge-
fundenen besten Funktionswert herum werden wiederum zufällige Punkte erzeugt, an 
denen eine Teiloptimierung gestartet wird. Der günstigste aller ermittelten Werte bildet 
dann den Startwert für die Hauptoptimierung mit dem Algorithmus „Extrem“. Die 
Wahrscheinlichkeit, dass mit dieser Methode das globale Optimum gefunden wird, 
steigt mit der Anzahl der produzierten Zufallszahlen. 
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4.1.3 Berücksichtigung von Beschränkungen und Nebenbedingungen 
Es können beliebig viele Nebenbedingungen und Schranken für die Steuer-, Zustands- 
oder Ausgangsgrößen des zu optimierenden Systems vorgegeben werden. Bei jeder 
Berechnung der Zielfunktion wird überprüft, ob eine Verletzung der Nebenbedingungen 
oder Schranken vorliegt. Ist das der Fall, kann auf unterschiedliche Weise verfahren 
werden. Eine Möglichkeit besteht darin, den Zielfunktionswert mit einem Strafterm zu 
beaufschlagen. Die Höhe des Strafterms kann dabei in Abhängigkeit davon, wie stark 
eine Nebenbedingung verletzt wird, variieren. Der Optimierungsalgorithmus kann die 
Nebenbedingungen und Beschränkungen aber auch direkt beachten. Bei einer festge-
stellten Verletzung werden neue Werte für die Steuergrößen berechnet, die kein Über-
schreiten der gegebenen Beschränkungen verursachen. Dazu werden die Such- bzw. 
Extrapolationsschrittweiten entsprechend verkleinert (Jacob, 1982). 
4.1.4 Implementierung 
Die Implementierung des Optimierungsverfahrens erfolgt in Visual Basic (VB). Die 
Wahl fällt auf diese Programmiersprache, da ChemCAD über eine VB-Schnittstelle 
verfügt und entsprechend an den Optimierungsalgorithmus angebunden werden muss. 
Alle Unterprogramme und ihre Aufgaben sind in Tabelle 4.1 zusammengestellt. 
Tabelle 4.1:  VB-Unterprogramme des Optimierungsalgorithmus 
VB-Subroutine Aufgabe 
Aufruf() Subroutine zur Festlegung der Startwerte, Parameter für die Op-
timierung und Ausgabe sowie zum Aufruf der Optimierungsrou-
tine Globex(), muss vom Nutzer bereitgestellt werden 
Ergebnis() Subroutine zur Ausgabe der Ergebnisse von Extrem() 
Ergebnis2() Subroutine zur Ausgabe der Ergebnisse von Globex() 
Extrem() Subroutine zur Suche des lokalen Extremums einer ggf. be-
schränkten Funktion 
Fcos() Subroutine zur Berechnung der Zielfunktion und zur Definition 
der Nebenbedingungen und Schranken, muss vom Nutzer bereit-
gestellt werden 
Globex() Subroutine zur Suche des globalen Extremums einer ggf. be-
schränkten Funktion, Unterprogramme Extrem() und Znorv1() 
werden benötigt 
Znorv1() Subroutine zur Erzeugung von normalverteilten Zufallszahlen mit 
einem bestimmten gewünschtem Mittelwert und bestimmter ge-
wünschter quadratischer Abweichung 
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Vom Benutzer müssen zwei Unterprogramme zur Verfügung gestellt werden. In der 
Subroutine Aufruf() werden  
 die Anzahl der zu optimierenden Variablen, 
 die Startwerte für die zu optimierenden Variablen, 
 die Optimierungsrichtung (Minimieren oder Maximieren), 
 die Anfangsschrittweiten für die Suche, 
 die Anzahl der zu erzeugenden Zufallsschätzwerte, 
 die Anzahl der maximal auszuführenden Optimierungsstufen, 
 die Abbruchkriterien (Veränderung des Gütefunktionswertes bzw. des normier-
ten Steuergrößenvektors von Stufe zu Stufe) sowie 
 die Steuerbefehle für die Ausgabe (Zwischenergebnisse oder nur Endergebnis) 
festgelegt und die Optimierungsroutine Globex() aufgerufen. Die Berechnung der Ziel-
funktion sowie alle Nebenbedingungen und Beschränkungen werden in der Subroutine 
Fcos() definiert. 
Ein Vorteil des Algorithmus besteht darin, dass er nur über eine geringe Anzahl von 
Steuerungsparametern verfügt. Bei anderen Verfahren, z.B. genetischen Algorithmen, 
sind dagegen mehr Parameter erforderlich. Für den Nutzer ist dann häufig nicht einfach 
ersichtlich, wie diese auf eine spezielle Problemstellung anzupassen sind. Für den Glo-
bex-Algorithmus werden von Jacob (1982) als Richtwerte vorgeschlagen: 
 Die Anfangsschrittweiten für die Suche sollten in der Größenordnung von 10% 
der vorgegebenen Anfangwerte für die Optimierungsvariablen liegen. 
 Die Zahl der erzeugten Zufallspunkte sollte mindestens 10·NV betragen, wobei 
NV die Zahl der Optimierungsvariablen bezeichnet. 
4.2 Schnittstelle zwischen Excel und ChemCAD 
Im Rahmen dieser Arbeit wurden verschiedene Unterprogramme entwickelt, die es er-
möglichen, ChemCAD aus einer anderen Visual Basic Anwendung heraus zu steuern 
und den Datenaustausch zwischen den beiden Programmen zu realisieren. Sie bilden die 
Basis für die spätere Optimierung mit ChemCAD-Modellen. 
4.2.1 Grundlagen 
Die Verbindung zwischen ChemCAD und Visual Basic bzw. der Visual Basic Applica-
tion Excel erfolgt über die COM (Component Object Model)-Schnittstelle von Micro-
soft. Excel fungiert als COM-Client, ChemCAD als COM-Server. Das bedeutet, dass 
ChemCAD als Prozess im Hintergrund ausgeführt wird. Die grafische Benutzerober-
fläche von ChemCAD wird dabei nicht angezeigt. Die Steuerung der Berechnungen 
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erfolgt durch die Client-Anwendung. Excel übergibt alle benötigten Daten an 
ChemCAD und delegiert die entsprechenden Aufgaben an die Server-Anwendung.  
Zunächst muss ChemCAD als COM-Objekt aktiviert werden. Die Kommunikation zwi-
schen dem COM-Client Excel und dem COM-Objekt ChemCAD erfolgt dann über eine 
Schnittstelle, für die das COM-Objekt verschiedene Methoden bereitstellt. Über diese 
Routinen kann die Client-Anwendung Zugang zu weiteren untergeordneten Schnittstel-
len von ChemCAD und deren Methoden erlangen. Auf diese Weise kann auf nahezu 
sämtliche Informationen des Fließbildes zugegriffen werden. Die Daten und Parameter 
aller Ströme und Unit Operations können ausgelesen und bei Bedarf auch verändert 
werden. Weiterhin stehen der Client-Anwendung thermodynamische Berechnungs-
methoden von ChemCAD wie z.B. verschiedene Flashkalkulationen, Enthalpie- und K-
Wert-Berechnungen zur Verfügung.  
4.2.2 Entwickelte Benutzeroberfläche und Steuerungsroutinen 
Die entwickelte Oberfläche ist in Abbildung 4.3 dargestellt. Sie ist direkt in ein Excel-
Worksheet eingebunden.  
 
Abbildung 4.3:  Benutzeroberfläche zur Steuerung von ChemCAD aus Excel heraus 
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In der Zeile „Job-Path“ kann der Benutzer angeben, welchen ChemCAD-Job er bear-
beiten möchte. Zur Bedienung sind verschiedene Schaltflächen vorgesehen, denen VB-
Makros zugeordnet sind. Nach dem Laden des Jobs werden die Anzahl der Ströme, Unit 
Operations und Komponenten sowie der Simulationsmodus (stationär oder dynamisch) 
ausgegeben. Die Daten der Ströme und Unit Operations können ausgelesen und auf 
zwei separaten Worksheets angezeigt werden (siehe Abbildung 4.4). Eine Änderung 
von Parametern und das Zurückschreiben nach ChemCAD ist ebenfalls möglich. Im 
stationären Simulationsmodus besteht die Möglichkeit, alle oder aber nur einzelne Unit 
Operations berechnen zu lassen. Die dynamische Simulation kann wiederum für den 
gesamten eingestellten Zeitraum oder für einzelne Zeitschritte ausgeführt werden.  
Alle verwendeten VB-Routinen und ihre Aufgaben sind in Tabelle 4.2 zusammenge-
stellt. Mit Hilfe der entwickelten Routinen kann der Benutzer ChemCAD auf einfache 
Weise aus einer VB-Anwendung heraus nutzen. Diese Funktionalität ist besonders 
wichtig für die Optimierung, da die Zielfunktion durch die Simulation mit ChemCAD 
berechnet wird und der Optimierungsalgorithmus über diese Schnittstellen die benötig-
ten Daten importieren bzw. exportieren muss (siehe Kapitel 4.3.1). Die Oberfläche lässt 
sich aber auch für Parameterstudien nutzen. Der Benutzer kann auf komfortable Weise 
Parameter einzelner Ströme oder Unit Operations verändern, ohne sich dazu durch 
diverse Dialogfenster von ChemCAD arbeiten zu müssen. Wiederholte Simulationen 
können so schnell und einfach ausgeführt werden. Die Ergebnisse werden übersichtlich 
präsentiert und können sofort weiterverarbeitet werden.  
Tabelle 4.2:  VB-Subroutinen zur Steuerung von ChemCAD und zum Datenaustausch zwischen 
ChemCAD und Excel 
VB-Subroutine Aufgabe 
LoadCC5() ChemCAD als COM-Objekt aktivieren, ChemCAD-Job laden
Get_Data_From_CC5() Daten für Ströme und Unit Operations von ChemCAD nach 
Excel importieren 
Put_Data_To_CC5() Daten für Ströme und Unit Operations von Excel nach 
ChemCAD exportieren 
RunAllUnits() Simulation aller Unit Operations im stationären Modus 
Restore() Rücksetzten einer dynamischen Simulation auf den Initial-
zustand 
RunSelectedUnits() Simulation einzelner ausgewählter Unit Operations im statio-
nären Modus 
RunStep() Simulation eines einzelnen Zeitschrittes im dynamischen 
Modus 
RunAllSteps() Simulation aller Zeitschritte einer dynamischen Simulation 
UnloadCC5() Speichert ggf. Daten, beendet ChemCAD 
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Abbildung 4.4:  Importierte bzw. zu exportierende Stromdaten eines ChemCAD-Jobs in Excel 
4.3 Umsetzung der Optimierung von ChemCAD-Prozessmodellen 
In der Weiterentwicklung der im vorherigen Kapitel vorgestellten Schnittstellen und 
Benutzeroberfläche wird der Optimierungsalgorithmus mit dem Simulator gekoppelt. 
Ohne diese Verbindung können lediglich Simulationsstudien mit dem ChemCAD-
Modell durchgeführt werden. Nun wird erstmals eine Möglichkeit geschaffen, Prozess-
führungsstrategien mit ChemCAD-Modellen und somit auch für den modellierten 
industriellen Batch-Polymerisationsprozess mathematisch zu optimieren.  
4.3.1 Benutzeroberfläche, Schnittstellen und prinzipieller Ablauf der Optimie-
rung 
Das Frontend für die Optimierung von ChemCAD-Prozessmodellen bildet Excel. Die in 
Kapitel 4.2.2 vorgestellte Benutzeroberfläche wird um ein Worksheet für die Optimie-
rung erweitert (Abbildung 4.5). Auf diesem kann der Anwender die vom Optimierungs-
algorithmus benötigten Parameter festlegen. Darüber hinaus können Startwerte und 
Beschränkungen für die Optimierungsvariablen vorgegeben werden. Auf diese Weise 
entfällt die Modifikation der in Kapitel 4.1.4 beschriebenen Routine Aufruf() durch den 
Anwender. Dieser muss nun nur noch die Berechnung der Zielfunktion und gegebenen-
falls weitere Nebenbedingungen im Unterprogramm Fcos() implementieren. Die Steue-
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rung von ChemCAD erfolgt durch den Optimierungsalgorithmus, der dazu wiederum 
die in Kapitel 4.2.2 vorgestellten Unterprogramme aufruft. Die Optimierungsergebnisse 
werden entsprechend den Vorgaben des Benutzers nach jeder Optimierungsstufe oder 
nur am Ende auf dem Excel-Worksheet ausgegeben. Das Zusammenwirken von Excel-
Oberfläche, VB-Makros und ChemCAD wird in Abbildung 4.6 verdeutlicht. 
 
Abbildung 4.5:  Benutzeroberfläche zur Optimierung 
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Abbildung 4.6:  Kopplung von Excel-Oberfläche, Optimierungsalgorithmus und ChemCAD 
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Der prinzipielle Ablauf einer Optimierung ist in Abbildung 4.7 dargestellt.  
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Abbildung 4.7:  Ablaufschema des Optimierungskonzepts 
 
Zunächst wird der ChemCAD-Job mit dem Modell des zu optimierenden verfahrens-
technischen Prozesses geladen. Danach erfolgt die Initialisierung und Parametrierung 
des Optimierungsalgorithmus entsprechend den Benutzereingaben auf dem Excel-
Worksheet. Die Optimierung wird gestartet und der Algorithmus erzeugt Werte für die 
Steuergrößen. Mit diesen wird das ChemCAD-Modell initialisiert. Danach erfolgt die 
Simulation. Die Simulationsergebnisse werden an den Optimierungsalgorithmus über-
geben. Sie fließen in die Berechnung der Zielfunktion ein. Nach jeder Berechnung der 
Zielfunktion wird geprüft, ob Nebenbedingungen verletzt wurden. Außerdem müssen 
gegebenenfalls nichtkonvergierte Lösungen berücksichtigt werden. Nach einer Überprü-
fung, ob bereits eines der Abbruchkriterien erfüllt ist, werden entweder neue Werte für 
die Optimierungsvariablen erzeugt oder die Optimierung wird beendet. Die Optimie-
rungsergebnisse werden ausgegeben. 
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4.3.2 Besonderheiten bei der Optimierung von dynamischen Prozessen 
Bei der Simulation von dynamischen Prozessen zeichnet ChemCAD zeitabhängige 
Daten nur für einzelne Ströme und Unit Operations auf, die vorher in dem entsprechen-
den Dialog festgelegt werden müssen. Anderenfalls müssten insbesondere bei langen 
Simulationszeiten und umfangreichen Flowsheets riesige Datenmengen erfasst werden. 
Die dynamischen Daten werden in speziellen Dateien abgelegt. Auf diese Dateien kann 
jedoch nur direkt aus ChemCAD heraus zugegriffen werden. Das bedeutet, dass einer 
Client-Anwendung keine zeitabhängigen Simulationsdaten über die COM-Schnittstellen 
oder entsprechenden Dateizugriff zugänglich sind.  
Für die Berechnung der Zielfunktion sind die zeitlichen Profile bestimmter Größen 
allerdings häufig von Interesse. So müssen beispielsweise bei der Anpassung kineti-
scher Parameter die Fehler zwischen gemessenen und simulierten Konzentrationsver-
läufen minimiert werden. Für solche Fälle wird in dieser Arbeit zu einem Hilfsmittel 
gegriffen. Die dynamische Simulation wird dann schrittweise ausgeführt. So können 
nach jedem Zeitschritt oder zu bestimmten Zeiten die aktuellen Werte der benötigten 
Größen exportiert werden. Auf die Dauer der Simulation hat diese Vorgehensweise 
kaum Einfluss.  
4.3.3 Bewertung des Optimierungskonzeptes 
Mit dem entwickelten Konzept ist es gelungen, eine Verbindung zwischen dem sequen-
tiell-modularen Simulator ChemCAD und einem leistungsfähigen Optimierungsalgo-
rithmus zu schaffen. Dadurch eröffnen sich neue und breitere Anwendungsmöglichkei-
ten der dynamischen Prozessoptimierung. 
Der Anwender arbeitet mit verbreiteten Programmen und muss sich kein spezielles 
Wissen zusätzlich aneignen. Zur Erstellung der Prozessmodelle kann er auf ein be-
kanntes, leistungsstarkes Simulationspaket zurückgreifen. Bereits erstellte ChemCAD-
Modelle können ebenfalls optimiert werden, ohne dass es zuvor spezieller Änderungen 
bedarf. Die Anwendung des Optimierungsalgorithmus gestaltet sich vergleichsweise 
einfach. Lediglich einige wenige Routinen müssen auf das spezielle Problem angepasst 
werden. Die mathematische Komplexität des Verfahrens bleibt dem Benutzer verbor-
gen.  
Das Optimierungskonzept ist vielfältig einsetzbar, wie die nachfolgenden Beispiele in 
dieser Arbeit zeigen. Es kann zur Ermittlung von Betriebsführungsstrategien für dyna-
mische Prozesse verwendet werden, aber beispielsweise auch zur Anpassung von Para-
metern bei der Modellvalidierung.  
Probleme bei der Anwendung des Optimierungskonzepts können sich bei sehr komple-
xen Modellen oder Optimierungsaufgaben, die eine große Anzahl an Optimierungs-
schritten erfordern, ergeben. In diesen Fällen können Stabilitätsprobleme bei ChemCAD 
auftreten. Es empfiehlt sich dann, die Anzahl der Optimierungsschritte zu begrenzen 
und stattdessen die Optimierung mehrfach hintereinander auszuführen. Als Startwerte 
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werden jeweils die Ergebnisse der letzten Optimierung verwendet. In Abhängigkeit von 
dem zu simulierenden Zeithorizont und der eingestellten Simulationsschrittweite kann 
die Optimierung von dynamischen Prozessen u.U. sehr lange dauern (bis zu mehreren 
Tagen). 
Die Anwendung des Optimierungskonzepts auf verschiedene Prozesse wird in den fol-
genden Kapiteln demonstriert. 
4.4 Optimale Produktwechselstrategie für eine Destillationskolonne 
Dieser Prozess ist an ein Beispiel aus der Arbeit von Li et al. (2000) angelehnt. Ein 
Gemisch aus 33 Mol% Methanol und 67 Mol% Wasser soll in einer Kolonne mit 20 
Böden getrennt werden. Der Feed hat eine Temperatur von 75°C und einen Volumen-
strom von 25 l/h. Er wird auf dem 13. Boden in die Kolonne eingeleitet. Am Kolonnen-
kopf herrscht Atmosphärendruck. Für alle Trennböden wird ein konstanter Bodenwir-
kungsgrad von 0,7 angenommen. Der Holdup im Kondensator, im Verdampfer und auf 
den einzelnen Trennstufen wird ebenfalls als konstant betrachtet. Als Stellgrößen erge-
ben sich die Heizleistung des Verdampfers und der Rücklauf. Der Prozess wird in 
ChemCAD abgebildet. Mit Hilfe dieses Modells soll eine Änderung der Kopfprodukt-
spezifikation von 90 Mol% auf 99,5 Mol% untersucht werden. Die Trennleistung der 
Kolonne muss demnach erhöht werden. Die Sumpfproduktreinheit beträgt bereits 99,5 
Mol% und wird beibehalten.  
Die einfachste Strategie besteht darin, die Stellgrößen auf die Werte zu setzen, die dem 
angestrebten stationären Zustand entsprechen, und zu warten, bis dieser sich eingestellt 
hat. Häufig werden auch vorhandene PID-Regler genutzt, um einen neuen Arbeitspunkt 
der Kolonne einzustellen. Bei stark nichtlinearen Prozessen ist die Reglerleistung dann 
jedoch oft nicht zufriedenstellend, da die Reglerparameter für einen Arbeitspunkt ange-
passt werden. Bleibende Regelabweichungen können auftreten (Li et al., 2000). Daher 
soll mit Hilfe der Prozessoptimierung eine Führungsstrategie abgeleitet werden, welche 
die Zeit bis zur Einstellung des neuen stationären Zustandes minimiert. 
Während der Optimierung wird die Abweichung der Produktreinheiten im Kopf xK und 
im Sumpf xS von den neuen Spezifikationen minimiert. Die entsprechende Zielfunktion 
lautet: 
( ) ( ){ } tdx(t)xx(t)xGmin t
0
2soll
SS
2soll
KK∫ −+−⋅  (4.1)
Der Faktor G dient zur Skalierung. Rücklaufverhältnis und Heizleistung werden so be-
schränkt, dass der Arbeitsbereich der Kolonne nicht verlassen wird.  
In Abbildung 4.8 sind die optimalen Profile der Stellgrößen aufgetragen. Die Umschal-
tung erfolgt zum Zeitpunkt t = 0.  
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Abbildung 4.8:  Optimale Profile der Stellgrößen 
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Abbildung 4.9:  Konzentrationsprofile bei konventioneller und optimierter Strategie 
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Vor der Umschaltung zum Zeitpunkt t = 0 entsprechen die Stellgrößen den stationären 
Werten des alten Arbeitspunktes mit Reinheiten von 90 Mol% im Kopf und 99,5 Mol% 
im Sumpf. Nach der Umschaltung nehmen sowohl das Rücklaufverhältnis als auch die 
Heizleistung zunächst ihre Maximalwerte an und nähern sich dann den Werten des 
neuen stationären Punktes. Mit dieser Fahrweise kann die gewünschte Kopfprodukt-
reinheit wesentlich schneller eingestellt werden als mit der konventionellen Strategie, 
bei der die Stellgrößen sofort auf die neuen stationären Werte gesetzt werden (siehe 
Abbildung 4.9).   
4.5 Optimale Temperaturführung eines Batch-Reaktors 
In einem ideal durchmischten Batch-Reaktor, der ebenfalls in ChemCAD modelliert 
wird, findet eine Folgereaktion statt: 
DCBA ID
I
C
I
B
I
A ⋅ν+⋅ν→⋅ν+⋅ν  
ECBD IIE
II
C
II
B
II
D ⋅ν+⋅ν→⋅ν+⋅ν  
D ist das gewünschte Produkt, E ein unerwünschtes Nebenprodukt. Die Reaktortempe-
ratur kann in einem Bereich zwischen 110°C und 190°C gesteuert werden. Die 
Anfangskonzentrationen der Edukte A und B sind vorgegeben. Beide Reaktionen sind 
von erster Ordnung in Bezug auf jedes Edukt und können mit einem Arrhenius-Ansatz 
beschrieben werden. Eine Erhöhung der Temperatur führt zu einer Beschleunigung der 
Reaktionsgeschwindigkeit. Allerdings werden beide Reaktionen verstärkt. Daher ist es 
ungünstig, über den gesamten Zeitraum der Charge mit einer sehr hohen Temperatur zu 
arbeiten. Die Temperaturführung des Reaktors ist so zu optimieren, dass die entstandene 
Menge an Produkt D nach einer bestimmten Chargenzeit tCh maximal ist. Das Optimie-
rungsproblem kann wie folgt formuliert werden: 
)t(nmax ChD  (4.2)
Als Nebenbedingung ist der Temperaturbereich 110°C ≤ T ≤ 190°C einzuhalten. Die 
Optimierungsergebnisse sind in Abbildung 4.10 und Abbildung 4.11 dargestellt. Die 
Temperatur sinkt im Chargenverlauf von einem hohen Wert zu Beginn langsam ab. Die 
gebildete Stoffmenge des Produktes D nimmt so stetig zu. 
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Abbildung 4.10:  Optimales Temperaturprofil im Reaktor 
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Abbildung 4.11:  Stoffmengen der einzelnen Komponenten im Reaktor 
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4.6 Optimale Betriebsführung des Batch-Polymerisationsprozesses 
Bei der Optimierung des in Kapitel 3 modellierten industriellen Batch-Prozesses spielen 
wirtschaftliche Aspekte die Hauptrolle. Das Ziel besteht in der Minimierung der Char-
genzeit tCh. Auf diese Weise können die Betriebskosten pro Charge gesenkt bzw. mehr 
Chargen in der gleichen Zeit produziert werden. Die Kapazität der Anlage kann somit 
gesteigert werden. Die Bedingungen am Ende der Charge bleiben während der Optimie-
rung konstant, d.h., die Produktspezifikationen werden nicht verändert. Die Prozess-
parameter und zeitlichen Profile der Steuergrößen sollen jedoch so ermittelt werden, 
dass diese Spezifikationen schnellstmöglich erreicht werden.  
Die Optimierung erfolgt mit Hilfe des entwickelten ChemCAD-Modells (Kapitel 3). 
Das Temperaturprofil des Reaktors, die eingesetzten Stoffmengen der Edukte sowie die 
einzuhaltenden Produktspezifikationen, die das Ende einer Charge charakterisieren, sind 
vorgegeben.  
Das zeitliche Profil des Rücklaufverhältnisses der Kolonne und der Umschaltzeitpunkt 
tP von Normaldruck auf Vakuum bilden die Optimierungsvariablen. Das Optimierungs-
problem kann wie folgt formuliert werden: 
( )pVCh t),t(Rtmin  (4.3)
Die Chargendauer tCh wird in Abhängigkeit vom Parameter tP, d.h. dem Umschaltzeit-
punkt von Normaldruck auf Vakuum, sowie vom zeitlichen Profil der Steuergröße, 
nämlich des Rücklaufverhältnisses, minimiert. 
Als Ungleichungsnebenbedingungen sind die Produktspezifikationen am Ende der 
Charge einzuhalten: 
[ ]( ) [ ]specCh COOHtCOOH ≤  (4.4)
[ ]( ) specCh ]OH[tOH ≤  (4.5)
[ ]( ) [ ]spec2Ch2 OHtOH ≤  (4.6)
Die Chargenzeit des Prozesses beträgt zwischen 15 und 25 Stunden. Die Kolonne fängt 
nicht gleich zu Beginn des Prozesses an zu arbeiten, sondern erst, wenn eine entspre-
chend große Menge an Wasser entstanden ist und aus dem Reaktor verdampft. Dieser 
Punkt wird nach ca. 6 Stunden erreicht. Für die Optimierung wird nur der Zeitraum 
danach bis zum Chargenende betrachtet. Er wird in Zeitintervalle von je 20 bzw. 30 
Minuten geteilt. Innerhalb eines jeden Zeitintervalls wird das Rücklaufverhältnis als 
konstant angenommen. Bei einer Anzahl von NZ Zeitintervallen ergeben sich aus den 
Werten des stückweise konstanten Rücklaufverhältnisses und dem Umschaltzeitpunkt 
von Normaldruck auf Vakuum NZ+1 Optimierungsvariablen. 
Folgende Beschränkungen für die Optimierungsvariablen werden vorgegeben: 
( ) NZ,..,1ifür200iR2,0 V =≤≤  (4.7)
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Chp ttmin480 ≤≤  (4.8)
Die untere Begrenzung von tP entspricht dem gegenwärtigen Umschaltzeitpunkt. Die 
betrieblichen Erfahrungen zeigen, dass vorher keine Druckabsenkung erfolgen sollte, da 
anderenfalls noch nicht abreagiertes Glykol zu stark verdampfen würde.  
Weiterhin muss sichergestellt werden, dass die Belastungsbereiche der Kolonne nicht 
verlassen werden. Entsprechend den Angaben des Packungsherstellers (Sulzer Chem-
tech, 1994, 1997, 1999) wird für den F-Faktor ein maximal zulässiger Wert von 
3 ³m/kgs/m festgelegt. 
Das Optimierungsproblem wird mit Hilfe des vorgestellten Algorithmus (Kapitel 4.1) 
und der entwickelten Software (Kapitel 4.2 und 4.3) gelöst. Als Startwerte für die Opti-
mierung werden das Profil des Rücklaufverhältnisses und der Umschaltzeitpunkt auf 
Vakuum aus dem Betriebsversuch vorgegeben. Die Optimierungsrechnungen werden 
auf einem PC mit 2,6 GHz Prozessortaktfrequenz, 1GB RAM und dem Betriebssystem 
Windows XP durchgeführt.  
Das optimierte Profil des Rücklaufverhältnisses ist in Abbildung 4.12 aufgetragen. Für 
die Umschaltung von Normaldruck auf Vakuum wurde ein Zeitpunkt von tP = 700 
Minuten ermittelt. Die Umschaltung erfolgt demnach 3,7 Stunden später als bei der bis-
herigen Betriebsstrategie (Abbildung 3.27). 
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Abbildung 4.12:  Optimierte Strategie für den Batch-Polymerisationsprozess 
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Abbildung 4.13 bis Abbildung 4.16 zeigen die simulierten Konzentrationsverläufe im 
Reaktor für die bisherige und die optimierte Fahrweise des Prozesses. Im Vergleich zur 
bisherigen können mit der optimierten Betriebsstrategie die Produktspezifikationen 
deutlich schneller erreicht werden. Das zeigt sich insbesondere am Verlauf der COOH-
Konzentration. Da das Diol im Überschuss eingesetzt wird, werden die Effekte im Ver-
lauf der OH-Konzentration weniger deutlich. Während der verlängerten Normaldruck-
phase der optimierten Strategie verbleiben sowohl mehr Glykol als auch mehr Wasser 
im Reaktor. Der positive Effekt der höheren Glykolkonzentration auf die Reaktion 
scheint jedoch in dieser Phase den hemmenden Effekt des Wassers zu überwiegen. Die 
Reaktion verläuft schneller. Das restliche Wasser sowie überschüssiges Glykol ver-
dampfen bei der Druckabsenkung und die Produktspezifikationen hinsichtlich Wasser-
anteil und OH-Konzentration werden erreicht. 
Zum Vergleich sind in den Diagrammen auch die Konzentrationsverläufe einer Simula-
tion aufgetragen, bei der lediglich die Vakuumphase wie bei der optimierten Strategie 
um 3,7 Stunden nach hinten verschoben wurde. Die Regelung erfolgt wie bei der bishe-
rigen Betriebsstrategie, d.h., während der Normaldruckphase wird zunächst eine hohe 
Destillatreinheit und die Vermeidung von Diolverlusten angestrebt, in der Vakuum-
phase hat die Wasserentfernung aus dem Reaktor Priorität. Die Unterschiede zur opti-
mierten Strategie sind nur gering. Das bedeutet, dass offenbar die Verschiebung der 
Vakuumphase den größten Effekt besitzt.  
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Abbildung 4.13:  Verlauf der COOH-Konzentration 
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Abbildung 4.14:  Verlauf der PEAG-Konzentration 
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Abbildung 4.15:  Verlauf der Wasserkonzentration 
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Abbildung 4.16:  Verlauf der OH-Konzentration 
 
Das Rücklaufverhältnis der optimierten Strategie steigt während der Normaldruckphase 
zunächst an (Abbildung 4.12). Die Ursache dafür bildet der zunehmende Glykolanteil 
im Dampf, der den Reaktor verlässt und als Feed in die Kolonne geleitet wird 
(Abbildung 4.17). Um zu vermeiden, dass dieses Glykol über Kopf verloren geht und 
somit der Reaktion nicht mehr zur Verfügung steht, muss eine gleichbleibend hohe 
Destillatreinheit gewährleistet werden. Das Rücklaufverhältnis wird entsprechend nach-
geführt. Bei der gegenwärtigen Reglung der Kolonne wird dasselbe Ziel verfolgt. Aus 
diesem Grund unterscheidet sich die optimierte Strategie in Bezug auf das Rücklaufver-
hältnis in der Normaldruckphase nur wenig von der bisherigen Betriebsführung. 
Während der Vakuumphase schwankt das Rücklaufverhältnis, jedoch auf einem sehr 
hohen Niveau (Abbildung 4.12). Es stellt sich die Frage, wie sensitiv der Prozess auf 
diese Schwankungen reagiert. Bei einem Rücklaufverhältnis von 20 wird bereits 95% 
der kondensierten Kopfdampfmenge zurückgeführt. Bei einem Rücklaufverhältnis von 
100 sind es 99%, bei einem Rücklaufverhältnis von 200 99,5%. Die Trennleistung der 
Kolonne lässt sich nicht proportional zur Erhöhung des Rücklaufverhältnisses beliebig 
steigern. Hinzu kommt, dass während der Vakuumphase nur noch äußerst geringe Men-
gen Wasser aus dem Reaktor verdampfen und der Feed der Kolonne aus nahezu reinem 
Glykol besteht (Abbildung 4.17). Es findet praktisch keine Trennung mehr statt. Das 
Glykol wird bei hohen Rücklaufverhältnissen im Kreislauf gefahren. Dieses Verhalten 
kann auch bei der bisherigen Betriebsstrategie beobachtet werden, bei der im späteren 
Chargenverlauf kaum noch Destillat abgezogen wird (Abbildung 3.30). 
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Abbildung 4.17:  Zusammensetzung des Dampfes aus dem Reaktor 
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Abbildung 4.18:  Vergleich von Betriebstrategien mit unterschiedlichen Rücklaufverhältnissen in der 
Vakuumphase 
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In Abbildung 4.18 sind die simulierten COOH-Konzentrationsverläufe für verschiedene 
Betriebsstrategien in der Vakuumphase aufgetragen. Bis zum Zeitpunkt t = 800 min 
folgt das Rücklaufverhältnis jeweils dem optimierten Profil (Abbildung 4.12). Danach 
wurden konstante Rücklaufverhältnisse von 100, 150 bzw. 200 eingestellt. Die Kon-
zentrationsverläufe unterscheiden sich nicht im Vergleich zu der Betriebsstrategie mit 
dem optimierten Rücklaufprofil für die gesamte Chargendauer.  
Die bisherigen Ausführungen zeigen, dass das optimierte Rücklaufprofil vor allem in 
der Normaldruckphase von Bedeutung ist. Die Schwankungen des Rücklaufverhältnis-
ses in der Vakuumphase haben kaum Einfluss. Dieses Schwingen, das in geringerer 
Ausprägung auch in der Normaldruckphase zu beobachten ist, wird durch den Optimie-
rungsalgorithmus verursacht. Im Mittel ist das Rücklaufverhältnis während der Normal-
druckphase ansteigend und während der Vakuumphase konstant.  
Eine Verlängerung der Normaldruckphase erscheint sinnvoll. Da bei verlängerter Nor-
maldruckphase die Unterschiede zwischen einer Prozessführung mit optimiertem 
Rücklaufverhältnis und mit der bisherigen Kolonnenregelung gering sind, wird emp-
fohlen, die aktuelle Kolonnenregelung beizubehalten und nur die Druckabsenkung spä-
ter einzuleiten. Diese Strategie ist in der Praxis leicht umzusetzen und erfordert keine 
aufwendigen Maßnahmen wie die Implementierung einer neuen Regelung.  
Da in der Realität aus technischen Gründen beispielsweise die Dauer der Dosierung 
oder des Aufheizens schwanken kann, ist es ungünstig, ein zeitliches Kriterium für die 
Umschaltung von Normaldruck auf Vakuum festzulegen. Günstiger wäre es, die abge-
zogene Destillatmenge zu betrachten. Bei der bisherigen Strategie erfolgt die Umschal-
tung, wenn ca. 72,5% des entstehenden Wassers aus dem Reaktor entfernt wurden. Bei 
der optimierten Strategie werden ca. 95% des entstehenden Wassers während der Nor-
maldruckphase entfernt.  
Bei der Bewertung der Optimierungsergebnisse ist die Genauigkeit des verwendeten 
Modells zu berücksichtigen. In Abschnitt 3.7 wurde darauf verwiesen, dass die 
Reaktionsgeschwindigkeit gegen Ende unterschätzt wird. Das bedeutet, dass in der 
Realität die Konzentrationsverläufe im Reaktor im Bereich hoher Umsätze weniger 
flach verlaufen. Die zeitlichen Unterschiede beim Erreichen der Produktspezifikationen 
würden somit weniger stark voneinander abweichen und die Verkürzung der Chargen-
dauer geringer ausfallen als in der Simulation, bei der diese ca. 10 Stunden beträgt 
(Abbildung 4.13).  
Eine Überprüfung der Optimierungsergebnisse kann nur durch Versuche erfolgen. Bei 
diesen müsste untersucht werden, bis zu welchem Punkt sich eine Verlängerung der 
Normaldruckphase tatsächlich positiv auswirkt. Zwei Technikumsversuche wurden 
bereits durchgeführt. Ein Versuch sollte die bisherige Betriebsstrategie abbilden. Bei 
dem zweiten Versuch erfolgte die Druckabsenkung erst nach Entfernung von 95% des 
entstehenden Wassers. Dabei konnte keine Zeitersparnis festgestellt werden. Das kann 
zum einen daran liegen, dass die Normaldruckphase schon zu stark verlängert wurde 
und die negativen Effekte der höheren Wasserkonzentration wieder überwiegen. Zum 
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anderen stellt sich die Frage, inwieweit die durchgeführten Technikumsversuche auf 
den betrachteten großtechnischen Prozess übertragbar sind. Im Technikum dauert die 
Reaktion lediglich 8 Stunden und auch die Regelung erfolgt etwas anders. Für eine ab-
schließende Beurteilung wären daher weitere Versuche erforderlich.     
Zusammenfassend kann festgestellt werden, dass mit Hilfe des ChemCAD-Modells 
sowie des vorgeschlagenen Optimierungskonzepts Aussagen zur Verbesserung der 
Betriebsführung des Batch-Polymerisationsprozesses getroffen werden können. Diese 
konnten vorher so nicht abgeleitet werden, da die komplexen Wechselwirkungen aller 
Einflussparameter auf den dynamischen Prozess mit rein empirischen Beobachtungen 
nicht erfasst werden können.  
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5 Zusammenfassung und Ausblick 
Im Rahmen der vorliegenden Arbeit wurde ein neues Konzept zur Optimierung kom-
plexer dynamischer Prozesse entwickelt. Dazu wurde über eine VB-Schnittstelle die 
Anbindung eines stochastischen Optimierungsverfahrens an den Fließbild-Simulator 
ChemCAD realisiert. Der verwendete Optimierungsalgorithmus benötigt keine Infor-
mationen über den Aufbau und die mathematische Struktur des Prozessmodells. Daher 
ist er besonders für die Kopplung mit sequentiell-modularen Simulatoren geeignet. Vor-
handene Prozessmodelle können ohne Änderungen einer Optimierung unterzogen wer-
den. Bei der Erstellung neuer Modelle für die Optimierung kann weiterhin die Komfor-
tabilität und das gesamte Know-how des Simulators genutzt werden.   
Das entwickelte Optimierungskonzept wurde zunächst anhand zweier Beispielprozesse 
aus der Literatur erfolgreich gestestet. Für eine Kolonne, in der ein Methanol-Wasser-
Gemisch getrennt wird, wurden die optimalen Profile des Rücklaufverhältnisses und der 
Heizleistung bei einem Wechsel der Produktspezifikationen ermittelt. Für einen Batch-
Reaktor, in dem eine Folgereaktion stattfindet, konnte gezeigt werden, dass bei optima-
ler Temperaturführung die Bildung des unerwünschten Folgeproduktes minimiert wer-
den kann.    
Ein weiterer Schwerpunkt der Arbeit bestand darin, die Betriebsführung eines Batch-
Prozesses zur Herstellung von Polyesterolen bei der BASF Schwarzheide GmbH zu 
optimieren. Zu diesem Zweck musste zunächst ein Modell des Prozesses entwickelt 
werden. Umfangreiche Literaturstudien zur Beschreibung von Polykondensationsreakti-
onen wurden durchgeführt. Die verbreiteten Kinetikmodelle arbeiten ausschließlich mit 
funktionellen Gruppen und können nicht ohne Weiteres in ChemCAD implementiert 
werden. Die Abbildung von Molmassenverteilungen erfordert ebenfalls großen Pro-
grammieraufwand und führt zu sehr komplexen Modellen mit langen Simulationszeiten. 
Daher wurde ein eigener Ansatz zur Beschreibung der Polykondensation entwickelt, der 
vereinfachend auf einer zweistufigen Reaktion beruht. Die kinetischen Parameter wur-
den aus Literatur- und Betriebsdaten bestimmt. Obwohl diese und auch die thermody-
namischen Parameter mit stärkeren Unsicherheiten behaftet sind, kann das Modell den 
Prozess zufriedenstellend abbilden. Zur Verbesserung der Modellgenauigkeit sind 
jedoch neue experimentelle Untersuchungen wünschenswert. 
Das Ziel der Optimierung bildet die Minimierung der Chargendauer des Prozesses. Als 
Steuergrößen dienen das zeitliche Profil des Rücklaufverhältnisses sowie der Umschalt-
zeitpunkt von Normaldruck auf Vakuum. Die Ergebnisse zeigen, dass in einer Verlän-
gerung der Normaldruckphase das größte Optimierungspotential liegt. Das optimierte 
Rücklaufprofil weist dagegen nur wenig Unterschied zur gegenwärtigen Regelstrategie 
auf. Weiterhin wird deutlich, dass in der Vakuumphase kaum Optimierungspotential bei 
der Kolonnensteuerung besteht, da in dieser Phase praktisch keine Trennung von Diol 
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und Wasser mehr stattfindet. In der Simulation verringert sich die Chargendauer durch 
die optimierte Betriebsstrategie um ca. 10 Stunden. Aufgrund der Unsicherheiten bei 
der Bestimmung der Kinetik muss aber davon ausgegangen werden, dass die Reaktion 
gegen Ende etwas weniger langsam verläuft und somit das zeitliche Einsparpotential in 
der Praxis geringer ausfällt. Zur Verifizierung sind Versuche nötig.    
Die Ergebnisse dieser Arbeit zeigen, dass die Verbindung eines verbreiteten kommer-
ziellen Simulationswerkzeuges wie des Fließbild-Simulators ChemCAD mit einem sto-
chastischen Optimierungsalgorithmus für die Prozessoptimierung gut geeignet ist. Auf 
diese Weise können auch für komplexe dynamische Prozesse mit vertretbarem Auf-
wand detaillierte rigorose Modelle erstellt und einer Optimierung unterzogen werden. 
Die vorliegende Arbeit leistet damit einen Beitrag, um die Lücke zwischen den Mög-
lichkeiten moderner Optimierungsmethoden und deren Anwendung in der industriellen 
Praxis zu verringern. Die Beispiele belegen, dass das entwickelte Optimierungskonzept 
vielfältig eingesetzt werden kann, um die Betriebweise unterschiedlicher dynamischer 
Prozesse im Hinblick auf vielfältige Zielstellungen zu optimieren.   
Das Ziel dieser Arbeit (Kapitel 2.2.3), nämlich 
 die Erweiterung der Optimierungsmöglichkeiten mit ChemCAD, insbesondere 
die universelle Optimierung der Prozessführung mit beliebigen ChemCAD-
Modellen 
wurde somit erreicht. 
Gegenwärtig nimmt die Optimierung des betrachteten Batch-Polymerisationsprozesses 
sowie vergleichbar komplexer und langer Prozesse noch sehr viel Zeit in Anspruch. Es 
ist aber zu erwarten, dass mit der stetigen Verbesserung der Rechentechnik und der 
Simulationssoftware Optimierungsaufgaben zukünftig stabiler und in kürzerer Zeit ge-
löst werden können. Weitere Modifikationen des Optimierungsalgorithmus sind eben-
falls denkbar, da erwartet werden kann, dass die aktuellen Forschungsarbeiten auch auf 
diesem Gebiet Weiterentwicklungen hervorbringen werden. 
Die Anwendung auf andere Prozesse und Fragestellungen könnte zusätzliche Erkennt-
nisse über die Leistungsfähigkeit und die Verbesserungsmöglichkeiten der vorgestellten 
Optimierungsmethodik liefern. Denkbar wäre beispielsweise, bei der Optimierung von 
zeitlichen Steuergrößenprofilen eines dynamischen Prozesses die Länge der Diskretisie-
rungsintervalle in das Optimierungsproblem einzubeziehen.  
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6 Anhang 
6.1 Kinetische Daten für die unkatalysierte Reaktion von Adipin-
säure und Ethylenglykol aus der Literatur 
 
Beigzadeh et al. (1995) 
T 
[COOH]0 
r0 
160 °C 
8,2261 mol/kg 
1,5496 
170 °C 
8,2196 mol/kg 
1,5523 
180 °C 
9,3618 mol/kg 
1,0741 
180 °C 
8,2356 mol/kg 
1,5430 
180 °C 
7,916 mol/kg 
1,7008 
 t [min] U [-] t [min] U [-] t [min] U [-] t [min] U [-] t [min] U [-] 
 0,0 0,0000 0,0 0,0000 0,0 0,0000 0,0 0,0000 0,0 0,0000
 19,9 0,2609 21,1 0,3373 20,9 0,3944 20,7 0,4285 20,2 0,4607
 40,5 0,4215 40,2 0,4942 40,8 0,5402 41,0 0,5899 40,5 0,6176
 60,2 0,5130 59,9 0,5857 60,2 0,6124 59,9 0,6777 60,6 0,7146
 79,7 0,5630 80,1 0,6496 79,7 0,6735 80,5 0,7453 79,7 0,7536
 99,5 0,6223 98,9 0,6868 99,3 0,6987 100,1 0,7862 99,3 0,7963
 129,3 0,6569 129,4 0,7352 129,4 0,7361 129,9 0,8208 129,4 0,8346
 160,2 0,7118 160,4 0,7689 159,9 0,7753 158,5 0,8453 160,0 0,8545
 189,7 0,7298 190,2 0,7989 189,8 0,7869 190,7 0,8643 190,2 0,8854
 220,3 0,7488 220,0 0,8197 220,4 0,8114 220,9 0,8796 220,9 0,8961
 280,7 0,7849 280,5 0,8475 280,2 0,8291 280,3 0,9000 281,0 0,9166
 340,1 0,8109 339,9 0,8606 340,7 0,8532 340,5 0,9112 340,4 0,9260
 430,6 0,8208 430,4 0,8788 430,8 0,8724 430,6 0,9230 430,9 0,9341
 520,3 0,8381 520,1 0,8823 520,9 0,8796 520,4 0,9256 520,3 0,9375
 600,2 0,8414 600,4 0,8847 601,6 0,8866 601,4 0,9289 600,6 0,9399
 
Chen und Hsiao (1981), Chen und Wu (1982) 
T 
[COOH]0 
r0 
140 °C 
6,6410 mol/kg 
2,4973 
160 °C 
9,5920 mol/kg 
1,0005 
160 °C 
6,1745 mol/kg 
2,8128 
166 °C 
9,5920 mol/kg 
1,0049 
180 °C 
8,1660 mol/kg 
1,5914 
 t [min] U [-] t [min] U [-] t [min] U [-] t [min] U [-] t [min] U [-] 
 0,0 0,0000 0,0 0,0000 0,0 0,0000 0,0 0,0000 0,0 0,0000
 30,9 0,2825 32,0 0,3804 30,0 0,4350 32,7 0,4126 23,8 0,6677
 65,6 0,3940 61,9 0,5221 57,6 0,5803 62,1 0,5711 55,8 0,7635
 121,7 0,5325 120,8 0,6457 116,0 0,7147 118,3 0,6769 125,8 0,8569
 184,5 0,6209 187,2 0,7143 177,0 0,7873 196,1 0,7361 179,0 0,8893
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Chen und Hsiao (1981), Chen und Wu (1982) (Fortsetzung) 
T 
[COOH]0 
r0 
140 °C 
6,6410 mol/kg 
2,4973 
160 °C 
9,5920 mol/kg 
1,0005 
160 °C 
6,1745 mol/kg 
2,8128 
166 °C 
9,5920 mol/kg 
1,0049 
180 °C 
8,1660 mol/kg 
1,5914 
 t [min] U [-] t [min] U [-] t [min] U [-] t [min] U [-] t [min] U [-] 
 240,6 0,6787 241,9 0,7415 236,6 0,8303 242,2 0,7583 235,1 0,9099
 298,5 0,7090 301,0 0,7595 297,6 0,8601 297,4 0,7718 297,2 0,9213
 361,0 0,7413 362,4 0,7730 359,0 0,8745 359,6 0,7857 357,0 0,9291
 433,3 0,7598 422,9 0,7833 422,7 0,8884 421,6 0,7925 419,0 0,9344
 617,5 0,8016 481,2 0,7932 473,1 0,8948 479,0 0,8029 482,5 0,9396
 660,2 0,8105   542,2 0,9046 540,3 0,8112 542,9 0,9408
 722,3 0,8204   602,6 0,9119 478,2 0,8019 594,8 0,9441
 778,1 0,8262   785,5 0,9282 600,7 0,8139 659,8 0,9463
 854,9 0,8350   844,5 0,9340 661,2 0,8233 721,0 0,9500
       779,1 0,8390 840,9 0,9503
       855,1 0,8446 907,5 0,9546
 
Chen und Hsiao (1981), Chen und 
Wu (1982) 
Kuo und Chen (1989) 
T 
[COOH]0 
r0 
180 °C 
6,251 mol/kg 
2,8000 
180 °C 
5,453 mol/kg 
3,5546 
140 °C 
7,5221 mol/kg 
1,9336 
140 °C 
6,6482 mol/kg 
2,4923 
140 °C 
9,3849 mol/kg 
1,0824 
 t [min] U [-] t [min] U [-] t [min] U [-] t [min] U [-] t [min] U [-] 
 0,0 0,0000 0,0 0,0000 0,0 0,0000 0,0 0,0000 0,0 0,0000
 26,1 0,6274 62,1 0,7277 60,5 0,3495 30,1 0,2891 30,2 0,2533
 45,0 0,7222 118,6 0,8442 122,0 0,5086 59,9 0,3908 121,2 0,6031
 105,6 0,8525 253,3 0,9191 182,2 0,6296 121,5 0,5142 182,5 0,6748
 165,4 0,9042 295,2 0,9340 243,7 0,6522 181,8 0,6121 243,8 0,7474
 226,9 0,9252 424,0 0,9563 302,0 0,6747 242,8 0,6545 302,6 0,7795
 286,8 0,9402 485,2 0,9585 361,6 0,7099 301,1 0,6731 361,9 0,7813
 362,7 0,9464 543,3 0,9617 422,2 0,7332 360,7 0,7083 422,9 0,7983
 410,7 0,9461 602,2 0,9660 422,6 0,7341 423,1 0,7119 484,8 0,8019
 475,0 0,9519 661,8 0,9692 484,5 0,7432 485,0 0,7503 547,2 0,8007
 534,6 0,9546 723,0 0,9709 546,0 0,7610 546,0 0,7650 607,8 0,8074
 593,5 0,9568 798,8 0,9740 607,4 0,7788 608,3 0,7900   
 650,8 0,9591 843,8 0,9774       
 715,0 0,9618         
 772,2 0,9589         
 835,0 0,9657         
 885,3 0,9669         
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Kuo und Chen (1989) 
T 
[COOH]0 
r0 
160 °C 
6,1745 mol/kg 
2,8696 
180 °C 
9,4109 mol/kg 
1,0729 
180 °C 
7,3334 mol/kg 
2,0394 
 t [min] U [-] t [min] U [-] t [min] U [-] 
 0,0 0,0000 0,0 0,0000 0,0 0,0000
 30,3 0,5367 30,5 0,3034 30,0 0,6232
 61,0 0,6369 60,9 0,4932 60,7 0,7369
 122,1 0,7666 121,5 0,6531 121,4 0,8483
 183,1 0,7701 183,5 0,7868 182,4 0,8772
 244,1 0,8133 243,1 0,8331 243,4 0,9046
 301,9 0,8493 302,4 0,8517 302,6 0,9223
 362,0 0,8702 422,6 0,8761 361,8 0,9385
 422,6 0,8872 485,9 0,8892 422,0 0,9451
 485,0 0,9003 546,5 0,9047 485,2 0,9543
 546,0 0,9070 607,9 0,9090 546,7 0,9578
 607,9 0,9193   608,2 0,9685
 
6.2 Physikalische und thermodynamische Eigenschaften von DEA 
und PEAG 
Eigenschaft  DEA PEAG 
Molekulargewicht [g/mol] 362,36 1783,77 
Siedetemperatur [K] 677,56 966,23 
Kritische Temperatur [K] 785,25 994,46 
Kritischer Druck [kPa] 1436,53 238,94 
Kritisches Volumen [cm³/mol] 1,05·103 5,14·103 
Molare Standard-Bildungsenthalpie [J/mol] -1,32·106 -5,81·106 
Molare freie Gibb’sche Standard-
Bildungsenthalpie 
[J/mol] -1,83·106 -8,41·106 
Molare Verdampfungswärme [J/mol] 47652,67 26482,32 
Azentrischer Faktor [-] 2,3271 4,9473 
Löslichkeitsparameter [(J/m³)0,5] 13684,71 3053,95 
Der azentrische Faktor wurde nach der Methode von Lee-Kessler (Chemstations, 
2003d) bestimmt. Alle anderen Eigenschaften wurden nach Constantinou und Gani 
(1994) vorausberechnet (Frommelt, 2004). 
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6.3 Stoffwerte prozessrelevanter Spezies 
Quelle: BatchCAD Stoffdatenbank und –berechnungsmethoden (Aspen Technology, 
Inc.), BASF Schwarzheide GmbH 
Dyn. Viskosität 
[mPa·s] 
Dichte 
[kg/m³] 
Spezies Summen- 
formel 
Molare 
Masse 
[g/mol] 
Schmelz- 
punkt 
[°C] 
bei 120°C bei 250°C bei 120°C bei 250°C
Adipinsäure C6H10O4 146,14 153 4,5 1,2 1090 1000 
Ethylenglykol C2H6O2 62,07 -11,5 1,4 0,5 1030 920 
Wasser H2O 18,02 0 0,23 0,11 966 931 
Polyester 
(Endprodukt) 
Verteilungs- 
funktion 
28..55 142 31 1160 1060 
6.4 Daten ausgewählter Packungstypen 
Quellen: Chemstations (2003e), Kister (1992), Sattler (1995), Sulzer Chemtech (1994, 
1997, 1999) 
6.4.1 Allgemeine Daten 
Typ Material Beschreibung a ε 
   [m²/m³] [-] 
MELLAPAK 
250.X/250.Y 
Gelochtes Blech, 
Oberfläche geriffelt 
Wellblechartig geformt, angrenzende 
Schichten um 90° versetzt 
250 0,998 
OPTIFLOW 
OF.C 36 
Gelochtes Blech, 
Oberfläche geriffelt 
Rautenförmige Teilflächen, Flügelrad-
ähnliche Anordnung, Oktaeder-Gitter 
211 0,989 
SULZER BX Gelochtes Metall-
gewebe 
Wie MELLAPAK 492,1 0,9 
6.4.2 Bravo, Rocha und Fair (Bravo et al., 1985; Rocha et al., 1993, 1996) 
Typ α B H S 
 [°] [mm] [mm] [mm] 
MELLAPAK 250.X 30 24,1 11,9 17 
MELLAPAK 250.Y 45 24,1 11,9 17 
SULZER BX 60 12,7 6,4 8,9 
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6.4.3 Billet und Schultes (1991, 1993a, 1993b, 1995, 1999) 
Typ CL CV CFL CS 
 [-] [-] [-] [-] 
MELLAPAK 250.Y 1,332 0,419 2,464 3,157 
 
Die Parameter CFL und CS fließen in Korrelationen zur Berechnung hydraulischer Grö-
ßen ein (Billet und Schultes, 1991, 1993). Obwohl Druckverlust und Holdup in dieser 
Arbeit vorgegeben und nicht durch ChemCAD berechnet werden, müssen alle Parame-
ter im Simulator festgelegt werden. 
6.5 Orthogonalisierung nach Gram-Schmidt 
Sei V ein euklidischer Vektorraum. Eine Orthogonalbasis C = { }n1 c,..,c  von V ist eine 
Basis von V, für die gilt: 
ji0c,c ji ≠∀=  
Jedes Orthogonalsystem ist linear unabhängig. Ist außerdem jeder Basisvektor normiert, 
d.h. 1c,c ii = , bildet C ein Orthonormalsystem. 
Mit Hilfe des Gram-Schmidt-Verfahrens kann zu einem endlichen System C = { }n1 c,..,c  von linear unabhängigen Vektoren induktiv ein Orthogonalsystem B = { }n1 b,..,b  nach folgender Vorschrift gebildet werden: 
1. 11 cb =  
2. Für 2 ≤ k ≤ n 
∑−
= 





−=
1k
1j
j
jj
jk
kk bb,b
b,c
cb  
Ausführliche Herleitungen des Verfahrens finden sich u.a. in Meister (1999) und 
Kanzow (2005). 
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