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 Abstract 
Cloud computing service emerged as an essential component of the Enterprise IT 
infrastructure. Migration towards a full range and large-scale convergence of Cloud 
and network services has become the current trend for addressing requirements of the 
Cloud environment. Our approach takes the infrastructure as a service paradigm to 
build converged virtual infrastructures, which allow offering tailored performance and 
enable multi-tenancy over a common physical infrastructure. Thanks to virtualization, 
new exploitation activities of the physical infrastructures may arise for both transport 
network and Data Centres services. This approach makes network and Data Centres’ 
resources dedicated to Cloud Computing to converge on the same flexible and 
scalable level. The work presented here is based on the automation of the virtual 
infrastructure provisioning service. On top of the virtual infrastructures, a coordinated 
operation and control of the different resources is performed with the objective of 
automatically tailoring connectivity services to the Cloud service dynamics. 
Furthermore, in order to support elasticity of the Cloud services through the optical 
network, dynamic re-planning features have been provided to the virtual infrastructure 
service, which allows scaling up or down existing virtual infrastructures to optimize 
resource utilisation and dynamically adapt to users’ demands. Thus, the dynamic re-
planning of the service becomes key component for the coordination of Cloud and 
optical network resource in an optimal way in terms of resource utilisation. The 
presented work is complemented with a use case of the virtual infrastructure service 
being adopted in a distributed Enterprise Information System, that scales up and down 
as a function of the application requests.  
  
Introduction 
Cloud computing services are one of the fastest growing business opportunities for 
Internet service providers and telecom operators [1]. The emergence of even more 
resource demanding services, which hold high-performance, high-capacity, network-
based applications with strict IT (e.g. computing and data repositories) resource 
requirements are driven by many technological advances. Distributed computing 
systems and large-scale computer networks supporting both communication and 
computation are able to run distributed high-performance applications. However, 
these applications require specific Cloud services that involve distributed IT resources 
interconnected through high-capacity, high-performance, and flexible networks, 
which cannot be intrinsically delivered by the current best-effort Internet [2]. In 
response to these needs, optical networking offers very high-capacity transport with 
increased dynamicity and flexibility through recent control planes, resource 
virtualisation and elastic mechanisms. 
Optical networks enhanced with Generalized Multi-Protocol Label Switching 
(GMPLS) based protocols and Path Computation Element (PCE) offer the 
opportunity to automatically control, provision, and operate wavelength switched 
optical networks (WSON) connections [3]. GMPLS has proven itself to play an 
important role in realizing interconnections of a wide variety of resources, or even 
geographically distributed Data Centres (DCs). On the other hand, research and 
development on optical networks have matured considerably over the past decade, 
being deployed by telecom network operators all over the world.  
Foster et al. stated in [4] that when plugging an electric appliance into an outlet, we 
care neither how electric power is generated nor how it gets to that outlet. This is 
possible because electricity is virtualized; that is, it is already available from a wall 
socket that hides power generation stations and a huge distribution grid. In fact, they 
claim, when extending this approach to information technologies, this concept means 
delivering useful functions while hiding how their internal works. Computing itself, to 
be considered fully virtualized, must allow computers to be built from distributed 
computing devices such as processing, data, and software resources. In this sense, 
Cloud computing, through fully virtualized environments, has emerged as a key 
paradigm providing services addressing user’s requirements over the Internet. 
However, one essential point that none of the countless definitions of Cloud 
computing addresses is the network availability or the Quality of Service (QoS) [5], 
which at the end impacts over the Quality of Experience (QoE), i.e. on how the end-
user appreciates the Cloud services offered within the DCs. The Cloud computing 
paradigm typically considers the network to be always available and provisioned, 
which is not necessarily true, since applications or services running on a given 
instance of the distributed environment may be affected by network performance, 
throughput, or even delay. In order to dynamically provision Cloud resources located 
at the Data Centres and gain full benefit of these, it is crucial to have control over the 
quality of the network connections.  
The migration towards a full range and large-scale convergence of Cloud and network 
services has become the current trend, which implies the extension of the 
virtualisation concept from only computing to a joint computing and networks 
consideration. In fact, resource virtualisation is envisaged as the process that will 
homogenize both Cloud and network resources through the provisioning of combined 
IT and network Virtual Infrastructures (VIs). Converged virtualisation in multi-tenant 
environments allows the usage optimisation of the hardware devices, and therefore it 
actually avoids having an infrastructure with many similar devices performing much 
less than 100% just because they have to be under different administrative domains 
[6].  
Network virtualisation is recognised as an enabling technology for the future Internet. 
Through dynamic mapping of virtual resources onto physical hardware, the benefit 
from the existing hardware can be maximized. Optimal dynamic resource allocation 
mechanisms, leading to the self-configuration and organisation of future networks, 
will be necessary in order to provide customised services to the end-users. However, 
several challenges emerge on the arena derived from the virtualisation environments, 
and even derived from the nature of the optical substrate itself, with new types of 
constraints when compared to electrical ones.  
In [17, 23] the authors provided a general overview of the different challenges still to 
be solved in generic network virtualisation environments (NVEs), concluding that the 
materialisation of an NVE needs to satisfy the requirements sets by its characteristics 
and design goals. They claim that there is still research to go in order to achieve an 
open, flexible, and heterogeneous NVE. In [21] the authors considered that the 
application of the virtualisation technology relies on algorithms that can instantiate 
virtualised networks on a substrate infrastructure, optimising the layout for service-
relevant metrics. They provided a complete survey of the current research in the 
network virtualisation area; based upon a novel classification scheme for the different 
algorithms, a taxonomy and classification of the current research approaches is 
provided in the manuscript.  
Finally, in [22] the authors presented Integer Linear Programming (ILP) formulations 
to optimally allocate virtual optical networks over a given transparent optical physical 
substrate. The article focused on the different optical aspects of the substrate, 
although it provided formulations that serve the purpose of building either completely 
transparent virtual optical networks or opaque ones, where electrical termination 
capabilities were assumed at each virtual node.  
Thus, as a primary conclusion, both IT and network virtualisation, through the 
abstraction of the physical devices as totally manageable, independent logical objects 
allow applications to easily deploy new services on top of such virtualised 
infrastructures. Major motivations to apply virtualisation for bringing together the 
clouds and the networks are cited in [6], and can be summarized as: (i) lower 
infrastructure operational costs; (ii) enable new business models; (iii) federate 
heterogeneous infrastructures; (iv) integrate different type of hardware in applications 
with service-oriented architectures; (v) scale infrastructure on-demand or elasticity; 
(vi) and reduce environmental impact.  
In this context, the Generalised Architecture for Dynamic Infrastructure Services 
(GEYSERS) European project proposed the interconnection of IT resources through 
WSON networks in a converged infrastructure that can support delivery of end-to-end 
services through joint provisioning of Optical Network + IT resources at the edges. 
The project adopted the concept of the Infrastructure as a Service (IaaS) facilitated 
through virtualization of the combined DC and network infrastructure in order to offer 
performance advantages and enable sharing of physical resources, which brings new 
exploitation opportunities for the underlying physical infrastructures, both transport 
network and Data Centres. This approach makes network and IT resources dedicated 
to Cloud Computing converge on the same flexible and scalable layer. 
The rest of the manuscript is structured as follows. Next section contains a brief 
description of the overall proposed architecture for coordinated Cloud and Network 
virtualisation and provisioning. Then, a first approach to virtual infrastructures 
provisioning, operation and dynamic re-planning is provided. Re-planning results 
presented in Section 3 comprehend one of the most representative results of the 
proposed solution. The next section provides an example of a large-scale Cloud 
Enterprise System deployment and how it is deployed over a managed virtual 
infrastructure. Finally, the article closes with conclusions and future research 
directions.  
The GEYSERS approach: Bringing together Data Centres 
and Optical Networks 
The Generalized Architecture for Dynamic Infrastructure Services (GEYSERS) 
project builds on the concept of Infrastructure-as-a-Service (IaaS). The project 
proposes a bottom-up architecture following an approach capable of providing 
dynamic, cost-efficient, and mission-specific virtual infrastructures that can be 
operated and managed by a virtual infrastructure composition layer and controlled by 
means of an enhanced IT- and energy-aware Network Control Plane. Within this 
concept of convergence and coordination, high-end IT resources such as Data Centres 
are fully integrated with the network service procedures, both at the infrastructure 
planning and connection provisioning stages.  
This concept results in a new role for carriers that own their infrastructure by enabling 
them to offer their optical network integrated with IT infrastructures, either owned by 
them or by third-party providers, as a service. Resource sharing among virtual 
infrastructures allows for optimal utilization of the physical infrastructure; 
furthermore, the layered architecture allows virtual infrastructures to adapt to the 
effective load, and takes into account energy-efficiency considerations. Figure 1 
depicts the layered architecture built on top of the heterogeneous physical 
infrastructure, composed of IT resources and optical network resources. The 
architecture provides converged planning and coordinated provisioning of both types 
of resources, enabling the new emerging application to run seamlessly over converged 
virtual infrastructures. 
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VI, the topology describing how they should be connected, and the associated lifetime. 
When the operator requests a converged VI with both IT and network resources, the 
request is received at the internal LICL virtualization allocator through the LICL 
service interface. The algorithms utilized for planning the VI are explained later in 
this section. The state of a virtual infrastructure always depends on the different states 
of the virtual resources that compose it. Hence only once all resources of the virtual 
infrastructure could have been allocated, the VI moves to the planned state 
(PLANNED in Figure 2), otherwise the request is rejected. Once the VI is planned, its 
different virtual resources are created with the different parameters given in the VI 
request, and if the creation is successful, it moves to the configured state 
(CONFIGURE in Figure 2). The virtual infrastructure becomes up once all of its 
virtual resources have been instantiated on the physical resources to which they had 
been assigned (UP in Figure 2). It is then ready to be handed over to the users (i.e. 
virtual network operators), who can proceed with operating the network resources, 
installing applications or even create new virtual nodes. At the end of the reserved 
lifetime of a virtual infrastructure, all its virtual resources are decommissioned. 
When providing virtual infrastructures composed of both IT and network resources as 
a service, the first problem in the management is the parameterization of the virtual 
infrastructure itself; i.e. the description of all the involved resources and their 
interconnections. This is performed through a semantic resource description-
modelling framework, the aforementioned IMF, which converges cloud and optical 
network resources at the LICL level [8]. It becomes one of the basic components of 
the on-demand provisioning system, since it provides common description of Cloud 
and high-capacity network resources.  
Furthermore, virtual infrastructures need to be appropriately designed and operated to 
address the very dynamic and unpredictable traffic profiles and service characteristics 
they are supposed to support. As an example, underestimating the required network 
and IT resources may lead to an inability to satisfy end-users requirements, whereas 
an overestimation may lead to over-provisioning of resources and hence increased 
operational and capital expenditures (OpEx and CapEx). In this context, optimal VI 
planning with respect to specific objectives of interest plays a key role in order to 
enable the IaaS paradigm into our proposal. Virtualisation, and, in detail, virtual 
network planning into the physical infrastructure is a well-studied topic in the 
literature [17, 21, 22, 23]. The VI planning algorithm through the GEYSERS 
architecture is realised into the LICL layer. Using as a basis the unified resource 
model that converges IT and network resources, several studies and analysis have 
been performed in order to benchmark the architecture [27]. In [9], Georgakilas et al. 
proposed, through detailed integer linear program modelling, one algorithm aiming at 
minimize the overall power consumption of the virtual infrastructure itself. In [10], 
Peng et al. considered that the composition method for virtual infrastructures should 
become aware of the different physical layer impairments that can later on affect onto 
the infrastructure operation. Finally, also through the GEYSERS architecture, in [11] 
the authors compared the performance of the planning algorithm in terms of the 
number of virtual infrastructures that can be provisioned depending on the switching 
capability of the substrate contained in the semantic description model (e.g. 
wavelength switching or spectrum switching). 
However, those studies considered an offline approach, where the set of virtual 
infrastructures to be provisioned was known in advance and fixed. Given that the 
volume and type of service requests is not precisely known in advance, the required 
virtual infrastructure capacity may need to scale up and down on demand to ensure 
that all service requests can be supported in an efficient manner. This in practice can 
be performed through dynamic VI re-planning. Although the VI planning and re-
planning algorithms are realised in the LICL layer, the triggering for the planning 
process comes from the upper layers into the presented architecture.  
An issue of concern when dealing with dynamic re-planning of VIs is how to deal 
with existing service requests (i.e. already planned, and deployed virtual 
infrastructures) during the reconfiguration time of the given VI. From the pure 
business perspective, service disruption considerations are of capital importance, 
since there is no re-planning that can affect any of the currently provisioned service 
requests. This approach may not provide a globally optimal solution for the planning 
problem. However, it will ensure the infrastructure provider will meet the expected 
quality of service required in terms of disruptions. On the other hand, Dynamic 
Virtual Network Embedding approaches aim at reconfiguring the mapped virtual 
networks in order to recognize the resource allocation and optimise the global 
utilisation of the substrate resources.  
This issue is analysed in [24]. The authors realize that most of the service requests 
rejections are caused by the bottlenecked substrate links. In order to improve the 
rejection ratio and the load balance in the substrate network, they propose a reactive 
and iterative algorithm (called virtual network reconfiguration). The algorithm just 
runs when a VI request is rejected. It works as follows. In first place it sorts the 
mapped virtual nodes by their suitability for migration, then it migrates the most 
suitable virtual node and its attached virtual links to another substrate node, and tries 
to map again the request. If the network cannot be mapped, the next iteration of the 
algorithm migrates the following virtual node and the process is repeated until the 
whole request is mapped or until a predefined number of iterations. Performance 
results presented a significant increase of mapped requests after the reconfiguration 
algorithm is applied. Dynamic re-planning is also considered in [25] by means of 
migrations when service access position changes, and in [26], where a heuristic 
uncoordinated is proposed to reduce the cost of periodic access position changes. 
Following the business considerations within the GEYSERS project, and the 
ecosystem of our proposal (service delivery framework), we consider that any virtual 
infrastructure (i.e. service) that is already provisioned cannot be disrupted by any 
dynamic re-planning procedure.  
Dynamic virtual infrastructure re-planning  
Information regarding the volume and type of service requests is not precisely 
available in advance of the requests to the VI providers. Cloud services can scale up 
and down on demand. Therefore, dynamic adaptation of the infrastructure to the 
elasticity of the Cloud services requires constant changes. The mechanisms to update 
a given virtual infrastructure can be either automatically or either manually triggered 
by various factors and events, having as main objectives: (i) to support the upcoming 
connectivity services requests that cannot be served by existing VIs; and (ii) to 
optimize the utilisation of network and IT resources. The automatically triggered are 
those described previously emerging from the cooperation of both the SML and the 
NCP+ with the LICL components.  
However, for every planning period t the volume of the service requests can be 
described by a probability distribution function (pdf) that can be estimated based on 
history observations. In practise, this could be achieved by taking a weighted average 
of the traffic demand over the most recent time periods e.g. using the non-linear 
autoregressive analysis (NAR). For a detailed description on the subject the reader is 
referred to [28]. Once this information becomes available, an optimization criterion is 
selected and the optimal virtual infrastructures that can support the estimated services 
are identified in terms of both topology and resources. In this manuscript, we 
considered that the optimal virtual infrastructures are obtained minimising the energy 
consumption of the underlying substrate, through the following expected cost:  
  ( ) ( )        , ,                 (1)t t
t t
min ξ ξ ξΤ ⎡ ⎤+⎢ ⎥⎣ ⎦∑ ∑N SE y u  
whereby tN  is the power consumption of the optical network resources y  at time t , 
tS  the power consumption cost of computing resources u  at time t  and ξ  is a 
random vector that contains the uncertain parameters (i.e. traffic demands) that are 
involved in the planning process. Details regarding the power consumption models 
for the optical network and computing resources can be found in [6], [9]. However, 
for the sake of completeness these models are summarized as follows. The present 
paper is focusing on optical network technologies based on wavelength division 
multiplexing (WDM) utilizing Optical Cross-Connect (OXC) nodes to perform 
switching and facilitate routing at the optical layer. The overall network power 
consumption model is based on the power-dissipating (active) elements of the 
network that can be classified as switching nodes (OXC nodes), and transmission line 
related elements. More specifically the OXCs assumed are based on the Central 
Switch architecture using Micro-Electrical Mechanical Systems (MEMS), while for 
the fibre links a model comprising a sequence of alternating single mode fibre and 
dispersion compensating fibre spans together with optical amplifiers to compensate 
for the losses is employed. The details of these models are described in [29] with the 
only difference being that the current work assumes wavelength conversion capability 
available at the OXC nodes. For the computational resources, a linear power 
consumption model that mainly concentrates on the power consumption associated 
with the CPU load of IT resources is assumed and is described via the following 
linear equation [30]: 
                                                ( ) (2)i bst st s s stE vP Pv = +  
where stE  that is the total power used for utilizing a portion stv  of the maximum 
processing capabilities of IT server s  at time t  and isP , 
b
sP  are parameters describing 
the power consumption of the IT server s  at idle state and per utilization unit, 
respectively [6]. In addition to the power consumption due to data processing, a 100% 
power overhead due to cooling has been incorporated in the power consumption 
model above described.  
At the same time, a set of constraints should be taken into account including: (i) that 
the planned infrastructures have sufficient optical link capacity for all demands to be 
transferred to the IT servers, (ii) adequate IT server resources such as CPU, memory, 
disk storage to support all requested services.(iii) specific capabilities of the 
underlying physical infrastructure such as wavelength conversion, and (iv) protection 
from possible network or IT infrastructure failures, or specific security requirement 
through physical isolation.  
In order to solve the above stochastic problem numerically, it is assumed that the 
random vector ξ  has a finite number of possible realizations. Each one of these 
realizations is called scenario, and each scenario holds a known probability 
distribution function. Thus, in order to extract this information, the NAR method is 
adopted to predict the traffic demands for the upcoming time periods due to its 
inherently low computational complexity and high accuracy. However, due to the 
large number of scenarios involved in the optimisation, exact evaluation of eq. (1) is 
not possible. To address this issue, the Sample Average Approximation technique has 
been integrated with Lagrangian Relaxation and Dual Decomposition to achieve fast 
convergence to the optimal solution. 
The performance of the proposed stochastic re-planning scheme is examined using the 
COST 239 reference topology [19] in which randomly selected nodes generate traffic 
demands that need to be served by a set of IT servers. The granularity of service 
duration for the generated services is one hour. Furthermore, we assume a single fibre 
per link, 40 wavelengths per fibre, wavelength channels of 10Gb/s each and that each 
IT server can process up to 2Tb/s and its power consumption ranges from 6.6 to 
13.2KW, under idle and full load, respectively. The following scenario has been 
studied: i) 4 source nodes generate demands normally distributed, ii) the number of 
arrivals in any given time interval [0,t] follows the Poisson distribution with mean 
value 2 hours, iii) service times follows the exponential distribution with mean value 
2 hours, iv) a single type of services has been considered that require instant access to 
the IT servers, v) each wavelength requires 10Tb/s of processing power.  
 
Figure 3: Lifecycle of a virtual infrastructure 
Based on history observations for traffic demands recorded in the Pan-European 
network GEANT for a specific time period, the model is applied to estimate the traffic 
distribution for future time periods. Once this information is obtained, a set of traffic 
scenarios is generated using Monte Carlo simulations and the sample average 
approximated problem is solved to identify the optimal VIs for this predicted traffic 
distribution. The upper graph in Figure 3 illustrates the evolution of the traffic 
demands over time. The lower graphs of Figure 3 show the optical network resources 
allocated to the planned VIs and the total power consumption when applying 
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traditional static planning and the proposed dynamic re-planning. Static planning 
refers to the case where virtual infrastructures are planned in advance for the highest 
volume of requests that has to be supported over time. As can be seen, when 
stochastic planning is adopted, the optical network resources allocated to the VIs are 
significantly lower (about 30%) than these required in case of static planning. Note 
that, utilization of optical network resources is defined as the ratio of the number of 
wavelength links that are used over the total number of available wavelength links. 
The power consumption share between the optical and the data centres is also 
depicted in the lower part of Figure 3 where it is seen that the optical network is 
responsible for 8% - 17% of the total power consumption. 
The benefit of stochastic planning can be exploited in practice by adopting dynamic 
and periodic re-planning of the VIs over the PI. It should be noted that the benefits 
achieved through dynamic VI re-planning are very much dependent on the VI re-
planning time granularity, the sensitivity of the triggering mechanism and the 
optimization objective chosen. Our modelling results show in Figure 4 that the higher 
the granularity of VI re-planning the lower the requirement for network resources and 
the lower the total power consumption. 
  
a)                                                                          b) 
Figure 4: Impact of inter-planning time duration on the: a) Utilization of Optical Network 
Resources and, b) Total Power Consumption 
 
Distributed Enterprise Information System: a real use case 
This section presents a practical example on how the proposed virtual infrastructure 
provisioning can be used to converge IT regions (i.e. DCs) and optical network 
resources, and how the NCP+ can be used by a real system deployed jointly with the 
SML to coordinate cloud and network resources composing a virtual infrastructure. 
The selected distributed application is representative for the enterprise-cloud class of 
appliances from the network and computing resource consumption. As the CPU 
utilization of the different VMs composing the distributed application varies from VM 
to VM, this creates the basis for optimizing the allocation of VMs to physical 
resources by taking into consideration the energy impact of oversubscribing the 
physical hosts. This is possible because some VMs consistently have a lower CPU 
utilization independent of the concurrent load. Thus, the presented application can be 
used for showing how energy-aware allocation policies can be used for optimizing 
both the virtual (software) and physical (servers and optical network connections) 
resources. 
A Distributed Enterprise Information System (EIS) is composed of multiple load-
balanced query-intensive application-servers and database systems, concurrently 
serving multiple users. In a dynamic EIS, the number of users and frequency of 
queries changes, such that the network and computational demand vary as well. In 
order to validate the response of the distributed system to the changing user loads, we 
specify what the users’ performance expectations are. For this we use consumer-
agreed SLAs [12] containing the performance invariants in terms of response times 
and load distribution. The SLAs are also used for scaling the computational and 
network resources of the virtual infrastructure through the re-planning functionality 
described in Section 3. The data used for generating the user load is obtained from 
empirical analysis of an existing EIS system [13,14] and from existing benchmarks 
[15] for Enterprise information systems including analytics and business information 
warehouses. The performed experiments show scaling under different types of load 
conditions.  
 
Figure 5: Distributed Enterprise Information System overview 
The EIS is composed of four different logical entities: Load Balancer (LB), Worker 
Instance (WI), Storage (DB) and Consumer (EIS-C). The LB provides the logic by 
which Consumer requests are allocated to processing entities (WI). The algorithm 
used for load distribution is Power Saving, where requests are sent to a WI until the 
instance is full and a next one will be spawned and used. The WI executes requests 
either locally or on the DB, depending on the request type. The EIS-C simulates a 
variable number of parallel EIS users which are sending requests according to a given 
execution plan. All the service entities are implemented as Distributed OSGi (Open 
Service Gateway initiative) services and use a central registry for discovery.  
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dependencies for the service is analysed to find the correct service instantiation order, 
then the SML will create and start the service VMs. Once that for each service its 
context has been resolved, a request for deploying a virtual machine with the service 
binaries will be sent to LICL. The SML will then wait for receiving the VM 
instantiation notification before marking the service as active and beginning its SLAs 
monitoring. 
In Fig. 7 we display some experimental application performance and network 
utilization measurements gathered while running the EIS on a small-scale test-bed 
composed of dual core servers with 4GB of RAM memory and gigabit network 
interfaces. Each EIS service was running in its own virtual machine with one CPU 
and 1GB of RAM allocated. In the experiment shown, the concurrent load was 
maintained at 10 requests per second during a 10 minutes time window. The average 
network traffic generated by one EIS cloud tenant was 100 MB/minute per VM, 
distributed as EIS-C: 86.2 MB/min WI: 142.1 MB/min DB: 65.6 MB/min. According 
to [13] the maximum number of requests per VM before reaching the performance 
threshold is 50, which is equivalent to a VM network traffic of 500 MB/min or 
5GB/min network traffic for a EIS cloud tenant with 10VMs. Considering a 
datacentre with 1000 quad core servers, the generated network traffic is 
approximately 2000 GB/min or 2.5Gb/sec. 
Based on the reported number of active sessions at the LB, the average response time 
measured at the EIS Consumers and the aggregated size of the EIS responses’ payload 
(as shown in Fig. 7), the SML will scale [13] the number of WI and DB service as 
well as the bandwidth of the virtual optical network circuits. Dynamic scale-up (or 
even scale-down if there are unused resources) of both IT and network resources of 
the virtual infrastructure over which the EIS is deployed is realised through the re-
planning mechanisms aforementioned. 
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the virtual infrastructure and determining over which physical resources the virtual 
infrastructure is instantiated. Therefore, VI planning becomes a key element of the 
service workflow. Details of the planning algorithms are not included for the sake of 
simplicity, although typical optimal functions focus on the resource utilisation, or 
even the energy consumption of the resources.  
Furthermore, re-planning features of the virtual infrastructure service have been 
introduced to address uncertainty of the behaviour of the Cloud applications. When 
stochastic planning is adopted, the optical network resources allocated to the VIs are 
significantly lower than these required in case of static planning. We have shown how 
the benefit of stochastic planning can be exploited in practice by adopting dynamic 
and periodic re-planning of the VIs over the physical substrate. Finally, in order to 
show a real use case for the virtual infrastructure service and its re-planning feature, 
we have presented the distributed Enterprise Information System, deployed over a 
distributed infrastructure composed of both IT resources and optical network 
resources. A virtual infrastructure is created on top of the different administrative 
domains, creating virtual resources to be used by the EIS. Up or downscaling of the 
infrastructure is performed as a function of the values monitored at the application 
level by the EIS.  
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