Адаптивне прогнозування фінансово-економічних процесів на основі принципів системного аналізу by Бідюк, П. І.
54 





ВО-ЕКОНОМІЧНИХ ПРОЦЕСІВ НА ОСНО-
ВІ ПРИНЦИПІВ СИСТЕМНОГО АНАЛІЗУ 
Вступ  
Існуючі методи прогнозування, які ґрун-
туються на аналітичних процедурах, логічних 
правилах та раціональному експертному мис-
ленні, у багатьох випадках не дають бажаного 
результату стосовно якості оцінок прогнозів, а 
тому виникає проблема значного і прискорено-
го підвищення якості ефективного прогнозу-
вання.  
Розв’язання задач ефективного прогнозу-
вання на новому якісному рівні вимагає засто-
сування сучасних методів системного аналізу 
до існуючих підходів та методів, коректного 
використання методів математичного моделю-
вання процесів довільної природи на основі 
досягнень теорії оцінювання, статистичного 
аналізу даних і методів моделювання. Деякі 
можливості розв’язання задачі адаптивного 
прогнозування розглядаються в працях [1—3]. 
Однак методи, наведені в цих публікаціях, не 
ґрунтуються на системному підході до розв’я-
зання задач прогнозування та керування і фак-
тично не дають відповіді на основне запитан-
ня: як організувати процес обробки даних та-
ким чином, щоб отримати кращі оцінки про-
гнозів в умовах наявності невизначеностей 
структурного, параметричного і статистичного 
характеру? Подібні невизначеності можуть бути 
зумовлені нестаціонарністю процесу, розвиток 
якого прогнозується, пропусками даних, неякіс-
ними зашумленими даними, екстремальними 
значеннями та ін. Ефективні методи адаптив-
ного прогнозування за допомогою фільтра Кал-
мана (ФК) наведені в праці [4]. Для адаптації 
алгоритму оцінювання та прогнозування стану 
процесу використовують обчислені в реально-
му часі оцінки статистичних характеристик 
збурень стану і шумів вимірювань. Однак за-
стосування ФК має свої недоліки [5]. 
Постановка задачі  
Мета статті — розробити концепцію адап-
тивного прогнозування процесів довільної при-
роди на основі підходів та методів системного 
аналізу, які передбачають ієрархічний аналіз 
процесів моделювання та прогнозування, вра-
хування невизначеностей структурного парамет-
ричного і статистичного характеру, адаптуван-
ня моделей до змін у процесах та застосування 
альтернативних методів оцінювання з метою 
пошуку кращих оцінок прогнозів за допомогою 
множини числових критеріїв їх якості. Необ-
хідно запропонувати нові обчислювальні схеми 
побудови прогнозуючих систем із зворотним 
зв’язком на основі використання статистичних 
параметрів якості моделей та оцінок прогнозів.   
Концепція побудови адаптивної прогнозую-
чої системи 
Спрощена концептуальна схема процесу 
моделювання, прогнозування та керування (як 
логічного завершення двох попередніх етапів) 
наведена на рис. 1, 2. Розглянемо докладніше 
кожний з етапів. Створення системи адаптив-
ного прогнозування починається з вибору про-
цесу, аналізу його поточного стану, існуючих 
моделей та підходів до прогнозування його роз-
витку. Аналіз спеціальних літературних джерел 
може суттєво допомогти у встановленні факту 
існування моделі для опису поведінки вибра-
ного процесу. Це можуть бути математичні мо-
делі у вигляді систем рівнянь, закони розподілу 
вхідних та вихідних величин (статистичні мо-
делі) або логічні моделі у вигляді наборів пра-
вил, які характеризують взаємодію входів і ви-
ходів процесу керування. В останні десятиліття 
набувають популярності ймовірнісні методи і 
моделі різноманітних структур і моделі у ви-
гляді правил нечіткої логіки, які мають віднос-
но добре наближення до характеру мислення 
експерта. Вибір типу та структури моделі відіг-
рає істотну роль для реалізації подальших ета-
пів створення прогнозуючої та керуючої сис-
тем.  
Так, модель, створена на основі теоретич-
них уявлень і закономірностей стосовно конк-
ретного процесу, може потребувати лише де-
якого уточнення її параметрів за допомогою 
статистичних даних. А модель, яка повністю 
ґрунтується на статистичних дослідженнях, 
може потребувати значно більших обсягів ін-
формації та часу для її побудови. Огляд літера-
турних джерел також може бути корисним з 
точки зору вибору методів адаптивного оціню-
вання параметрів моделі. Кожний метод має 
свої особливості та межі застосування, а тому 
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необхідно знати ці особливості до його засто-
сування  на практиці.  
Практика створення прогнозуючих систем 
для процесів довільної природи свідчить про те, 
що готові до використання моделі трапляються 
дуже рідко. Навіть існуючі апробовані моделі 
потребують корегування їх структури та/або па-
раметрів з метою їх адаптування до конкретних 
умов. Тому в більшості випадків необхідно бу-
дувати нову модель на основі наявних статис-
тичних даних. Якість даних відіграє надзви-
чайно важливу роль при побудові математичної 
моделі, а тому при зборі даних необхідно керу-
ватись відомими вимогами стосовно їх інфор-
мативності, синхронності та коректності [4].  
Попередня обробка даних необхідна для 
приведення їх до форми, яка забезпечить мож-
ливості коректного застосування методів оці-
нювання параметрів моделі та отримання їх 
статистично значущих оцінок. Так, досить час-
то необхідно заповнювати пропуски даних, ко-
регувати значні імпульсні (екстремальні) зна-
чення, нормувати значення в 
заданих межах, логарифмува-
ти великі значення та фільт-
рувати шумові складові.  
На основі коректно під-
готовлених даних оцінюють 
структури та параметри ма-
тематичних моделей-канди-
датів процесів, вибраних для 
прогнозування та керування. 
Вибір (оцінювання) структу-
ри моделі — ключовий мо-
мент її побудови. Нагадаємо, 
що структура моделі вміщує 
п’ять елементів: 1) вимірність 
(кількість рівнянь, які утво-
рюють модель); 2) порядок — 
максимальний порядок ди-
ференціальних або різнице-
вих рівнянь, які входять у 
модель; 3) нелінійність та її 
тип (нелінійності відносно 
змінних або параметрів); 4) 
час затримки (лаг) реакції від-
носно входу та його оцінка; 
5) зовнішнє збурення проце-
су та його тип (детермінова-
не або випадкове) [5]. Як 
правило, для одного процесу 
оцінюють кілька моделей-
кандидатів, а потім вибира-
ють із них кращу за допомо-
гою множини статистичних 
параметрів якості моделі.  
Більшість процесів у техніці, економіці та 
фінансах мають детерміновану та випадкову 
складові. Тому як статистичну модель будемо 
розуміти модель процесу у вигляді розподілу 
випадкових величин [5]. Обґрунтований вибір 
типу розподілу та оцінювання його параметрів 
за допомогою експериментальних даних являє 
собою процес побудови статистичної моделі 
процесу.  
Побудована модель, навіть достатньо ви-
сокого ступеня адекватності, ще не гарантує 
високої якості оцінок прогнозів. Тому після 
побудови модель необхідно перевірити на мож-
ливість застосування до розв’язання задачі 
прогнозування. На сьогодні існує широкий 
спектр методів прогнозування, які застосову-
ють в економіці та фінансах. Однак далеко не 
всі методи забезпечують високоякісні прогнози 
в конкретних випадках їх застосування. Тому 

































Рис. 1. Схема адаптивного оцінювання моделі процесу 
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проста задача, яка часто  потребує одночасного 
застосування кількох альтернативних методів і 
вибору кращого з них на основі аналізу отри-
маного результату.  
Найпопулярнішими на сьогодні методами 
прогнозування розвитку процесів довільної 
природи є такі: методи регресійного аналізу, 
нечітка логіка, ймовірнісні методи, метод гру-
пового врахування аргументів (МГВА), ней-
ронні мережі, методи на основі “м’яких” обчис-
лень, метод подібних траєкторій та деякі інші. 
Кожний із згаданих методів у тій чи іншій мірі 
може враховувати невизначеності структурно-
го, статистичного або параметричного характе-
ру. Кращі результати прогнозування процесів з 
невизначеностями можна отримати за допомо-
гою МГВА, ймовірнісних методів та нечіткої 
логіки. За своєю природою ці методи близькі 
до способів моделювання ситуацій та прийнят-
тя рішень людиною, а тому їх застосування в 
системах керування та підтримки прийняття 
рішень (СППР) можуть дати значний позитив-
ний ефект. Одним із сучасних напрямів розвит-
ку ймовірнісних методів моделювання і про-
гнозування є статичні і динамічні мережі Байє-
са (МБ) [6].  
Оцінювання якості моделі і прогнозу. Якість 
моделі оцінюють за допомогою кількох ста-
тистичних критеріїв якості, зокрема таких: кое-
фіцієнта множинної детермінації 2( )R , який             
характеризує інформативність моделі відносно 
інформативності даних; статистики Дарбіна—
Уотсона ( )DW , що визначає ступінь автоко-
рельованості похибок моделі; інформаційного 
критерію Акайке ( )AIC  і статистики Байєса—
Шварца ( )BSC ; суми квадратів похибок моде-
лі 2( ( ))e k∑ ; F  — статистики Фішера та ін. 
Для автоматизованого вибору кращої моделі 
можна скористатись інтегральним критерієм 
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де СКП  — середньоквадратична похибка од-
нокрокового прогнозу на навчальній (історич-
ній) вибірці; САПП  — середня абсолютна по-
хибка прогнозу в процентах; U  — коефіцієнт 
Тейла (наближається до нуля, якщо модель 
придатна для прогнозування).  
Важливим моментом процесу прогнозу-
вання є об’єктивне визначення якості отрима-
ного прогнозу. Оскільки оцінки прогнозів — це 
випадкові величини, то для визначення їх яко-
сті використовують множину статистичних 
критеріїв. Досить часто якість оцінок прогнозів 
визначають лише за допомогою середньоквад-
ратичної похибки. Однак значення СКП зале-
жить від масштабу даних, а тому цієї характе-
ристики недостатньо для аналізу якості про-
гнозу. Поглиблене оцінювання якості прогно-
зів досягається за рахунок використання кри-
теріїв, які дають відносні оцінки якості (на-
приклад, коефіцієнт Тейла) та відносні оцінки 
в процентах (наприклад, САПП ). Перевагою 
їх використання є те, що вони не залежать від 
масштабу даних. САПП  і коефіцієнт Тейла 
обчислюються за виразами  
1
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Рис. 2. Схема процедури адаптивного оцінювання прогнозу 
і формування рішення на його основі  
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де s  — кількість кроків прогнозування; 
( )y k i+  — фактичні значення даних; ( )y k i+  — 
оцінки прогнозів. Коефіцієнт Тейла U  — це 
важливий індикатор якості моделі і прогнозу; 
за означенням, 0 1U≤ ≤ . При 0U →  оцінки 
прогнозів наближаються до фактичних значень 
ряду і модель має високу ступінь адекватності, 
тобто U  дає можливість встановити придат-
ність моделі (методу) для оцінювання прогнозу 
в принципі. У багатьох випадках кращих ре-
зультатів прогнозування можна досягти за ра-
хунок усереднення (або комбінування за допо-
могою вагових коефіцієнтів) оцінок прогнозів, 
отриманих за допомогою різних методів.  
Адаптивне обчислення оцінок прогнозів. Для 
збереження якості оцінок прогнозів в умовах 
нестаціонарності досліджуваного процесу, а та-
кож для підвищення якості прогнозування  
процесів з довільними статистичними характе-
ристиками необхідно застосовувати адаптивні 
схеми оцінювання прогнозів. Вихідними вели-
чинами для аналізу якості прогнозів та форму-
вання адаптивних схем їх оцінювання є зна-
чення похибок прогнозів та їх статистичні ха-
рактеристики якості. Для розв’язання задачі 
адаптації прогнозуючої моделі до вимог стосо-
вно якості прогнозу можна скористатись таки-
ми обчислювальними можливостями:  
• рекурсивне (повторне) оцінювання па-
раметрів математичних і статистичних моделей 
з надходженням нових даних, що сприяє уточ-
ненню моделі та підвищенню якості прогнозу з  
надходженням нових даних;  
• автоматизований аналіз часткової авто-
кореляційної функції (ЧАКФ) залежної (основ-
ної) змінної з подальшим корегуванням струк-
тури моделі за допомогою введення/вилучення 
додаткових лагових значень;  
• почергове введення в модель можливих 
регресорів та аналіз їх впливу на якість прогно-
зу; особливо корисними є регресори, які вво-
дяться в модель з лагами, більшими одиниці — 
це так звані провідні індикатори, що надають 
можливість коректно обчислювати прогнози; 
• автоматизований аналіз функції частко-
вої взаємної кореляції основної змінної з рег-
ресорами з метою корегування лагових значень 
регресора в правій частині рівняння;  
• автоматизований вибір оптимальних ва-
гових коефіцієнтів у процедурах експоненцій-
ного згладжування, пошуку подібних траєкто-
рій, регресії на опорних векторах та деяких ін-
ших методах;  
• автоматизований аналіз залишків регре-
сійних моделей з метою встановлення їх інфор-
мативності та корегування структури моделі 
процесу на основі результатів аналізу;  
• адаптивне формування масивів вимірю-
вань змінних стану процесу за допомогою            
методів ієрархічного комплексування (інтегру-
вання) даних, що забезпечує підвищення їх ін-
формативності.    
Застосування тієї чи іншої схеми обчис-
лень залежить від конкретної постановки зада-
чі, якості та обсягу експериментальних (статис-
тичних) даних, сформульованих вимог до якос-
ті оцінок прогнозів та часу, який дається для 
виконання обчислень. Кожний метод адаптив-
ного формування оцінки прогнозу має свої 
особливості, які мають бути враховані при 
створенні системи адаптивного прогнозування.  
Приклад застосування концепції адаптивно-
го прогнозування до процесів ціноутворення на  
біржі з використанням індикаторів технічного 
аналізу. Відомо, що досвідчені трейдери на бір-
жах досить успішно використовують інди-            
катори технічного аналізу, які формують на 
основі даних стосовно фактичного руху цін 
протягом визначеного проміжку часу. Створе-
но ряд індикаторів технічного аналізу, які час-
то використовують трейдери і аналітики фінан-
сових структур; серед них такі: Pivot Points, 
Woodie’s Pivot Points, Fibonacci’s Pivot Points,           
Camarilla's Pivot Points. Вирази для розрахунку 
перших трьох індикаторів наведені в табл. 1—3 
[7].  
Таблиця 1. Індикатор Pivot Points 
Позначення Вираз для обчислення 
1R  2Pivot L−  
2R  ( )Pivot H L+ −  
3R  2( )H Pivot L+ −  
Pivot  ( )/3H L C+ +  
1S  2Pivot H−  
2S  ( )Pivot H L− −  
3S  2( )L H Pivot− −  
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Таблиця 2. Індикатор Woodie's Pivot Points 
Позначення Вираз для обчислення 
1R  2Pivot L−  
2R  ( )Pivot H L+ −  
Pivot  ( 2 )/4H L C+ +  
1S  2Pivot H−  
2S  ( )Pivot H L− −  
Таблиця 3. Індикатор Fibonacci’s Pivot Points 
Позначення Вираз для обчислення 
1R  0,382( )Pivot H L+ −  
2R  0,618( )Pivot H L+ −  
3R  1, 0( )Pivot H L+ −  
Pivot  ( )/3H L C+ +  
1S  0,382( )Pivot H L− −  
2S  0,618( )Pivot H L− −  
3S  1, 0( )Pivot H L− −  
 
В таблицях використано такі позначення: 
H  — найвища ціна минулого дня; L  — най-
нижча ціна минулого дня; C  — ціна закриття 
минулого дня; Pivot  — “точка” розвороту; 1S  — 
перший рівень підтримки; 2S  — другий рівень 
підтримки; 3S  — третій рівень підтримки; 1R  — 
перший рівень супротиву; 2R  — другий рівень 
супротиву; 3R  — третій рівень супротиву. 
Принцип роботи всіх індикаторів однаковий. 
Якщо ціна відкриття вища за Pivot  і рух ціни 
починається донизу, то з точки зору технічного 
аналізу існує ймовірність того, що після досяг-
нення значення Pivot  ціна піде вгору. У випад-
ку, коли цього не сталося і ціна продовжує 
прямувати донизу, з точки зору технічного 
аналізу існує ймовірність розвороту руху ціни 
або зупинки руху ціни донизу при підході до 
рівня 1S . Така ж саме ситуація має місце для 
2S  та 3S . Зазначимо, що до значення 3S  ціна 
доходить дуже рідко. Але якщо таке трапляєть-
ся і ціна опускається нижче рівня 3S , то ймо-
вірність майбутнього руху вниз є дуже незнач-
ною. Аналогічна ситуація у випадку руху ціни 
вгору (тільки замість індикаторів 1S , 2S , 3S  
необхідно користуватись 1R , 2R , 3R ).  
Побудова регресійних моделей. Як приклад, 
візьмемо мінімальні щоденні ціни валютної 
пари USD/CAD (257 значень) за 2007 р. Для 
початку побудуємо модель множинної регресії.
Для прогнозування мінімальної ціни на наступ-
ний день логічно вибрати регресорами 1S , 2S , 
3S . Маємо таку модель: 
( ) 0,0164 2,1724 1( )y k S k= − + −  
 5,3885 2( ) 4,2251 3( ),S k S k− +   (1)  
де k  — дискретний час. В цю модель не вхо-
дить авторегресійна складова, оскільки це при-
зводить до виродженості матриці вимірювань. 
Побудована модель має такі статистичні харак-
теристики якості:  
 
= = = −
=





де SSR  — сума квадратів похибок моделі. Всі 
характеристики задовільні. Статистичні харак-
теристики якості однокрокового (історичного) 
прогнозу для цієї моделі:  
СКП = 0,0038, САП = 0,003, САПП = 0,2525 %, 
U = 0,0016, 
де САП — середня абсолютна похибка. Кіль-
кість збігів напрямів руху оцінок прогнозу для 
регресійної моделі становить 187 (або 73,05 %). 
Побудова моделей логістичної регресії та 
дерева класифікацій. Оскільки в процесах фор-
мування цін біржових активів трапляються ді-
лянки з нелінійностями довільного характеру, 
то для описання таких даних необхідно вико-
ристовувати нелінійні моделі. Однією з досить 
простих моделей такого типу є логістична ре-
гресія, яка використана в даній статті. Для 
прогнозування напряму руху ціни побудуємо 
моделі логістичної регресії та дерева класи-
фікацій [8—10]. Якщо в момент часу 1t +  ціна 
активу виявляється вищою, ніж у момент часу 
t , то позначимо це зростання “1”, а спадання 
відповідно “0”. Ці значення використані як  
вхідні для моделі логістичної регресії та класи-
фікаційного дерева. Такі ж позначення вико-
ристаємо для зростання і спадання відповідних 
















мо їх на вхід логістичної регресії і класифіка-
ційного дерева. 
Для мінімальної ціни активу побудовано 
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2( ) 0,683 0,033 1( ) 0,055 2( )x k S k S k= − + + +
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0,055 3( ) 0, 4 ( ) 1,627 1( )
0,133 2( ) 0,264 3( ) .
S k P k R k
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Для порогового значення ймовірності 0,44 
похибка першого роду становила 53, другого — 
28, а кількість коректно спрогнозованих збігів 
напряму руху дорівнювала 175 (68,36 %). Вико-
ристовуючи для прогнозування дерево класи-
фікацій (за алгоритмом CHAID), для процесу 
утворення мінімальних цін і вибраного поро-
гового значення 0,35 отримаємо похибку пер-
шого роду 53, другого роду — 28. Кількість збі-
гів напрямів руху процесу дорівнювала 175 
(68,36 %).   
Для покращення якості прогнозів у модель 
логістичної регресії та дерево класифікацій 
введено значення прогнозів руху цін, отримані 
за допомогою регресійних моделей (1) і (2) з 
використанням позначень зростання та спа-
дання, запропонованих вище. Для мінімальної 
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1( ) 0,871 0,127 1( ) 0, 404 2( )
0,36 3( ) 0,247 ( ) 0,616 1( )
0, 079 2( ) 0, 009 3( ) 2,159 ( ) ,
x k S k S k
S k P k R k
R k R k y k
 
де ( )y k
)
 — вихідна змінна регресійної моделі, 
що набуває значення 1 при прогнозі зростання 
ціни та 0 — при прогнозі спадання. При поро-
говому значенні ймовірності 0,39 похибка 
першого роду дорівнювала 39, другого — 25. 
Кількість збігів напрямів руху ціни становила 
192 (75 %). При використанні дерева класифі-
кацій і пороговому значенні ймовірності 0,32 
похибка першого роду становила 54, другого — 
13, а кількість збігів напрямів руху ціни дорів-
нювала 189 (73,83 %). 
Індикатор Woodie's Pivot Points. Для міні-
мальної ціни активу побудовано таку модель 
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0,57 ( ) 1,288 1( )
0,679 2( ) .
P k R k
R k
 
Для порогового значення ймовірності 
0,61 похибка першого роду становила 62, дру-
гого — 18, а кількість коректно спрогнозо-
ваних збігів напряму руху дорівнювала 176 
(68,75 %). Використовуючи для прогнозування 
дерево класифікацій (за алгоритмом CHAID), 
для процесу утворення мінімальних цін і виб-
раного порогового значення 0,35 отримаємо 
похибку першого роду 53, другого — 28, а              
кількість збігів напрямів руху процесу дорів-
нювала 175 (68,36 %).   
Для покращення якості прогнозів у модель 
логістичної регресії та дерево класифікацій 
введено значення прогнозів руху цін, отримані 
за допомогою регресійних моделей (1) і (2) з 
використанням позначень  зростання та спа-
дання, запропонованих вище. Для мінімальної 






















1( ) 0,907 0,412 1( ) 0,124 2( )
0,299 ( ) 0,362 1( )
0,342 2( ) 2, 092 ( ) ,
x k S k S k
P k R k
R k y k
 
де ( )y k
)
 — вихідна змінна регресійної моделі, 
що набуває значення 1 при прогнозі зростання 
ціни та 0 — при прогнозі спадання. При поро-
говому значенні ймовірності 0,38 похибка пер-
шого роду дорівнювала 43, другого — 20. Кіль-
кість збігів напрямів руху ціни становила 193 
(75,39 %). При використанні дерева класифіка-
ції і пороговому значенні ймовірності 0,32 по-
хибка першого роду становила 54, другого — 
13, а кількість збігів напрямів руху ціни дорів-
нювала 189 (73,83 %). 
Індикатор Fibonacci's Pivot Points. Для міні-
мальної ціни активу побудовано модель логіс-
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2( ) 0,622 1,624 1( ) 1,615 2( )
0,408 3( ) 0,294 ( ) 0,249 1( )
0,698 2( ) 0,528 3( ) .
x k S k S k
S k P k R k
R k R k
 
Для порогового значення ймовірності 0,48 
похибка першого роду становила 58, другого — 
31, а кількість коректно спрогнозованих збігів 
напряму руху дорівнювала 167 (65,23 %). Вико-
ристовуючи для прогнозування дерево класи-
фікацій (за алгоритмом CHAID), для процесу 
утворення мінімальних цін і вибраного порого-
вого значення 0,38 отримаємо похибку першо-
го роду 58, другого — 31, а кількість збігів на-
прямів руху процесу — 167 (65,23 %).   
Для покращення якості прогнозів у модель 
логістичної регресії та дерево класифікації вве-
дено значення прогнозів руху цін, отримані за 
допомогою регресійної моделі (1) з викорис-
танням позначень зростання та спадання, за-
пропонованих вище. Для мінімальної ціни но-
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1( ) 0,906 1,592 1( ) 1,634 2( )
0, 486 2( ) 0,362 ( ) 0, 015 1( )
0,343 2( ) 0,22 3( ) 2,271 ( ) ,
x k S k S k
S k P k R k
R k R k y k
 
де ( )y k
)
 — вихідна змінна регресійної моделі, 
що набуває значення 1 при прогнозі зростання 
ціни та 0 — при прогнозі спадання. При по-
роговому значенні ймовірності 0,42 похибка 
першого роду становила 45, другого — 21.                
Кількість збігів напрямів руху ціни становила 
190 (74,22 %). При використанні дерева класи-
фікацій і пороговому значенні ймовірності 0,32 
похибка першого роду становила 54, другого — 
13, а кількість збігів напрямів руху ціни дорів-
нювала 189 (73,83 %). Результати прогнозуван-
ня напряму руху мінімальної ціни наведено в 
табл. 4.  
Таким чином, в обох випадках найкращою 
виявилася модель логістичної регресії з вико-
ристанням оцінок прогнозу за регресійною мо-
деллю. Статистичні характеристики прогнозів 
свідчать про їх високу якість і можливість ви-
користання у правилах торгівлі.  






Регресійна модель з індикаторами 73,05 
Логістична регресія з індикатором 
Pivot Point 68,36 
Дерево класифікацій з індикатором 
Pivot Point 68,36 
Логістична регресія з індикатором 
Pivot Point та прогнозом за регре-
сійною моделлю  75 
Дерево класифікацій з індикатором 
Pivot Point та прогнозом за регре-
сійною моделлю 73,83 
Логістична регресія з індикатором 
Woodie’s Pivot Point 68,75 
Дерево класифікацій з індикатором 
Woodie’s Pivot Point 68,36 
Логістична регресія з індикатором 
Woodie’s Pivot Point та прогнозом за 
регресійною моделлю 75,39 
Дерево класифікацій з індикатором 
Woodie’s Pivot Point та прогнозом за 
регресійною моделлю 73,83 
Логістична регресія з індикатором 
Fibonacci’s Pivot Point 65,23 
Дерево класифікацій з індикатором 
Fibonacci’s Pivot Point 65,23 
Логістична регресія з індикатором 
Fibonacci’s Pivot Point та прогнозом 
за регресійною моделлю 74,22 
Дерево класифікацій з індикатором 
Fibonacci’s Pivot Point та прогнозом 
за регресійною моделлю 73,83 
Висновки  
Запропонована концепція формулювання 
та розв’язання задач адаптивного прогнозуван-
ня на основі методології системного аналізу 
ґрунтується на комплексному використанні ме-
тодів попередньої обробки і аналізу даних, мате-
матичного і статистичного моделювання, прог-
нозування та оптимального оцінювання станів 
процесів довільної природи. Циклічне адапту-
вання моделі до процесу на основі застосуван-
 ІНФОРМАЦІЙНІ ТЕХНОЛОГІЇ, СИСТЕМНИЙ АНАЛІЗ ТА КЕРУВАННЯ 61
 
ня множини статистичних характеристик про-
цесу, зокрема кореляційних та автокореляцій-
них функцій, забезпечує отримання високоякіс-
них коротко- та середньострокових прогнозів 
за умови наявності інформативних даних. Ви-
конані дослідження запропонованої методики 
свідчать про можливості її застосування до 
аналізу широкого класу процесів довільної 
природи.  
Нами побудовано математичні моделі ви-
сокого ступеня адекватності для процесів фор-
мування максимальної та мінімальної цін аме-
риканського долара відносно канадського до-
лара, а також запропоновано метод побудови 
регресійних моделей з використанням схеми 
адаптивного прогнозування та індикаторів тех-
нічного аналізу. Для прогнозування напрямів 
руху ціни використані моделі, які прийнято від-
носити до інтелектуального аналізу даних — ло-
гістична регресія та дерево класифікацій. Най-
кращими моделями виявилися ті, що являють 
собою симбіоз регресійної моделі та логістич-
ної регресії. Зокрема, ймовірність коректного 
прогнозування руху мінімальної ціни дорівню-
вала 75,39 %, що є добрим результатом для 
процесів даного класу.   
У подальших дослідженнях доцільно роз-
глянути індикатори інших типів, а також засто-
сувати удосконалені схеми адаптивного прог-
нозування з можливістю покращення якості 
попередньої обробки вхідних даних, що вико-
ристовуються для побудови моделей.   
 
П.И. Бидюк  
АДАПТИВНОЕ ПРОГНОЗИРОВАНИЕ ФИНАНСО-
ВО-ЭКОНОМИЧЕСКИХ ПРОЦЕССОВ НА ОСНО-
ВЕ ПРИНЦИПОВ СИСТЕМНОГО АНАЛИЗА  
Предложена концепция создания адаптивных 
прогнозирующих систем на основе принципов 
системного анализа, которая дает возможность 
учитывать неопределенности различного вида и 
улучшать оценки прогнозов. Прогнозирующая 
система имеет два контура адаптации, функцио-
нирование которых направлено на повышение 
качества моделей и прогнозов. Приведен пример 
применения прогнозирующей системы.  
 
P.I. Bidyuk 
ADAPTIVE FORECASTING OF FINANCIAL AND 
ECONOMIC PROCESSES BASED ON THE PRIN-
CIPLES OF SYSTEM ANALYSIS  
Based on the principles of system analysis, we pro-
pose the concept of developing and implementing 
of adaptive forecasting systems. It allows taking 
into account various types of uncertainties and in-
creasing the quality of forecast estimates. The fore-
casting system includes two adaptation loops, 
whose functioning aims at boosting the model qual-
ity and forecast estimates. We provide an example 
of this system application. 
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