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Abstract 
Seismic inversion is a quantitative analysis technique in reservoir geophysics to 
reveal subsurface physical properties from surface-recorded seismic data. But the 
most widely used inversion in oil and gas exploration for decades is PP-wave based. 
P-to-S converted wave, which has shown great success in the imaging of gas clouds, 
has a different response to rocks and pore-fluids from the PP-wave. A joint use of the 
PS-wave and PP-wave in the inversion can reduce the ill-posedness of the inverse 
problem and in particular enables simultaneous inversion for three independent elastic 
parameters.  
Conventionally, prestack seismic inversion is based on the incidence 
angle-dependent reflection coefficients. In my research, I define the seismic 
reflections and impedances along the ray paths of wave propagation, and these ray 
paths obey Snell’s law. I adopt the ray-impedance concept, which is a 
frequency-dependent parameter and is sensitive to fluid contents. Joined interpretation 
of PP- and PS-wave ray impedances can identify reservoirs, and also has potential in 
fluid discrimination.  
Joint inversion of PP- and PS-waves is performed on the constant ray parameter 
(CRP) profiles. For a constant ray parameter, a pair of PP- and PS-wave traces has 
exactly the same ray path between the source and the reflection point, which means 
the PP- and PS-wave reflection events represent exactly the same reflection point, in 
the horizontal direction. Therefore, PP and PS-wave calibration transforms PS-wave 
reflection events from PS-wave time to the corresponding PP-wave time, and 
reflections events in a pair of PP- and calibrated PS-wave traces with a constant ray 
parameter should correspond to each other, sample by sample, both horizontally and 
vertically. I also present a procedure which preserves the original wavelets in the 
transformed PS-wave trace. 
   I use a bending ray-tracing method to construct the common image point (CIP) 
gathers in the ray-parameter domain. I estimate mixed-phase wavelets for each 
constant ray-parameter (CRP) profile through a frequency domain high-order 
statistical method, and then invert for the reflectivity series using weighted constraints. 
From the reflectivity sections, I estimate PP- and PS-wave ray impedances separately 
and also estimate three elastic parameters simultaneously in a joint inversion. 
I have applied the entire procedure to a couple of field data sets, to verify the 
robustness and effectiveness of the method, and to demonstrate the great potential of 
joint inversion in ray-parameter domain. 
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Chapter 1 Introduction to the inversion in the ray 
parameter domain 
In contrast to the forward problem, which predicts the unique result from a given 
model, the inverse problem estimates Earth model parameters from given 
measurements. Amongst the measurements of the earth system, seismic reflection is 
one of the most important technique in geophysics. The seismic inversion problem is 
to describe the Earth model from the observed seismic waves, with certain prior 
information (Tarantola, 2004). 
Since seismic inversion aims to reveal the properties of the subsurface media, it 
is important in reservoir discrimination. Reservoir geophysics research is normally 
carried out on survey areas or reservoir targets that have already been studied or 
developed. Wells are normally available to provide lithology information, fluid 
content and detailed depth information through petrophysical analysis (Pennington, 
2001). However, although well logs have very high vertical resolution, it is difficult to 
derive globally explicit subsurface information from them. Therefore, seismic 
inversions are applied to discriminate reservoirs in those areas far from the well 
locations.    
Based on different assumptions on Earth and seismic waves, seismic inversion 
can be divided into two categories. The first category describes seismic wave 
propagation with the elastic wave equation. The observed travel time or waveform are 
used to estimate the elastic parameters of the subsurface media, for example the 
compressional wave (P-wave) velocity or the shear wave (S-wave) velocity. The 
second category assumes the relationship between the Earth and seismic reflections be 
a convolutional model. Then inversion is a de-convolution process which inverts for 
the model parameters from the reflected seismic wave. My research in this thesis 
focuses on the inverse problem of the second category, and invert for the impedances 
and other elastic parameters by using the seismic reflections defined along the seismic 
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ray path. 
In this introductory chapter, I introduce the ray-parameter domain reflection 
coefficient approximations and the concept of ray impedance. I evaluate these 
approximations with realistic parameter values and compare with existing 
approximations to show their capabilities. I then state the motivations for this thesis. 
Finally, I list an outline of the chapters for this thesis, briefly describing the content of 
each chapter. 
1.1 Reflection coefficients and approximations 
1.1.1 PP- and PS-wave reflection coefficients  
 
Figure 1.1 Seismic reflection and transmission. 
 
When a seismic wave strikes an interface of two adjacent and different media at 
normal incidence, the reflection coefficient is simply expressed as the acoustic 
impedance (AI) contrast between the two media. When incidence is not normal, a 
compression wave or P-wave may convert to a shear wave or S-wave as the reflection 
(in addition to the reflection of P-wave), and the transmitted waves propagate along a 
bent ray path according to Snell’s law (Figure 1.1). The ray path is characterized by 
the ray parameter p, which is a constant along the same ray. The PP- and PS- 
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converted wave reflection coefficients )(θppR and )(θpsR vary with the angle of 
incidence θ . )(θppR and )(θpsR  can be described by the Zoeppritz equations, 
which are derived from the wave equations. A series of simplified forms of the 
Zoeppritz equations have been proposed in order to linearize the inverse problem 
(Bortfeld, 1961; Richards and Frasier, 1976; Aki and Richards, 1980; and Shuey, 
1985). The change in reflection coefficient with incident angle is used in AVO 
analysis and inversion. 
1.1.2 Reflection coefficients in the ray parameter domain 
Aki and Richards (1980) defined the exact Zoeppritz equations (1.22 and 1.23) in 
the form of rational fractions for PP- and PS- wave reflection coefficients. Wang 
(1999) derived the polynomial form of the approximations for PP- and PS-wave 
reflection coefficients from their Taylor series expansion: 
   41
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where for the ith layer of the medium, ray parameter 
i
i
i
ip β
ϕ
α
θ sinsin == , with iθ , iϕ  
are respectively angles of incidence and reflection; αi , βi and ρi represent P-wave 
velocity, S-wave velocity and density, respectively. α, β and ρ are the average values 
for the above three parameters of two adjacent media. The P-wave-dependent 
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reflection coefficient fR is 
1)(i αi 1
1)(i αi α1
++
++
+
−=
qq
qq
R
ii
ii
f ρρ
ρρ
α
, with 221 pq i −= αα i and 
22
11 paq i −= ++1i α  are the P-wave vertical slownesses. αq and βq  represent 
average P-wave and S-wave vertical slownesses, respectively. 2211 iiii βρβρμ −=Δ ++  
is the contrast of shear modulus.  
Known as the quadratic approximation, equations (1.1) and (1.2) combine three 
variables (angle of incidence, angle of reflection and ray parameter) in the exact 
Zoeppritz equations into one variable – ray parameter, instead of angles. This 
unification obeys Snell’s law by avoiding an assumption of constant incidence angle. 
Thus, it provides a feasible scheme for joint inversion of PP- and PS-waves because 
the multi-component data sets can be appropriately calibrated in the ray parameter 
domain.  
    A simplification based on equation (1.1) is named as the pseudo-quadratic 
approximation in this thesis: 
 21)( pARpR fpp −≈                        (1.3) 
The corresponding PS-wave approximation in equation (1.2) is 
( )22
1
1 1)( pApqpRps −Δ−≈ αρ
μ
β
α                   (1.4) 
Equations (1.3) and (1.4) retain the high order terms ( )2ρμΔ and ( )3ρμΔ , thus 
still have a high accuracy (Figure 1.2). In chapter 6, I discuss the simultaneous 
elastic parameter inversion of PP- and PS-waves, based on the above two equations.  
Further simplification is applied to equations (1.3) and (1.4) in order to derive 
the ray parameter domain impedance. The linearized form of quadratic 
approximations of the PP- and PS-wave reflection coefficients are given as 
(Wang ,1999) 
22)( pRpR fpp ρ
μΔ−≈  ,                    (1.5) 
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In order to indicate the accuracy of the PP- and PS- wave quadratic 
approximations of the reflection coefficients, they are compared with the conventional 
linearised approximations (equations 1.24 and 1.25) and the exact Zoeppritz equations. 
Two shale/sand single-interface models are used to show the amplitude variation with 
ray parameter (AVP) for a series of approximations (Figure 1.2). The model in 
Figures 1.2a and 1.2b is extracted from the gas well 001 in the offshore field shown in 
Chapter 7. The gas-bearing sand would be classified as the “Class III” sand, in the scheme of 
Rutherford and Williams (1989). P-wave, S-wave velocities and density for the upper 
shale and lower sand are 2886m/s, 1016m/s and 2.271 g/cm3, and 2548m/s, 1366m/s 
and 2.031g/cm3, respectively. Another tight gas-bearing sand model is built by using a 
group of log data extracted from a well in Xinchang field (Sichuan basin, south west 
of China) (Appendix 6.A). This model can be classified as Class I. The P-wave, 
S-wave velocities and density for the upper shale and lower sand are 4316m/s, 
2437m/s and 2.40 g/cm3, and 5337m/s, 3000m/s and 2.5g/cm3, respectively.  
In these two cases, the pseudo quadratic approximations (green) have very 
similar accuracy with the corresponding exact quadratic approximations (blue). 
Although the quadratic approximations agree with the exact Zoeppritz equations 
(black) to different extents, they have higher accuracy than the linearised 
approximations (red) especially at large ray parameters. In the case of PP-wave, the 
linearised quadratic approximation has very similar accuracy to the conventional 
approximation in Aki and Richards (1980). For the Class III model, the linearized 
approximation of the PS-wave reflection coefficients is far away from their true 
values, while the quadratic approximations have a good agreement with the exact 
Zoeppritz equation (Figure 1.2b). In the case of tight sand, which has relatively small 
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Poisson’s ratio difference to shale, all of the PS-wave approximations match the exact 
Zoeppritz equation (Figure 1.2d). 
 
     
                 (a)                                  (b) 
    
                 (c)                                  (d) 
Figure 1.2 PP- and PS- wave reflection coefficients var with ray parameter. (a - b) 
Ampitude responses for a Class III shale/sand interface. (c - d) Ampitude responses 
for a Class I shale/tight-sand interface. 
 
1.2 Elastic impedance 
1.2.1 PP-wave elastic impedances  
As introduced in the previous section, the PP-wave reflection coefficients at 
normal incidence can be expressed by acoustic impedance (AI) 
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where the acoustic impedance for ith layer is 
iiiAI αρ= .                         (1.10) 
Equation (1.9) could be reformed in a recursive form as 
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where 0AI  is the reference acoustic impedance of the first layer. Acoustic impedance 
inversion can easily be performed using equation (1.11). However, this inversion is 
difficult to constrain, because errors of the reflectivity estimates may accumulate 
during the integration. As a generalization of AI , the elastic impedance ( EI ) 
overcomes this problem, and represents the converted shear wave reflection.  
The elastic impedance (EI) (Connolly, 1999) inversion has been applied widely in 
hydrocarbon prediction. Based on the linearized approximation for PP-wave reflection 
coefficients in equation (1.24), the angle-dependent elastic impedance is defined as 
( ) )( 222 sin4sin8tan θθθ ρβαραθ KiKiiiiiEI −= ,             (1.12) 
where the parameter 22 αβ=K is assumed to be constant. Given a certain angle of 
incidence, EI inversion is performed on prestack seismic data similarly to the AI 
inversion.  
Using the same single interface models as in Figure 1.2, I generate the EI curves 
with different values of K for the overburden shale layer (blue) and lower sand layer 
(red) within angles of incidence from 0o to 60o (Figure 1.3). AI is plotted as the 
straight dotted line. The curves in solid blue or red are EIs with the real value of K 
(0.13 and 0.3 for shale and sand of Class III model, 0.32 for both of the layers of 
Class I model).  Even with an optimum K the magnitude of EI significantly varies 
with angle. Besides, EI is very sensitive to the errors that non-optimal values of K 
(0.15, 0.25 and 0.4) cause. Because huge differences between these EI curves can be 
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found, not only in the scale but also in their shape, a correction procedure is normally 
required (Connolly, 1999).  
Whitcombe (2002) improves the EI through the following normalization 
( ) ))()()(( 222 sin40sin80tan0 θθθ ρρββααραθ KiKiiiinormiEI −= ,      (1.13) 
where 0α , 0β and 0ρ are the reference measurements for the interval of interest. If EI 
is normalized by 0α , 0β and 0ρ with optimal values (calculated using well logs), the 
dimensionality problem will be resolved efficiently, and this normalized EI is much 
less sensitive to non-optimal K (Figures 1.4a and 1.4b). However, in Figures 1.4c and 
1.4d, when non-optimal reference measurements are used (variation around 10%), the 
EI performance is very different to the corresponding cases in Figures 1.4a and 1.4b. 
So this normalized form of EI is sensitive to the reference measurements 
0α , 0β and 0ρ . EI normalized using reference measurements with non-optimal values 
could lead to a failure in reservoir discrimination. 
 
    
                 (a)                                 (b) 
Figure 1.3 EI with different values of K for Class III model (a) and Class I model (b). 
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                (a)                                  (b)  
     
                (c)                                 (d) 
Figure 1.4 Normalized EI with different values of K for Class III model and Class I 
model. (a) – (b) Optimally normalized EI with different values of K for Class III 
model (left) and Class I model (right). (c) – (d) Non-optimally normalized EI with 
different values of K for Class III model (left) and Class I model (right). 
 
1.2.2 PP-wave ray impedances  
The limitations of EI are caused by two well-known assumptions: (1) angles of 
incidence are constant and same as the corresponding transmission angles and (2) the 
parameter 22K αβ= is constant. These assumptions mean that EI can fail to 
accurately recover the subsurface elastic properties. 
In order to abandon the above assumptions, the PP-wave impedance 
approximation along the ray path (RI) is defined as (Wang, 2003) 
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where ( ) ( )ββρρ ΔΔ=r is assumed to be constant. This equation is derived from the 
linearized form of quadratic approximation of PP-wave reflection coefficients in 
equation (1.5). Although the ray impedance (RI) and EI are defined in terms of 
different physical meanings, it is appropriate to compare them in the case of the 
single-interface model. Therefore, in the same way as in Figure 1.4, I show that RI is 
insensitive to the non-optimal parameter r (Figure 1.5). RI curves with the real value 
of r (around 0.04) are plotted in solid lines; while those RI curves with larger r (0.1, 
0.2 and 0.3) do not change much either in range or in shape. The normalization is not 
required because the difference between RI and AI increases progressively with angle 
of incidence. Good reservoir discrimination is shown in both of the cases. RI with 
higher values of incidence/ray-parameter has better interpretation capability for Class 
III model, because the difference of RI between shale and sand increases dramatically 
with incident angle. In the case of Class I tight sand, we can find the difference 
between RI and AI grows stably with the increase of incident angle. Therefore the 
cross-plot of RI against AI is powerful for Class I sand discrimination.  
 
     
   (a)                                  (b) 
Figure 1.5 RI with different values of r for Class III model (a) and Class I model (b). 
 
Similar PP-wave elastic impedance in terms of ray parameter is defined by Santos 
and Tygel (2004) using Aki and Richard’s approximation (1980) with the same 
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assumption for r . 
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The magnitude problem of EI is also solved through this exponential form equation. 
VerWest (2004) proposes PP-wave ray impedance using the Bortfeld’s (1961) 
approximation 
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where 0ρ is the reference density. Another ‘P-wave alone’ ray impedance is derived 
in Morozov (2010) 
( )22
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1
)( p
p
pRI i
i
ii
i βα
αρ −−= ,               (1.17) 
where no parameter is assumed to be constant. 
    Figure 1.6 compares above four types of ray impedance approximations. Due to 
the same constant parameter assumption, RI discussed in this thesis (blue and red 
curves for shale and sand, respectively) and Santos and Tygel’s RI (green and pink 
solid curves) have a similar scale. VerWest’s approximation (green and pink dashed 
curves) is close to Santos and Tygel’s impedance if an optimal 0ρ  is applied, 
because of the exponential form formulas. The RI from (Morozov 2010) is different 
from the other approximations, it shows the best agreement with AI (green and pink 
dotted curves). Differences among these approximations increase with the growth of 
the angle of incidence.  
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                (a)                                  (b) 
Figure 1.6 Comparison of different forms of ray impedances for Class III model (a) 
and Class I model (b). 
 
1.2.3 Transformation from EI to RI  
Although RI shows its advantages in interpretation and reservoir discrimination, it 
is still a new measurement to industry compared with EI. Geophysicists have been 
used to extracting EI from the seismic angle gather using existing developed schemes. 
Therefore, besides analytically comparing EI and RI, it is meaningful to build a direct 
link between these two valuable tools. In order to retain their own physical meanings, 
this analysis is still performed in the angle domain using the two single interface 
models above.  
For a given interface, EI and RI can be estimated with the real value of parameters 
K and r, respectively. Theoretically, an explicit relationship between EI(θ) and RI(p(θ)) 
can be found because they are derived from reflection coefficient approximations with 
similar accuracy (Figures 1.2a and 1.2c). However, because different approximations 
are applied to the derivations of EI and RI, a relationship between them is derived as:  
i
ii
ii
iEIpRI θ
αθθ
θ
cos
)())((
2tan~ −= ,                    (1.18) 
where ))((
~
ii pRI θ  is the ray impedance estimated from EI. Inevitably, errors can be 
involved in the estimation, as well as a loss of the interpretation capability of RI. 
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Figure 1.7 compares the EI (blue), RI (solid green) and the estimated RI (dotted green) 
from EI for shale and sand, respectively. The largest errors of Class III model appears 
at the largest angle of incidence, while in the case of Class I model, the largest error 
appears at angles of incidence from 35o to 45o.     
 
     
                (a)                                  (b) 
          
                (c)                                    (d) 
Figure 1.7 Transformation from EI to RI. (a) - (b) Estimation of RI from EI of shale 
(left) and sand (right) for Class III model. (c) - (d) Estimation of RI from EI of shale 
(left) and sand (right) for Class I model. 
 
1.2.4 Converted wave elastic impedances  
The converted wave elastic impedance (CEI) is proposed in Duffaut et al. (2000) 
based on the linearized approximation of PS-wave reflection coefficients (equation 
1.25) 
        ( ) miniiCEI βρθ = ,                       (1.19) 
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and αβ=K  is assumed to be constant, which is distinct from the parameter 
22 αβ=K in the derivation of EI. This measurement is called ‘shear wave elastic 
impedance’ in Duffaut et al. (2000) because it is mainly determined by the 
shear-wave velocity and density. However, it is inverted from the PS- converted wave, 
and the compressional wave contributes to its index term. Therefore this 
measurement is termed as converted wave impedance in this thesis. 
 Based on equation (1.6), I derive the PS-wave converted ray impedance 
(Chapter 6) 
s
i
s
ii pCRI
2)( βρ= ,                      (1.20) 
where the power term is 
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  VerWest (2004) also proposes an exponential form converted wave ray impedance 
based on Bortfeld’s (1961) PS-wave approximation:  
⎥⎦
⎤⎢⎣
⎡ −+−−= )1)(2(4exp)(
0ρ
ρβαβ iiiii pppCRI .            (1.21) 
Three converted wave impedance approximations are compared in Figure 1.8. 
Since they are derived from different reflection coefficient approximations, there are 
huge differences among them. The CEI (green and pink solid curves) from (Duffaut 
et al. 2000) shows the largest change in scale. Its extreme value is close to the shear 
wave impedance (SI). VerWest’s CRI approximation is always below 1.0 due to the 
negative value of the exponential term. It is difficult to use it in the lithology/fluid 
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discrimination due to its limited variation (smaller than 1.0). CRI derived in equation 
(1.20) is in the scale between the above two. It presents a similar variation with the 
angle of incidence as CEI does, but more obvious discrimination between sand and 
shale for Class III model. An interesting interpretation feature of CRI/CEI is that the 
largest discrimination between shale and sand appears at the angle in the range from 
300 to 400. This is different from that of RI, which usually shows the most powerful 
discrimination capability at the largest angle of incidence. This feature corresponds to 
the extreme amplitude phenomenon of the PS-wave reflection. 
 
        
 (a)                                 (b) 
Figure 1.8 Comparison of different forms of converted wave ray impedance for Class 
III model (a) and Class I model (b). 
 
1.2.5 Joint interpretation of PP- and PS-wave ray impedances   
Log data analysis of PP- and PS-wave ray impedance for a Class III sand gas 
reservoir shows good sensitivity of gas/water-bearing sands within the intervals in 
Figures 1.10a and 1.10b. Gas-bearing sands are identified as decreased values of RI 
and increased values of converted wave ray impedance (CRI). RIs for gas-bearing 
sand are consistent with acoustic impedance/elastic impedance (not plotted on the 
graph) and shear impedance, respectively (Figure 1.10a). CRI seems to show even 
higher sensitivity than RI. Note that this case is not the same as the RIs’ performance 
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in tight sand as shown in chapter 6. As to the water-bearing sand, higher values for 
both of AI and SI are present because of the higher P-wave and S-wave velocities. 
However, different behavior between RIs and AI/SI can be found. This might help in 
fluid discrimination.  
 
(a) 
 
(b) 
Figure 1.9 Joint interpretation of PP- and PS-wave ray impedance. (a) Gas-bearing 
sands of reservoir I are characterized by decreased values of PP ray impedance (RI) 
and increased values of converted wave ray impedance (CRI). (b) RI and CRI behave 
differently and in contrast to AI and SI for water-bearing sands. 
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1.3 Motivations  
The ray parameter domain quantities are introduced and analysed in the previous 
section. Now I will show the motivations of this research. 
(1) Improved lithology/fluid discrimination is the initial motivation of studying 
PS-wave. Since S-wave parameters can be easily obtained from the PS-wave, which 
has different response to rock and pore-fluid from PP-wave. Therefore, my study is 
carried on the joint inversion of PP- and PS-wave, in order to reduce the ill-posedness 
of the seismic inverse problem. 
  
Figure 1.10 Propagation ray path of PP- and PS- wave. 
 
(2) In the ray parameter domain, it is more accurate to calibrate the PP- and 
PS-wave. They share exactly the same ray path between the source and the reflection 
point with a constant ray parameter; therefore the PP- and PS-wave reflection events 
represent exactly the same reflection point, in the horizontal direction (Chapter 3). 
Besides, ray impedances are more sensitive to the fluid content than AI and SI (Figure 
1.6, 1.8 and 7.13). Because (1) RIs are the high-order approximations of AI and SI, 
and (2) RIs with higher ray parameter values represent lower frequency contents, 
which are the key of fluid discrimination. Comparison of RI with different ray 
parameters can be applied in characterizing reservoirs. Joint interpretation of RI and 
CRI can even help in fluid discrimination (Chapter 7).  
(3) The third motivation of this study is to not only improve the existing 
techniques for conventional seismic inversion, but also develop the new 
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methodologies, for example: mixed-phase wavelet estimation, reflectivity inversion, 
elastic inversion and so on.   
 
1.4 Thesis outline 
The thesis consists of eight chapters including this introduction and the 
conclusions. Comprehensive procedures of the ray parameter domain joint inversion 
can be found in the work flow chart in Figure 1.10. Key techniques as well as their 
application to field data are described from chapter 2 to chapter 7. All of the 
methodologies are programmed in C language. The data is processed in the format of 
SU (Seismic Unix). The following is a brief outline of this thesis. 
 
 
Figure 1.11 Flow chart for ray impedance inversion and joint inversion of PP- and 
PS-wave. 
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Chapter 2 Construction of common-imaging-point (CIP) gathers in the 
ray-parameter domain. Two essential techniques are introduced to construct the 
ray-parameter domain CIP gathers: prestack time migration (PSTM) of 
multicomponent datasets and the afterward transformation process using ray tracing. 
In the first section, I will mainly discuss how the PS-wave travel time is affected by 
anisotropic parameters and the corresponding PSTM procedures, instead of the 
imaging techniques themselves. PP-wave PSTM includes a standard workflow, and 
the resulting stacked section is used to estimate the P-wave to S-wave velocity ratio 
for PS-wave processing. The bending ray-tracing method is investigated in the second 
section. An iterative procedure is applied to estimate ray paths at each CIP position. 
Then the corresponding reflection events are mapped to the ray parameter domain 
accordingly.    
Chapter 3 Wavelet-preserved PP- and PS-wave registration in the 
ray-parameter domain. Quantitative seismic joint inversion requires that reflections 
in a pair of PP and calibrated PS-wave traces correspond to each other sample by 
sample both horizontally and vertically. In this study, the inversion is carried out on 
the constant ray parameter (CRP) profiles. Therefore, within the corresponding CRP 
profiles, PP- and PS- waves represent exactly the same reflection point in the 
horizontal direction.  
As to the travel time domain events registration, this chapter introduces a 
PS-wave calibration method based on the time-variant P-wave to S-wave velocity 
ratio )(tγ . The velocity ratio is estimated using the perturbation of )(tγ  in the 
correlation analysis between the PP- and PS-wave events. For field data application, 
the target-oriented γ  analysis in term of both the additive perturbation of )(tγ and 
the gradient of the local velocity ratio is sometimes necessary, in order to overcome 
possible ambiguities in the correlation spectrum.  
Then a wavelet correction procedure is introduced to restore the original 
PS-wave frequency spectrum distorted during the PS-wave reflection compression. 
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This correction is performed in the Gabor transform domain, in which the frequency 
spectrum for each reference time is modified based on a local wavelet-compression 
rate. Thereafter, wavelet-preserved PS-wave reflections, presented in PP time, can be 
used in a PP- and PS-wave joint inversion.  
Chapter 4 Mixed-phase wavelet estimation using bispectrum. This chapter 
presents a method to estimate the mixed-phase wavelet from seismic data, using the 
frequency-domain, high-order statistics of a seismic trace. The resulting wavelets are 
applied in further deconvolutional inversion to estimate the reflectivity sequences. 
As the frequency spectrum of the third-order cumulant (TOC) of seismic data, the 
bi-spectrum preserves the phase character of the wavelet. A linear relationship 
between the phase spectrum of seismic bispectrum and the phase spectrum of the 
seismic  wavelet is applied for the wavelet phase estimation. During the phase 
estimation, I make an assumption for the first and last phase components based on the 
continuity of the phase function, instead of assuming both of them are zero as in 
Matsuoka and Ulrych (1984). 
However, since the bispectrum phase of TOC estimated by means of Fourier 
transform is wrapped with modulo-2π , it cannot be applied directly to invert for the 
wavelet phase. Therefore, I adopt the minimum L0-norm unwrapping method to deal 
with the noisy wrapped phase (non-Gaussian additive noise) in the 2D domain, before 
wavelet phase estimation.  
   In the real data application, I compare the well calibration results using 
statistically estimated wavelet and the wavelet extracted using well logs, respectively, 
to show the feasibility of the method.  
Chapter 5 Sparseness reflectivity inversion of PP- and PS-waves.  Ideal 
reflectivity deconvolution produces a reflectivity sequence with not only wide 
frequency bandwidth, but also high agreement with the original seismic data. 
However in practice, it is not easy to achieve both goals at the same time. In order to 
balance the tradeoff between sparseness of the estimation and data misfit, I 
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investigate two deconvolution methods - the Lp-norm method and the Cauchy 
sparseness constraint method, by means of a series of experiments.  
Although these two methods assume the reflectivity has different prior probability 
distributions, they have similar performances in essence. If optimal sparseness 
parameters are applied, both of them produce a solution with satisfactory frequency 
spectrum, but the lateral continuity can be poor due to the loss of reflectors. Therefore 
both optimal parameters for the sparseness function and appropriate weighting factor 
for the sparseness constraint are required to reduce the residual energy without 
jeopardizing the frequency spectrum. 
I also investigate how the model (impedance) constraint is appropriately applied to 
recover the missing frequency components for such an inverse problem. Model 
constraint is important especially for the PS-wave due to its relatively low 
signal-to-noise (SNR) ratio. Similarly, the weighting factor for model constraint also 
needs to be carefully determined. I show that an optimal model constraint can not 
only improve the frequency, but also reduce the residual energy of the solution.  
Chapter 6 PP- and PS-wave ray impedance inversion. Firstly, I introduce the 
ray impedance inversion of PP- and PS- waves. Inversions are then performed on an 
unconventional tight-sand gas reservoir. I also compare the inverted ray impedances 
with other impedances estimated using commercial software, to show their potential 
for detailed reservoir characterization.  
Chapter 7 Simultaneous inversion for three elastic parameters. In this 
chapter, a joint inversion scheme of PP- and PS-wave for three independent elastic 
parameters (including density) is proposed. I use a weighted derivative matrix to 
balance the different sensitivities of these three physical parameters. Both synthetic 
data and real data from the tight-sand gas reservoir are used to test this method. 
Through comparison of results with the single PP-wave inversion, I show that this 
simultaneous inversion is capable of estimating three elastic parameters. It provides 
better estimates in terms of accuracy and stability. Bulk density can be estimated 
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using seismic data with limited incidence aperture. Results of inversion are validated 
against the real logs, as well as the results from other methods.  
 
1.A Appendix: Zoeppritz equations of PP- and PS- wave reflection 
coefficients 
The exact PP-wave RC in terms of ray parameter p and vertical slowness q is (Aki and 
Richards, 1980) 
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The exact PS-wave RC is 
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Truncating the higher-order term, the linearized PP-wave RC approximation in terms of 
elastic contrast is: 
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The corresponding PS-wave RC approximation in terms of elastic contrast is: 
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Chapter 2 Construction of common-imaging-point (CIP) 
gathers in the ray-parameter domain 
Because of inevitable dipping structures and faults, migration must be applied to 
seismic data in order to reveal the real spatial locations of the scattering points and to 
obtain the true reflection amplitudes. The resulting CIP gathers represent the 
reflections of local subsurfaces and retain the offset dependency of the amplitude, 
hence are ideal data for further prestack inversion. In VTI anisotropic media, the 
diffracted PS-wave can be more sensitive to the anisotropy than the PP-wave, and this 
effect is found to be more intensive with increasing incident angle of the rays 
(Kristiansen et al., 2004). Therefore a prestack time migration that uses an anisotropic 
velocity model is used to process the P-S wave data. 
AVO analysis and conventional prestack inversion requires angle-domain CIP 
gathers, from which common angle gathers can be extracted. For this ray parameter 
domain inversion, the ray-tracing technique described below is applied to map the 
flattened reflection events in the PP- and PS-wave CIP gathers from the offset domain 
to the ray parameter domain. Then the constant ray parameter (CRP) profiles can be 
constructed. 
First, I discuss how the PS-wave travel time is affected by the anisotropic 
parameters and the corresponding prestack time migration (PSTM) procedures. 
(Although seismic migration revealing the subsurface structures of the earth is 
definitely a fertile area for extensive research, the imaging techniques themselves are 
beyond the scope of this publication.) A processing software package – CXtools (Dai 
and Li, 2006) and the example datasets are used to demonstrate the methods. Then, I 
investigate a bending ray-tracing method to illustrate the construction of the CIP 
gathers in the ray parameter domain.   
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2.1 PP-wave data processing 
Compared with prestack depth migration (PSDM), PSTM is preferred for 
amplitude-based analysis and inversion because the latter has the advantage of 
amplitude preservation (Avseth, 2005). Although the PSTM has limitations for 
imaging beneath complex subsurface structures due to its assumption of constant 
lateral velocity within the migration aperture, it is still a robust tool for imaging the 
layered structures and dipping faults which are very common in reservoirs (Robein, 
2010).  
So far, Kirchhoff PSTM is still the most popular technique in practice because of 
its relatively high efficiency and fewer requirements in velocity model estimation. 
Each point underground is assumed to be a diffractor, thus each image point is 
focused by the integral of the energy along the possible diffraction curves. A standard 
workflow of PP-wave Kirchhoff PSTM includes the common midpoint (CMP) 
binning, velocity model estimation, diffraction travel time calculation, data samples 
summation with optimum weights and image point location. Both the stacking 
velocity analysis and migration velocity analysis are based on hyperbolic moveout. 
Figure 2.1 shows a PP-wave CMP gather and the corresponding CIP gather after 
PSTM migration. 
               
                (a)                                   (b) 
Figure 2.1 PP-wave CMP gather (a) and the migrated CIP gather (b) at CDP 800.     
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PP-wave seismic data processing is easier than for PS-waves because the PP-wave 
propagates along a symmetric ray path and it is less influenced by anisotropy. In fact, 
in multicomponent data processing, the vertical z-component data processing 
generates not only the CIP gathers for further inversions, but also the velocity models 
and the stacked sections for parameter estimation in the PS-converted wave data 
processing. Figure 2.2 shows a graphical user interface tool of CXtools, which is 
applied to estimate the vertical P-wave to S-wave velocity ratio 0γ  by roughly 
calibrating the PS-wave stacked section with the PP-wave stacked section. 0γ  is an 
important parameter in the PS-wave velocity analysis.  
 
 
Figure 2.2 Calibration of PP- and PS- waves to determine the vertical P-wave to 
S-wave velocity ratio 0γ  (at CDP 800). 
2.2 PS-wave data processing 
The PS-wave (converted- SV wave) are recorded using the land-based detectors 
(Chapter 6) or ocean-bottom cable (Chapter 7). In the real data applications of this 
thesis, the migrated PS-wave CIP gathers are available and provided by companies. 
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Now, I use an example data set to demonstrate the PS-wave processing work flow.      
Besides the generation of offset-dependent amplitude, the PSTM of PS-waves 
can also be applied to compensate for varied diodic effects caused by gas clouds (Li et 
al., 2001). Because both the PS-wave migration velocity analysis and the anisotropic 
parameters estimation are very complicated and time consuming, the stacking process 
is a necessary procedure to build the initial migration velocity model.  
 
Figure 2.3 PS-wave propagation in the layer VTI media with an asymmetric ray path. 
 
In the stacking process, seismic events are assumed to be reflections at flat 
subsurfaces. Figure 2.3 shows the PS-wave propagation in layered vertical transverse 
isotropic (VTI) media. px  represents the horizontal distance from the source to the 
conversion point (scatter point) and sx  is the horizontal distance from the 
conversion point to the receiver. Based on Thomsen’s (1999) notation, 0pt , 0st  and 
0pst  are the average vertical travel times of the down-going P-wave, up-going S-wave 
and the PS-wave, respectively; 0pV , 0sV  and 0psV  represents the corresponding 
average vertical velocities, while stkpV − , stksV −  and stkpsV −  are the root mean square 
(rms) or stacking velocities;  0γ  and stkγ  respectively are the vertical and stacking 
P- to S-wave velocity ratios, and 02 γγγ stkeff =  is the effective velocity ratio. Following 
the three term-form of PS-wave zero-dip response in Tsvankin and Thomsen (1994), 
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Li and Yuan (2003) derived a simplified equation: 
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As discussed above, 0γ  can be estimated by manually calibrating the PS-wave 
stack section with the PP-wave stack section; effη  is the P-wave anisotropic 
parameter (Alkhalifah and Tsvankin, 1995); while effζ  is the SV-wave anisotropic 
parameter derived from an empirical relationship (Li and Yuan, 2003)   
2
effeffeff γηζ =                          (2.3) 
Besides the stkpsV − , which dominates the near-offset hyperbolic moveout, effγ  and 
effχ  also have specific impacts on the travel time. In fact, effγ  represents the 
asymmetric ray path and influences the non-hyperbolic moveout at the intermediate 
offset, while effχ  controls moveout at the far offset (Li et al., 2007). Therefore, both 
of them can be estimated during the normal moveout correction of the asymptotic 
conversion point (ACP) gathers. Figure 2.4b-d show the results of a PS-wave ACP 
gather after moveout corrections considering different anisotropic parameters.  
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 (a)                                   (b) 
                
 (c)                                   (d) 
Figure 2.4 A PS-wave ACP gather (at CDP 800) after different moveout corrections. 
(a) Original ACP gather. (b) ACP gather using only hyperbolic moveout correction 
(near offset events are flattened). (c) Result of non-hyperbolic moveout correction 
taking account of the effects of effγ  (Events at both the near and intermediate offset 
are flattened). (d) Result of non-hyperbolic moveout correction taking account of the 
effects of both effγ  and effχ  (Events at far offset are also flattened). 
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Figure 2.5 PS-wave diffraction in the scattering medium. 
 
Differing from the stacking process, the migration process assumes that each 
image point is a diffractor. Thus it is important to find a way to link the stacking 
velocity model ), , ( 0 effeffstkpsV χγγ− to the migration velocity migpsV − . Li et al. (2001) 
derives an approximation of PS-wave diffraction time for the scattering medium as 
  spps ttt +=                         (2.4) 
where  
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However, equation (2.4) is too clumsy to be applied in parameter estimation and 
pre-stack migration. Dai and Li (2007) reform equation (2.4) as  
),,,,()( 0 effeffmigpsmigpshypps mVSVtt χγγ−− ×=            (2.5)  
where 2
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2
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sp
psmigpshyp V
xx
tVt
−
−
++=  is a hyperbolic term;  
),,,,( 0 effeffmigps mVS χγγ−  is a scale factor controlling the non-hyperbolic behavior of 
the moveout 
42 
 
⎪⎭
⎪⎬
⎫
⎥⎥⎦
⎤
⎢⎢⎣
⎡ ++++++−++
⎪⎪⎩
⎪⎪⎨
⎧
++++
++++
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −++++
+++=
−
−−
2
0
0
2
0
2
2
0
2
0
2
0
2
2
0
22
0
2
2
0
)(
)1)(1(
)]()2([1
)(
)1)(1(
)]()2([
11
4
)1)(1(
)(
)(
1
1
1
sp
eff
psmigps
sps
sp
eff
effpsmigps
spp
eff
eff
sppsmigps
sp
xx
tV
xxAmm
xx
tV
xxAmm
xxtV
xx
S
γγ
γγ
γγ
γγ
γγ
γ
 and )()( spsp xxxxm +−=  represents the relative location of the scatter point. In 
equation (2.5), the anisotropic parameters effχ  and effγ  substitute for effη  and effζ  
in equation (2.4) according to equations (2.2) and (2.3), respectively; the P-wave and 
S-wave stacking velocities are expressed in terms of the PS-wave migration velocity 
based on the following relationships (Li et al. 2007) : 
)1()1( 00 γγγ ++= −− effstkpsstkp VV , )1()1( 00 γγγ ++= −− effstkpsstks VV
 
and  
)2()1( 0 effmigpsstkps VV γγ+= −− . Therefore, equation (2.5) provides a practical way to 
generate the PS-wave migration velocity model ),, , , ,( 0 effeffeffstksstkp VV ζηγγ−− from the 
PS-wave stacking velocity model ), , ( 0 effeffstkpsV χγγ− . 
Updating the PS-wave migration velocity model for each common image point 
(CIP) gather through velocity analysis is time consuming. First, the image points are 
partially time shifted by removing the non-hyperbolic effect caused by 
),,,,( 0 effeffmigps mVS χγγ− , and the effχ  is updated at the same time; then a common 
mid-point (CMP) diffraction gather is constructed by positioning the image points so 
as only the hyperbolic moveout remains (this procedure is assumed to have little 
dependency on the velocity); at last, the migration velocity migpsV −  is updated 
through the hyperbolic velocity analysis. Several iterations of the above procedures 
are performed to make sure the migpsV − and effχ  are convergent. Figure 2.6 illustrates 
the outcome of each procedure discussed above. Figure 2.7 shows the workflow for 
updating the PS-wave migration velocity model and prestack time migration.  
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(a) 
 
 
(b) 
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(c) 
Figure 2.6 PS-wave migration velocity analsis. (a) CIP gather after first round PSTM 
and corresponding velocity model estimated from stacking procedure. (b) CMP 
diffraction gather constructed by means of inverse NMO. (c) CIP gather after  
second round PSTM and updated velocity model. 
 
Figure 2.7 PS-wave stacking and migration workflow. 
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2.3 PP- and PS- wave ray tracing 
The construction of ray parameter domain data gathers from the migrated CIP 
gathers is discussed in the following section. Although the Tau-p transform could 
decompose the time-space domain data and map it to the instantaneous-slope and 
intercept-time domain, it may fail in this research situation for two reasons. First, if 
dipping structures occur, the instantaneous slope, which equals the average horizontal 
slowness, is not equal to the incident wave ray parameter. The difference between 
them is proportional to the cosine of the dip angle. The second problem is that the 
Tau-p transform performs a slant stack process altering the relative amplitude 
information. Thus the transformed Tau-p domain is not appropriate for 
amplitude-based inversion or analysis. 
With the extensive development of AVO analysis and prestack inversion, a 
number of existing techniques have been proposed to produce real angle-domain 
PP-wave CIP gathers during prestack depth migration (De Bruin et al., 1999; Sava 
and Fomel, 2003; Xu et al, 2001). However, because most of the amplitude-related 
seismic inversion is studied in the time domain, depth-to-time conversion is a 
necessary procedure, in which the waveform can suffer certain distortion effects. 
It is also difficult to generate the PP- and PS-wave gathers in the ray parameter 
domain through the time migration introduced above due to the complicated 
procedures of anisotropic migration for multicomponent datasets. Therefore, I use a 
later ray tracing process to map the CIP gathers from the time-offset domain to the 
time-ray parameter domain. In each CIP gather, the anisotropic effects are assumed to 
be removed and all the reflection events are assumed to be locally flat, thus the 
velocity field varies only with the vertical direction. Under this assumption, a least 
time principle-based ray tracing method is applied to estimate the ray path within the 
PP- and PS-wave CIP gathers. This method is discussed in Wang (2003a) for the 
PP-wave ray amplitude calculation.   
According to the least time principle or Fermat’s principle, the PP-wave 
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propagation ray path L  minimizes the travel time T  between two reflection points: 
( ) ∫= L
pv
dlLT min ，                       (2.6) 
where pv  is P-wave velocity and dl  is the ray segment. In each CIP gathers, if 
there are 2k reflectors along the ray path L  with the horizontal 
distances )2,...,0( kixi = , the ray path can be expressed in the discrete form as: 
∑
=
=
k
i
idlL
2
1
                          (2.7) 
where idl  is the length of the ray segment between points ix  and 1−ix . In the case 
of PP-wave propagation, the slowness variables are symmetric at each CIP location 
with 12,,1 ,)2()( −== − kiuu ikpip L . Therefore, the corresponding traveltime is 
expressed as 
( )∑
=
− +=
k
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iipip dluuT
0
)()1( ，                 (2.8) 
where )()( 1 ipip vu = is the slowness of the ith medium and idl  is the length of the ray 
segment between points ix  and 1−ix . If the first and the last reflection points 0x  
and kx2  are known, Fermat’s principle can then be expressed as 
( ) 0TL =∇                         (2.9) 
which states that seismic energy travels along a path for which the first-order 
variation with all neighbouring paths is zero (Sheriff 1991). Equation (2.8) can then 
be explicitly expressed as 
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  (2.10) 
in which the reflection points { }ix  along the ray path can be solved iteratively with 
an appropriate initial P-wave velocity model.  
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However, the PS-wave CIP gathers possess asymmetric slowness: the P-wave 
slowness )()( 1 ipip vu =  with ki ,,1 L= , and the S-wave slowness )()( 1 isis vu =  with 
12,, −= kki L . Thus the corresponding traveltime is  
( ) ( ) ⎥⎦
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⎡ +++= ∑∑
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1          (2.11) 
The reflection points { }ix  can then estimated by iteratively solving the following 
system  
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(2.12) 
All of the horizontal distances within each ray path are solved using equation 
(2.10) or (2.12). Then the ray parameter for each sample can be calculated 
accordingly. Therefore at the same time, reflection events along the offset are 
mapped to their corresponding ray parameters using a sinc function (equation 3.4). 
Figure 2.8 shows the PP- and PS-wave CIP gathers at CDP 800 in the offset domain 
and those in the ray parameter domain. Reflection events in offset are mapped to the 
ray parameter domain with their corresponding time. Seismic reflections of constant 
ray parameters within CIP gathers are marked by coloured curves in the offset 
domain (p=100, 150, 200, 250 and 300ms/km). No stretch effects could be found in 
Figures 2.8c and 2.8d because stacking is not performed in this process.     
48 
 
          
            (a)                                  (b) 
           
         (c)                                   (d) 
Figure 2.8 Transformation CIP gathers from offset domain to ray parameter domain. 
(a - b) PP-wave CIP gather in the offset domain and ray parameter domain, 
respectively. (c - d) Corresponding PS-wave CIP gather in the offset domain and ray 
parameter domain, respectively. Constant ray paths are plotted on the CIP gathers as 
colored curves (p=100, 150, 200 , 250 and 300ms/km). 
 
2.4 Construction of constant ray-parameter (CRP) profiles 
Figure 2.9 and 2.10 shows the ray-tracing process for PP- and PS-wave of 
another dataset (at CDP 2782). Estimated ray paths with p=75, 125, 175, 225, and 
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275ms/km are plotted on Figure 2.9a and 2.10a. Seismic data within these intervals 
will be extracted and then stacked to construct the constant ray parameter (CRP) 
sections with p=100, 150, 200 and 250 ms/km, respectively. 
In order to maintain a high signal-to-noise (SNR) ratio, I extract not only seismic 
data with specific ray parameters, but also for a range of constant ray parameters 
(Figure 2.9a). The CRP profiles are then constructed by stacking the data within the 
selected range of ray parameters. Figure 2.11 and 2.12 show the PP- and PS-wave 
CRP profiles with the different ray parameters. Lower frequency components are 
highlighted with increasing ray parameter.  
 
 
   (a)                                   (b) 
Figure 2.9 A PP-wave CIP gather (inline 421, CDP 2782) in the offset domain and the 
ray parameter domain. Constant ray paths/ray-parameters are plotted on the CIP 
gather as colored curves (p=75, 125, 175 and 225, and 275ms/km). 
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                  (a)                               (b) 
Figure 2.10 A PS-wave CIP gather (inline 421, CDP 2782) in the offset domain and 
the ray parameter domain. (a) Offset domain PS-wave CIP gather. (b) Ray parameter 
domain PS-wave CIP gather. Constant ray paths/ray-parameters are plotted on the CIP 
gather as colored curves (p=75, 125, 175 and 225, and 275ms/km). 
 
    
(a) 
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(b) 
 
(c) 
 
(d) 
Figure 2.11 PP-wave CRP profiles. (a-d) with ray parameters of 100, 150, 200 and 
250 ms/km, respectively.  
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(a) 
 
(b) 
 
(c) 
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(d) 
Figure 2.12 PS-wave CRP profiles. (a-d) with ray parameters 100, 150, 200 and 250 
ms/km, respectively.  
 
2.5 Summary 
In order to construct the ideal PP- and PS-wave data gathers for ray parameter 
domain joint inversion, anisotropic PSTM followed by a bending ray-tracing method 
is applied to generate the CIP gathers in the ray parameter domain. PSTM on the 
vertical z-component data is firstly performed not only to image the PP-wave but also 
for vertical P-wave to S-wave velocity ratio estimation. PS-wave stacking produces a 
reliable initial velocity and anisotropic parameters model, thus is a part of the 
procedure of the PS-wave anisotropic PSTM. The migration velocity analysis for 
PS-wave is time-consuming because iterative procedures are required.   
Ray-tracing instead of Tau-p transformation helps in construction of the CIP 
gathers from the original offset domain to the ray parameter domain. The ray-tracing 
is based on the least time principle and assumes all the reflection events in the CIP 
gather are locally flat. An iterative procedure is first applied to estimate each ray path, 
then the corresponding reflection events are mapped to the ray parameter. Once the 
CIP gathers are in the ray parameter domain, the constant parameter (CRP) profiles 
can be constructed from them for further processing and inversion. 
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Chapter 3 Wavelet-preserved PP- and PS-wave event 
registrations  
Joint inversion of PP- and PS-waves is performed on the constant ray parameter 
(CRP) profiles. For a constant ray parameter, a pair of PP- and PS-wave traces have 
exactly the same ray path between the source and the reflection point, which means 
the PP- and PS-wave reflection events represent exactly the same reflection point, in 
the horizontal direction. Therefore after event calibration, these PP and PS-waves 
from the same reflection point should have the same depth-type time vertically. In 
other words, reflections events in a pair of PP- and calibrated PS-wave traces with a 
constant ray parameter should correspond to each other sample by sample both 
horizontally and vertically. 
PP and PS-wave calibration transforms PS-wave reflection events from PS-wave 
time to the corresponding PP-wave time. In this chapter, I present an event calibration 
procedure which not only transforms a PS-wave trace to the PP-wave two-way time, 
but also preserves the original wavelets in the transformed PS-wave trace. The 
material presented in this chapter is published (in press) in Journal of Geophysics and 
Engineering.  
3.1 Introduction  
Calibration of PP- and PS-waves is an indispensable step in multicomponent 
seismic inversion and quantitative analysis. It is often implemented as an iterative 
process, in which transformed PS-wave events are correlated with the PP-wave 
reflections to verify the selection of P- to S-wave velocity ratio. This calibration is 
also called ‘event registration’ in multicomponent data analysis. Behle and Dohr 
(1985) implemented a combined velocity analysis between stacked PP-waves and 
converted PS-waves for correlation. Garotta (1985) developed a cross-correlation 
method for P-wave and S-wave sections within small windows using an estimated 
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time scale factor. Gaiser (1996) analyzed two cross-correlation methods with general 
application to determine the ratio of the long-wavelength P-wave velocity to the 
S-wave velocity. Li et al. (1999) and Zhang and Li (2004) suggested using a PS-wave 
moveout correction to create a velocity-ratio spectrum similar to the conventional 
velocity spectral analysis. Ogiesoba and Stewart (2003) developed a velocity analysis 
procedure using Thomsen’s (1999) non-hyperbolic traveltime equation to compute 
semblance for scanning the depth-varying, zero-offset velocity ratio. Nickel and 
Sonneland (2004) presented an automatic event registration method under the 
assumption that for the PP- and PS-wave volumes, only the locations of seismic 
events exhibit changes, whereas the amplitudes remain the same. While the 
constant-amplitude assumption is used for registration and is not an assumption of the 
total workflow, the scheme is indeed effective in practice (Nickel and Sonneland, 
2005). A similar technique to Nickel and Sonneland (2004) is a least-squares 
optimization approach for registering PP and PS images, suggested by Fomel and 
Backus (2003) and Fomel et al. (2005). Fomel (2007) also suggested an event 
registration method based on measurement of local similarity between a PP-wave 
image and a squeezed or stretched PS-wave image. 
In this chapter, I develop a practical method using perturbations of the 
correlation analysis between the PP- and PS-wave events, to estimate the time-variant 
velocity ratio: 
)(
)()(
tV
tVt
S
P=γ ,                          (3.1) 
where PV  and SV  are the P- and S-wave average velocities, respectively, and t  is 
the PP-wave vertical two-way traveltime. I first determine an initial time-variant )(tγ  
model by selecting the γ  values from visual comparison between the PP- and 
PS-wave traces, and then update the model based on a correlation analysis with 
various perturbations. Considering the complexity of field data and sometimes the 
effect of low signal-to-noise ratio, the γ  analysis could also be conducted in a 
target-oriented fashion which involves not only searching for the additive perturbation 
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but also the gradient of the local velocity ratio, to overcome possible ambiguities in 
the correlation spectrum. 
During the trace transformation from PS time to PP time, the PS-wave 
reflections are compressed along the time axis. However, time compression also 
squeezes the wavelets which were convolved with the reflection coefficients. This 
wavelet distortion needs to be removed to preserve the original PS-wave frequency 
content, which is a key effect for reservoir discrimination. Therefore, I suggest a 
wavelet correction step following the event registration. Ideally, PS- to PP-time 
transformation should be treated as a kinematic process, and the dynamic information 
in the original wavelets should be preserved.   
Wavelet compression means stretching in the frequency spectrum, and such 
spectral stretching is time-variant depending upon the local P- to S-wave velocity 
ratio. The correction process attempts to preserve the original frequency content of PS 
wavelets. The Gabor transform is performed over the compressed PS-wave trace to 
generate a time-frequency spectrum, in order to remove the side-lobe effect caused by 
Fourier transform of limited number of samples. The frequency spectrum (both 
amplitude and phase) for each reference time is modified based on the local 
wavelet-compression rate. Then the wavelet-preserved trace is obtained in the time 
domain by an inverse Gabor transform. Thereafter, wavelet-preserved PS-wave 
reflections, presented in PP time, could be used in a PP- and PS-wave joint inversion.  
 
3.2 Perturbation method for the event calibration 
For clarity of presentation, throughout this chapter I denote the PP wave vertical 
two-way time as t  and the PS wave two-way time as τ . In the event calibration, a 
key parameter is the effective )(tγ  function defined in equation (3.1). This velocity 
ratio function may also be calculated using PP- and PS-wave vertical times t  and τ  
by 
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t
tt −= τγ 2)( .                          (3.2) 
Compressing a PS-wave trace from time τ  to the PP-wave reference time t  can be 
generally represented as  
)( ),()( ττ PSPS utΓtu = ,                      (3.3) 
where )(τPSu  is the original PS-wave trace in time τ , )(tuPS  is the PS-wave trace 
in time t , and Γ  is the transform operator. To construct a transformed sample 
)(tuPS , the time τ  is found from equation (3.2) based on t  and )(tγ . The 
waveform amplitude around time τ  is built using a sinc function interpolation as   
∑ ⎟⎠⎞⎜⎝⎛ −ΔΔ= k PSPS ktkutu τττ )(sinc)()( ,                (3.4) 
where 2/)1()( tt γτ += , and τΔ  is the sampling interval of the original PS-wave 
trace. Therefore, in discrete form where the total number of samples in )(tuPS  is m  
and the total number of samples in )(τPSu  is n , each row of the nm ×  matrix Γ  
is a set of coefficients of the sinc function. In the examples shown in this chapter, the 
interpolation window is 9 points, and τΔ  = tΔ ,  tΔ  being the sampling interval of 
the PP-wave trace. 
To evaluate whether the )(tγ  function is appropriately selected, the zero-lag 
correlation coefficient is estimated between the compressed PS-wave trace and the 
reference PP-wave trace as  
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where T  is the correlation window length. I use a square window to generate the 
correlation coefficient, and the window length is set to be 30ms to make it close to the 
wavelet length.  
This calibration method is firstly demonstrated using a synthetic 
multicomponent seismic data set, for which the model consists of six reflectors. The 
seismic data sets are imaged using the prestack time migration, and the resulting   
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CIP gathers are then transformed to the ray-parameter domain. A pair of CIP gathers 
is shown in Figures 3.1a and 3.1c as the example of PP- and PS-wave calibration. The 
γ  values are visually picked in time τ  (Figure 3.1b), and the γ  curve and the 
PS-wave CIP gather are squeezed to the time t  to verify whether the )(tγ  function 
is appropriately selected (Figures 3.1d and 3.1e).  
 
 
(a)            (b)          (c)          (d)          (e) 
Figure 3.1 Construction of the initial velocity ratio. (a) A PP-wave 
common-image-point (CIP) gather. (b) The )(τγ  analysis panel, where τ is the 
PS-wave vertical two-way time. (c) A PS-wave CIP gather. (d) The )(tγ  analysis 
panel, where t is the PP-wave vertical two-way time. (e) Transformed PS-wave CIP 
gather. The background red curves in (b) and (d) are references from a neighbouring 
CIP gather.  
 
Among the scanning methods based on correlation coefficients, a stable method 
for estimating time-invariant γ  is the constant velocity-ratio scanning method 
(Gaiser, 1996). Given a pair of stacked PP- and PS-wave traces (Figure 3.2a), the 
PS-wave trace is transformed with respect to a range of time-invariant γ  values 
(Figure 3.2b). These transformed traces are correlated sequentially to the reference 
PP-wave trace, generating a correlation coefficient spectrum (Figure 3.2c). However, 
it is difficult to identify the γ  trend unambiguously from this correlation spectrum. 
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For instance, there may be more than one high correlation region at a certain time, and 
it is difficult to select which is the correct one. An analogous problem occurs with the 
presence of multiples in conventional velocity spectra displays. 
 
 
     (a)                  (b)                        (c) 
Figure 3.2 Scanning for time-invariant γ. (a) A pair of stacked PP- and PS-wave 
traces. (b) Transformed PS-wave traces using different constant γ  values. (c) 
Zero-lag correlation coefficients between the group of transformed PS-wave traces 
and the PP-wave trace. It is difficult to pick γ  values from this correlation spectrum. 
 
 Instead, a time-variable )(tγ  function can be used in scanning. Gaiser (1996) 
used the P-wave velocity and a linear mudrock relationship (Castagna et al., 1985) for 
the S-wave velocity to predict the time-variable velocity ratio. Although this method 
depends upon the assumption of the empirical relationship between the P- and S-wave 
velocities, use of a mudrock relationship can rule out unrealistic cases and thus be 
effective in finding an initial guess. A practical solution for estimating time-variant 
)(tγ  function is selecting γ  values manually by direct comparison between the PP- 
and PS-wave gathers, as shown in Figure 3.1, if there are individual distinct reflectors 
on the PP- and PS-wave images which can be linked.  
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Based on the time-dependent )(tγ  as an initial model, a range of perturbations 
is applied to find an optimized )(tγ  function.  Then a group of transformed 
PS-wave traces (Figure 3.3a) are generated using the time-variable )(tγ  with 
additive perturbations between –0.4 and 0.4 (with interval 0.04). The corresponding 
correlation-coefficient spectrum (Figure 3.3b) reveals a very clear )(tγ  trend for this 
synthetic example, in which the true value is simply 2)( =tγ  for most times t . 
Based on the correlation analysis, I update the )(tγ  function (Figure 3.3c), on which 
updated points are linked by B-spline interpolation, producing a smooth )(tγ  
function so that the differentiation with respect to time, dttdt )()(' γγ =  exists. 
Differentiation is needed in the following wavelet preservation.   
 
 
(a)                         (b)                       (c)     
Figure 3.3 Scanning for time-variant γ. (a) Transformed PS-wave traces using 
time-variable )(tγ  with perturbations. (b) The PP- and PS-wave correlation 
coefficient spectrum. (c) Comparison of the initial )(tγ  function (dashed red curve) 
and updated )(tγ  function (solid black line).  
 
3.3 Wavelet restoration after PS-wave event registration 
After prestack time migration or normal moveout (NMO) correction where 
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non-zero offset data are time-corrected to match with zero offset, there is an NMO 
stretching effect which is most pronounced at far offsets, due to the travel time 
following a hyperbolic equation. A similar time-variant compression exists in the 
PS-wave registration problem discussed in this paper. Basically, event registration is a 
time-to-time conversion which maps PS reflections from time τ  to the time t . After 
registration, PP and PS reflections have the same ‘pseudo-depth time’ t  for a given 
reflector. Theoretically, if the frequency content of PP-waves and PS-waves are the 
same and the P- to S-wave velocity ratio is about 2, PS-waves will have about half the 
wavelength and twice the depth resolution as the PP-waves. Since the PS reflection 
has a wavelength less than that of the PP reflection, it sees a finer structure than the 
PP-wave reflection (Gaiser, 1996).  
However, the PP-and PS-waves recorded at the surface have different frequency 
contents. This is due to effects such as frequency-dependent attenuation, and different 
ray length along different return paths, although PP- and PS-waves share the same ray 
path from the source to the reflection point. As we do not know the mechanism to 
correct a compressed PS-wavelet to a wavelength that is right for the ‘pseudo-depth’ 
time, instead, I attempt to restore the original PS-wavelets before time compression.  
Although the higher resolution of the PS-wave is beneficial to stratigraphic 
interpretation, true wavelets in both PP and PS-wave traces without frequency 
distortion are needed in prestack seismic inversion. This is because the frequency 
dependency of any inverted model is a key property for subsequent fluid 
discrimination. The original wavelets should be restored from the compressed 
PS-wave data before seismic inversion. After event registration and wavelet 
restoration, PP- and PS-waves at the same time t are reflections from the same 
reflection point. But separate wavelets are needed for the inversion of the PP- and 
PS-wave data. 
   After PS-to-PP time conversion, wavelets are compressed along the transformed 
PS-wave trace )(tuPS . Consequently the band-limited frequency spectrum has been 
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stretched (Figure 3.4). This spectrum stretching effect should be removed, so as to 
recover the wavelets on the original PS-wave trace )(τPSu .   
I implement the wavelet transformation in the Gabor transform domain. The 
function of Gaussian window is given by 
])(4exp[2)( 2
T
t
T
tW −= π                     (3.6) 
where T is the half of the window length, which is set to be 25ms. 
This transformation includes the following three steps: (1) Gabor transforming 
)(tuPS  to generate a time-frequency spectrum; (2) modifying the amplitude spectrum 
),( tuPS ω  over all different times t ; and (3) performing an inverse Gabor transform 
to produce a time-domain trace )(tuPS  with corrected wavelets. As the correction is 
based on a modelled )(tγ  function but not the local spectrum, implementing 
frequency spectrum correction in the Gabor transform domain can avoid inappropriate 
distortion related to the geology. A very similar model-based spectrum correction 
scheme is the Gabor transform domain inverse Q filtering algorithm (Wang, 2006, 
2008), which depends on a given attenuation model. This approach may also be 
applicable to the removal of stretch effects from NMO correction, which is an 
identical problem. The times before and after moveout correction are also known as 
the stretch factor. 
For a given )(tγ  model, the following two quantities need to be estimated. The 
first one is the ratio of the transformed time t  to the original time τ , defined as 
)(1
2)(
t
tt γτα +=≡ .                       (3.7) 
Taking first-order differentiation produces another quantity, 
)(')(1
2)(
tttd
dtt γγτβ ++=≡ ,                   (3.8) 
where )(' tγ  is the differential of )(tγ  with respect to time t . This quantity 
measures the wavelet compression rate (to first order) in the PS-to-PP time 
transformation. The ratio of the instantaneous frequencies is inversely proportional to 
the wavelet compression rate as (Barnes, 1992)  
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β
τ
τω
ω == ,                       (3.9) 
where )(τω  and )(tω  are the instantaneous frequency before and after transform 
respectively (Figure 3.4).  
 
 
 
Figure 3.4 Frequency spectrum stretch effect of transformed PS-wave. When the 
original PS- time τ is transformed to the PP-wave time t, the wavelet is squeezed, and 
the corresponding spectrum is stretched. The quantity α  is the ratio of time t and τ, 
and β  is the compression rate. Spectrum stretch rate is 1/β.   
 
In order to correct the amplitude, let us consider a local frequency spectrum 
))(( cPS tu ω  centred at time ct . The corresponding PS-wave time is )(/ ccc tt ατ = . I 
modify this local frequency spectrum and make it equivalent to ))(( cPSu τω  by the 
following three steps: (1) find )( ctγ  and calculate )( ctβ  using equation (3.8), (2) 
resample )()( cct τωω → , based on equation (3.9), and (3) modify the local frequency 
spectrum by a factor of |)(| ctβ . In summary, the local frequency spectrum is 
modified within the Gabor transform time window by  
( ) ( ))()()(|)(| ))(( cPSccPSccPS uttuttu τωωββω =→ .          (3.10) 
After correcting all the local frequency spectra (both phase and amplitude) over the 
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entire time range, I perform an inverse Gabor transform to re-produce a wavelet 
corrected PS-wave trace in time t .  
 
Figure 3.5 Frequency spectrum recovery for transformed PS-wave. (a) The PP-wave 
trace (1), the original PS-wave trace (2), the PS-wave trace after event registration (3), 
and the PS-wave trace after amplitude-preserving event registration (4). (b) Amplitude 
spectra of a PS-wave trace before (dashed line) and after (solid line) event registration. 
(c) Amplitude spectra of the PS-wave trace before (dashed line) and after (solid line) 
event registration with amplitude correction. (d) Comparison of an enlarged wavelet 
(the second wavelet) from traces in Figure 3.5a.  
 
For the same synthetic example, Figure 3.5a compares the PP-wave trace, the 
original PS-wave trace before calibration, the PS-wave trace after compression, and 
the trace with amplitude-spectrum correction. Figure 3.5b compares the amplitude 
spectrum of the original PS-wave trace and the spectrum of the transformed PS-wave 
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trace without frequency-spectrum correction. In Figure 3.5c, the distorted amplitude 
spectrum in the event registration is now recovered, and the bandwidth is compressed 
into the same range as the original PS-wave trace. The resultant wavelets (trace 4 of 
Figure 3.5a) are close to those in the original PS-wave seismic trace (trace 2 of Figure 
3.5a). Figure 3.5d shows an enlarged comparison of the second wavelet from each 
trace in Figure 3.5a. Note the Nyquist frequency is 125 Hz, the average β  value is 
about 0.67 in this example, and thus the corrected amplitude spectrum has valid 
frequencies only up to about 84  Hz. The original high-frequency information (higher 
than 84 Hz) would be lost during the waveform shrinking stage. This loss can be 
circumvented in practice if data is upsampled before the compression, or data has a 
smaller interval tΔ  than τΔ  during the trace compression. In the compression of 
Figure 3.5, I use an interval tΔ  as half the original interval τΔ .  
 
3.4 Field data application 
The )(tγ  estimation and wavelet preservation methods which were introduced 
above are now applied to a real data example. Most likely, the PS-wave reflections 
from field seismic data cannot be easily distinguished from each other, and sometimes 
the signal-to-noise ratio is poor. Besides, the PS-wave events are often hard to 
recognise as distinct reflections, which might be true for PP waves as well. Therefore, 
I combine the previous perturbation method with a small interval analysis approach 
(Gaiser, 1996) to estimate the )(tγ  function in a layered fashion.  
First the correlation-coefficient spectrum is used to analyze the hand-picked 
time-variant )(tγ  function with perturbations γΔ  (Figure 3.6a). When selecting the 
γ  value at a time t , I pick a point with the smallest perturbation γΔ , if there are 
two or more ambiguous peaks. For example, a relatively weak point is selected at time 
1.7 s with perturbation γΔ =-0.04, but not the strong one at time 1.51 s where shows 
perturbation γΔ =0.1. With an updated )(tγ  function, the correlation spectrum is 
re-calculated with the improved image and the perturbations is re-tested/validated. 
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However, there are always some intervals where I am not able to pick the γ  values 
confidently. For example, the correlation spectrum displays a zone from 0.5 to 0.7 s 
with relatively wide-spread correlation over the γ  perturbation. 
To further improve precision, I conduct the correlation analysis including not 
only the perturbation but also the gradient of )(tγ . The )(tγ  is scanned using the 
following expression: 
)()( cc ttdt
dt −+Δ+= γγγγ ,                   (3.11) 
where ct  is the central time of the analysis window, )( cc tγγ ≡  is a constant within 
the window, γΔ  is the perturbation to the constant cγ , and dtd /γ  is the local 
gradient. Figure 3.6b is an example of a scanning window centred at 0.6 s. The 
perturbation to the constant cγ  is from –0.2 to 0.2, and the local gradient dtd /γ  
from –1.5 to 1.5 1/s. It reveals that in a small time interval centred at 0.6 s, the value 
of )(tγ  is about 13.0c −γ , with an increasing rate of 1.0 per second.  
Figure 3.6c compares the updated )(tγ  function (solid black line) with the 
initial )(tγ  function (dashed red line). Figures 3.7a and 3.7b are PP- and PS-wave 
CIP gathers generated from prestack time migration. Figures 3.7c and 3.7d directly 
compare the transformed PS-wave CIP gathers without and with amplitude-spectrum 
correction. Figure 3.7a shows that the strong reflections are well calibrated to the 
PP-wave events.  
The amplitude spectra of the PP-wave and PS-wave CIP gathers (Figures 3.7a 
and 3.7b) are compared in Figure 3.8a. Distinct differences can be found in the 
dominant frequencies. Figure 3.8b compares the original PS-wave amplitude 
spectrum with the spectrum of transformed PS-wave gather (without amplitude 
correction). It reveals that the dominant frequency of the time-transformed CIP gather 
shifts to a higher value, which is close to the dominant frequency of the PP-wave 
gather shown in Figure 3.8a. After the amplitude spectrum correction, the calibrated 
and original PS-wave CIP gathers have a similar dominant frequency in their 
amplitude spectra, as shown in Figure 3.8c. Each amplitude spectrum in Figure 3.8 is 
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the average of the amplitude spectra of all individual traces in a CIP gather. 
 
      
(a)                            (b)                       (c) 
Figure 3.6 Estimation of γ for real CIP gathers. (a) PP- and PS-wave 
correlation-coefficient spectrum using time-variant )(tγ . (b) Two-dimensional 
analysis around 0.6 s. The horizontal axis is the perturbation of local constant cγ , and 
the vertical axis is the local gradient dtd /γ . (c) Updated )(tγ  function (solid black 
line) and the initial )(tγ  function (dashed red line). 
 
 
(a)                                   (b) 
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                    (c)                                   (d) 
Figure 3.7 PS-wave transformation and frequency spectrum recovery for real CIP 
gathers. (a) PP-wave CIP gather. (b) PS-wave CIP gather. (c) Transformed PS-wave 
CIP gather without the frequency spectrum correction. (d) Transformed PS-wave CIP 
gather after the spectrum correction.  
 
 
(a) 
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(b) 
 
(c) 
Figure 3.8 Frequency spectrum analysis for transformed PS-wave. (a) Amplitude 
spectra of PP-wave (solid curve) and PS-wave (dashed curve) CIP gathers. (b) 
Amplitude spectra of a PS-wave gather before (dashed curve) and after (solid curve) 
the event registration (without amplitude spectrum correction). (c) Amplitude spectra 
of the PS-wave gather before (dashed curve) and after (solid curve) the event 
registration with spectrum correction.  
 
 
(a)                            (b) 
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(c)                           (d) 
Figure 3.9 Amplitude-preserved event calibration on the constant ray-parameter 
profile (CRP) with p = 150 ms/km. (a) A PP-wave CRP. (b) The corresponding 
PS-wave CRP. (c) Transformed PS-wave CRP without the spectrum correction. (d) 
Transformed PS-wave CRP with the spectrum correction.  
 
Figure 3.9 shows the example of amplitude-preserved event calibration results 
on the constant ray-parameter profile (CRP) with p = 150 ms/km. Figures 3.9a and 
3.9b gives a PP-wave CRP from 0.5 to 3 s, and the corresponding PS-wave CRP from 
1.5 to 4.0 s. Figures 3.9c and 3.9d are the PS-wave CRPs transformed to the PP time 
without and with the frequency preservation, respectively. We can observe that 
resolution is compromised on the seismic profile due to the narrow frequency 
bandwidth after the frequency preservation processing. However, preserving PS-wave 
amplitudes during the calibration process is important in seismic ray-impedance 
inversion workflow for quantitative estimation of reservoir properties. I may of course 
move an extra step in an alternative direction to match the wavelengths of PP and PS 
reflections for stratigraphic interpretation.  
Finally, I show the event registration results for a pair of example CRP profiles 
(Figure 3.10) from the Xinchang field. Corresponding seismic traces (Figure 3.11a 
and 3.11b) of CRP profiles at the well location (CDP 1218) are used to demonstrate 
the detailed calibration result. Starting from an initial time-variant )(tγ model (dashed 
curve in Figure 3.11f), the correlation analysis is performed on the PP- and PS-wave 
traces using the )(tγ  perturbation from -0.2 to 0.2 (Figure 3.11e). The )(tγ  is 
updated (dashed curve in Figure 3.11f) based on the clear highly-correlated values in 
the coefficient spectrum. The PS-wave is then calibrated with the PP-wave, with the 
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reflections agreeing with each other very well (Figure 3.11a and 3.11c). The 
correlation coefficients of PP-wave trace (3.11a) and calibrated PS-wave trace (3.11c) 
is 0.778. After that, I restore the original amplitude spectrum of the PS-wave by 
removing the wavelet distortion (Figure 3.11d). The comparison result of the 
calibrated CRP profile and that after amplitude correction is shown in Figure 3.12, 
with their amplitude spectra. 
 
   (a) 
 
   (b) 
Figure 3.10 PP- (a) and PS-wave (b) CRP profiles (p = 150 ms/km) of the seismic 
inline across well CX560.  
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(a)             (b)             (c)            (d) 
       
      (e)                               (f) 
Figure 3.11 PS-wave events registration for traces at the location of well CX560. (a) - 
(b) PP- and PS-wave traces at the well location (CDP 1218). (c) PS-wave trace 
calibrated with the PP-wave based on the optimum velocity ratio (solid curve in 
Figure 3.11f). (d) Calibrated PS-wave trace with amplitude spectrum correction. (e) 
PP- and PS-wave correlation-coefficient spectrum. (f) Comparison of the initial 
)(tγ model (dashed curve) and the updated )(tγ function based on the correlation 
analysis. 
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    (a) 
 
   (b) 
 
   (c)                                (d) 
Figure 3.12 Recovery of amplitude spectra for the inline seismic across CX560 (p = 
150 ms/km). (a) Calibrated PS-wave CRP profile without amplitude spectrum 
correction. (b) Calibrated PS-wave CRP profile with amplitude spectrum correction. 
(c) Amplitude spectra of the PS-wave CRP profile before (dashed curve) and after 
(solid curve) event registration (without amplitude spectrum correction). (d) 
Amplitude spectra of the PS-wave CRP profile before (dashed curve) and after (solid 
curve) event registration (with amplitude spectrum correction). 
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3.5 Summary 
This chapter presents a procedure for PS- to PP-wave calibration, which 
involves estimation of the P- to S-wave velocity ratio γ , followed by a frequency 
spectrum correction to preserve the wavelets in a transformed PS-wave trace. Starting 
with an initial )(tγ  model manually picked on PP- and PS-wave gathers, the 
time-variant event-correlation analysis is performed with perturbations to determine 
the )(tγ  function for the entire trace. I then refine it further by expanding the search 
to include the gradient of the local )(tγ  trend at chosen target locations.  
The transformation to the PP-wave two-way time squeezes wavelets in a 
PS-wave trace. Wavelet compression means stretching in the frequency spectrum, and 
this spectral stretching is time-variant, depending on )(tγ  and its local gradient. 
Therefore, the time-frequency spectrum restoration is implemented in the 
Gabor-transform domain, to preserve the reflection wavelets to those in the original 
PS-wave trace. The PS-wave trace after PP-time compression with wavelet 
preservation may be used in seismic inversion jointly with PP-waves, as reflections at 
the same time in a pair of PP and PS traces with constant ray-parameter value 
originate from the same reflection point both laterally and vertically (in pseudo 
depth). 
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Chapter 4 Mixed-phase wavelet estimation using 
bispectrum 
Seismic wavelet estimation is an important technique especially in seismic 
inversion and interpretation. In wavelet estimation, the concept of seismic wavelet 
does not only refer to the source wavelet or the propagation wavelet. In fact, seismic 
wavelet is the observed response of the seismic source energy propagating through 
the complex subsurface ray path. As one of the components of the seismic 
convolutional model, a seismic wavelet can also be understood as an impulse 
consisting of a varied combination of phases. 
   A seismic wavelet in the frequency domain can be described by its amplitude and 
phase spectra. The phase spectrum is much more difficult to determine than the 
amplitude spectrum. Errors in wavelet phase estimation may have a great impact on 
seismic inversion. Due to the source effect, distortion and attenuation during the 
propagation, the seismic wavelet possesses mixed-phase, instead of the ideal 
minimum-phase or constant-phase.  
A seismic wavelet can be estimated through three types of methods: The first one 
directly measures the wavelet by geophones or other surface instruments; in the 
second, a wavelet can also be extracted based on the appropriately calibrated well 
logs and the corresponding near-well seismic traces; the third method is to 
statistically estimate the wavelet from the seismic data. Nowadays, more and more 
research has been devoted to the last type. Well logs are not available in most cases; 
while the data-driven, statistical wavelet estimation is easy to implement, and can 
produce reliable solutions.  
Based on varied algorithms, the wavelet estimation can be time-variant, 
space-variant or average wavelet. Theoretically, a series of varied wavelets can be 
extracted from a certain seismic profile. However, in practice, an average wavelet is 
estimated for the whole seismic profile or certain target layers. This avoids abnormal 
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solutions in further inversion caused by wavelet variation.   
This chapter presents a method to estimate mixed-phase wavelets from seismic 
data, using the frequency-domain, high-order statistics of a seismic trace. The 
resulting wavelets are applied in further deconvolutional inversion to estimate 
reflectivity sequences. 
4.1 Background 
A number of wavelet estimation algorithms utilizing high-order statistics in the 
time domain have produced satisfactory results. Giannakis (1987) proposes a 
normalized cumulant method, as the impulse response of a moving average system 
can be calculated just from the system’s output cumulants. Lazear (1993) presents a 
fourth-order cumulant matching technique in which the wavelet is updated iteratively 
until its fourth-order statistics match those of the seismic data. This is a nonlinear 
optimization problem, for which Velis and Ulrych (1996) adopt a simulated annealing 
strategy for windowed cumulant (moment) matching, and produce reliable and 
accurate results. Sacchi and Ulrych (2000) use the cepstrum of the fourth-order 
cumulant to derive the minimum and maximum phase components of the wavelets. 
Lu (2005) proposes a maximum time-delayed moment method to estimate the phase 
spectrum of the wavelet from its third-order moments without optimization or 
inversion. For the latter method, Velis and Sacchi (2006) discuss its reliability. Lu et 
al. (2007) also try to use the zero-lag slice of fourth-order moment for estimating 
seismic wavelets. 
In the frequency domain, the spectrum of the third-order cumulant (TOC) is a 
bi-spectrum, variable in two frequency directions and preserving the phase character 
of the wavelet. Explicitly, the phase spectrum of this high-order statistics has a linear 
relationship to the phase spectrum of the wavelet. We can use this relationship to 
invert for the phase spectrum of the wavelet we want (Matsuoka and Ulrych, 1984). I 
make an assumption for the first and last wavelet components based on the continuity 
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of the phase function during the wavelet phase estimation, instead of assuming both 
of them are zero as in (Matsuoka and Ulrych, 1984). 
Since the bispectrum phase of TOC derived through Fourier transform is wrapped 
with modulo-2π , the phase of the wavelet cannot be estimated directly from the 
phase of the bispectrum. Therefore, I first perform a 2-D phase unwrapping on the 
bispectrum, before I use it as the input to invert for the wavelet phase. Considering 
that in practice data always have non-Gaussian additive noise, we adopt the minimum 
L0-norm unwrapping method to deal with the noisy wrapped phase in the 2D domain.  
   In real data applications, it is difficult to evaluate if the estimated wavelet is 
reliable. As in the verification of the inverted impedance or elastic parameters in this 
chapter, I compare the estimated wavelet with the wavelet extracted using well logs 
and corresponding well calibration results.  
4.2 The phase of a wavelet and its bispectral phase 
The observed seismic data is assumed to be a non-Gaussian stationary discrete 
signal. Then the nth-order cumulant function of a seismic trace )(tx  is defined as  
),...,,(),...,,( ),...,,( 121121121 −−− −= nnGaunnxnnx mmc τττττττττ ,          (4.1) 
where xnm  is the nth-order moment function and Gaunm  is the moment of an 
equivalent Gaussian process (Velis and Ulrych, 1996)  
 )}()()({),...,,( 11121 −− +⋅⋅⋅+= nnnx txtxtxEm τττττ .         (4.2) 
The so-called bispectrum is the two-dimensional frequency spectrum of the third 
order cumulant (Mendel, 1991) 
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Based on the convolutional model of a seismic trace 
)()()()( tntrtwtx +∗= ,                   (4.4)  
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the bispectrum can be simplified as 
),(),( 21321 ωωγωω wrx BB = .                  (4.5) 
In equation (4.4), )(tw  represents the seismic wavelet, )(tr  is the reflectivity and 
assumed to be independent, identically distributed and non-Gaussian, and )(tn  is the 
additive noise. In equation (4.5), ),( 21 ωωwB  is the bispectrum of the wavelet, with 
the scale r3γ  , which is the third moment of the reflectivity sequence. Therefore the 
phase spectra of the above equation have the following relationship 
)()()(),( 212121 ωωφωφωφωωψ +−+=x ,            (4.6) 
where ),( 21 ωωψx  is the bispectrum phase, and )(ωφ  is the phase of the unknown 
wavelet.  
  Equation (4.6) is the governing equation in the wavelet phase estimation, in 
determining the 1D phase )(ωφ  from the 2D phase ),( 21 ωωψx . As shown in 
Appendix A, it can be denoted in the matrix-vector form as (Matsuoka and Ulrych, 
1984)  
             ψφ =D ,                         (4.7) 
where the sparse coefficient matrix D  is designed to solve the wavelet phase by 
directly utilizing all the unique bispectrum phase values. Note that both )(ωφ  and 
),( 21 ωωψx  in equation (4.6) should be unwrapped. The 2D phase obtained originally 
from the bispectrum ),( 21 ωωxB  is with modulo-2π  and thus cannot be used in the 
above system to accurately solve the wavelet phase )(ωφ . 
A simple experiment can illustrate this problem. Figure 4.1 represents an example 
wavelet (Figure 4.1a) and its wrapped bispectrum phase (Figure 4.1b). Based on the 
governing equation (Equation 4.6), the original phase of the wavelet (Figure 4.2a) and 
its unwrapped result (Figure 4.2b) is applied to calculate the 2D phase in Figure 4.2c 
and 4.2d, respectively. Figure 4.2d is the unwrapped bispectrum phase of the wavelet, 
while the 2D phase in Figure 4.2c is an undesired estimation. However, neither Figure 
4.2c nor 4.2d is the same as Figure 4.1b. In other words, from the original wrapped 
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bispectrum phase (Figure 4.1b), it is not possible to directly estimate the phase 
(wrapped or unwrapped) of the wavelet. As a result, I do need the unwrapped 2D 
phase spectrum (Figure 4.2d) to reconstruct the unwrapped wavelet phase (4.2b). 
 
        
(a)                                  (b) 
Figure 4.1 A Mixed-phase wavelet (a) and its original phase of the bispectrum (b). 
 
    
   (a)                                 (b) 
       
   (c)                                (d) 
Figure 4.2 Wavelet phase and 2D phase of the bispectrum. (a) The original wrapped 
wavelet phase. (b) Unwrapped instantaneous wavelet phase. (c) 2D phase spectrum 
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generated from (a) using the governing equation (4.6). (d) 2D phase spectrum result 
generated from (b) using the governing equation (4.6). It is the unwrapped bispectrum 
phase of the wavelet. 
4.3 L0-norm two-dimensional phase unwrapping 
In the following, I will discuss a robust phase unwrapping technique, not only to 
fix the 2π discontinuities, but also to deal with the noise and phase aliasing in the 2D 
phase field.  
4.3.1 Path-following phase unwrapping 
In the frequency domain, the complex variable )( ωjeX  derived from )(tx  
through Fourier transform is  
)]](arg[exp[)( )()()( ωωωωω jjjI
j
R
j eXjeXeXeXeX =+= ,      (4.8) 
where )( ωjR eX  and )( ωjI eX  are the real and imaginary parts, respectively and the 
phase is 
)](arg[)(w
ωωφ jeX= ,                     (4.9) 
with values in the range ),( ππ− . This 1D phase can be expressed an integral 
formula: 
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The differential )(' ωφ is obtained by 
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where p[] is an operator wrapping all the arguments into ),( ππ− ; and  
)()()( ''' ωωω jI
j
R
j ejXeXeX += . So a 1D phase can be unwrapped straightforwardly 
using equation (4.10) by integrating the wrapped phase difference between two 
adjacent components. However, a simple extension of this 1D algorithm may fail to 
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recover the unwrapped 2D phase.  
Two issues are generally concerned when dealing with the 2D phase unwrapping 
problem: noise, and phase aliasing. The latter could be caused by rapidly varying 
phase differences in the frequency intervals or a relatively low sampling rate (Ghigli 
and Pritt, 1998). If we use the extended integral method of equation (4.9) to unwrap 
the 2D phase, the integral along an arbitrary closed path in the recovered phase 
domain is nonzero. Those nonzero values are so-called ‘residues’ in the phase 
wrapping. As indicated by the residues, the integral results are varied with different 
paths (Figure 4.3a), which implies that it is not possible to accurately compute the 
gradient at each single phase component for the integral. The simplest residues are the 
integrals along the four adjacent phase components (Figure 4.3b); they are very 
crucial in the phase unwrapping process because they act as indicators of 
inconsistencies for the 2D phase field. No residues exist if a 2D phase is appropriately 
unwrapped. 
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(a)                                   (b) 
Figure 4.3 Demonstration of 2D phase unwrappin. (a) Principle of path-following 
phase unwrapping. (b) The simplest residue is the integral along the four adjacent 
phase components. 
 
In order to deal with the path-dependent result caused by integration, the L0-norm 
technique is applied to globally minimize the gradient differences between phase 
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components. Different from the least-squares unwrapping methods requiring the 
definition of a weighting matrix to locate residues in certain patterns, the Lp-norm 
methods (p=0 in this case), which are the generalized weighted least-square methods, 
generate their own gradient data-dependent weights (Ghiglia and Romero 1996).  
4.3.2 L0-norm phase unwrapping 
Given the wrapped bispectrum phase values ,...,Nj,...,Niji 0 ,0 ,, ==ϕ , the original 
phase differences between adjacent points are wrapped within the magnitude of 2π 
and denoted as: 
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ppjipji
r
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−=Δ + ϕϕψ                 (4.12) 
and 
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The residues of the original phase data are calculated as  
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As the generalized form of the least-squares method, the minimum Lp-norm 
(p=0) solves ji,ψ  by: 
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Taking derivatives of equation (4.15) over all the ji,ψ and making the resulting 
function equal to zero 
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Since the weights 
2
,,,1
−
+ Δ−−
pr
jijiji ψψψ and 2,,1, −+ Δ−− pc jijiji ψψψ are defined with 
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respect to the input data, thence to solve such a nonlinear function, equation (4.16) is 
solved by iteration procedures. It is then reformed as: 
)1,(2)(),1(1)(     
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where       
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In order to guarantee that the solution converges at a reasonable rate at the 
beginning of each iteration, the weights ),(1 jiW  and ),(2 jiW  shall be practically 
normalized as: 
0
0
),(1
),(1 ε
ε
+= jiWjiW norm                  (4.20) 
and 
0
0
),(2
),(2 ε
ε
+= jiWjiW norm                  (4.21) 
where the constant 0ε  is recommended to be 0.01 (Ghiglia and Romero 2002). Then 
based on the previous iteration results, ),( jib  is derived as 
norm
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ji
norm
c
ji
r
ji
jiWjiW
jiWjiWjib
)1,(2),1(1  
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,,1
,norm,
−Δ−−Δ−
Δ+Δ=
− ψψ
ψψ
           (4.22) 
At the beginning of each iteration, the residues are calculated and tested from the 
local gradients of jiR ,  instead of ji,ϕ  based on equation (4.12) – (4.14) : 
pjijijiR )][( ,,, ψϕ −=                      (4.23) 
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where ji,ψ  is the solution in each iteration. If the residues are minimized to zero or 
an acceptable extent, the unwrapped phase is at last calculated by adding the 
unwrapped residual back on to it. 
A bispectrum phase ψ  field is shown in Figure 4.5a; it is obtained from a 
400ms synthetic seismic trace (Figure 4.4) generated from the convolution of the 
mixed-phase wavelet in Figure 4.1a with a sparse reflectivity series. Then the 
algorithm discussed is applied to it, to recover the unwrapped phase values. The 
unwrapped phase and residues results are shown in Figures 4.5c to 4.5h to indicate the 
unwrapping process; the residues are minimized towards zero by iteration. After 4 
iterations, the unwrapped phase in Figure 4.5i is acceptable since the residues are zero. 
To identify if the solution is globally minimized, I present a rewrapped solution of the 
unwrapped phase in Figure 4.5j. There is little difference between the rewrapped 
solution with the original wrapped phase in Figure 4.5a,  
 
 
Figure 4.4 Synthetic seismic trace for wavelet estimation. 
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                (a)                                      (b) 
                 
                 (c)                                     (d) 
                   
(e)                                    (f) 
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 (g)                                   (h) 
               
 (i)                                   (j) 
Figure 4.5 Iterative 2D phase unwrapping. (a) Original wrapped phase of bispectrum 
for the synthetic trace in the range from -180 degree to 180 degree (b) Residues 
without minimization. (c) – (h) Convergence estimation of bispectrum phase (left) and 
the corresponding residuals (right) after the 1st, 2nd, 3rd iteration, respectively. (i) 
Unwrapped solution of bispectrum phases free of residues. (j) Rewrapped solution of 
the (i).  
4.4 Improved wavelet estimation algorithm  
Once the bispectrum phase has been unwrapped, wavelet phase can be solved 
based on the governing equation (6). The solution of is (4.12) given by  
ψφ TT DDD 1)( −=                         (4.24) 
87 
 
In the solution above, as shown in Appendix A, I assume )2()1(2)0( φφφ −= and    
)1()(2)1( −−=+ NNN φφφ . The first and the last phase component )0(φ and )(Nφ can 
be calculated after obtaining the solution of equation (4.24). The assumption used in 
Matsuoka and Ulrych (1984) that both )0(φ  and )(Nφ  are zero is not always 
appropriate. Since the final wavelet phase result is a continuous function as it is 
derived from an unwrapped 2D phase field, the last phase component in the frequency 
domain shall not be zero or an average of all the phase component values. 
Figures 4.6a - 4.6c show the comparison result of amplitude spectrum, phase 
spectrum and wavelet, respectively, for the synthetic trace in Figure 4.4. The red 
curves present the true wavelet and its amplitude/phase spectrum, while the black/blue 
curves are the estimates. The amplitude spectrum is estimated using the 
autocorrelation of the synthetic trace, while the phase spectrum is estimated from the 
unwrapped bispectrum phase. Then the wavelet is generated using the estimated 
amplitude and phase. Figure 4.6 shows good agreement of all of the estimates with 
true models. 
   A long reflectivity sequence (Figure 4.7a) is used to generate a series of synthetic 
traces through convolving with a Berlage wavelet with mixed phase (Figure 4.7b), 
minimum phase (Figure 4.7c) and maximum phase (Figure 4.7d), respectively. If 
optimal parameters are selected, Berlage wavelet can have very similar waveforms 
shape to seismic wavelets (Aldridge 1990). In our case, I set the exponential decay 
factor as π/2, time exponent as 2 and dominate frequency as 25Hz to generate the 
Berlage wavelets. 
Figures 4.8 - 4.10 show these synthetic traces and corresponding wavelet 
estimation results as black curves with the real wavelets as red curves. Although all 
the results give good agreement of the estimates with the original wavelets, the 
estimate for the maximum-phased wavelet is not as good as the others.   
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                 (a)                                 (b) 
      
  (c) 
Figure 4.6 Comparison of wavelet estimates. (a) Comparison of the true wavelet 
phase spectrum (red curve) and the corresponding estimate (black). (b) Comparison of 
the true amplitude spectrum (red curve) and the corresponding estimate (black). (c) 
Comparison of the true wavelet (red curve) and the estimated wavelet (black). 
 
 
(a) 
   
           (b)                    (c)                     (d) 
Figure 4.7 A long reflectivity sequence and Berlage wavelets with different phases. (a) 
Reflectivity trace. (b) A mixed-phase Berlaged wavelet. (c) A minimum-phased 
Berlage wavelet. (d) A maximum-phased Berlage wavelet. 
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(a) 
 
(b) 
Figure 4.8 Wavelet estimation for the mixed-phase Berlage wavelet. (a) Synthetic 
trace generated using the mixed-phased Berlage wavelet. (b) Comparison of the true 
wavelet (red) and the corresponding estimate (black). 
 
 
(a) 
 
(b) 
Figure 4.9 Wavelet estimation for the minimum-phase Berlage wavelet. (a) Synthetic 
trace generated using the minimum-phased Berlage wavelet. (b) Comparison of the 
true wavelet (red) and the corresponding estimate (black) 
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(a) 
 
(b) 
Figure 4.10 Wavelet estimation for the maximum-phase Berlage wavelet. (a) 
Synthetic trace generated using the maximum-phased Berlage wavelet. (b) 
Comparison of the true wavelet (red) and the corresponding estimate (black). 
 
As discussed at the beginning, it is difficult to evaluate wavelet estimation for a 
real seismic data set. In the following, I compare the well calibration result using the 
estimated wavelet and the estimated result from the well using commercial software 
(Hampson-Russell). The full-offset stacked section of the seismic inline across well 
CX560 (at CDP 1218) is shown in Figure 4.11a. The wavelet extracted from the well 
(Figure 4.11b) is based on Walden and White (1998)’s method, its phase spectrum is 
shown in Figure 4.11d. The mixed-phase wavelet in Figure 4.11c is estimated from 
the seismic data based on the method discussed above, and its phase spectrum is 
shown in Figure 4.11e. I compare the well-tie results using these two wavelet 
estimations (Figure 4.12). Four logs are plotted on the left in red curves. In the 
seismic trace section, five repetitive traces at the well location (red) are compared 
with the repetitive synthetic traces generated using the well logs and a certain 
wavelet (blue). Both of the well-tie results show a relative high correlation 
coefficient values (0.73 and 0.71). In fact, the weak reflection events in the synthetic 
trace (Figure 4.12b) match those in the seismic better. As a result, the method 
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introduced in this chapter could be applied practically in the general case, in which 
wells are not available. 
 
 
 (a) 
         
(b)                             (c) 
  
       (d)                             (e) 
Figure 4.11 Wavelet estimation for real seismic data. (a) The full offset stacked 
section of the seismic inline across the well CX560. (b) Mixed-phase wavelet 
extracted from the well. (c) Mixed-phase wavelet estimated from the seismic profile. 
(d) Phase spectrum of the wavelet in (b). (e) Phase spectrum of the wavelet in (c).  
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(a) 
 
(b) 
Figure 4.12 Comparison of calibration results using different wavelet estimates. Four 
curves in red are the well logs of gamma ray, density, S-wave velocity and P-wave 
velocity (from left to right). Traces in blue are five repetitive synthetic traces 
generated using the well logs and wavelet estimates. Traces in red are five repetitive 
seismic traces at the well location. (a) Calibration result of seismic data and the 
synthetic data generated using the wavelet extracted from well. (b) Calibration result 
of seismic data and the synthetic data generated using the wavelet estimated from 
seismic data.  
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4.5 Summary 
The phases of the seismic data bispectrum are wrapped and not free of noise, thus 
they can not be directly utilized to extract the wavelet phase. Although the Lp-norm 
unwrapping method is costly, the unwrapped phase solution converges quickly with 
reasonably normalized weights in the objective function, hence only a few iterations 
are required. The improved estimation algorithm based on the linear equation is easy 
to apply and produces satisfactory results. Experiments on real seismic data also show 
a reliable solution compared with the wavelet extracted using the well. 
4.A Appendix: Linear equation system in wavelet phase estimation 
According to equation (4.6), )0(φ  cannot be determined because )0,0()0( ψφ = , 
)1,0()1()1()0( ψφφφ =−+ , )2,0()2()2()0( ψφφφ =−+ , …. Therefore, the first phase 
component )0(φ is estimated as )2()1(2)0( φφφ −= . Equations including )1(φ  are as 
follows: 
)1,1()2()1(2 ψφφ =− ,                    (4.25a) 
)2,1()3()2()1( ψφφφ =−+ ,                  (4.25b) 
… … 
)1,1()()1()1( −=−−+ NNN ψφφφ .             (4.25c) 
There are (N1) equations involving )1(φ in total. Equations including )2(φ  are as 
follows: 
 )2,2()4()2(2 ψφφ =− ,                    (4.26a) 
   )3,2()5()3()2( ψφφφ =−+ ,                  (4.26b) 
… … 
)2,2()()2()2( −=−−+ NNN ψφφφ ,             (4.26c) 
)1,2()1()1()2( −=+−−+ NNN ψφφφ .              (4.26d) 
Because the component )1( +Nφ does not really exist, it is also appropriate to assume 
that )1()(2)1( −−=+ NNN φφφ . Equation (A.2d) then becomes  
        )1,2()(2)1(2)2( −=−−+ NNN ψφφφ .             (4.26d’) 
(N2) equations are involved in solving )2(φ . Equations including )3(φ  are as 
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follows: 
)3,3()6()3(2 ψφφ =− ,                     (4.27a) 
)4,3()7()4()3( ψφφφ =−+ ,                  (4.27b) 
… … 
)3,3()()3()3( −=−−+ NNN ψφφφ ,              (4.27c) 
)2,3()1()2()3( −=+−−+ NNN ψφφφ .             (4.27d) 
Similarly, if the assumption )1()(2)1( −−=+ NNN φφφ  is used again, equation 
(4.27d) becomes  
)2,3()(2)1(2)3( −=−−+ NNN ψφφφ .            (4.27d’) 
There are (N4) equations involving )3(φ . In total, there are 14/)1( 2 −−N  equations 
in this system. The matrix in equation (4.6) can be written explicitly as 
⎥⎥
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−
−
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=
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1100001
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...1101
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...0012
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D
, 
Vector φ  consists of N elements as,  
)}(,),2(),1({ Nφφφφ L= , 
and vector ψ  consists of 14/)1( 2 −−N  elements as,  
),1,1(),2,1(,),2,1(),1,1({ −− NN ψψψψ L }),3,2(),2,2( Lψψ  
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Chapter 5 Sparseness reflectivity inversion of PP- 
and PS-waves 
Seismic reflectivity inversion recovers the reflectivity sequences from 
noise-contaminated recorded seismic data by eliminating the effect of the seismic 
wavelet. It is so-called ‘deconvolution’, which is not only an essential tool in seismic 
signal processing, but is also important in seismic quantitative inversion. This is 
because the reflection coefficients, which vary with different offsets and incidence 
angles (or ray parameters), represent not only acoustic impedance but also other 
elastic parameters of the medium.  
In this chapter, I first compare two sparse inversion methods for the reflection 
coefficients: the Lp-norm method and the Cauchy sparseness constraint method. I 
implement a series of experiments in order to balance the tradeoff between sparseness 
of the estimation and data misfits in practice. Then based on these two schemes, I 
discuss how to apply appropriately model (impedance) constraints to recover the 
missing frequency components and to stabilize the inversion of PP- and PS-wave 
reflection coefficients.  
5.1 Background 
The object of seismic inversion is to reveal subsurface properties, and the 
inversion is commonly based on the amplitude of observed seismic waves. However, 
the amplitude could be affected by the source wavelet, different attenuation effects, 
and multiples, as well as the potential errors caused by inappropriate data acquisition 
and processing. Thus the amplitude of recorded seismograms cannot be used directly 
in the inversion. In physics, the reflection coefficient is defined to measure the 
intensity of the reflected energy, when a wave propagates through different media. In 
geophysics, the reflection coefficients represent the true seismic wave amplitude. 
They link observed reflected seismic wave parameters to the reservoir properties. 
Therefore, the estimation of reflection coefficients is a key procedure in seismic 
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inversion. Besides, accurate reflection coefficients with high-resolution can also be 
applied in stratigraphy interpretation.  
With an increasing amount of seismic exploration surveys being carried out in 
areas with complicated subsurface structures, accurate estimation of reflectivity with 
wide band-width and high resolution from noisy band-limited seismic data becomes 
more difficult. In Robinson and Treitel (1980), the spiking deconvolution problem is 
addressed using an optimum Wiener filter. A minimum-phase input is required to 
derive the desired zero-lag spike. From Levy and Fullagar (1981), a L1-norm 
minimization method is proposed to reconstruct the sparse spikes in the frequency 
domain. Simulated annealing optimization is applied in Vestergaard and Mosegaard 
(1991) to successfully minimize the misfit function of the model-based inversion. 
They also suggest using a priori geological model as a constraint, which should be 
smooth and weakly weighted. Debeye and Riel (1990) solve the reflectivity with wide 
band-width by using the L1-norm function. The tradeoff parameter for each 
deconvolutional iteration is estimated to obtain an optimal compromise between 
reflectivity and noise, or between sparseness and accuracy of the reflectivity. Sacchi 
(1997) applies the Huber and Cauchy criteria to recover the broadband reflectivity in 
seismic deconvolution. The Cauchy function is also used in Sacchi and Ulrych (1996) 
and Sacchi et al. (1998) to derive a sparse model with the reweighted inversion 
scheme. Wang (1999) estimates the DFT spectra by a linear inversion with the Cauchy 
sparseness constraint.  
In practice, three issues need to be considered for this inverse problem.  
(1) Noise suppression 
The additive noise is generally assumed to be Gaussian distributed and attenuated 
by minimizing the difference between the signal, and the wavelet convolved with 
optimal reflectivity. Such an approximation is appropriate in most situations in 
practice, thus we will not discuss it more. 
(2) Full frequency bandwidth recovery 
  Theoretically, the reflectivity sequence consists of a large number of spikes with 
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infinite bandwidth. The sharper the reflectors to be solved, the higher the resolution of 
impedance can be obtained by inversion for interpretation. However, an ideal 
estimation cannot be derived from the seismic data, due to the following two 
limitations. Firstly, because source wavelets are mixed-phased but not 
minimum-phased, we can only estimate approximate spikes instead of strict zero-lag 
impulses. Secondly, infinite frequency cannot be recovered as the highest frequency is 
restricted by the Nyquist frequency. As a result, the reflectivity series are assumed to 
be sparse impulses with a certain probability distribution, prior to the estimation. Also, 
we need to involve geological information in the statistical inversion scheme in case 
of loss of low frequency components. This extra information could be an impedance 
model based on well logs or from velocity analysis. 
(3) Resemblance to the original data 
  The resemblance between the reflectivity solution and the original data can be 
evaluated through calculating the energy of the misfit-function. If the reflectivity 
solution is ideal, the difference between the original seismic data and the synthetic 
data (generated from the convolution of the estimated reflectivity with the incident 
wavelet) will be only noise-related (equation (5.1)). This difference can be measured 
using the data residual energy ratio. The residual energy ratio will be large if 
geological fine structure is eliminated due to excessive noise attenuation or 
over-estimated sparse reflectivities. In that case, further inversion may become 
meaninglessness if lost structures are around the target, even if the derived reflectivity 
has a good frequency bandwidth.  
 
5.2 Sparseness spike reflection coefficients inversion 
Assuming earth is composed of a series of flat layers with certain velocities and 
densities, the well-known convolutional earth model is given by 
nrws +∗=                           (5.1) 
where s is the observed seismic data, r is the reflectivity series to be estimated; w and 
n represent the source seismic wavelet and additive noise, respectively. Since the 
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seismic data is band-limited and contaminated by noise, this inverse problem is 
ill-posed. In other words, from the recorded seismogram, non-unique reflectivity 
solutions could be obtained with each known seismic wavelet. 
The least-square function is applied to eliminate additive noise. Its object function 
and corresponding solution is given by (5.A Appendix) 
2
2
2
2 2
1
2
1 rs-rC
r
w
n
J σσ += .                   (5.2) 
and 
sCICCr Tww
T
w
1)( −+= ε ,                     (5.3) 
The least-square method is stable and easy to implement, and the resulting 
estimate has very high resemblance with the seismic data. However, there is not much 
improvement of frequency bandwidth in the least-square norm solution, and thus 
reflectors are far from spikes (Figure 5.1). 
I use a 2D inline seismic to illustrate the methods discussed above in this chapter. 
Figure 5.1a is one of the CRP sections with kmmsp /150= . Based on the 
least-square method in equation (5.6), reflectivity is estimated using the mixed-phase 
wavelet (Figure 5.1c) estimated using the method stated in chapter 4. This reflectivity 
estimate is very similar to its CRP section (Figure 5.1b). Figure 5.1d compares the 
amplitude spectrum between the original CRP section (black) and the derived 
reflectivity (blue). Although both the low frequency and the high frequency 
components are recovered to a certain extent after the least-square deconvolution, 
amplitudes at higher than 80Hz are still lower than -10dB. However, an advantage of 
this method is that the deviation of the solution from the original data is very small. In 
other words, nearly all of the reflectors are preserved without losing geological 
structure. 
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(a) 
 
(b) 
 
(c)                                (d) 
Figure 5.1 Seismic section and its reflectivity solution of the least-square method. (a) 
PP-wave CRP section with kmmsp /150= . (b) Reflectivity solution of the 
least-square method. (c) Mixed-phase wavelet estimated from (a). (d) Comparison of 
CRP amplitude spectrum (black) and that of the least-square solution (blue). 
 
The Lp-norm function is a generalization of the least-square function. As p 
approaches zero, its probability density function becomes more similar an impulse. 
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The Lp-norm function is given by (5.A Appendix) 
p
LpwJ rs-rC μ+= 2 ,                  
 (5.4)
 
and the reflectivity is derived by 
( )sCC)rCC(Cr 1sTw1pw1sTw −−− += 2-Lpμ ,          (5.5) 
from which the reflectivity can be solved iteratively. 
In Figure 5.2a, the reflectivity is estimated using the Lp-norm method after 12 
iterations, where both the p and the weighting factor Lpμ  are 1. Reflectors with 
higher resolution can be found in this figure. Figure 5.2b compares the amplitude 
spectrum between the original CRP section (black) and the reflectivity in Figure 5.2a 
(blue). Although the amplitude spectrum is not fully recovered within the 240Hz, its 
frequency bandwidth is improved than that of the result using only the least-square 
method (Figure 5.1d). In Figure 5.2c, I plot the synthetic data derived by convolving 
the reflectivity in Figure 5.2a and the wavelet in Figure 5.1c. The residual energy ratio 
is (1.647%) calculated through dividing the data energy of original CRP by the 
difference in energy between the synthetic data and original CRP. 
 
 
(a) 
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(b) 
 
(c) 
Figure 5.2 Inversion result of the Lp-norm method (p=1). (a) Reflectivity solution of 
the Lp-norm method (p=1). (b) Comparison of CRP amplitude spectrum (black) and 
that of the L1-norm method solution (blue). (c) Synthetic data derived by convolving 
the reflectivity in (a) and the wavelet in Figure 5.1b.  
 
The Cauchy function is another criterion which has been applied as the prior 
distribution in the sparseness spike deconvolution. The Cauchy probability density 
function has a ‘heavy tail’which provides more probability for the events with 
extreme values. The object function of the reflectivity series with Cauchy prior 
distribution is (5.A Appendix) 
][s-rC ∑− +−+= 1
0
2
2
2 )1ln()ln(
N
i
cauchyw
rNJ γπγμ .         (5.6) 
The reflectivity can be derived by solving 
( )sCCQ)
γ
2CC(Cr 1s
T
w
1
2w
1
s
T
w
−−− += cauchyμ
,            (5.7)
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where cauchyμ is the weighting factor of the Cauchy constraint and Q  is the diagonal 
matrix  
( ) 1,...,0 ,1
1
2
2
−=
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=
−
NirdiagQ iγr
.               (5.8)
  
Figure 5.3a is the reflectivity solution based on equation (5.7) with sparseness 
constraint 1cauchy =μ . The parameter γ is estimated as 0.3 using equation (5.31). The 
Cauchy constraint function produces sparser spikes than the estimate using the 
Lp-norm method with full sparse constraint. There is also an obvious improvement in 
the amplitude spectrum in Figure 5.3b. However, we find a decrease of lateral 
continuity in Figure 5.3a due to the massive loss in the reflectivity sequences. In fact, 
the data residual energy ratio between the estimate in Figure 5.3a and the seismic data 
is 39.1907%, which means the solution is far away from the original input. 
 
(a) 
 
           (b)                         (c) 
Figure 5.3 Inversion result of the Cauchy constraint method (full sparseness 
constraint). (a) Reflectivity estimation using Cauchy sparse constraint method. (b) 
The amplitude spectrum of (a). (c) The corresponding probability density function 
(PDF) of (a). 
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5.3 Performance evaluation of two deconvolution methods 
The Lp-norm function has a different statistical meaning when p has varied values.  
When p equals ∞, 2 and 1, the solutions of Lp-norm functions correspond to 
probability density functions with uniform distribution, Gaussian distribution, and 
exponential distribution, respectively. Although the L0-norm function has an ideal 
sparse distribution, it is difficult to solve the equation (5.5) or (5.23) numerically 
when p is zero. As stated at the beginning of this chapter, there is always a tradeoff 
between frequency recovery and resemblance to the original data. Although according 
to Debeye and Van Riel (1990), I may numerically estimate a low and high bound for 
Lpμ , however, in the real data test, analytical experiments are necessary to find how 
the value of p and the weighting factor Lpμ affect the inversion. 
Case (1): p=1, 0.1, 0.01 with 1=Lpμ  
First, I use sparseness constraint with 1=Lpμ , and let p equal to 1, 0.1 and 0.01, 
respectively. The corresponding reflectivity estimation is presented in Figures 5.4a to 
5.4c. With decreasing p, the major reflections are more emphasized, with other 
minimal reflections being muted. In consequence, the amplitude spectrum of the 
solution with smaller p also shows a dramatic improvement in the whole bandwidth 
(Figure 5.5a – 5.5c). However, there is not very big difference between the amplitude 
with p=0.1 and the amplitude with p=0.01, even though the latter’s reflectivity 
solution has more sparse reflections. There is a similar situation when we analyze the 
probability density function (PDF) of the three solutions (Figure 5.5d – 5.5f). 
Although the L1-norm function does not recover the frequency well, it provides a 
solution with the least residual energy ratio - 1.3893%. I derive the most sparse 
reflectivity from the L0.01-norm function at the price of a doubled residual energy 
(21.324%) compared to the case when p=0.1 (11.0163%). The L0.01-norm function 
leads to the loss of much geological structure, without much improvement on the 
frequency spectrum. Therefore, p=0.1 is ideal for an optimized solution.  
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(a) 
 
(b) 
 
(c) 
Figure 5.4 Reflectivity estimates of Lp-norm method (full sparseness constraint). (a) 
– (c) p=1, 0.1 and 0.01, respectively. 
 
 
      (a)                           (b) 
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(c) 
         
(d)                    (e)                    (f) 
Figure 5.5 Analysis of reflectivity estimates of Lp-norm method. (a) - (c) 
Corresponding amplitude spectra of 5.4a – 5.4c. (d) - (f) Corresponding PDFs of 5.4a 
– 5.4c. 
 
Case (2): p=0.1 with 1020,5.0 ..Lp  and  =μ  
In this case with p=0.1, I test the method with the weighting factor 
1020,5.0 ..Lp  and  =μ . It is difficult to virtually distinguish the difference between 
either the reflectivity solutions (Figures 5.6a – 5.6c), nor their corresponding PDFs 
(Figures 5.7d – 5.7f). But the data residual energy reveals a reduction from 5.4958% 
to 1.802% with the decrease of the weighting factor. In the comparison of the 
amplitude (Figures 5.7a – 5.7c), the varied weighting factor value does not change the 
dominant frequency. In fact, the smaller weighting factor gives a better high frequency, 
but worse low frequency, and vice versa with a larger weighting factor. So it is 
reasonable to choose a weighting factor between 0.2 and 0.1.    
 
106 
 
 
(a) 
 
(b) 
 
(c) 
Figure 5.6 Reflectivity estimates of Lp-norm method (weighted sparseness 
constraint). (a) - (c) p=0.1, 0.1 and 0.2 ,5.0=Lpμ , respectively. 
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   (a)                                   (b) 
 
(c) 
          
             (d)                    (e)                   (f) 
Figure 5.7 Analysis of reflectivity estimates of weighted Lp-norm method. (a) - (c) 
The corresponding amplitude spectra of 5.6a – 5.6c. (d) - (f) The corresponding PDFs 
of 5.6a – 5.6c. 
 
  Similarly, I analyze the performance of the Cauchy method in terms of the 
sparseness weighting factor. 
  Case (3): 0.1 0.2. ,5.0=cauchyμ  
In Figures 5.8a and 5.8c, only slightly difference can be found among the 
reflectivity estimates with 0.05 and 0.1 ,2.0=cauchyμ (and same as their corresponding 
PDFs (Figures 5.9d – 5.9f)). All three solutions provide more detailed geological 
information than those in Figure 5.3a. The data residual energy is reduced from 
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6.1911% to 2.1927% with the weighting factor equaling 0.5, 0.2 and 0.1. The 
amplitude spectra also changes in a similar way as those in Figure 5.7: the high 
frequency is enhanced while the low frequency decreases with decreasing weighting 
factor. As a result, it is reasonable for us to determine a weighting factor between 0.1 
and 0.05.    
 
 
(a) 
 
(b) 
 
(c) 
Figure 5.8 Reflectivity estimates of Cauchy method (weighted sparseness constraint). 
(a) - (c) Reflectivity estimations using Cauchy constraint method with 5.0=cauchyμ , 
0.2 and 0.1, respectively. 
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                (a)                                    (b) 
 
  (c) 
 
          (d)                    (e)                    (f) 
Figure 5.9 Analysis of reflectivity estimates of weighted Cauchy method. (a) - (c) The 
corresponding amplitude spectra of 5.8a – 5.8c. (d) - (f) The corresponding PDFs of 
5.8a – 5.8c. 
 
When using the Lp-norm method, as the power of the constraint term - p 
approaches zero, both the high-frequency and the low-frequency components are 
recovered better but with the penalty of loss of structure from the original data. The 
inversion with the Cauchy sparseness constraint performs remarkable work in 
recovering the bandwidth of the reflectivity sequences. However, the residuals are 
very large even when the optimum parameter γ is applied. As a result, for both 
inversion methods, the appropriate weighting factor is required to balance the 
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trade-off between full bandwidth and the data residual energy.  
5.4 Model constrained PP- and PS- wave reflectivity inversion 
In the seismic impedance inversion, estimated reflectivity should be subject to 
impedance model constraints. Impedance constraint could be derived if certain 
geologic information is available. It can be used to reduce nonuniqueness in 
estimating the reflectivity function to make it consistent with a model structure. In 
fact, model constraint provides limited improvement on the PP-wave reflectivity 
inversion (Figure 5.10 and 5.11). However, appropriate model constraint is very 
necessary for PS-wave with relatively lower signal-to-noise ratio. Because model 
constraint can not only improve the accuracy and consistency of the estimate, but also 
help to recover the frequency contents missed during the processing frequency.  
It is straightforward to incorporate the model constraint into the two inversion 
methods discussed in the chapter. If there is a series of impedance values 
110 ,,, −kAIAIAI L , the recursive expression for reflection coefficients in the case of 
normal incidence is  
          )AI/AIln(
2
1
AIAI
AIAIr i1i
1ii
1ii
i +
−
− ≅+
−= .            (5.9)
 
 
Taking the usual logarithmic approximation for the impedance we then have a linear 
system ξ  
( ) ∑
=
==
k
i
ikk rAIAI
1
0ln2
1ξ .                  (5.10) 
The matrix form equation is 
εArξ += ,                         (5.11) 
where the matrix A  is an integrator operator and ε  is a vector of data errors. Since 
the inversion in this thesis is performed on seismic waves along certain ray path, a 
reflectivity model can be calculated from the impedance with a constant ray parameter 
based on the equation (5.11). This expression holds for both the PP- and PS-wave, 
although they have different definitions for reflection coefficients and impedance 
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along the same ray path. 
Combining equation (5.11) with equation (5.5), the renewed Lp-norm objective 
function with model constraint term is given by 
         
  22 ξArs-rC −++= mpLpw rJ μμ .          (5.12) 
The solution of r now is 
)2 ξCAsC(CA)ArCC(Cr 1M
T1
s
T
w
1T
w
1
s
T
w
−−−− +++= mmp-Lp μμpμ .  (5.13) 
Similarly, I rewrite the Cauchy objective function in equation (5.7) as 
][ ξArs-rC ∑− +−+−+= 1
0
2
2
22 )1ln()ln(
N
i
cauchymw
rNJ γπγμμ .  (5.14) 
The reflectivity is solved by 
 
( )ξCAsCCA)AQ
γ
2CC(Cr 1M
T1
s
T
w
1T
2w
1
s
T
w
−−−− +++= mmcauchy μμμ .  (5.15) 
Now I apply the model constraint to improve the two solutions in Figure 5.3c and 
Figure 5.5a using the full sparseness constraints of Lp-norm function and Cauchy 
function, respectively. The solutions without the model constraint have ideal 
frequency bandwidth but very high residual energy. Comparing the amplitude 
spectrum of the reflectivity estimation both without and with the model constraint in 
Figure 5.10(a)-(b) and Figure 5.11(a)-(b), apparent difference is found neither 
between them, nor for the PDFs. However, there is a significant improvement in the 
resemblance of the original data – the residual energy ratios are reduced from 
21.324% to 15.7409% and from 39.1907% to 31.2886%, respectively. The solution 
also needs to be optimized by appropriately determining the model weighting factor, 
which is 0.01 for both cases. An over-weighted model constraint can bring extra 
residual energy, and may also jeopardize the frequency spectrum. 
 
Case (4): Lp-norm with p=0.01, 1.0 =Lpμ , 0.1or  0.0 =mμ   
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(a)                                   (b) 
                
                (c)                                 (d) 
Figure 5.10 Analysis of reflectivity estimates using Lp-norm method with model 
constraint. (a) - (b) The amplitude spectra of Lp-norm solutions without and with 
model constraint. (c) - (d) The corresponding PDFs of (a) - (b). 
 
Case (4): Cauchy with 1.0 =cauchyμ , 0.1or  0.0 =mμ   
 
(a)                                 (b) 
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             (c)                              (d) 
Figure 5.11 Analysis of reflectivity estimates using Cauchy method with model 
constraint. (a) - (b) The amplitude spectra of Cauchy method solutions without and 
with model constraint. (c) - (d) The corresponding PDFs of (a) - (b). 
 
5.4.1 Model-constrained PS-wave sparseness spike reflectivity inversion 
   Due to its relatively low signal-to-noise ratio, without model constraints, the 
PS-wave reflectivity is difficult to be estimated as well as that of the PP-wave. The 
corresponding PS-wave CRP section of the PP-wave CRP section in Figure 5.1a is 
shown in Figure 5.12a. The PS-wave section is transformed in the PP-time, with its 
waveform corrected based on the process in Chapter 3. Figure 5.12b is the 
corresponding mixed-phase wavelet estimated from the PS-wave section. I first use 
the Lp-norm method with p=0.01 and 0.1 =Lpμ  to estimate the reflectivity in Figure 
5.12c, with no model constraint applied. An obvious failing can be found in the 
amplitude spectrum in Figure 5.12d, which means that the process fails to recover 
frequencies between approximately 15Hz and 45Hz. Besides, the data residual energy 
ratio is 9.324%, which is much higher than the corresponding PP-wave estimation. 
   
 
(a) 
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   (b) 
 
                (c)                                  (d) 
Figure 5.12 PS-wave reflectivity inverted using Lp-norm method. (a) The PS-wave 
CRP section with ray parameter 150ms/km. (b) Reflectivity estimate using Lp-norm 
method with p=0.01 and 0.1 =Lpμ . (c) The mixed-phase wavelet estimated from the 
PS-wave section in (a) (d) The amplitude spectrum of (c) and (a). 
 
In this case, I first invert the corresponding PP-wave impedance from the 
optimized reflectivity estimation; then use the low-pass filtered impedance result 
(Figure 5.13a) as the model constraint for the PS-wave with a model weighting factor 
of 0.01. Figures 5.13b and 5.13c are the PS-wave reflectivity estimation and its 
amplitude spectrum. Compared with the amplitude in Figure 5.12d, a full bandwidth 
improvement can be found in Figure 5.13d. The residual energy is also reduced from 
9.324% to 1.505%.    
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   (a) 
 
   (b) 
 
 (c) 
Figure 5.13 PS-wave reflectivity inverted using model-constrained Lp-norm method. 
(a) The low-pass filtered PP-wave ray impedance. (b) Reflectivity estimation using (a) 
as the model constraint. (c) The amplitude spectrum of (b). 
 
5.5 Summary 
In this Chapter, I discussed reflectivity inversion for both PP- and PS-waves based 
on two sparseness inversion schemes. Through a series of experiments, I revealed 
how sparse constraints affect the estimation in terms of frequency bandwidth and 
residual energy. Although theoretically the Lp-norm function could give a sparser 
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solution if p approaches zero, the sparseness of the solution and the frequency 
spectrum do not improve significantly when p varies from 0.1 to 0.01. The residual 
energy increases dramatically when p=0.01. In the case of p=0.1, the reflectivity 
estimate shows a good agreement of the input data (residual energy ratio 11.0163%), 
even if the weighting factor is 1.0. The Cauchy sparseness constraint provides an 
estimate with an ideal frequency spectrum with weighting factor of 1.0. However, a 
massive loss in reflectivity decreases the lateral continuity of the solution, which in 
turn would have a huge impact on the impedance or elastic parameter inversion. An 
appropriate weighting factor for the sparseness constraint is necessary to balance the 
frequency recovery and small residual energy ratio. A weighting factor less than 1.0 
can effectively reduce the residual energy ratio between the estimated reflectivity and 
original seismic profile. Note that a weighting factor less than 0.1 can bring distortion 
to relatively low frequency ranges. Both of the methods can provide a reliable 
estimate if the weighting factors are optimized. 
Model constraint is necessary for PS-wave reflectivity inversion, in which the 
corresponding smoothed PP-wave impedance is applied as the constraint. It is another 
way to balance the trade-offs discussed in this chapter. Similarly, the weighting factor 
for model constraint also needs to be carefully determined. An optimum model 
constraint can not only correct the frequency distortion, but also reduce the residual 
energy of the solution.  
 
5.A Appendix: Lp norm inversion and Cauchy inversion  
The probabilities relationship between the seismic observations s and reflectivity r 
can be described by Bayes' theorem, which determines the relationship between the 
conditional and marginal probabilities of two events. The desired posterior 
distribution of reflectivity for the seismic signal s is   
)s(
)r()r|s()s|r(
p
ppp =
,                     (5.16)
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where )|( rsp  is the likelihood function of the observation with the parameter r; 
)(rp is the prior probability of the reflectivity r, which may be regularized with varied 
criterions, such as Gaussian or Cauchy; )(sp  is the probability of observation and 
expressed as rrr|ss dppp ∫= )()()( , thus is a constant. 
Considering that noisy data is independent and Gaussian distributed as ),0(
2
nN σ , 
the conditional likelihood function )|( rsp  of noisy seismic observations is then 
expressed in terms of the least square norm as: 
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where ƒ(r)=w*r. 
 If the prior distribution or marginal distribution of reflectivity )(rp  is also 
assumed to be Gaussian as ),0( 2rN σ , based on the equation (5.16), the posterior 
distribution )|( srp  is given by 
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The maximum posteriori (MAP) estimation of r can be derived by minimizing the 
object function (Ulrych et al.  2001) 
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Equation (5.19) is rewritten in the matrix form by 
2rs-rC
2
2
2 2
1
2
1
r
w
n
J σσ +=                 (5.20) 
with ( ) ( )srCCsrCs-rC w1Tw −−= −Sw 2  , where SC is the data covariance. Taking 
the derivative of the above equation in terms of r and setting it to zero, the solution 
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of reflectivity r  is 
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and 22 xn σσε =  is the constant pre-whitening term to prevent abnormal values in the 
solution which are caused by dividing the frequency components with extremely 
small values. Robinson and Treitel (1980) state that it is reasonable to predict its value 
in the range between 0.1~ 0.01.  
Based on the equation (5.20), the Lp-norm function is expressed as  
p
LpwJ rs-rC μ+= 2 ,                   
 (5.22)
 
where Lpμ is the weighting factor of the sparseness term. Because the Lp -norm 
function is the generalization of a least square function, so the derivative of a Lp 
-norm function in terms of z is
 
2p2p2p p])[()( −=∂
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∂ zzz
z
z
z .
              (5.23)
 
Therefore the solution of equation (5.22) isderived accordingly as 
( )sCC)rCC(Cr 1STw1w1STw −−− += 2p-Lpμ ,             (5.24) 
If the reflectivity series is assumed as a Cauchy distribution   
∏−
= +=
1
0
22
21)(
N
i ir
p γ
γ
πr ,                   (5.25) 
the corresponding posterior distribution )|( srp  is then given by 
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Minimizing the object function, we then derive the maximum a posteriori (MAP) 
solution of the posterior distribution )|( srp   
][s-rC ∑− +−+= 1
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i
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The reflectivity is then solved by setting 0=∂∂ rJ  
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where cauchyμ is the weighting factor of the Cauchy constraint, and Q  is a diagonal 
matrix as  
( ) 1,...,0,1
1
2
2
−=
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=
−
NirdiagQ i  r γ
.             (5.29)
  
Although it has been proved that the Cauchy function performs well in estimating a 
sparse solution in many problems in seismic inversion (Ulrych et al., 2001), the 
related parameters need to be carefully determined to fulfill the practical requirements. 
In order to derive an optimal value of γ, the sparseness term is given by 
∑− +−= 1
0
2
2
)1ln()ln()(
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irNL γπγγ ,                (5.30) 
Taking 0=∂∂ γL ,  
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The optimal  γ can be estimated by solving (5.31) numerically (Lu and Wang 2009). 
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Chapter 6 PP- and PS-wave ray impedance inversion  
    In this chapter, I introduce the ray impedance inversion of PP- and PS-wave data, 
separately. From inverted reflectivity series (introduced in chapter 5) to start with, the 
inversions are implemented on an unconventional tight-sand gas reservoir in Sichuan 
basin. By comparison between the inverted ray impedances with other impedances 
(AI, EI and SEI) derived from commercial software, RI and CRI show their potential 
of characterizing the reservoir distribution for this unconventional resource. 
6.1 Methodology of ray impedances inversion 
As introduced in chapter 1, PP-wave reflection coefficient in ray parameter 
domain is expressed by RI with the following recursive expression  
( ) ( ) ( )( ) ( )
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where ( )pRpp  is the linearized approximation (equation 1.5), from which PP-wave 
ray impedance RI is derived and given by  
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In the ray parameter domain, the PS-wave linearized reflection coefficient 
approximation is defined as (Wang, 1999)  
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If it is assumed that )2(2 β
β
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μ Δ+Δ≈Δ  , the above equation is rewritten as  
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For the ith interface, if assuming 
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β 1ln  and +≈Δ , we then have the 
following relationship 
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Therefore the converted wave ray impedance (CRI) can be defined as 
s
i
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In order to show the interpretation capability of RI and CRI, I cross plot different 
elastic impedances against acoustic impedance using real logs from well CX560 
(Figure 6.1- 6.3).   
  
        (a)                               (b) 
    
(c)                                (d) 
Figure 6.1 Cross-plots of AI against RI with different ray parameters. (a-d) 
Cross-plots of AI against RI with p=30, 90, 150 and 180ms/km, respectively, for shale 
(blue) and TX22 gas sand (red) from well CX560. 
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     (a)                                 (b) 
    
(c)                              (d) 
Figure 6.2 Cross-plots of AI against different elastic impedances for TX22 gas sand 
(red) and overburden shale (blue) from well CX560. (a-d) RI (150 ms/km), EI (θ=450), 
CRI (150ms/km) and CEI (θ=450), respectively. 
 
.   
    (a)                               (b) 
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                   (c)                              (d) 
Figure 6.3 Cross-plot of AI against different elastic impedances for TX24 gas sand 
(red) and overburden shale (blue). (a-d) RI (150 ms/km), EI (θ=450), CRI (150ms/km) 
and CEI (θ=450), respectively. 
 
Normally, RI with higher ray parameter values shows more significant 
difference between shale and sand (Figure 6.1). Compared with the corresponding EI 
(θ = 45o), RI shows a similar or better discrimination of shale and sand (Figure 6.2a, 
6.2b, 6.3a and 6.3b). CRI also shows more remarkable discrimination of sand than 
converted wave elastic impedance (CEI), which presents a nearly linear relationship 
in the cross plots (Figure 6.2c, 6.2d, 6.3c and 6.3d). 
    The ray impedance is inverted from the corresponding reflectivity series using 
the generalized linear inversion scheme (Cooke and Schneider, 1983)  
)p(RIG)RI(R)RI(R 10pppp δ+=                   (6.7) 
)p(CRIG)CRI(R)CRI(R 20psps δ+=                 (6.8) 
where 0RI  and 0CRI are the initial ray impedance models, 1G  and 2G are the 
Frechet derivative matrices; RIδ and CRIδ are the model vectors to be solved: 
)RI(R)RI(R)p(RI 0pppp −=δ , and )CRI(R)CRI(R)p(CRI 0psps −=δ . The objective 
functions are given by 
)p(RI)RI(R)p(RIG))p(RI(J 1
2
pp1 δλδδ +−=              (6.9) 
)p(CRIR)p(CRIG))p(CRI(J 2
2
ps2 δλδδ +−=            (6.10) 
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Figure 6.4 Survey area of Xinchang field. 
with the solutions of RIδ and CRIδ are given by 
)RI(RG)p(RI)IGG( pp
T
111
T
1 δδλ =+                   (6.11) 
)CRI(RG)p(CRI)IGG( ps
T
222
T
2 δδλ =+                 (6.12) 
Equations (6.11) and (6.12) are solved by means of the conjugate gradient method 
with iterative procedures. 
 
6.2 A tight gas-sand reservoir in Xinchang field  
The survey area is in Western Sichuan basin, southwest China, with the tight-sand 
gas deposits buried at around 5000m. The tight clastic sediments with extremely low 
porosity and permeability have strong heterogeneity, variety of reservoir types and 
complex gas-water contacts (Tang et al., 2008). The variation of fluid property 
(saturation) doesn’t lead to significant changes either in the elastic parameters or in 
the seismic response. Based on the analysis of well logs, there is little impedance 
difference between the sand and shale (Figure 6.5), which is a challenge to the seismic 
inversion. Besides, certain subsurface structures present weak seismic reflection due 
to the very developed pores and fractures. Therefore, it is difficult for conventional 
AVO analysis to discriminate the fluid contents.  
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(a)                              (b) 
Figure 6.5 Well-logs from well CX560 (a) and X856 (b). 
Among a series of Upper Triassic formations, the deepest member encountered by 
drilling is TX2 (Gan et al., 2009), which is also the target of this study. TX2 is the 
deposit of sand-mud alternative delta facies at depth from 4500 to 5300m. This 
formation consists of seven groups of gas-bearing sand layers, from TX21 to TX27, 
from shallow to deep (Figure 6.5). The thickness of three major sand bodies is shown 
in Table 6.1. Figure 6.6 indicates the reservoir source and migration path of TX2. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.6 Reservoir pattern of the TX2 formation. Gey sections represent the 
surrounding shale, which is also the reservoir source. The gas reservoirs (yellow) 
migrate from shale to sand (pink) along the route indicated by red arrows to the sand. 
The main fractures are also the migration path. 
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Table 6.1 Thickness of three major sand bodies. 
Sand  
Groups 
Thickness (m) 
Max Min Ave 
TX22 120 50 80 
TX24 80 60 62 
TX26 50 30 40 
Table 6.2 Porosity and permeability of two well core samples. 
 
Well 
Porosity (%) 
Permeability  
(10-3μm2) 
Max Min Ave Max Min Ave 
X856 12.28 0.34 4.09 58.51 0.002 2.797
CX560 9.69 0.67 2.95 167.864 0.012 3.92
 
Besides the great variation of reservoir characterization and serious heterogeneity, 
another challenge for the high-resolution inversion and reservoir characterization is: 
although explorations have been carried for years, there are very limited numbers of 
well actually drilling through TX2 (Gan et al., 2009). As a result, it is difficult to 
constrain seismic inversion in the deep part of the formation due to the lack of logging 
information. 
 
6.3 Ray-impedance inversion 
   Background of the study area and reservoir is introduced in the previous section. 
The CX560 inline seismic is across a zone with relatively high permeability within 
this area. However, the pores and fractures do not destroy the structure of the 
formation. According to the log data analysis, the gas-bearing sands in this region 
represent high values for both RI and CRI due to the high velocity and density.  
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In the section views, inverted RIs with higher ray parameter values show clearer 
distributions of three major gas-bearing sands - TX22, TX24, and TX26 (Figure 6.7a 
-c). They represent high impedance values at the well location at 2.35s, 2.42s, and 
2.48s, respectively. The intervals with higher impedance values represent the sand 
layers, which can be clearly identified in the log-view of the inversion result (tops of 
sands are marked in Figure 6.8a).This corresponds to the interpretation result shown 
in Figure 6.5a. Inverted AI and EI sections provided by the company are compared to 
RI. EI does not show a good discrimination of reservoir in this case, because intervals 
with higher impedance values cannot be clearly identified (Figure 6.7d and Figure 
6.9c). AI is even more sensitive than EI, it discriminate sand TX22 and TX24 (Figure 
6.7d and Figure 6.9b). This situation consistent with their log views (Figure 6.9b and 
Figure 6.9c). Although the PS-wave data has lower signal-to-noise ratio, CRI shows a 
corresponding indication of three gas-bearing sands (Figure 6.8a and 6.9d). The 
simultaneously inverted SI is also sensitive to this unconventional reservoir (Figure 
6.8b and 6.9e). For all these results, there is a good agreement between the estimates 
and the real logs (Figure 6.9, red curve is the initial model trace). Figure 6.8c presents 
the time-frequency spectrum at 15Hz for the CRP of 150 ms/km. Regions with higher 
energy indicate reservoirs. 
 
 
(a) 
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(b) 
 
(c) 
 
(d) 
 
(e) 
Figure 6.7 Comparison of inverted RI, EI and AI sections of inline CX560. (a - c) 
Inverted RIs with p=30, 90 and150ms/km. (d - e) Inverted AI and EI (θ=450), 
respectively, using commercial software.  
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(a) 
 
(b) 
 
(c) 
Figure 6.8 Comparison of inverted CRI and SI sections of inline CX560. (a) Inverted 
CRI with p=150ms/km. (b) Inverted SI using commercial software. (c) The 
time-frequency spectrum at 15Hz for the CRP with p=150ms/km. Within this 
frequency range, regions with high amplitude may indicate hydrocarbon reservoirs. 
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RI            AI           EI          CRI            SI  
(a)            (b)           (c)          (d)             (e)  
Figure 6.9 Comparison of inverted impedance traces (blue) with real logs (grey). 
Initial model traces plotted with red curves. 
 
The X856 well is another gas well in this area. The major gas-bearing sands 
encountered by drilling are only TX22 and TX24. In the inverted RI (p=150ms/km) 
section, the sand of TX22 (2.36s) represents a high impedance, while the sand of TX24 
(2.41s) has a relatively low impedance values (Figure 6.10a). However, in this case, 
CRI shows an opposite trend for the two sand layers (Figure 6.10b). This is because 
certain subsurface structures along the X856 line represent weak reflections near the 
well location because of the developed pores and fractures, which is different from the 
situation in the CX560 line. 
 
 
(a) 
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(b) 
Figure 6.10 Inverted (a) RI and (b) CRI of inline X856 (p=150ms/km).  
 
Figure 6.11 is another example of ray impedance result, which indicates the slices 
of minimum-value ray impedance (p=100, 150, 200 and 250ms/km) for a Class III gas 
sand reservoir (1.56s at well location). A good discrimination of sand (red) from 
surrounding shale (blue or purple) is present in the slices with higher ray parameter.  
 
Figure 6.11 Minimum-value ray impedance slices in reservoir I with p=100, 150, 200 
and 250ms/km, respectively. 
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6.4 Summary 
At the beginning of the chapter, I propose the PS-wave ray impedance using the 
linearized quadratic approximation. Then both of the ray impedance inversions and 
elastic parameter inversions are tested on seismic datasets from the Xinchang field for 
detailed reservoir distribution characterization.  
Comparison of different impedances shows that, RI and CRI are more sensitive 
to the reservoirs than the conventional impedances. RI with higher ray parameter 
value shows better discrimination of gas-bearing sands from surrounding shales. 
Although CRI has lower resolution, because of the low frequency PS-wave, it 
represents corresponding indication of reservoirs and frequency-dependent ray 
impedances with varied ray parameter values.  
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Chapter 7 Simultaneous inversion for three elastic 
parameters 
   In this chapter, I propose a joint inversion of PP- and PS-wave for three 
independent elastic parameters: P-wave velocity, S-wave velocity and bulk density, 
based on the quadratic reflection coefficients approximations with high-order terms 
(chapter 1). I use a weighted derivative matrix to balance the different sensitivities of 
these three physical parameters. Both synthetic data and real data from the tight-sand 
gas reservoir are used to test this method. It shows that joint simultaneous inversion is 
more capable of estimating three elastic parameters than the PP-wave single inversion. 
It provides better estimates in terms of accuracy and stability. Besides, I also analyze 
the sensitivity of density estimate to the maximum ray parameter (incidence angle) of 
the seismic data.   
 
7.1 Conventional AVO inversion 
As the ultimate result of seismic inversions, elastic parameters represent rock 
properties and fluid contents. Thus they have direct relations to the reservoir 
properties. Among a series of elastic parameters, the P-wave velocity (VP), S-wave 
velocity (VS) and bulk density (ρ) are a group of independent parameters which 
represent a certain medium. Other elastic parameters, for example Poisson’s ratio (σ), 
shear modulus (μ), Lame’s first parameter (λ), bulk modulus (K) and Young’s 
modulus (E) can be easily calculated from these three parameters. Appropriate 
combinations of some of them can act as reservoir indicators.  
Elastic parameter inversions possess different abilities because they are based on 
various forms of approximations of the Zoeppritz equations. Generally, linearized 
approximations are widely used in such an inversion. According to the types of target 
reservoirs, those inversions also specialize in estimating different groups of elastic 
parameters. However, due to the ill-posed nature of the inverse problem, in order to 
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simultaneously invert three independent elastic parameters, reflection coefficient 
approximations with higher accuracy are required. Besides, wide-angle seismic data 
may also be required especially for bulk density, which is a great gas indicator but the 
most insensitive parameter in AVO responses (Figure 7.1). 
Although the PP-wave amplitude-based inversion has been widely applied in the 
oil and gas exploration for decades, it is difficult to solve three independent elastic 
parameters simultaneously. Smith and Gidlow (1987) estimate the P-wave and S-wave 
velocity contrasts from the weighted stacked seismic sections using the linearized 
PP-wave reflection coefficient approximation (Bortfeld, 1961; Richards and Frasier, 
1976; Aki and Richards, 1980; and Shuey, 1985). Bulk density is substituted with the 
P-wave velocity based on Gardner’s empirical equation (Gardner et al., 1974). Instead 
of using Gardner’s rule, Fatti et al. (1994) estimate the acoustic and shear impedance 
contrast based on a simplified approximation neglecting the density contrast term. 
Roy et al. (2008) successfully invert for high-resolution density with the prior 
information of Vp/Vs ratio background obtained from seismic data with very large 
angular aperture (up to 600). De Nicolao et al. (1993) prove that, based on the 
linearised approximation, it is difficult to estimate the third independent parameter, 
and even the accuracy of the second estimation parameter depends on the maximum 
incidence angle of input. Similar discussions are also published by Stolt and Weglein 
(1985) and Ursin and Tjåland (1993). Through a series of numerical analyses, Ursin 
and Tjåland (1996) show that three elastic parameters can be estimated if the exact 
PP-wave Zoeppritz equation is applied, and the maximum angle of incidence is large 
enough (up to the pre-critical angle). However the exact Zoeppritz equations are too 
clumsy to be used in the inversion, thus extra information is required to improve the 
ability of elastic parameter inversions. 
The AVO responses of PS-wave are dominated by the variation of shear-wave 
velocity and bulk density (Figure 7.1b). Therefore PS-wave has different responses 
from the PP-wave with certain rocks and fluids. Therefore, joint use of the PS 
converted wave in the PP-wave inversion reduces the ill-posedness of the inverse 
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problem, and in particular enables the simultaneous inversion for three elastic 
parameters. Jin et al. (2000) estimate shear-wave velocity contrast and density from 
only PS-waves with maximum angle of incidence larger than 400. Margrave et al. 
(2001) show a PP- and PS-wave joint inversion for the acoustic impedance, shear 
impedance and the pseudo-Poisson’s ratio fluctuation based on a weighted stacking 
technique. With an optimum Vp/Vs ratio derived from the data calibration, Garrota et 
al. (2002) estimate three elastic parameters contrasts from the multicomponent data. 
Veire and Landro (2006) propose a joint inversion by means of the weighted 
least-square scheme to estimate the three elastic parameters contrasts without using 
seismic wavelets. Khare and Rape (2007) show that joint inversion based on the 
linearized PP- and PS-wave reflection coefficient approximations could provide 
reliable density estimation if the maximum PS-wave incidence angle is up to 550.  
In Figure 7.1, I analyze the amplitude versus ray-parameter (AVP) responses of 
the P-wave, S-wave and density in terms of PP and PS reflectivities calculated using 
the Class III model shown in Figures 1.2. All of the three parameters contribute to the 
PP-wave reflectivity (Figure 7.1a). The S-wave velocity is the most sensitive 
parameter to the ray parameter/incidence angle in both cases. Although the energy of 
the PS-wave is partially constrained by the PP-wave due to the P-to-S wave 
conversion, the PS-wave AVP response is dominated only by the variation of 
shear-wave velocity and bulk density (Figure 7.1b). Thus it is more feasible for 
S-wave velocity and density to be estimated from the PS-wave, which provides extra 
information on the subsurface properties. In both cases, an obvious density variation 
can be found when the ray parameter larger than 100ms/km. 
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    (a)                                      (b) 
Figure 7.1 Contribution of three elastic parameters in the amplitude versus 
ray-parameter AVP responses. (a) PP-wave AVP responses. (b) PS-wave AVP 
responses. 
 
7.2 Joint inversion for three elastic parameters  
Taking the first order Taylor expansion of Equation (1.3) with respect to the 
elastic parameter  
)()()( 0PPPPPP m-mm
mRmRR ∂
∂≈−               (7.1) 
where RPP is the reflectivity estimated from seismic data, RPP(m) is the theoretical 
reflection coefficients generated from the model using equation (1.3), m0=[α0,β0,ρ0] is 
the initial model vector and m=[α,β,ρ] is the model vector to be estimated. The 
objective function is then set by 
22
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with the solution in matrix-vector form as 
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Frechet matrix, which is regularized by model covariance matrix mC (estimated from 
137 
 
well logs or the initial models with the model weighting factor λm; 
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are important in balancing the different sensitivity of the parameters (Wang, 1999). 
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where ()Amp represents the average of the matrix eigenvalues summation. As has 
been discussed, due to the ill-posed nature of such an inversion problem, not all of the 
three elastic parameters can be solved.  
The first order Taylor expansion of Equation (1.4) is given by  
)()()( 0PSPSPS m-mm
mRmRR ∂
∂≈−               (7.4) 
where RPS is the reflectivity estimated from seismic data, RPS(m) is the theoretical 
reflection coefficients generated from the model using equation (1.4). Combine 
equation (7.1) and (7.4), the objective function of PS-wave is given be 
22
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2
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the solution of joint inversion is given by 
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There is no dimensional problem in the data space for both of the inversions, though 
the reflectivity series with varied ray parameter has slightly different amplitude scales.  
Equations (7.3) and (7.6) are solved by the conjugate gradient method.  
In Figure 7.2, a group of PP- and PS- wave synthetic traces (signal-to-noise ratio 
20dB) are generated using the filtered logs from CX560 (grey curves in Figure 7.3 
and 7.4). I use a low-pass filter with the cut-off frequency of 120Hz. The 
corresponding reflectivity series with ray parameters from 30 to 150 ms/km are used 
as the input to the PP-wave and joint EP inversion disused above. Low-pass filtered 
logs are used as the initial models for the inversions (red curves in Figure 7.3 and 
7.4).  
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(a) 
 
(b) 
Figure 7.2 PP- and PS- reflection synthetic traces with different ray parameters. 
 
   The model covariance matrix is calculated from three logs  
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−−
−−
=
14712.9231796.034396.1
231796.039647.100615.0
34396.100615.060593.1
1-
mC . 
140 
 
Numerical results from one of the example solutions is shown as   
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   In fact, three physical parameters in the model space of the single PP-wave 
inversion are in the same dimension. Therefore, the coefficients in ppμ could also to 
be equal in this case. However, parameter balancing in the joint inversion is necessary 
because only shear wave and density contrast contribute to the PS-wave reflection, 
and they have different dimensions: 
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Both the P-wave velocity and bulk density are feasibly inverted from the noisy 
PP-wave synthetic traces (Figure 7.3a and 7.3c). However, the S-wave velocity is 
highly model-dependent thus there is bias from the real log (Figure 7.3b). S-wave 
velocity and density (Figure 7.4) show certain improvements compared with the 
corresponding estimations from the single inversion. A correlation analysis between 
the estimates and real logs quantifies these improvements: the correlation coefficient 
of S-wave velocity of single inversion and joint inversion is 0.72 and 0.801, 
respectively; while the coefficients of density estimates are 0.811 and 0.860. A slight 
bias is found in the P-wave velocity estimated using joint inversion. It has a 
correlation coefficient of 0.845 with the real log, compared with the coefficient of 
0.847 of estimate using single inversion. 
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              (a)                    (b)                    (c) 
Figure 7.3 Three elastic parameters estimated using the PP-wave single inversion. 
The initial model (red), true elastic parameter logs (grey) and the elastic parameter 
estimations (blue) from the on synthetic traces. 
 
           
              (a)                    (b)                    (c) 
Figure 7.4 Three elastic parameters estimated using the joint inversion. The initial 
model (red), true elastic parameters logs (grey) and the elastic parameters estimates 
(blue) from the joint inversion on synthetic traces. 
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Figure 7.5 illustrates the sensitivity analysis of the above inversions. The 
eigenvalues of matrix ⎟⎟⎠
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in terms of three elastic parameters 
are plotted in the descending order in blue and black, respectively. All of them are 
measured in the logarithmic scale. The eigenvalues of P-wave velocity and density 
from the joint inversion are similar to those from the PP-wave inversion (Figure 7.5a 
and 7.5c). S-wave velocity from the joint inversion is more reliable than that of the 
single inversion ((Figure 7.5b). Condition numbers (ratio of the maximum eigenvalue 
to the minimum eigenvalue) of joint inversion are smaller than the single wave 
inversion, which means joint inversion is more capable to estimate three parameters. 
In joint inversion, the residual of reflectivity converges faster than that of the PP-wave 
single inversion (Figure 7.6). The reflectivity residual of joint inversion is minimum 
at the 7th iteration (black). While the single inversion shows a stable decrease of 
reflectivity residual until the 10th iteration (blue).  
       
       
        (a)                (b)               (c)              (d) 
Figure 7.5 Sensitivity analyses for synthetic inversion. (a-c) Eigenvalues for P-wave 
velocity, S-wave velocity and density from single inversion (blue) and joint inversion 
(black), respectively. (d) Condition number of single inversion (blue) and joint 
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inversion (black), respectively 
 
 
Figure 7.6 Residual of each iteration for PP-wave inversion (blue) and joint inversion 
(black). 
 
Although the non-linear method is used to search the minimum in each iteration, 
the inverse problem is linearized by using several iterations to update the model.  
Therefore I perform a test to explain how the inversions depend on the initial model. 
Figure 7.7 shows the density estimates of joint inversion using different initial models. 
The estimate in Figure 7.7a uses the same initial model as in Figure 7.3 and 7.4. It 
shows the best agreement with the real logs, with the correlation coefficients of 0.856. 
Initial model in Figure 7.4b is given an inaccurate estimate (error is 20% of model in 
7.7a), but has a same long wavelength variation as 7.7a. The corresponding estimate 
also shows a good correlation with the real log (0.839). I use an accurate and an 
inaccurate (error is 20%) constant initial model to generate the results in Figure 7.7c 
and 7.7d, respectively. However, estimates show larger bias when constant initial 
models are applied. The correlation coefficients of Figure 7.7c and 7.7d is 0.637 and 
0.638, respectively. Results of other two parameters show similar situation in this test. 
In fact local variations in Figure 7.7a-d show only slightly differences, because they 
are estimated from the relative amplitude of the input reflections, which does not 
change in this test. The most important affect of initial model is its long wavelength 
variation (7.7c), which needs to be considered when building the initial models in 
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practice. Inaccurate values of the initial model don’t influence the result much (7.7b 
and 7.7d).  
   The joint inversion is also performed on the data with SNR as 15dB, and results 
with similar accuracy as those shown above are derived. It means that this new joint 
inversion method can deal with input seismic data containing noise. As shown in this 
synthetic test, P-wave velocity and bulk density can be approximately estimated from 
PP-wave inversion. Joint inversion provides estimates which are nearly the same as 
the real logs for all the three parameters. 
 
          
(a)               (b)                (c)               (d) 
Figure 7.7 Density estimates of joint inversion using different initial models. Real 
density logs are marked in grey. (a) Comparison of the density estimate (blue) and a 
good initial model with long wavelength variation (red). (b) An inaccurate initial 
model with long wavelength variation (red) and its density estimate (blue). (c) A good 
constant initial model (red) and its density estimate (blue). (d) An inaccurate constant 
initial model (red) and its density estimate (blue). 
 
7.3 Real data application   
Now, a feasibility and robustness test of the inversion method is performed on the 
CX560 inline seismic in the Xinchang field. The inverted P-wave, S-wave velocities 
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and density using the PP-wave only are shown in Figure 7.8a, 7.9a and 7.10a, 
respectively. Detailed comparisons between the inverted elastic parameters and 
filtered logs (low-pass filtered with cut-off frequency of 120Hz) are also shown next 
to the corresponding section views. Six reflectivity inputs are used in the single 
PP-wave inversion, with the largest ray parameter being 180ms/km (580). Results of 
the joint inversion are shown in Figure 7.8b, 7.9b and 7.10b, where the reflectivity 
inputs have the largest ray parameter as 150ms/km (450). Estimates from the joint 
inversion illustrate higher accuracy than those from the PP-wave inversion. The 
correlation coefficients between P-wave velocity estimates of single inversion and 
joint inversion, and the real logs is 0.781 and 0.80, respectively. Although the 
difference between two P-wave velocity estimates are small (Figure 7.8), the joint 
inversion result shows more discriminative image at the well location for the three gas 
sands (2.35, 2.42 and 2.49s at the well location). Reservoir distributions can be 
identified by the high-resolution density with the correlation coefficients of 0.727 
(Figure 7.10b), which is difficult to estimate through conventional inversion methods. 
The density estimated from the PP-wave inversion has lower signal-to-noise ratio 
(Figure 7.10), with the correlation coefficients of 0.681. As to the S-wave velocity 
(correlation coefficients of 0.712 and 0.778), more reliable can be estimated from the 
joint inversion, which is consistent with the result in the synthetic test.  
 
   
(a) 
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(b) 
Figure 7.8 Estimated P-wave velocities from PP-wave single inversion (a) and joint 
inversion (b). 
 
 
(a) 
  
 (b) 
Figure 7.9 Estimated S-wave velocities from PP-wave single inversion (a) and joint 
inversion (b). 
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(a) 
   
(b) 
Figure 7.10 Estimated density from PP-wave single inversion (a) and joint inversion 
(b). 
 
Figure 7.11 illustrates the sensitivity analysis for this real data test. The 
eigenvalues of estimates from the joint inversion are higher than those from the 
PP-wave inversion. Condition number for the joint inversion is also smaller than the 
other one, which means the joint inversion is much more stable and less ill-posed. 
I perform another test to analyze the sensitivity of the density estimate to the 
incidence aperture range of the input. Figure 7.12 shows density estimates from the 
joint inversion using inputs with maximum ray parameter of 120ms/km, 150ms/km 
and 180ms/km, respectively. The corresponding incidence angles are 370, 450 and 580 
(average P-wave velocity is approximately 4700m/s). Inverted densities at well 
location are also compared with the real log (low-pass filtered with cut-off frequency 
of 120Hz). The correlation coefficients between the three density estimates and the 
real log are 0.687, 0.727 and 0.719, respectively. Although theoretically, seismic data 
with wider incidence aperture provide larger variation of reflectivity. However in 
practice, the inclusion of seismic data with very wide incidence aperture could be 
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risky. Because far-offset data may contain more noise, and do not match the 
near-offset data due to the stretch effect or NMO correction residual during processing. 
In that case, the inverted parameter is noisier (Figure 7.12c). However, far-offset 
seismic data do provide more density information. Compared with the density 
estimate in Figure 7.12a, clearer image for sand TX26  can be found in Figure 7.12b 
and 7.12c (high density at 2.49s). 
 
      
        (a)               (b)              (c)                (d) 
Figure 7.11 Sensitivity analyses for PP-wave single inversion and joint inversion. 
(a-b) Eigenvalues of P-wave velocity, S-wave velocity and density (from right to left) 
from PP-wave inversion and joint inversion, respectively. (c-d) The condition number 
for PP-wave inversion and joint inversion, respectively. 
 
  
(a) 
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(b) 
  
(c) 
Figure 7.12 Estimated density from joint inversion using the different seismic data 
sets. (a)-(c) Input data sets with maximum ray parameter 120ms/km (370), 150ms/km 
(450) and 180ms/km (580), respectively. 
 
To compare my method with other methods available in the industrial software, 
I estimate the Poisson’s ratio from different inversion schemes, in order to avoid the 
scaling issue in different package, i.e. Vp/Vs is compatible. Figure 7.13 and 7.14 
show the Poisson’s ratio of conventional AVO inversion (Smith and Gidlow, 1987) (a), 
Jason software (Cooke and Schneider, 1983; Haas et al., 1994; Gunning et al. 2004) 
(b), and new joint inversion method (c). All of the three results show a good 
discrimination of reservoirs. The correlation coefficients between estimates and the 
real logs is 0.51, 0.1 781 and 0.69, respectively. The conventional AVO inversion 
provides an estimate with good continuity but it is contaminated by low frequency 
components, so the thin sand layers cannot be identified (Figure 7.13a and 7.14a). 
Poisson’s ratio calculated using the elastic parameters from the new joint inversion 
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method (Figure 6.30c and 6.31c) is close to the result of Jason software (Figures 
6.30b and 6.31b). Higher continuity can be found in this result but it is less 
discriminative. 
 
(a) 
 
(b) 
 
(c) 
Figure 7.13 Poisson’s ratios estimated using different methods. (a) – (c) Poisson’s 
ratios estimated using the weighted-stacking joint inversion (Smith and Gidlow, 1987), 
Jason software and new joint inversion, respectively. 
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           (a)                       (b)                      (c) 
Figure 7.14 Enlarged images of Poisson’s ratios estimated using different methods. 
 
7.4 Summary 
I implement a simultaneous joint inversion for three elastic parameters using ray 
parameter domain PP- and PS-wave data. From the PP-wave inversion, even if a 
high-order approximation is applied and wide incident aperture data is available, only 
an approximate estimate can be obtained for three independent elastic parameters. The 
P-wave velocity, S-wave velocity and bulk density estimated from joint inversion is 
stable, with high resolution. We can identify gas reservoir distributions directly from 
the density estimation. 
Compared with the PP-wave single inversion, joint inversion provides better 
estimates for three parameters in terms of stability and accuracy. Obvious 
improvement can be found in the estimates of S-wave velocity and density. I also 
show that, joint use of PP- and PS-wave and the higher-order approximations reduces 
the requirement for seismic data with very high ray parameter/angle of incidence 
(Figure 7.8 – 7.10). Input seismic data with larger incident aperture range provides 
density estimate with more details (Figure 7.12). Far offset data are likely to be noisier, 
however, which may adversely affect the inversion. Poisson’s ratio calculated directly 
from the joint inversion results can act as a reservoir indicator, with which a detailed 
reservoir distribution can be identified (Figure 7.13 and 7.14). 
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Chapter 8 Conclusions and perspective 
The definition of physical quantity in the ray parameter domain aims to avoid the 
assumption of constant angle of incidence and to unify the multiple parameters in the 
Zoeppritz equations into one. This thesis discusses a new seismic inversion scheme 
based on the PP- and PS-wave seismic reflection defined along the wave propagation 
ray path. My study includes the analysis of physical parameters in the ray parameter 
domain, and mainly focuses on a series of techniques to achieve this inversion. Most 
of these techniques are also compatible with conventional AVO inversions. Therefore, 
this research not only provides new physical parameters and a unique inversion 
methodology, but also contributes to the improvement of existing seismic inversion. 
   Two points need to be clarified before drawing the conclusions. Firstly, the ray 
parameter domain seismic inversion is not limited to the time domain, which has been 
discussed in this thesis. Seismic reflections can be also transformed to the ray 
parameter domain in depth, if reliable interval velocity and seismic image in depth are 
available. In that case, all of the procedures are still necessary except the events 
calibration. Secondly, the amplitude is considered as isotropic along the offset, 
because subsurface media are assumed as VTI with weak anisotropic effects on AVO 
performance.  
     
8.1 Ray impedances (RI/CRI) 
   The derivation of ray impedances is based on the ray parameter domain reflection 
coefficients. Therefore, compared with the elastic impedances with constant angle of 
incidence, ray impedances obey Snell’s law thus have real physical meanings. The 
dimensional problem of EI is solved by the proposition of RI because the P-wave to 
S-wave velocity ratio is no longer assumed to be constant. Although assuming the 
parameter ( ) ( )ββρρ ΔΔ=r  is constant, RI is very insensitive to its non-optimal 
values. CRI represents the response of PS-wave for certain medium, but it mainly 
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depends on the S-wave velocity and density. 
Ray impedances are sensitive to fluid contents because they are 
frequency-dependent. I show an inversion scheme for PP- and PS-wave ray 
impedance in chapter 6. Comparison of inverted RI sections with different ray 
parameters can discriminate reservoirs. Joint interpretation of RI and CRI could even 
discriminate fluid contents (Chapter 1). Therefore, ray impedances are a valuable tool 
in the reservoir geophysics and need to be studied further. A potential area is the ray 
impedances in terms of weakly anisotropic media. The corresponding inversions 
could also be studied to characterize anisotropy of the media. 
    
8.2 Inversion for the elastic parameters 
It has been proved that P-wave velocity, S-wave velocity and bulk density are 
feasibly estimated using the new joint inversion of PP-wave and PS-waves. These 
three parameters can describe certain medium. The reservoir indicators can be 
calculated directly from a group of reliable joint inversion results. Wide incident 
aperture seismic is not required to invert density thanks to the involvement of 
PS-wave data and reflection coefficients approximations with high-order terms. 
On one side, because of the relative high costs of PS-wave acquisition and its 
time-consuming processing procedure, the PP-wave seismic reflection is still a 
common tool of seismic inversion in the industry. Based on the discussions in chapter 
7, two parameters (including density) could be inverted approximately from the single 
PP-wave inversion. Therefore, if prior petrophysical information (for example 
Castagna’s relationship between P-wave and S-wave velocity, and Gardner’s 
relationship between P-wave velocity and density) is available, the reliable elastic 
parameters could also be derived using this single inversion.  
On the other side, it is possible that the new joint inversion can estimate more 
than three independent parameters. Because this joint inversion scheme solves the 
estimate with different sensitivity, therefore a further research could be carried on the 
simultaneous inversion not only for elastic parameters but also for the anisotropic 
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parameters ( ε , δ even γ ).  
In order to analyze the anisotropic effect on seismic amplitude, I reproduce the 
AVP responses for the two shale/sand models showed in chapter 1 (black curves in 
Figure 8.1 and 8.2), and compare them with the corresponding anisotropic AVP 
responses (green dashed curves). The following approximations are used to calculate 
the amplitude in VTI media (Ruger, 1997; Li et al., 1996): 
εααδα Δ−+Δ+=
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where )( pRISOpp  and )( pR
ISO
ps  are the approximations in terms of isotropic media; 
The contrast of the anisotropic parameter δΔ  and εΔ  are set as 1.0=Δ=Δ δε  
and 02.0=Δ=Δ δε  based on the measured anisotropic parameters in (Thomsen, 
1996).  
    Although it is weak, the amplitude anisotropy is still distinguishable even in the 
VTI media (Figure 8.1 and 8.2). Therefore, it is possible to estimate anisotropic 
parameters using the new joint inversion of seismic data withwide azimuth. In that 
case, the definition of ray parameter domain quantities needs to be improved by using 
the assumption of HTI (transverse isotropy with a horizontal symmetry axis) media. 
     
(a)                                 (b) 
Figure 8.1 PP- (left) and PS-wave (right) AVP responses for the Class III model. 
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                  (a)                                 (b) 
Figure 8.2 PP- (left) and PS-wave (right) AVP responses for the Class I model. 
 
8.3 Potential improvements of the ray parameter domain inversion 
Construction of data gathers in the ray parameter domain is used on the 
time-migrated CIP gathers. In order to reveal full potential of ray parameter domain 
reflections, especially for more accurate common conversion point positioning and 
more accurate calibration of PP- and PS-wave data, a possible way is to construct the 
true ray-parameter domain gathers during the depth migration might. However, a 
present obstacle is the depth-domain migration of PS-wave. 
In practice, there are always residuals of the NMO correction during data 
processing. This leads to the time misalignments between different CRP profiles. 
Therefore, the data calibration method could be improved by not only calibrating the 
PP- and PS-wave sections, but also correcting the time misalignments between 
different CRP profiles. 
Inverted PS-wave ray impedance shows a relative low resolution and continuity 
than the inverted RI, due to the low frequency and SNR of PS-wave data. This could 
be improved by a new simultaneous joint inversion for RI and CRI. 
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